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ABSTRACT 
The National Guard is a unique, part-time subset of the U.S. military that has been 
increasingly deployed during recent conflicts, often has a different set of life 
circumstances compared to full-time Active Duty servicemembers, and is studied much 
less frequently than are Active Duty populations. Depression, one of the most common 
mental disorders among both civilian and military populations in the United States (US), 
is associated with a range of comorbid mental and physical health conditions. The 
associations between stressful life events throughout the civilian lifecourse—including 
during childhood—and adult-onset and persistent depression have been documented in 
some demographic groups, but have not yet been studied in a National Guard population. 
Stressful civilian life events may be particularly important in this population, due to 
frequent transitions between military and civilian employment and engagement among 
Guard members. We used data from the Ohio Army National Guard Mental Health 
Initiative to investigate the relationship between two domains of civilian life experiences 
from across the lifecourse and adult depression: (1) early-life adverse experiences, such 
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as being mistreated during childhood, and (2) more recent stressful experiences outside of 
deployment, such as financial problems or divorce.  
First, we estimated the relationships between each of these two domains of 
exposure and the rates of incident depression across four years using Cox proportional 
hazards models. We found that male servicemembers who reported at least one out of 
four traumatic childhood events assessed had a 77% higher rate of incident depression 
during follow-up compared to those who reported no traumatic childhood events, after 
adjusting for race and age group (95% CI (confidence interval): 1.33, 2.49). When further 
adjusting for posttraumatic stress disorder (PTSD) in the time between childhood events 
and depression, this relationship only slightly attenuated (aHR (adjusted hazard ratio) = 
1.71, 95% CI: 1.24, 2.35), suggesting that the relationship between traumatic childhood 
events and adult depression is not driven by PTSD. Furthermore, when stratified by 
income level, the association between traumatic childhood events and depression was 
stronger among men making $40,000 per year or less, with an adjusted hazard ratio of 
2.06 (95% CI: 1.22, 3.49), compared to men making more than $40,000 per year (aHR = 
1.63, 95% CI: 1.09, 2.45).  
We also found that men who reported at least one out of nine stressful events 
assessed in the prior year (a time-varying exposure updated over time) had twice the rate 
of incident of depression overall compared to men who reported no past-year stressful 
events (95% CI: 1.52, 2.72), adjusting for race, age group, and past-year PTSD. We 
observed imprecise associations between these exposures and incident depression among 
women that should be interpreted with caution due to the small sample size (aHR for one 
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or more childhood events: 0.74, 95% CI: 0.35, 1.61 and aHR for past-year stressors: 1.07, 
95% CI: 0.57, 2.01).  
Our second study departed from traditional epidemiologic null hypothesis testing 
methods, taking instead a prediction approach to studying incident depression. 
Supervised machine learning—including methods such as tree classification and random 
forests—have the flexibility to identify predictors that are not pre-specified, and can be 
used for hypothesis generation. Among both male and female soldiers, we found that 
reporting verbal abuse by a parent or guardian during childhood, being of mid-level rank 
status in the military, recently deploying to a non-conflict area, having been robbed, and 
having been mistreated were all important predictors of incident depression across five 
years of follow-up. PTSD and traumatic events in adulthood (including combat-related 
experiences) as well as having children appeared more important for prediction among 
men compared to women, while military characteristics (e.g., years of service) as well as 
hearing about traumatic events happening to others (e.g., learning that a family member 
was in a serious car accident) appeared more predictive of depression for women 
compared to men. We also identified subgroups of individuals with certain combinations 
of predictors who were at high risk of depression onset, such as men with both past-year 
PTSD and a casualty in their unit during their most recent deployment. Overall, 
prediction accuracies of our algorithms were moderate to good when cross-validated.  
Our third study returned the specific focus to our two main exposure domains of 
interest, childhood traumas and adult civilian stressors, but took a different approach for 
understanding depression as an outcome. While our first two studies assessed depression 
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as a binary construct, our third study identified latent sub-groups of depression symptom 
patterns—or trajectories—across follow-up using latent class growth analysis, and 
estimated the associations between life stressors and membership into these different 
trajectory groups. For both men and women, a four-group depression model was 
identified, including a stable, symptom free group (showing essentially no depression 
symptoms at any point during follow-up) that included about 62% of the overall sample, 
an increasing depression symptom group including 13% of the sample, a decreasing 
depression symptom group with 16% of the sample, and a “chronic” depression symptom 
group representing 9% of the sample (staying essentially steady around 4-5 symptoms 
throughout follow-up).  
After controlling for sex, race, and age group, soldiers who reported one or more 
traumatic childhood events had 3.57 times the odds (95% CI: 2.53, 5.05) of belonging to 
the chronic depression symptom group compared to the symptom free group. Reporting 
childhood events was also associated with being in the decreasing and increasing 
depression symptom trajectory groups compared to the symptom free group (aOR 
(adjusted odds ratio): 2.33, 95% CI: 1.75, 3.11 for the decreasing symptom group and 
OR: 1.78, 95% CI: 1.29, 2.45 for the increasing symptom group). When controlling for 
sex, race, age group, and past-year PTSD, time-varying adult stressors had the largest 
effect on depression symptoms for the increasing depression symptom group compared to 
other groups, particularly in the last two years of follow-up (where there was an adjusted 
difference of 1.02 symptoms at each year, for stressors compared to no stressors). The 
decreasing depression symptom and symptom free groups saw a negligible difference in 
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symptoms when comparing one or more stressors to no stressors, while about a half of a 
symptom difference was seen for the chronic depression symptom group, unchanging 
across the follow-up time. 
All three studies in this dissertation indicated the importance of considering 
stressful life events that occur outside of deployment when studying the mental health of 
National Guard servicemembers. These findings may be particularly relevant given the 
frequent switch between military and civilian engagement in the National Guard, and the 
relative neglect of this group within military research. Furthermore, our novel machine 
learning findings helped to bridge the gap between population-level and individual-level 
prediction of depression among National Guard members. Although replication studies 
are needed, the results of this dissertation may help inform potential intervention 
strategies for depression in order to reduce the overall disease burden of the U.S. Army 
National Guard. 
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CHAPTER 1. INTRODUCTION 
 
Depressive disorders are among the most common mental disorders in both United States 
(U.S.) civilian and military populations.1,2  Major Depressive Disorder (MDD)—a type of 
depressive disorder that includes five or more symptoms during at least two weeks—is 
the most commonly studied with regard to estimating prevalence and incidence. In 2016, 
MDD affected about 7% of U.S. adults,3 and it is estimated that about 17% of U.S. adults 
have had MDD at some point in their lifetime.4 MDD was considered the second leading 
cause of disability in the U.S. in 2010 out of any medical condition,5 contributing to 
functional impairment, absenteeism from work and school, and lower work performance 
when physically on the job or at school.6 The estimated cost of depression, including 
treatment as well as workplace loss of human capital, was $210 billion in 2015—an 
increase of almost 22% since 2005.7  
Within the military, the estimated prevalence of depression varies widely across 
different studies,8 partly due to differences in military branches (e.g., Army vs. Navy), 
military components (Active Duty vs. Reserves), deployment history, and other factors. 
One recent meta-analysis of studies that measured the prevalence of MDD among 
different samples of U.S. military personnel estimated prevalence overall to be 12% 
among currently deployed individuals, 13.1% among previously deployed individuals, 
and 5.7% among those who had never been deployed.2 
Historically, data suggested that U.S. military populations had lower prevalence 
of mental disorders compared to civilians, partly because individuals who join the armed 
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forces generally have to be healthy and fit enough to serve. Recently, however, higher 
proportions of both current servicemembers and veterans have suffered from mental 
health problems compared to civilians.9,10 One reason for this shift may be that today’s 
servicemembers are on average of lower socioeconomic status than their counterparts 
who do not serve, as compared to prior eras when conscription (otherwise known as the 
draft) resulted in a more economically diverse sample of Americans serving in the 
military. Some studies have suggested that today’s servicemembers are more likely to 
have had childhood trauma and pre-enlistment disorders,9,11 characteristics that are not 
screened for when servicemembers enlist. Another potential reason for this change is the 
insurgency warfare nature of recent U.S. conflicts. In general, fewer U.S. military 
personnel are being killed in combat compared to past conflicts, thus comparatively more 
are returning home alive but with severe psychological distress.12 Finally, U.S. military 
personnel in general are now older and more likely to be married compared to personnel 
in past conflicts,13 which may result in more stress due to leaving families behind for 
deployment compared to the cohorts of servicemembers decades ago. 
Much of the military mental health literature has been primarily concerned with 
posttraumatic stress disorder (PTSD),14,15 a disorder that can begin after experiencing a 
potentially traumatic event such as witnessing death or experiencing combat.16 Despite 
some symptom overlap between PTSD and depression, including negative affect, 
dysphoria, and numbing, there are important diagnostic differences between the two 
disorders.17,18 Although PTSD is a major cause for concern in this population, the 
disorder is generally far less prevalent than depression.19 Despite its burden, depression 
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has not been studied in military populations to the extent that PTSD has been.  
The National Guard is a force of the U.S. military that was historically considered 
part of the Reserve Component, only deploying occasionally to bolster the Active Duty 
Component, but was deployed more often during the recent conflicts in Afghanistan and 
Iraq. National Guard engagement has been crucial during these wars due to the lack of a 
mandatory draft, a subsequent decrease in enrollment of full-time Active Duty service 
members compared to previous U.S. conflicts, and the unprecedented length of the war in 
Afghanistan.12,13 Further, National Guard members are often deployed with a different 
unit from the one with which they trained (i.e., they often have individual augmentee 
status), which has been shown in prior work to be associated with post-deployment 
mental problems,20 likely due to lower social support from fellow servicemembers while 
deployed. National Guard members also typically experiences differential access to 
health care and other resources, unpredictable deployment schedules, and the frequent 
balance of civilian jobs on top of military engagement.21 Finally, in addition deploying to 
conflict areas more frequently than was previously typical for them, the National Guard is 
often mobilized for domestic and international humanitarian relief following events such 
as natural disasters, which have also increased in recent years.22 These factors, along with 
increased exposure to potentially traumatic experiences during combat over time, 
together contribute to National Guard members facing a potentially larger mental health 
burden compared to Active Duty Army members.8,21,23 However, mental health indicators 
among the National Guard have not been studied to the extent that they have been in the 
Active Duty Army, and particularly not in the longitudinal fashion that is essential for 
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establishing temporality between cause and effect.21,24–26  
The known causes and predictors of depression are complex and span different 
domains, including genetic factors and heritability; biological and psychological factors; 
other disorders and medication; lack of social support; demographic characteristics such 
as gender, age, and income levels; and contextual factors like globalization and changing 
society, urbanization, and neighborhood characteristics.1,27–30 Depression is often 
comorbid with alcohol use disorders, PTSD, and chronic physical health problems 
including arthritis, asthma, and diabetes.31 Some of this comorbidity with physical health 
conditions is due to the onset or exacerbation of depression symptoms among individuals 
with these pre-existing conditions.  
In addition to these known risk factors, it has been long demonstrated that 
stressful life events are associated with depression.32–38 Events that occur during 
childhood may be particularly salient contributors to depression.11,39 In fact, a recent 
Centers for Disease Control and Prevention report estimated that up to 44% of adult 
depression in the U.S. may be attributed to adverse childhood experiences.40 
Nonetheless, most mental health studies in military populations tend to focus on 
deployment experiences rather than events that occur outside of military engagement, 
such as childhood abuse or recent civilian stressors, which have been comparatively 
neglected. Given these gaps in the literature, the primary aim for this dissertation was to 
estimate the effects of two different domains of civilian life events on depression 
outcomes among a representative sample of U.S. Army National Guard members across 
five years of follow-up. We hypothesized that (1) traumatic early-life experiences, such 
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as being mistreated during childhood, and (2) more recent stressful experiences outside of 
deployment, such as financial problems and divorce, would each be associated with 
depression outcomes in National Guard members, as has been shown in other populations 
and for other mental health indicators.19,41–44 To our knowledge, no other studies have 
used a longitudinal cohort to investigate these associations in a U.S. military population. 
Further, we identified additional predictors of incident depression that were not pre-
specified, as part of a prediction study, assessing a range of potentially predictive 
characteristics and experiences from in and outside of deployment. In all, we applied 
three different methods and three different ways of operationalizing depression outcomes 
in order to address these questions.  
First, we isolated the relationships between the two primary domains of exposure 
with the rate of incident depression using a traditional epidemiologic method, time-to-
event analysis. Second, we applied a supervised machine learning approach to identify 
many different predictors of incident depression, which is distinct from our hypothesis-
informed approach in the first study. A predictive analysis not only isolates one piece of 
the puzzle as in Study 1, but rather paints a broader overall picture of predictors from 
many different domains and their interactions. Finally, in Study 3, we identified distinct 
latent trajectory groups of depression symptom patterns across follow-up using a data-
driven approach that also capitalizes on the longitudinal aspect of these data. Identifying 
the course of symptoms over time may be especially important for cases of sub-threshold 
depression, which would not be discernible when modeling the binary outcomes of 
Studies 1 and 2. The differences between binary and continuous outcomes, as well as the 
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differences between hypothesis-informed association studies and data-driven prediction 
studies are both of great interest in the field of epidemiology45–47 and hold promise for 
informing potential intervention strategies for depression in this population. 
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CHAPTER 2. COMPREHENSIVE METHODS SECTION 
 
DATA SOURCE 
We used data from the Ohio Army National Guard Mental Health Initiative (OHARNG-
MHI), an ongoing cohort study that began in 2008-2009. With the help of the Ohio 
National Guard leadership, an alert letter about the study was mailed to all 12,225 serving 
Guard members in the state of Ohio at that time who had current addresses listed with the 
Guard.48 About 8% of these soldiers (n=1,013) opted out of the study by sending back an 
opt-out card that was included in the initial mailing. After allowing for opt-out responses 
and removing duplicate entries and soldiers with no working telephone number listed 
with the Guard (n=4,698), a sample of 3,980 individuals were telephoned by a contracted 
survey firm before the close of the baseline recruitment year. Just over 200 of these 
contacted individuals were deemed ineligible for the study (e.g., because they were under 
age 18 or had left the Guard) and 1,364 declined participation when called. The baseline 
interview closed at 2,616 completed interviews, with an overall response rate of 43.2% 
(taking into account all potentially eligible soldiers) and cooperation rate of 67.7% 
(taking into account only those who were successfully contacted before the study’s 
close). This baseline sample, and the Ohio Army National Guard in general, is 
representative of the U.S. Army National Guard population as a whole in terms of many 
demographic and social factors such as military rank, sex, and age.48,49 
The first and primary cohort of the study (n=2,616 participants at baseline as 
described above) has subsequently been followed via telephone interviews approximately 
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once per year for the last decade. The baseline telephone interview assessed demographic 
information, mental health disorders, life events, and military experiences that occurred 
throughout the lifecourse, mostly without reference to specific timing, in order to keep 
the baseline interview relatively short. Some critical constructs were asked with reference 
to specific timing, such as mental disorder symptoms. The follow-up surveys primarily 
assessed past-year disorders, events, and military experiences that occurred since the last 
interview, to avoid repetition. The telephone interviews were carried out by trained, lay 
interviewers, and respondents were assured that their responses would be confidential, 
de-identified, and would have no bearing on the status of their employment with the 
Guard. Participants were compensated for all interviews they completed. 
The cohort had the following characteristics at baseline: 85.2% were male; 33.6% 
were between the ages of 17 and 24; 32.5% were between the ages of 25 and 34; and the 
remaining third were older than age 35. The large majority (87.8%) of the cohort was 
white; 7.5% was black; and 4.7% reported “other” race or Hispanic ethnicity. Over half 
(59%) of the soldiers reported an income of less than or equal to $60,000, and 72.2% had 
greater than a high school education. About half (47%) were married and 86.9% were of 
Enlisted rank (i.e., not an Officer).  
In order to mitigate loss of sample size over time and related changes in 
demographics due to attrition and retirement, smaller random samples from newer 
recruits to the Guard have replenished the original group of respondents each year, 
beginning in the third year of the study, creating a dynamic cohort study design. These 
participants were enrolled using the same procedures described above.  
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The second group of participants (following the original cohort) consisted of 578 
new respondents whose baseline interviews were conducted during the original group’s 
third year of the study; the third group of participants included 263 additional 
respondents whose baseline interviews were carried out during the original group’s fourth 
year of the study; and the fourth group of participants included 121 respondents whose 
baseline interviews were conducted during the original group’s fifth year of the study.  
After the year of their initial baseline interviews, these additional groups’ follow-
up interviews were conducted at the same time as and using the same follow-up survey as 
the other study members from previous groups. Figure 2.1 shows a schematic that 
illustrates how the additional participants (gray box) relate to the original group and 
general follow-up years (white boxes). The number shown in each white box is the total 
number present in each wave, including the additional groups of participants. For this 
dissertation, we used data from study years one through six, including the additional 
cohorts who joined the study in years three through five.  
Details on sample selection and study design that are specific to each study within 
this dissertation can be found in the individual study chapters. 
 
EXPOSURES 
For studies 1 and 3, there were two main exposures of interest, both within the domain of 
civilian life events. The first is exposure to traumatic childhood events, which was 
assessed once, asked retrospectively about childhood. For the primary cohort, these 
questions were asked in the second year of the study (during the first follow-up 
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interview). For the remaining groups of participants who entered the study at later years, 
these questions were included in their baseline surveys. 
The traumatic childhood event exposure was ascertained using four out of seven 
questions from the Adverse Childhood Experiences study,50 including physical, sexual, 
and emotional abuse by a parent or other adult in the household during childhood. Table 
2.1 lists the four questions included in the surveys.  
The second main exposure of interest in this dissertation involved stressful events 
that occur in adulthood such as divorce or serious financial problems (which typically 
occur in a context outside of military deployment, in civilian life). These events were 
ascertained during all baseline surveys—asked with reference to events that occurred at 
any point in the past—and at each follow-up interview, asked with reference to events 
that occurred during the past year, since the last interview. Table 2.2 lists the specific 
stressors that were ascertained. 
 
OUTCOME 
For all three studies in this dissertation, depression was the outcome of interest. We 
operationalized this outcome differently in each study given different designs; the details 
of each outcome variable are thus described in each individual study chapter.  
 
COVARIATES 
Confounders and effect modifiers (as well as predictors for study 2) are specific to each 
study, and are discussed in detail within each individual study chapter in this dissertation. 
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Figure 2.1. Waves (years) 1-6 of the OHARNG-MHI study. 
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Table 2.1. Traumatic childhood event questions in the OHARNG-MHI survey. 
 
Did a parent or other adult in the household you grew up in often or very often insult you, put 
you down, or act in a way that made you afraid you would be physically hurt? 
Did a parent or other adult in the household you grew up in often or very often grab, shove, or 
slap you, or hit you so hard you had marks or were injured? 
Did a parent or other adult in the household you grew up in touch you or have you touch them 
in a sexual way, or attempt to or actually have oral, anal, or vaginal intercourse with you?  
Was a parent or other adult in the household you grew up in depressed or mentally ill, or ever 
attempt suicide?  
 
 
 
 
 
 
 
  
  
 
13  
Table 2.2. Stressful event questions asked each year in the OHARNG-MHI follow-up 
surveys (and at baseline surveys with reference to lifetime experience). 
 
 
Since we last spoke in [MONTH] or [YEAR], have you… 
Lost a job, been laid off, or lost a large part of your income? 
Lost your house that you owned or were homeless? 
Been robbed or had your home broken into? 
Been unemployed and seeking employment for at least three months? 
Had serious financial problems? 
Experienced stressful legal problems – for example, being sued or suing someone else? 
Had a family member with a serious drug or alcohol problem? 
Been through a divorce or “break up” with a partner or significant other? 
Been emotionally mistreated – for example, shamed, embarrassed, ignored, or 
repeatedly told you were no good? 
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CHAPTER 3. ASSOCIATIONS BETWEEN STRESSFUL LIFE EVENTS AND 
THE RATE OF INCIDENT DEPRESSION IN A U.S. ARMY NATIONAL GUARD 
COHORT 
 
INTRODUCTION 
Despite the fairly comprehensive epidemiologic literature on the prevalence of depression 
in the United States (US),1–4,51 incidence studies of depression are comparatively lacking, 
among both general and military populations. As an illustration of this gap, a systematic 
review of global prevalence and incidence estimates of Major Depressive Disorder 
(MDD) identified 116 prevalence studies but only four incidence studies across three 
different databases.52  
While prevalence is a critical measure for understanding the current burden of a 
condition at a given point in time, it does not provide the number of new cases or rate 
across a particular time period, and it is impacted by factors associated with survival. 
Consequently, it can be difficult to ascertain whether a high prevalence of a disorder is 
due to many recent new cases, or ongoing cases of disorders that have long durations, or 
both.   
Part of the reason for the paucity of incidence studies of depression is the relative 
lack of longitudinal cohort studies within psychiatric epidemiology. Most of our 
knowledge in the field stems from a few large cross-sectional studies3,51,53 that—while 
well-designed and representative of the U.S. population—cannot, by design, measure 
incidence. Augmenting these existing studies with longitudinal research is critical, not 
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only for estimating incidence but also for understanding temporality among exposures, 
confounders, and outcomes, particularly in the case of psychiatric disorders, for which 
comorbidity is common but it is often unclear which disorders precede each other.54 
The results of the few studies that have estimated incidence and incidence rates of 
depressive disorders range quite a bit across studies, most likely due to differences in 
methodologies, populations, and measures or types of depressive disorders. The 
aforementioned review paper by Ferrari and colleagues pooled the four global incidence 
studies they identified to estimate an annual incidence of 3% of MDD (95% confidence 
interval (CI): 2.4, 3.8%).52 One study carried out among 820 adults in New York City 
with no history of MDD identified 113 incident cases across 18 months, for a cumulative 
incidence of 14.6 per 100 persons, or 10.3 among men and 18.2 among women.55 Most 
other incident depression studies follow adolescents, older adults, or individuals with 
specific comorbid physical conditions, as opposed to among general population samples. 
For example, one study systematically reviewed publications of incident depression 
among adults aged 70 or older, and found a range of incidence rates of MDD, from 0.2 to 
14.1 per 100 person-years.56  
Within military populations, incident depression studies are even more rare. One 
study that did measure incidence rates of depression among military personnel came from 
the in-person validation sub-study of the Ohio Army National Guard Mental Health 
Initiative (OHARNG-MHI), a subset of the cohort used in the current study. That study 
reported an incidence rate of 4.2 per 100 person-years for MDD.57 Although a summary 
of traumatic event experience in adulthood (e.g., assault, witnessing death) was used as 
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an exposure of interest in the analysis, traumatic events in childhood were not included, 
nor were stressful events in adult life such as divorce or unemployment, which are not 
considered traumatic but which may cause depression. Further, the sample comprised of 
respondents with no history of either depression or posttraumatic stress disorder (PTSD), 
not only those without a history of depression.  
A recent study of Active Duty servicemembers in the U.S. Army, Navy, Marine 
Corps and Air Force used administrative military data to measure the incidence rates of 
disability discharge and retirement related to MDD over time, and found that the rates 
increased among all services except for the Marine Corps from 2007-2012.58 However, 
this methodology only captured cases among servicemembers who were sent to the 
Medical and Physical Evaluation Boards for disability evaluations due to illness or injury. 
In order to be given a disability discharge, the condition must be severe enough to 
consider the servicemember unfit for duty. Accordingly, this study likely only captured 
severe cases of depression, as compared to a general population survey measuring 
incidence of depression among all servicemembers.  
As described in the introduction chapter for this dissertation, it is widely 
understood that both traumatic childhood events and adult stressful events are associated 
with adult depression.32–39 However, almost all studies of these relationships have been 
prevalence studies. One exception is the aforementioned study by Galea and colleagues 
of adults in New York City, which examined stressful events—including divorce, family 
problems, problems at work, and unemployment—and their association with incident 
depression.55 In terms of traumatic childhood events, another previous OHARNG-MHI 
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study observed an elevated risk of post-deployment incident depression among those who 
reported traumatic childhood events.59 However, only the first two years of data from the 
cohort were used in this earlier analysis and it was restricted to a subset of respondents 
who had previously been deployed before, and who had no lifetime history of PTSD in 
addition to depression. Further, neither of these two studies reported results from time-to-
event analysis, such as Cox proportional hazards regression, which takes differences in 
follow-up time into account analytically. 
Thus, no studies to our knowledge have assessed current U.S. servicemembers 
longitudinally across multiple years in order to determine rates of incident depression and 
how stressful events across the civilian lifecourse associate with time to depression onset. 
Our aims for this study were thus to estimate—among both male and female U.S. Army 
National Guard members—(a) the incidence and incidence rates of depression across four 
years of follow-up, (b) the direction and magnitude of the association between reporting 
traumatic childhood events and the rate of incident depression, and (c) the direction and 
magnitude of association between reporting stressful events during adult, civilian life and 
the rates of incident depression, using Cox-proportional hazards models.  
 
METHOD 
Study sample and design 
There were three inclusion criteria for selection into the analytic sample for this study, 
from the underlying OHARNG-MHI cohort described in the Comprehensive Methods 
chapter. First, we included participants who were free of lifetime history of depression at 
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the beginning of follow-up time (at the start of the third year of follow-up, as described 
below), in order to measure incident depression. Second, participants had to be present 
for their year 2 interview (also referred to as wave 2), so that they had data on one of our 
main exposures of interest, traumatic childhood events, which were only assessed in that 
year of the study for the primary cohort. Given that the primary cohort contained the 
majority of participants in this study, we opted not to use imputation methods for this 
crucial exposure variable. Additionally, this inclusion criteria allowed us to have non-
missing depression values for waves 1 and 2 for all individuals, to further ensure that no 
participants had depression prior to the start of follow-up at wave 3. Finally, individuals 
had to be present in at least one follow-up wave among waves 3-6, as the outcome of 
depression started being counted at wave 3. Thus, all participants contributed at least one 
full year of follow-up time. The depression outcomes were measured beginning at year 3 
because the time-varying past-year stressor exposure was first measured beginning at 
year 2, and we lagged this exposure in order to preserve temporality and reduce potential 
reverse causation in between waves (e.g., incident depression may indirectly lead to job 
loss which is considered a stressor—through absenteeism, for example). Figures 3.1 and 
3.2 show visual representations of the study design for each exposure of interest (note 
that since the time scale used in this analysis was time on study, as explained in the 
statistical analysis section below, “wave 1” in the figures refers to baseline for all groups 
of participants regardless of when they entered the study; “wave 2” or year 2 refers to 
their first follow-up interview, and so on). 
In all, this group included participants from the primary cohort (those who joined 
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at the beginning of the study in 2009-2010; n=1,121 included in this analytic sample) as 
well as the first two additional cohorts, who were added in 2011-2012 (n=136 included in 
this analytic sample) and in 2012-2013 (n=77 included in this analytic sample). These 
groups were combined to amount to 1,334 respondents in total, including 1,173 men and 
161 women. 
 
Exposures  
As explained in the comprehensive methods section of this dissertation, there were two 
exposures of interest within the domain of civilian life events. Experiencing one or more 
traumatic childhood events was a time-stable exposure that was only assessed once, 
asked retrospectively about childhood, in the second year of the study (during the first 
follow-up interview) for the primary cohort and at baseline for the other two cohorts.  
More recent civilian life stressors were time-varying (updated in the analyses over 
time), because they were asked during each follow-up interview of the study, 
retrospectively about the past year. The baseline (wave 1) surveys only ask about lifetime 
adult stressors, not past-year stressors, so neither of our main exposures of interest were 
available in the baseline survey. Thus, both exposures were measured beginning at wave 
2 (see Figures 3.1 and 3.2 for visual representations of exposure and outcome assessment 
timing for both ongoing stressors and childhood events).  
During the 2014-2015 interview year (which was the fifth total wave or interview 
for the primary cohort, the third interview for the first additional cohort, and the fourth 
interview for the second additional cohort), the follow-up survey was cut in length as a 
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result of a reduced budget that year. Thus, only two out of the nine past-year stressor 
questions that were asked during the other follow-up interviews—listed in Table 2.2 of 
the compressive methods section—were asked that year: (1) In the past year, have you 
lost a job, been laid off, or lost a large part of your income? And (2) In the past year, have 
you lost your house that you owned, or were you homeless? This problem was addressed 
in two ways. For the primary cohort, which is the only group that contributed up to four 
full years of follow-up time in this sample (given the differences in start dates), the past-
year stressor variable for wave 5 (the final past-year stressor variable counted in this 
analysis) was created with only the two available questions, as we were unable to impute 
the values of the other events, given the lack of non-imputed data on those events for 
anyone else in the fourth year of follow-up (interview 6; see Figure 3.3). In this figure, 
the red boxes represent the 2014-2015 interview with shorter surveys, and the dotted lines 
represent interview years for the additional cohorts that had to be completely imputed 
with multiple imputation using the other cohorts’ data for those years, because they did 
not have enough follow-up time. 
For the two additional cohorts, the one-or-more-past-year stressor variable from 
2014-2015 was able to be imputed, with the other cohorts providing the available values, 
since the time scale was time on study and thus the values came from different calendar 
years for each cohort, as can be seen in Figure 3.3. For the first additional cohort (second 
row of the diagram), the past-year stressor variable was imputed using the two other 
“interview 3” or wave 3 past-year stressor variables from the other cohorts. For the 
second additional cohort, the past-year stressor variable was imputed using the two other 
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“interview 2” or wave 2 past-year stressor variables from the other cohorts. The stressor 
variable for the fifth wave of the primary cohort was unable to be imputed using other 
cohorts, hence the decision to use the two available stressors only for wave 5. 
 
Outcome 
Depression was defined using Diagnostic and Statistical Manual for Mental Disorders 
version IV (DSM-IV) criteria60 as measured with the 9-item Patient Health Questionnaire 
(PHQ-9) instrument.61 Any Depressive Disorder, which includes the DSM-IV categories 
of Major Depressive Disorder and Depressive Disorder Not Otherwise Specified, was 
selected as the overall binary depression construct in this study due to higher sensitivity 
compared to MDD only, without losing good specificity, when validated in our cohort 
against a gold standard. The validity was assessed by comparing DSM-IV criteria based 
on the PHQ-9 in the baseline telephone interview scales to two-hour, in-person 
psychiatric interviews conducted on a random subsample of 500 members of the original 
cohort. The in-person interviews were carried out by clinicians using the Structured 
Clinical Interview for DSM-IV (SCID) Axis I Disorders (non-patient version), and 
represent a gold standard for assessing mental disorders.18 This validation study found 
good specificity and moderate sensitivity for Any Depressive Disorder, referred to as 
depression for the rest of this chapter.62  
This depression construct is defined by reporting a period of at least two weeks 
with two or more co-occurring symptoms on the PHQ-9, where one of the symptoms is 
depressed mood or anhedonia (inability to feel pleasure), with a frequency of “more than 
  
 
22  
half the days” or “nearly every day.” Having thoughts of self-harm or suicide is an 
exception to the frequency criteria, counting as a symptom when reported at any 
frequency.  
In this study specifically, time to incident depression using this definition was the 
outcome of interest, as survival analysis was employed. The outcome was measured 
beginning at year 3, and symptoms were asked with reference to the past year, 
retrospectively. Thus, the first time period during which a respondent could be counted as 
having the outcome is between year 2 and year 3, a year after they are asked about the 
first period of past-year stressors.  
  
Covariates and modifiers 
Potential confounders and modifiers were chosen based on previous literature and 
hypothesized associations. For both exposures of interest, we expected our results to be 
modified by sex.63,64 For the traumatic childhood events exposure, income level was an 
additional potential modifier (dichotomized into categories of $40,000 per year or less vs. 
more than $40,000 per year, based on survey response options). Confounders included (a) 
race/ethnicity (dichotomized into two only categories due to small cell size of non-white 
races: white vs. black or “other” race (nonwhite, not black), including Hispanic ethnicity) 
and (b) age category at baseline as a proxy for birth cohort. For men, age group was 
categorized into 25-34 years and 35+ years vs. 18-24 years, based on survey response 
options. For women, age was dichotomized at 18-24 vs. 25+ due to a smaller number of 
older women. These variables were all time-stable and assessed at baseline.  
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We also ran an additional, exploratory model further adjusting for PTSD, to 
attempt to assess whether traumatic childhood events were associated with adult 
depression directly, or potentially through PTSD (which then makes depression more 
likely). To do this, for men, we adjusted for both lifetime history of PTSD at baseline and 
time-varying, past-year PTSD at each follow-up, lagged by one year. For women, we 
adjusted only for lifetime history of PTSD at baseline, due to the insufficient number of 
past-year cases at follow-up. PTSD was defined by either meeting DSM-IV criteria60 
assessed with the PTSD Check List-Civilian version65 or a reporting a doctor’s diagnosis 
(DSM-5 criteria were not yet available at the start of this study). 
For adult time-varying stressors, potential effect modifiers were separation from 
the Guard during follow-up (retirement) and traumatic childhood event experience (as 
defined in the exposure section). Potential confounders included the same time-stable 
baseline confounders described above, as well as the following lagged time-varying 
covariates (taking the value from the year before the exposure of interest, in order to 
preserve temporality): past-year head injury (which was asked only in reference to the 
respondent’s most recent deployment), generalized anxiety disorder (GAD), and PTSD. 
Due to a very small number of individuals with reported past-year head injuries and 
GAD, time-varying past-year PTSD was the only additional confounder included in the 
stressor models. For women, past-year PTSD was not included, due to an insufficient 
number of past-year cases.  
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Statistical analysis 
First, we performed multiple imputation on missing data within the analytic sample, 
including missing data from loss to follow-up, using multivariable regressions with fully 
conditional specification, otherwise known as imputation by chained equations66,67 with 
five imputations. Imputation by fully conditional specification is flexible because it can 
be used with arbitrary missing data patterns and is also ideal for imputing categorical 
variables, as logistic regression can be used for binary and ordinal variables. This method 
imputes variables in order of missingness, such that the maximum amount of information 
is used at all times. The variables with the least amount of missingness are imputed first, 
followed by those with the most amount of missingness. This is done so that the variables 
with a higher number of missing values are imputed using the recently-imputed values of 
other variables that had fewer missing values and thus relied less on imputation, if those 
variables are applicably predictive (in addition to using other variables that are predictive 
but which did not have missing data). 
We checked all imputed datasets for anomalies. Using the first imputed dataset 
(after 20 burn-in imputations), we descriptively assessed the rate of incident depression 
over time, stratifying by exposures as well as potential modifiers and confounders.  
We graphed the survival curves and log of the minus log plots by each exposure 
and confounder of interest, to check for proportionality of hazards over time, in addition 
to checking the interaction between each variable and the log of time. According to these 
plots and tests, the proportional hazards assumptions were met for all variables of 
interest. Thus, we used Cox proportional hazards regression for this analysis, in order to 
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estimate crude and adjusted hazard ratios for both exposures of interest, averaged across 
the five imputed datasets. 
We transformed the data from a “wide” format in which each observation is a 
respondent, to a “long format” or person-year dataset, in which each observation is a year 
of follow-up. This data setup is also known as an Anderson-Gil data structure, and is 
ideal for modeling time-varying covariates in time-to-event analyses.68 We compared the 
person-year (long) dataset to the original wide dataset to check for errors, and ran all 
analyses on both versions of the dataset to check for consistency.  
Time on study was used as the time scale due to the relatively short follow-up 
time compared to typical time-to-event analyses, and the timing of interviews being 
approximately one year apart each. Due to the imputation on all missing data, no 
respondents were censored out of analysis from loss to follow-up; they were only 
administratively censored at the end of the study if they had not yet had depression. Exact 
event ties were used, accounting for every possible ordering of events, due to the 
uncertainty of exactly when depression begun within each year of follow-up (between 
interviews). 
We checked for data anomalies and potential effect measure modification by 
completing stratified analyses. As we observed differences by sex, we stratified all results 
by men and women separately. We further stratified the final childhood events analysis 
by income level among men due to observed differences, and calculated the rate due to 
interdependence (on the difference scale) as well as the relative excess rate due to 
interdependence (on the relative scale). For women, we found no meaningful differences 
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in hazards ratio across income levels (which is likely due to small cell size and overall 
imprecision), so the final models were not stratified for women. 
For the time-varying stressor analyses, we again observed effect measure 
modification by sex, so the primary models are presented for men and women separately. 
We did not observe any meaningful differences by separation from the Guard. For effect 
measure modification by traumatic childhood events, given that only 17% of men and 
24% of women reported experiencing one or more of these events, we combined men and 
women for those stratified models, due to small cells and very large confidence intervals.  
 
Quantitative bias analysis  
We ran simple quantitative bias analyses as an attempt to adjust for misclassification of 
true depression status. In general, misclassification of our primary variables in this study 
is likely to be non-differential; traumatic childhood events were assessed before 
depression onset, so we do not expect recall of those events to vary by future depression 
status. Further, we do not expect incorrect classification of depression at later years to 
vary by whether respondents truly experienced traumatic or stressful events in the past. 
However, we do expect non-differential misclassification of depression status during 
follow-up, as our study used the PHQ-9 to assess depression status, which is not a 
diagnostic measure. When compared to the gold standard SCID in a random sample of 
500 participants from the OHARNG-MHI cohort at baseline as previously described, the 
depression construct obtained from the PHQ-9 telephone survey had 83% specificity and 
only 51% sensitivity.  
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In order to apply these values to estimate the potential magnitude of bias from 
non-differential misclassification of depression in the relationship between childhood 
traumas and depression, we first simplified the analyses by collapsing the four years of 
follow-up data into one single outcome (incident depression vs. no incident depression) 
to estimate crude risk ratios and 2 by 2 tables (i.e., not taking into account differences in 
length of follow-up across participants as in our main time-to-event analyses). We then 
used the outcome misclassification spreadsheet within the “Simple Sensitivity Analyses 
for Misclassification” workbook, based on the methods described in chapter 6 of the 
quantitative bias analysis textbook by Lash and colleagues.69 We applied this 
methodology to the sample of men and again among the full sample (men and women 
combined), due to small cells in the “corrected” sex-stratified analysis.  
Finally, we used the unmeasured confounding spreadsheet from chapter 5 of the 
textbook by Lash and colleagues to estimate the potential impact of an important 
unmeasured confounder of the relationship between childhood events and incident 
depression: parental income. Given the lack of published studies available to inform 
parameters, we estimated a risk ratio of 1.5 for both the relationship between low parental 
income (dichotomized) and childhood trauma and the relationship between parental 
income and adult depression.  
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RESULTS 
Descriptive results 
Table 3.1 shows the prevalence of all variables used in the analyses, stratified by sex. In 
the sample of men only (n = 1,173), 35.2% of respondents were between the ages of 18 
and 24, 31.5% were between the ages of 25 and 34, and the remaining third were 35 or 
older (at baseline). The sample of women only (n = 161) were younger on average, with 
55.9% between the ages of 18 and 24 at baseline. About 90% of men and 83% of women 
were white. Nearly 35% of men and 46% of women reported an annual income of 
$40,000 or less at baseline. Almost 24% of women reported one or more traumatic 
childhood events, while 16.6% of men reported these events. On average, just over a third 
of men only reported one or more stressors per year during follow-up, while 37.4% of 
women reported one or more stressors per year on average. Just under 4% of men had 
PTSD in the past year on average per follow-up year, while more than double that 
proportion of women (8.5%) of women had past-year PTSD on average. 
Among men, there were 220 cases of incident depression among 4,296 person-
years of follow-up (1,173 individuals), which was an incidence of 18.76% across four 
years and an incidence rate of 5.12 cases per 100 person-years. Among women, there 
were 45 cases of incident depression among 572 person-years of follow-up (161 
individuals), or an incidence of 27.95% across four years and an incidence rate of 7.87 
cases per 100 person-years.  
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Traumatic childhood events 
Table 3.2 shows the results from Cox-proportional hazards models estimating the 
relationships between reporting one or more traumatic events in childhood with time to 
incident depression during follow up, separately among men and women. Among men, 
the adjusted hazard ratio (aHR) was 1.77 (95% CI: 1.33, 2.49), meaning that men who 
reported a traumatic event during childhood had a 77% higher rate of incident depression 
during follow-up compared to those who reported no traumatic childhood events, after 
adjusting for age group and race.  
When further adjusting for PTSD in the time between childhood events and 
depression, this relationship only slightly attenuated (aHR (adjusted hazard ratio) = 1.71, 
95% CI: 1.24, 2.35), suggesting that the relationship between traumatic childhood events 
and adult depression is not driven by PTSD.  
Furthermore, when stratified by income level, this association was stronger 
among men making $40,000 per year or less, with an adjusted hazard ratio of 2.06 (95% 
CI: 1.22, 3.49), compared to men making more than $40,000 per year (aHR = 1.63, 95% 
CI: 1.09, 2.45). The rate due to interdependence was 1.06 cases per 100 person-years and 
the relative excess rate due to interdependence was 0.22, suggesting potential biologic 
interaction between childhood events and adult income among men.    
Among women, given the small sample size (n = 161), the estimates of crude and 
adjusted hazard ratios for reporting one or more traumatic childhood events and time to 
incident depression were imprecise and difficult to interpret (aHR = 0.74, 95% CI: 0.35, 
1.61), and thus were not stratified further. 
  
 
30  
 
Quantitative bias analysis 
Using the first imputed dataset only for this sensitivity analysis, the crude risk ratio for 
reporting one or more traumatic childhood events and incident depression during follow-
up (i.e., not accounting for differences in follow-up time) was 1.59 among men (95% CI: 
1.22, 2.08; not shown in tables). In other words, men who reported at least one traumatic 
childhood event were 59% more likely to have incident depression at some point during 
follow-up.  
After adjusting for 51% sensitivity and 83% specificity of depression 
ascertainment (based on our validation sub-study), which was assumed to be non-
differential by traumatic childhood event exposure status, the corrected, crude risk ratio 
among men was 134.53, suggesting that our non-corrected results may be biased toward 
the null by a large amount. However, this numerical correction was extreme due to a) less 
than perfect specificity, given that there were many fewer cases than non-cases in this 
sample, and b) the small number of cases among men (the corrected 2x2 table only had 
two unexposed cases).  
Consequently, we also combined men and women together for this bias analysis, 
in order to have more cases overall. The crude risk ratio for both men and women 
combined was 1.44, and the corrected, crude risk ratio (again assuming 51% sensitivity 
and 83% specificity of depression ascertainment, both non-differential) was 6.68. 
For the potentially important unmeasured confounder of parental income in this 
same relationship, we estimated that—given our assumption that low parental income had 
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a risk ratio of 1.5 for both its association with childhood trauma and the association with 
adult depression and assuming no other biases for the purposes of this calculation—the 
crude, corrected risk ratio between experiencing one or more childhood events and 
incident depression among men would be reduced from 1.59 to 1.45 after adjusting for 
this confounder.  
 
Past-year stressors 
Table 3.4 shows the results from Cox-proportional hazards models estimating the 
relationships between reporting one or more past-year stressful events (a time-varying 
exposure) with time to incident depression during follow up, separately among men and 
women. The adjusted hazard ratio among men was 2.04 (95% CI: 1.52, 2.72), indicating 
that men who reported at least one stressful event in the past year had over twice the rate 
of incident of depression compared to men who reported no past-year stressful events.  
Among women, there was no detectable relationship between past-year stressful 
events and time to incident depression during follow up (aHR = 1.07, 95% CI: 0.57, 
2.01), which again may be due to the small sample size.  
Table 3.5 shows the full-sample stressor models including both men and women, 
overall and stratified by traumatic childhood event exposure. The adjusted hazard ratio 
among men and women together was 1.83 (95% CI: 1.40, 2.38). Among those with no 
reported childhood traumatic events, given that this was the majority of the sample (n = 
1,111 out of 1,334), the hazard ratio was essentially the same, with a slightly larger 
confidence interval (aHR = 1.82, 95% CI: 1.35, 2.46). Among individuals with one or 
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more reported childhood traumatic events, the hazard ratio was smaller, but with even 
less precision (aHR = 1.52, 95% CI: 0.85, 2.72). 
 
DISCUSSION 
This study was the first to assess U.S. military personnel longitudinally in order to 
determine associations of stressful events across the civilian lifecourse—including 
childhood events—with rates of incident depression. We found a higher incidence of 
depression among women compared to men. Among men, both traumatic childhood 
events and adult stressful events were associated with higher rates of incident depression, 
including both major depressive disorder and more mild forms of depression. The 
relationship between traumatic childhood events and adult depression did not appear to 
be driven by PTSD. Furthermore, when stratified by income level, the association 
between traumatic childhood events and incident depression was stronger among men 
earning $40,000 or less per year, compared to those earning more than $40,000 annual 
income. 
We also tried an exploratory test of the stress sensitization hypothesis, which 
posits that individuals who experienced traumatic childhood events (or other prior 
trauma) may be at greater risk for adult depression after recent stressors, compared to 
those who never experienced traumatic childhood events.70–72 Unfortunately, our sample 
size limited clear conclusions from this analysis. As the proportion of individuals in our 
sample with traumatic childhood events was low, the hazard ratio among those without 
traumatic childhood events was essentially equal to that of the full sample. By contrast, 
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the hazard ratio among those with a history of childhood events was slightly lower, 
suggesting that our results do not support the stress sensitization hypothesis, but that 
future studies with higher prevalence of childhood traumatic exposure are needed to fully 
address this question.  
Among women, a small sample size in general prevented us from precisely 
measuring the relationship between our exposures of interest and incident depression, 
which primarily appeared null or close to null. Another potential reason for these null 
findings may be that the incidence among women was high overall, in both those with 
and without reported events, despite the smaller sample size, potentially obscuring any 
differences between exposure groups. 
There are few incidence studies of depression in general or military populations 
with which to compare our estimates, but the higher rate of depression among women 
that we observed is consistent with the non-military incidence studies that stratified by 
sex.55,56 Overall, we found higher incidence in our current study (18.76% among men and 
27.95% among women) compared to an earlier study using the same underlying cohort, 
which reported 10.5% overall with incident depression either during or after 
deployment.59 This difference is most likely due to the longer follow-up time in our study 
(which allows for more opportunity to develop depression), as well as two additional 
inclusion criteria in the earlier study, both of which likely contributed to a healthier 
sample in general: a) that respondents had no history of PTSD in addition to no history of 
depression (the authors also examined new-onset PTSD in the same set of analyses), and 
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b) that respondents had previously been deployed (individuals with physical and mental 
health problems often are not deployed to active conflict).  
The study of the random sample of respondents from the OHARNG-MHI 
platform study who participated in clinician interviews also reported a slightly lower 
estimate of new-onset depression compared to our study. They reported a rate of 4.2 new 
cases of MDD per 100 person-years, which is similar, though slightly lower, than the rate 
we found in the primary cohort among men, 5.12 per 100 person-years.57 This difference 
is likely due to a) use of the in-person sample in the previous study, which is smaller and 
may also represent a different type of sample compared to the overall cohort, though 
there is likely some overlap in participation between the two studies; b) the fact that Fink 
et al. restricted to individuals with no history of mental disorders of any kind, not only to 
those with no history of depression; and c) the difference in assessment for depression 
(Fink et al. reported MDD only and used the in-person SCID, whereas we included 
Depression Not Otherwise Specified in addition to MDD, and used the PHQ-9).  
The OHARNG-MHI study by Rudenstine and colleagues described above 
examined traumatic childhood events as an exposure of interest, and found that 
participants who reported one of more traumatic events in childhood had 1.9 times the 
adjusted odds of meeting criteria for new-onset depression after or during deployment.59 
When we ran a logistic regression for more direct comparison to these results, we 
obtained an adjusted odds ratio of 1.84 for one or more childhood events among men, 
consistent with the 1.9 observed by Rudenstine and colleagues (both of which over-
estimate the risk ratio). 
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No other studies to our knowledge have stratified by income level in reporting the 
relationship between traumatic childhood events and incident depression in adulthood, 
but our finding of potential effect modification by income is consistent with the 
Conservation of Resources theory. This psychosocial theory explains that the 
accumulation and retention of resources such as money, housing, and social networks act 
as buffers for stressful events and resulting mental health problems, including 
depression.73 Thus, individuals with fewer resources in adulthood may have less of a 
buffer against the long-term effects of adverse events such as abuse during childhood.  
In terms of relationships with stressful events in adult civilian life, Fink and 
colleagues similarly assessed events outside of military deployment, and found that these 
events were associated with a 32% higher incidence of either anxiety or mood disorder 
onset during follow-up.57 However, this study only included events that qualify for 
posttraumatic stress disorder criterion (also known as criterion A1 events, which are 
typically accompanied by fear of death or threatened death). These types of events (e.g., 
being seriously injured or witnessing death) represent a different category from the less 
acute stressful events included in our study, preventing direct comparison.  
A potentially more direct comparison is able to be made to the study by Galea and 
colleagues which assessed past-year stressors including many of the stressors assessed in 
the present study, among a sample of New York City residents in 2002. Their results 
included a higher incidence of MDD among those who reported one or more past-year 
stressors at baseline compared to no past-year stressors at baseline (17% compared to 
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13.9%), but no detectable relationship between this variable and incident depression in 
the final multivariable model.  
A potentially fruitful area of future research may be to further examine how the 
two exposures of interest in the current study might work together. For example, in 
addition to likely having a direct effect on depression, childhood trauma may also 
influence adult depression by making individuals more susceptible to future trauma and 
stressors in adulthood, which then can cause depression. Although it does not appear 
from our exploratory analyses that the relationship between childhood trauma and 
incident depression is affected by PTSD, adult stressors themselves may operate as 
potential mediators or moderators on the path from childhood events to adult depression, 
along with other mental disorders, characteristics, and events. Furthermore, our 
exploratory mediation analyses should be replicated in other samples. Similarly, a test of 
stress sensitization—in other words, testing whether the effect of adult stressors on 
depression is modified by earlier trauma70–72—should also be replicated in larger samples 
with higher prevalence of childhood traumatic exposure.  
One limitation for our study is potential misclassification of exposures, covariates, 
and outcomes, as with any survey-based epidemiologic study. Misclassification of our 
exposures and covariates measured at baseline is likely to be non-differential by disease 
status, since this was a prospective study and the outcome (depression) had not yet 
occurred at baseline.  
A particular pattern of misclassification likely occurred for the past-year stressor 
value in study year (wave) 5 of the primary cohort, due to an overall shorter survey in the 
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2014-2015 interview year, as a result of a reduced budget for the study: only two types of 
past-year stressful events were assessed that year, compared to nine types of stressful 
events in other follow-up years. This change likely resulted in an underestimate of 
whether individuals had one or more stressful experiences in the fourth (and last) 
measure of time-varying past-year stressors for the primary cohort (the values for the 
past-year stressor summary variable for the other two cohorts were able to be imputed 
using multiple imputation, as described in the method section). However, this overall 
underestimate of stressful events in wave 5 is not expected to be related to depression 
status, as it was a systematic issue for all participants of the last year of stressor 
ascertainment in this study, regardless of depression status. Thus, this misclassification 
may have caused an underestimate of the effect for individuals who had incident 
depression in the very last year of the study (a small proportion of individuals). 
Further, we do not expect misclassification of depression, our outcome, to be 
differential by either of our exposures, traumatic childhood events or adult stressful 
events. As described in the statistical analysis section, we applied a simple quantitative 
bias analysis to estimate the potential magnitude of bias resulting from non-differential 
misclassification of depression in the relationship between traumatic childhood events 
and incident depression, based on the validation study completed on baseline participants. 
Assuming a) valid parameters, b) independent error, and c) that the results from this 
simplified analysis using crude risk ratios can be extended to our more complex main 
analyses with adjusted rate ratios, we determined that our estimates of the association 
between traumatic childhood events and incident depression are likely under-estimated 
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due to this misclassification of depression. On the other hand, since all of the data in this 
study was obtained from one source, it is also possible that we have dependent error (or 
“same-source bias”) in this study (respondents who were more or less likely to report 
traumas or stressors may also have been more or less likely, respectively, to report 
depression symptoms, which would bias our results away from the null (i.e., in the other 
direction as that expected from non-differential, independent misclassification).74 Thus, 
the estimates that are corrected for non-differential misclassification are likely too far 
away from the null, as they assume independence of misclassification, an assumption that 
is unlikely to be met here. However, even if events and symptoms are misclassified with 
correlated error, perceived mental health symptoms and perceived life events are 
nonetheless of clinical interest both in the literature and to the military, as they affect 
functional health and predict retention and performance in the military.75   
A second limitation to this study is the potential for confounding from 
unmeasured confounders. For example, we lack data on socioeconomic status during 
childhood (e.g., parental income) and parental history of depression, both likely 
confounders of the relationship between traumatic childhood events and adult 
depression.43 However, given the relatively large magnitudes of effect we observed for 
childhood events, these factors are unlikely to completely account for the association. 
When we completed a simple bias analysis to adjust for an unmeasured confounder (e.g., 
parental income), we found that the relationship between childhood events and adult 
depression among men reduced only slightly, assuming correct parameters.  
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For the relationship between ongoing stressors and incident depression, there are 
additional potential confounders that were too rare in this sample to include in final 
models, but which may still contribute to unmeasured confounding. One such example is 
traumatic brain injury, which has been linked to depression76–78 and could conceivably 
cause stressors such as job loss as a result of symptoms. However, brain injury affected 
very few individuals in our sample, at least in a measurable way (it is notoriously difficult 
to measure traumatic brain injury, and our survey only asked about symptoms with 
reference to an injury during the respondent’ most recent deployment). Similarly, we 
were unable to include incident PTSD in the past year as a confounder, due to the small 
number of respondents in our sample with new-onset PTSD each year. Thus, prevalent 
PTSD in the year prior to each depression assessment was included as a proxy for 
incident PTSD. Although prevalent PTSD was lagged by one year, the temporality of 
which disorder might influence the other is less clear. Further, PTSD was not included at 
all in the models among women, due to the extremely small sample. 
The smaller sample among women is a more general limitation of this study, as it 
contributed to wide confidence intervals resulting in imprecise estimates of effect; there 
were only nine cases of depression during follow-up among women with traumatic 
childhood events (i.e., exposed cases). It is common for studies of military personnel to 
have small sample sizes of women, as they are under-represented in the military. This 
problem was exacerbated in this study by the fact that we removed individuals with a 
lifetime history of depression before the start of follow-up. This exclusion criterion was 
necessary to measure incident depression and ensure temporality between exposures and 
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outcomes, but since depression is more common in general among women compared to 
men, it resulted in a larger proportion of women being excluded from analyses compared 
to men. Finally, this same exclusion criterion likely means that some respondents who 
experienced traumatic childhood events and did have depression before the start of 
follow-up as a result of this adversity were not captured in this analysis, despite the 
mechanism of interest resulting in a potentially causal link. Therefore, we are likely 
underestimating the true effect of traumatic childhood events on depression in adulthood. 
This is one potential reason for the null (or even slightly protective) association observed 
for childhood events and depression among women in this study. However, we were 
ultimately interested in new, adult-onset depression due to these childhood events. The 
third study of this dissertation instead captures all prevalent cases of depression, not only 
incident cases.  
Nonetheless, this study was the first describe how a range of stressful events 
across the civilian lifecourse—including childhood events and more recent, civilian life 
stressors—are associated with time to depression onset in adulthood among a military 
population. Our findings indicate that childhood events may have effects on depression 
many years after they first transpire, highlighting the importance of considering traumatic 
and stressful events that occur throughout the entire lifecourse when studying the mental 
health of military personnel. Future studies—particularly those with larger samples of 
women and data on more potential confounders—are needed to confirm these findings 
and further assess for effect modification and potentially mediation.  
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Figure 3.1. Study design diagram of exposure and outcome assessment for time-varying adult 
stressors. 
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Figure 3.2. Study design diagram of exposure and outcome assessment for time-stable traumatic 
childhood events for the primary cohort. 
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Figure 3.3. Diagram of time-on-study design.  
 
 
 
 
 
Red = 2014-2015, shorter interviews, only 2 stressors assessed. 
Dashed boxes = imputed data. 
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Table 3.1. Frequencies of confounders, effect modifiers, and exposures of interest by sex. 
 
 
 
 Men  
(n=1,173) Women (n=161) 
 n % n % 
Age 18-24 413 35.21% 90 55.90% 
Age 25-34 (reference = 35+) 369 31.46% 41 25.47% 
White (reference = black and 
“other” race, including Hispanic 
ethnicity) 
1,058 90.20% 134 83.23% 
Lifetime PTSD at baseline 65 5.54% 6 3.73% 
Annual income less than or equal 
to $40,000 (reference = more than 
$40,000) 
410 34.95% 74 45.96% 
1+ traumatic childhood events 195 16.62% 38 23.60% 
1+ stressor per year (average 
across follow-up waves) 403 34.36% 60 37.40% 
Past-year PTSD (average across 
follow-up waves) 46 3.94% 14 8.54% 
 
 
PTSD = posttraumatic stress disorder.   
  
 
45  
Table 3.2. Relationship between one or more traumatic childhood events and time to incident 
depression, crude and adjusted, stratified by sex.  
 
 
 Men (n = 1,173) Women (n = 161) 
 Hazard ratio 95% CI 
Hazard 
ratio 95% CI 
1+ traumatic childhood 
events, crude 1.73 (1.26,  2.38) 0.70 (0.33,  1.51) 
1+ traumatic childhood 
events, adjusted a 1.77 (1.33,  2.49) 0.74 (0.35,  1.61) 
1+ traumatic childhood 
events, adjusted, 
including PTSD b 
1.71 (1.24,  2.35) 0.74 (0.35,  1.61) 
 
CI = confidence interval. 
PTSD = posttraumatic stress disorder. 
a Adjusted for race and age group. For men, age group is 25-34 years and 35+ years vs. 18-24 years. 
For women, age group is 18-24 vs. 25+ due to a smaller number of older women. 
b Adjusted for race, age group, and PTSD. For men, both lifetime PTSD at baseline and time-varying 
past-year PTSD are included. For women, only lifetime PTSD at baseline are included, due to small 
cells.   
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Table 3.3.  Relationship between one or more traumatic childhood events and time to incident 
depression among men (n = 1,173), adjusted, stratified by income level. 
 
 
 
$40,000 or less annual 
income  
(n = 410) 
More than $40,000 annual 
income  
(n = 763) 
 Hazard ratio 95% CI  
Hazard 
ratio 95% CI  
1+ traumatic childhood 
events, adjusted a 2.06 (1.22,  3.49) 1.63 (1.09,  2.45) 
 
CI = confidence interval. 
a Adjusted for race and age group. For men, age group is 25-34 years and 35+ years vs. 18-24 years. 
For women, age group is 18-24 vs. 25+ due to a smaller number of older women. 
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Table 3.4. Relationship between one or more past-year stressful events (time-varying) and time to 
incident depression, crude and adjusted, stratified by sex.  
 
 
 
Men (n = 1,173) Women (n = 161) 
 Hazard 
ratio 95% CI  
Hazard 
ratio 95% CI  
1+ past-year stressful 
events, crude 2.17 (1.63,  2.89) 1.15 (0.61,  2.14) 
1+ past-year stressful 
events, adjusted a 2.04 (1.52,  2.72) 1.07 (0.57,  2.01) 
 
CI = confidence interval. 
a For men: adjusted for race, age group, and time-varying past-year PTSD. For women: adjusted for 
race and age group. For men, age group is 25-34 years and 35+ years vs. 18-24 years. For women, age 
group is 18-24 vs. 25+ due to a smaller number of older women. 
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Table 3.5. Relationship between one or more past-year stressful events (time-varying) and time to 
incident depression among both men and women together (n = 1,334), crude and adjusted, 
stratified by childhood traumatic event exposure.  
  
 
  Overall (n = 1,334) No childhood traumatic events (n = 1,111) 
1+ childhood traumatic 
events (n = 223) 
  Hazard ratio 95% CI  
Hazard 
ratio 95% CI  
Hazard 
ratio 95% CI  
1+ past-year 
stressful 
events, crude 
1.97 (1.52,  2.56) 1.97 (1.46,  2.64) 1.71 (0.97,  3.02) 
1+ past-year 
stressful 
events, 
adjusted a 
1.83 (1.40,  2.38) 1.82 (1.35,  2.46) 1.52 (0.85,  2.72) 
 
CI = confidence interval. 
a Adjusted for sex, race, age group, and time-varying past-year PTSD.  
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CHAPTER 4. A MACHINE LEARNING APPROACH TO PREDICTING 
INCIDENT DEPRESSION 
 
INTRODUCTION 
Given the high burden of depression and its associated comorbidity discussed in the 
introduction chapter of this dissertation, individual prediction may be desirable for 
targeting persons at high risk for developing depression, particularly in a military 
environment of soldiers who frequently deploy to high-stress situations. However, 
identification of high-risk individuals is at odds with most traditional null hypothesis 
testing statistical methods, which typically focus on estimating the population-level effect 
of a pre-specified single exposure on an outcome of interest. Despite our knowledge from 
these important studies of characteristics associated with depression on a population 
level, traditional population health methods in general fall substantially short on 
individual-level inference.47,79  
By contrast, prediction modeling is more suited to the goal of individual-level 
prediction, with the potential to help officials identify persons at high risk in a tangible, 
practical way. As an additional benefit, the results of prediction modeling can be 
hypothesis-generating. For example, algorithms can discover interactions between 
variables that are associated with an outcome but which were not pre-specified.47,80 Such 
identification can inform potential future areas for more traditional epidemiologic studies 
of causation. In this way, prediction modeling can help to bridge the gap between 
population health thinking and individual health. 
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Machine learning, with its flexibility to identify complex interactions between 
predictors, is one such form of prediction modeling that may help us to bridge this gap. 
Although machine learning is becoming more common in psychiatric literature81–83 and 
medicine,84,85 it remains not as frequently used in psychiatric epidemiology as it is in 
other disciplines, despite its potential utility in predicting which individuals are likely to 
need mental health treatment or intervention in the future.86,87   
Supervised machine learning includes algorithmic, data-driven approaches to 
prediction that can handle large numbers of predictor variables and are not based on 
assumptions of normality.88,89 In particular, Classification and Regression Tree (CART) 
analyses, combined with random forest analyses, together construct powerful, 
nonparametric prediction algorithms that promote visual inspection of the data in addition 
to elucidating complicated interactions that are more difficult to interpret using other 
methods88,90,91 or that would not otherwise be detected,47,92,93 allowing us to identify 
complex risk profiles without a priori hypotheses.91 The lack of a priori hypotheses may 
be ideal for studying depression because there are likely complex interactions of factors 
associated with the disorder that we do not currently know enough about as a field to 
hypothesize them as being important in traditional hypothesis-based regression 
studies.94,95    
Within the context of the military in particular, some predictors of depression may 
be unique to the U.S. National Guard members as compared to the more frequently 
studied Active Duty military members, as discussed in Chapter 1 of this dissertation. 
Specifically, differences in demographics such as marital and employment status may 
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modify or confound various correlates of depression—or may be predictors themselves—
especially given the frequent switch between civilian and military life among National 
Guard members.21,96 However, most studies investigating causes or predictors of poor 
mental health in the military focus on deployment experiences rather than stressors 
occurring outside of military engagement. A broader picture of risk is needed, and a 
prediction-based machine learning study might help us identify a wide array of factors 
associated with depression for future research.47 
However, CART and random forests have not yet been applied to predicting 
incident depression in a general or military population, despite their predictive utility for 
interventions or treatment. Some investigators have used these methods to predict 
psychiatric outcomes including suicide80,81,97 and PTSD,98 or to predict particular types of 
depression in very specific groups, such as depression in elderly populations,99 comorbid 
depression among patients with physical conditions such as diabetes100 or arthritis,101 or 
to predict treatment response in samples of already depressed individuals after 
interventions such as antidepressant medication,102,103 internet interventions,104 or even 
electroconvulsive therapy using brain imaging.105  
Given the paucity of studies predicting incident depression in a more general 
cohort – including among National Guard members – our objectives of this study were to 
(a) discern which variables and their interactions are identified as predictors of incident 
depression using tree classification and random forest algorithms, and (b) assess the 
predictive performance of these algorithms using k-fold cross-validation, averaging 
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across different combinations of training and testing samples, in a cohort of U.S. Army 
National Guard members. 
METHOD 
Study sample and design 
The sample for this analysis included respondents from the Ohio Army National Guard 
Mental Health Initiative who were present for at least one follow-up interview and were 
free of lifetime history of depression at baseline, based on the 9-item Patient Health 
Questionnaire (PHQ-9) as described below, asked with reference to lifetime symptoms. 
The respondents who met these criteria included 1,951 men and 298 women. 
For this study design, we considered the first interview for all participants to be 
“baseline”, regardless of the actual calendar year of entry into the study, in order to assess 
lifetime history of depression at time of entry to the study (in order to determine inclusion 
criteria), which was only assessed at the first interview. Thus, “baseline” in this study 
represents different calendar years for different cohorts. All predictors used in the 
algorithms described below were from these baseline interviews. We then collapsed the 
outcome data from years 2-6 to create one follow-up measure of depression for each 
individual. 
 
Outcome 
Depression was defined using Diagnostic and Statistical Manual for Mental Disorders, 
version IV (DSM-IV) criteria60 as measured using the PHQ-9.61 Any Depressive 
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Disorder, which includes the DSM-IV categories of Major Depressive Disorder (MDD) 
and Depressive Disorder Not Otherwise Specified, was selected as the overall binary 
depression construct in this dissertation due to higher sensitivity compared to MDD only, 
without losing good specificity, when validated in our cohort against a gold standard. The 
validity was assessed by comparing DSM-IV criteria based on the PHQ-9 in the baseline 
telephone interview scales to two-hour, in-person psychiatric interviews conducted on a 
random subsample of 500 members of the original cohort. The in-person interviews were 
carried out by clinicians using the Structured Clinical Interview for DSM-IV-TR (SCID) 
Axis I Disorders (non-patient version), and represent a gold standard for assessing mental 
disorders.18 This validation study found good specificity and moderate sensitivity for Any 
Depressive Disorder, referred to as depression for the rest of this chapter.62  
This depression construct is defined by reporting a period of at least two weeks 
with two or more co-occurring symptoms on the PHQ-9, where one of the symptoms is 
depressed mood or anhedonia (inability to feel pleasure), with a frequency of “more than 
half the days” or “nearly every day.” Having thoughts of self-harm or suicide is an 
exception to the frequency criteria, counting as a symptom when reported at any 
frequency.  
Incident depression for this analysis specifically was established by collapsing 
five years of follow-up data into one binary measure for each participant, to represent 
whether the individual had new-onset depression at any point during follow-up. 
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Predictors 
In order to preserve temporality, all predictors were collected from the baseline 
interviews, with the exception of four traumatic childhood events which were added to 
the study in the second wave for the original cohort (but which were assessed at baseline 
for the following three cohorts). Since these questions explicitly referenced experiences 
during childhood, we assume that any depression reported at year 2 in the primary cohort 
(at the same time as the ascertainment of these childhood events) would have occurred 
temporally after these childhood experiences, particularly since we also subset the sample 
to those with no history of depression reported at baseline.  
Our set of a priori predictors included all questions or constructs (i.e., variables 
created from groups of questions or symptoms) from the baseline surveys, as long as the 
variables had at least five respondents per cell (per category). There were 84 total 
variables for men and 72 variables for women; women had fewer variables due to their 
smaller sample (because variables with less than 5 individuals per cell were either 
removed, or where possible, categories were combined). A list of all levels of all 
variables and their prevalence in the sample is provided in Table 4.1. Since these 
variables were from the baseline interviews, they primarily describe events throughout 
the lifecourse without reference to specific timing (designed in order to keep the baseline 
interview relatively short), but some critical constructs were asked with reference to 
specific timing, such as mental disorder symptoms. As recency is likely relevant for 
prediction, we included past-year baseline constructs where available and where sample 
size allowed (e.g., we included past-year PTSD for men, but only included more general 
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lifetime PTSD for women (still measured at baseline), due to the small number of women 
with past-year disorder).  
All variables were operationalized as categorical variables. Most predictors were 
inherently categorical, (e.g., military rank, location of most recent deployment), but 
variables that were originally continuous, such as age or years of military service, were 
coded into categories based on their distribution (e.g., split into tertiles or quartiles), as 
listed in Table 4.1. All variables were entered into the algorithms as binary dummy 
variables (for a variable with n different categories, n-1 dummy variables were entered, 
with one category left out as a reference group). The reason for this categorization and 
use of dummy variables is that if some predictor variables have more categories than 
others (including continuous variables which are treated by CART and random forests as 
having as many categories as they do values), they would automatically be retained by 
the algorithms more often than those with fewer categories, due to greater variation in the 
outcome variable by category of the predictor, which obscures the true predictive ability 
of each variable.91  
These predictors included the following general categories (detailed in Table 4.1): 
demographics, military characteristics, health-related variables, potentially traumatic 
events from the respondent’s most recent deployment as assessed by the Deployment 
Risk and Resilience Inventory (DRRI),106 additional potentially traumatic events from the 
Life Events Checklist-Civilian Version107 and the Detroit Area Survey of Trauma108 
(regardless of whether or not they occurred during deployment), individual traumatic 
events specific to childhood (four out of seven questions from the Adverse Childhood 
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Experiences study50), individual stressful experiences that could occur at any point during 
the lifecourse (e.g., divorce, having serious financial trouble), responses to a psychosocial 
support and resources scale (six items adapted from the DRRI106 which were summed 
and tertiled given the importance of relative differences in perceived social support 
among individuals in relation to mental health outcomes found in prior work using this 
cohort),109 and the following DSM-IV mental disorders (DSM-5 criteria was not yet 
available at the time of the baseline interviews for the majority of cohorts): Generalized 
Anxiety Disorder (GAD, measured using the GAD-7110 with a cutoff score of 10 or a 
reported doctor’s diagnosis, and with a timescale of lifetime for women and past year for 
men), PTSD (measured using the PTSD Check List-Civilian version65 or a reported 
doctor’s diagnosis; lifetime for women and past year for men), and both lifetime and 
past-year (tested separately, to avoid multicollinearity) alcohol abuse and alcohol 
dependence, included as separate alcohol use disorders according to the DSM-IV, 
assessed using the Mini-International Neuropsychiatric Interview.111  
 
Statistical analysis 
We first examined the distributional characteristics of all study variables. We computed 
means, standard deviations and quintiles for continuous variables (to decide how best to 
categorize them) and counts with proportions for categorical variables. Next, we stratified 
the sample by sex, due to likely differences in predictors of depression among men and 
women,63,64 and we calculated the overall risk of incident depression over the follow-up 
time in each sex-specific sample.  
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Classification trees 
We then ran single classification trees (also known as “decision trees”) for each sex-
specific sample using the partykit package, specifying a minimum of 20 observations per 
split and 10 observations for the terminal nodes (to avoid over-fitting the data), and stop 
criterion based on univariate p-values with a cutoff of p < 0.01. We plotted these trees in 
order to visually evaluate the data structure and identify key predictive variables and their 
interactions. Classification trees choose key predictive variables from the larger group of 
potential predictors using the probabilities of the known outcome, in order of magnitude 
of bivariate associations.112 Trees are constructed by making repetitive partitions of the 
data—called splits—by such predictive variables, in order to form a hierarchical structure 
of nodes (variables or combinations of variables), which also serve as decision rules for 
the algorithm to predict the outcome.88,112,113 When creating these splits, the tree 
classification method uses “surrogate” splits for respondents who are missing data on 
predictors, based on variables other than the one used for the primary split.88 The ultimate 
goal of the classification tree is to end up with groups of observations that are relatively 
homogenous with respect to the outcome, at the terminal nodes (the end of the 
branches).114   
 
Random forests 
Following classification trees, we constructed random forests for men and women 
separately. Random forests can be conceptualized as an ensemble prediction method, 
consolidating across multiple decision trees, to avoid overfitting to any particular 
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subsample. By combining different trees, the random forest capitalizes on the fact that 
individual trees can be unstable by themselves, but tend to produce the right prediction, 
on average.115 As Bi and colleagues explain, when the trees are combined, they can 
“borrow strength” from one another, in order to achieve higher overall average predictive 
accuracy.113 
In random forests, the classification tree analysis (as described above) is 
generated on many different “training sets” or bootstrapped samples of the data (drawn 
with replacement), and tested on the observations not included in the training sample 
(also referred to as the “out of bag” sample).114 Each tree within the random forest uses a 
different bootstrap sample and testing sample, and then the results are combined in order 
to produce an aggregated final result with less overall variance and better prediction than 
a single classification tree.91,116,117  
We ran forests using the partykit package with 1,000 trees,116 a minimum of 20 
observations per split, and 5 predictor variables randomly sampled at each node (in order 
to de-correlate the trees, so that an identical set of variables was not chosen in every 
single tree). Thus, each variable may occur at different positions in different trees.  
In order to determine which variables were considered most predictive after the 
random forests, and to assess the performance of the initial classification trees in 
choosing predictive variables compared to the forests, we generated variable importance 
plots derived from the random forests. Important predictors from random forests are 
compared using the average improvement in classification accuracy that each variable 
achieved across all different trees in the forest.114 In order to determine importance, the 
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prediction accuracy of each tree is computed with each variable of interest and then again 
with a version of that variable that is randomly permutated (i.e., essentially removing any 
true predictive power of that variable), and the difference in accuracy between these two 
versions is averaged across every tree.116,118 This is repeated for each variable, and the 
average differences in accuracy for all variables are then plotted in order of magnitude, or 
variable “importance.” The values of variable importance are relative to each other; large 
breaks between variables in the plot represent large relative differences in prediction; the 
numbers are not meaningful in isolation or when comparing across studies.  
In variable importance plots, predictors that have a positive average decrease in 
classification accuracy (when removed from the trees) appear to the right of the red line 
(see Figure 4.2). The red line represents the minimum value of variable importance 
among all included variables, to aid in visually comparing importance of variables 
relative to each other. Predictors with negative values or values to the left of the red line 
suggest that the algorithms performed better when the variable was not included. We thus 
removed variables that appeared to the left of red line, one at a time, in a stepwise 
fashion, in order to improve the overall accuracy of the forests.  
Once the final set of predictor variables was chosen from the process described 
above, we calculated the overall sensitivity and specificity of the algorithms’ predicted 
case status compared to true cases status, using different cutoffs for the predicted 
probabilities of being a case (which the random forests uses to predict cases status). The 
receiver operating characteristic (ROC) curve for each sex-specific sample was output 
using these different values of sensitivity and specificity, and the area under the ROC 
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curve (AUC) was calculated for each random forest, in addition to the accuracy (the 
overall proportion of correctly classified individuals).  
 
Cross-validation 
We ran the 10-fold cross-validations of each sex-specific random forest using the caret 
and RandomForest packages on non-missing data only, given that the surrogate split 
method for missing data cannot be applied to cross-validation as it can in single random 
forests. Cross-validation is done to evaluate whether the algorithm may be generalizable 
to an independent dataset.47 This is particularly important given that in general, a model 
trained and tested on the same sample tends to be overoptimistic.47,119 In cross-validation, 
the data are randomly split into ten subsets, or folds. A random forest is then generated—
as described above—using nine of the folds and tested on the one remaining fold (which 
is considered an independent sample). This process is repeated over all combinations of 
folds, while computing the prediction accuracy each time. Finally, these estimates are 
averaged together across all iterations.114  We first ran the cross-validation with all 
possible predictor variables included—not only those chosen as predictive in the single 
random forest algorithms—since the data is split up and thus the variables chosen each 
time may be different.120 We then removed a few variables that contributed negatively to 
prediction (i.e., had a negative variable importance, meaning the model was more 
accurate without them) one at a time, in the same fashion as we did for the non-cross-
validated random forests.  
After running the cross-validation using all available non-missing data, we tuned 
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the algorithms to sample only from a subset of data for each tree, in order to adjust for the 
inherent class imbalance in our sample (this tuning is also known as “down 
weighting”).115,121 Specifically, we instructed the algorithm to sample from 90% of true 
cases (the maximum number of cases that could be chosen for the training phase, given 
that 10% of the sample is always saved for the testing phase), and the same number of 
controls, in order to have an equal number of true cases and true controls when building 
each tree. The tradeoff of having this equal class balance is the smaller sample size. 
However, if this parameter is not tuned, the random forest tends to do the best job of 
predicting the dominant class, which in our sample is being a control (not having 
depression). Tuning this parameter can thus provide better sensitivity and potentially 
higher AUC values compared to those calculated from the default cut-off of a predicted 
probability of being a case (0.50). However, the trade-off from this tuning is lower 
specificity and overall accuracy (given that there are more non-cases than cases in the full 
sample). Given these trade-offs, we presented results from both versions as a strategy for 
further evaluating the initial findings and assessing whether the performance of the 
algorithms was heavily influenced by class imbalance.   
Finally, as a sensitivity analysis, we ran the original tree classifications and 
random forests as described above, among only the men and women who had non-
missing values on all of the included variables (n=223 women and n=1,407 men for the 
tree classifications with all variables included; n=238 women and n=1,596 men for the 
random forests with only the predictive variables selected in the original random forests, 
for comparability), in order to descriptively compare results to those from the full sample 
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analyses which used the surrogate split method. Further, we qualitatively compared 
which variables were chosen as important in these sensitivity analyses to those chosen in 
the cross-validation results described above which were also run among non-missing 
observations only, and thus may be more comparable to the random forests among the 
non-missing samples rather than those run on the full samples.   
 
RESULTS  
Descriptive results 
Incidence of depression over follow-up was 14.9% among men and 24.8% among 
women. As can be seen in Table 4.1, about 41% of men were between the ages of 18 and 
24; 29% were between the ages of 25 and 34; and 30% were older than 35. The women 
were younger overall, with 57.4% between the ages of 18 and 24. There was a very small 
proportion of individuals who identified as Hispanic overall, and only 6.8% of men were 
black while 4.4% identified as being of a race other than white or black. Slightly more 
than 37% of men had an annual income of $40,000 or less, while almost half of women 
reported that same income category. Table 4.1 lists the prevalence for all demographics 
and other characteristics of the sample by sex.  
 
Men 
Figure 4.1 shows the single classification tree among men. Past-year PTSD was the most 
predictive of depression overall (shown at the top of the figure). Among persons with 
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past-year PTSD, having had casualties in the unit with which the soldier was most 
recently deployed was the next most predictive variable. Among those without past-year 
PTSD, parental verbal abuse in childhood was next-most important in predicting 
depression, and so on, down each branch. The grey boxes depict how many respondents 
had each combination of characteristics or variables, and the proportion with and without 
incident depression in that group. The combination of characteristics with the highest 
probability of incident depression was having both past-year PTSD and reporting a unit 
casualty during the respondent’s most recent deployment (n=15), in which the incidence 
of depression was 73.3%. The subgroup with the next highest incidence of depression 
(53.8%) comprised men who were parents or guardians of children under the age of 18 
and who reported fair or poor general health compared to good or great, but who reported 
no traumatic injuries other than transportation accidents, no financial problems, no verbal 
abuse during childhood, and no past-year PTSD (n=13). Men who reported being in a 
vehicle that was under fire during a most recent deployment and who experienced verbal 
abuse during childhood but who did not have PTSD in the past year had a 50% incidence 
of depression (n=32).  
Figure 4.2 depicts the variable importance plot, which plots relative mean 
decrease in accuracy (calculated when each predictive variable in the final random forest 
is removed each tree one at a time, as described above). There were 39 variables that had 
positive variable importance values (i.e., positively contributed to prediction) out of the 
84 potential predictors. The variable most predictive of depression in this forest was 
having had financial problems, followed by having been in a vehicle that was under fire 
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during most recent deployment. Large breaks between the dots indicate potentially 
important relative differences in prediction, suggesting that these two variables were 
substantially more predictive of depression than the others that are listed to the right of 
the red line. Other (more moderately) predictive variables in this forest included being of 
mid-level rank (Enlisted), being a current or former smoker, and having lower 
psychosocial support compared to other respondents, in addition to the other variables 
listed in Figure 4.2.  
Figure 4.3 shows the ROC curve for this algorithm, with an AUC of 0.71. When 
using the default cutoff for predicted probability of 0.5 for case status, the algorithm 
produced perfect specificity and 0% sensitivity (bottom left of the curve). When using a 
cutoff of 0.15 for the predictive probability (equal to the actual incidence of depression 
among men, and maximizing overall accuracy), specificity was 62.5% and sensitivity was 
68.4% (marked in the figure).  
After the cross-validation (run among the subsample of non-missing observations) 
without the class imbalance tuning (n = 1,412 after removing variables not predictive of 
depression, which decreased missingness from 1,407), the average AUC across all trees 
was 0.69, with 85.2% overall accuracy when using the default cutoff for predicted 
probability of 0.5 for case status, which was primarily due to extremely high specificity 
(98.0%) at the cost of extremely low sensitivity (2.1%). 
After the class imbalance tuning (n = 1,409 after removing non-predictive 
variables, which again slightly decreased missingness; sampling 171 cases and 171 
controls in each tree), the average AUC and accuracy for men were worse at 0.67 and 
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73.0%, respectively, but the sensitivity was more meaningful at 46.8%, with 77.0% 
specificity. 
Tables 4.2 and 4.3 show the mean decrease in accuracy values for both versions 
of the cross-validation. Overall, many of the results were similar to the non-cross-
validated random forest, with traumatic childhood events, financial problems, being 
mistreated, and deployment-related characteristics and events among the top predictive 
variables for all three algorithms. However, having children (being a parent) and being a 
student were chosen as some of the most predictive variables in both cross-validated 
random forests, but not in the non-cross-validated random forest. On the other hand, 
being in a vehicle under fire, being of mid-level rank Enlisted, and being a current or 
former smoker were all highly predictive in the non-cross-validated random forest, while 
only moderately predictive in the cross-validated forests.  
 
Women 
Figure 4.4 shows the single classification tree among women. Given the small sample 
size, only one split of the data was made, for lifetime alcohol abuse. Those with a history 
of alcohol abuse at baseline (n=40) had a 42.5% incidence of depression, while those who 
never had alcohol abuse (n=258) had a 22.1% incidence of depression (closer to that of 
the overall sample). 
Figure 4.5 depicts the variable importance plot for the random forest among 
women. Twenty-four variables had positive variable importance values out of the original 
72 potential predictors. The most predictive variable by far was childhood (parental) 
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verbal abuse. The next two most predictive variables were being deployed to a non-
conflict area during the most recent deployment and having been robbed, followed by 
having a close friend or family member seriously injured in an accident other than a car 
accident and having served in the U.S. Military for five or more years.  
Figure 4.6 shows the ROC curve for this algorithm, with an AUC of 0.65. Again, 
when using the default cutoff for predicted probability of 0.5 for case status, the 
algorithm produced perfect specificity and 0% sensitivity. When using a cutoff of 0.25 
for the predictive probability (equal to the actual incidence of depression among women), 
specificity was 60.7% and sensitivity was 58.1%. A cutoff of 0.27 for the predictive 
probability (slightly higher than the incidence of depression among women) maximized 
the overall accuracy, with a specificity of 71.9% and a sensitivity of 56.8% (marked in 
Figure). 
In the results aggregated from cross-validation, utilizing the full sample of women 
with non-missing data (n=250 after removing variables not predictive of depression, 
which decreased missingness from 223), the average AUC was 0.71 and average 
accuracy was 75.6% (with 93.7% specificity and 19.7% sensitivity). After the class 
imbalance tuning (n=251, sampling 54 cases and 54 controls sampled in each tree, the 
average AUC was 0.67 and the average accuracy was 68.1% (with 75.3% specificity and 
45.9% sensitivity).  
Tables 4.4 and 4.5 list the mean decrease in accuracy values for both versions of 
the cross-validation for women. The results between the two cross-validated random 
forests matched well, while slightly different from the non-cross-validated random forest. 
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For example, being mistreated, being a current student, rank level (paygrade), and having 
a family member addicted to drugs or alcohol were all chosen as highly predictive in both 
of the cross-validated algorithms, while only moderately predictive in the non-cross-
validated random forest. On the other hand, area of recent deployment and having been 
robbed were highly predictive in the non-cross-validated random forest but were only 
moderately predictive in both of the cross-validated random forests. However, childhood 
verbal abuse, having a close friend injured in an accident, experiencing a serious accident 
personally, and having served in the military for five or more years were consistently 
among the predictive variables in all three algorithms. 
 
Sensitivity analysis 
For men, the analysis run among only non-missing observations generated a very 
different classification tree compared to the full sample, with only parental verbal abuse 
and being robbed as variables that appeared in both trees (Figure 4.7; n=1,407 when 
including all variables). The subgroup with the highest probability of depression (46.2%) 
comprised men who reported a head injury during their most recent deployment (n=26). 
Despite these differences compared to the original analyses, the random forest (run using 
the identical set of predictors as in the final random forest in the primary analysis; 
n=1,596) produced similar results, with the following variables having the highest 
variable importance scores: deployment-specific traumatic events, having been robbed, 
having had financial problems, reporting lower psychosocial support, and having been 
mistreated (Figure 4.8), all of which were also among the most predictive variables in the 
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full sample’s random forest (both the cross-validated and non-cross-validated versions, 
with very few exceptions). Out of the 39 variables with positive variable importance in 
the original analyses, 31 remained predictive (i.e., appeared to the right of the red line) in 
the sample of men with no missing variables.  
For women, the sample of only non-missing observations was not able to generate 
a classification tree, due to the small number of individuals in this dataset (n=223 when 
including all predictors with no missing values). The random forest (run using the 
identical set of predictors as in the final random forest in the primary analysis, with 
n=238 women not missing on these predictors; Figure 4.9) produced similar results as in 
the original random forests. Out of the 24 variables with positive variable importance in 
the original analysis of women, 15 remained predictive in the sample of women with no 
missing variables. In both random forests (non-missing sample and full sample), 
childhood verbal abuse was chosen as the most predictive variable by a large margin. 
Area of most recent deployment, having served for five or more years, having had a 
serious accident or injury, and having a family member addicted to drugs or alcohol were 
also among the most predictive variables in all versions, including the cross-validated 
versions, with very few exceptions. Of note, history of alcohol abuse was chosen as one 
of the more predictive variables in the full sample random forest (and the only predictive 
variable in the single classification tree), but it did not contribute to the algorithm among 
the non-missing sample (or to the cross-validated random forests, also run among the 
non-missing sample).  
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DISCUSSION  
To our knowledge, this novel machine learning study was the first to use classification 
trees and random forests with cross-validation to assess predictors of incident depression 
in a population-based sample. The lack of a single-exposure hypothesis allowed us to 
identify several different predictors of incident depression, to visualize how they 
combined and interacted with each other to predict this outcome, and to do so without the 
statistical assumptions that underlie traditional null hypothesis testing statistical methods, 
such as normality. 
We found that, among both men and women, reporting traumatic events during 
childhood—in particular verbal abuse by a parent or guardian—was highly predictive of 
incident depression during follow-up. Additionally, having been mistreated, being of 
mid-level rank (Enlisted) status, being deployed to a non-conflict area, and having been 
robbed were predictive for both men and women. In terms of differences between the 
sex-specific algorithms, military characteristics (e.g., years of service) as well as hearing 
about traumatic events happening to friends or family (e.g., a family member was in a 
serious car accident) appeared more predictive of depression for women than for men, 
while PTSD and personally experienced traumatic events (including combat-related 
experiences) appeared more important for prediction among men compared to women.  
In particular, being most recently deployed to a non-conflict area was highly 
predictive of depression for women in the non-cross-validated random forest, and for 
men in the cross-validated random forest, compared to being deployed to either a conflict 
area (Iraq or Afghanistan) or never having been deployed. Higher incidence of depression 
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among those recently deployed to non-conflict areas may be related to stressful, 
upsetting, and unexpected domestic deployments to areas affected by natural disasters—
which have been increasing in recent years—or to areas of civil unrest after riots or 
massive protests, for example. However, we were unable to compare incidence of 
depression by exact location or type of recent deployments, given small cells and lack of 
detailed questions on the surveys.  
Past-year PTSD was predictive of incident depression among men, which is 
consistent with many studies that have not used machine learning but have consistently 
found comorbidity between PTSD and depression, or the likelihood of one of these 
disorders increasing with the other.122–125 Despite the differences in populations and 
outcomes, the finding that comorbid psychopathology is important in predicting 
depression using random forests in particular is also consistent with the random forest 
analysis by Pearson and colleagues, which found that having comorbid psychiatric 
conditions was one of the most important predictors of persistent depression following an 
internet intervention.104 Wolfe and Michaud’s study predicting depression using random 
forests among individuals with rheumatoid arthritis also found that comorbidity was one 
of the most predictive features of depression, though their comorbidity scale focused 
more on other physical health conditions as compared with mental health conditions.101 
Among women in our study, PTSD was not predictive of incident depression, but 
lifetime PTSD status was included in the algorithm instead of past-year status, given the 
small number of women with PTSD in the past year in an already-small sample of 
women. This may be the reason why PTSD was not selected by the algorithm as being 
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highly predictive, since history of PTSD may have occurred many years before onset of 
depression, and thus not as clinically or statistically relevant. 
Lifetime alcohol abuse was considered moderately predictive among women in 
the non-cross-validated random forest, but not among men or among the cross-validated 
random forest for women, despite the fact that alcohol use disorders—similar to PTSD—
are often comorbid with depression, both in the general population126,127 and in this 
particular cohort.128 Our finding may be because alcohol use disorders often follow 
depression onset,126 in part as a common coping mechanism, and that may be the more 
common directionality of disorder in this sample. Further, alcohol use disorders tend to 
onset relatively early in life, both overall4 and in this specific cohort,129 and those who 
had alcohol use disorders in the past may have also had depression prior to the start of 
this study, and therefore were not included in this sample of soldiers with no history of 
depression at baseline. Finally, lifetime history of alcohol abuse and dependence are more 
common among men in this analytic sample (25% and 19% for abuse and dependence, 
respectively, as mutually exclusive groups) compared to women (13% and 8% 
respectively), and in the full cohort at baseline, including those with a history of 
depression (24% and 23% for abuse and dependence among men and 14% and 11% 
among women), so it may be that alcohol use problems are less predictive of depression 
among men in this sample given their relative ubiquity in the underlying population, as 
compared to women (combining abuse and dependence, just under half of men in the full 
cohort at baseline had some form of alcohol use disorder, while about a quarter of women 
did).  
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Among men in both the single tree classification and the non-cross-validated 
random forest, being a current or former smoker was predictive of incident depression in 
this study, which is consistent with a prior study in this cohort that used logistic 
regression to model incident depression at only the first follow-up interview.130 This is 
most likely a non-causal association, potentially driven by an unmeasured shared 
vulnerability to both depression and smoking.130 It is also possible that existing sub-
threshold depression symptoms prior to the baseline interview caused individuals to 
begin or continue smoking as a coping mechanism, and then their symptoms increased to 
qualify as full depression during follow-up. However, smoking did not remain predictive 
of depression after our ten-fold cross-validation, and thus may have been a chance 
finding in the original, non-cross-validated random forest.  
Our finding that traumatic childhood events, as well as more recent traumatic and 
stressful events, were predictive of incident depression for both men and women, is 
consistent with the more traditional regression associations found in the two other studies 
in this dissertation, as well as with many other non-machine-learning studies that 
modeled incident or prevalent depression, with similar types of events as exposures or 
predictors.35,59,131 In particular, having been robbed was highly predictive of incident 
depression among both men and women in this study, which may be related to feelings of 
fear, vulnerability, and perceived lack of safety. Other stressors that were highly 
predictive of incident depression in this study were being mistreated and having had 
financial problems, which are likely related to stress and concerns about the future. 
Unfortunately, we did not have information on the timing of these stressors at baseline—
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only that they occurred at some point during lifetime prior to the baseline interview—so 
they may have occurred many years prior to depression onset.  
Finally, we did not find demographic characteristics in general to be predictive of 
depression, as compared to other studies that used random forests to predict 
depression,99,101 which could be due to our slightly more homogenous samples. However, 
it is difficult to compare the variables found as important in our study to those identified 
in others, given the lack of general population studies of this sort and different sets of 
candidate predictors. One demographic characteristic that we did find to be potentially 
important among men was being a parent or guardian of a child. In the tree classification, 
this characteristic was particularly associated with depression when in combination with 
reporting fair or poor general health and having no past-year PTSD, verbal abuse during 
childhood, financial problems, or traumatic injuries other than transportation accidents. 
Another potentially novel combination of predictors among men that we found in this 
study was having both past-year PTSD and reporting a unit casualty during the 
respondent’s most recent deployment, in which the incidence of depression was 73.3%, 
or five times larger than the overall incidence of depression among men in this sample.   
In terms of prediction accuracy, our cross-validated random forest algorithms 
were moderately accurate overall, with accuracies of 73-85% for men and 68-76% for 
women, and AUCs of 0.67-0.69 for men and 0.67-0.71 for women. These values are in 
line with other studies predicting depression outcomes; Kautzsky and colleagues,102 who 
used a cross-validated random forest to predict treatment-resistant depression, found 
accuracies of 68-75%. Similarly, Jin and colleagues,100 who used four different prediction 
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methods including random forests to model depression (also measured using the PHQ-9) 
among patients with diabetes, found comparable levels of accuracy (approximately 73%). 
It is important to note that the survey for the present study was not designed specifically 
to predict depression (but rather was a more general baseline interview). Thus, if more 
potentially relevant variables were included in the survey (e.g., family history of 
depression), accuracy may have been improved. Further, depression is a psychological 
outcome that is inherently difficult to measure—unlike, for example, many physical 
medical diagnoses that may have higher prediction accuracies (for example, if compared 
to studies using more clear medical outcomes).  
Our overall measures sensitivity and specificity in this study were likewise 
moderate. The choice to maximize sensitivity, specificity, or both simultaneously 
(maximizing overall accuracy) in these algorithms depends on the study question or 
context; we tuned our algorithms and varied the cutoff values of predicted probability of 
case status in order to measure different levels of sensitivity and specificity. In the case of 
a military population, the National Guard for example may value sensitivity of detecting 
depression over specificity, if the goal is to identify as many cases as possible and not 
miss any potential cases, given the likelihood of soldiers being in dangerous or stressful 
situations in the future. Our measures of sensitivity in this study could be improved with 
further tuning and lowering the threshold for predicted cases status. 
Limitations of our study design include the fact that only baseline information 
was used to predict incident depression over follow-up. While using only baseline 
predictors importantly established temporality between our predictors and outcome, it 
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follows that we lack (a) information from time-varying constructs assessed on the follow-
up surveys that may be temporally closer to onset of depression compared to variables 
assessed at baseline, and (b) information on exact timing of when many events and 
experiences occurred, as the baseline surveys primarily assessed events that occurred at 
some point in the past, without asking detailed information on timing (with the exception 
of other mental disorders). However, we believe that temporality is more crucial for 
identifying predictors in this study.  
As a second limitation, we used the PHQ-9 for measuring our depression 
outcome. Although the PHQ-9 has been validated against a gold standard depression 
measure within this cohort as well as in many other populations,61,62 it is primarily a 
screening tool and is not meant to be a diagnostic test. Thus, it is possible that there are 
individuals in this study with incorrectly classified depression status, which could have 
affected which variables were chosen as being predictive. Future studies should aim to 
replicate these results using diagnostic measures of depression.    
One limitation of random forests in particular is that they do not output a visual 
graphic of how the predictors work together, as the single classification trees do (seen in 
Figures 4.1 and 4.4), and thus it is more difficult to assess exactly how the interactions 
form in the random forests. The reason for this is that the random forest is made up of 
1,000 trees, so although we can calculate the average accuracy, for example, we cannot 
visualize the “average tree”, since variables can appear at different branches (if at all) in 
each tree. However, forests ultimately have better prediction than the single trees. Single 
trees can be sensitive to small changes in the data,113 as was seen in the sensitivity 
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analyses in this study, using only non-missing observations.  
In a similar vein, the variable importance values from the random forests are not 
interpretable in the way that a risk ratio in a classic regression is, for example. Variable 
importance values are relative to each other, not to a null value of 1.0, for example, and 
are thus not as numerically meaningful themselves. Similarly, we cannot calculate the 
incidence of depression under different combinations of predictors in the random forest, 
again due to the combination of many individual trees. Nonetheless, these limitations are 
tradeoffs for being able to assess many more variables at once compared to traditional 
regressions and compared to single trees. This limitation is also a reason to use both 
decision trees and random forests together, to complement each other.  
Another limitation of this study is our reliance on the surrogate split method for 
missing data in the trees and random forests (and a complete case analysis for the ten-fold 
cross-validation). Missing data in this study stems primarily from the fact that traumatic 
childhood events—important predictors of depression—were not asked on the baseline 
survey for the first (and largest) cohort of participants. For those individuals, the 
childhood events were assessed in the second wave of the study, at which not all 
respondents were present (over 200 respondents from the original baseline were absent at 
wave 2 but returned to the study at later waves and were thus included in our analytic 
sample, but were never asked these questions). A smaller portion of missing data came 
from responses of “don’t know” or declining to answer questions such as income. As this 
is a prediction study and thus we are not aiming to isolate and measure the effect of any 
particular variable on depression, missing data is not as problematic of an issue is it 
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would be in an explanatory study. Generally, missing data among predictors in prediction 
modeling is thought to only create bias if missingness is related to the outcome 
variable.47,132 We have no reason to believe that this is the case in our study, as all 
predictors are from the baseline interview, at which time the outcome had not yet 
occurred (with the exception of the four childhood events assessed at wave 2 for the 
primary cohort, which were missing by design, not by refusal to answer). Nevertheless, 
as a sensitivity analysis, we repeated all analyses excluding respondents with any missing 
data, and found very similar results, with only a few exceptions.  
Finally, this study had relatively small sample size in comparison to some 
machine learning studies, particularly for our sample of women. As a result, these 
algorithms are exploratory and a larger study is needed. At the same time, random forests 
have been shown to have good prediction accuracy in situations where there is high-
dimensional data—not only when there are a large number of observations (i.e., what is 
traditionally considered “big data”)—but also when there are a large number of predictors 
and relatively few observations (similar to a “small n, large p” situation), especially when 
compared with traditional regression modeling.115  
Despite these inherent limitations, it is important to experiment with new methods 
in the field of epidemiology, and to compare these results with more traditional methods, 
such as those used in the other studies in this dissertation. Prediction modeling in 
particular can be helpful for identifying factors that we might not hypothesize as being 
associated with depression, and may be a starting point for future hypotheses.47 
Prediction may also be somewhat more practical in terms of informing policy, compared 
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to explanatory modeling. Algorithms can represent concrete ways officials might identify 
persons at high risk of developing important outcomes, regardless of underlying causal 
relationships; this might be especially useful in a military setting. As an example of such 
an effort, the REACH VET algorithm, built by researchers using machine learning, has 
recently helped the U.S. Department of Veterans’ Affairs to identify veterans at high risk 
for suicide,86,87 as part of a crucial undertaking to prevent suicides at a time when suicides 
among military personnel have been increasing.  
In terms of predicting depression, future analytic work—preferably using larger 
samples and more specifically timed predictors than we were able to utilize in this 
study—should aim to replicate and further refine interactions between variables identified 
here. One might also use these methods to predict particular subtypes of depression, 
given that the overall disorder is heterogeneous and takes on different forms in different 
individuals; this may improve prediction accuracy. For example, one might predict 
common clusters of symptoms, or depression occurring at two or three different time 
points instead of one or more, aiming to predict chronic depression specifically. Finally, 
broader environmental and context-level variables—such as unit-level characteristics in a 
military study or residential neighborhood-level characteristics in a general population 
survey—may be important for prediction of individual incident depression,133 and should 
be included as predictors in future studies, where sampling designs allow.  
Although the results found in this exploratory prediction study largely align with 
those that have been found in traditional population-level regression studies, this is an 
important first step at identifying novel interactions between predictors of incident 
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depression using machine learning methods, aiming to bridge the gap between 
population-level and individual-level prediction of depression in a military cohort. 
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Table 4.1. Prevalence of all predictors entered into algorithms, by category and stratified by sex, 
not including missing values. 
 
 Men (n = 1,951) Women (n = 298) 
 n % n % 
Demographics  
 
 
  
Age 25-34 566 29.01 
127 42.62 
Age 35+ (ref = age 18-25) 587 30.09 
Hispanic ethnicity 53 2.72 N <5 - 
Black race 133 6.83 
61 20.47 
“Other” race (ref = white) 85 4.37 
$40,000 or less annual income 711 37.32 138 48.76 
$41,000-$80,000 annual income (ref = more than 
$80,000) 742 38.95 90 31.80 
Not currently married 1068 54.77 243 81.54 
High school or less education 546 27.99 80 26.85 
Some college education (ref = more than college 
education) 924 47.36 147 49.33 
Parent or dependent of someone younger than 18 769 39.42 64 21.48 
Current student 561 28.83 135 45.30 
Military characteristics     
2-4 total years of service in U.S. military (for 
women) - - 107 35.91 
5+ total years of service in U.S. military (for 
women; ref = 0-1 years) - - 105 35.23 
3-10 total years of service in U.S. military (for men) 659 33.81 - - 
11+ total years of service in U.S. military (for men; 
ref = 2 or fewer years) 648 33.25 - - 
Paygrade E1-E3 (low rank, Enlisted) 508 26.12 109 36.70 
Paygrade E4-E6 (middle rank, Enlisted) 924 47.51 150 50.51 
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Paygrade E7-E9 (high rank, Enlisted; ref = highest; 
Officer or Warrant Officer) 204 10.49 
Deployed to an area of conflict during most recent 
deployment 515 26.51 36 12.08 
Deployed to an area of NON-conflict during most 
recent deployment (reference = never deployed) 556 28.62 64 21.48 
Health-related variables     
Fair or poor self-rated general health (ref = good or 
great) a 97 4.98 70 23.57 
Current or former smoker (ref = never smoked) 1065 54.64 154 51.68 
1-2 drinks per day on average days of drinking in 
past month (for women) - - 98 32.89 
3+ drinks per day on average days of drinking in 
past month (for women; ref = no drinking in past 
month) 
- - 82 27.52 
1-3 drinks per day on average days of drinking in 
past month (for men) 811 41.98 - - 
4+ drinks per day on average days of drinking in 
past month (for men; ref = no drinking in past 
month) 
593 30.69 - - 
DSM-IV Lifetime alcohol dependence 372 19.07 24 8.05 
DSM-IV Lifetime alcohol abuse 479 24.55 40 13.42 
DSM-IV PTSD (past-year for men; lifetime for 
women) 54 2.77 23 7.72 
DSM-IV GAD (past-year for men; lifetime for 
women) 24 1.27 25 8.71 
Low tertile of psychosocial support score 655 33.83 103 34.68 
Middle tertile of psychosocial support score (ref= 
top tertile) 736 38.02 81 27.27 
Traumatic childhood events     
Verbal abuse by a parent or other adult in home 158 9.34 30 11.81 
Physical abuse by a parent or other adult in home 147 8.69 27 10.63 
Sexual abuse by a parent or other adult in home 10 0.59 12 4.72 
Parent or other adult in home was mentally ill 166 9.81 38 15.02 
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Lifetime stressful events     
Lost a job or a large part of income 613 31.42 69 23.15 
Been divorced 779 39.93 149 50.00 
Been emotionally mistreated 404 20.73 94 31.54 
Had legal problems (e.g., have been sued) 329 16.88 48 16.11 
Been unemployed for 3 months or more 670 34.38 92 30.87 
Had financial problems 519 26.62 64 21.55 
Been robbed or had your house broken into 495 25.37 60 20.13 
Had a family member with a serious drug or alcohol 
problem 166 9.81 165 55.37 
Lifetime traumatic events (in or outside of 
deployment)     
Experienced combat or a war zone 740 37.99 48 16.11 
Sexually assaulted or raped 76 3.90 85 28.52 
Been in a fire or explosion 536 27.52 27 9.06 
Been shot of stabbed 138 7.08 N <5 - 
Been kidnapped or tortured 5 0.26 N <5 - 
Been mugged or held up 556 28.53 29 9.73 
Been badly beaten up 272 13.95 15 5.03 
Been in a serious transportation accident 486 24.91 67 22.48 
Been in another type of serious accident or injury 305 15.67 29 9.73 
Experienced a natural disaster in which you were 
hurt or property was damaged 284 14.56 37 12.42 
Been diagnosed with a serious illness 123 6.31 19 6.40 
Your child was diagnosed with a serious illness 43 2.21 N <5 - 
Witnessed serious injury or death 769 39.52 39 13.09 
Unexpectedly discovered a dead body 344 17.65 21 7.05 
A close friend or family member was sexually 
assaulted 615 31.55 134 45.12 
A close friend or family member was physically 
attacked 535 27.42 80 26.85 
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A close friend or family member was hurt in a 
serious transportation accident 996 51.10 143 47.99 
A close friend or family member was hurt in another 
kind of accident 571 29.30 85 28.62 
Experienced the sudden, unexpected death of a 
loved one 1228 63.04 191 64.09 
Injured or killed someone else 180 9.34 N <5 - 
Witnessed severe human suffering 566 29.13 44 14.77 
Had a serious operation 245 12.57 34 11.45 
Been exposed to toxic substances or chemicals 407 21.41 29 9.80 
Had another type of traumatic event 372 19.09 56 18.79 
Traumatic events that happened during most recent 
deployment b     
Encountered land/water mines or booby traps 362 18.69 17 5.70 
Received hostile incoming fire from small arms, 
artillery, rockets, mortars, bombs, or I.E.D.s 570 29.37 39 13.09 
Received “friendly” incoming fire from small arms, 
artillery, rockets, mortars, bombs, or I.E.D.s 123 6.38 10 3.39 
Been in a vehicle under fire 331 17.05 13 4.36 
Attacked by terrorists, insurgents, or civilians 465 24.16 27 9.12 
Engaged in a battle with casualties in unit 195 10.05 19 6.38 
Witnessed allies being seriously wounded or killed 235 12.09 8 2.68 
Witnessed enemies being seriously wounded or 
killed 222 11.42 10 3.36 
Fired weapon at enemy 231 11.89 N <5 - 
Killed or think you killed someone in combat 129 6.83 N <5 - 
Saw enemy soldiers after they had been severely 
wounded or disfigured 243 12.51 11 3.69 
Saw bodies of dead enemies 230 11.86 7 2.36 
Saw civilians after they had been severely wounded 
or disfigured 262 13.51 18 6.04 
Saw bodies of dead civilians 200 10.31 16 5.37 
Saw allies after they had been severely wounded or 
disfigured 294 15.13 13 4.36 
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Saw bodies of dead allies 189 9.72 7 2.35 
Injured or wounded in combat 38 1.95 N <5 - 
Sexually harassed (during most recent deployment) 173 8.88 50 16.84 
Head injury (during most recent deployment) 43 2.22 N <5 - 
 
a Good, fair or poor health for women (vs. very good or excellent). 
b Respondents who had never been deployed at baseline have a 0 for these variables. 
Ref = reference group when entered into algorithms.  
PTSD = posttraumatic stress disorder. 
GAD = generalized anxiety disorder. 
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Figure 4.1.  Classification tree for incident depression during follow-up among men (n = 1,951). 
 
 
 
a During most recent deployment. 
PTSD = posttraumatic stress disorder. 
In grey boxes: “no” = proportion without incident depression; “yes” = proportion with incident depression, among individuals with selected 
combination of characteristics. 
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Figure 4.2. Variable importance plot from random forest for men (n = 1,951). 
 
 
 
a During most recent deployment. 
PTSD = posttraumatic stress disorder. 
The red line represents the minimum variable importance value (smallest mean decrease in accuracy) among the predictors (in this forest, the 
value for having been attacked during most recent deployment).  
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Figure 4.3. Random forest ROC curve for men, (n = 1,951; AUC = 0.71). 
 
 
 
 
ROC = Receiver operating characteristic. 
AUC = Area under the curve. 
The blue dot represents a cutoff for predicted probability of case status of 0.15, which is the true 
probability (incidence) of depression among men in this sample.  
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Table 4.2. Mean decrease in accuracy of predictors from 10-fold cross-validation, men, n = 1,412 
(non-missing observations only).  
 
 
Predictor Mean decrease in accuracy 
Has children 9.26E-03 
Deployed to an area of non-conflict a 6.76E-03 
Childhood (parental) verbal abuse 5.62E-03 
Has had financial problems 5.49E-03 
Current student 5.43E-03 
Not currently married 4.96E-03 
Age 35+ 4.82E-03 
Parent mentally ill (in childhood) 4.68E-03 
Been mistreated 4.28E-03 
Past-year PTSD 3.75E-03 
Been robbed 3.59E-03 
High rank, Enlisted (E7-E9) 3.49E-03 
Experienced combat or a war zone 3.30E-03 
Been in a vehicle under fire a 3.24E-03 
Received "friendly" incoming fire a 2.99E-03 
Been divorced 2.95E-03 
"Other" traumatic event 2.76E-03 
Low rank, Enlisted (E1-E3) 2.64E-03 
Childhood (parental) physical abuse 2.54E-03 
Saw wounded enemies a 2.43E-03 
Head injury a 2.41E-03 
Been badly beaten up 2.31E-03 
11+ years of service 2.08E-03 
$40k or less income per year 2.05E-03 
Received hostile incoming fire a 1.94E-03 
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Has had legal problems 1.86E-03 
Encountered land mines a 1.66E-03 
Been exposed to toxic substances 1.66E-03 
Saw dead civilians a 1.65E-03 
Deployed to an area of conflict a 1.45E-03 
Lost a job or a large part of income 1.42E-03 
Saw wounded civilians a 1.32E-03 
Attacked by terrorists, insurgents, or 
civilians a 1.31E-03 
Injured or killed someone else 1.22E-03 
Lifetime alcohol dependence 1.19E-03 
Been mugged or held up 1.14E-03 
Fair or poor self-rated general health 1.13E-03 
Saw dead enemies a 1.13E-03 
Close friend injured in [other] accident 1.09E-03 
Experienced a serious accident/injury 
(other than car accident) 1.07E-03 
Sexually harassed a 1.03E-03 
4+ drinks per day 8.85E-04 
Unexpectedly discovered dead body 
(ever) 8.76E-04 
3-10 years of service 8.20E-04 
$41k-80k income per year 8.04E-04 
Close friend hurt in car accident 6.92E-04 
Saw enemies being killed/injured a 4.36E-04 
Black race 4.18E-04 
Saw allies being killed/injured a 3.91E-04 
Fired weapon at enemy a 3.91E-04 
1-3 drinks per day 3.59E-04 
Witnessed injury/death (ever) 3.53E-04 
Casualties in unit a 3.49E-04 
Witnessed severe human suffering (ever) 3.34E-04 
Middle psychosocial support 3.25E-04 
Saw wounded enemies a 3.18E-04 
Sexually assaulted or raped (ever) 2.69E-04 
Past-year GAD 2.11E-04 
Serious transportation accident 2.07E-04 
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Killed or think you killed someone in 
combat a 2.06E-04 
Been shot or stabbed (ever) 1.45E-04 
Childhood sexual abuse 1.38E-04 
Been kidnapped 3.06E-05 
 
a During most recent deployment. 
PTSD = posttraumatic stress disorder. 
GAD = generalized anxiety disorder. 
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Table 4.3. Mean decrease in accuracy of predictors from 10-fold cross-validation with class 
imbalance fix, men (n = 1,409; sampling 171 cases and 171 controls at each tree). 
 
 
Predictor Mean decrease in accuracy 
Been mistreated 6.00E-03 
Has had financial problems 5.78E-03 
Current student 5.71E-03 
Has children 5.33E-03 
Been divorced 5.14E-03 
Deployed to an area of non-conflict a 4.10E-03 
"Other" traumatic event 4.09E-03 
Childhood (parental) verbal abuse 4.04E-03 
Parent mentally ill (in childhood) 3.71E-03 
Age 35+ 3.17E-03 
Has had legal problems 2.71E-03 
Serious accident/injury (other) 2.18E-03 
Been badly beaten up 2.16E-03 
Not currently married 2.09E-03 
Been robbed 2.01E-03 
11+ years of service 1.95E-03 
Past-year PTSD 1.77E-03 
High rank, Enlisted (E7-E9) 1.69E-03 
Been exposed to toxic substances 1.60E-03 
4+ drinks per day 1.60E-03 
Lost a job or a large part of income 1.50E-03 
$40k or less income per year 1.47E-03 
Childhood physical abuse 1.38E-03 
1-3 drinks per day 1.23E-03 
Witnessed severe human suffering (ever) 1.23E-03 
Close friend injured in [other] accident 1.13E-03 
Sexually harassed a 1.13E-03 
Received hostile incoming fire a 1.12E-03 
Serious transportation accident 1.09E-03 
Experienced combat/war zone 1.07E-03 
Been mugged or held up 9.89E-04 
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Attacked by terrorists, insurgents, or 
civilians a 9.84E-04 
Saw wounded enemies a 9.65E-04 
Middle psychosocial support 9.17E-04 
Received "friendly" incoming fire a 9.11E-04 
Saw wounded civilians a 9.04E-04 
Fair or poor self-rated general health 8.78E-04 
Been in a vehicle under fire a 8.48E-04 
Lifetime alcohol dependence 6.34E-04 
Close friend physically attacked 5.40E-04 
Experienced natural disaster 5.27E-04 
Injured or killed someone else 5.14E-04 
Saw dead civilians a 5.13E-04 
Unexpectedly discovered dead body (ever) 5.07E-04 
Head injury a 4.73E-04 
Encountered land mines a 4.69E-04 
Sexually assaulted or raped (ever) 4.06E-04 
Low rank, Enlisted (E1-E3) 3.80E-04 
Been shot or stabbed 3.75E-04 
Low psychosocial support 3.72E-04 
Age 25-34 3.72E-04 
Mid-level rank, Enlisted (E4-E6) 3.21E-04 
Had a serious operation 3.14E-04 
Some college education 2.86E-04 
$41k-80k income per year 2.66E-04 
Saw dead enemies a 2.32E-04 
“Other” race (not white, not black) 1.71E-04 
Past-year GAD 1.30E-04 
Child diagnosed with serious illness 1.13E-04 
Hispanic 8.11E-05 
Injured or wounded in combat a 7.76E-05 
Saw enemies being killed/injured a 6.95E-05 
Black race 5.59E-05 
Diagnosed with serious illness 5.42E-05 
Childhood sexual abuse 3.89E-05 
Deployed to an area of conflict a 7.24E-06 
Been kidnapped -1.75E-06 
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Killed or think you killed someone in 
combat a -3.06E-05 
Close friend sexually assaulted -5.78E-05 
Current or former smoker -1.17E-04 
Been in a fire or explosion -8.56E-04 
 
a During most recent deployment. 
PTSD = posttraumatic stress disorder. 
GAD = generalized anxiety disorder. 
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Figure 4.4.  Classification tree for women (n = 298). 
 
  
 
 
 
In grey boxes: “no” = proportion without incident depression; “yes” = proportion with incident 
depression, among individuals with selected combination of characteristics. 
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Figure 4.5. Variable importance plot from random forest for women, n = 298. 
 
 
 
 
a During most recent deployment. 
The red line represents the minimum variable importance value (smallest mean decrease in accuracy) 
among the predictors.  
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Figure 4.6. Random forest ROC curve for women (n = 298; AUC = 0.65). 
 
 
 
 
ROC = Receiver operating characteristic. 
AUC = Area under the curve. 
Blue dot represents a cutoff for predicted probability of case status of 0.27, which is the true 
probability (incidence) of depression among women in this sample. 
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Table 4.4. Mean decrease in accuracy of predictors from 10-fold cross-validation, women (n = 
250; non-missing observations only).  
 
 
Predictor Mean decrease in accuracy 
Been mistreated 0.0206 
Addicted family member 0.0189 
Current student 0.0136 
Mid-high rank, Enlisted (E4-E9) 0.0127 
Childhood (parental) verbal abuse 0.0110 
Experienced a serious accident/injury 
(other than car accident) 0.0089 
Close friend injured in [other] accident 0.0086 
5+ years of service 0.0080 
Low rank, Enlisted (E1-E3) 0.0074 
Close friend physically attacked 0.0074 
Serious transportation accident 0.0059 
Age 25+ 0.0058 
Been divorced 0.0057 
Low psychosocial support 0.0056 
Experienced a natural disaster 0.0052 
Been in a fire or explosion 0.0047 
Childhood physical abuse 0.0039 
Close friend sexually assaulted 0.0035 
Experienced combat or a war zone 0.0034 
Been robbed 0.0033 
Childhood sexual abuse 0.0025 
Sexually harassed a 0.0025 
Deployed to an area of non-conflict a 0.0020 
Has children 0.0020 
Saw dead allies a 0.0014 
Been exposed to toxic substances 0.0010 
Saw dead enemies a 0.0007 
Saw enemies being killed/injured a 0.0007 
Deployed to an area of conflict a 0.0005 
 
a During most recent deployment. 
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Table 4.5. Mean decrease in accuracy of predictors from 10-fold cross-validation with class 
imbalance fix, women (n = 251; sampling 54 cases and 54 controls at each tree).  
 
 
Predictor Mean decrease in accuracy 
Addicted family member 3.45E-02 
Been mistreated 2.09E-02 
Low rank, Enlisted (E1-E3) 1.86E-02 
Current student 1.78E-02 
Age 25+ 1.36E-02 
Close friend injured in [other] accident 1.19E-02 
Low psychosocial support 1.13E-02 
Mid-high rank, Enlisted (E4-E9) 1.13E-02 
Childhood (parental) verbal abuse 1.09E-02 
Experienced combat or a war zone 8.57E-03 
Experienced a serious accident/injury 
(other than car accident) 7.01E-03 
5+ years of service 6.66E-03 
Childhood physical abuse 5.15E-03 
Deployed to an area of conflict a 3.74E-03 
Serious transportation accident 3.47E-03 
Been in a fire or explosion 2.90E-03 
Childhood sexual abuse 2.63E-03 
Experienced a natural disaster 1.46E-03 
Been badly beaten up 1.43E-03 
Been exposed to toxic substances 1.30E-03 
Saw dead allies a 3.94E-04 
Saw wounded civilians a 3.31E-04 
Saw enemies being killed/injured a 2.01E-05 
 
a During most recent deployment .
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Figure 4.7. Sensitivity analysis: Tree classification among only non-missing observations, men (n = 1,407; all variables included). 
 
 
 
a During most recent deployment. 
In grey boxes: “no” = proportion without incident depression; “yes” = proportion with incident depression, among individuals with selected 
combination of characteristics.  
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Figure 4.8. Sensitivity analysis: Variable importance plot from random forest among only non-missing observations, men (n = 1,596 with 
only variables used in random forest among full sample). 
 
 
a During most recent deployment. 
PTSD = posttraumatic stress disorder. 
The red line represents the minimum variable importance value (smallest mean decrease in accuracy) among the predictors.   
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Figure 4.9. Sensitivity analysis: Variable importance plot from random forest among only non-missing observations, women (n = 238 with 
only variables used in random forest among full sample). 
 
 
a During most recent deployment. 
The red line represents the minimum variable importance value (smallest mean decrease in accuracy) among the predictors. 
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CHAPTER 5. STRESSFUL LIFE EVENTS IN RELATION TO TRAJECTORIES 
OF DEPRESSION SYMPTOMS OVER TIME IN A U.S. ARMY NATIONAL 
GUARD COHORT 
 
INTRODUCTION 
As described in chapter 1 of this dissertation, depression is a common and often 
debilitating mental disorder, but is not studied in the context of the military as much as 
posttraumatic stress disorder (PTSD). The U.S. National Guard may be a vulnerable 
population within the military that may be at higher risk of having depressive symptoms 
and disorders compared with the Active Duty component.8 However, there is a paucity of 
studies of depression in this population. Most studies that have assessed depression in this 
population—including chapters 3 and 4 in this dissertation—have generally used binary 
depression measures as outcomes.  
While prevalence and incidence studies offer important information regarding 
factors that are associated with depression as a binary construct, it may be overly 
reductionist to lump different sub-types of depression together into one single outcome 
for epidemiologic analyses, considering the heterogeneity of the disorder and the 
potential for unique symptom profiles within this group.134–136  
Further, it may be important to understand determinants of sub-threshold 
depression symptoms, which are often not detected when using a binary definition of 
depression like those described in the Diagnostic and Statistical Manual for mental 
disorders (DSM). Sub-threshold depression symptoms can cause substantial functional 
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impairment and may easily trigger full-blown depression, particularly if a stressful life 
event occurs or worsens.137–139 In order to follow individuals after such events and 
understand why some individuals go on to develop major depression after having sub-
threshold symptoms, whereas symptoms subside over time for others, longitudinal studies 
are particularly useful. Longitudinal data points allow us to follow the course of 
symptoms of depression over time, understanding the natural history of the disorder, as 
opposed to only a snapshot in time.140    
Given the complexities of studying depressive disorders and the advantage of 
utilizing multiple data points over time, group-based latent trajectory methods may be 
useful tools for studying depression longitudinally, particularly in an at-risk population 
such as the U.S. National Guard. These methods have primarily been applied in 
psychology and other social sciences,141,142 but are rarely employed in epidemiology, 
despite their ability to describe temporal patterns of symptoms in longitudinal data and 
identify which characteristics are associated with psychological resilience over time 
(being able to “bounce back”) after potentially stressful or traumatic events.143,144  
In particular, latent class growth analysis (LCGA) is a method used to examine 
the growth or shape of trajectories of symptoms over time in a population, how members 
of the population group together in relation to their symptom patterns, and which 
characteristics predict membership into such groups.145–147 It may be important to 
evaluate differences between determinants of such symptom patterns compared to the 
determinants of binary diagnoses of depression, especially in the case of sub-threshold 
depression.136,140  
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There are the three defining characteristics of the current literature on latent 
trajectories of psychopathology. First, most studies among military personnel have 
modeled PTSD symptoms, particularly PTSD treatment response.148–150 Second, most 
studies of trajectories of psychopathology in general—even those modeling depression 
symptoms—have anchored symptoms as responses to specific shared events. Examples 
of these types of events include psychiatric treatment as described above, pregnancy, or 
potentially traumatic events such as natural disasters, cancer surgery, terrorist attacks, or 
military deployment.144,151–157 Third, a large proportion of trajectory studies have focused 
exclusively on children or adolescents who are in developmentally significant phases of 
life. One recent review paper describing 25 studies on trajectories of depression 
symptoms across at least five years found only four studies of adults (not including 
elderly adults or other demographically specific populations),151 one of which followed 
symptoms among adults seeking treatment for depression, thus not following the course 
of any symptom-free respondents at baseline.158  
Finally, although we know that traumatic childhood events and more recent adult 
stressors are associated with depressive disorders,33–35,37,139 understanding how these 
events influence specific trajectory group membership and changes in symptom patterns 
over time can help advance our knowledge. This may be particularly relevant for military 
populations, in which most studies have focused on deployment-related events, 
neglecting common life stressors outside of military engagement. No studies to our 
knowledge have examined trajectory classes in a military cohort to describe depression 
symptoms over time—not anchored to a specific event—and assessed the potential 
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impact of traumatic childhood events and time-varying life stressors on such trajectories.  
Given these gaps in the literature, our aims in this study were to determine (a) 
how respondents grouped into latent trajectories of depression symptoms across four 
years of follow-up; (b) the direction and magnitude of the association between traumatic 
childhood events and membership into these trajectory groups; and (c) the direction and 
magnitude of association between ongoing civilian stressors and the course of these 
trajectories over time, using LCGA in a cohort of U.S. National Guard members. 
 
METHOD  
Study sample and design  
For this study, we included participants of the Ohio Army National Guard Mental Health 
Initiative (OHARNG-MHI) who were present in at least two follow-up waves (among 
study years 3-6, since the outcome of depression started being counted at wave 3 as 
described below), in order to estimate longitudinal depression trajectories. An additional 
inclusion criterion for the primary cohort for this study was that those individuals were 
present for the year 2 interview (wave 2), so that they had data on one of our main 
exposures of interest, traumatic childhood events (which were only assessed in that year 
of the study for that cohort). Given that the primary cohort contained the majority of 
participants in this study, we opted not to use imputation methods for this crucial 
variable. Missing data other than the childhood events for the primary cohort was 
imputed using multivariable regression-based imputation with fully conditional 
specification,66,67 as described below. 
  
 
106  
In all, this analytic sample included participants from the primary cohort (those 
who enrolled at the beginning of the study in 2009-2010; n=1,207 included in this 
analytic sample) as well as the first three additional cohorts, who enrolled in 2011-2012 
(n=389 included in this analytic sample), in 2012-2013 (n=172 included in this analytic 
sample), and in 2014-2015 (n=76 included in this analytic sample), respectively. These 
four groups were combined to amount to 1,844 respondents in total for this analysis, 
including 1,573 men and 271 women. Calendar time was used for the time scale in this 
study, in order to measure trajectories over time. Thus, the earlier years of data for the 
additional cohorts (e.g., data from interview years 2009-2010 and 2010-2011 for the first 
additional cohort) were imputed, as described in the statistical analysis section below.  
 
Exposures  
As mentioned in the comprehensive methods section of this dissertation, traumatic 
childhood events were measured at wave 2 in the primary cohort and at baseline in the 
other three cohorts; these events are considered time-stable and were used to model 
trajectory group membership. Past-year stressors, however, were time-varying, asked at 
each interview and thus were used to model the trajectory shape of depression symptoms 
at each wave.  
As in Study 1 of this dissertation, in order to preserve temporality and reduce the 
potential for reverse causation in between waves (e.g., incident depression may cause 
absenteeism and indirectly lead to job loss which is considered a stressor), the outcome 
was measured beginning in study year 3, describing symptoms that occurred between 
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years 2 and 3. Past-year stressors were lagged, so that stressors that occurred between 
year 1 and year 2 (assessed at year 2) were used to model depression symptoms between 
years 2 and 3 (year at wave 3), and so on through wave 6. See Figure 5.1 for a visual 
representation of exposure and outcome assessment timing for ongoing stressors.  
Both exposures of interest (childhood events and past-year adult stressors) were 
dichotomized into binary variables (i.e., presence of one or more traumatic childhood 
events and presence of one or more stressors each year), given the small cell size that 
resulted from assessing specific individual traumatic childhood events. For the time-
varying stressors, dichotomizing at one or more per year represented a median split. 
 
Confounders  
Potential confounders were chosen based on previous literature and hypothesized 
associations. For the traumatic childhood events exposure, we included the following 
confounders: sex (female vs. not) for the full sample trajectories that included both men 
and women (i.e., when not used as a modifier); age at baseline, as a marker for birth 
cohort, categorized into 25-34 years and 35+ years vs. 18-24 years based on survey 
response options; and race, dichotomized into two only categories due to small cell size 
of non-white races: white vs. black or “other” race (nonwhite, not black), including 
Hispanic ethnicity. These variables were all time-stable and assessed at baseline. For 
women, only age was included as a confounder in the final model, due to wide 
confidence intervals and no meaningful difference in effect sizes for the traumatic event 
variable when including race. 
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Potential confounders considered for the time-varying adult stressor model 
included the same time-stable baseline confounders described above (though age was 
further collapsed to be 25+ years compared to 18-24 years, given small cells with more 
variables added), in addition to the following lagged time-varying covariates (taking the 
value from the year before the exposure of interest, in order to preserve temporality): 
past-year head injury (which was asked only with reference to most recent deployment), 
past-year PTSD, and past-year Generalized Anxiety Disorder (GAD). Due to a very small 
number of individuals with reported head injuries and those who met criteria for GAD, 
time-varying past-year PTSD was the only additional confounder included in the final 
stressor models, and was defined by meeting DSM-IV criteria60 using the PTSD Check 
List.65  
 
Outcome  
Depression was operationalized as a count of the number of Patient Health 
Questionnaire–Version 9 (PHQ-9) symptoms at each time point, where each symptom 
was coded as a binary yes/no variable for occurring at least “more than half the days” in 
the past 30 days.61  
 
Statistical analysis  
First, in order to assess for potential biased selection into our analytic sample from the 
full OHARNG-MHI cohort (due to attrition from the study over time), we compared our 
  
 
109  
analytic sample to the baseline cohort on our two main exposures of interest: traumatic 
childhood events (comparing the analytic sample to those in the underlying cohort who 
had values on this variable but were not in at least two of the follow-up waves 3-6 and 
thus were not selected) and adult stressors (comparing lifetime stressors at each cohort’s 
baseline for those in the sample to those not in the sample, as a proxy for past-year 
stressors, since we have no measure of past-year stressors on those who were completely 
lost to follow-up and thus not included). As another attempt to estimate differences in 
past-year stressors, we also compared proportions of those with one or more past-year 
stressors at study year 2 (the first follow-up) among those who were in the analytic 
sample and those who were present in study year 2 but were not in the analytic sample, 
due to later loss to follow-up during waves 3-6. Finally, we compared the number of past-
year depression symptoms at study year 2 in our analytic sample compared to those who 
were present in study year 2 but then later lost to follow-up and thus not included in the 
sample (i.e., not including those completely lost to follow-up after baseline, who have no 
follow-up depression data).  
We performed single imputation on missing data within the analytic sample, using 
multivariable regressions with fully conditional specification, otherwise known as 
imputation by chained equations66,67 within PROC MI in SAS. Imputation by fully 
conditional specification is flexible because it can be used with arbitrary missing data 
patterns and is also ideal for imputing categorical variables, as logistic regression can be 
used for binary and ordinal variables. This method imputes variables in order of 
missingness, such that the maximum amount of information is used at all times. The 
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variables with the least amount of missingness are imputed first, followed by those with 
the most amount of missingness. This is done so that the variables with a higher number 
of missing values are imputed using the recently-imputed values of other variables that 
had fewer missing values and thus relied less on imputation, if those variables are 
applicably predictive (in addition to using other variables that are predictive but which 
did not have missing data). One variable was not able to be imputed in this way, as there 
were no non-missing values (given our calendar year time scale): past-year stressors were 
not assessed during the wave 5 interview (2014-2015) due to a shorter survey that year. 
The binary variable for presence of past-year stressors at wave 5 was thus filled in using 
the maximum likelihood method within the PROC TRAJ procedure in SAS described 
below, as is the default within this procedure.159 
After imputation, we ran descriptive analyses to check the data and assess the 
distribution of variables. For the outcome of number of depression symptoms at each 
time point, we determined that the zero-inflated Poisson distribution—a generalization of 
the standard Poisson distribution—was appropriate for the semi-parametric LCGA, as our 
outcome was a count of symptoms and the majority of individuals had 0 symptoms at 
each time point.159,160  
We then stratified the sample by sex for all analyses described below, due to the 
potential for effect modification of our questions of interest by sex, based on prior 
literature.151,161,162 However, since there were very few if any differences between these 
two sets of results, we examined the full sample  as the main analyses, in order to 
improve power, precision, and interpretability. Thus, the sex-stratified analyses are 
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presented as supplemental analyses, where the female-specific analyses have low 
precision.  
We then applied semi-parametric group-based modeling, which identifies 
naturally occurring homogeneous groups within a larger population in terms of 
distributions of the outcome data over time (based on slopes and intercepts), using the 
PROC TRAJ procedure in SAS.159,163 We fit different numbers of trajectory groups and 
different functional forms for each group—making only one change at a time—in a 
stepwise fashion until an optimal model was chosen. The Bayesian Information Criteria 
(BIC), average posterior probabilities for membership into each group, model 
convergence, and visual differentiation between the different groups were all considered 
together to estimate the ideal number of trajectory groups and best-fitting model for each 
sample.143,159 Tables 5.2, 5.4, and 5.6 show the fit statistics for all of the trajectory models 
we tried in the full sample, among men only, and among women only, respectively. The 
models with two asterisks represent the chosen model for each sample. We then graphed 
these final models in Excel using the average predicted symptoms of each group, in order 
to produce the figures. 
Within each sample, once the optimal model was chosen, we included the binary 
variable for one or more traumatic childhood events as the exposure in crude and adjusted 
multinomial logistic regression models, in which a categorical variable representing the 
four trajectory groups was modeled as the outcome, with the symptom free group as the 
reference category.  
The second exposure of interest (one or more stressful events in the year prior to 
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each depression assessment) was time-varying, so it was added to the LCGA models 
directly, in order to predict changes in the symptom patterns themselves, instead of 
predicting trajectory group membership which is standard for time-stable risk factors.159 
For stressors, we first ran a crude model, followed by an adjusted model with the same 
time-stable confounders used in the traumatic childhood event models and additionally 
including time-varying PTSD as a potential confounder. Due to small cell size, some 
potential confounders were not able to be included, including traumatic brain injury 
during a deployment and past-year GAD. We were also unable to model incident PTSD 
in the past year, due to the small number of people with new-onset PTSD each year. 
Thus, prevalent PTSD in the year prior to each depression outcome (i.e., lagged PTSD) 
was used in its place. 
Finally, we used results from the plottcov function in PROC TRAJ160 to graph the 
average predicted symptoms of each trajectory when setting the time-varying covariates 
to certain fixed values. In order to isolate the potential effect of stressors on depression 
symptoms at each time point, we fixed past-year PTSD (the only time-varying 
confounder) as being equal to 0 at all time points, and compared the number of 
depression symptoms at each time point and overall shape of the trajectories when past-
year stressors were set to be equal to 1 compared to 0 at each time point. 
Sensitivity analyses  
As a sensitivity analysis, all of the steps described above were repeated among 
individuals from the primary (and largest) cohort who had no lifetime history of 
depression at wave 2 or earlier (prior to the start of follow-up time at wave 3), in order to 
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assess whether the relationships we found in our main analyses held when reducing the 
likelihood of reverse causation between our exposures and depression symptoms (e.g., 
prior depression making subsequent stressors more likely to occur, through stress 
generation164,165). As restricting the sample to those in the primary cohort with no history 
of depression decreased the sample size, we ran this analysis among men and women 
together (n = 880), in order to preserve as much precision as possible.  
 
Quantitative bias analysis 
As an additional sensitivity analysis, we ran a simple quantitative bias analysis to attempt 
to correct for potential differential recall of childhood events by depression status, among 
the full sample of both men and women. To do this, we used the exposure 
misclassification spreadsheet within the “Simple Sensitivity Analyses for 
Misclassification” workbook, based on the methods described in chapter 6 of the 
quantitative bias analysis textbook by Lash and colleagues.69 We used the crude pairwise 
comparisons of both the chronic depression symptom group and the decreasing 
depression symptom group—the two groups that had depressive symptoms at the 
beginning of follow-up and thus most likely to have had depression symptoms at the time 
of the childhood event ascertainment—each compared with the symptom free group. We 
then varied the sensitivity and specificity of correct ascertainment of having experienced 
one or more childhood events, ranging from 70% to 90% sensitivity and 90% to 99% 
specificity as plausible values, where the sensitivity of exposure ascertainment among 
those in the higher depression symptom trajectory groups was always higher than those in 
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the symptom free group, and the specificity of exposure ascertainment among those in the 
higher depression symptom trajectory groups was either equal to or lower than those in 
the symptom free group, which we expected to be the most common patterns given no 
gold standard assessment comparison.  
 
RESULTS 
Comparisons between analytic sample and full underlying cohort 
We found no meaningful differences when comparing our analytic sample and the full 
underlying cohort: 23.7% of our analytic sample had one or more childhood events 
compared to 21.6% of those not in the analytic sample but with values on this variable, 
and 86.8% of our analytic sample had one or more lifetime stressors at baseline compared 
to 87.7% of those not in our analytic sample.  
When comparing differences in past-year stressors, we found that 52.9% in our 
analytic sample had past-year stressors at the first follow-up wave (study year 2), 
compared to 56.7% among those who were present in study year 2 but were not in the 
analytic sample, due to later loss to follow-up during waves 3-6. When comparing 
number of past-year depression symptoms at study year 2 in our analytic sample 
compared to those who were present in study year 2 but then later lost to follow-up and 
thus not included in the sample (i.e., not including those completely lost to follow-up 
after baseline, who have no follow-up depression data), 68.9% of the former category had 
no past-year depression symptoms compared to 70.7% of the latter category.  
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Descriptive results 
Table 5.1 shows the prevalence of all variables used in the final models, stratified by sex. 
In the full analytic sample (n = 1,844) and the sample of men only (n = 1,573), 41-43% of 
respondents were between the ages of 18 and 24, about 29% were between the ages of 25 
and 34, and 28-30% were 35 or older. The sample of women only (n = 271) were 
younger on average, with 55% between the ages of 18 and 24. About 88% of men and the 
full sample were white, while 82% of the women were white. Just under a third of 
women reported one or more traumatic childhood events, while 22.1% of men and 23.7% 
of the full sample overall reported these events. On average, just under half of the full 
sample and the sample of men only reported one or more stressors per year during 
follow-up, while 59.2% of women reported one or more stressors per year, on average. 
Over 4% of the full sample and men only had PTSD in the past year on average per 
follow-up year, while 6.3% of women had past-year PTSD on average.  
 
Full sample trajectory analysis 
Table 5.2 shows the fit statistics for different potential trajectory models among the full 
sample (n = 1,844). A four-group model (with three trajectory groups fit with cubic terms 
and one with a quadratic term) was chosen as the overall best fitting model, with a BIC 
value of -6300.57 (Table 5.2a) and average predicted probabilities of group membership 
ranging from 82-93% per group (listed in Table 5.2b). BIC values can be interpreted 
relative to each other, where smaller absolute values indicate better fit. For average 
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predicted probabilities of group membership, the actual numerical value is more 
meaningful; values over 80% are considered acceptable.  
As can be seen in Figure 5.2, the groups from this chosen model included a stable, 
symptom free group (showing essentially no symptoms at any point during follow-up) 
that included 61.5% of the sample; an increasing depression symptom group including 
13.2% of the sample, going from (on average) no depression symptoms at the first 
follow-up year to about 3 depression symptoms in the last follow-up year; a decreasing 
depression symptom group with 16.1% of the sample, going from about 2 depression 
symptoms at the first year of follow-up to 1 or no depression symptoms at the last year of 
follow-up; and a “chronic” depression symptom group (fit with the quadratic slope) 
representing 9.2% of the sample, staying essentially steady around 4-5 symptoms 
throughout follow-up. 
Table 5.3 shows odds ratios (ORs) for the associations between reporting one or 
more traumatic childhood events and membership into each trajectory group, with the 
symptom free group as the reference category, from crude and adjusted multinomial 
models. After controlling for sex, age, and race, those who reported childhood events had 
3.57 times the odds (95% confidence interval (CI): 2.53, 5.05) of belonging to the chronic 
depression symptom group compared to the symptom free group. Reporting childhood 
events was also associated with being in the decreasing and increasing depression 
symptom trajectory groups compared to the symptom free group (aOR (adjusted odds 
ratio): 2.33, 95% CI: 1.75, 3.11 for the decreasing group and OR: 1.78, 95% CI: 1.29, 
2.45 for the increasing group).  
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Figure 5.3 shows the graphed latent trajectories, similar to Figure 5.2, but 
comparing two versions for each group: one showing what the trajectories look when 
modelling 0 past-year stressors reported at all time points (solid lines) and one with 1+ 
past-year stressors reported at every time point (dotted line), while adjusting for 
confounders. In both versions, lagged, past-year PTSD was set to 0 at each time point 
(the most common value), in order to isolate the potential effect of time-varying stressors. 
Stressors had the largest effect on depression symptoms for the increasing depression 
symptom group, particularly in years 5 and 6 (where there was a difference of 1.02 
symptoms at each year, for stressors compared to no stressors), suggesting that the 
potential influence of stressors on these symptoms might depend on the underlying 
pattern or number of symptoms. The decreasing and symptom free groups saw a very 
small—potentially negligible—change in symptoms (with an average difference over 
time of about 0.23 depression symptoms and 0.04 depression symptoms, respectively), 
while about a half of a symptom increase was seen for the chronic depression symptom 
group, unchanging across the follow-up time.  
 
Men only 
Table 5.4 shows the fit statistics for different trajectory models among the sample of men 
only (n = 1,573). Again, a model with four groups was chosen as the best fitting model 
overall, this time with a linear-term-only group, a cubic term group, and two groups with 
quadratic terms. The BIC value for this model was -5182.44 (Table 5.4a) and the average 
predicted probabilities of group membership ranged from 80-94% per group (Table 5.4b). 
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Although the absolute value of the BIC value was slightly lower in the best-fitting five-
group model (5142.96) compared to this four-group model, we chose the four-group 
model as the best overall fitting model due to higher predicted probabilities of group 
membership (Table 5.4b), and the facts that two of the trajectory groups in the five-group 
model were overlapping and one of those groups had only about four percent of the 
sample.  
Figure 5.4 presents the groups from the final model, which were nearly identical 
to the trajectories among the full sample, including an essentially stable symptom free 
group (the linear term-only group; 62.4%), an increasing depression symptom group 
(quadratic slope; 13%), a decreasing depression symptom group (fit with a cubic slope; 
15.2%), and a chronic depression symptom group (quadratic slope; 9.4%). 
Table 5.5 shows odds ratios for the associations between reporting one or more 
traumatic childhood events and membership into each trajectory group, with the symptom 
free group as the reference category, from crude and adjusted multinomial models among 
men. All odds ratios were very similar to but slightly higher than they were among the 
full sample. After controlling for age and race, those who reported childhood events had 
3.71 times the odds (95% CI: 2.56, 5.38) of belonging to the chronic depression symptom 
group compared to the symptom free group. Adjusted odds ratios were 2.35 (95% CI: 
1.70, 3.25) and 1.94 (1.36, 2.76) for the decreasing and increasing depression symptom 
groups, respectively, both compared to the symptom free group. 
Figure 5.5 visually shows the effect of one or more stressors compared to no 
stressors at each follow-up year on the depression symptom trajectories, with past-year 
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PTSD set to 0 at all time points for both groups. Again, stressors appeared to have the 
largest effect on depression symptoms for the increasing depression symptom group, 
particularly in years 5-6, where a difference of 1.4 symptoms was observed for having 1+ 
stressors compared to no stressors. By contrast, the decreasing depression symptom 
group saw a potentially decreasing effect over time (from a 0.7 symptom difference at the 
first follow-up year to a 0.1 symptom difference at the second to last follow-up year), as 
overall symptoms decreased. The symptom free group saw a small but negligible change 
in symptoms toward the end of follow-up (difference: 0.09 symptoms), while the 
symptom difference for the chronic depression group was fairly stable across the follow-
up time, with an average difference of 0.6 symptoms.  
 
Women only 
Table 5.6 includes the fit statistics for different trajectory models among the sample of 
women only (n = 271). A four-group model was again chosen as the best fitting model, 
but this time with three trajectory groups having only linear slopes and the chronic 
depression symptom group having an intercept only, due to the small sample size (many 
of the attempted models with higher order terms did not converge, as can be seen in 
Table 5.6a). The BIC value for the best fitting model was -1139.07 and the average 
predicted probabilities of group membership ranged from 79-95% per group (Table 5.6b).  
As can be seen in Figure 5.6, these groups again included a stable, symptom free 
group, but comprising a smaller portion of the sample compared to men (55.7%); an 
increasing depression symptom group with 21% of the sample, a larger proportion 
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compared to the male sample; a decreasing depression symptom group with 13.3% of the 
sample; and a “chronic” depression symptom group with 10% of the sample (with less 
detectable variation than the other samples, due to the small size).  
Table 5.7 shows the associations between traumatic childhood events and 
membership into each trajectory group for women, again with the symptom free group as 
the reference category. After controlling for age group, those who reported childhood 
events had 3.9 times the odds (95% CI: 1.63, 9.32) of belonging to the chronic depression 
symptom group compared to the symptom free group. Reporting childhood events was 
also strongly associated with being in the increasing group (OR: 3.19, 95% 1.49, 6.82), 
and less so for the decreasing group (OR: 1.26, 95% CI: 0.63, 2.51), all compared to the 
symptom free group. 
As can be seen in Figure 5.7, the model that included time-varying stressors was 
generally unstable, due to the small sample size. The chronic depression and symptom 
free groups each show an increase in symptoms associated with stressors (a stable 
difference of 1.1 symptoms for the chronic group and an average of 0.12 symptoms for 
the symptom free group, increasing over time). However, the increasing and decreasing 
groups show a decrease in symptoms associated with stressors, which may be due to the 
small sample size. 
 
Sensitivity analysis 
Table 5.8 shows the fit statistics for different trajectory models among the subsample of 
individuals in the primary (largest) cohort who had no history of depression prior to the 
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start of follow-up (n=880). The model with three trajectory groups and the model with 
four trajectory groups both appeared to be good fits. The three-group model had a BIC 
value of -2658.42 (Table 5.8a) and average predicted probabilities of group membership 
of 90-94% (Table 5.8b). The four-group model had a BIC value of -2606.98 and average 
predicted probabilities of group membership of 83-92%. The three-group model, shown 
in Figure 5.8, was similar to those seen in the main analyses, except the increasing and 
decreasing groups were essentially combined into one stable, mild group (likely due to 
the smaller sample size), with about one symptom throughout follow-up. As expected, 
the overall number of symptoms for all groups was lower than seen in the primary 
analyses, since those with any history of diagnosable depression were excluded. 
The four-group model, shown in Figure 5.9, was more similar to those seen in the 
main analyses among both men and women, and had extremely similar distributions of 
individuals who fell into each latent group, with the main difference being the smaller 
number of symptoms at the start of follow-up time, such that the “chronic” depression 
symptom group was more of an increasing-to-chronic depression symptom group, and the 
increasing and decreasing depression symptom groups were also at lower levels overall. 
Again, these differences are consistent with the fact that this sample had no history of 
DSM-IV depression prior to follow-up time, and thus is much less likely to start with a 
high number of symptoms. There was also a slightly higher proportion of individuals 
with no symptoms over the four years (65.5%) compared to the full sample, which is also 
consistent with the fact that those who previously had any depression were removed. 
For the models incorporating traumatic childhood events and time-varying 
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stressors, we used the four-group model, in order to more directly compare results to the 
main analyses. Table 5.9 shows odds ratios for the associations between one or more 
traumatic childhood events and membership into each trajectory group, from crude and 
adjusted multinomial models. All odds ratios were elevated and followed the same 
general pattern as those in the main analyses, but were attenuated: those who reported 
childhood events had 2.15 times the adjusted odds (95% CI: 1.24, 3.73) of belonging to 
the chronic depression symptom group compared to the symptom free group. Adjusted 
odds ratios were 1.49 (95% CI: 0.91, 2.44) and 1.89 (95% CI: 1.14, 3.16) for the 
decreasing and increasing trajectory groups, respectively, when both compared to the 
symptom free group. Due to the smaller sample size in this sensitivity analysis, 
confidence intervals were larger and thus the estimates were less precise than the full 
sample main analyses. 
Finally, Figure 5.10 shows the graphed latent trajectories with no past-year 
stressors reported at any time point compared to one or more past-year stressors reported 
at every time point. The changes in symptoms followed the same pattern as in the main 
analyses, but the chronic depression symptom group saw a slightly larger increase in 
symptoms (an average of 1.1 symptoms across the four time points), while the increasing 
depression symptom group saw a smaller increase in symptoms compared to the main 
analysis (an average of 0.2 symptoms across the four time points), though still increasing 
across time, peaking at study year 5 with a difference of 0.4 symptoms. As with the main 
analyses, the symptom free group also saw a very small (essentially negligible) but stable 
difference of 0.04 symptoms, and the decreasing depression symptom group had an 
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average difference of 0.6 symptoms over time. In this model including time-varying 
covariates, however, the “decreasing” depression symptom group changed shape slightly, 
actually increasing in symptoms at the last time point (for both the stressor and non-
stressor groups), which may be due to the overall smaller sample size and lower precision 
in this model, as there appears to be more overlap between groups, with crossing lines 
toward the end of follow-up. 
 
Quantitative bias analysis 
Table 5.10 shows the results from the simple quantitative bias analysis among men and 
women combined (the main analyses), varying different potential values of sensitivity 
and specificity of childhood event ascertainment, which differ based on trajectory group 
membership (in each case, “depression+” refers to being in the higher symptom group in 
each comparison, whereas “depression-” refers to being in the symptom free group). For 
the decreasing group compared to the symptom free group, the uncorrected, crude OR for 
one or more childhood events was 2.41, as described in the main results. When varying 
the sensitivity and specificity of childhood event ascertainment, the crude, corrected OR 
ranged from 2.21 to 1.63, where the lowest value was that with 90% sensitivity and 95% 
specificity of exposure ascertainment among those in the decreasing depression symptom 
group (the higher symptom group at baseline in this comparison), and 70% sensitivity 
and 99% specificity among those in the symptom free group. For the comparison of the 
chronic depression symptom group with the symptom free group, the uncorrected OR 
was 3.82, and the corrected OR’s ranged from 3.67 to 2.80, where the lowest value had 
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the same combination of sensitivity and specificity values as in the previous comparison.  
 
DISCUSSION 
We identified four distinct latent trajectory groups of depression symptoms across four 
years of follow-up, among both men and women, in a representative cohort of Army 
National Guard servicemembers. For both sexes, reporting one or more traumatic 
childhood events was strongly associated with having chronic, decreasing, or increasing 
numbers of depression symptoms over time, compared to having consistently no 
symptoms. Additionally, reporting one or more stressors during follow-up was associated 
with a higher level of depression symptoms among all trajectory groups, with the 
exception of two of the female-specific trajectory groups, likely due to imprecision 
among the overall small sample size of women. 
The majority of persons in this study fell into the symptom free group, suggesting 
that they are likely psychologically resilient166 despite high exposure to stressful and 
traumatic events, in and outside of military engagement. This finding is consistent with 
many other studies of trajectories of psychopathology over time, either after specific 
events149,152,156 or in general,151,161,162 supporting the overall idea that individuals tend to 
be modally resilient in the face of stress.147  
The four trajectory groups detected in the present study are consistent with the 
four groups found in a prior study done on the same underlying cohort but only using 
data from study years 1-4 and using a smaller sample of soldiers who were deployed 
within the two years before baseline, with a timescale of time since deployment.156 
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Further, although the review paper by Musliner and colleagues on studies of trajectories 
of depression included primarily studies of children, adolescents, and older adults, the 
overall summary of trajectory group results they described were similar to ours; most 
studies reviewed found only a minority proportion of respondents who fell into 
trajectories with persistent depression symptoms over time, and the studies that 
specifically modeled trajectories among adults each detected 3-4 trajectory groups, 
including a high depression symptom group, a low depression symptom group, and then 
either a moderate depression symptom group or some combination of intermittent, 
increasing, and/or decreasing depression symptom groups.151 
Respondents in our study who experienced one or more traumatic childhood 
events were more likely to present with a higher number of symptoms over time. This 
finding is consistent with a recent study on trajectories of depression symptoms among 
Danish soldiers after a deployment,157 and with another study among post-partum women 
in France,167 despite the differences in population types. Considering our knowledge of 
the relationship between trauma and depression outcomes in general,33–37 it is not 
surprising that these events would be associated with chronic or increasing symptoms 
over time. 
However, it is potentially surprising that adverse childhood events were also 
associated with membership in the decreasing depression symptom groups in this study. 
We observed higher magnitudes of effect for the decreasing groups in comparison to the 
odds ratios for the increasing depression symptom groups (albeit with overlapping 
confidence intervals), when both were modeled with reference to the symptom free 
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group. This pattern was seen in the overall sample and the male-specific sample, but not 
in the female-specific sample, which followed a more expected dose-response like 
relationship. It is likely that there are additional factors contributing to the decreasing 
depression symptom groups’ trajectories that we were unable to measure, including 
modification or mediation by factors such as treatment for depression. Further, several 
years have elapsed between the presumed time of the childhood events and the time of 
the first follow-up of depression symptoms, during which many other unobservable 
events and characteristics may have affected these patterns. Future research should 
further investigate these decreasing depression symptom groups.  
Our findings were also consistent with other trajectory studies that incorporated 
life stressors into their analyses, in that others have found stressors to be associated with 
higher-symptom trajectory groups.156,158,162 However, all these studies to our knowledge 
used presence of past stressors as a time-stable risk factor, thus only predicting trajectory 
group membership, not modelling change in depression symptoms over time, as we did 
with time-varying stressors. Consequently, it is difficult to compare our results for past-
year stressors with other similar studies.  
The time-varying stressor findings for the female sample are exploratory given 
the small number, which produced extremely wide confidence intervals and low stability. 
We expect that if we had more women in our sample, this analysis would more closely 
resemble that of the men and the full sample. It would be important for future research to 
follow larger groups of female soldiers over time. 
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Among men and the full sample, when we modelled past-year stressors at each 
time point, the increasing depression symptom groups showed the largest increase in 
symptoms compared to the other groups, suggesting that the potential influence of 
stressors on these symptoms might depend on the underlying pattern or number of 
symptoms. This finding may also be at least partially explained by reverse causation, 
with increasing depression symptoms leading to more stressful events, as explained by 
the stress generation phenomenon.164,165 This potential mechanism is supported by our 
sensitivity analysis among individuals with no history of depression at baseline, where 
the change in depression symptoms was smaller among the increasing depression 
symptom group, as compared to the main analyses. By contrast, in this sensitivity 
analysis, the chronic depression symptom group saw the largest increase in symptoms 
overall. However, it is difficult to compare the two analyses directly, given the inherent 
differences in individuals with no history depression, including the overall shape of their 
trajectories.  
One important limitation to our study is the potential for residual confounding. 
For example, we lack data on socioeconomic status during childhood (e.g., parental 
income) and parental history of depression, both likely confounders of the relationship 
between traumatic childhood events and trajectories of adult depression.43,168,169 
However, given the large magnitudes of effect we observed for childhood events, these 
factors are unlikely to completely account for the association. For the relationship 
between ongoing stressors and depression symptoms, there were additional potential 
confounders that had small cells and did not contribute to changes in effect sizes in our 
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models, and thus were not included in final models in order to preserve parsimony and 
improve precision, but which may still contribute to unmeasured confounding. One such 
example is traumatic brain injury, which has been linked to symptoms of depression76–78 
and could conceivably cause stressors such as job loss as a result of symptoms. However, 
brain injury affected very few individuals in our sample, at least in a measurable way (it 
is notoriously difficult to measure traumatic brain injury, and our survey only asked about 
symptoms with reference to an injury during the respondent’ most recent deployment). 
Similarly, we were unable to include incident PTSD in the past year as a confounder, due 
to the small number of respondents in our sample with new-onset PTSD each year. Thus, 
prevalent PTSD in the year prior to each depression assessment was included as a proxy 
for incident PTSD. Although prevalent PTSD was lagged by one year, the temporality of 
which disorder might influence the other is less clear. This is a common limitation to 
psychiatric research, as it is often difficult to understand exactly when disorders onset in 
relation to others, given common comorbidity and underlying symptom overlap.54 
This issue is related to a second overall limitation to this study, lack of clear 
temporality in general. The outcome for this study includes ongoing depression, not 
incident depression only. Consequently, reverse causation is more likely than in the other 
two studies in this dissertation. For example, despite the fact that past-year stressors were 
lagged to describe the year before the current depression outcome, initial depression 
symptoms which were present at baseline may indirectly cause a stressor such as job loss 
to occur in the future, instead of the stressor causing future or persistent depression. The 
idea that depression can lead to stressful events in a person’s life has been previously 
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described by the stress generation phenomenon,164,165 which asserts that a depressed 
individual’s characteristics and behaviors can strain interpersonal relationships, which in 
turn can cause trigger stressful events such as divorce, break-ups, or job loss. However, 
this limitation of potential reverse causation is a tradeoff for the ability to follow not only 
the symptom path of respondents who develop depression over time but also the 
symptom path of those who have chronic, persistent, or relapsing/remitting depression. 
Further, our sensitivity analyses, which subset all analyses to respondents who had no 
prior history of DSM-IV depression at the start of follow-up, produced extremely similar 
results for all aspects of the analysis, suggesting that our results are unlikely to be fully 
explained by reverse causation. It is still possible, however, that sub-threshold symptoms 
prior to the start of follow-up may have increased the likelihood of stressful events 
occurring. 
A third limitation is the potential for misclassification of variables. One potential 
pattern of misclassification is differential recall of traumatic childhood events by current 
depression status at the time of event ascertainment. For example, respondents who were 
depressed at the beginning of the study may have been more likely to remember or report 
mistreatment during childhood, regardless of whether it truly occurred. Thus, exposed 
individuals may be more likely to have higher sensitivity and lower specificity of 
exposure misclassification. We attempted to correct for these potential patterns of 
differential misclassification using a simple bias misclassification, and found that 
although they did attenuate the associations, they are unlikely to account for the entirety 
of the relationships, given the parameters we assumed. (Further, prior literature has 
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suggested that mental health status at the time of reporting childhood abuse may not 
actually affect ascertainment or recall of events.170) However, our calculations do not 
account for dependent error, which is likely to further bias our results away from the 
null.74 Nonetheless, even if events and symptoms were misclassified due to poor recall or 
incorrect reporting, perceived mental health symptoms and perceived life events are of 
clinical interest both in the literature and to the military, as they affect functional health 
and predict retention and performance in the military.75  
Fourth, there may also have been differential selection of individuals into the 
analytic sample for this study, since respondents had to have been present for at least two 
follow-up waves in order to be included. This potential for selection bias was made worse 
by lagging our past-year exposure, such that we weren’t able to start counting follow-up 
time until year 3 of the study, when there was more attrition than there would have been 
if we started follow-up at study year 2. However, this attrition was a tradeoff for reducing 
the chance of reverse causation in this study. Further, we did not find any detectable 
differences in exposure status when comparing our analytic sample to those lost to 
follow-up and thus not included in the analytic sample. However, this comparison does 
not include the additional cohorts that joined the study at later study years and had less 
attrition overall, and we also do not know the status of past-year stressors among any 
respondents who were completely lost to follow-up after baseline, since the baseline 
survey only assessed lifetime stressors. Similarly, we were unable to compare our 
analytic sample with the entire rest of the OHARNG-MHI cohort on depression outcomes 
over time, given loss to follow-up among those not in the analytic sample. However, 
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when comparing number of past-year depression symptoms at study year 2 in our 
analytic sample compared to those who were present in study year 2 but then later lost to 
follow-up and thus not included in the sample (i.e., not including those completely lost to 
follow-up after baseline), we found a negligible difference (though this comparison is 
imperfect for the same reasons described above). Overall, there is unlikely to be 
influential selection bias in this study, given that there were no detectable differences on 
exposure status or outcome symptoms when comparing those who we in the analytic 
sample and those who were not, as best as we were able to measure these differences.  
For those who were lost to follow-up within our analytic sample (e.g., those who 
contributed depression outcomes in waves 3 and 4 but not 5 or 6), we are not concerned 
with bias due to differential loss to follow-up, since imputation was used to fill in the 
missing information using participants’ other data and thus these individuals still 
contributed data to our analysis. Further, our dynamic cohort design allowed for new 
study recruits to enter the study at later follow-up waves, since calendar time was used 
for the time scale in this study, keeping the analytic sample more stable and similar 
demographically over time, lowering the chance of selection bias overall.  
Fifth, our small sample size for the female-specific trajectory analysis limited this 
analysis, making it difficult to difficult to control for all possible confounders and assess 
time-varying stressors within this subgroup, and to fully assess effect modification by sex 
overall. Finally, dichotomizing traumatic and stressful events at none compared to one or 
more events may be an arbitrary cutoff. Future studies, if sample size allows, should aim 
to compare the effects of different cut-offs for number of traumatic and stressful events, 
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or test specific types of events individually, as Study 2 in this dissertation has done in the 
context of machine learning (for which small cell size is less of a practical limitation). In 
general, larger sample sizes and respondents followed longitudinally for longer periods of 
time would be ideal for future research using latent class growth analysis in a National 
Guard population. 
Despite inherent limitations, this study capitalized on the full range of depression 
symptoms over time, elucidating different subgroups and patterns of depression 
symptoms in a cohort of U.S. Army National Guard members. Our study was the first to 
show that recent events with which soldiers may struggle in civilian life, such as financial 
problems or divorce—while not studied in military health nearly as much as deployment-
related events such as combat—may increase depression symptoms over time, 
particularly among individuals who already have a high level of symptoms. These 
patterns may not be discernable when only using binary diagnoses of depression. Further, 
our findings indicate that childhood events may have effects on depression symptoms 
many years after they first transpired, highlighting the importance of considering 
traumatic and stressful events that occur throughout the entire lifecourse when studying 
the mental health of military personnel. 
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Figure 5.1. Study design diagram of exposure and outcome assessment for time-varying adult 
stressors. 
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Table 5.1. Frequencies of confounders and exposures of interest, overall and by sex (n = 1,844). 
 
 
 Total sample  
(n = 1,844) 
Men  
(n=1,573) 
Women 
(n=271) 
 n % n % n % 
Age 18-24 797 43.2% 647 41.1% 150 55.4% 
Age 25-34 (reference = 35+) 532 28.9% 464 29.5% 68 25.1% 
White (reference = black and 
“other” race, including 
Hispanic ethnicity) 
1,618 87.7% 1396 88.8% 222 81.9% 
1+ traumatic childhood events 437 23.7% 348 22.1% 89 32.8% 
1+ stressor per year (average 
across follow-up waves) 911 49.4% 751 47.7% 160 59.2% 
Past-year PTSD (average 
across follow-up waves) 85 4.6% 68 4.3% 17 6.3% 
 
PTSD = posttraumatic stress disorder.  
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Table 5.2. Fit statistics for latent class growth analysis of number of depression symptoms in the 
past 30 days, modeled using a zero-inflated Poisson distribution with different numbers of groups 
and functional forms (n = 1,844). 
 
Table 5.2a 
 
 Functional form (0=intercept only, 1=linear, 
2=quadratic, 3=cubic) 
 
Number 
of 
groups 
Group 
1 
Group 
2 
Group 
3 
Group 
4 
Group 
5 BIC 
2 3 3    -6849.51 
2 3 2    -6847.52 
2 2 2    -6844.02 
2 2 1    -6841.42 
2* 1 1    -6838.60 
3 3 3 3   -6524.44 
3 3 3 2   -6520.77 
3 2 3 2   -6517.17 
3 1 3 2   -6513.42 
3 1 2 2   -6511.29 
3* 0 2 2   -6509.02 
4 3 3 3 3  -6304.33 
4** 3 3 3 2  -6300.57 
5 3 3 3 3 3 -6264.70 
5 3 3 3 3 2 -6261.02 
5 2 3 3 3 2 -6259.63 
5 2 2 3 3 2 -6255.94 
5 2 1 3 3 2 -6252.49 
5* 2 0 3 3 2 -6249.12 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
BIC = Bayesian Information Criterion. Smaller absolute values of BIC indicate better fit. 
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Table 5.2b 
 
Number 
of groups 
Average 
predicted 
probability 
of group 1 
Average 
predicted 
probability 
of group 2 
Average 
predicted 
probability 
of group 3 
Average 
predicted 
probability 
of group 4 
Average 
predicted 
probability 
of group 5 
2* 0.98 0.968    
3* 0.954 0.869 0.922   
4** 0.934 0.841 0.816 0.933  
5* 0.739 0.911 0.808 0.824 0.919 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
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Figure 5.2. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeled using a zero-inflated Poisson distribution (n = 1,844). 
 
 
 
 
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.3. Crude and fully adjusted multinomial models for the associations between reporting 
one or more traumatic childhood events and membership into each depression symptom trajectory 
group (n = 1,844). 
 
 
 
Crude Adjusted a 
 
OR 95% CI OR 95% CI 
Symptom free group 
(reference)  
     
Decreasing group 2.41 (1.81,  3.21) 2.33 (1.75,  3.11) 
Increasing group 1.81 (1.32,  2.50) 1.78 (1.29,  2.45) 
Chronic group 3.82 (2.72,  5.37) 3.57 (2.53,  5.05) 
 
OR = odds ratio. 
CI = confidence interval.  
a Controlling for sex, age group, and race.  
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Figure 5.3. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeled using a zero-inflated Poisson distribution, with and without past-year 
stressors at each follow-up year while holding PTSD constant (n = 1,844). 
 
 
 
 
Dotted line = stressor at every time point, no PTSD at any time point. 
Solid line = no stressors or PTSD at any time point.  
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.4. Fit statistics for latent class growth analysis of number of depression symptoms in the 
past 30 days, modeled using a zero-inflated Poisson distribution with different numbers of groups 
and functional forms, among men only (n = 1,573). 
 
Table 5.4a 
 
  Functional form (0=intercept only, 1=linear, 2=quadratic, 3=cubic)   
Number 
of groups Group 1 Group 2 Group 3 Group 4 Group 5 BIC 
2 3 3    -5641.47 
2 3 2    -5638.91 
2 2 2    -5636.00 
2 1 2    -5633.64 
2* 1 1    -5630.89 
3 3 3 3   -5370.82 
3 3 3 2   -5367.25 
3 3 2 2   -5364.39 
3 2 2 2   -5361.85 
3 1 2 2   -5358.34 
3* 0 2 2   -5355.54 
4 3 3 3 3  -5188.46 
4 3 3 3 2  -5184.84 
4 3 3 2 2  -5188.30 
4 2 3 2 2  -5184.97 
4** 1 3 2 2  -5182.44 
5 3 3 3 3 3 -5156.63 
5 3 3 3 3 2 -5160.02 
5 2 3 3 3 2 -5162.43 
5 2 2 3 3 2 -5172.81 
5 2 1 3 3 2 -5155.74 
5 2 0 3 3 2 -5151.06 
5 2 0 2 3 2 -5148.59 
5 1 0 2 3 2 -5166.13 
5 1 0 2 2 2 -5146.39 
5* 1 0 1 2 2 -5142.96 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
BIC = Bayesian Information Criterion. Smaller absolute values of BIC indicate better fit.  
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Table 5.4b 
 
Number of 
groups 
Average 
predicted 
probability 
of group 1 
Average 
predicted 
probability 
of group 2 
Average 
predicted 
probability 
of group 3 
Average 
predicted 
probability 
of group 4 
Average 
predicted 
probability 
of group 5 
2* 0.975 0.973    
3* 0.953 0.874 0.922   
4** 0.941 0.853 0.800 0.924  
5* 0.752 0.922 0.82 0.814 0.915 
 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
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Figure 5.4. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeled using a zero-inflated Poisson distribution, among men only (n = 1,573). 
 
 
 
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.5. Crude and fully adjusted multinomial models for the associations between reporting 
one or more traumatic childhood events and membership into each depression symptom trajectory 
group, among men only (n = 1,573). 
 
 
 
Crude Adjusted a 
 
OR 95% CI OR 95% CI 
Symptom free group 
(reference)       
Decreasing group 2.36 (1.71,  3.26) 2.35 (1.70,  3.25) 
Increasing group 1.94 (1.36,  2.76) 1.94 (1.36,  2.76) 
Chronic group 3.79 (2.62,  5.48) 3.71 (2.56,  5.38) 
 
OR = odds ratio. 
CI = confidence interval.  
a Controlling for age group and race.  
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Figure 5.5. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years modeled using a zero-inflated Poisson distribution, with and without past-year 
stressors at each follow-up year, among men only (n = 1,573). 
 
 
 
 
Dotted line = stressor at every time point, no PTSD at any time point. 
Solid line = no stressors or PTSD at any time point.  
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.6. Fit statistics for latent class growth analysis of number of depression symptoms in the 
past 30 days, modeled using a zero-inflated Poisson distribution with different numbers of groups 
and functional forms, among women only (n = 271). 
 
Table 5.6a 
 
  Functional form (0=intercept only, 1=linear, 2=quadratic, 3=cubic)   
Number of 
groups Group 1 Group 2 Group 3 Group 4 BIC 
2 3 3   -1214.58 
2 2 3   -1212.68 
2 2 2   -1211.26 
2 1 2   -1208.46 
2* 1 1   -1206.37 
3 3 3 3  -1173.8 
3 3 3 2  -1171.06 
3 2 3 2  -1168.98 
3 2 3 1  -1167.04 
3 2 2 1  -1165.21 
3 1 2 1  -1165.02 
3 1 1 1  -1163.32 
3* 1 0 1  -1160.77 
4 3 3 3 3 -1137.13 
4 2 3 3 3 -1146.08 
4 2 3 3 2 -1144.12 
4 2 3 3 1 Did not converge 
4 1 3 3 2 -1131.71 
4 1 3 3 1 Did not converge 
4 1 2 3 2 -1142.72 
4 1 1 3 2 -1141.37 
4 1 1 3 1 Did not converge 
4 1 1 3 0 -1156.06 
4 1 1 2 0 Did not converge 
4** 1 1 1 0 -1139.07 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
BIC = Bayesian Information Criterion. Smaller absolute values of BIC indicate better fit.  
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Table 5.6b 
 
Number of 
groups 
Average 
predicted 
probability 
of group 1 
Average 
predicted 
probability 
of group 2 
Average 
predicted 
probability 
of group 3 
Average 
predicted 
probability 
of group 4 
2* 0.977 0.949   
3* 0.935 0.837 0.924  
4** 0.933 0.790 0.799 0.946 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
  
  
 
147  
Figure 5.6. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeled using a zero-inflated Poisson distribution, among women only (n = 
271). 
 
 
 
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.7. Crude and fully adjusted multinomial models for the associations between reporting 
one or more traumatic childhood events and membership into each depression symptom trajectory 
group, among women only (n = 271). 
 
 
 Crude Adjusted a 
 OR 95% CI OR 95% CI 
Symptom free group (reference)       
Decreasing group 1.42 (0.73,  2.78) 1.26 (0.63,  2.51) 
Increasing group 3.08 (1.45,  6.53) 3.19 (1.49,  6.82) 
Chronic group 4.48 (1.91,  10.51) 3.90 (1.63,  9.32) 
 
OR = odds ratio. 
CI = confidence interval. 
a Controlling for age group. 
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Figure 5.7. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years modeled using a zero-inflated Poisson distribution, with and without past-year 
stressors at each follow-up year, among women only (n = 271). 
 
 
 
 
 
Dotted line = stressor at every time point, no PTSD at any time point. 
Solid line = no stressors or PTSD at any time point.  
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.8. Fit statistics for latent class growth analysis of number of depression symptoms in the 
past 30 days, modeled using a zero-inflated Poisson distribution with different numbers of groups 
and function forms, among main cohort respondents with no history of depression at the start of 
follow-up (n = 880).  
 
Table 5.8a 
 
  Functional form (0=intercept only, 1=linear, 2=quadratic, 3=cubic) 
 
Number of 
groups 
Group 
1 
Group 
2 
Group 
3 
Group 
4 
Group 
5 BIC 
2 3 3    -2795.19 
2 3 2    -2792.62 
2 2 2    -2790.37 
2* 1 2    -2787.44 
3 3 3 3   -2671.55 
3 2 3 3   -2671.00 
3 2 2 3   -2665.74 
3 1 2 3   -2662.35 
3 0 2 3   -2660.21 
3** 0 2 2   -2658.42 
4 3 3 3 3  -2621.72 
4 2 3 3 3  -2618.33 
4 2 2 3 3  -2615.08 
4 1 2 3 3  -2611.95 
4 0 2 3 3  -2608.73 
4** 0 2 3 2  -2606.98 
5 3 3 3 3 3 -2591.07 
5 3 3 3 2 3 -2652.33 
5 3 2 3 2 3 -2609.43 
5 2 2 3 2 3 -2597.37 
5 2 1 3 2 3 -2591.68 
5 2 1 2 2 3 -2591.94 
5 2 1 2 2 2 -2586.9 
5* 2 0 2 2 2 -2583.78 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
BIC = Bayesian Information Criterion. Smaller absolute values of BIC indicate better fit. 
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Table 5.8b 
 
 
Number of 
groups 
Average 
predicted 
probability 
of group 1 
Average 
predicted 
probability 
of group 2 
Average 
predicted 
probability 
of group 3 
Average 
predicted 
probability 
of group 4 
Average 
predicted 
probability 
of group 5 
2* 0.983 0.948    
3** 0.933 0.901 0.939   
4** 0.921 0.830 0.847 0.923  
5* 0.871 0.906 0.819 0.849 0.918 
 
* = best model for the number of groups. 
** = best overall model/chosen number of groups. 
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Figure 5.8. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeling using a zero-inflated Poisson distribution, among main cohort 
respondents with no history of depression at the start of follow-up (n = 880), three-group model.  
 
 
 
 
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Figure 5.9. Latent trajectories for number of depression symptoms in the past 30 days across four 
follow-up years, modeling using a zero-inflated Poisson distribution, among main cohort 
respondents with no history of depression at the start of follow-up (n = 880), four-group model.  
 
 
 
 
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.9. Crude and fully adjusted multinomial models for the associations between reporting 
one or more traumatic childhood events and membership into each depression symptom trajectory 
group, among main cohort respondents with no history of depression at the start of follow-up (n = 
880). 
 
 
 
Crude Adjusted a 
 
OR 95% CI OR 95% CI 
Symptom free group (reference)       
Decreasing group 1.45 (0.89, 2.34) 1.49 (0.91, 2.44) 
Increasing group 1.87 (1.13, 3.11) 1.89 (1.14, 3.16) 
Chronic group 2.25 (1.30, 3.88) 2.15 (1.24, 3.73) 
 
OR = odds ratio. 
CI = confidence interval. 
a Controlling for sex, age group, and race. 
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Figure 5.10. Latent trajectories for number of depression symptoms in the past 30 days across 
four follow-up years, modeled using a zero-inflated Poisson distribution, with and without past-
year stressors at each follow-up year, among main cohort respondents with no history of 
depression at the start of follow-up (n = 880). 
 
 
 
 
Dotted line = stressor at every time point, no PTSD at any time point. 
Solid line = no stressors or PTSD at any time point.  
PHQ = Patient Health Questionnaire (nine total symptoms). 
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Table 5.10. Crude odds ratios for the relationship between traumatic childhood events and 
membership into decreasing and chronic depression symptom trajectory groups compared to 
symptom free groups, after correcting for potential differential recall of traumatic childhood 
events by group membership. 
 
 
 
OR for decreasing 
group vs. symptom 
free group (n=1,431) 
OR for chronic 
group vs. symptom 
free group (n=1,304) 
Uncorrected 2.41 3.82  
Se, depression+: 0.90 
Se, depression-: 0.80 
Sp, depression+: 0.99 
Sp, depression-: 0.99 
2.21 3.67 
Se, depression+: 0.90 
Se, depression-: 0.75 
Sp, depression+: 0.99 
Sp, depression-: 0.99 
2.04 3.37 
Se, depression+: 0.90 
Se, depression-: 0.80 
Sp, depression+: 0.95 
Sp, depression-: 0.99 
 
1.94  
 
3.33 
Se, depression+: 0.90 
Se, depression-: 0.70 
Sp, depression+: 0.99 
Sp, depression-: 0.99 
1.86 3.08 
Se, depression+: 0.90 
Se, depression-: 0.70 
Sp, depression+: 0.90 
Sp, depression-: 0.95 
 
1.78 
 
 
3.24 
 
Se, depression+: 0.90 
Se, depression-: 0.75 
Sp, depression+: 0.95 
Sp, depression-: 0.99 
1.78 3.06 
Se, depression+: 0.90 
Se, depression-: 0.70 
Sp, depression+: 0.95 
Sp, depression-: 0.99 
 
1.63 
 
2.80 
   
  OR = odds ratio. 
  Se = sensitivity. 
  Sp = specificity. 
  “+” = higher-symptom depression group; “-” = symptom free group.  
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CHAPTER 6.  OVERALL CONCLUSIONS 
Across all three studies in this dissertation, which included three different analytic 
approaches and three different ways of conceptualizing depression outcomes, we 
observed positive associations between a) traumatic childhood events and adult 
depression outcomes and b) adult civilian stressors and adult depression outcomes, 
among a cohort of U.S. Army National Guard servicemembers. 
In our first study, we found that male servicemembers who reported at least one 
out of four traumatic childhood events assessed had an elevated rate of incident 
depression during follow-up, compared to those who reported no traumatic childhood 
events. This relationship did not appear to be driven by PTSD. Furthermore, the 
association was stronger among men earning $40,000 or less per year, compared to those 
earning more than $40,000 annual income. Finally, men who reported at least one out of 
nine stressful events assessed in the prior year (a time-varying exposure updated over 
time) had twice the rate of incident of depression compared to men who reported no past-
year stressful events.  
In our second study, we found that—among both male and female soldiers— 
reporting verbal abuse by a parent or guardian during childhood, being of mid-level rank 
status in the military, being recently deployed to a non-conflict area, having been robbed, 
and having been mistreated were all consistent predictors of incident depression across 
follow-up, using machine learning methodology. Posttraumatic stress disorder and 
traumatic events in adulthood (including combat-related experiences) appeared more 
important for prediction among men compared to women, while military characteristics 
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(e.g., years of service) as well as hearing about traumatic events happening to others (e.g., 
learning that a family member was in a serious car accident) appeared more predictive of 
depression for women compared to men. We also identified subgroups of individuals 
with certain combinations of predictors who were at high risk of depression onset, such 
as men with both past-year PTSD and a casualty in their unit during their most recent 
deployment.  
In our third study, we identified four distinct latent trajectories of depression 
symptom patterns across follow-up. For both sexes, reporting one or more traumatic 
childhood events was strongly associated with having chronic, decreasing, or increasing 
numbers of depression symptoms over time, compared to having consistently no 
symptoms. Additionally, reporting one or more stressors during follow-up was associated 
with increases in depression symptoms among almost all trajectory groups. 
The consistency of associations observed between each of our main exposures of 
interest—traumatic childhood experiences and adult life stressors—and depression 
outcomes across all three studies suggests the importance of considering these events 
when studying adult depression, despite the relative lack of such studies in the military 
mental health literature. Even in our machine learning study, where no hypotheses were 
pre-specified and over 80 potential predictors were considered, specific traumatic 
childhood events and stressful life events in adult civilian life were chosen by the 
algorithms as being highly predictive of incident depression.   
The relationships between these types of events and depression have been 
explained in other populations using both psychosocial frameworks and biological 
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models. For example, from a psychosocial perspective, the Conservation of Resources 
theory—first posited by Stevan Hobfoll—explains that the accumulation and retention of 
resources such as money, housing, and social networks act as buffers for mental health 
problems, including depression.73 When those resources are threatened or lost—through 
events such as divorce and job loss—stress typically occurs, which can then lead to 
depression through the lack of formerly protective buffers. Further, stressful events rarely 
occur in isolation; many have theorized that “loss begets loss” and “stress begets 
stress.”171,172 Thus, one stressor may cause others to occur, making eventual depression 
even more likely. 
The pathway from stressful life events to depression can also be explained 
biologically. Incidents of perceived stress can trigger repeated physiological responses 
such as “fight or flight” reactions, which—while critical for normal function and 
survival—may become overactivated with stress. The cost of this continued 
overactivation of regulatory systems over time has been termed “allostatic overload” by 
McEwen and colleagues, and can result in excess levels of glucocorticoids and other 
hormones.173–177 In addition to potentially triggering physical health problems such as 
inflammation, cardiovascular disease, hypertension, and immune system suppression, 
McEwen et al. argue that this “wear and tear” of either overactivity or inefficient use of 
allostatic systems can lead to depression through changes in the brain.173–175,178,179  These 
processes may be particularly likely to transpire when stressful events occur early in 
life—especially through different forms of child abuse—while the brain is still 
developing.180,181 In particular, stressful events during childhood can alter the 
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development of areas of the hippocampus, amygdala, and prefrontal cortex, which in turn 
affect behavioral and physiological responses.181–183 These complex social and biological 
processes likely interact with each other and are likely further moderated by genetic and 
unknown factors.  
In terms of potential interventions informed by our understanding of these 
mechanisms, differences in treatment of depression may be considered for 
servicemembers who have experienced traumatic childhood events compared to those 
who have not. For example, individuals with complex histories of trauma may respond 
better to combinations of medication and therapy compared to medication alone. 
Additionally, National Guard leadership may wish to focus on modifiable factors such as 
social support within units and psychological resources for coping with stress as potential 
mediators that could serve as buffers in the relationship between traumatic childhood 
events and eventual depression.139 In terms of ongoing stressors such as relationship 
problems or civilian job loss, the Guard may wish to offer programs such as family 
support, job training, or housing support, some of which the Ohio Army National Guard 
has already begun to initiate. Despite cost and logistical barriers, these types of 
interventions may be important to consider for soldiers’ mental health, particularly given 
their frequent switch between civilian and military engagement. 
There are many potentially fruitful next steps in this line of research, in addition 
to those proposed in each individual chapter. First, the results in this dissertation should 
be replicated using other cohorts, preferably with larger sample sizes among women, data 
on additional potential confounders and modifiers, and more specific timing in 
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assessment of life events. If sample size allows, individual types of traumatic and 
stressful events (e.g., sexual abuse in childhood, divorce in the past year) instead of 
summary variables should be assessed with respect to depression outcomes—as was done 
in the machine learning study here—but using traditional regression methods as well. 
Mediation analyses to elucidate specific mechanisms is also warranted.  
Further, one might consider combining the approaches used in studies 1 and 3 in 
this dissertation (including applying domain knowledge and pre-specified hypotheses) 
with those used in study 2 (machine learning with no pre-specified hypotheses). Machine 
learning is being increasingly used in combination with causal inference—for example, to 
predict exposure status in order to be applied to propensity score weighting.113,184,185 
Propensity score weighting may be an ideal way to balance potential confounders that are 
likely to contribute to both experiencing a stressful or traumatic event and developing 
depression. This type of study would help us to further understand the potentially causal 
roles of stress and trauma with respect to depression. 
The predictive accuracy of our random forest algorithms could also be compared 
with individual-level prediction of more traditional types of regressions, or with other 
types of machine learning algorithms, including ensemble methods such as Super 
Learner, which average across different types of algorithms. As suggested in chapter 
four, researchers might also consider applying these methods to predict particular 
subtypes of depression, given that the overall disorder is heterogeneous and takes on 
different forms in different individuals; this may improve prediction accuracy. For 
example, one might predict common clusters of symptoms, or depression occurring at 
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two or three different time points instead of one or more, aiming to predict chronic 
depression specifically (perhaps informed by the results of trajectory analyses, such as 
those found in study 3 of this dissertation). Finally, broader environmental and context-
level variables—such as unit-level characteristics—may be important for prediction of 
individual incident depression in the military,133 and should be included as predictors in 
future prediction studies, where sampling designs allow.  
As a whole, this dissertation highlighted the importance of considering events 
throughout the entire lifecourse, not only those that occur during deployment or military 
engagement, when studying depression in the U.S. National Guard. Further, our machine 
learning findings helped to bridge the gap between population-level and individual-level 
prediction of depression among National Guard members. Although replication studies 
are needed, the results of this dissertation may help inform potential intervention 
strategies for depression in order to reduce the overall disease burden of the U.S. Army 
National Guard, a unique, under-studied, and potentially vulnerable population. 
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