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Abstract
Recent studies have shown that text-to-speech synthesis qual-
ity can be improved by using glottal vocoding. This refers to
vocoders that parameterize speech into two parts, the glottal ex-
citation and vocal tract, that occur in the human speech pro-
duction apparatus. Current glottal vocoders generate the glottal
excitation waveform by using deep neural networks (DNNs).
However, the squared error-based training of the present glot-
tal excitation models is limited to generating conditional aver-
age waveforms, which fails to capture the stochastic variation
of the waveforms. As a result, shaped noise is added as post-
processing. In this study, we propose a new method for pre-
dicting glottal waveforms by generative adversarial networks
(GANs). GANs are generative models that aim to embed the
data distribution in a latent space, enabling generation of new
instances very similar to the original by randomly sampling
the latent distribution. The glottal pulses generated by GANs
show a stochastic component similar to natural glottal pulses.
In our experiments, we compare synthetic speech generated us-
ing glottal waveforms produced by both DNNs and GANs. The
results show that the newly proposed GANs achieve synthesis
quality comparable to that of widely-used DNNs, without using
an additive noise component.
Index Terms: Glottal souce modelling, GAN, TTS, DNN
1. Introduction
Statistical parametric speech synthesis (SPSS) and concatena-
tive synthesis are the two predominant paradigms in text-to-
speech technology. SPSS systems have several advantages over
concatenative synthesis, such as their flexibility to transform
the synthesis to different voice characteristics, speaking styles
and emotions, as well as their small memory footprint and ro-
bustness to unseen text prompts [1]. The main drawback of
SPSS is that the quality of synthetic speech is worse than that
of concatenative synthesis. There are three major factors be-
hind this: quality of vocoders, acoustic modeling accuracy, and
over-smoothing [2].
Recent use of neural network-based acoustic models [3],
especially sequence models, such as long short-term memory
(LSTM) networks [4, 5], have addressed primarily the acoustic
modelling accuracy and to some extent also the over-smoothing
problem [6, 7]. Although the progress in acoustic modelling
has improved the synthesis, the quality achieved by the best
SPSS systems is still limited by the copy-synthesis quality of
the vocoder. Thus in this study we focus on improving the qual-
ity of vocoders.
In SPSS systems, vocoders are used for speech parametriza-
tion and waveform generation. Vocoders used in SPSS can
be grouped into three main categories: mixed/impulse excited
vocoders (e.g. STRAIGHT [8, 9]), glottal vocoders (e.g. Glot-
tHMM [10] and GlottDNN [11]), and sinusoidal vocoders (e.g.
quasi harmonic model [12, 13]). The first two categories are
based on the source-filter model of speech production and they
differ mainly on the interpretation of voiced excitation signal. In
glottal vocoding, the excitation is assumed to correspond to the
time-derivative of the true airflow generated at the vocal folds
(consisting of the combined effects of the glottal volume veloc-
ity and lip radiation [14]), and the filter corresponds to a transfer
function that is created by the physiology of the human vocal
tract. Recent studies have shown that glottal vocoding can im-
prove the synthesis quality [10, 15, 16].
The first glottal vocoder [10] used a single glottal pulse to
create the voiced excitation waveform—the pulse was modified
according to the estimated acoustic parameters to build the en-
tire excitation signal. This straightforward use of a single glot-
tal pulse was replaced in later studies [17, 15] with deep neural
networks (DNNs) to predict the glottal pulse waveforms from
acoustic features, where the actual estimated glottal pulses were
set as optimization targets. However, the mean squared error-
based training of the DNN-based glottal excitation models is
only able to generate conditional average waveforms, which
fails to capture the stochastic variation of the waveforms. In or-
der to tackle this drawback, the excitation was post-processed
by adding shaped noise to the waveform. In this study, we
propose an alternative method for predicting glottal excitation
waveforms for SPSS, by using a new training strategy with gen-
erative adversarial networks (GANs) [18].
As the research in deep learning progresses, new advanced
neural networks capable of generating raw signal waveforms
directly from linguistic features are proposed in text-to-speech
(e.g WaveNet [19], Deep Voice [20], and [21]). Although these
systems produce high-quality synthetic speech they are not yet
applicable in real-time speech synthesis due to heavy compu-
tational requirements. In contrast, the widely-used source-filter
model is an applicable means to express speech in parametric
forms as shown by its widespread applications [22, 23]. In ad-
dition, the excitation of the source-filter model, the glottal flow,
is an elementary time-domain signal (particularly when com-
pared to the speech pressure signal) because it is produced at
the level of glottis in the human larynx in the absence of vocal
tract resonances. Hence, the glottal excitation is an attractive
domain for generative waveform modeling.
Recently, GANs have started to emerge in TTS applica-
tions. In [24], a GAN was employed as a post-filter to address
the over-smoothing problem in predicted acoustic parameters
in SPSS. Results of [24] showed that GANs are capable of pro-
ducing detailed speech spectra, including also the modulation
spectrum, resulting in increased synthesis quality. In [25], ad-
versarial type of training was used to take into account an anti-
spoofing verification as an additional constraint in the acoustic
model training. The current study is the first investigation to use
GANs to model the glottal waveform as an excitation waveform
in SPSS.
ar
X
iv
:1
90
3.
05
95
5v
1 
 [e
es
s.A
S]
  1
4 M
ar 
20
19
Generator
Discriminator
Noise z
Real or Fake
Data x
G(z, θg)
D(x, θd)
Figure 1: General block diagram of generative adversarial net-
works (GANs).
2. Generative adversarial networks
Generative adversarial networks (GANs) are generative models
that have shown a huge success in unsupervised learning [26].
In GANs a new type of training procedure is employed by an ad-
versarial process where two models, generator G and discrimi-
nator D, compete with each other. Figure 1 illustrates the block
diagram of a GAN. During training, G starts from sampling in-
put variables z from a uniform or Gaussian distribution pz(z),
then maps the input latent variables z to data space G(z; θg)
through a differentiable network. D is a classifier D(x; θd)
that aims to discriminate whether a sample is a real one from
the training data or a fake generated by G. In this framework,
D and G play a two-player minmax game with the following
binary cross entropy:
min
G
max
D
VGAN(D,G) = Ex∼pdata(x)[logD(x)]+
Ez∼pz(z)[log(1−D(G(z)))].
(1)
In training, updates are alternated between G and D, but
the error gradient always propagates through the classifier D.
The main theoretical advantage of this framework is that the
parameters θg and θd can be learned through back propagation
without making any assumptions on the data distribution [18].
3. GAN-based glottal waveform model
The regular or vanilla GAN [18] framework is modified in the
following manner to model glottal waveforms.
3.1. Conditional generative adversarial networks (CGAN)
GeneratorG in regular GANs has no control on modes of data it
generates. In [27] it was shown that by conditioning the model
on additional information it is possible to direct the data gener-
ation process. Since the goal of the current study is to gener-
ate glottal pulses based on acoustic parameters, we conditioned
both the generator and discriminator by the acoustic parame-
ters y. The objective function in Eq. 1 can be rewritten with
conditional variable y as:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x|y)]+
Ez∼pz(z)[log(1−D(G(z|y)))].
(2)
3.2. Convolutional architecture
In regular GANs, both discriminator and generator employ a
simple feed-forward neural network for learning. However, nu-
merous studies have shown (e.g. [26, 28] that convolutional
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Figure 2: Block diagram of the LSTM-based speech synthesis
system using the GlottDNN vocoder.
architectures yield better generated outputs than simple feed-
forward networks. Our generator network consists of only con-
volutional layers and hence the local temporal characteristics in
glottal waveforms can be effectively preserved with a relatively
small number of weights.
3.3. Least Squares Generative Adversarial Networks
In the regular GAN, the discriminator is a classifier and uses
binary cross-entropy as a loss function. In [29] it was shown that
this kind of loss function can lead to problems due to vanishing
gradients when updating the parameters of the generator. Thus
the loss function of discriminator in Eq. 2 is modified to the
least square function:
min
D
VLSGAN(D) =
1
2
Ex∼pdata(x)
[
(D(x|y)− 1)2]
+
1
2
Ez∼pz(z)
[
(D(G(z|y)))2] (3)
4. Experiments
4.1. Speech material
We employed data of one female speaker recorded by a pro-
fessional British English voice talent, labeled as “Jenny”. The
speech data consisted of 4314 utterances summing to 7 hours
and 51 minutes. A total of 100 utterances were randomly se-
lected for validation and testing, and the rest were used for train-
ing the systems. The sampling frequency of the corpus was 16
kHz.
4.2. Feature extraction
4.2.1. Linguistic features
Figure 2 illustrates the block diagram of our LSTM-based
speech synthesis system used in this study. The text files of
the utterances were provided along with corpus. The full con-
textual labels were obtained by the Flite [30] speech synthesis
front end and the Combilex [31] lexicon. To align the labels
and acoustic features at phoneme level, the HMM-based force
alignment was used. The full-context labels were represented
Table 1: Acoustic features used in training the LSTM-based AC
model, the DNN and the GAN-based GL model.
Feature Type/Unit Dimension
Vocal tract spectrum LSF 30
Energy dB 1
Fundamental frequency logF0 1
Harmonic-to-noise ratio dB/ERB 5
Voice source spectrum LSF 10
Total - 47
into binary and numerical features by the question file used in
the HMM-based speech synthesis system. These features con-
vey information about the phoneme identity, syllable location,
part-of-speech, number of words in an utterance, and number
of phrases in an utterance. In total, the input feature vector was
396 in dimension (per time-frame) including the extra numeri-
cal values which provide information about the frame position
in a given phoneme.
4.2.2. Acoustic features
Both the vocal tract and voice source parameters, shown in
Table 1, were extracted using the GlottDNN vocoder [11].
The acoustic parameters were extracted at a 5-ms frame rate.
The logF0 was linearly interpolated to fill unvoiced regions
and an extra binary V/UV feature was added to code the
voiced/unvoiced information. The output parameters included
both static and dynamic (with delta, and delta-delta) features.
Thus, in total, the output feature was 142 dimensional. The in-
put features were normalized to the range of [0.1, 0.99] by using
the min-max method, while output features were normalized
using the mean-variance normalization method. The develop-
ment and evaluation set were normalized by the values derived
from the training data. At synthesis time, the maximum likeli-
hood parameter generation (MLPG) [32] algorithm was applied
on predicted acoustic parameters using the global variances to
generate smooth parameter trajectories.
4.3. Acoustic (AC) model
The acoustic model network consisted of four hidden layers
which were followed by a linear layer at the output. The four
hidden layers consisted of two feed-forward layers at bottom
and two bidirectional LSTM layers on top. The bottom feed-
forward layers were intended to act as feature extraction layers,
with 512 hidden units using logistic activation function in each
layer. The top two layers had 256 bidirectional LSTM blocks in
each layer. The stochastic gradient descent algorithm was used
to learn the parameters and early stopping criterion was adopted
to reduce overfitting.
4.4. Glottal excitation (GL) model
4.4.1. DNN-based glottal excitation model
The GL model using DNNs was developed as described in [15].
The input features to the network were the same acoustic fea-
tures as described in Table 1 (i.e. 47 in dimension) and the
outputs were two pitch-period windowed glottal flow derivative
waveforms centered and zero-padded to 400 time-domain sam-
ples. The acoustic parameters predicted by the AC model were
employed to train the GL model instead of the original acous-
tic features, in contrast to [15]. The main motivation for this
change is to reduce the mismatch in the acoustic feature inputs
between training and testing time – we provide a detailed anal-
ysis on this issue in [33]. The DNN architecture consisted of
three hidden layers each with 512 units. The logistic and linear
activations were used for hidden and output layers, respectively.
4.4.2. GAN-based glottal excitation model
Four types of GL models were developed using GANs. The
first model was a vanilla GAN, denoted as “GAN”, where the
DNNs were employed for both the generator and discrimina-
tor. The generator consisted of three hidden layers followed by
an output layer. The discriminator consisted four hidden lay-
ers followed by an output layer. Each hidden layer had 1024
units and the activation function was a leaky rectified linear unit
(LReLU). The tangent hyperbolic and sigmoid activation func-
tions were employed in the output layer of the generator and
discriminator, respectively. The batch-normalization was em-
ployed on the generator network [34]. The second model was
a conditional GAN, denoted as “CGAN”, same as the vanilla
GAN except that it was conditioned by acoustic features in both
the generator and discriminator. The third model, denoted as
“CGAN+CNN”, was a conditional GAN with deep convolu-
tional neural networks in both the generator and discriminator.
The fourth model, denoted as “CGAN+CNN+LS”, was similar
to the third model except that the least square loss was used in
the discriminator. Architectures of the third and fourth models
are illustrated in Figure 3. The noise vector z had a dimension
of 100 and was sampled from Gaussian distributionN (0, 0.5).
Noise z, 100 Acoustic features y, 47
100 x 10, fc, BN; LReLU
13 x 1, conv1D, 250, stride=1, BN; LReLU
13 x 1, conv1D, 100, stride=1, BN; LReLU
13 x 1, conv1D, 1, stride=1, BN; tanh
Reshape=(100,10)
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100 x 10
200 x 250
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Glottal Pulse, 400 x 1
13 x 1, conv1D, 100, stride=1; LReLU
13 x 1, conv1D, 250, stride=1; LReLU
13 x 1, conv1D, 300, stride=1; LReLU
AveragePooling=20
AveragePooling=5
100 x 20
250 x 4
300 x 4
Flatten, 1200 Acoustic features y, 47
200, fc; LReLU
1, fc
least square loss
1247
200
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(b) Discriminator
Figure 3: Architectures of models CGAN+CNN and
CGAN+CNN+LS. BN: batch normalization, fc: fully con-
nected layer, conv1D: 1D convolution.
4.5. Objective evaluation
The main drawback of GANs is the lack of an explicit objec-
tive score to measure the performance of the generator [18].
Therefore, visual inspection is typically adopted [26]. In the
current study, simple objective scores, the mean square error
(MSE) and Pearson correlation coefficient (PCC) computed be-
tween the actual and generated glottal pulses, were used. The
obtained objective scores, computed as an average over 100 ut-
terances (with 43746 glottal pulses), are presented in Table 2.
The MSE value of the baseline DNN system was lower than
that of the other systems, but this was expected since the DNN
system was trained to minimize the MSE cost function. Among
the proposed models, deep convolutional neural network (CNN)
-based GAN models outperformed the DNN-based GAN mod-
els in both MSE and PCC. Figure 4 shows a few example pulses
generated by the proposed methods. It can be seen that the glot-
tal pulses generated by the CNN-based GAN models are visu-
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Figure 4: Glottal pulses generated by different generative ad-
versarial networks (GANs). Ref: natural reference, GAN:
vanilla GANs, CGAN: conditional GAN, CGAN+CNN: con-
ditional GAN with deep convolutional neural networks, and
CGAN+CNN+LS: same as CGAN+CNN but least square loss
is used by the discriminator.
Table 2: The objective scores of GANs and DNN. MSE: mean
square error, PCC: Pearson correlation coefficient.
Model MSE PCC
DNN 0.2458 0.86
GAN 0.66 0.68
CGAN 1.9135 0.54
CGAN+CNN 0.4469 0.76
CGAN+CNN+LS 0.4644 0.76
ally much closer to the reference pulses than the corresponding
pulses generated by the DNN-based GAN.
Figure 5 shows the voiced souce excitation signal after
pitch-synchronous ovelap-add (PSOLA) [35]. The excitation
signal generated by the baseline DNN is smooth and without
a noise component, and therefore shaped noise is added to the
signal to match the predicted HNR values. The GAN-based
model, however, is able to generate a noise component similar
to the reference waveform without using any HNR-based post-
processing.
4.6. Subjective evaluation
Subjective evaluation was conducted with the comparison cate-
gory rating (CCR) test [36] between three systems: the baseline
DNN (denoted “DNN”), the baseline DNN with HNR (denoted
“DNN+HNR”) and the GAN-based glottal generation (denoted
“GAN”). Among the GAN-based glottal generation models, we
selected the CGAN+CNN+LS system since it performed bet-
ter than the other systems in informal listening tests. A total of
11 utterances from the test set were randomly selected for the
listening test.
A crowd sourcing platform, CrowdFlower [37], was em-
ployed for the subjective evaluation and followed the same
setup as in [16]. A set of 13 utterances were used as control
utterances that included null pairs and anchor samples [36]. Lis-
teners who performed with at least 75 % accuracy were allowed
to participate in the actual listening test. The tests were made
available to the English speaking countries, and top four coun-
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Figure 5: Glottal excitation signals after PSOLA. Ref: Refer-
ence excitation signal. DNN: excitation generated using the
baseline DNN model. DNN+HNR: baseline DNN with additive
shaped noise. CGAN+CNN+LS: convolutive LS-GAN condi-
tioned with acoustic features.
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Figure 6: Subjective listening test results (CCR test) with their
95% confidence intervals on synthesis quality.
tries in EF English Proficiency Index rankings [38]. A total of
3850 judgments were made by 50 listeners.
The results of the listening test are shown in Figure 6. The
DNN+HNR method performed better than other two methods,
indicating the perceptual relevance of a stochastic component in
excitation. Moreover, in the comparison between GAN and the
DNN without HNR, the former was rated slightly higher. This is
likely related to GANs ability to generate stochastic variability,
rather than producing smooth glottal waveforms as done by the
DNN.
5. Conclusions
This study proposed a new method to model glottal excita-
tion waveforms in statistical parametric speech synthesis us-
ing generative adversarial networks (GANs). We modified the
vanilla GAN in various forms comparing the system perfor-
mance in generation of glottal pulses. In our experiments, the
deep convolutional neural networks -based GANs outperformed
the DNN-based GANs. We also compared glottal pulses gener-
ated by the GANs with DNNs. The subjective evaluation gave
encouraging evidence showing that GANs are able to better re-
produce the stochastic component in the glottal excitations than
DNNs. The GANs are still relatively new and definitely require
more research to understand their full potential in SPSS.
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