Our society is crimogenic, in that our social structure produces most crime, which must therefore be regarded as one "normal" response to social stimuli. For an adequate understanding of its causation, and of appropriate remedial action, we must therefore rely primarily on sociology, with the assistance of psychology … The author makes it clear that most crime is confined to the younger age groups, is predominantly against property and not too serious, and is amenable to containment and reduction by effective community action. His prescription mainly emphasizes the desirability of a restructuring and fuller integration of the educational service in the widest sense, embracing the schools, youth service and the corrective institutions for the young. From Nature 21 October 1967 100 Years Ago I have never seen the following phenomenon described; perhaps a physiologist can give the explanation. If the eye is fixed on a stream of water for twenty or thirty seconds, and is then turned on to a fixed object, the part of the field of view that had previously been occupied by the stream appears to move in a contrary direction to that in which the water had been moving; the apparent motion slows down rapidly and ceases in from five to ten seconds. This is seen not only with lateral motion, but also with up-and-down motion, as when a stream is looked down on from a bridge. The phenomenon is perhaps best seen with running water, but it may be observed with other bodies in motion-a passing train, for instance. The effect is very curious, as only part of the field of view appears to move. From Nature 18 October 1917 factor for pancreatic cancer. It would therefore be worth determining whether bacteria are present in the pancreas during pancreatitis and, if so, whether these bacteria contribute to cancer development and possible escape from the effects of subsequent cancer drug treatment.
Changes in response to cancer treatment can be driven by several factors, including the genetic background of the tumour cells, or bacterial-induced changes to tumourcell signalling. Geller and colleagues' work adds microbial metabolism of anticancer drugs as another potential contributor to poor prognosis when tumours are treated. Although more data will be needed to firmly establish whether microbial metabolism within tumours normally affects the success of tumour treatment, the findings reveal a potential new therapeutic strategy for anticancer treatment. ■
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Data analysis meets quantum physics
A technique that combines machine learning and quantum computing has been used to identify the particles known as Higgs bosons. The method could find applications in many areas of science. See Letter p.375
ith the advent of high-performance computing and the ability to process enormous amounts of data, the need for advanced data-analysis techniques continues to grow. This is particularly true for experiments at the Large Hadron Collider near Geneva, Switzerland, where particle collisions occur up to 40 million times per second 1 , generating enormous data sets. These data sets often involve only a tiny number of the particles of interest -for instance, the particles called Higgs bosons are produced approximately once every billion collisions 2, 3 . On page 375, Mott et al. 4 report a data-analysis technique that unites machine learning and quantum computing, and apply it to the problem of identifying Higgs bosons. Their approach has advantages with respect to conventional methods 5, 6 and opens up further opportunities for research.
Rare events at the Large Hadron Collider, such as the production of a Higgs boson, are identified using classifiers -combinations of variables whose values depend on the particles produced in the collisions. Classifiers need to be optimized to maximize the sensitivity of the data analysis to rare events and to reject the typically abundant background events that result from ordinary particle-physics processes. Such optimization has conventionally been achieved either by testing combinations of variables manually or by using machinelearning techniques. Each of these approaches has advantages in different situations and both were instrumental in the discovery of the Higgs boson 7, 8 in 2012. Human-constructed classifiers often have a physically intuitive meaning and can be optimized using a relatively small amount of data. However, the optimization procedure can require a substantial investment of human time. Furthermore, it rarely fully exploits correlations between variables, meaning that the data analysis is not as sensitive to the signal of interest as it could be.
By contrast, machine-learning techniques mostly need computing time rather than human time to find optimal variable combinations. In addition, they exploit both linear and non-linear correlations between variables, therefore maximizing the sensitivity of the data analysis. However, these methods require a substantial amount of data, and the optimal classifier usually does not have a clear physical meaning.
Mott and colleagues report an alternative In the context of Higgs-boson identification, the authors demonstrate that QAML needs a relatively small data set to obtain a maximally sensitive data analysis. By contrast, they find that conventional machine-learning techniques 5, 6 that require a large amount of data provide only minimal gains in sensitivity.
In principle, the advantages of QAML should be transferable to other data-analysis problems. However, Mott and colleagues' sensitivity comparison was evaluated in the case of an event that is relatively easy to identify: the decay of a Higgs boson into a pair of photons. Additional studies are needed to conclude whether or not the sensitivity of QAML data analyses are competitive with conventional approaches 5, 6 when studying more-complicated physical processes.
Although it can be beneficial to determine an optimal classifier using only a small data set, many analyses in particle physics require large data sets for other reasons, such as reducing uncertainties. Therefore, if machine-learning techniques outperform QAML, particle physicists will tend to use machine learning to maximize analysis sensitivity, irrespective of the requirement for a large data set.
Instead, QAML is likely to be most useful in situations for which machine learning is either not possible or not particularly beneficial. By providing a moderate gain in analysis sensitivity, with minimal work required, and retaining physical intuition about each variable in the analysis, QAML could benefit many particlephysics studies. However, the approach will probably be even more valuable outside particle physics, in fields for which data sets are often smaller and the benefits are therefore larger.
Mott et al. find no evidence that QAML implemented on a quantum computer is in any way superior to simulating the same process on an ordinary computer. In fact, the authors show that their quantum computer performed slightly worse than the simulation because of limitations in its hardware. Furthermore, the relatively small size of Mott and colleagues' quantum computer meant that the authors needed to use Boolean weights when optimizing classifiers -each variable was either used or not, and the variables that were used were given equal weight in the analysis. As noted by the authors, the sensitivity of QAML could be improved by using a more powerful quantum computer that allows variables to have
enescence is a state of usually irreversible cell-cycle arrest. It is often considered to be a protective response to cellular insults, such as high levels of DNA damage or stress associated with the expression of cancerpromoting genes 1 . Senescent cells also exhibit a pro-inflammatory response known as the senescence-associated secretory phenotype (SASP) 1, 2 . However, the signals that trigger the SASP have remained elusive. Some light is now shed on this mystery in papers in Nature by Dou et al. 3 (page 402), in Nature Cell Biology by Glück et al. 4 and in Proceedings of the National Academy of Sciences by Yang and colleagues 5 . Cellular senescence occurs in normal development, as well as in several pathological contexts, including cancer and some diseases associated with old age. During development, senescent cells can harness the SASP to promote the secretion of signalling molecules called cytokines. The cytokines recruit immune cells, which can remodel tissue through cell clearance 6, 7 . Senescence is also beneficial if cells express cancer-promoting genes or have high levels of DNA damage, because the combination of cell-cycle arrest and SASP-mediated inflammation, which can help to recruit tumour-targeting immune cells, provides a double barrier against tumour formation. However, senescence can also have harmful effects, for example, when SASP-associated factors promote the ability of cancer cells to invade other locations in the body 1 .
The current papers show that the enzyme cGAS is a key player in the establishment and maintenance of the SASP (Fig. 1) . This protein acts a 'first responder' in the DNA-sensing branch of the innate immune system 8 . Unlike an adaptive immune response, which is tailored to a specific pathogen, innate immunity recognizes infection by identifying general changes that are characteristic of pathogen infection, such as DNA being present in the wrong place in the cell -the cytoplasm. If cGAS binds to cytoplasmic DNA, the enzyme catalyses production of the molecule cGAMP and triggers a signalling cascade that launches a pro-inflammatory response 8 . That cGAS is required for a SASP therefore suggests that cytoplasmic DNA is one key trigger for SASP initiation.
Disruption of the outer layer of the nucleus (nuclear envelope) through a degradation process known as autophagy is a feature of senescence. This process enables genomic DNA and its associated histone proteins, together known as chromatin, to escape from the nucleus into the cytoplasm 9 . Dou et al. 
Genome jail-break triggers lockdown
A pro-inflammatory response, the senescence-associated secretory phenotype, can affect development, ageing and cancer. It emerges that one trigger for this response is the presence of DNA in the cytoplasm. See Letter p.402 different weights and exploits anti-correlations between variables.
Although the quantum-computing hardware used by the authors was a limitation in their work, the lack of advantage over a classical simulation means that researchers can benefit from QAML on ordinary computers. Furthermore, Mott 
