This paper describes an efficient method to automatize vibration diagnosis for rotating machinery using a decision tree, which is applicable to vibration diagnosis expert system. Decision tree is a widely known formalism for expressing classification knowledge and has been used successfully in many diverse areas such as character recognition, medical diagnosis, and expert systems, etc. In order to build a decision tree for vibration diagnosis, we have to define classes and attributes. A set of cases based on past experiences is also needed. This training set is inducted using a result-cause matrix newly developed in the present work instead of using a conventionally implemented cause-result matrix. This method was applied to diagnostics for various cases taken from published work. It is found that the present method predicts causes of the abnormal vibration for test cases with high reliability.
INTRODUCTION
A number of rotating machines are installed in power plants and petroleum refinery plants. Malfunction of a rotating machine due to some defects may cause shutdown of the plants resulting in high maintenance cost. It has been considered very significant to detect the defects of the machines at an early stage. The defects can be detected early by using vibration signals, since vibration signals contain current dynamic characteristics of the rotating machines. Moreover, the abnormal vibration is critical to operation of high speed rotating machines. So the necessity of vibration diagnostics for rotating machinery is gradually increasing. Vibration diagnosis require deep knowledge on dynamics of the rotating machines and operation principle, because vibration signals are very complicated and the causes of abnormal vibration are interrelated to one another. However, operators in the plants are usually not experts on the vibration of the rotating machines. Thus a lot of research has been done to make it possible for even an operator who is not an expert can diagnose the cause of abnormal vibration using automatic diagnosis system. An expert system is a system that represents the knowledge of a special domain expert. Every expert system is composed of an inference engine and a knowledge base. In this paper, the decision tree will be introduced to acquire the structured knowledge in the form of concepts and to build the knowledge base which is indispensable for the vibration expert system. The decision tree is a technology that builds the knowledge-based system by the inductive inference from cases and the decision tree itself can play the role of a diagnosis tool (Mui and Fu, 1980) . The induction task is to develop classification rules that can determine the class of any case from its values of the attributes. These classification rules will be expressed as a decision tree. Since the decision tree is induced from cases, a set of cases relevant to the special domain is needed for decision tree (Safavian and Landgrebe, 1991) . This set is called the training set. Each case in the training set is described in terms of a collection of attributes and has known classes. Therefore, considering induction tree for vibration diagnosis, we first have to construct a training set relevant to the vibration diagnosis, and then induce the decision tree. The training set is generated using a result-cause matrix newly developed in the present work, instead of using a conventionally implemented cause-result matrix. Of algorithms for induction of decision tree, the algorithm developed by Quinlan (1986; 1987; 1992) is basically adopted in this paper. The method developed is applied to a variety of cases taken from rotating machines to verify its reliability. (Quinlan, 1986) proposed by Shannon. The calculation procedure of a IEEF is as follows:
DECISION TREE
Step 1: Calculate the average amount ofinformation, info (T), needed to identify the class of a case in a training set T.
where TI is the number of cases in T, Cj. is the j-th class, k is the number of classes, freq(Cj, T) is the number of classes belonging to Cj in T.
Step 2: Calculate the expected information, info(T), required for a test X to classify T.
where n is the number of outcomes of X, Ti is a subset of Twhich is divided due to the i-th outcome.
Step 3: Calculate the mutual information, gain(X), obtained from classification of T depending on X.
gain(X) info(T) -infox(T).
(3)
Step 4: Calculate the split information, split info(X), obtained from classification of T into n subsets.
where n is the number of outcomes of X.
Step 5: Calculate the ratio of the mutual information to the split information, GR(X).
GR(X) gain(X)/split info(X).
The gain ratio, GR(X), makes up for a shortcoming of the gain, gain(X), which biases to an attribute of larger attribute value. The gain ratio also represents quantity of information provided by X in a training set. Thus, we select an attribute or test of the highest GR value as the root of the decision tree.
Evaluation of Unknown Attribute Values
In 
where Tknow is a set of cases with known attribute values.
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Partitioning of the Training Set
Once a test has been selected, training cases with unknown values of the relevant attribute cannot be associated with a particular outcome of the test, and so cannot be assigned to a particular subset Ti. We introduce a weighting factor, w, representing probability of a case to belong to a subset. If the case with seen outcome Oi is assigned to a subset Ti, probability of belonging of the case to Ti is 1, while probability to remaining subsets is 0. However, if the case is with an unseen outcome, the probability will be between 0 and 1. In this case, the subset Ti becomes a set of probabilistic cases.
Classification of Unseen Cases
When the decision tree is used to classify a case, the outcome will not be decided if the case has an unknown value for the attribute tested in the current decision node. Similarly as in the previous subsection, the system explores all possible outcomes and combines the resulting classifications arithmetically. That is, since there can be multiple paths from the root of a tree or subtree to leaves, a classification is a class distribution rather than a single class. A class with the highest probability becomes the class of the unseen case.
And let N and E be the sum of total leaves of S and the sum of errors, respectively. In this case, the pruning assumes that, for unseen cases of N, the number of misclassifications would be -]E + L(S)/ 2, following the continuity correction for a binomial distribution. The standard error, for the errors se(E), is defined by the following: (9) If the leaf has error not larger than E + se(E) after S has been replaced by the best leaf, the subtree is replaced with the leaf. This procedure makes the decision tree the simplest and the lowest error for given training sets.
APPLICATION AND RESULTS
Based upon past experiences on vibration of the rotating machines considered, we divided causes of vibration into 14 classes, and divided vibration phenomena into 20 attributes, which are summarized in Tables I and II . These classes and attributes are enough to represent vibration characteristics of
Pruning
Pruning is a simplification process of the decision tree. For a set with unseen cases, capacity of the classification is decreased and evaluation is not feasible. Pruning strengthens the classification for the population, and evaluates the decision tree to classify unseen cases, with reasonable degree of reliability. This evaluation presents reliability of the decision tree, and is called predictive accuracy. The inverse of the predictive accuracy is called predictive error rate. The following way (Quinlan, 1987) in which the recursive partitioning method can be modified to produce simpler trees is used in the present work.
Let S and L(S) be a subtree of a decision tree and the number of leaves belonging to S, respectively. We utilized the cause-result matrix (Sohre, 1980) in order to construct training set for decision tree. Sohre's cause-result matrix has been utilized in most automatic vibration diagnosis system. But this decision tree using Sohre's cause-result matrix was short of reliability. So, both attribute and class were defined again, and a new result-cause matrix improving its reliability was developed to induce vibration diagnosis decision tree. Table III Figure 2 shows the decision tree inducting throughout this training set.
The decision tree was applied to diagnostics for various rotating machines. Sample cases were taken from published work. Results of the diagnostics are summarized in Table IV. The table compares diagnostic result from using the present method with those obtained from the conventional causeresult matrix proposed by Sohre (1980) . As shown in the table, the present method is found to predict causes of vibration more reasonably than the conventional method. For an example, we take the case #2 in the table.
This case represents an excessive vibration of a centrifugal fan with 24 vanes running at 3360 rpm. The vibration spectrum is shown in Fig. 3 . From the spectrum, we see that the vibration is higher at 1344Hz than at the running speed (56Hz). The vane passing frequency is the product of the running speed times the number of vanes, which is 1344 Hz (56 Hz 24 1344 ttz). For this case, the decision tree first searches for condition of the predominant frequency, resulting in "higher". Then, the next step decides if the high frequency is originated from the ball bearing damage or the vane passing vibration. In this case, information on ball bearings are not available. Thus, the final diagnostics results in 90% probability of the vane passing vibration instead of 100% probability.
For another example, we take the case #4 in the table. This case is an excessive vibration of a centrifugal pump due to misalignment. The pump runs at 3600rpm. In are summarized for each location of measurement. The vibration amplitude is the highest at the inner bearing, with 40.665 mm/s. The highest frequency component is 120 Hz, i.e., 2 x revolution vibration, as shown in Fig. 4 . In diagnosing the vibration, the present method first asks the frequency component and then 2 is selected. In the next step, the run-out vector is checked. For this case, since data on the run-out vector is not known, the more probable branch is selected, based on probabilistic branching by the branching algorithm of the present method. In the next step, amplitude change during shut down is checked. Since data is not known, the same principle is applied, as in the previous step. In the final step, the location of the most severe vibration is checked. The diagnostic result shows that misalignment is the primary source of vibration with probability of 47%. In this sample case, since known data are very restricted, the probability is not so high although the primary source of vibration is correctly diagnosed. Thus, when one diagnoses the vibration of the rotating machines, one has to acquire as much data as possible, including not only steady state and transient vibration data but also data on operation of the machines. FIGURE 3 Vibration spectrum of centrifugal fan (Wowk, 1991) .
CONCLUSION
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