ABSTRACT Power systems used on shipboards, airplanes, and similar applications are usually classified as isolated power systems (IPSs), where pulsed loads are very important under both normal and extreme conditions. Because of the high energy density of pulsed loads, stable operation of an IPS with multiple types of pulsed loads faces great challenges. This paper proposes an optimal operation planning of IPS with multiple pulsed loads while considering stability constraints. To mitigate the negative effect of pulsed loads, energy storage devices are used to buffer the required energy. The stability constraints are derived from a proposed analytical criterion whose feasibility is guaranteed by fully studied principles. A critical pointbased particle swarm optimization algorithm is proposed to solve the optimal planning problem. The case studies on a typical IPS with multiple pulsed loads verify the correctness and effectiveness of the proposed method.
I. INTRODUCTION A. MOTIVATION
Loads that consume a large amount of power within a very short period of time can be considered as pulsed loads [1] . Nowadays, to enhance the functionalities of vessels, various pulsed loads are integrated into an isolated power system (IPS). To improve their utility values and simultaneously maintain system stability, optimal operation planning of pulsed loads is highly required.
As introduced in [2] , a pulsed load may be connected to the IPS using an energy storage device, which buffers the energy required by the pulsed load. Then, by controlling the charging and discharging of the energy storage device, the transient effects of the pulsed load can be effectively mitigated. However, if multiple pulsed loads are connected and randomly used, their cumulated power consumption could intensively vary. Consequently, IPSs with multiple pulsed loads may encounter instability issues. Thus, coordinated operation of various pulsed loads appears to be valuable for enhancing efficacy and stability of an IPS.
The main purpose of the present work is to propose an optimal operation planning to coordinate multiple pulsed loads in an IPS. Through coordinated operations, the overall utility value of the pulsed loads can be enhanced while maintaining the security of the IPS by avoiding instability issues.
B. RELATED WORKS
Energy management system is an emerging topic in the design and operation of future IPSs. Studies have mainly focused on size planning and scheduling, optimal operation, energy management, and optimized efficiency. According to the research time scale, IPSs usually operate at a very short time period, especially when special loads such as propulsion and pulsed loads are considered. As reported in [3] , an energy storage system (ESS) can highly contribute to load demand management and generally to the global energy management of the IPS with possible reduction in prime movers, which in turn reduces operating cost.
However, during recent years, different attractive energy storage technologies (high power flywheels, supercapacitors, and flow batteries) with different operating characteristics have become available [4] . In [4] , the operation of a warship power system equipped with an ESS was analyzed from the economical point of view based on the Lagrange method. The energy and power balances were taken into account under the study time period of the ship power system operation to derive the system marginal cost. In [5] , a hybrid ESS has been proposed to mitigate the power fluctuations of ship electric drive trains. Three different load power fluctuations were studied in [5] , which significantly affected the performance and life cycle of both the involved mechanical and electrical systems. In [6] , a 0.25-Hz 36-MW pulsed load was successfully used on an IPS where a dynamic reactive compensator was installed to maintain bus voltages. In [7] , multiple pulsed loads with different functionalities were considered to enhance the capabilities of an IPS.
To ensure secure operations of IPSs, research studies have been conducted to survey the effect of pulsed loads as well as to develop optimal controls for them. In particular, in [8] - [13] , the negative effects of pulsed loads on the stability and power quality of an IPS have been studied using transient simulations. Then, to reduce such influence, indirect integration schemes have been proposed in which pulsed loads were suggested to be connected in parallel with ESSs. In [2] , [14] - [16] , [19] , and [20] , valuable discussions were presented to address the configurations of ESSs in an IPS in terms of their power densities, transient performance, maintenance costs, and so on. We learned that supercapacitors and flywheels were popularly used in pulsed load integration [2] , [17] , which are generally regarded as device-level energy storage (DLES) in this study.
We suppose that pulsed loads are totally powered by the energy buffered in the DLES. Thus, to enhance the performance of the pulsed loads, advanced charging controls of the DLES are highly required. In [18] , an ADP-based control method was presented based on a simplified IPS model and the ramp-rate difference of supply and demand. The algorithms were simple to implement and could effectively reduce the negative effects during supercapacitor charging. The algorithms were tested using detailed single-and multiplegenerator IPS models.
Two important issues remain to be addressed. 1) The cooperation of multiple pulsed loads has not yet been investigated. 2) Analytical criteria to determine the stability of IPSs after adopting the above control strategies remain unavailable.
C. MAIN CONTRIBUTIONS
The main contributions of this study are twofold.
A coordinate strategy for multiple pulsed load-connected IPS is proposed in this paper. The stability is guaranteed by fully studied criteria.
The feasibility of the optimization has been improved by simplifying the complicated constraints. Note that we have not improved to the PSO algorithm itself. Our contribution is to simplify the constraints through concrete theory.
This simplification enables the problem to be solved using traditional PSO.
The advantages of the proposed approach can be summarized as follows. First, using the proposed stability criteria, the transient stability constraints can be analytically modeled. Second, the optimal solution of the utility function considers both stability constraints and the coordination of multiple pulsed loads. Third, the critical point-based PSO algorithm can guarantee the efficiency and accuracy of the load-dispatching process with high efficiency.
D. PAPER ORGANIZATION
This paper is organized as follows. The model of the pulsed loads in an IPS is introduced in Section II. Section III proposes the optimal operation planning of multiple pulsed loads. In Section IV, the approach to maximizing the utility function of the coordinate strategy in IPS is proposed. IPSs with different types of multiple pulsed loads are considered in Section V, and time-domain simulations are performed to verify the effectiveness of the proposed method. Section VI concludes this paper. Figure 1 shows a simplified topology of an IPS consisting of pulsed loads. A generator is installed, which acts as the main power source. All propulsion loads are aggregated as one load (M). Several pulsed loads are connected to the PCC bus with their respective DLESs. Moreover, a system level energy storage (SLES) is connected to the PCC bus. This SLES is responsible for smoothing the accumulated load demands of all pulsed loads and ensuring power balance of the whole IPS. 
II. MODEL OF PULSED LOADS IN IPS A. IPS WITH MULTIPLE PULSED LOADS

B. MODEL OF PULSED LOADS WITH DLES
We suppose that each pulsed load is connected to a PCC bus with a DLES. Figure 2 shows that the DLES is charged when K 1 is closed and K 2 is open. Then, when K 1 is open and K 2 is closed, the pulsed load is powered by the DLES to perform its function. Generally, much more time is taken for charging the DLES than for discharging it to supply the pulsed load. Consequently, the IPS may experience relatively small load variations instead of directly energizing the pulsed load.
According to [7] , the charging process of a DLES can be described by a trapezoidal shape, as shown in Fig. 3 . When t 0 ≤ t ≤ t 1 , the charging power of the DLES almost linearly increases, constrained by the ramp-up rate of the converter output power. When t 1 ≤ t ≤ t 2 , the DLES is charged by the maximum output power of the converter. From t 2 to t 3 , the charging power decreases with a certain ramp-down rate and reaches zero at t 3 . During t 3 to t 4 , the DLES is thoroughly discharging power to supply the pulsed load. Thereafter, it is recharged for the next round of usage. We should remember that for the DLES, the energy gained by the charging process should be equal to that released during the discharging process.
In We note that optimal sizing of DLES and SLES tends to be important to improve the efficiency and stability of the whole IPS and deserves to be thoroughly investigated. In this work, by focusing on optimizing the coordinated operations of the pulsed loads, we consider that the power and energy capacity of all ESSs have been previously determined.
C. BI-LAYERED CONTROL STRUCTURE OF THE IPS
As a summary, the pulsed load is indirectly connected to the IPS using buffering energy with the DLES. By adjusting the shape of the charging trapezoids of each DLES and their plugin time, the overall power demands of the multiple pulsed loads can be regulated. Meanwhile, the SLES helps smooth this accumulated demand as well as keep the host IPS power consistently balanced. Therefore, to maximize its energy efficacy, a bi-layered control system can be developed for an IPS with multiple pulsed loads, which is shown in Fig. 4 .
The first control layer is used to coordinate the operations of the pulsed loads following the variation in the available power. In other words, by carefully orchestrating the charging and discharging processes of all DLESs, the available energy over period T , can be maximally utilized by the corresponding pulsed loads. Then, in the second control layer, the output power of the SLES is dynamically adjusted to compensate the mismatches between the power supply and accumulated demand of the pulsed loads.
We can see that the first control layer enhances the utility value of the devices in the IPS, which is formulated as an optimal operation planning problem and efficiently solved in the following sections. The second control layer continuously maintains the power balance of the IPS, whose functionalities are considered in the secure and stability constraints of the proposed optimal planning model.
III. OPTIMAL OPERATION PLANNING OF MULTIPLE PULSED LOADS A. ACTION-BASED OPTIMIZATION OBJECTIVE
We assume that a number of pulsed loads are installed in a simple IPS, as shown in Fig. 1 , which are denoted as P L,i , i = 1, 2, · · · , m. For each pulsed load, a utility function is defined to measure its actions. Then, the coordinated operation should maximize the cumulative utility values of all pulsed loads during a given time interval. The objective of the optimal operation planning can be expressed as
where v i (t) ≥ 0 represents the utility function of pulsed load P L,i and T stands for the considered time interval. In particular, in this work, the utility value of every full action of a pulsed load is assumed to be time invariant. Thus, we obtain
where V i ≥ 0 is a constant utility value gained from the action of pulsed load P L,i . The number of full actions of pulsed load P L,i is denoted by n i , which is also a variable that needs to be optimized. Figure 3 shows that for given time interval T , n i has an upper bound, where · stands for the integer operator.
To understand (1)- (3) more clearly, a detailed model and real application of the DLES can be found in [7] . Thus, by adjusting waiting time ω i and the charging intervals such as c u i , c s i , and c d i , the number of pulsed load actions can be flexibly regulated. By substituting (2) and (3) into (1), the objective function of the optimal operation planning can be rewritten as
Equation (4) can be seen as being aimed at optimizing the summary of the action-based utility values of all pulsed loads. Several operating constraints exist that must be considered during the coordination of the pulsed loads, which are elaborated in the next section.
B. ADEQUACY CONDITION FOR INSTANTANEOUS POWER BALANCE
The power flow balance of the IPS should be maintained while the multiple pulsed loads are working. Because all devices in the IPS are closely connected to several buses, the power flow balance of the IPS can be simplified as the instantaneous power balance constraint as follows:
where p G (t) and p SLES (t) denote the output power of the generator and SLES, respectively, and p M (t) is the demand of the propulsion load. Obviously, (5) is a time-variant constraint. It is very hard to address in optimal operation planning because all dynamics of the power sources and loads need to be thoroughly considered. To reduce the computational cost for solving the proposed planning problem, the above constraint is relaxed as an adequacy condition. This is detailed in the following.
As the concerned time interval T is relatively small, we can reasonably assume that the energy stored in the SLES will not be exhausted during the pulsed load operations. Moreover, the SLES can be quickly regulated to smooth the accumulated demands of all pulsed loads. Then, the adequacy condition of the exchange power of the SLES becomes a critical issue for the studied optimal operation planning, which can be expressed as follows:
where p s (t) = p G (t) − p M (t) stands for the available power supply to all pulsed loads and P SLES is the maximum output power of the SLES. In other words, if the maximum gap between the accumulated demand and available power supply can be covered by the output power of the SLES, the instantaneous power balance of the whole IPS can always be guaranteed.
C. SHAPE CONDITION OF THE DLES CHARGING POWER
Generally, the minimum energy buffered by one DLES should be larger than the energy demand consumed by one action of the pulsed load. Such action-based energy demand can be interpreted as the area of one charging trapezoid, which is denoted as S i in Fig. 3 . Normally, the characteristics of one pulsed load remain invariant after it starts up.
Thus, S i can be regarded as a constant when pulsed load P L,i is operating. Then, the following condition should be satisfied for each charging of the DLES:
where h i is the height of the charging trapezoid. Meanwhile, for the DLES with pulsed load P L,i , the rampup rate of the charging power is mainly constrained by the capacity of the interfacing converter. Here, this maximum ramp-up rate of the charging power is defined as λ u i . Similarly, during shaping of the charging power trapezoid, the constraint on power deduction of the converter should also be considered. Here, the maximum acceptable ramp-down rate is denoted as λ d i . Then, the following conditions should be satisfied during the charging processes of each DLES:
D. STABILITY CONDITION OF MULTIPLE PULSED LOAD OPERATION
As elaborated in [21] , fast switching of large loads could cause dynamic instability issues in the IPS. In the current work, sequential operations of the pulsed loads are carefully orchestrated to keep their total demand close to the available power supply. Meanwhile, SLES is adopted to dynamically compensate the power gaps. Thus, viewed from the generator side, the overall demand of multiple pulsed loads is reshaped as a slowly changing load. Hence, the dynamic instability issues due to fast switching events are avoided. However, while working on a ship or aircraft, the IPS may encounter large disturbance resulting from internal component failure or external effects. Thus, to ensure secure operation under such circumstances, transient voltage stability should be considered in the proposed optimal planning model.
In [22] , an operator method was proposed to study the input-output stability of the power system, which rendered the stability criteria of the whole system derived from the features of its subsystems. In [23] , we applied this method to analyze and enhance the transient voltage stability of a typical IPS. By evaluating the input-output gains of each subsystem, the system-level gain matrix could be formed considering flexible topology variations. Then, a small-gain condition is applied to determine the system stability according to the spectral radius of the gain matrix. By combining the offline feature evaluations of the subsystems and online stability judgment, this method shows the advantages of both flexibility and efficiency. Thus, we adopt the stability criteria proposed in [21] as a secure operating constraint of the proposed optimal planning and conduct quick stability evaluations during the search for the optimal solution. We emphasize that our method and the method in [21] are different. The approach in [21] requires both input-to-output stability and input-to-state stability of subsystems at the same time.
When a subsystem has more than one state or has nonlinear parts, the state of the subsystem is hard to determine. Our method can avoid the above problem because it only needs the input-to-output stability of the subsystems. The details of our method are given in Appendix.
Let us denote the spectral radius of the gain matrix of the studied IPS as σ . It can be written as a function as follows:
, and γ L (p L ) stand for state-related input-output gains of the generator, propulsion load, and pulsed load subsystems, respectively. Further, p L is the sum of the accumulated pulsed load demand and the output power of the SLES, that is, all pulsed loads with DLESs and the SLES composed the pulsed load subsystem. Then, following the routines given in Appendix, the subsystem gains, gain matrix, and corresponding σ can be obtained. To guarantee transient voltage stability of the IPS, the following condition should always be satisfied:
Note that if more generators and loads are used in the IPS, corresponding subsystems can be defined for them, which could be consistently considered in the secure operating constraint.
E. OVERALL OPTIMAL OPERATION PLANNING MODEL
The proposed model of the optimal operation planning of multiple pulsed loads can be summarized as follows:
Objective: (4) Constraints: (3), (6) , (7) , (8) , (9) , and (11). (12) The above model is a nonlinear programming with timevariant and non-convex constraints. In particular, in (6), the peak of the cumulated pulsed loads against p S (t) needs to be evaluated, which may involve time-costly simulations. To effectively and efficiently solve the proposed optimal operation planning model, a PSO algorithm is applied whose performance is enhanced by optimizing the initial guess of the solution and quickly determining the peaks of the total pulsed loads against p S (t) .
IV. SOLUTION METHOD A. SOLVING THE OPERATION PLANNING USING PSO ALGORITHM
The PSO algorithm [25] is adopted to solve the proposed operation planning problem. Five basic procedures are involved in the solution, which are listed as follows.
1) A set of operation configurations and variations, which are recorded as {z} and {υ}, respectively, is randomly initialized. Each z is coded by the action time variables of all pulsed loads, such as z
Meanwhile, every v represents a combination of variations of all action times planned, that is
2) We check the satisfaction of constraints (3), (7), (8), (9), and (11) . If the constraints are not satisfied, procedure 1) is repeated to perform re-initialization. Otherwise, all feasible operation configurations are marked as candidate solutions, which are denoted as {q}.
3) If the maximum number of search iterations is reached, procedure 5) is performed. Each candidate solution is updated using a random choice of v.
4) We check whether the newly generated operation configuration satisfies all constraints. If not, we ignore such a new configuration. Otherwise, we include this new configuration into the candidate solution set and return to procedure 4). 5) We select the optimal solution from the candidate solution set.
B. DEALING WITH DIFFICULTIES CAUSED BY CONSTRAINT (6)
Obviously, among all the concerned constraints, constraint (6), which is time-variant and non-convex, is the most complicated one. It imposes two difficulties on the PSObased solution method. First, generating a new feasible operation configuration is difficult when (6) is considered. Because the capacity of the SLES is limited,
x i (t) should always closely track p S (t) during period T . Thus, the feasible solution space is intensively squeezed due to (6) , which makes procedure 4) seldom find new feasible configurations, and the whole algorithm fails. Moreover, the maximum power gap between the available power supply and accumulated power demand of the pulsed loads needs to be evaluated, which tends to be time consuming.
To prevent failure in generating new feasible solutions, a penalty function is used, instead of directly considering constraint (6) . The penalty method is defined as follows:
where
Then, the objective function of the optimal operation planning problem is rewritten as (4) + (13). After this transformation, the optimal operation planning problem becomes easy to solve using the PSO algorithm. When the optimal solution is obtained with σ = 0, constraint (6) will be satisfied.
Furthermore, to efficiently evaluate the maximum power gap, a critical point point-based method is proposed here. Note that m i=1 x i (t) can be regarded as a piecewise linear function because it is composed of piecewise linear charging curves. Meanwhile, when the fast-changing dynamics is ignored, available power supply p s (t) can also be approximated by a piecewise linear function. Therefore, 
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For x i (t), the set of non-differentiable points can be represented as follows:
We assume that p s (t), 0 ≤ t ≤ T is a piecewise linear function determined by interpolation points  (t 0 , p s (t 0 )) , (t 1 , p s (t 1 )) , · · · , (t N , p s (t N )) . Then, the set of non-differentiable points of p s (t) can be expressed as follows:
Hence, the maximum power gap during the whole period can be accurately evaluated by comparing the power gaps at these time moments in
Because the number of considered time moments is limited, the abovementioned evaluation tends to be very efficient.
V. CASE STUDY A. CONFIGURATION OF THE TEST SYSTEM
An IPS with the topology shown in Fig. 1 is considered as the test system. We assume that the maximum output power of the generator is 15 MW, and the demand of the propulsion load changes following a given trajectory. The time interval for operation planning of multiple pulsed loads is set as 600 s. During this period, the host vessel is required to speed up and maximize utilization of the installed pulsed loads. The trajectories of p G (t) , p M (t), and p S (t) are shown in Fig. 5 , where the ramp-up and ramp-down rates of the power generation are almost fixed. Eight pulsed loads are integrated into the test system, whose parameters are listed in Table 1 . To verify the proposed optimal planning method, the parameters of these pulsed loads are configured as totally different from one another. In particular, maximum ramp-up rate λ u i of the charging power is set to 400 kW/s for each pulsed load, whereas maximum acceptable ramp-down rate λ d i is set to 800 kW/s. For the PSO algorithm, the population size is fixed at 1000, whereas the maximum number of iterations is set to 3000. Other parameters related to constraint (11) are provided in Appendix, where the corresponding evaluation method is also given.
B. TEST RESULTS OF THE BASE CASE
We assume that P SLES = 2 MW. Then, using the abovementioned parameters, the proposed operation planning can be solved, and the results are listed in Table 2 . Note that the charging time of the DLES depends on the load size, which is determined by the selection of the test parameters. The effectiveness and correctness of the method we proposed remain unchanged. Figure 6 shows the dynamics of the charging power of each pulsed load as well as their cumulative power. We can see that x i (t) continuously charges during the planning period. It closely tracks available power p S (t) while remaining in the feasible operating state space. In addition, Fig. 6 shows that the feasible operating state space for x i (t) is outlined by the green dashed lines, which is mainly determined by constraints (6) and (11) . Figure 6 also shows the dynamics of x i (t). By properly shaping the charging power, the orchestration of all pulsed loads becomes controllable.
C. EFFICACY OF THE PROPOSED METHOD UNDER DIFFERENT SCENARIOS 1) RESULTS OF THE SCENARIOS WITH VARIED p S t
We suppose that the shape of p S (t) can be proportionally varied from its original value shown in Fig. 5 . Then, for each level of p S (t), the optimal operation planning can be solved; the results are listed in Table 3 .
We can see that when p S (t) generally increases, the objective function value of the optimal operation planning also increases. Such a result is reasonable because more energy is supplied to the pulsed loads, which can be operated for more actions. However, as p S (t) becomes too large, no feasible solution can be obtained at all because P SLES remains the same, which makes the lower bound of m i=1 x i (t) also become large. Restricted by the maximum ramp-up and ramp-down rates of the charging power, the orchestration of the pulsed loads cannot become sufficiently large to reach such a lower bound.
2) RESULTS OF SCENARIOS WITH VARIED P SLES
We let the other conditions be the same while only proportionally changing P SLES . Then, the optimal operation planning results can be solved, as listed in Table 4 .
From Table 4 , we can be see that when P SLES increases, better optimal planning results are obtained. Actually, P SLES is a critical factor for dynamically maintaining the power balance in the proposed control structure. If the capacity of the SLES is large, the feasible operating state space of the pulsed loads can be remarkably expanded. Then, better planning results can be searched for by the PSO method. In contrast, when P SLES is 0.5 MW, no feasible solution can be found, which indicates the inadequacy of the SLES. 
3) RESULTS OF SCENARIOS WITH VARIED T
We suppose that planning period T is proportionally varied while p S (t) is accordingly scaled up or down in the time horizon. Then, the operation planning results are solved and listed in Table 5 .
As T increases, the optimal planning renders better utility value of the pulsed loads. The number of actions of the pulsed loads also consistently increases. Meanwhile, the time cost for solving the proposed optimal planning problem slowly increases, which partially proves the efficiency of the proposed solution method.
4) RESULTS OF SCENARIOS WITH VARIED m
We change the number of pulsed loads m by reserving the first m pulsed loads of the eight ones in Table 2 while the other conditions remain the same. Then, the operation planning results are solved and listed in Table 6 .
As m decreases, the objective function value decreases because fewer pulsed loads can be planned and the feasible region becomes smaller. The runtime consistently increases because of the PSO algorithm adopted in this study. When m is smaller, the randomly generated operation configuration more probably satisfies constraints (3), (7), (8) , and (9). Thus, in each iteration, more operation configurations need to be checked for the objective function value, constraint (6), and constraint (11); however, this process takes up a major portion of the calculation. When m is too small, the total charging power curve fluctuates too much for a feasible solution.
VI. SUMMARY OF CONTRIBUTIONS
This paper has presented a novel idea on the optimal dispatch of pulsed loads in IPS whose major advantage is its ability to guarantee not only stability but also optimality of the IPS. According to the operator approach, an analytical stability criterion is established and acts as a stability constraint in the optimization problem. Multiple types of pulsed loads are considered as a combination of cycle trapezoid curves whose maximum value is discussed and guaranteed by the proposed theorem with a rigorous proof. A PSO algorithm is proposed to ensure the efficiency and accuracy of the problem-solving process. Applications to an IPS consisting of generators, energy storage devices, and pulsed loads are presented. The effectiveness of the proposed optimal dispatch strategy is verified by time-domain simulations.
APPENDIX SUBSYSTEM GAINS, GAIN MATRIX, AND CORRESPONDING σ
For the ith subsystem, mapping h i can be divided into linear and nonlinear parts, as discussed in [24] . The linear part can be represented by an operator norm denoted by L i , and the nonlinear part can be denoted by conic gain {C i , R i }, as shown in Fig. 7 . Knowing that an unknown stable system can be factorized into a series combination of stable linear and nonlinear parts, we can proceed to independently identify them.
Through time-domain simulation, random disturbances are injected to identify the input-output properties of each subsystem. Injecting a small-signal perturbation around the steady-state operating point would nullify the nonlinear effects and would be appropriate for identifying the linear part. Meanwhile, the nonlinear part can be identified under large-signal perturbations. Here, L G and (C G , R G ) denote the linear and nonlinear parts of the generator, respectively. With regard to the loads (propulsion and pulsed loads), the input (random disturbance) is chosen as a voltage, whereas the output is chosen as a current. Moreover, L M and (C M , R M ) denote the linear and nonlinear parts of the propulsion load, whereas L L and (C L , R L ) denote the linear and nonlinear parts of the pulsed load.
According to the small-gain theorem, constraints σ (p G , p M , p L ) < 1 can be rewritten as follows:
where L consists of each subsystem gain function of the linear parts:
N consists of each subsystem nonlinear gain:
and Z = (z ij ) n i,j=1 denotes the input-output interconnection matrix of the subsystems.
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