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ABSTRACT
With the growing amount of published research, automatic
evaluation of scholarly publications is becoming an impor-
tant task. In this paper we address this problem and present
a simple and transparent approach for evaluating the impor-
tance of scholarly publications. Our method has been ranked
among the top performers in the WSDM Cup 2016 Chal-
lenge. The first part of this paper describes our method. In
the second part we present potential improvements to the
method and analyse the evaluation setup which was pro-
vided during the challenge. Finally, we discuss future chal-
lenges in automatic evaluation of papers including the use
of full-texts based evaluation methods.
CCS Concepts
•Information systems→Data mining; Retrieval mod-
els and ranking;
Keywords
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1. INTRODUCTION
Finding important and influential scholarly work is an es-
sential part of any research activity as well as the corner-
stone of research evaluation. However, manual discovery and
evaluation of scholarly publications is with the increasing
amount of published work becoming nearly impossible. This
makes creating algorithms, metrics and software tools for au-
tomatic scholarly publication evaluation and ranking an im-
portant task. This is also the aim of the 2016 WSDM Cup,
in which the challenge is to assess the query-independent
importance of scholarly articles. The performance of differ-
ent methods is evaluated on the Microsoft Academic Graph1
(MAG) [18], a large heterogeneous graph modelling real-life
academic communication.
This paper is organised as follows. In section 2, we de-
scribe the dataset and present our approach to assessing the
importance of scholarly articles. In section 3, we report the
performance of our method and propose potential improve-
ments. Section 4 is dedicated to the analysis of the task
and discusses the applicability and benefits of new emerging
approaches for solving this task. We summarise our findings
in Section 5.
1http://research.microsoft.com/en-us/projects/mag/
2. PUBLICATION RANKING METHODS
2.1 The task and the data
The 2016 WSDM Cup Challenge can be described as fol-
lows: given a heterogeneous graph, which models real-life
academic communication, find a static rank value for each
publication entity in the graph representing the papers’ im-
portance in the graph. Our approach to solving this task is
in detail described in the remainder of this section.
In the 2016 WSDM Cup Challenge the performance of dif-
ferent methods is assessed on the MAG graph, which consists
of six types of entities: scholarly publications, authors, in-
stitutions, fields of study, venues (journals and conferences,
e.g. WSDM) and events (specific conference instances, e.g.
WSDM 2016). The dataset also contains citation relation-
ships between the publication entities. The relationships
between the MAG graph entities are described in [18].
2.2 Our approach
Our approach is based on the hypothesis that the impor-
tance of a publication can be determined by a mixture of
factors evidencing its impact and the importance of entities
which participated in the publication’s creation. We believe
method transparency is an important characteristic, for this
reason we were trying to come up with a simple, under-
standable and transparent method which could potentially
improve the current situation in research evaluation. The
approach used in our submission is based on the following
method. We separately score each of the types of entities
in the graph (we produce a separate score for authors, insti-
tutions, journals, etc.). We then use the separate scores to
provide a publication score (e.g. we score publications based
on the scores of their authors, or based on the venue at which
they were published). In this way we produce several differ-
ent scores for the publication entities. The final score, which
determines the publication’s rank among its peers, is then
calculated using linear combination of these scores. The
standard approach for determining weights for the separate
scores would be to use machine-leaning approach, however
because no ground truth data were available for training and
verifying the methods, we deduced the weights experimen-
tally. Equation 1 shows the final weights. This equation was
used to produce our final submission in the second round of
the challenge.
score(p) =2.5 · spub + 0.1 · sage + 1.0 · spr+
1.0 · sauth + 0.1 · svenue + 0.01 · sinst
(1)
The differences between our first and second round sub-
missions, each of the separate ranks as well as which alterna-
tives did we experiment with are described in the remainder
of this section.
2.3 Publication-based scoring functions
To score the publication entities directly, without consid-
ering the score or importance of their authors or venues, we
have utilised the citation relationships provided in the graph.
The simplest option is to score the publications solely by
the number of citations they receive. We have experimented
with several options of normalising and weighting the cita-
tions, namely:
Applying a time decay to citations. We have used an ex-
ponential decay function f(t) = e−α(tc−t), where tc is the
current year, t is the year in which the paper from which
the citation originates was published and α is a constant
influencing the decay rate. This means that each citation
contributes to the total fully only in the year in which it
originates, and the value of the citation diminishes with age.
The rationale behind this is to distinguish between publica-
tions which received attention only years after publication
and those which are still presently used [7]. We have exper-
imented with several different values of α.
Applying a decay function to total citation counts. The
idea behind applying a decay function to the citation total
is that the importance of publications doesn’t necessarily
increase linearly with the increasing number of received ci-
tations. For example, it has been suggested that the concept
called the Matthew effect, where highly cited papers (as well
as researchers, etc.) receive a cumulative advantage, could
be at work in science [12, 14]. We have experimented in us-
ing logarithmic and linear decay, however we have achieved
the best results when simply setting a maximum threshold
for the total citation count above which the received cita-
tions are no longer considered.
Using mean citation counts. Normalising total citations
to citations received per year since the publication of the
paper, per author of the paper, and per year and author. It
has been suggested that the number of authors on the paper
could cause a multiplication effect of specific audiences for
each involved author [5]. The use of citations per year is a
simplification of the time decay function.
We have found the total number of citations per author
of the publication with maximum threshold for the citation
total to perform the best. We write this part of the equation
as follows:
spub(p) =
{
c(p)/|Ap|, for c(p) ≤ t
t/|Ap|, for c(p) > t
(2)
where c(p) is the total number of citations received by p,
Ap is the set of authors of p and t is the threshold. We have
experimentally set the threshold to t = 5000. This version
of the equation is a slightly updated version for the second
round of the challenge. In the first round, the second part
of the equation was defined as 0/|Ap|, for c(p) > t.
Furthermore, to account for publication age, we use a
score based on the age. This score is a simple linear function
of publication year and can be written as
sage(p) = yp (3)
where yp is the year of publication of p. Based on this
score, papers published in the current year have the highest
importance and as time elapses their importance linearly
decreases.
In the second phase of the WSDM Cup Challenge we have
also computed the PageRank [6] value for each of the publi-
cation entities in the graph. To allow for efficient PageRank
calculation, we chose an approach similar to [4] and intro-
duced a new “dummy” paper in the network, which is cited
and cites all publications in the citation network except for
itself. This paper collects and redistributes weight equally
to all publications in the network. This part of the equation
can be written as
spr(p) = PR(p) (4)
We have found the PageRank score to perform similarly
to total citation counts and we added the PageRank value
as an additional feature.
2.4 Author-based score
Commonly used methods for evaluating author perfor-
mance include the total number of citations received by an
author, average number of citations per author’s publication
and indices such as the h-index [10]. We have experimented
with these three methods. We calculated the given value for
each of the authors of a publication and then tested ranking
the publication entities using the maximum, total and mean
of the values of the publication’s authors (e.g. using max-
imum, total and mean of the authors’ h-index values). We
found the mean value of citations per author’s publication
to perform the best. The author-based rank we used can
then be expressed as
sauth(p) =
∑
a∈Ap
∑
x∈Pa
c(x)
|Pa|
|Ap|
(5)
where Pa is a set of publications authored by a.
2.5 Venue-based score
The metric which is considered the standard in journal
evaluation is the Journal Impact Factor (JIF) [9]. The JIF
calculation concerns the computation of a mean number of
citations received per item published in the journal during a
specified time frame, typically during two years prior to the
current year. Alternative journal evaluation metrics include
the Scimago Journal Rank2 and the Eigenfactor [3] which
both revolve around the idea that citations from high-impact
journals provide a larger contribution to the importance of
a journal than citations from poorly ranked journals.
In evaluating conferences no established metric similar to
JIF or other journal evaluation metrics exists. However,
a similar approach as in case of journals can be used also
for evaluating conferences. We have experimented with few
simple scoring functions, such as with total number of ci-
tations received by a venue and mean number of citations
per paper published at the venue, and with applying these
scores to the papers published at the venue (this is an ap-
proach similar to the JIF, however we have used all papers
published during the existence of the journal or conference).
Our final venue-based score can be calculated as
2http://www.scimagojr.com
svenue(p) =
∑
x∈Pv,x 6=p
c(x) (6)
where Pv is a set of papers published at a venue v.
2.6 Institution-based score
Various approaches exist to evaluating institutions. The
Nature publishing group ranks institutions based on the
number of articles published in their journal Nature3. Scimago
Institution Rankings4 provide a list of indicators, includ-
ing the total number of documents published in scholarly
journals, proportion of highly cited publications and rate of
collaboration with foreign institutions. In our approach we
have however used a simple method similar to the author
and venue score. Our final institution-based score can be
expressed as
sinst(p) =
∑
i∈Ip
∑
x∈Pi,x 6=p
c(x)
|Ip|
(7)
where Ip is a set of (unique) institutions of the authors of
the publication and Pi is a set of publications published by
authors affiliated with institution i.
3. EXPERIMENTS
3.1 Evaluation
Details of the evaluation dataset and metric were not pro-
vided. According to the organisers the submitted results
were evaluated based on the percentage agreements with hu-
man evaluation data [1]. The evaluation data were prepared
by Computer Science experts who conducted pairwise rank-
ing of a subset of the MAG dataset. The evaluation data
have then been split into validation and test set. While the
challenge was running, the participants could evaluate their
results against the test data through an online evaluation
tool, which provided a score for each of the submitted runs.
At the end of the first round of the challenge, the last sub-
mitted run of each team was scored against the validation
set. During the training phase of the challenge we have sub-
mitted over 270 runs.
3.2 Performance comparison with other teams
The performance of all participating teams was provided
both during and after the first round of the challenge through
a public leaderboard. According to the leaderboard ranks,
our method has achieved the highest score on the test data
and has been ranked as fifth best when scored against the
validation data.
3.3 Potential improvements
There is a number of ways in which our method could
be improved. We believe the main possibilities include the
following options.
Better utilisation of the citation network. Due to resource
limitations, we were only able to compute PageRank of the
publication entities later in the challenge. We see a po-
tential improvement in computing additional network mea-
sures, such as different centrality indices, for all entities in
the graph.
3http://www.natureasia.com/en/publishing-index/global/
4www.scimagoir.com/
Inclusion of additional data sources. At the beginning of
the challenge we explored the possibility of obtaining ad-
ditional data. In particular we were interested in utilising
altmetric [8] and webometric [2] data sources and acquiring
publication full-texts or abstracts for use in semantometric
measures [11]. For altmetric and webometric data we have
investigated the feasibility of obtaining data from Altmet-
ric.com, Mendeley, ResearchGate, ImpactStory and ArXiv.
For the publication full-texts we have investigated Elsevier,
Springer, CrossRef and Mendeley APIs. Unfortunately most
of the investigated services either didn’t provide an interface
for downloading all of their data, or their coverage was too
low, which is why we eventually dropped this idea. How-
ever, particularly if access to the publication full-texts was
possible, this option could provide valuable additional infor-
mation, for example by extending simple citation counts to
research contribution [11]. A more detailed discussion of the
alternative methods is provided in Section 4.3.
Possibility to analyse the evaluation data and metric. At
the moment it is not clear if and up to what extent do the ex-
pert judgements correspond with the importance of the pub-
lications. Publishing the evaluation dataset and the metric
would help in understanding whether the methods submit-
ted to the challenge could help in improving user experience
and research evaluation.
Revise the maximum citation threshold used the spub score.
It is yet to be determined why this threshold led to the im-
provement of our results.
4. DISCUSSION
4.1 What have we learned
In scoring each of the graph entities we have experimented
with different options, from simple citation counts to apply-
ing decay functions, calculating PageRank and h-index. It is
interesting that in each case, a method based on simple cita-
tion counts produced better results than using these widely
used measures. Regardless of whether better scoring func-
tions can be found, we believe that in order to develop a
more optimal ranking method, it is crucial to better under-
stand the evaluation data and method (what is required from
the ranking system). Although a simple approach based on
citation counts produced the best results, this doesn’t mean
such method will work equally well in real-life settings. For
example, it is not clear how much are the human judge-
ment data biased towards citation counts. This issue could
manifest in case the judges had access to such information
when rating the publications. Furthermore, although cita-
tion counting provides a simple and easily understandable
ranking method, it does not account for many characteris-
tics of citations, including the differences in their meaning
[13], popularity of certain topics and types of research pa-
pers [17], the skewness of the citation distribution [16] and
the time delay for citations to show up [15].
4.2 Evaluation
The goal of the 2016 WSDM Cup challenge was to assess
the importance of scholarly articles while exploring alterna-
tives to citations, which suffer from many drawbacks (Sec-
tion 4.1). The format of the results is in WSDM’16 Cup
defined as ranked list of the MAG publication entities. In
order to evaluate these results, the evaluation setup con-
sisted of the evaluation data – reference ranks prepared by
human judges – and an evaluation metric. While preparing
our submission, we have identified few problems of the eval-
uation setup. One of these problems, which we discussed
in Section 4.1, is the subjectivity of the evaluation dataset.
While the description of the task encouraged exploration of
approaches alternative to citations, it wasn’t clear whether
the evaluation setup was capable of potentially rewarding
properties of such approaches. Our citation-based method
has achieved a high score. Furthermore, due to the fact that
the details of the evaluation data were not shared, it became
more complicated to avoid overfitting our model. The avail-
ability of a good evaluation framework is crucial for enabling
the development of new ranking methods and comparison of
different approaches. We believe a good evaluation frame-
work should favor properties of the desired ranking system,
and the method of creation of this dataset should be trans-
parent to facilitate understanding any biases present in the
dataset and to help preventing overfitting.
4.3 Alternative ranking methods
In section 3.3, we list the external datasources which we
investigated. Our motivation for exploring these external
datasources was the hope of utilising new altmetric and we-
bometric research evaluation methods. The advantage of
these approaches lies for example in the early availability of
the required data, when compared to the delay with which
citations show up. These metrics also provide a broader view
of publications’ impact. However, our main interest lies in
the utilisation of publication full-text for research evalua-
tion, this set of metrics is referred to as Semantometrics
[11]. In contrast to the other existing classes of metrics
(Bibliometrics, Altmetrics, Webometrics, etc.) which utilise
external data (typically the number of interactions in the
scholarly network), Semantometrics build on the premise
that the manuscript of the publication is needed to asses its
value. A pilot study, which investigated the first semanto-
metric research evaluation measure, has demonstrated the
feasibility and utility of such approach [11]. The biggest
problem of this approach is the difficulty of obtaining the
publication full-texts, due to various copyright restrictions
and paywalls. The MAG dataset could be a very valuable
resource for semantometric research if it could be combined
with publication full-texts, which is something we are cur-
rently investigating. An interesting future direction could be
to enrich the MAG with the altmetric, webometric and se-
mantometric data and organise another run of the challenge
with the possibility to use these data.
5. CONCLUSIONS
In this paper we presented our method for assessing the
importance of scholarly publications, which we submitted to
the 2016 WSDM Cup Challenge. Our method was ranked
among the top performers in the challenge. We have pre-
sented several potential improvements to the method and
the knowledge acquired when carrying out experiments. Our
findings highlight the difficulty of progressing beyond cita-
tion counts. While MAG is an extremely useful dataset
for testing evaluation metrics, we need this dataset to be
merged with other sources evidencing impact, including data
required by Webometrics and Semantometrics, to develop
and test fundamentally new metrics. Additionally, there is
a need for a large, open and unbiased dataset of human
judgements to move us closer to this goal.
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