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RESUMO
Nesta dissertação, primeiro estudamos um resultado de boa-colocação global no espaço
crítico de Fourier–Besov ℬ˙−11,2(R3) para as equações de Navier–Stokes–Coriolis (NSC). Na
abordagem, consideramos soluções do tipo brandas e usamos a fórmula do paraproduto
de Bony e um argumento de ponto fixo. O resultado é provado com uma condição de
pequenez no dado inicial que não depende do parâmetro de Coriolis; em particular, isto
implica um resultado de boa-colocação para as equações de Navier–Stokes. Este resultado
estende os obtidos por Hieber e Shibata [17] no espaço 𝐻 12 (R3) e os por Konieczny e
Yoneda [22] em ℬ˙2−
3
𝑝
𝑝,∞ (R3) para 1 < 𝑝 ≤ ∞. Além disso, estudamos um resultado de má-
colocação para (NSC) no espaço ℬ˙−11,𝑞(R3) para 2 < 𝑞 ≤ ∞ que nos dá uma otimalidade
para a boa-colocação em relação ao índice 𝑞. Este trabalho é baseado no artigo [19] de
Iwabuchi e Takada.
Palavras-chave: Equações de Navier–Stokes–Coriolis, boa-colocação global uniforme,
má-colocação, espaços de Fourier–Besov, espaços críticos, soluções brandas, paraproduto
de Bony, ponto fixo.
ABSTRACT
In this dissertation, we first study a global well-posedness result in the critical Fourier-
Besov space ℬ˙−11,2(R3) for the Navier–Stokes–Coriolis equations (NSC). In the analysis
employed here, we consider mild solutions and use tools such as Bony’s paraproduct
formula and a fixed point argument. The result is proved with a smallness condition on
the initial data that does not depend on the Coriolis parameter; in particular, it implies
a global well-posedness result for the Navier–Stokes equations. This result extends those
due to Hieber–Shibata [17] in the space 𝐻 12 (R3) and Konieczny–Yoneda [22] in ℬ˙2−
3
𝑝
𝑝,∞ (R3)
for 1 < 𝑝 ≤ ∞. Moreover, we study an ill-posedness result for (NSC) in ℬ˙−11,𝑞(R3) for
2 < 𝑞 ≤ ∞ which gives us an optimality for the well-posedness with respect to the index
𝑞. This work is based on the article [19] by Iwabuchi–Takada.
Keywords: Navier–Stokes–Coriolis equations, uniform global well-posedness, ill-posedness,
Fourier–Besov spaces, critical spaces, mild solutions, Bony’s paraproduct formula, fixed
point.
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Introdução
Nesta dissertação, consideramos o problema de valor inicial para as equações de Navier–
Stokes com força de Coriolis em R3, as quais são dadas por⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝜕𝑢
𝜕𝑡
−Δ𝑢+ Ω𝑒3 × 𝑢+ (𝑢 · ▽)𝑢+▽𝑝 = 0 em R3 × (0,∞),
div 𝑢 = 0 em R3 × (0,∞),
𝑢(𝑥, 0) = 𝑢0(𝑥) em R3,
(0.0.1)
onde 𝑢 = 𝑢(𝑥, 𝑡) = (𝑢1(𝑥, 𝑡), 𝑢2(𝑥, 𝑡), 𝑢3(𝑥, 𝑡)) e 𝑝 = 𝑝(𝑥, 𝑡) são incógnitas e denotam o
campo de velocidades e a pressão do fluido no ponto (𝑥, 𝑡) ∈ R3×(0,∞), respectivamente,
enquanto 𝑢0 = 𝑢0(𝑥) = (𝑢0,1(𝑥), 𝑢0,2(𝑥), 𝑢0,3(𝑥)) denota o campo de velocidades iniciais,
o qual chamaremos de dado inicial ou simplesmente velocidade inicial. Ele satisfaz a
condição de compatibilidade div 𝑢0 = 0. Nestas equações, Ω ∈ R representa a velocidade
de rotação do fluido ao redor do vetor unitário vertical 𝑒3 = (0, 0, 1) e é chamado de
parâmetro de Coriolis. Por praticidade, chamaremos o sistema (0.0.1) de equações de
Navier–Stokes–Coriolis (NSC).
Em oceanografia e meteorologia, devido a diferença de magnitude de escalas entre as
variáveis, a força exercida pela rotação da terra torna-se importante na dinâmica dos fenô-
menos (veja [7]). Para ilustrar, a corrente do Golfo faz um percurso de aproximadamente
6750 km com uma velocidade média de aproximadamente 1 m/s. Assim, uma partícula
seguindo a linha da corrente levará em torno de 78 dias para realizar o percurso. Por
outro lado, neste mesmo tempo, o planeta já terá completado 78 rotações em volta de seu
eixo. Assim, modelos que descrevem fenômenos de largas escalas devem levar em consi-
deração forças exercidas por rotações. De fato, os melhores modelos também consideram
outras variáveis tais como temperatura, estratificação, salinidade, entre outras. As equa-
ções (0.0.1) podem ser vistas como um primeiro passo na análise teórica de modelos mais
complexos, considerando os efeitos da força de rotação sobre os fluidos de forma isolada.
Com condições de fronteiras apropriadas, cabe também mencionar que (0.0.1) descreve
alguns fenômenos geofísicos de larga escala com uma precisão adequada (veja [7]).
Em vista do parágrafo anterior, é natural procurar por espaços que permitam um resul-
tado de boa-colocação (existência, unicidade e dependência continua dos dados iniciais)
que valha uniformemente para todo Ω, pois, desta forma, pode-se estudar o comporta-
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mento de soluções de acordo com a variação de Ω. Outro ponto, é que resultados de
existência com dados iniciais singulares e que não decaem no infinito podem ser impor-
tantes no contexto de estudos em turbulência estatística (veja e.g. [1], [2], [3] e [7]).
Observamos que se (𝑢, 𝑝) resolve as equações (0.0.1) com Ω = 0, então (𝑢𝜆, 𝑝𝜆) também
resolve as mesmas equações para cada 𝜆 > 0, onde 𝑢𝜆(𝑥, 𝑡) = 𝜆𝑢(𝜆𝑥, 𝜆2𝑡) e 𝑝𝜆(𝑥, 𝑡) =
𝜆2𝑝(𝜆𝑥, 𝜆2𝑡). Motivados por isto, as equações de Navier–Stokes (Ω = 0), dadas por
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝜕𝑢
𝜕𝑡
−Δ𝑢+ (𝑢 · ▽)𝑢+▽𝑝 = 0 em R3 × (0,∞),
div 𝑢 = 0 em R3 × (0,∞),
𝑢(𝑥, 0) = 𝑢0(𝑥) em R3,
(0.0.2)
tem sido estudadas nos chamados espaços críticos, os quais são espaços de Banach 𝑋 (com
mais algumas condições) tais que a invariância ‖ 𝑢𝜆0 ‖𝑋=‖ 𝑢0 ‖𝑋 é satisfeita, onde 𝑢𝜆0(𝑥) =
𝜆𝑢0(𝜆𝑥). De fato, este tipo de espaço é particularmente útil para obter-se resultados de
existência global (aqui com uma condição de pequenez no dado), uma vez que espera-se
que constantes de estimativas nestes espaços (quando possível de serem obtidas) sejam
independentes do intervalo de tempo. Como estamos interessados em estudar soluções
globais do sistema (0.0.1), para quaisquer valores de Ω, então consideraremos os mesmos
tipos de espaços, e diremos que eles são críticos para (0.0.1) se eles forem invariantes pela
relação de escala das equações de Navier–Stokes, isto é, se eles forem invariantes pela
transformação
𝑢𝜆0(𝑥)→ 𝜆𝑢0(𝜆𝑥). (0.0.3)
Obtendo a boa-colocação global uniforme para (0.0.1) com dados iniciais pequenos
em espaços críticos, estar-se-á obtendo resultados de boa-colocação global para (0.0.2),
ocorrendo o mesmo para os resultados de má-colocação. O estudo de boa-colocação para
(0.0.2) tem sido considerado por muitos matemáticos em diferentes espaços críticos. Por
exemplo, a literatura contém resultados em ?˙? 12 (R3), 𝐿3(R3), ?˙?−1+
3
𝑝
𝑝,∞ (R3) e 𝐵𝑀𝑂−1(R3)
(veja o Apêndice para definições), os quais formam a cadeia de inclusões contínuas
?˙?
1
2 (R3) →˓ 𝐿3(R3) →˓ ?˙?−1+
3
𝑝
𝑝,∞ (R3) →˓ 𝐵𝑀𝑂−1(R3) →˓ ?˙?−1∞,∞(R3), (0.0.4)
onde 3 < 𝑝 < ∞. Veja, por exemplo, os trabalhos de Bourgain e Pavlović [6], Fujita
e Kato [10], Germain [11], Kato [20], Koch e Tataru [21], Kozono e Yamazani [24] e
Yoneda [29]. Para um ‘‘review’’ e outros exemplos de resultados em espaços críticos, veja
o livro [25]. Além disso, sabemos que o espaço 𝐵𝑀𝑂−1(R3) é um espaço maximal crítico
onde o problema de Cauchy do sistema (0.0.2) é bem-colocado globalmente, veja [21].
Maximal aqui é no sentido que não se conhece outro espaço maior onde (0.0.2) seja bem-
colocada globalmente com uma hipótese de pequenez no dado inicial. Outro espaço amplo
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de funções é o de Besov–Morrey considerado em [24]. Ainda não está claro, ao menos
para nós, se existe uma relação de inclusão entre 𝐵𝑀𝑂−1 e todos os espaços críticos de
Besov–Morrey cobertos pelos resultados de [24].
Comparando com (0.0.2), além de obter classes maiores para a boa-colocação, é im-
portante encontrar espaços que permitam resultados uniformes em Ω, como já observado
acima. Como, em particular, deve-se tratar com grandes velocidades de rotação, outra
característica dos espaços que poderia ser útil na análise é uma norma que permita um
bom controle dos efeitos de oscilações provocados pelo termo Ω𝑒3 × 𝑢. Nesta direção, es-
paços cujas normas tem uma expressão adequada envolvendo a transformada de Fourier
são de interesse especial. Aqui, nos basearemos no artigo [19] de Iwabuchi e Takada, onde
os autores usaram espaços com este perfil, a saber, os espaços de Fourier–Besov ℬ˙𝑠𝑝,𝑞(R3),
veja Definição 1.2.9. Mostraremos que (0.0.1) é bem-colocada no espaço crítico ℬ˙−11,2(R3),
e má-colocada em ℬ˙−11,𝑞(R3) para qualquer 2 < 𝑞 ≤ ∞ e Ω ∈ R. Colocando estes dois
resultados juntos, note que obtemos uma otimalidade para a boa-colocação em ℬ˙−11,2(R3)
com relação ao índice 𝑞. Além disso, os resultados de boa-colocação global são uniformes,
isto é, a condição de pequenez no dado inicial 𝑢0 não depende do tamanho da velocidade
de rotação Ω. Aqui vamos considerar a noção de solução branda, veja Definição 1.4.1.
Existem diversos resultados de existência ou boa-colocação para as equações (0.0.1)
relacionados com o tamanho ou uniformidade em relação ao parâmetro Ω. Por exemplo,
para velocidade de rotação Ω suficientemente grande, Babin, Mahalov e Nicolaenko [3]
obtiveram existência global e regularidade das soluções com velocidade inicial periódica.
Chemin, Desjardins, Gallagher e Grenier [7] provaram que, para uma velocidade inicial
𝑢0 ∈ 𝐿2(R2)2 + 𝐻 12 (R3)3 com div 𝑢0 = 0, existe um parâmetro positivo Ω0 tal que para
cada Ω ∈ R com | Ω |≥ Ω0, as equações (0.0.1) possuem uma única solução global. Por
outro lado, Giga, Inui, Mahalov e Matsui em [12] e [13] provaram a existência local e
unicidade de soluções brandas para (0.0.1) com dados iniciais que não decaem no infinito,
veja também Yoneda [30]. No caso de boa-colocação global uniforme com dados iniciais
pequenos, Giga, Inui, Mahalov e Saal [14] obtiveram a solubilidade global uniforme das
equações (0.0.1) no espaço crítico 𝐹𝑀−10 (R3) (veja definição no Apêndice) que tem uma
caracterização adequada em termos da transformada de Fourier. Hieber e Shibata [17]
provaram a boa-colocação global uniforme para dados iniciais pequenos no espaço de
Sobolev 𝐻 12 (R3), o qual também é invariante pela relação de escala (0.0.3). Também,
Konieczny e Yoneda [22] provaram a existência global de soluções brandas para (0.0.1)
com dados iniciais no espaço de Fourier–Besov ℬ˙2−
3
𝑝
𝑝,∞ (R3) para 1 < 𝑝 ≤ ∞, e no espaço
ℬ˙−11,1(R3)∩ ℬ˙01,1(R3). O resultado estudado aqui, devido a Iwabuchi e Takada [19], estende
aquele obtido por Hieber e Shibata [17] e parte dos resultados obtidos por Konieczny e
Yoneda em [22].
Finalizamos a introdução descrevendo a organização desta dissertação. No capítulo 1,
fazemos algumas preliminares sobre espaços 𝐿𝑝, a classe de Schwartz 𝒮 e as distribuições
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temperadas 𝒮 ′, relembrando resultados que usaremos ao longo deste trabalho, tais como
desigualdade de Hölder, desigualdade de Minkowski para integrais e algumas proprieda-
des para a transformada de Fourier, entre outros. Também apresentamos ferramentas
úteis para a nossa abordagem como a decomposição de Littlewood–Paley e a fórmula do
paraproduto de Bony, definimos os espaços de Fourier–Besov ℬ˙𝑠𝑝,𝑞(R3) e a transformada
de Riesz com ajuda da qual definimos o operador projeção de Helmholtz–Leray. Depois,
definimos a nossa noção de solução branda e descrevemos uma teoria abstrata de boa-
colocação desenvolvida por I. Bejenaru e T. Tao [4], base teórica da prova do resultado
de má-colocação. No capítulo 2, descrevemos de forma detalhada o resultado de boa-
colocação global uniforme no espaço de Fourier–Besov ℬ˙−11,2(R3) usando um argumento
de ponto fixo de Banach e estimativas relativas ao semigrupo do sistema linear associ-
ado às equações de Navier–Stokes–Coriolis. Em seguida, verificamos que este resultado
estende os obtidos por Hieber e Shibata [17] e os por Konieczny e Yoneda [22]. No capí-
tulo 3, descrevemos o resultado de má-colocação nos espaços de Fourier–Besov ℬ˙−11,𝑞(R3)
para 2 < 𝑞 ≤ ∞. Provamos este resultado por contradição, construindo uma sequência
contra-exemplo e usando a teoria abstrata descrita na seção 1.6.
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Capítulo 1
Espaços de funções e preliminares
Neste capítulo apresentamos espaços de funções e teoremas básicos que nos auxiliaram
nos resultados principais desta dissertação. Também, apresentamos ferramentas úteis para
a nossa abordagem do sistema (0.0.1) tais como a decomposição de Littlewood–Paley, a
fórmula do paraproduto de Bony e o operador projeção de Helmholtz–Leray. Usando
estas ferramentas, definimos o que é uma solução branda no contexto desta dissertação.
1.1 Os espaços 𝐿𝑝, a classe de Schwartz e as distri-
buições temperadas
Um dos nossos objetivos é apresentar os espaços de Fourier–Besov, os quais são base-
ados na transformada de Fourier e considerando normas nos espaços 𝐿𝑝. Nesta secção,
apresentamos a definição e algumas das propriedades mais relevantes dos espaços 𝐿𝑝,
da classe de Schwartz, da transformada de Fourier e das distribuições temperadas. O
conteúdo desta seção pode ser encontrada em [9].
Definição 1.1.1. (Espaços Lp) Seja um espaço de medida (𝑋,ℳ, 𝜇). Se 𝑓 é uma
função mensurável sobre 𝑋 e 0 < 𝑝 ≤ ∞, definimos
| 𝑓 |𝑝=
[︂∫︁
𝑋
| 𝑓 |𝑝 𝑑𝜇
]︂ 1
𝑝
,
para 0 < 𝑝 <∞ e
| 𝑓 |∞= essup | 𝑓 |= inf {𝑎 ≥ 0, 𝜇 ({𝑥 ∈ 𝑋; | 𝑓(𝑥) |> 𝑎}) = 0} ,
quando 𝑝 =∞ . O espaço 𝐿𝑝 = 𝐿𝑝(𝑋,ℳ, 𝜇) = 𝐿𝑝(𝜇) é definido como
𝐿𝑝(𝑋,ℳ, 𝜇) = {𝑓 : 𝑋 → C; 𝑓 é mensurável e | 𝑓 |𝑝<∞} . (1.1.1)
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Começamos relembrando uma desigualdade que nos permite tratar produtos no con-
texto dos espaços 𝐿𝑝.
Proposição 1.1.2. (Desigualdade de Hölder) Suponha que 1 < 𝑝 <∞ e 𝑝−1+ 𝑞−1 =
1. Se 𝑓 e 𝑔 são funções mensuráveis sobre 𝑋 então
| 𝑓𝑔 |1≤| 𝑓 |𝑝| 𝑔 |𝑞 . (1.1.2)
Em particular, se 𝑓 ∈ 𝐿𝑝 e 𝑔 ∈ 𝐿𝑞 então 𝑓𝑔 ∈ 𝐿1, e neste caso a desigualdade (1.1.2) é
satisfeita se e somente se 𝛼 | 𝑓 |𝑝= 𝛽 | 𝑔 |𝑞 𝜇− 𝑞.𝑡.𝑝. para algumas constantes 𝛼 e 𝛽 com
𝛼𝛽 ̸= 0.
Para 1 ≤ 𝑝 ≤ ∞, o espaço (𝐿𝑝, | · |𝑝) é de Banach. A seguir, vemos que | · |𝑝 satisfaz a
desigualdade triangular.
Proposição 1.1.3. (Desigualdade de Minkowski) Se 1 ≤ 𝑝 <∞ e 𝑓, 𝑔 ∈ 𝐿𝑝 então
| 𝑓 + 𝑔 |𝑝≤| 𝑓 |𝑝 + | 𝑔 |𝑝 . (1.1.3)
Proposição 1.1.4. Se 𝐴 é um conjunto arbitrário e 0 < 𝑝 < 𝑞 ≤ ∞, então 𝑙𝑝(𝐴) ⊂ 𝑙𝑞(𝐴)
e | 𝑓 |𝑞≤| 𝑓 |𝑝.
Proposição 1.1.5. Se 𝜇(𝑋) <∞ e 0 < 𝑝 < 𝑞 ≤ ∞, então
𝐿𝑝(𝜇) ⊃ 𝐿𝑞(𝜇) e | 𝑓 |𝑝≤ 𝜇(𝑋)
1
𝑝
− 1
𝑞 | 𝑓 |𝑞 . (1.1.4)
As duas proposições abaixo mostram-se particularmente úteis para manipular integrais
duplas em espaços 𝜎-finitos.
Proposição 1.1.6. (Teorema de Fubini–Tonelli) Sejam (𝑋,ℳ, 𝜇) e (𝑌,𝒩 , 𝜈) espaços
de medida 𝜎-finitos.
i. (Tonelli) Se 𝑓 ∈ 𝐿+(𝑋 × 𝑌 ), as funções 𝑔(𝑥) =
∫︁
𝑌
𝑓𝑥 𝑑𝜈 e ℎ(𝑦) =
∫︁
𝑋
𝑓 𝑦 𝑑𝜇 pertencem a
𝐿+(𝑋) e 𝐿+(𝑌 ), respectivamente, e
∫︁
𝑋×𝑌
𝑓𝑑(𝜇× 𝜈) =
∫︁
𝑋
[
∫︁
𝑌
𝑓(𝑥, 𝑦) 𝑑𝜈] 𝑑𝜇 =
∫︁
𝑌
[
∫︁
𝑋
𝑓(𝑥, 𝑦) 𝑑𝜇] 𝑑𝜈. (1.1.5)
ii. (Fubini) Se 𝑓 ∈ 𝐿1(𝜇× 𝜈), então 𝑓𝑥 ∈ 𝐿1(𝜈) q.t.p. 𝑥 ∈ 𝑋, 𝑓 𝑦 ∈ 𝐿1(𝜇) q.t.p. 𝑦 ∈ 𝑌 , e
as funções definidas 𝑞.𝑡.𝑝. 𝑔(𝑥) =
∫︁
𝑌
𝑓𝑥 𝑑𝜈 e ℎ(𝑥) =
∫︁
𝑌
𝑓 𝑦 𝑑𝜈 pertencem a 𝐿1(𝜇) e 𝐿1(𝜈),
respectivamente, e (1.1.5) é satisfeita.
Proposição 1.1.7. (Desigualdade de Minkowski para integrais) Sejam (𝑋,ℳ, 𝜇)
e (𝑌,𝒩 , 𝜈) espaços de medida 𝜎-finitos, e seja 𝑓 uma função ℳ⊗𝒩 -mensurável sobre
𝑋 × 𝑌 .
ESPAÇOS DE FUNÇÕES E PRELIMINARES 16
a) Se 𝑓 ≥ 0 e 1 ≤ 𝑝 <∞ então
[︂∫︁
𝑋
(︂∫︁
𝑌
𝑓(𝑥, 𝑦) 𝑑𝜈(𝑦)
)︂𝑝
𝑑𝜇(𝑥)
]︂ 1
𝑝 ≤
∫︁
𝑌
(︂∫︁
𝑋
𝑓(𝑥, 𝑦)𝑝 𝑑𝜇(𝑥)
)︂ 1
𝑝
𝑑𝜈(𝑦). (1.1.6)
b) Se 1 ≤ 𝑝 ≤ ∞, 𝑓(·, 𝑦) ∈ 𝐿𝑝(𝜇), para quase todo 𝑦, e a função 𝑦 ↦→| 𝑓(·, 𝑦) |𝑝 está em
𝐿1(𝜈), então 𝑓(𝑥, ·) ∈ 𝐿1(𝜈), para quase todo 𝑥, a função 𝑥 ↦→
∫︁
𝑌
𝑓(𝑥, 𝑦) 𝑑𝜈(𝑦) está
em 𝐿𝑝(𝜇) e
|
∫︁
𝑌
𝑓(·, 𝑦) 𝑑𝜈(𝑦) |𝑝≤
∫︁
𝑌
| 𝑓(·, 𝑦) |𝑝 𝑑𝜈(𝑦). (1.1.7)
O seguinte espaço de funções tem boas propriedades relativas à transformada de Fourier
e é um dos espaços de funções testes fundamentais na teoria de distribuições desenvolvida
pelo matemático francês Laurent Schwartz.
Definição 1.1.8. (A classe de Schwartz 𝒮) A classe de Schwartz 𝒮 consiste de funções
de classe 𝐶∞, as quais, junto com todas as suas derivadas, tendem a zero no infinito mais
rápido do que qualquer potencia de | 𝑥 |. Em símbolos, denotando por | 𝜙 |(𝑁,𝛼)=
sup
𝑥∈R𝑛
(1+ | 𝑥 |)𝑁 | 𝜕𝛼𝜙(𝑥) | , onde 𝛼 = (𝛼1, . . . , 𝛼𝑛) é um multi-índice, com 𝛼𝑖 ≥ 0, e
𝜕𝛼𝜙(𝑥) =
(︁
𝜕
𝜕𝑥1
)︁𝛼1 · · · (︁ 𝜕
𝜕𝑥𝑛
)︁𝛼𝑛
𝜙(𝑥), temos que
𝒮 =
{︁
𝜙 : R𝑛 → C;𝜙 ∈ 𝐶∞ e | 𝜙 |(𝑁,𝛼)<∞ para cada𝑁 ∈ N e todo multi-índice𝛼
}︁
.
(1.1.8)
A seguir introduzimos algumas definições que nos servirão para definir uma topologia
na classe de Schwartz e no conjunto das distribuições temperadas.
Definição 1.1.9. (Espaço vetorial topológico) Um espaço vetorial topológico é um
espaço vetorial 𝑋 sobre o corpo 𝐾 (R ou C) munido com uma topologia de tal forma que
as aplicações
+ : 𝑋 ×𝑋 → 𝑋 e · : 𝐾 ×𝑋 → 𝑋
(𝑥, 𝑦)→ 𝑥+ 𝑦 (𝜆, 𝑥)→ 𝜆𝑥 (1.1.9)
sejam contínuas.
Definição 1.1.10. (Espaço vetorial topológico localmente convexo) Um espaço
vetorial topológico é chamado localmente convexo se existe uma base para a topologia
que consiste de conjuntos convexos.
Definição 1.1.11. (Seminorma) Uma seminorma sobre 𝑋 é uma função 𝑥 ↦→‖ 𝑥 ‖ de
𝑋 em [0,∞) tal que
i. ‖ 𝑥+ 𝑦 ‖≤‖ 𝑥 ‖ + ‖ 𝑦 ‖ para cada 𝑥, 𝑦 ∈ 𝑋.
ii. ‖ 𝜆𝑥 ‖=| 𝜆 |‖ 𝑥 ‖ para cada 𝑥 ∈ 𝑋 e 𝜆 ∈ 𝐾.
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A seguinte proposição é uma ferramenta para construir uma topologia a partir de uma
família arbitrária de seminormas.
Proposição 1.1.12. Sejam {𝑝𝛼}𝛼∈𝐴 uma família de seminormas sobre o espaço vetorial
𝑋. Se 𝑥 ∈ 𝑋, 𝛼 ∈ 𝐴 e 𝜖 > 0, denote
𝒰𝑥𝛼𝜖 = {𝑦 ∈ 𝑋; 𝑝𝛼(𝑦 − 𝑥) < 𝜖} , (1.1.10)
e seja 𝜏 a topologia gerada pelos conjuntos 𝒰𝑥𝛼𝜖.
i. Para cada 𝑥 ∈ 𝑋, as interseções finitas dos conjuntos 𝒰𝑥𝛼𝜖(𝛼 ∈ 𝐴, 𝜖 > 0) formam
uma base de vizinhanças para 𝑥.
ii. Se (𝑥𝑖)𝑖∈𝐼 é uma rede em 𝑋, então 𝑥𝑖 → 𝑥 se 𝑝𝛼(𝑥𝑖 − 𝑥)→ 0, para toda 𝛼 ∈ 𝐴.
iii. (𝑋, 𝜏) é uma espaço vetorial topológico localmente convexo.
Em um espaço vetorial topológico 𝑋 a noção de rede de Cauchy faz sentido.
Definição 1.1.13. (Rede de Cauchy) Uma rede (𝑥𝑖)𝑖∈𝐼 é chamada de Cauchy se a rede
(𝑥𝑖 − 𝑥𝑗)(𝑖,𝑗)∈𝐼×𝐼 converge a zero.
Definição 1.1.14. (Espaço vetorial topológico completo) Um espaço vetorial topo-
lógico é chamado de completo se toda rede de Cauchy converge.
No caso em que 𝑋 é contável de primeira espécie, dizer que 𝑋 é completo equivale a
que toda sequência de Cauchy converge. No caso em que 𝑋 é Hausdorff e a sua topologia
é definida por uma família contável de seminormas, a Proposição 1.1.12 nos diz que esta
topologia é contável de primeira espécie.
Definição 1.1.15. (Espaço de Fréchet) Um espaço vetorial topológico Hausdorff com-
pleto cuja topologia é definida por uma família contável de seminormas é chamado de
espaço de Fréchet.
Proposição 1.1.16. A classe de Schwartz 𝒮 é um espaço de Fréchet, originada pela
família de seminormas | · |(𝑁,𝛼). Uma sequência (𝜙𝑘)𝑘∈N ⊂ 𝒮 converge a uma função
𝜙 ∈ 𝒮 na topologia de 𝒮 se
| 𝜙𝑘 − 𝜙 |(𝑁,𝛼)→ 0 quando 𝑘 →∞, (1.1.11)
para quaisquer 𝑁 ∈ N e multi-índice 𝛼.
O seguinte operador permite considerar noções de aproximação de funções ‘‘ruins’’ por
meio de funções ‘‘suficientemente’’ regulares.
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Definição 1.1.17. (Convolução) Sejam 𝑓 e 𝑔 funções mensuráveis sobre R𝑛. A convo-
lução de 𝑓 e 𝑔 é a função 𝑓 * 𝑔 definida por
𝑓 * 𝑔(𝑥) =
∫︁
R𝑛
𝑓(𝑥− 𝑦)𝑔(𝑦) 𝑑𝑦, (1.1.12)
para cada 𝑥 ∈ R𝑛 tal que a integral exista.
Proposição 1.1.18. Assumindo que todas as integrais em questão existem, temos que:
i. 𝑓 * 𝑔 = 𝑔 * 𝑓
ii. (𝑓 * 𝑔) * ℎ = 𝑓 * (𝑔 * ℎ)
iii. Para 𝑧 ∈ R𝑛, 𝜏𝑧(𝑓 * 𝑔) = (𝜏𝑧𝑓) * 𝑔 = 𝑓 * (𝜏𝑧𝑔), onde (𝜏𝑧𝑓)(𝑥) = 𝑓(𝑥− 𝑧) para cada
𝑥 ∈ R𝑛
iv. Se 𝐴 é o fecho de {𝑥+ 𝑦;𝑥 ∈ supp (𝑓) e 𝑦 ∈ supp (𝑔)} então supp (𝑓 * 𝑔) ⊂ 𝐴.
Proposição 1.1.19. (Desigualdade de Young) Se 𝑓 ∈ 𝐿1 e 𝑔 ∈ 𝐿𝑝 com 1 ≤ 𝑝 ≤ ∞,
então 𝑓 * 𝑔(𝑥) existe para quase todo 𝑥, 𝑓 * 𝑔 ∈ 𝐿𝑝 e
| 𝑓 * 𝑔 |𝑝≤| 𝑓 |1| 𝑔 |𝑝 . (1.1.13)
A seguir relembramos a transformada de Fourier.
Definição 1.1.20. (Transformada de Fourier) Para uma função 𝑓 ∈ 𝐿1(R𝑛), defini-
mos a sua transformada de Fourier como
ℱ [𝑓 ](𝜉) =
∫︁
R𝑛
𝑓(𝑥)𝑒−2𝜋𝑖𝜉·𝑥 𝑑𝑥. (1.1.14)
Também, denotamos ℱ [𝑓 ] = 𝑓 .
Claramente
| 𝑓 |∞≤| 𝑓 |1 . (1.1.15)
As seguintes propriedades são relevantes e básicas no estudo da transformada de Fourier.
Proposição 1.1.21. Suponha que 𝑓, 𝑔 ∈ 𝐿1(R𝑛).
i. (𝜏𝑦𝑓)∧(𝜉) = 𝑒−2𝜋𝑖𝜉·𝑦𝑓(𝜉) e 𝜏𝜂(𝑓) = ℎ^, onde ℎ(𝑥) = 𝑒2𝜋𝑖𝜂·𝑥𝑓(𝑥).
ii. Se 𝑇 é uma transformação linear invertível sobre R𝑛 e 𝑆 = (𝑇 *)−1 é a sua inversa
transposta, então (𝑓 ∘ 𝑇 )∧ =| det 𝑇 |−1 𝑓 ∘ 𝑆. Em particular, se 𝑇 é uma rotação
então (𝑓 ∘ 𝑇 )∧ = 𝑓 ∘ 𝑇 , e se 𝑇𝑥 = 𝑡−1𝑥 com 𝑡 > 0, então (𝑓 ∘ 𝑇 )∧(𝜉) = 𝑡𝑛𝑓(𝑡𝜉); de
modo que (𝑓𝑡)∧(𝜉) = 𝑓(𝑡𝜉), onde 𝑓𝑡(𝑥) = 𝑡−𝑛𝑓(𝑡−1𝑥).
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iii. (𝑓 * 𝑔)∧ = 𝑓𝑔.
iv. Se 𝑥𝛼𝑓 ∈ 𝐿1, para | 𝛼 |≤ 𝑘, então 𝑓 ∈ 𝐶𝑘 e 𝜕𝛼𝑓 = [(−2𝜋𝑖𝑥)𝛼𝑓 ]∧.
v. Se 𝑓 ∈ 𝐶𝑘, 𝜕𝛼𝑓 ∈ 𝐿1 para | 𝛼 |≤ 𝑘, e 𝜕𝛼𝑓 ∈ 𝐶0 para | 𝛼 |≤ 𝑘 − 1, então
(𝜕𝛼𝑓)∧(𝜉) = (2𝜋𝑖𝜉)𝛼𝑓(𝜉).
vi. (Lema de Riemann–Lebesgue) ℱ [𝐿1(R𝑛)] ⊂ 𝐶0(R𝑛), onde
𝐶0(R𝑛) =
{︃
𝑓 : R𝑛 → C; 𝑓 é continua e lim
|𝑥|→∞
𝑓(𝑥) = 0
}︃
.
Uma das principais propriedades da classe de Schwartz é que ela é fechada via a ação
da transformada de Fourier, a qual, por sua vez, resulta ser contínua nesta classe.
Proposição 1.1.22. ℱ aplica a classe de Schwartz continuamente em si mesma.
A seguinte proposição será útil para estender a definição de transformada de Fourier
no espaço das distribuições temperadas que definiremos mais adiante.
Proposição 1.1.23. Se 𝑓, 𝑔 ∈ 𝐿1 então
∫︁
R𝑛
𝑓(𝜉)𝑔(𝜉) 𝑑𝜉 =
∫︁
R𝑛
𝑓(𝜂)𝑔(𝜂) 𝑑𝜂.
A seguir, introduzimos a transformada de Fourier inversa.
Definição 1.1.24. Se 𝑓 ∈ 𝐿1, a transformada de Fourier inversa é a função dada por
𝑓∨(𝑥) = 𝑓(−𝑥) para cada ∈ R𝑛.
Proposição 1.1.25. Se 𝑓 ∈ 𝐿1 e 𝑓 ∈ 𝐿1, então 𝑓 coincide, em quase todo ponto, com
uma função contínua 𝑓0 e
(𝑓)∨ = (𝑓∨)∧ = 𝑓0. (1.1.16)
Proposição 1.1.26. Se 𝑓 ∈ 𝐿1 e 𝑓 = 0, então 𝑓 = 0, em quase todo ponto.
Proposição 1.1.27. (Teorema de Plancherel) Se 𝑓 ∈ 𝐿1∩𝐿2 então 𝑓 ∈ 𝐿2 e ℱ |𝐿1∩𝐿2
estende-se univocamente a um isomorfismo unitário sobre 𝐿2.
Um primeiro passo para estender ℱ para 𝒮 ′ é mostrar que ℱ é bem comportada no
conjunto de funções testes 𝒮.
Proposição 1.1.28. ℱ é um isomorfismo topológico em 𝒮.
A próxima desigualdade será usada para estabelecer algumas estimativas que precisa-
remos no capítulo vindouro.
Proposição 1.1.29. (Desigualdade de Hausdorff–Young) Suponha que 1 ≤ 𝑝 ≤ 2
e 𝑞 é o exponente conjugado de 𝑝. Se 𝑓 ∈ 𝐿𝑝(R𝑛), então 𝑓 ∈ 𝐿𝑞(R𝑛) e
| 𝑓 |𝑞≤| 𝑓 |𝑝 . (1.1.17)
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A seguir, relembramos uma importante relação entre a transformada de Fourier e o
operador convolução. De fato, ela mostra que ℱ transforma o produto ordinário de
funções no produto convolução de funções.
Proposição 1.1.30. Se 𝑓, 𝑔 ∈ 𝐿2(R𝑛) então
(︁
𝑓 · 𝑔
)︁∨
= 𝑓 * 𝑔. (1.1.18)
Denote por 𝐶∞𝑐 o conjunto das funções de classe 𝐶∞ sobre R𝑛 com suporte compacto.
Proposição 1.1.31. 𝐶∞𝑐 (e portanto 𝒮) é denso em 𝐿𝑝 para 1 ≤ 𝑝 < ∞. Também, 𝐶∞𝑐
é denso em 𝐶0.
Os espaços de Fourier–Besov ℬ˙𝑠𝑝,𝑞(R𝑛), nos quais estudaremos o sistema (0.0.1), são
subconjuntos do espaço das distribuições temperadas. Relembramos a definição destas
distribuições.
Definição 1.1.32. (Distribuição temperada) Uma distribuição temperada 𝑇 é um
funcional linear contínuo definido na classe de Schwartz 𝒮.
Denotamos o espaço de todas as distribuições temperadas por 𝒮 ′. Este espaço é munido
com a topología fraca*. Assim, dada uma sequência (𝑇𝑚)𝑚∈N em 𝒮 ′ e 𝑇 ∈ 𝒮 ′, dizemos
que 𝑇𝑚 converge a 𝑇 em 𝒮 ′ se
⟨𝑇𝑚 − 𝑇, 𝜙⟩ → 0 quando 𝑚→∞, (1.1.19)
para cada 𝜙 ∈ 𝒮.
Definição 1.1.33. (Funções de crescimento lento) Dizemos que uma função 𝜓 ∈ 𝐶∞
tem crescimento polinomial no infinito se
| 𝜕𝛼𝜓(𝑥) |≤ 𝐶𝛼 (1+ | 𝑥 |)𝑁(𝛼) , (1.1.20)
para cada multi-índice 𝛼. Estas funções são chamadas de funções de crescimento lento.
Definição 1.1.34. Para quaisquer 𝑇 ∈ 𝒮 ′ e 𝜓 ∈ 𝒮, podemos definir a convolução 𝑇 * 𝜓
como 𝑇 * 𝜓(𝑥) =
⟨
𝑇, 𝜏𝑥𝜓
⟩
, onde 𝜓(𝑥) = 𝜓(−𝑥).
Na proposição a seguir, relembramos um resultado que mostra o poder regularizante
da convolução.
Proposição 1.1.35. Se 𝑇 ∈ 𝒮 ′ e 𝜓 ∈ 𝒮, então 𝑇 * 𝜓 é uma função 𝐶∞ de crescimento
lento, e para cada 𝜙 ∈ 𝒮 temos
∫︁
R𝑛
(𝑇 * 𝜓)(𝑥)𝜙(𝑥) 𝑑𝑥 =
⟨
𝑇, 𝜙 * 𝜓
⟩
. (1.1.21)
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Agora, vamos mostrar como estender a transformada de Fourier para o espaço 𝒮 ′.
Lembremos que a transformada de Fourier aplica continuamente 𝒮 em si mesmo e que
para 𝑓, 𝑔 ∈ 𝐿1, em particular para 𝑓, 𝑔 ∈ 𝒮, temos
∫︁
R𝑛
𝑓(𝑦)𝑔(𝑦) 𝑑𝑦 =
∫︁
R𝑛
∫︁
R𝑛
𝑓(𝑥)𝑔(𝑦)𝑒−2𝜋𝑖𝑥·𝑦 𝑑𝑥𝑑𝑦 =
∫︁
R𝑛
𝑓(𝑥)𝑔(𝑥) 𝑑𝑥. (1.1.22)
Motivados por (1.1.22), considera-se a seguinte definição:
Definição 1.1.36. A transformada de Fourier é definida, para cada distribuição tempe-
rada 𝑇 ∈ 𝒮 ′, como ⟨
𝑇 , 𝜙
⟩
= ⟨𝑇, 𝜙⟩ , (1.1.23)
para todo 𝜙 ∈ 𝒮. Verifica-se que a transformada de Fourier ℱ aplica continuamente 𝒮 ′
sobre si mesmo.
As propriedades básicas da tranformada de Fourier verificam-se no contexto de 𝒮 ′.
Proposição 1.1.37. Temos as propriedades:
i. (𝜏𝑦𝑇 )∧ = 𝑒−2𝜋𝑖𝜉·𝑦𝑇 , 𝜏𝜂𝑇 = (𝑒2𝜋𝑖𝜂·𝑥𝑇 )∧
ii. 𝜕𝛼𝑇 = [(−2𝜋𝑖𝑥)𝛼 𝑇 ]∧, (𝜕𝛼𝑇 )∧ = (2𝜋𝑖𝜉)𝛼 𝑇
iii. (𝑇 ∘𝐺)∧ =| det𝐺 |−1 𝑇 ∘ (𝐺*)−1, onde 𝐺 ∈ 𝐺𝐿(𝑛,R)
iv. (𝑇 * 𝜓)∧ = 𝜓𝑇 para todo 𝜓 ∈ 𝒮.
Também, podemos definir a transformada inversa de Fourier de uma distribuição tem-
perada como segue.
Definição 1.1.38. Seja 𝑇 ∈ 𝒮 ′. Definimos a transformada inversa de Fourier de 𝑇 ,
denotada por 𝑇∨ como sendo
⟨𝑇∨, 𝜙⟩ = ⟨𝑇, 𝜙∨⟩ , (1.1.24)
para todo 𝜙 ∈ 𝒮.
É fácil verificar que esta nova aplicação 𝑇∨ ∈ 𝒮 ′. De fato, podemos estender a fórmula
de inversão de Fourier. Este é o conteúdo da proposição abaixo.
Proposição 1.1.39. Para cada 𝑇 ∈ 𝒮 ′, temos que
(𝑇∧)∨ = (𝑇∨)∧ = 𝑇. (1.1.25)
Em particular, a transformada de Fourier é um isomorfismo topológico em 𝒮 ′.
Observação 1.1.40. A delta de Dirac 𝛿𝑥0 age sobre 𝒮 da seguinte forma: ⟨𝛿𝑥0 , 𝜙⟩ = 𝜙(𝑥0),
para cada 𝜙 ∈ 𝒮. É facil verificar que (𝜕𝛼𝛿𝑥0)∧ (𝜉) = (2𝜋𝑖𝜉)𝛼 𝑒−2𝜋𝑖𝜉·𝑥0 .
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A próxima proposição será útil quando trabalharmos com os espaços de Fourier–Besov
homogêneos.
Proposição 1.1.41. A transformada de Fourier das combinações lineares de 𝛿0 e as suas
derivadas são precisamente os polinômios.
1.2 Decomposição de Littlewood–Paley, a fórmula de
paraproduto de Bony e os espaços de Fourier–
Besov homogêneos
Nesta seção, vamos apresentar a decomposição de Littlewood–Paley e a fórmula do
paraproduto de Bony, as quais serão úteis para estabelecer estimativas associadas à parte
não linear da equação integral (1.4.3). Finalmente, definiremos os espaços de Fourier–
Besov homogêneos e descreveremos algumas das suas propriedades básicas. A maior
parte do conteúdo desta seção foi retirada de [25].
Começamos enunciando o Lema de decomposição de Littlewood–Paley.
Proposição 1.2.1. (Lema de decomposição de Littlewood–Paley) Existe uma fun-
ção 𝜑 ∈ 𝒮(R𝑛) que satisfaz as seguintes propriedades:
i. 0 ≤ 𝜑(𝜉) ≤ 1 para cada 𝜉 ∈ R𝑛;
ii. supp (𝜑) ⊂ {𝜉 ∈ R𝑛; 2−1 ≤| 𝜉 |≤ 2};
iii.
∑︁
𝑗∈Z
𝜑𝑗(𝜉) = 1 para cada 𝜉 ∈ R𝑛 − {0}, onde 𝜑𝑗(𝑥) = 2𝑗𝑛𝜑(2𝑗𝑥) para cada 𝑗 ∈ Z e
𝑥 ∈ R𝑛.
Chamaremos a função 𝜑 de função base. As propriedades desta função permitem
estabelecer boas propriedades para operadores de localização, cuja definição apresentamos
abaixo.
Definição 1.2.2. (k-bloco diádico homogêneo e os operadores ‘‘cut-off’’ de
baixa frequência) Para cada 𝑘 ∈ Z, definimos o 𝑘-bloco diádico homogêneo Δ𝑘 e
os operadores ‘‘cut-off’’ de baixa frequência 𝑆𝑘, os quais agem sobre uma distribuição
temperada 𝑓 ∈ 𝒮 ′, da seguinte forma:
Δ𝑘𝑓 = 𝜑𝑘 * 𝑓 e 𝑆𝑘𝑓 =
𝑘∑︁
𝑗=−∞
Δ𝑗𝑓,
onde * é o operador convolução definido em (1.1.34).
Com os operadores acima em mãos, temos a seguinte decomposição:
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Proposição 1.2.3. Para qualquer 𝑁 ∈ Z e todo 𝑓 ∈ 𝒮 ′, temos que
𝑓 = 𝑆𝑁𝑓 +
∑︁
𝑗≥𝑁
Δ𝑗𝑓 em 𝒮 ′. (1.2.1)
Observação 1.2.4. Esta igualdade é chamada a decomposição de Littlewood–Paley da
distribuição temperada 𝑓 ∈ 𝒮 ′. Além disso, se lim
𝑁→−∞
𝑆𝑁𝑓 = 0 em 𝒮 ′ obtemos a igualdade
𝑓 =
∑︁
𝑗∈Z
Δ𝑗𝑓, (1.2.2)
a qual é chamada a decomposição homogênea de Littlewood–Paley de 𝑓 .
Proposição 1.2.5. Para qualquer 𝑓 ∈ 𝒮 ′, existe um inteiro 𝑁 e uma sequência de
polinômios (𝑃𝑗)𝑗∈Z, de grau menor ou igual do que 𝑁 , tal que a série
∑︁
𝑗∈Z
(Δ𝑗𝑓 + 𝑃𝑗)
converge a 𝑓 em 𝒮 ′. Como consequência, verifica-se a igualdade 𝑓 = ∑︁
𝑗∈Z
Δ𝑗𝑓 em 𝒮 ′/𝒫 ,
onde 𝒫 é o anel de polinômios no corpo dos números complexos em 𝑛 variáveis.
Observação 1.2.6. Para 𝑓 e 𝑔 em 𝒮 ′, considere as decomposições 𝑓 = ∑︁
𝑗∈Z
Δ𝑗𝑓 e 𝑔 =∑︁
𝑘∈Z
Δ𝑘𝑔 em 𝒮 ′/𝒫 . Formalmente, considerando o "produto" de 𝑓 por 𝑔, obtemos
𝑓𝑔 =
⎛⎝∑︁
𝑗∈Z
Δ𝑗𝑓
⎞⎠⎛⎝∑︁
𝑘∈Z
Δ𝑘𝑔
⎞⎠ = ∑︁
𝑗,𝑘∈Z
Δ𝑗𝑓Δ𝑘𝑔
=
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|≥3
Δ𝑗𝑓Δ𝑘𝑔 +
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|<3
Δ𝑗𝑓Δ𝑘𝑔
=
∑︁
𝑗,𝑘∈Z
∑︁
𝑗−𝑘≥3
Δ𝑗𝑓Δ𝑘𝑔 +
∑︁
𝑗,𝑘∈Z
∑︁
𝑘−𝑗≥3
Δ𝑗𝑓Δ𝑘𝑔 +
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|≤2
Δ𝑗𝑓Δ𝑘𝑔
=
∑︁
𝑗∈Z
∑︁
𝑘≤𝑗−3
Δ𝑗𝑓Δ𝑘𝑔 +
∑︁
𝑘∈Z
∑︁
𝑗≤𝑘−3
Δ𝑗𝑓Δ𝑘𝑔 +
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|≤2
Δ𝑗𝑓Δ𝑘𝑔
=
∑︁
𝑗∈Z
𝑆𝑗−3𝑔Δ𝑗𝑓 +
∑︁
𝑘∈Z
𝑆𝑘−3𝑓Δ𝑘𝑔 +
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|≤2
Δ𝑗𝑓Δ𝑘𝑔.
Analogamente à prova da Proposição 3.3 em [25], pg. 24, pode-se verificar as seguinte
convergências:
Proposição 1.2.7. Sejam 𝑓, 𝑔 ∈ 𝒮 ′. Então,
i. A série
∑︁
𝑗∈N
𝑆𝑗−3𝑓Δ𝑗𝑔 converge em 𝒮 ′.
ii. A série
∑︁
𝑗∈Z
𝑆𝑗−3𝑓Δ𝑗𝑔 converge em 𝒮 ′/𝒫 .
Motivados por estas observações, definimos os seguintes operadores produtos:
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Definição 1.2.8. Para cada par de distribuições temperadas (módulos polinômios) 𝑓, 𝑔 ∈
𝒮 ′/𝒫 , definimos 𝑇𝑓 (𝑔) e 𝑅(𝑓, 𝑔) como
𝑇𝑓 (𝑔) =
∑︁
𝑗∈Z
𝑆𝑗−3𝑓Δ𝑗𝑔 e 𝑅(𝑓, 𝑔) =
∑︁
𝑗,𝑘∈Z
∑︁
|𝑗−𝑘|≤2
Δ𝑘𝑓Δ𝑗𝑔. (1.2.3)
Assim, formalmente, temos que
𝑓𝑔 = 𝑇𝑓 (𝑔) + 𝑇𝑔(𝑓) +𝑅(𝑓, 𝑔), (1.2.4)
para quaisquer 𝑓, 𝑔 ∈ 𝒮 ′/𝒫 . Esta igualdade é conhecida como fórmula do paraproduto de
Bony. O termo 𝑓𝑔 é chamado de paraproduto de 𝑓 e 𝑔. Para estimar o paraproduto de
𝑓 ∈ 𝒮 ′/𝒫 e 𝑔 ∈ 𝒮 ′/𝒫 , teremos que estimar as distribuições (módulo polinômios) 𝑇𝑓 (𝑔),
𝑇𝑔(𝑓) e 𝑅(𝑓, 𝑔).
Provemos algumas propriedades dos operadores Δ𝑘 e 𝑆𝑘.
i. (Δ𝑗Δ𝑘𝑓)∧ = 0 se | 𝑗 − 𝑘 |≥ 3. De fato: (Δ𝑗Δ𝑘𝑓)∧ = 𝜑𝑗(Δ𝑘𝑓)∧ = 𝜑𝑗𝜑𝑘𝑓 . Como
supp (𝜑𝑗) ⊂ {𝜉 ∈ R𝑛; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1}, temos que se | 𝑗− 𝑘 |≥ 3 então supp (𝜑𝑗)∩
supp (𝜑𝑘) = ∅. Segue que (Δ𝑗Δ𝑘𝑓)∧ = 0, como desejado.
ii. supp (𝑆𝑘−3𝑔Δ𝑘𝑓)∧ ⊂
{︁
𝜉 ∈ R𝑛; 2𝑘−1 ≤| 𝜉 |≤ 2𝑘+2
}︁
. De fato:
supp (𝑆𝑘−3𝑔Δ𝑘𝑓)∧ = supp (𝑆𝑘−3𝑔)∧ * (Δ𝑘𝑓)∧
⊂
(︁
supp (𝑆𝑘−3𝑔)∧ + supp (Δ𝑘𝑔)∧
)︁−
⊂
(︁{︁
𝜉 ∈ R𝑛; | 𝜉 |≤ 2𝑘−2
}︁
+
{︁
𝜉 ∈ R𝑛; 2𝑘−1 ≤| 𝜉 |≤ 2𝑘+1
}︁)︁−
⊂
{︁
𝜉 ∈ R𝑛; 2𝑘−1 ≤| 𝜉 |≤ 2𝑘+2
}︁
,
onde 𝐴− indica o fecho de 𝐴.
A seguir, apresentamos a definição dos espaços de Fourier–Besov homogêneos que consi-
deraremos nesta dissertação.
Definição 1.2.9. (Espaços de Fourier–Besov homogêneos) Seja 𝜑 ∈ 𝒮 a função
base como no Lema 1.2.1, 𝑠 ∈ R e 1 ≤ 𝑝, 𝑞 ≤ ∞. Definimos o espaço de Fourier–Besov
ℬ˙𝑠𝑝,𝑞(R𝑛) como o conjunto de todas as distribuições 𝑓 ∈ 𝒮 ′/𝒫 tais que 𝑓 ∈ 𝐿1𝑙𝑜𝑐(R𝑛) e
‖ 𝑓 ‖ℬ˙𝑠𝑝,𝑞(R𝑛)=|
{︁
2𝑠𝑗 | 𝜑𝑗𝑓 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z)<∞. (1.2.5)
Introduzimos a noção de topologia forte no espaço dual 𝑋 ′ de um espaço vetorial
topológico 𝑋.
Definição 1.2.10. Seja 𝑋 um espaço vetorial topológico. A topologia forte no espaço
dual𝑋 ′ é definida como a topologia localmente convexa gerada pela família de seminormas
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‖ 𝑇 ‖𝐵= sup
𝑥∈𝐵
| 𝑇 (𝑥) |, (1.2.6)
onde 𝑇 ∈ 𝑋 ′ e 𝐵 ⊂ 𝑋 é um conjunto limitado.
Verifiquemos a seguinte proposição, a prova da qual segue os alinhamentos apresentados
na tese de doutorado [26]
Proposição 1.2.11. Sejam 1 ≤ 𝑝, 𝑞 ≤ ∞ e 𝑠 < 𝑛− 𝑛
𝑝
.
i. Considere 𝒮 ′ com a topologia forte. Temos que
𝒮 ⊂ ℬ˙𝑠𝑝,𝑞(R𝑛) ⊂ 𝒮 ′/𝒫 , (1.2.7)
onde as inclusões são contínuas.
ii. O espaço
(︁
ℬ˙𝑠𝑝,𝑞 (R𝑛) , ‖ · ‖ℬ˙𝑠𝑝,𝑞(R𝑛)
)︁
é de Banach.
Demonstração. Provemos primeiro (i): Comecemos provando que
𝒮 →˓ ?˙?𝑠𝑝,𝑞. (1.2.8)
De fato, considerando as inclusões continuas 𝑙1(Z) →˓ 𝑙𝑞(Z) para 1 < 𝑞 ≤ ∞, é suficiente
provar (1.2.8) para 𝑞 = 1. Seja 𝑓 ∈ 𝒮. Como supp (𝜑𝑘) ⊂ 𝐵𝑘 =
{︁
𝜉 ∈ R𝑛; 2𝑘−1 ≤| 𝜉 |≤ 2𝑘+1
}︁
,
temos que
‖ 𝑓 ‖ℬ˙𝑠𝑝,1 =|
{︁
2𝑠𝑘 | 𝜑𝑘𝑓 |𝐿𝑝
}︁
𝑘∈Z |𝑙1(Z)
=
∑︁
𝑘∈Z
2𝑠𝑘 | 𝜑𝑘𝑓 |𝐿𝑝
=
∑︁
𝑘∈Z
2𝑠𝑘
(︂∫︁
R𝑛
| 𝜑𝑘 |𝑝| 𝑓 |𝑝 𝑑𝜉
)︂ 1
𝑝
=
∑︁
𝑘∈Z
2𝑠𝑘
(︂∫︁
𝐵𝑘
| 𝜑𝑘 |𝑝| 𝑓 |𝑝 𝑑𝜉
)︂ 1
𝑝
=
∑︁
𝑘<0
2𝑠𝑘
(︃∫︁
𝐵𝑘
| 𝜑𝑘 |𝑝 (1+ | 𝜉 |)𝑁1𝑝 | 𝑓 |𝑝 1(1+ | 𝜉 |)𝑁1𝑝 𝑑𝜉
)︃ 1
𝑝
+
∑︁
𝑘≥0
2𝑠𝑘
(︃∫︁
𝐵𝑘
| 𝜑𝑘 |𝑝 (1+ | 𝜉 |)𝑁2𝑝 | 𝑓 |𝑝 1(1+ | 𝜉 |)𝑁2𝑝 𝑑𝜉
)︃ 1
𝑝
.
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Como 𝑓 ∈ 𝒮, então
‖ 𝑓 ‖ℬ˙𝑠𝑝,1 ≤| 𝑓 |(𝑁1,0)
∑︁
𝑘<0
2𝑠𝑘
(︃∫︁
𝐵𝑘
| 𝜑𝑘 |𝑝 1(1+ | 𝜉 |)𝑁1𝑝 𝑑𝜉
)︃ 1
𝑝
+ | 𝑓 |(𝑁2,0)
∑︁
𝑘≥0
2𝑠𝑘
(︃∫︁
𝐵𝑘
| 𝜑𝑘 |𝑝 1(1+ | 𝜉 |)𝑁2𝑝 𝑑𝜉
)︃ 1
𝑝
.
Introduzindo, nas integrais acima, as coordenadas polares e usando [9, Teorema 2.49, pg.
78], obtemos que
‖ 𝑓 ‖ℬ˙𝑠𝑝,1 ≤| 𝑓 |(𝑁1,0)
∑︁
𝑘<0
2𝑠𝑘
(︃∫︁ 2𝑘+1
2𝑘−1
𝑟𝑛−1
(1 + 𝑟)𝑁1𝑝
𝑑𝑟
)︃ 1
𝑝
+ | 𝑓 |(𝑁1,0)
∑︁
𝑘≥0
2𝑠𝑘
(︃∫︁ 2𝑘+1
2𝑘−1
𝑟𝑛−1
(1 + 𝑟)𝑁2𝑝
𝑑𝑟
)︃ 1
𝑝
≤ 𝐶 | 𝑓 |(𝑁1,0)
∑︁
𝑘<0
2𝑠𝑘
(︃
2(𝑘+1)(𝑛−1)
(1 + 2𝑘−1)𝑁1𝑝 · 2
𝑘
)︃ 1
𝑝
+ 𝐶 | 𝑓 |(𝑁2,0)
∑︁
𝑘≥0
2𝑠𝑘
(︃
2(𝑘+1)(𝑛−1)
(1 + 2𝑘−1)𝑁2𝑝 · 2
𝑘
)︃ 1
𝑝
= 𝐶 | 𝑓 |(𝑁1,0)
∑︁
𝑘<0
2(𝑠+
𝑛
𝑝
−𝑁1)𝑘
+ 𝐶 | 𝑓 |(𝑁2,0)
∑︁
𝑘≥0
2(𝑠+
𝑛
𝑝
−𝑁2)𝑘
Tomando 𝑁1 < 𝑠+ 𝑛𝑝 e 𝑁2 > 𝑠+
𝑛
𝑝
, vemos que as séries acima são convergentes. Relembre
que a transformada de Fourier é um isomorfismo topológico em 𝒮 e temos as estimativas
| 𝑓 |(𝑁1,0)≤ 𝐶1 | 𝑓 |(𝑛+1,𝑁1) e | 𝑓 |(𝑁2,0)≤ 𝐶1 | 𝑓 |(𝑛+1,𝑁2). Logo,
‖ 𝑓 ‖ℬ˙𝑠𝑝,1 ≤ 𝐶1 | 𝑓 |(𝑛+1,𝑁1) +𝐶2 | 𝑓 |(𝑛+1,𝑁2) .
Isto implica a inclusão contínua (1.2.8). Agora, provemos que
ℬ˙𝑠𝑝,𝑞 →˓ 𝒮 ′/𝒫 . (1.2.9)
Basta provar isto para 𝑞 =∞, pois 𝑙𝑞(Z) →˓ 𝑙∞(Z) quando 𝑞 <∞. Seja 𝑓 ∈ 𝒮 ′ e 𝜑 ∈ 𝒮.
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Observando que 𝜓𝑘(𝜉) :=
𝑘+2∑︁
𝑗=𝑘−2
𝜑𝑗(𝜉) = 1 para cada 𝜉 ∈ supp(𝜑𝑘). Segue que
|< 𝑓, 𝜙 >| =|< 𝑓, 𝜙∨ >|
=|∑︁
𝑘∈Z
< 𝜑𝑘𝑓, 𝜓𝑘𝜙
∨ >|
≤∑︁
𝑘∈Z
| 𝜑𝑘𝑓 |𝐿𝑝 | 𝜓𝑘𝜙∨ |𝐿∞ .
Usando a Proposição 1.1.5, vemos que
|< 𝑓, 𝜙 >| ≤∑︁
𝑘∈Z
𝑚(𝐵𝑘)1−
1
𝑝 | 𝜑𝑘𝑓 |𝐿𝑝 | 𝜓𝑘𝜙∨ |𝐿∞
= 𝐶
∑︁
𝑘∈Z
2𝑛𝑘(1−
1
𝑝
)2𝑘𝑠 | 𝜑𝑘𝑓 |𝐿𝑝 2−𝑘𝑠 | 𝜓𝑘𝜙∨ |𝐿∞
≤ 𝐶 · sup
𝑘∈Z
(︁
2𝑘𝑠 | 𝜑𝑘𝑓 |𝐿𝑝
)︁∑︁
𝑘∈Z
2𝑘(𝑛−
𝑛
𝑝
−𝑠) | 𝜓𝑘𝜙∨ |𝐿∞
= 𝐶 ‖ 𝑓 ‖ℬ˙𝑠𝑝,∞
∑︁
𝑘∈Z
2𝑘(𝑛−
𝑛
𝑝
−𝑠) | 𝜓𝑘𝜙∨ |𝐿∞ .
Usando a desigualdade de Hausdorff–Young chegamos a
|< 𝑓, 𝜙 >| ≤ 𝐶 ‖ 𝑓 ‖ℬ˙𝑠𝑝,∞
∑︁
𝑘∈Z
2𝑘(𝑛−
𝑛
𝑝
−𝑠) | (𝜓𝑘)∨ * 𝜙∨∨ |𝐿1 .
Similarmente, como no capítulo 2 do livro [28], pode-se estabelecer a estimativa
∑︁
𝑘∈Z
2𝑘(𝑛−
𝑛
𝑝
−𝑠) | (𝜓𝑘)∨ * 𝜙∨∨ |𝐿1≤
𝑙∑︁
𝑖=1
| 𝜙 |(𝑁𝑖,𝛼𝑖) . (1.2.10)
Com a estimativa (1.2.10), chegamos a
| 𝑓 |𝐵= sup
𝜙∈𝐵
|< 𝑓, 𝜙 >|≤ 𝐶𝐵 | 𝑓 |ℬ˙𝑠𝑝,∞ , (1.2.11)
para todo conjunto limitado 𝐵 ⊂ 𝒮, o que nos dá (1.2.9).
Provemos (ii): Considere 𝒮 ′ com a topologia forte. Seja
∞∑︁
𝑖=1
𝑓𝑖 uma série absolutamente
convergente em ℬ˙𝑠𝑝,𝑞(R𝑛), isto é,
∞∑︁
𝑖=1
‖ 𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞(R𝑛)=
∞∑︁
𝑖=1
⎛⎝∑︁
𝑗∈Z
2𝑗𝑠𝑞 | 𝜑𝑗𝑓𝑖 |𝑞𝐿𝑝
⎞⎠ 1𝑞 <∞. (1.2.12)
Pela definição desta convergência, podemos concluir que, para cada 𝜀 > 0, existe 𝑁0 ∈ N,
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tal que, se 𝑁 > 𝑀 ≥ 𝑁0 então
𝑁∑︁
𝑖=𝑀+1
‖ 𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞< 𝜀, (1.2.13)
e então que a sequência 𝑆𝑁 =
𝑁∑︁
𝑖=1
𝑓𝑖 é de Cauchy em ℬ˙𝑠𝑝,𝑞, pois
‖ 𝑆𝑁 − 𝑆𝑀 ‖ℬ˙𝑠𝑝,𝑞=‖
𝑁∑︁
𝑖=𝑀+1
𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞≤
𝑁∑︁
𝑖=𝑀+1
‖ 𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞< 𝜀. (1.2.14)
Usando a inclusão contínua ℬ˙𝑠𝑝,𝑞 →˓ 𝒮 ′, vemos que a sequência (𝑆𝑁) é de Cauchy em 𝒮 ′.
Como 𝒮 ′ é completo, existe 𝑓 ∈ 𝒮 ′ tal que
𝑆𝑁 → 𝑓 em 𝒮 ′. (1.2.15)
Vejamos que ‖ 𝑓 ‖ℬ˙𝑠𝑝,𝑞<∞. Da relação (1.2.12), vemos que a série
∞∑︁
𝑖=1
𝜑𝑗𝑓𝑖 é absolutamente
convergente em 𝐿𝑝, o qual é completo, portanto esta série é convergente neste espaço.
Defina
𝑔𝑗(𝜉) =
∞∑︁
𝑖=1
𝜑𝑗(𝜉)𝑓𝑖(𝜉), para cada 𝑗 ∈ Z. (1.2.16)
Estimemos
|
{︁
2𝑗𝑠 | 𝑔𝑗 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z) =|
{︃
2𝑗𝑠 |
∞∑︁
𝑖=1
𝜑𝑗𝑓𝑖 |𝐿𝑝
}︃
𝑗∈Z
|𝑙𝑞(Z)
≤|
{︃ ∞∑︁
𝑖=1
2𝑗𝑠 | 𝜑𝑗𝑓𝑖 |𝐿𝑝
}︃
𝑗∈Z
|𝑙𝑞(Z) .
A desigualdade de Minkowski para integrais nos leva a
|
{︁
2𝑗𝑠 | 𝑔𝑗 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z) ≤
∞∑︁
𝑖=1
⎛⎝∑︁
𝑗∈Z
2𝑗𝑠𝑞 | 𝜑𝑗𝑓𝑖 |𝑞𝐿𝑝
⎞⎠ 1𝑞
=
∞∑︁
𝑖=1
‖ 𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞<∞.
Assim, temos (veja [27, pg. 59]) a série 𝑔 =
∞∑︁
𝑗=1
𝑔𝑗, 𝑔𝑗(𝜉) = 𝜑𝑗𝑔(𝜉) para cada 𝑗 ∈ Z, e
‖ 𝑔 ‖ℬ˙𝑠𝑝,𝑞 =|
{︁
2𝑗𝑠 | 𝜑𝑗𝑔 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z)
=|
{︁
2𝑗𝑠 | 𝑔𝑗 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z),
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e então
‖ 𝑔 ‖ℬ˙𝑠𝑝,𝑞≤
∞∑︁
𝑖=1
‖ 𝑓𝑖 ‖ℬ˙𝑠𝑝,𝑞<∞. (1.2.17)
Isto mostra que 𝑔 ∈ ℬ˙𝑠𝑝,𝑞. Finalmente, observando que
𝑔(𝜉) =
∑︁
𝑗∈Z
𝑔𝑗(𝜉) =
∑︁
𝑗∈Z
∞∑︁
𝑖=1
𝜑𝑗(𝜉)𝑓𝑖(𝜉) =
∑︁
𝑗∈Z
𝜑𝑗(𝜉)
∞∑︁
𝑖=1
𝑓𝑖(𝜉) =
∞∑︁
𝑖=1
𝑓𝑖(𝜉), (1.2.18)
pois a série
∞∑︁
𝑖=1
𝑓𝑖 ∈ 𝒮 ′. Segue que 𝑔 =
∞∑︁
𝑖=1
𝑓𝑖 em 𝒮 ′. Por outro lado, desde que a série
∞∑︁
𝑖=1
𝑓𝑖
converge para 𝑓 em 𝒮 ′, segue, pela unicidade da convergência no sentido de distribuição,
que 𝑓 = 𝑔. Assim, a estimativa (1.2.17) implica que ‖ 𝑓 ‖ℬ˙𝑠𝑝,𝑞<∞ e portanto a série
∞∑︁
𝑖=1
𝑓𝑖
é convergente em ℬ˙𝑠𝑝,𝑞. Isto prova que o espaço ℬ˙𝑠𝑝,𝑞 é completo.
1.3 A transformada de Riesz e o operador projeção
de Helmholtz–Leray
Nesta seção, vamos definir a transformada de Riesz, tanto na classe de Schwartz como
no espaço das distribuições temperadas módulo polinômios. Esta transformada permi-
tirá definir o operador projeção de Helmholtz–Leray, o qual, aplicado no sistema (0.0.1),
permite reduzir a parte do gradiente da pressão, originando um sistema de equações com
apenas uma incógnita, o campo de velocidade. Parte da teoria desta seção foi extraída
de [16] e [31].
Começamos com a definição da transformada de Riesz na classe de Schwartz.
Definição 1.3.1. (Transformada de Riesz na classe de Schwartz) Seja 𝑓 ∈ 𝒮. Para
cada 1 ≤ 𝑗 ≤ 𝑛, definimos a transformada de Riesz de f, ℛ𝑗𝑓 , como
ℛ𝑗𝑓(𝑥) = 𝑐𝑛
⟨
𝑝.𝑣.
(︃
𝑥𝑗
| 𝑥 |𝑛+1
)︃
, 𝑓
⟩
, (1.3.1)
onde 𝑐𝑛 = Γ
(︁
𝑛+1
2
)︁
𝜋−
𝑛+1
2 . Aqui, Γ é a função gamma e
⟨
𝑝.𝑣.
(︃
𝑥𝑗
| 𝑥 |𝑛+1
)︃
, 𝑓
⟩
= lim
𝜖→0
∫︁
|𝑦|≥𝜖
𝑦𝑗
| 𝑦 |𝑛+1𝑓(𝑥− 𝑦) 𝑑𝑦. (1.3.2)
Verifiquemos que (ℛ𝑗)∧ (𝜉) = −𝑖 𝜉𝑗|𝜉| . Usamos esta notação para indicar que, (ℛ𝑗𝑓)∧ (𝜉) =
−𝑖 𝜉𝑗|𝜉|𝑓 . De fato:
𝜕
𝜕𝑥𝑗
| 𝑥 |−𝑛+1= (1− 𝑛)𝑝.𝑣.
(︃
𝑥𝑗
| 𝑥 |𝑛+1
)︃
, (1.3.3)
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no sentido de distribuições; segue que
(ℛ𝑗)∧ (𝜉) = 𝑐𝑛𝑝.𝑣.
(︃
𝑥𝑗
| 𝑥 |𝑛+1
)︃∧
(𝜉) = 𝑐𝑛
(︃
1
1− 𝑛
𝜕
𝜕𝑥𝑗
| 𝑥 |−𝑛+1
)︃∧
= 𝑐𝑛
2𝜋𝑖𝜉𝑗
1− 𝑛
(︁
| 𝑥 |−𝑛+1
)︁∧
(𝜉)
= 𝑐𝑛
2𝜋𝑖𝜉𝑗
1− 𝑛 ·
𝜋
𝑛
2−1Γ(12)
Γ(𝑛−12 )
· | 𝜉 |−1 .
Assim, considerando o valor de 𝑐𝑛, obtemos que (ℛ𝑗)∧ (𝜉) = −𝑖 𝜉𝑗|𝜉| .
Não podemos simplesmente estender esta definição da transformada de Riesz ao espaço
das distribuições fazendo
⟨ℛ𝑗𝑓, 𝜑⟩ = ⟨𝑓,ℛ𝑗𝜑⟩ , (1.3.4)
para cada 𝜑 ∈ 𝒮, pois nem sempre ℛ𝑗𝜑 ∈ 𝒮. Segundo Grafakos [16], podemos superar
esta dificuldade dando sentido à expressão | 𝜉 |𝑠 ?^? para 𝑢 ∈ 𝒮 ′/𝒫 , como segue: seja 𝑠 ∈ R
e 𝑢 ∈ 𝒮 ′/𝒫 . Fixemos uma função suave 𝜂(𝜉) sobre R𝑛 que satisfaz
i. | 𝜉 |≥ 2→ 𝜂(𝜉) = 1
ii. | 𝜉 |≤ 1→ 𝜂(𝜉) = 0.
Definimos, para cada 𝑠 ∈ R, a aplicação | 𝜉 |𝑠 ?^? como
⟨| 𝜉 |𝑠 ?^?, 𝜑⟩ = lim
𝜖→0
⟨
?^?, 𝜂
(︃
𝜉
𝜖
)︃
| 𝜉 |𝑠 𝜑(𝜉)
⟩
, (1.3.5)
para todo 𝜑 ∈ 𝒮, sempre que este limite exista. Esta aplicação | 𝜉 |𝑠 ?^? é uma distribuição
temperada e esta definição não depende da escolha da função 𝜂. Com esta distribuição,
módulo polinômios, podemos definir a transformada de Riesz da seguinte forma.
Definição 1.3.2. (Transformada de Riesz de uma distribuição temperada) Sejam
𝑓 ∈ 𝒮 ′/𝒫 e 1 ≤ 𝑗 ≤ 𝑛. A transformada de Riesz de 𝑓 , ℛ𝑗𝑓 , é definida pela sua
transformada de Fourier como
(ℛ𝑗𝑓)∧ (𝜉) = −𝑖𝜉𝑗 | 𝜉 |−1 𝑓. (1.3.6)
Vemos que ℛ𝑗𝑓 ∈ 𝒮 ′/𝒫 , pois | 𝜉 |−1 𝑓 ∈ 𝒮 ′/𝒫 e −𝑖𝜉𝑗 é uma função de crescimento lento .
Agora podemos apresentar o operador projeção de Helmholtz–Leray.
Definição 1.3.3. (Operador projeção de Helmholtz–Leray) O operador projeção
de Helmholtz–Leray P é definido como
P = 𝐼 +ℛ⊗ℛ, (1.3.7)
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onde 𝐼 é a aplicação identidade sobre (𝒮 ′/𝒫)𝑛 e ℛ é um vetor cujas componentes são
dadas pelas transformadas de Riesz, i.e., ℛ = (ℛ1,ℛ2, . . . ,ℛ𝑛) e (ℛ⊗ℛ)𝑖𝑗 = ℛ𝑖ℛ𝑗.
Segue que, para cada 𝑓 ∈ (𝒮 ′/𝒫)𝑛,
P𝑓 = 𝑓 + (ℛ⊗ℛ) 𝑓.
Aplicando a transformada de Fourier, e usando a definição da transformada de Riesz,
obtemos que
(P𝑓)∧ = 𝑓 + ((ℛ⊗ℛ) 𝑓)∧
= 𝑓 +
(︃
−𝑖 𝜉𝑖| 𝜉 |ℛ^𝑗
)︃
1≤𝑖,𝑗≤𝑛
𝑓
= 𝑓 +
(︃(︃
−𝑖 𝜉𝑖| 𝜉 |
)︃(︃
−𝑖 𝜉𝑗| 𝜉 |
)︃)︃
1≤𝑖,𝑗≤𝑛
𝑓,
e então
(P𝑓)∧ (𝜉) =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
1≤𝑖,𝑗≤𝑛
𝑓. (1.3.8)
Verifiquemos algumas propriedades deste operador. Sem perda de generalidade, desde
que o sistema (0.0.1) está posto em R3, consideramos 𝑛 = 3.
i. P é linear : Para 𝑓, 𝑔 ∈ (𝒮 ′/𝒫)3 e 𝜆 ∈ C, temos que
P (𝜆𝑓 + 𝑔) = (𝜆𝑓 + 𝑔) +ℛ⊗ℛ (𝜆𝑓 + 𝑔)
= 𝜆𝑓 +ℛ⊗ℛ (𝜆𝑓) + 𝑔 +ℛ⊗ℛ (𝑔)
= 𝜆 (P𝑓) + P𝑔.
ii. div (P𝑓) = 0, ou equivalentemente, (div (P𝑓))∧ = 0. De fato,
div P = div 𝐼 + div (ℛ⊗ℛ)
= (𝜕𝑘)𝑘 + (ℛ𝑘 div ℛ)𝑘 .
Aplicando a transformada de Fourier, considerando a sua ação sobre as derivadas e
pela definição da transformada de Riesz, temos que
(divP)∧ =
(︁
𝜕𝑘
)︁
𝑘
+
(︁
(ℛ𝑘 divℛ)∧
)︁
𝑘
.
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Assim, para cada 1 ≤ 𝑘 ≤ 3, obtemos que
𝜕𝑘 + (ℛ𝑘 div ℛ)∧ = (−𝑖𝜉𝑘) +
(︃
−𝑖 𝜉𝑘| 𝜉 | (div ℛ)
∧
)︃
= (−𝑖𝜉𝑘)−
(︃
−𝑖 𝜉𝑘| 𝜉 |
)︃⎛⎝ 3∑︁
𝑗=1
− 𝑖𝜉𝑗ℛ^𝑗
⎞⎠
= (−𝑖𝜉𝑘)−
(︃
−𝑖 𝜉𝑘| 𝜉 |
)︃⎛⎝ 3∑︁
𝑗=1
(−𝑖𝜉𝑗)
(︃−𝑖𝜉𝑗
| 𝜉 |
)︃⎞⎠
= (−𝑖𝜉𝑘) + 𝑖 𝜉𝑘| 𝜉 |2 · | 𝜉 |
2= 0,
como queríamos. Podemos concluir que o operador P aplica (𝒮 ′/𝒫)3 no subespaço
de todas as distribuições módulo polinômios 𝑓 ∈ (𝒮 ′/𝒫)3 de divergência nula. Estes
elementos são chamados de ‘‘vetores livres de divergência’’.
iii. Se 𝑓 ∈ (𝒮 ′/𝒫)3 satisfaz div 𝑓 = 0, então P𝑓 = 𝑓 , ou equivalentemente (P𝑓)∧ = 𝑓 .
Observação 1.3.4. Aplicando a transformada de Fourier em div 𝑓 = 0, obtemos
que
3∑︁
𝑗=1
− 𝑖𝜉𝑗𝑓𝑗 = 0.
De fato,
(P𝑓)∧ =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
𝑓
=
⎛⎜⎜⎜⎝
(1− 𝜉21|𝜉|2 )𝑓1 − 𝜉1𝜉2|𝜉|2 𝑓2 − 𝜉1𝜉3|𝜉|2 𝑓3
− 𝜉2𝜉1|𝜉|2 𝑓1 + (1− 𝜉
2
2
|𝜉|2 )𝑓2 − 𝜉2𝜉3|𝜉|2 𝑓3
− 𝜉3𝜉1|𝜉|2 𝑓1 − 𝜉3𝜉2|𝜉|2 𝑓2 + (1− 𝜉
2
3
|𝜉|2 )𝑓3
⎞⎟⎟⎟⎠ ,
donde segue que (︁
(P𝑓)∧
)︁
𝑘
= 𝑓𝑘 + 𝑖
𝜉𝑘
| 𝜉 |
⎛⎝ 3∑︁
𝑗=1
− 𝑖𝜉𝑗𝑓𝑗
⎞⎠ . (1.3.9)
Considerando a observação (1.3.4), obtemos que (P𝑓)∧ = 𝑓 e assim P𝑓 = 𝑓 . Uma
consequência simples é que P2𝑓 = PP𝑓 = P𝑓 para cada 𝑓 ∈ (𝒮 ′/𝒫)3, e assim P2 = P.
Portanto, P é um operador projeção.
Este operador será util para estudar as equações de Navier–Stokes. As suas propriedades
em relação a transformada de Fourier nos ajudarão a estabelecer algumas estimativas
importantes.
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1.4 Formulação branda das equações de Navier–Stokes–
Coriolis
Nesta seção, apresentamos a formulação branda das equações de Navier–Stokes–Coriolis.
Muitos dos argumentos usados aqui podem ser encontrados em [25]. Seja 𝑢 = 𝑢(𝑥, 𝑡) =
(𝑢1(𝑥, 𝑡), 𝑢2(𝑥, 𝑡), 𝑢3(𝑥, 𝑡)) uma função suficientemente suave na variável 𝑡, tal que 𝑢(·, 𝑡) ∈
𝒮, para cada 𝑡 ≥ 0, e satisfaz⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝜕𝑢
𝜕𝑡
−Δ𝑢+ Ω𝑒3 × 𝑢+ (𝑢 · ▽)𝑢+▽𝑝 = 0 em R3 × (0,∞)
div 𝑢 = 0 em R3 × (0,∞)
𝑢(𝑥, 0) = 𝑢0(𝑥) em R3,
(1.4.1)
com uma pressão 𝑝(𝑡, 𝑥) também suficientemente suave. Apliquemos o operador projeção
de Helmholtz–Leray P. Vejamos os efeitos da aplicação deste operador no sistema (1.4.1).
i. O operador projeção comuta com a derivada temporal:
(︃
P
𝜕
𝜕𝑡
)︃∧
=
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
·
(︃
𝜕
𝜕𝑡
)︃∧
=
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
· (−𝑖𝑡)
= (−𝑖𝑡)
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
=
(︃
𝜕
𝜕𝑡
P
)︃∧
.
Segue que P 𝜕
𝜕𝑡
= 𝜕
𝜕𝑡
P.
ii. O operador projeção comuta com o operador laplaciano:
(PΔ)∧ =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
· Δ^ =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
·
3∑︁
𝑗=1
(−𝑖𝜉𝑗)2
=
3∑︁
𝑗=1
(−𝑖𝜉𝑗)2 ·
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
= (ΔP)∧ .
Assim, PΔ = ΔP.
iii. A relação com o gradiente:
(P∇)∧ =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
· ∇^ =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖𝜉𝑗| 𝜉 |2
)︃
·
⎛⎜⎜⎜⎝
−𝑖𝜉1
−𝑖𝜉2
−𝑖𝜉3
⎞⎟⎟⎟⎠ ,
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e portanto
(︁
(P∇)∧
)︁
1
=
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
(−𝑖𝜉1)− 𝜉1𝜉2| 𝜉 |2 (−𝑖𝜉2) +
𝜉1𝜉3
| 𝜉 |2 (−𝑖𝜉3)
= −𝑖𝜉1 + 𝑖 𝜉1| 𝜉 |2
⎛⎝ 3∑︁
𝑗=1
𝜉2𝑗
⎞⎠ = 0.
Analogamente, obtemos que
(︁
(P∇)∧
)︁
𝑘
= 0 para 𝑘 = 2, 3. Portanto (P∇)∧ = 0.
iv. Podemos rescrever Ω𝑒3× 𝑢 = ΩJ𝑢, onde J é a matriz anti-simétrica de ordem 3× 3
J =
⎛⎜⎜⎜⎝
0 −1 0
1 0 0
0 0 0.
⎞⎟⎟⎟⎠ .
Com isto, podemos observar que P (Ω𝑒3 × 𝑢) = PΩJ𝑢 = ΩJ (P𝑢).
Usando que P𝑢 = 𝑢, pois div 𝑢 = 0, obtemos que 𝑢 satisfaz⎧⎪⎨⎪⎩
𝜕
𝜕𝑡
𝑢−Δ𝑢+ ΩJ𝑢+ P div (𝑢⊗ 𝑢) = 0,
𝑢(0, 𝑥) = 𝑢0.
(1.4.2)
Considerando que {𝑇 (𝑡)}𝑡≥0 é o semigrupo associado à parte linear de (1.4.2) e usando o
princípio de Duhamel, vemos que 𝑢 satisfaz a equação integral
𝑢(𝑡, ·) = 𝑇 (𝑡)𝑢0 +
∫︁ 𝑡
0
𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑢) (𝜏) 𝑑𝜏, (1.4.3)
para cada 𝑡 ≥ 0. Motivados por esta equação integral, definimos o que entenderemos por
uma solução branda.
Definição 1.4.1. (Solução branda) Seja 𝑋 um espaço de Banach de distribuições
módulo polinômios. Dizemos que 𝑢 ∈ 𝐶 ([0,∞) , 𝑋)3 é uma solução branda das equações
de Navier–Stokes–Coriolis (0.0.1) se 𝑢 satisfaz a equação integral (1.4.3).
Observação 1.4.2. A derivação explícita do semigrupo {𝑇 (𝑡)}𝑡≥0 associado à parte linear
do sistema (0.0.1), também associada com (1.4.2), foi obtida por Hieber e Shibata [17] e
é dada por
𝑇 (𝑡)𝑓 =
[︃(︃
cos
(︃
Ω 𝜉3| 𝜉 |𝑡
)︃
𝐼 + sen
(︃
Ω 𝜉3| 𝜉 |𝑡
)︃
𝑅(𝜉)
)︃
𝑒−|𝜉|
2𝑡𝑓(𝜉)
]︃∨
, (1.4.4)
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para cada 𝑡 ≥ 0 e tal que div 𝑓 = 0, onde 𝐼 é a matriz identidade em R3 e
𝑅(𝜉) = 1| 𝜉 |
⎛⎜⎜⎜⎝
0 𝜉3 −𝜉2
−𝜉3 0 𝜉1
𝜉2 −𝜉1 0
⎞⎟⎟⎟⎠ , (1.4.5)
para cada 𝜉 ∈ R3 − {0}.
1.5 O teorema do ponto fixo de Banach
Nesta seção descrevemos o teorema do ponto fixo de Banach, o qual será usado para
provar que a equação integral (1.4.3) possui um único ponto fixo, isto é, uma única solução
branda para as equações de Navier–Stokes–Coriolis (0.0.1). Comecemos definindo o que
são conhecidos como pontos fixos e aplicações de contração. O conteúdo desta seção foi
extraída do livro [15].
Definição 1.5.1. Seja 𝐾 um subconjunto de um espaço de Banach 𝑉 . Considere uma
aplicação 𝐹 : 𝐾 → 𝑉 , dizemos que um elemento 𝑢 de 𝐾 é um ponto fixo da aplicação 𝐹
se a equação
𝑢 = 𝐹 (𝑢) (1.5.1)
é satisfeita.
Definição 1.5.2. Seja 𝑉 um espaço de Banach. Uma aplicação 𝐹 : 𝐾 ⊂ 𝑉 → 𝑉 é
chamada de contração, se existe uma constante 0 ≤ 𝜆 < 1 que satisfaz
‖ 𝐹 (𝑢)− 𝐹 (𝑣) ‖𝑉≤ 𝜆 ‖ 𝑢− 𝑣 ‖𝑉 , (1.5.2)
para quaisquer 𝑢 e 𝑣 em 𝐾. O valor 𝜆 é chamado de constante de contração.
Na sequência, enunciamos e provamos o teorema do ponto fixo de Banach, o qual é
também conhecido como princípio da contração.
Proposição 1.5.3. (O teorema do ponto fixo de Banach) Assuma que 𝐾 é um
subconjunto fechado não-vazio no espaço de Banach 𝑉 e que 𝐹 : 𝐾 → 𝐾 é uma aplicação
de contração com constante de contração 0 ≤ 𝜆 < 1. Então, os seguintes resultados são
satisfeitos:
i. Existência e unicidade: Existe um único 𝑢 ∈ 𝐾 tal que
𝑢 = 𝐹 (𝑢). (1.5.3)
Em outras palavras, 𝐾 possui um único ponto fixo da contração 𝐹 .
ESPAÇOS DE FUNÇÕES E PRELIMINARES 36
ii. Convergência e estimativas do erro da iteração: Para qualquer 𝑢0 ∈ 𝐾, a sequência
definida por 𝑢𝑛+1 = 𝐹 (𝑢𝑛), 𝑛 = 0, 1, . . . , converge a 𝑢, isto é,
‖ 𝑢𝑛 − 𝑢 ‖𝑉→ 0 quando 𝑛→∞. (1.5.4)
Para o erro, as seguintes estimativas verificam-se:
‖ 𝑢𝑛 − 𝑢 ‖𝑉≤ 𝜆
𝑛
1− 𝜆 ‖ 𝑢0 − 𝑢1 ‖𝑉 , (1.5.5)
‖ 𝑢𝑛 − 𝑢 ‖𝑉≤ 𝜆1− 𝜆 ‖ 𝑢𝑛−1 − 𝑢𝑛 ‖𝑉 , (1.5.6)
‖ 𝑢𝑛 − 𝑢 ‖𝑉≤ 𝜆 ‖ 𝑢𝑛−1 − 𝑢 ‖𝑉 . (1.5.7)
Demonstração. Como 𝐹 : 𝐾 → 𝐾, a sequência 𝑢𝑛 é bem definida. Provemos primeiro
que 𝑢𝑛 é uma sequência de Cauchy. De fato, como a aplicação 𝐹 é de contração, temos
que
‖ 𝑢𝑛+1 − 𝑢𝑛 ‖𝑉≤ 𝜆 ‖ 𝑢𝑛 − 𝑢𝑛−1 ‖𝑉≤ . . . ≤ 𝜆𝑛 ‖ 𝑢1 − 𝑢0 ‖𝑉 . (1.5.8)
Para quaisquer 𝑚 ≥ 𝑛 ≥ 1, segue que
‖ 𝑢𝑚 − 𝑢𝑛 ‖𝑉 ≤
𝑚−𝑛−1∑︁
𝑗=0
‖ 𝑢𝑛+𝑗+1 − 𝑢𝑛+𝑗 ‖𝑉
≤
𝑚−𝑛−1∑︁
𝑗=0
𝜆𝑛+𝑗 ‖ 𝑢1 − 𝑢0 ‖𝑉 ,
e então
‖ 𝑢𝑚 − 𝑢𝑛 ‖𝑉≤ 𝜆
𝑛
1− 𝜆 ‖ 𝑢1 − 𝑢0 ‖𝑉 . (1.5.9)
Desde que 0 ≤ 𝜆 < 1, ‖ 𝑢𝑚 − 𝑢𝑛 ‖𝑉→ 0, quando 𝑚,𝑛→∞. Assim, 𝑢𝑛 é uma sequência
de Cauchy. Lembrando que 𝐾 é um subconjunto fechado do espaço de Banach 𝑉 , vemos
que (𝑢𝑛) tem um limite 𝑢 ∈ 𝐾. Tomando o limite quando 𝑛→∞ na equação
𝑢𝑛+1 = 𝐹 (𝑢𝑛), (1.5.10)
e pela continuidade da aplicação 𝐹 , resulta em 𝑢 = 𝐹 (𝑢). Vejamos agora que 𝑢 é o único
ponto fixo de 𝐹 em 𝐾. De fato, suponha que exista um outro ponto fixo 𝑢′ ∈ 𝐾. Como
𝐹 é uma contração, temos que
‖ 𝑢− 𝑢′ ‖=‖ 𝐹 (𝑢)− 𝐹 (𝑢′) ‖≤ 𝜆 ‖ 𝑢− 𝑢′ ‖ . (1.5.11)
Segue que 𝑢 = 𝑢′, pois 0 ≤ 𝜆 < 1.
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Agora, provemos as estimativas do erro. Fazendo 𝑚 → ∞ em (1.5.9), obtemos a
estimativa (1.5.5). Para obter (1.5.7), basta observar que
‖ 𝑢𝑛 − 𝑢 ‖𝑉=‖ 𝐹 (𝑢𝑛−1)− 𝐹 (𝑢) ‖𝑉≤ 𝜆 ‖ 𝑢𝑛−1 − 𝑢 ‖𝑉 , (1.5.12)
a qual, junto com a estimativa
‖ 𝑢𝑛−1 − 𝑢 ‖𝑉≤‖ 𝑢𝑛−1 − 𝑢𝑛 ‖𝑉 + ‖ 𝑢𝑛 − 𝑢 ‖𝑉 , (1.5.13)
implica (1.5.6).
1.6 Teoria abstrata de boa-colocação
Nesta seção, apresentaremos uma teoria abstrata de boa-colocação para uma equação
de evolução semilinear abstrata com uma não linearidade do tipo 𝑘-linear para 𝑘 ≥ 2.
Esta teoria foi apresentada por I. Bejenaru e T. Tao [4]. Consideremos a equação abstrata
𝑢 = 𝐿 (𝑓) +𝑁𝑘 (𝑢, . . . , 𝑢) , (1.6.1)
onde o dado 𝑓 toma valores em algum espaço de dados 𝐷. A solução toma valores em
algum espaço de soluções 𝑄, o operador 𝐿 : 𝐷 → 𝑄 é densamente definido, e o operador
𝑘-linear 𝑁𝑘 : 𝑄× . . .×𝑄→ 𝑄 é também densamente definido.
Começamos com a definição de boa-colocação quantitativa.
Definição 1.6.1. Seja (𝐷, | · |𝐷) um espaço de Banach de dados e (𝑄, | · |𝑄) um espaço
de Banach. Dizemos que a equação (1.6.1) é quantitativamente bem-colocada nos espaços
𝐷 e 𝑄, se podermos obter estimativas do tipo
| 𝐿(𝑓) |𝑄≤ 𝐶 | 𝑓 |𝐷 (1.6.2)
e
| 𝑁𝑘(𝑢1, . . . , 𝑢𝑘) |𝑄≤ 𝐶 | 𝑢1 |𝑄 . . . | 𝑢𝑘 |𝑄, (1.6.3)
para cada 𝑓 ∈ 𝐷, 𝑢1, . . . , 𝑢𝑘 ∈ 𝑄 e alguma constante 𝐶 > 0.
A próxima proposição mostra que a boa-colocação quantitativa implica a boa-colocação
analítica.
Proposição 1.6.2. (Teorema abstrato de boa-colocação ) Suponha que a equação
(1.6.1) é quantivativamente bem-colocada nos espaços 𝐷 e 𝑄. Então, existem constantes
𝐶0 e 𝜖0 positivas, tais que, para cada 𝑓 ∈ 𝐵𝐷(0, 𝜖0) existe uma única solução 𝑢 [𝑓 ] ∈
𝐵𝑄(0, 𝐶0𝜖0) para a equação (1.6.1). Além disso, se definirmos as aplicações não lineares
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𝐴𝑛 : 𝐷 → 𝑄, para 𝑛 ∈ N, pela fórmula recursiva⎧⎪⎨⎪⎩
𝐴1(𝑓) := 𝐿(𝑓)
𝐴𝑛(𝑓) :=
∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛
𝑁𝑘 (𝐴𝑛1(𝑓), . . . , 𝐴𝑛𝑘(𝑓)) , para𝑛 > 1, (1.6.4)
onde 𝐺𝑛 =
{︁
(𝑛1, . . . , 𝑛𝑘) ∈ N𝑘;𝑛1 + · · ·+ 𝑛𝑘 = 𝑛
}︁
, então temos a propriedade de homo-
geneidade
𝐴𝑛(𝜆𝑓) = 𝜆𝑛𝐴𝑛(𝑓) para cada𝜆 ∈ R, 𝑛 ≥ 1 e 𝑓 ∈ 𝐷. (1.6.5)
Também, existe 𝐶1 > 0 tal que,
| 𝐴𝑛(𝑓)− 𝐴𝑛(𝑔) |𝑄≤| 𝑓 − 𝑔 |𝐷 𝐶𝑛1 (| 𝑓 |𝐷 + | 𝑔 |𝐷)𝑛−1 , (1.6.6)
para todos 𝑓, 𝑔 ∈ 𝐷 e 𝑛 ≥ 1. Em particular,
| 𝐴𝑛(𝑓) |𝑄≤ 𝐶𝑛2 | 𝑓 |𝑛𝐷, (1.6.7)
para algum 𝐶2 > 0. Além disso, temos a convergência absoluta em 𝑄 da expansão em
série de potências
𝑢[𝑓 ] =
∞∑︁
𝑛=1
𝐴𝑛(𝑓), (1.6.8)
para cada 𝑓 ∈ 𝐵𝐷(0, 𝜖0) fixada.
Demonstração. Faremos a demonstração nos seguintes passos:
Passo 1. Definamos a aplicação 𝐵 : 𝑄→ 𝑄 como
𝐵(𝑢) = 𝐿(𝑓) +𝑁𝑘(𝑢, . . . , 𝑢). (1.6.9)
Verifiquemos que 𝐵 é uma contração na bola 𝐵𝑄(0, 𝐶0𝜖0), para algum 𝐶0 > 0 e
𝜖0 > 0 suficientemente pequeno dependendo de 𝐶0. De fato, podemos estimar
| 𝐵(𝑢)−𝐵(𝑣) |𝑄 =| (𝐿(𝑓)−𝑁𝑘(𝑢, . . . , 𝑢))− (𝐿(𝑓)−𝑁𝑘(𝑣, . . . , 𝑣)) |𝑄
=| 𝑁𝑘(𝑢, . . . , 𝑢)−𝑁𝑘(𝑣, . . . , 𝑣) |𝑄
=| 𝑁𝑘(𝑢− 𝑣, . . . , 𝑢) +𝑁𝑘(𝑣, 𝑢− 𝑣, 𝑢, . . . , 𝑢)
+ · · ·+𝑁𝑘(𝑣, 𝑣, , . . . , 𝑢− 𝑣, 𝑢) +𝑁𝑘(𝑣, 𝑣, . . . , 𝑣, 𝑢− 𝑣) |𝑄
≤| 𝑁𝑘(𝑢− 𝑣, . . . , 𝑢) |𝑄 + | 𝑁𝑘(𝑣, 𝑢− 𝑣, 𝑢, . . . , 𝑢) |𝑄
+ · · ·+ | 𝑁𝑘(𝑣, 𝑣, 𝑣, . . . , 𝑢− 𝑣, 𝑢) |𝑄 + | 𝑁𝑘(𝑣, 𝑣, . . . , 𝑣, 𝑢− 𝑣) |𝑄 .
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Por (1.6.3), segue que
| 𝐵(𝑢)−𝐵(𝑣) |𝑄 ≤ 𝐶1 | 𝑢− 𝑣 || 𝑢 |𝑘−1 + · · ·+ 𝐶𝑘−1 | 𝑣 |𝑘−2| 𝑢− 𝑣 || 𝑢 | +𝐶𝑘 | 𝑣 |𝑘−1| 𝑢− 𝑣 |
≤ 𝐶
(︁
| 𝑢 |𝑘−1 + | 𝑣 || 𝑢 |𝑘−2 + · · ·+ | 𝑣 |𝑘−2| 𝑢 | + | 𝑣 |𝑘−1
)︁
| 𝑢− 𝑣 |𝑄,
e como 𝑢, 𝑣 ∈ 𝐵𝑄(0, 𝐶0𝜖0), obtemos que
| 𝐵(𝑢)−𝐵(𝑣) |𝑄≤ 𝐶 (𝐶0𝜖0)𝑘−1 | 𝑢− 𝑣 |𝑄 . (1.6.10)
Escolhendo apropriadamente 𝐶0 e 𝜖0 de modo que 𝐶(𝐶0𝜖0)𝑘−1 < 1, podemos usar o
princípio da contração (1.5.3) para concluir que existe uma única aplicação 𝑢 ↦→ 𝑢[𝑓 ].
Passo 2. Verifiquemos (1.6.5) por indução: como, por definição, 𝐴1(𝑓) = 𝐿(𝑓) e 𝐿 é linear,
segue que 𝐴1(𝜆𝑓) = 𝜆𝐴1(𝑓). Suponhamos agora que 𝐴𝑙(𝜆𝑓) = 𝜆𝑛𝐴𝑙(𝑓) para cada
2 ≤ 𝑙 ≤ 𝑛. Pela definição de 𝐴𝑛+1, vemos que 1 ≤ 𝑛1, . . . , 𝑛𝑘 ≤ 𝑛. Daí, pela
hipótese de indução, temos que 𝐴𝑛𝑖(𝜆𝑓) = 𝜆𝐴𝑛𝑖(𝑓) para cada 1 ≤ 𝑖 ≤ 𝑘. Logo,
𝐴𝑛+1 =
∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛+1
𝜆𝑛1+···+𝑛𝑘𝑁𝑘 (𝐴𝑛1(𝑓), . . . 𝐴𝑛𝑘(𝑓))
= 𝜆𝑛+1𝐴𝑛+1(𝑓).
Podemos verificar também, por indução, que
𝐴𝑛(𝑓) =𝑀𝑛 (𝑓, . . . , 𝑓) , (1.6.11)
para alguma aplicação 𝑛-linear𝑀𝑛 : 𝐷× . . .×𝐷 → 𝑄. Vejamos agora, por indução,
que
| 𝐴𝑛(𝑓) |𝑄≤ (𝐶3 | 𝑓 |𝐷)𝑛 , (1.6.12)
para alguma constante grande 𝐶3 > 0. No caso de 𝐴1 = 𝐿, temos (1.6.12) em vista
da estimativa (1.6.2). Suponhamos que (1.6.12) é satisfeita para 2 ≤ 𝑙 ≤ 𝑛. Então,
| 𝐴𝑛+1(𝑓) |𝑄 =|
∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛+1
𝑁𝑘 (𝐴𝑛1(𝑓), . . . , 𝐴𝑛𝑘(𝑓)) |𝑄
≤ ∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛+1
| 𝑁𝑘 (𝐴𝑛1(𝑓), . . . , 𝐴𝑛𝑘(𝑓)) |𝑄 .
Considerando as estimativas (1.6.2) e (1.6.3), temos que
| 𝐴𝑛+1(𝑓) |𝑄 ≤
∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛+1
𝐶𝑘 | 𝐴𝑛1(𝑓) |𝑄 . . . | 𝐴𝑛𝑘(𝑓) |𝑄 .
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Pela hipótese de indução, segue que
| 𝐴𝑛+1(𝑓) |𝑄 ≤ 𝐶𝑘
∑︁
(𝑛1,...,𝑛𝑘)∈𝐺𝑛+1
(𝐶3 | 𝑓 |𝐷)𝑛1 . . . (𝐶3 | 𝑓 |𝐷)𝑛𝑘
≤ (𝐶3 | 𝑓 |𝐷)𝑛+1 .
Passo 3. Provemos (1.6.6). Pela simetria da desigualdade, podemos tomar | 𝑓 |𝐷≤| 𝑔 |𝐷,
e pela homogeneidade da 𝐴𝑛 é suficiente considerar | 𝑔 |𝐷≤ 1. Pois, se 𝑓, 𝑔 ∈ 𝐷
satisfazem | 𝑓 |𝐷≤| 𝑔 |𝐷 e | 𝑔 |𝐷> 1, tome 𝑔 = 𝑔/| 𝑔 |𝐷, e assim temos que | 𝑔 |𝐷= 1
e 𝑓 = 𝑓/| 𝑔 |𝐷. Assim, teríamos a desigualdade (1.6.6), e segue pela homogeneidade
de 𝐴𝑛 que (1.6.6) é satisfeita para as funções 𝑓, 𝑔. Assuma que 𝑓 ̸= 𝑔, denote
𝑡 =| 𝑓 − 𝑔 |𝐷> 0 e considere ℎ tal que 𝑓 = 𝑔 + 𝑡ℎ. Assim, temos que
0 < 𝑡 =| 𝑓 − 𝑔 |𝐷≤| 𝑓 |𝐷 + | 𝑔 |𝐷≤ 2 e | ℎ |𝐷= 1. (1.6.13)
Com isto, para provar (1.6.6) é suficiente mostrar que
| 𝐴𝑛(𝑔 + 𝑡ℎ)− 𝐴𝑛(𝑔) |𝑄≤ 𝑡𝐶𝑛1 . (1.6.14)
Procedamos a mostrar isto. Como 𝐴𝑛(𝑓) =𝑀𝑛(𝑓, . . . , 𝑓), então para 𝑔, ℎ fixados, fa-
zendo explícitos os termos da 𝐴𝑛(𝑓), verifica-se que a função 𝑠 ↦→ 𝐴𝑛(𝑔+𝑠ℎ)−𝐴𝑛(𝑔)
é um polinômio de grau não maior do que 𝑛, na variável 𝑠, com termo constante
zero, isto é,
𝐴𝑛(𝑔 + 𝑠ℎ)− 𝐴𝑛(𝑔) =
𝑛∑︁
𝑗=1
𝐹𝑗𝑠
𝑗, (1.6.15)
onde 𝐹𝑗 ∈ 𝑄. Usando a desigualdade (1.6.7), temos que
| 𝐴𝑛(𝑔 + 𝑠ℎ)− 𝐴𝑛(𝑔) |𝑄 ≤| 𝐴𝑛(𝑔 + 𝑠ℎ) |𝑄 + | 𝐴𝑛(𝑔) |𝑄
≤ 𝐶𝑛2 | 𝑔 + 𝑠ℎ |𝑛𝑄 +𝐶𝑛2 | 𝑔 |𝑛𝑄
≤ 𝐶𝑛2 (| 𝑔 |𝑄 + | 𝑠 || ℎ |𝑄)𝑛 + 𝐶𝑛2 | 𝑔 |𝑛𝑄 .
Como | 𝑔 |𝑄≤ 1, | ℎ |𝑄= 1 e | 𝑠 |≤ 1, obtemos (1.6.14). Usando a fórmula de
interpolação de Lagrange para encontrar 𝐹1, . . . , 𝐹𝑛 a partir dos pontos da amostra
𝑛∑︁
𝑗=1
𝐹𝑗𝑠
𝑗, concluímos que
| 𝐹𝑗 |𝑄≤ 𝐶𝑛, (1.6.16)
para cada 1 ≤ 𝑗 ≤ 𝑛 e algum 𝐶 > 0. Introduzindo isto de volta na igualdade
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(1.6.15) e considerando 0 < 𝑠 = (𝑡/2) 1𝑛 ≤ 1, obtemos
| 𝐴𝑛(𝑔 + 𝑠ℎ)− 𝐴𝑛(𝑔) |𝑄 ≤ 𝐶𝑛
𝑛∑︁
𝑗=1
𝑠𝑗
≤ 𝐶𝑛𝑡.
Passo 4 Verifiquemos (1.6.8). A partir de (1.6.7), vemos que a série
∞∑︁
𝑛=1
𝐴𝑛(𝑓) converge ab-
solutamente em 𝑄 para 𝜖 > 0 suficientemente pequeno. Denotando 𝑢𝑘 =
𝑘∑︁
𝑛=1
𝐴𝑛(𝑓),
podemos verificar que
𝐿(𝑓) +𝑁𝑘(𝑢𝑘, . . . , 𝑢𝑘) = 𝑢𝑘 +
∑︁
𝑘<𝑛≤𝑛𝑘
𝐴𝑛,𝑘(𝑓), (1.6.17)
onde 𝐴𝑛,𝑘(𝑓) depende de forma não linear de f, consistindo de termos usados para
formar 𝐴𝑛(𝑓). Por indução, podemos obter que
| 𝐴𝑛,𝑘(𝑓) |𝑄≤ (𝐶 | 𝑓 |𝑄)𝑛 , (1.6.18)
para algum 𝐶 > 0. Assim, se 𝑓 ∈ 𝐵𝐷(0, 𝜖0) para 𝜖0 > 0 suficientemente pequeno,
então
| 𝐿(𝑓) +𝑁𝑘(𝑢𝑘, . . . , 𝑢𝑘) |𝑄≤ (𝐶𝜖0)𝑛 . (1.6.19)
Finalmente, usando o princípio de contração (veja Proposição 1.5.3), vemos que 𝑢𝑘
converge para 𝑢[𝑓 ] na norma de 𝑄 e assim obtemos (1.6.8).
Observação 1.6.3. Podemos concluir a partir de (1.6.7) e (1.6.8) que a aplicação 𝑓 ↦→
𝑢[𝑓 ] é contínua de 𝐵𝐷(0, 𝜖0) para 𝐵𝑄(0, 𝐶0𝜖0), onde 𝜖0 > 0 é suficientemente pequeno.
Agora, estudaremos a continuidade da solução em outras topologias. O resultado básico
para topologias mais finas é o seguinte:
Proposição 1.6.4. (Persistência da regularidade) Suponha que a equação (1.6.1) é
quantitativamente bem-colocada nos espaços 𝐷 e 𝑄 e seja 𝑓 ↦→ 𝑢[𝑓 ] a aplicação dado-
solução de 𝐵𝐷(0, 𝜖0) na bola 𝐵𝑄(0, 𝐶0𝜖0) construída na Proposição 1.6.2. Suponha que
temos dois espaços
(︁
𝐷
′
, | · |𝐷′
)︁
e
(︁
𝑄
′
, | · |𝑄′
)︁
que satisfazem as estimativas
| 𝐿(𝑓) |𝑄′≤ 𝐶 | 𝑓 |𝐷′ (1.6.20)
e
| 𝑁𝑘(𝑢1, . . . , 𝑢𝑘) |𝑄′≤
𝑘∑︁
𝑗=1
| 𝑢𝑗 |𝑄′
∏︁
1≤𝑖≤𝑘;𝑖 ̸=𝑗
| 𝑢𝑖 |𝑄 . (1.6.21)
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Então, se 𝜖0 > 0 é suficientemente pequeno, a aplicação dado-solução é também contínua
da bola 𝐵𝐷(0, 𝜖0)∩𝐷′ (na topologia de 𝐷′) na bola 𝐵𝑄(0, 𝐶0𝜖0)∩𝑄′ (na topologia de 𝑄′).
Demonstração. Se 𝑓 ∈ 𝐵𝐷(0, 𝜖0) ∩ 𝐷′ para um 𝜖0 pequeno o suficiente, então vemos
facilmente que as estimativas (1.6.20) e (1.6.21) implicam que a aplicação 𝑢 ↦→ 𝐿(𝑓) +
𝑁𝑘(𝑢, · · · , 𝑢) é uma contração na norma de 𝑄′ da bola 𝐵𝐷(0, 𝜖0)∩𝐷′ , na topologia de 𝐷′ ,
na bola 𝐵𝑄(0, 𝐶0𝜖0) ∩𝑄′ , na topologia de 𝑄′ .
O resultado básico para topologias menos finas é que se a aplicação 𝑓 ↦→
∞∑︁
𝑛=1
𝐴𝑛(𝑓)
é contínua nestas topologias, então cada componente 𝑓 ↦→ 𝐴𝑛(𝑓) da série é também
contínua nesta topologia.
Proposição 1.6.5. Suponha que a equação (1.6.1) é quantitativamente bem-colocada
nos espaços de Banach 𝐷 e 𝑄 com a aplicação dado-solução 𝑓 ↦→ 𝑢[𝑓 ] da bola 𝐵𝐷 de 𝐷
na bola 𝐵𝑄 de 𝑄. Suponha que nestes espaços damos outras normas 𝐷
′ e 𝑄′ , as quais
são mais fracas que as de 𝐷 e 𝑄, no sentido que
| 𝑓 |𝐷′≤ 𝐶 | 𝑓 |𝐷 e | 𝑢 |𝑄′≤ 𝐶 | 𝑢 |𝑄, (1.6.22)
para alguma constante universal 𝐶 > 0. Suponha que a aplicação dado-solução 𝑓 ↦→ 𝑢[𝑓 ]
é contínua da bola (𝐵𝐷, | · |𝐷′ ) na bola
(︁
𝐵𝑄, | · |𝑄′
)︁
. Então, para cada 𝑛, o operador não
linear 𝐴𝑛 : 𝐷 → 𝑄 é contínuo da bola (𝐵𝐷, | · |𝐷′ ) na bola
(︁
𝐵𝑄, | · |𝑄′
)︁
.
Demonstração. Procederemos por indução em 𝑛. Assuma que, para cada 𝑛′ < 𝑛, o
operador 𝐴𝑛′ : 𝐷 → 𝑄 é contínuo do espaço (𝐷, | · |𝐷′ ) no espaço
(︁
𝑄, | · |𝑄′
)︁
.
Consideremos agora uma sequência (𝑓𝑚) na bola 𝐵𝐷 que converge a 𝑓 ∈ 𝐵𝐷, na
topologia de 𝐷′ . Mostraremos que | 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′→ 0 quando 𝑚→ +∞.
Seja 0 < 𝜆 < 1 um número pequeno que será escolhido depois. Por hipótese, a aplicação
dado-solução 𝑓 ↦→ 𝑢[𝑓 ] é contínua da bola (𝐵𝐷, | · |𝐷′ ) na bola
(︁
𝐵𝑄, | · |𝑄′
)︁
. Como 𝑓𝑚 → 𝑓
em 𝐷′ então 𝜆𝑓𝑚, 𝜆𝑓 ∈ 𝐵𝐷 e 𝜆𝑓𝑚 → 𝜆𝑓 em 𝐷′ , portanto,
lim
𝑚→∞ | 𝑢[𝜆𝑓𝑚]− 𝑢[𝜆𝑓 ] |𝑄′= 0. (1.6.23)
Pela Proposição 1.6.2, sabemos que
𝑢[𝑓 ] =
∞∑︁
𝑛=1
𝐴𝑛(𝑓) e 𝐴𝑛(𝜆𝑓) = 𝜆𝑛𝐴𝑛(𝑓), (1.6.24)
para cada 𝜆 ∈ R, 𝑛 ≥ 1 e 𝑓 ∈ 𝐷.
Assim, temos que
lim
𝑚→∞ |
∞∑︁
𝑛′=1
𝐴𝑛′(𝜆𝑓𝑚)−
∞∑︁
𝑛′=1
𝐴𝑛′(𝜆𝑓) |𝑄′= 0. (1.6.25)
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Pela homogeneidade de 𝐴𝑛′ , obtemos
lim
𝑚→∞ |
∞∑︁
𝑛′<𝑛
𝜆𝑛
′ [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)]−
∞∑︁
𝑛′≥𝑛
𝜆𝑛
′ [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′= 0. (1.6.26)
Pela hipótese de indução,
lim
𝑚→∞ |
∞∑︁
𝑛′<𝑛
𝜆𝑛
′ [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′= 0, (1.6.27)
e então segue que
lim
𝑚→∞ |
∞∑︁
𝑛′≥𝑛
𝜆𝑛
′ [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′= 0. (1.6.28)
Multiplicando por 𝜆−𝑛 em (1.6.28), chegamos a
lim
𝑚→∞ |
∞∑︁
𝑛′≥𝑛
𝜆𝑛
′−𝑛 [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′= 0. (1.6.29)
Em outras palavras, para todo 𝜀 > 0, existe 𝑚0 tal que se 𝑚 > 𝑚0 então
|
∞∑︁
𝑛′≥𝑛
𝜆𝑛
′−𝑛 [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′< 𝜀. (1.6.30)
Logo, como
| 𝐴𝑛(𝑓𝑚)−𝐴𝑛(𝑓)+
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛 [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′=|
∞∑︁
𝑛′≥𝑛
𝜆𝑛
′−𝑛 [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′ (𝑓)] |𝑄′< 𝜀,
(1.6.31)
e como | 𝑢+ 𝑣 |𝑄′≥|| 𝑢 |𝑄′ − | 𝑣 |𝑄′ |, obtemos
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′ ≤|
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛 [𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓)] |𝑄′ +𝜀
e assim
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′ ≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛 | 𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓) |𝑄′ +𝜀. (1.6.32)
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Considerando que a desigualdade (1.6.32) satisfaz-se para todo 𝑚 > 𝑚0, temos que
sup
𝑘≥𝑚
| 𝐴𝑛(𝑓𝑘)− 𝐴𝑛(𝑓) |𝑄′ ≤ sup
𝑘≥𝑚
⎛⎝ ∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛 | 𝐴𝑛′(𝑓𝑘)− 𝐴𝑛′(𝑓) |𝑄′
⎞⎠+ 𝜀
≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑘≥𝑚
(︁
| 𝐴𝑛′(𝑓𝑘)− 𝐴𝑛′(𝑓) |𝑄′
)︁
+ 𝜀
≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑘∈N
(︁
| 𝐴𝑛′(𝑓𝑘)− 𝐴𝑛′(𝑓) |𝑄′
)︁
+ 𝜀.
Renomeando o índice 𝑘 e denotando 𝑎𝑚 := sup
𝑘≥𝑚
| 𝐴𝑛(𝑓𝑘)− 𝐴𝑛(𝑓) |, chegamos a
𝑎𝑚 ≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(︁
| 𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓) |𝑄′
)︁
+ 𝜀. (1.6.33)
Como a sequência 𝑎𝑚 é não-crescente, então
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′= inf𝑚∈N𝑎𝑚 ≤ 𝑎𝑚, (1.6.34)
para cada 𝑚 > 𝑚0. Portanto, juntando com (1.6.33), verifica-se que
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(︁
| 𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓) |𝑄′
)︁
+ 𝜀, (1.6.35)
para cada 𝜀 > 0. Assim, obtemos
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(︁
| 𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓) |𝑄′
)︁
. (1.6.36)
Por hipótese, temos a segunda desigualdade em (1.6.22). Segue que
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤ 𝐶
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(| 𝐴𝑛′(𝑓𝑚)− 𝐴𝑛′(𝑓) |𝑄) . (1.6.37)
Usando a estimativa (1.6.6), chegamos a
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤ 𝐶
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(︁
| 𝑓𝑚 − 𝑓 |𝐷 𝐶𝑛′1 (| 𝑓𝑚 |𝐷 + | 𝑓 |𝐷)𝑛
′−1)︁ .
(1.6.38)
Considerando 𝐵𝐷 = 𝐵(0, 𝑟), onde 𝑟 > 0, e que 𝑓𝑚, 𝑓 ∈ 𝐵𝐷, temos que
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤ 𝐶
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛sup
𝑚∈N
(| 𝑓𝑚 − 𝑓 |𝐷) (𝐶1𝑟)𝑛
′
. (1.6.39)
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Portanto,
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′≤ 𝐶
∞∑︁
𝑛′>𝑛
𝜆𝑛
′−𝑛 (𝐶1𝑟)𝑛
′
. (1.6.40)
Finalmente, fazendo 𝜆→ 0, obtemos que
lim sup
𝑚→∞
| 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′= 0, (1.6.41)
e então
lim
𝑚→∞ | 𝐴𝑛(𝑓𝑚)− 𝐴𝑛(𝑓) |𝑄′= 0. (1.6.42)
Observação 1.6.6. Esta última proposição pode ser usada para mostrar resultados de
má-colocação em topologias menos finas, simplesmente mostrando que pelo menos um dos
operadores 𝐴𝑛 não é contínuo naquela topologia. Esta observação será útil no capítulo 3.
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Capítulo 2
Boa-colocação global uniforme no
espaço de Fourier–Besov ℬ˙−11,2(R3)
Neste capítulo, apresentaremos um teorema de boa-colocação global uniforme para as
equações de Navier–Stokes–Coriolis (0.0.1) no espaço de Fourier–Besov ℬ˙−11,2 (R3). Para
isto, precisaremos mostrar diversas estimativas nestes espaços para operadores associados
à formulação integral (1.4.3). Comecemos com o semigrupo {𝑇 (𝑡)}𝑡≥0 associado à parte
linear.
2.1 Estimativas para o semigrupo
Lema 2.1.1. Existe uma constante positiva C tal que
‖ 𝑇 (𝑡)𝑓 ‖(ℬ˙−11,2)3≤ 𝐶 ‖ 𝑓 ‖(ℬ˙−11,2)3 , (2.1.1)
para todo 𝑡 ≥ 0 e todo 𝑓 ∈ (ℬ˙−11,2)3.
Demonstração. Relembrando a fórmula (1.4.4), temos que
ℱ [𝑇 (𝑡)𝑓 ](𝜉) = 𝑒−|𝜉|2𝑡
(︃
cos(Ω 𝜉3| 𝜉 |𝑡)𝐼 + sen(Ω
𝜉3
| 𝜉 |𝑡)𝑅(𝜉)
)︃
𝑓(𝜉),
para todo 𝑡 ≥ 0 e todo 𝜉 ∈ R3 − {0}. Como 𝑓 ∈ (ℬ˙−11,2)3 então 𝑓 = (𝑓1, 𝑓2, 𝑓3), onde para
cada índice 𝑖 = 1, 2, 3, temos que 𝑓𝑖 ∈ ℬ˙−11,2. Denotando as componentes de 𝑇 (𝑡)𝑓 por
(𝑇 (𝑡)𝑓)𝑖, vemos que
ℱ [𝑇 (𝑡)𝑓 ](𝜉) =
⎛⎜⎜⎜⎝
ℱ [(𝑇 (𝑡)𝑓)1](𝜉)
ℱ [(𝑇 (𝑡)𝑓)2](𝜉)
ℱ [(𝑇 (𝑡)𝑓)3](𝜉)
⎞⎟⎟⎟⎠ .
Lembrando que 𝐼 é a matriz identidade em R3 de ordem 3 e 𝑅(𝜉) é a matriz dada em
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(1.4.5), verificamos que
ℱ [(𝑇 (𝑡)𝑓)1](𝜉) = [cos(Ω 𝜉3| 𝜉 |𝑡)𝑓1(𝜉) + sen(Ω
𝜉3
| 𝜉 |𝑡)
1
| 𝜉 |(𝜉3𝑓2(𝜉)− 𝜉2𝑓3(𝜉))]𝑒
−|𝜉|2𝑡
ℱ [(𝑇 (𝑡)𝑓)2](𝜉) = [cos(Ω 𝜉3| 𝜉 |𝑡)𝑓2(𝜉) + sen(Ω
𝜉3
| 𝜉 |𝑡)
1
| 𝜉 |(−𝜉3𝑓1(𝜉) + 𝜉1𝑓3(𝜉))]𝑒
−|𝜉|2𝑡
ℱ [(𝑇 (𝑡)𝑓)3](𝜉) = [cos(Ω 𝜉3| 𝜉 |𝑡)𝑓3(𝜉) + sen(Ω
𝜉3
| 𝜉 |𝑡)
1
| 𝜉 |(𝜉2𝑓1(𝜉)− 𝜉1𝑓2(𝜉))]𝑒
−|𝜉|2𝑡.
Estimemos para cada 𝑗 ∈ Z e cada 𝑖 = 1, 2, 3, o termo | 𝜑𝑗ℱ [(𝑇 (𝑡)𝑓)𝑖] |𝐿1 . Devido
à semelhança das equações e igualdades anteriores, é suficiente fazer isso para 𝑖 = 1.
Podemos estimar
| ℱ [(𝑇 (𝑡)𝑓)1](𝜉) | =| [cos(Ω 𝜉3| 𝜉 |𝑡)𝑓1(𝜉) + sen(Ω
𝜉3
| 𝜉 |𝑡)
1
| 𝜉 |(𝜉3𝑓2(𝜉)− 𝜉2𝑓3(𝜉))]𝑒
−|𝜉|2𝑡 |
≤ [| cos(Ω 𝜉3| 𝜉 |𝑡) || 𝑓1(𝜉) |
+ | sen(Ω 𝜉3| 𝜉 |𝑡) |
1
| 𝜉 |(| 𝜉3 || 𝑓2(𝜉) | + | 𝜉2 || 𝑓3(𝜉) |)]𝑒
−|𝜉|2𝑡
≤ [| 𝑓1(𝜉) | + 1| 𝜉 |(𝐶 | 𝜉 || 𝑓2(𝜉) | +𝐶 | 𝜉 || 𝑓3(𝜉) |)]𝑒
−|𝜉|2𝑡.
Assim, denotando 𝐶 := max {1, 𝐶}, obtemos que
| ℱ [(𝑇 (𝑡)𝑓)1](𝜉) |≤ 𝐶[| 𝑓1(𝜉) | + | 𝑓2(𝜉) | + | 𝑓3(𝜉) |]𝑒−|𝜉|2𝑡, (2.1.2)
pois existe 𝐶 > 0 tal que | 𝜉𝑖 |≤ 𝐶 | 𝜉 |, para cada 𝑖 = 1, 2, 3 e cada 𝜉 ∈ R3−{0}, e temos
que | cos(Ω 𝜉3|𝜉|𝑡) |≤ 1 e | sen(Ω 𝜉3|𝜉|𝑡) |≤ 1, para todo 𝜉 ∈ R3 e todo 𝑡 ≥ 0. Segue que
| ℱ [(𝑇 (𝑡)𝑓)1](𝜉) |≤ 𝐶[| 𝑓1(𝜉) | + | 𝑓2(𝜉) | + | 𝑓3(𝜉) |],
pois 𝑒−|𝜉|2𝑡 ≤ 1, para cada 𝜉 ∈ R3 − {0} e cada 𝑡 ≥ 0.
Multiplicando, para cada 𝑗 ∈ Z, a função 𝜑𝑗(𝜉) na desigualdade acima, chegamos a
𝜑𝑗(𝜉) | ℱ [(𝑇 (𝑡)𝑓)1](𝜉) |≤ 𝐶
(︁
𝜑𝑗(𝜉) | 𝑓1(𝜉) | +𝜑𝑗(𝜉) | 𝑓2(𝜉) | +𝜑𝑗(𝜉) | 𝑓3(𝜉) |
)︁
.
Integrando sobre R3, obtemos que
| 𝜑𝑗ℱ [(𝑇 (𝑡)𝑓)1] |𝐿1≤ 𝐶
(︁
| 𝜑𝑗𝑓1 |𝐿1 + | 𝜑𝑗𝑓2 |𝐿1 + | 𝜑𝑗𝑓3 |𝐿1
)︁
. (2.1.3)
Agora, multiplicando o termo 2−𝑗 em (2.1.3) e pela desigualdade triangular em 𝑙2(Z),
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segue que
| {2−𝑗 | 𝜑𝑗ℱ [(𝑇 (𝑡)𝑓)1] |𝐿1}𝑗 |𝑙2(Z) ≤ 𝐶
(︁
| {2−𝑗 | 𝜑𝑗𝑓1 |𝐿1}𝑗 |𝑙2(Z)
+ | {2−𝑗 | 𝜑𝑗𝑓2 |𝐿1}𝑗 |𝑙2(Z)
+ | {2−𝑗 | 𝜑𝑗𝑓3 |𝐿1}𝑗 |𝑙2(Z)
)︁
.
Finalmente, pela definição de ℬ˙−11,2(R3), vemos que
‖ (𝑇 (𝑡)𝑓)1 ‖ℬ˙−11,2 ≤ 𝐶
(︂
‖ 𝑓1 ‖ℬ˙−11,2 + ‖ 𝑓2 ‖ℬ˙−11,2 + ‖ 𝑓3 ‖ℬ˙−11,2
)︂
= 𝐶1 ‖ 𝑓 ‖(ℬ˙−11,2)3
e então
‖ 𝑇 (𝑡)𝑓 ‖(ℬ˙−11,2)3 =‖ (𝑇 (𝑡)𝑓)1 ‖ℬ˙−11,2 + ‖ (𝑇 (𝑡)𝑓)2 ‖ℬ˙−11,2 + ‖ (𝑇 (𝑡)𝑓)3 ‖ℬ˙−11,2
≤ 𝐶1 ‖ 𝑓 ‖(ℬ˙−11,2)3 +𝐶2 ‖ 𝑓 ‖(ℬ˙−11,2)3 +𝐶3 ‖ 𝑓 ‖(ℬ˙−11,2)3
≤ 𝐶 ‖ 𝑓 ‖(ℬ˙−11,2)3 ,
para todo 𝑡 ≥ 0 e todo 𝑓 ∈ (ℬ˙−11,2)3, onde 𝐶 = 𝐶1 + 𝐶2 + 𝐶3.
A seguir vamos introduzir um espaço auxiliar, que chamaremos de espaço auxiliar 𝑍±𝛼,
com o qual estabeleceremos algumas estimativas importantes.
Definição 2.1.2. (Espaço auxiliar 𝑍±𝛼) Para cada 0 < 𝛼 < 1, o espaço auxiliar 𝑍±𝛼
é definido como o conjunto das distribuições 𝑢 ∈ 𝐶
(︁
[0,∞); ℬ˙−11,2(R3)
)︁3
tais que a norma
‖ 𝑢 ‖𝑍±𝛼=
⎧⎨⎩∑︁
𝑗∈Z
(︂
2±𝛼𝑗 ‖ 𝜑𝑗?^? ‖
𝐿
2
1±𝛼 ((0,∞);𝐿1(R3))
)︂2⎫⎬⎭
1
2
(2.1.4)
é finita.
Com este espaço auxiliar em mãos, estabelecemos o seguinte lema.
Lema 2.1.3. Para qualquer 0 < 𝛼 < 1, existe uma constante positiva 𝐶 = 𝐶(𝛼) tal que
‖ 𝑇 (·)𝑓 ‖𝑍±𝛼≤ 𝐶 ‖ 𝑓 ‖(ℬ˙−11,2)3 , (2.1.5)
para todo 𝑓 ∈ (ℬ˙−11,2(R3))3.
Demonstração. Pela demonstração do lema anterior, veja Lema 2.1.1, sabemos que
| ℱ [(𝑇 (𝑡)𝑓)𝑖](𝜉) |≤ 𝐶[| 𝑓1(𝜉) | + | 𝑓2(𝜉) | + | 𝑓3(𝜉) |]𝑒−|𝜉|2𝑡, (2.1.6)
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onde 𝐶 > 0 é uma constante. Multiplicando por 𝜑𝑗(𝜉) e depois integrando sobre R3,
chegamos na estimativa
∫︁
R3
𝜑𝑗(𝜉) | ℱ [(𝑇 (𝑡)𝑓)𝑖](𝜉) | 𝑑𝜉 ≤ 𝐶
(︂∫︁
R3
𝜑𝑗(𝜉)𝑒−|𝜉|
2𝑡 | 𝑓1(𝜉) | 𝑑𝜉 +
∫︁
R3
𝜑𝑗(𝜉)𝑒−|𝜉|
2𝑡 | 𝑓2(𝜉) | 𝑑𝜉
+
∫︁
R3
𝜑𝑗(𝜉)𝑒−|𝜉|
2𝑡 | 𝑓3(𝜉) | 𝑑𝜉
)︂
.
Como supp (𝜑𝑗) = supp (𝜑( ·2𝑗 )) ⊂ {𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1}, temos que
−𝑡22(𝑗+1) ≤ −𝑡 | 𝜉 |2≤ −𝑡22(𝑗−1),
para todo 𝑡 ≥ 0; e como a função exponencial e não descrescente, então
𝑒−𝑡2
2(𝑗+1) ≤ 𝑒−𝑡|𝜉|2 ≤ 𝑒𝑡22(𝑗−1) .
Logo, denotando 𝑊 := {𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1}, para cada 𝑖 = 1, 2, 3, temos que
∫︁
R3
𝜑𝑗(𝜉)𝑒−𝑡|𝜉|
2 | 𝑓𝑖(𝜉) | 𝑑𝜉 =
∫︁
𝑊
𝜑𝑗(𝜉)𝑒−𝑡|𝜉|
2 | 𝑓𝑖(𝜉) | 𝑑𝜉.
Segue que
∫︁
𝑊
𝜑𝑗(𝜉)𝑒−𝑡|𝜉|
2 | 𝑓𝑖(𝜉) | 𝑑𝜉 ≤
∫︁
𝑊
𝜑𝑗(𝜉)𝑒−𝑡2
2(𝑗−1) | 𝑓𝑖(𝜉) | 𝑑𝜉
= 𝑒−𝑡22(𝑗−1)
∫︁
𝑊
𝜑𝑗(𝜉) | 𝑓𝑖(𝜉) | 𝑑𝜉
≤ 𝑒−𝑡22(𝑗−1) | 𝜑𝑗𝑓𝑖 |𝐿1 ,
para todo 𝑡 ≥ 0. Assim,
| 𝜑𝑗ℱ [(𝑇 (𝑡)𝑓)𝑖] |𝐿1 ≤ 𝐶𝑒−𝑡22(𝑗−1)
(︁
| 𝜑𝑗𝑓1 |𝐿1 + | 𝜑𝑗𝑓2 |𝐿1 + | 𝜑𝑗𝑓3 |𝐿1
)︁
= 𝐶𝑒−𝑡22(𝑗−1) | 𝜑𝑗𝑓 |𝐿1 .
Agora, lembre que
‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)𝑖] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3))=
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [(𝑇 (𝑡)𝑓)𝑖] |
2
1±𝛼
𝐿1 𝑑𝑡
)︂ 1±𝛼
2
e que
‖ 𝜑𝑗ℱ [𝑇 (·)𝑓 ] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3)) =‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)1] ‖𝐿 21±𝛼 (0,∞;𝐿1(R3)) + ‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)2] ‖𝐿 21±𝛼 (0,∞;𝐿1(R3))
+ ‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)3] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3)) .
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Usando a desigualdade (3.0.7), podemos estimar
‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)𝑖] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3)) ≤ 𝐶
(︂∫︁ ∞
0
(𝑒−𝑡22(𝑗−1) | 𝜑𝑗𝑓 |𝐿1)
2
1±𝛼 𝑑𝑡
)︂ 1±𝛼
2
= 𝐶| 𝜑𝑗𝑓 |𝐿1
(︂∫︁ ∞
0
𝑒−𝑡2
2(𝑗−1) 2
1±𝛼 𝑑𝑡
)︂ 1±𝛼
2
= 𝐶| 𝜑𝑗𝑓 |𝐿1
(︂∫︁ ∞
0
𝑒−𝑡
22𝑗−1
1±𝛼 𝑑𝑡
)︂ 1±𝛼
2
.
Antes de continuar, faremos uma simples observação de cálculo. Como 0 < 𝛼 < 1, então
22𝑗−1
1±𝛼 > 0. Logo
∫︁ ∞
0
𝑒−𝑡
22𝑗−1
1±𝛼 𝑑𝑡 = (1± 𝛼)2−2𝑗+1 lim
𝑟−→∞−𝑒
−𝑡 22𝑗−11±𝛼
⃒⃒⃒⃒
⃒
𝑟
0
= (1± 𝛼)2−2𝑗+1,
e então
(︂∫︁ ∞
0
𝑒−𝑡
22𝑗−1
1±𝛼 𝑑𝑡
)︂ 1±𝛼
2
= ((1± 𝛼)2 · 2−2𝑗) 1±𝛼2
= 𝐶(𝛼)2−𝑗(1±𝛼).
Denotando 𝐶 := 𝐶(𝛼) · 𝐶, estimamos
‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)𝑖] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3))≤ 𝐶2
−𝑗(1±𝛼) | 𝜑𝑗𝑓 |𝐿1 ,
o que nos leva a
2±𝛼𝑗 ‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)𝑖] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3))≤ 𝐶2
−𝑗 | 𝜑𝑗𝑓 |𝐿1 . (2.1.7)
Tomando a norma 𝑙2(Z) em (2.1.7), obtemos
| {2±𝛼𝑗 ‖ 𝜑𝑗ℱ [(𝑇 (·)𝑓)𝑖] ‖
𝐿
2
1±𝛼 (0,∞;𝐿1(R3))}𝑗∈Z |𝑙2(Z)≤ 𝐶 | {2
−𝑗 | 𝜑𝑗𝑓 |𝐿1}𝑗∈Z |𝑙2(Z),
o que implica
‖ 𝑇 (𝑡)𝑓 ‖𝑍±𝛼≤ 𝐶 ‖ 𝑓 ‖(ℬ^−11,2)3 .
2.2 Estimativas não lineares
Nesta seção, obteremos estimativas para a parte não linear da equação integral (1.4.3).
Isto será feito nos três lemas seguintes.
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Apresentamos primeiro mais um espaço auxiliar, que chamaremos de espaço auxiliar
𝑌 , com o qual estabeleceremos as estimativas adecuadas.
Definição 2.2.1. (Espaço auxiliar 𝑌 ) O espaço auxiliar 𝑌 é definido como o conjunto
das distribuições 𝑢 ∈ 𝐶
(︁
[0,∞); ℬ˙−11,2(R3)
)︁3
tais que a norma
‖ 𝑢 ‖𝑌= sup
𝑡>0
‖ 𝑢(𝑡) ‖(ℬ˙−11,2)3 (2.2.1)
é finita.
Com este espaço auxiliar introduzido, estabelecemos o primeiro destes lemas.
Lema 2.2.2. Para qualquer 0 < 𝛼 < 1, existe uma constante positiva 𝐶 = 𝐶(𝛼) tal que
⎧⎨⎩∑︁
𝑗∈Z
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝑓𝑔(𝜏)] |𝐿1 𝑑𝜏
)︂2⎫⎬⎭
1
2
≤ 𝐶 (‖ 𝑓 ‖𝑍𝛼‖ 𝑔 ‖𝑍−𝛼 + ‖ 𝑔 ‖𝑍𝛼‖ 𝑓 ‖𝑍−𝛼) , (2.2.2)
para todas as distribuições 𝑓 e 𝑔 tais que ‖ 𝑓 ‖𝑍±𝛼 e ‖ 𝑔 ‖𝑍±𝛼 são finitas.
Demonstração. A estratégia da prova está relacionada à apresentada nos artigos de Christ
e Weinstein [8], Iwabuchi [18] e Kozono e Shimada [23].
Pela fórmula de paraproduto de Bony [5] (veja seção 1.2), decompomos 𝑓𝑔 como
𝑓𝑔 =
∑︁
𝑘∈Z
𝑆𝑘−3𝑔Δ𝑘𝑓 +
∑︁
𝑘∈Z
𝑆𝑘−3𝑓Δ𝑘𝑔 +
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
Δ𝑘𝑓Δ𝑙𝑔
:= 𝐼1 + 𝐼2 + 𝐼3.
Denotando ℱ [𝑓𝑔](𝜉, 𝜏) := ℱ [𝑓𝑔(𝜏)](𝜉), 𝐼𝑖(𝜉, 𝜏) := ℱ [𝐼𝑖(𝜏)](𝜉) e aplicando a transformada
de Fourier na última equação, obtemos que
ℱ [𝑓𝑔](𝜉, 𝜏) = 𝐼1(𝜉, 𝜏) + 𝐼2(𝜉, 𝜏) + 𝐼3(𝜉, 𝜏),
para todo 𝜉 ∈ R3 e 𝜏 ≥ 0. Multiplicando por 𝜑𝑗(𝜉), chegamos a
𝜑𝑗(𝜉)ℱ [𝑓𝑔](𝜉, 𝜏) = 𝜑𝑗(𝜉)𝐼1(𝜉, 𝜏) + 𝜑𝑗(𝜉)𝐼2(𝜉, 𝜏) + 𝜑𝑗(𝜉)𝐼3(𝜉, 𝜏).
Como 𝜑𝑗(𝜉) é não negativa para cada 𝜉 ∈ R3, podemos estimar
𝜑𝑗(𝜉) | ℱ [𝑓𝑔](𝜉, 𝜏) |≤| 𝜑𝑗(𝜉)𝐼1(𝜉, 𝜏) | + | 𝜑𝑗(𝜉)𝐼2(𝜉, 𝜏) | + | 𝜑𝑗(𝜉)𝐼3(𝜉, 𝜏) |,
e integrando sobre R3, obtemos
| 𝜑𝑗ℱ [𝑓𝑔(𝜏)] |𝐿1
𝜉
≤| 𝜑𝑗ℱ [𝐼1(𝜏)] |𝐿1
𝜉
+ | 𝜑𝑗ℱ [𝐼2(𝜏)] |𝐿1
𝜉
+ | 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1
𝜉
,
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onde | 𝑢 |𝐿1
𝜉
=
∫︁
R3
| 𝑢(𝜉) | 𝑑𝜉. Integrando agora sobre (0,∞), resulta em
∫︁ ∞
0
| 𝜑𝑗ℱ [𝑓𝑔(𝜏)] |𝐿1
𝜉
𝑑𝜏 ≤
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼1(𝜏)] |𝐿1
𝜉
𝑑𝜏+
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼2(𝜏)] |𝐿1
𝜉
𝑑𝜏+
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1
𝜉
𝑑𝜏.
Usando a desigualdade triangular em 𝑙2(Z), segue que
| {
∫︁ ∞
0
| 𝜑𝑗ℱ [𝑓𝑔(𝜏)] |𝐿1
𝜉
𝑑𝜏}𝑗∈Z |𝑙2(Z)≤ 𝐽1 + 𝐽2 + 𝐽3, (2.2.3)
onde para cada 𝑖 = 1, 2, 3,
𝐽𝑖 :=| {
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼𝑖(𝜏)] |𝐿1
𝜉
𝑑𝜏}𝑗∈Z |𝑙2(Z) .
Agora, estimemos 𝐽1. Para isso, consideremos primeiro
𝐼1(𝜏) =
∑︁
𝑘∈Z
𝑆𝑘−3𝑔(𝜏)Δ𝑘𝑓(𝜏). (2.2.4)
Aplicando a transformada de Fourier em (2.2.4), obtemos a identidade
ℱ [𝐼1(𝜏)] =
∑︁
𝑘∈Z
ℱ [𝑆𝑘−3𝑔(𝜏)Δ𝑘𝑓(𝜏)] =
∑︁
𝑘∈Z
ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)].
Multiplicando por 𝜑𝑗 e usando a desigualdade de Minkowski para integrais, chegamos a
estimativa
| 𝜑𝑗ℱ [𝐼1(𝜏)] |𝐿1 =|
∑︁
𝑘∈Z
𝜑𝑗ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1
≤∑︁
𝑘∈Z
| 𝜑𝑗ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 .
Uma integração sobre (0,∞) nos leva a
𝑇1 :=
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼1(𝜏)] |𝐿1 𝑑𝜏 ≤
∫︁ ∞
0
⎛⎝∑︁
𝑘∈Z
| 𝜑𝑗ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1
⎞⎠ 𝑑𝜏.
Relembrando que
supp (𝜑𝑗) ⊂
{︁
𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1
}︁
e
supp (ℱ [𝑆𝑘−3𝑔(𝜏)Δ𝑘𝑓(𝜏)]) ⊂
{︁
𝜉 ∈ R3; 2𝑘−2 ≤| 𝜉 |≤ 2𝑘+2
}︁
,
vemos facilmente que supp (𝜑𝑗) ∩ supp (ℱ [𝑆𝑘−3𝑔(𝜏)Δ𝑘𝑓(𝜏)]) = ∅ quando | 𝑗 − 𝑘 |> 3.
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Assim,
𝑇1 ≤
∫︁ ∞
0
⎛⎝ ∑︁
|𝑗−𝑘|≤3
| 𝜑𝑗ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1
⎞⎠ 𝑑𝜏
=
∑︁
|𝑗−𝑘|≤3
∫︁ ∞
0
| 𝜑𝑗ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 𝑑𝜏,
e como 0 ≤ 𝜑𝑗 ≤ 1, obtemos que
𝑇1 ≤
∑︁
|𝑗−𝑘|≤3
∫︁ ∞
0
| ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 𝑑𝜏.
Como ℱ [𝑆𝑘−3𝑔(𝜏)] =
𝑘−3∑︁
𝑙=−∞
ℱ [Δ𝑙𝑔(𝜏)], temos que
ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] =
𝑘−3∑︁
𝑙=−∞
ℱ [Δ𝑙𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)]
e então,
| ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1≤
𝑘−3∑︁
𝑙=−∞
| ℱ [Δ𝑙𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 . (2.2.5)
Integrando a estimativa (2.2.5) sobre (0,∞), podemos ver que
𝑀1 :=
∫︁ ∞
0
| ℱ [𝑆𝑘−3𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 𝑑𝜏 ≤
∫︁ ∞
0
⎛⎝ 𝑘−3∑︁
𝑙=−∞
| ℱ [Δ𝑙𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1
⎞⎠ 𝑑𝜏
=
𝑘−3∑︁
𝑙=−∞
∫︁ ∞
0
| ℱ [Δ𝑙𝑔(𝜏)] * ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 𝑑𝜏.
Agora, a desigualdade de Hausdorff–Young nos permite estimar
𝑀1 ≤
𝑘−3∑︁
𝑙=−∞
∫︁ ∞
0
| ℱ [Δ𝑙𝑔(𝜏)] |𝐿1| ℱ [Δ𝑘𝑓(𝜏)] |𝐿1 𝑑𝜏
=
𝑘−3∑︁
𝑙=−∞
‖| ℱ [Δ𝑙𝑔(𝜏)] |𝐿1| ℱ [Δ𝑘𝑓(𝜏)] |𝐿1‖𝐿1((0,∞);𝐿1) .
O próximo passo é usar a desigualdade de Hölder para obter
𝑀1 ≤
𝑘−3∑︁
𝑙=−∞
‖ ℱ [Δ𝑙𝑔(𝜏)] ‖
𝐿
2
1−𝛼 ‖ ℱ [Δ𝑘𝑓(𝜏)] ‖𝐿 21+𝛼 ,
onde usamos a notação 𝐿
2
1±𝛼 = 𝐿
2
1±𝛼 ((0,∞);𝐿1). Ainda, usando Hölder, mas desta vez
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em 𝑙2, obtemos
𝑘−3∑︁
𝑙=−∞
‖ ℱ [Δ𝑙𝑔(𝜏)] ‖
𝐿
2
1−𝛼 =
𝑘−3∑︁
𝑙=−∞
2𝛼𝑙 ·
(︁
2−𝛼𝑙 ‖ ℱ [Δ𝑙𝑔(𝜏)] ‖
𝐿
2
1−𝛼
)︁
=‖ {2𝛼𝑙}𝑙 · {2−𝛼𝑙 ‖ ℱ [Δ𝑙𝑔(𝜏)] ‖
𝐿
2
1−𝛼 }𝑙 ‖𝑙2(−∞,𝑘−3)
≤‖ {2𝛼𝑙}𝑙 ‖𝑙2(−∞,𝑘−3)‖ {2−𝛼𝑙 ‖ ℱ [Δ𝑙𝑔(𝜏)]}𝑙 ‖𝑙2(−∞,𝑘−3)
≤ 𝐶(𝛼)22𝛼𝑘 ‖ 𝑔 ‖𝑍−𝛼 .
Assim, denotando 𝐶 := 𝐶(𝛼), segue que
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼1(𝜏)] |𝐿1 𝑑𝜏 ≤ 𝐶 ‖ 𝑔 ‖𝑍−𝛼
⎛⎝ ∑︁
|𝑗−𝑘|≤3
2𝛼𝑘 ‖ ℱ [Δ𝑘𝑓(𝜏)] ‖
𝐿
2
1+𝛼
⎞⎠ , (2.2.6)
e então
𝐽1 ≤ 𝐶 ‖ 𝑔 ‖𝑍−𝛼‖ 𝑓 ‖𝑍𝛼 . (2.2.7)
Para estimar 𝐽2, procedemos analogamente como acima e obtemos
𝐽2 ≤ 𝐶 ‖ 𝑓 ‖𝑍−𝛼‖ 𝑔 ‖𝑍𝛼 . (2.2.8)
Para 𝐽3, usando que 𝑙1(Z) →˓ 𝑙2(Z), podemos estimar
𝐽3 =
⎧⎨⎩∑︁
𝑗∈Z
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏
)︂2⎫⎬⎭
1
2
=|
{︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏
}︂
𝑗∈Z
|𝑙2(Z)
≤| {
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏}𝑗∈Z |𝑙1(Z)
=
⎛⎝∑︁
𝑗∈Z
∫︁ ∞
0
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏
⎞⎠ .
Segue, pelo teorema da convergência monótona, que
𝐽3 ≤
∫︁ ∞
0
⎛⎝∑︁
𝑗∈Z
| 𝜑𝑗ℱ [𝐼3(𝜏)] |𝐿1
⎞⎠ 𝑑𝜏.
Também, pelo teorema da convergência monótona, e como
∑︁
𝑗∈Z
𝜑𝑗(𝜉) = 1 para cada 𝜉 ∈
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R3 − {0}, conseguimos as igualdades
∑︁
𝑗∈Z
| 𝜑𝑗ℱ [𝐼3(𝜏)](𝜉) |𝐿1 =
∑︁
𝑗∈Z
∫︁
R𝑛
𝜑𝑗(𝜉) | ℱ [𝐼3(𝜏)](𝜉) | 𝑑𝜉
=
∫︁
R𝑛
(
∑︁
𝑗∈Z
𝜑𝑗(𝜉)) | ℱ [𝐼3(𝜏)](𝜉) | 𝑑𝜉
=
∫︁
R𝑛
| ℱ [𝐼3(𝜏)](𝜉) | 𝑑𝜉.
Portanto,
𝐽3 ≤
∫︁ ∞
0
| ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏. (2.2.9)
Lembrando a notação de 𝐼3(𝜏), pela continuidade da transformada de Fourier em 𝒮 ′, a
desigualdade de Minkowski para integrais e a desigualdade de Minkowski para integrais,
temos que
ℱ [𝐼3(𝜏)] =
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
ℱ [Δ𝑘𝑓(𝜏)] * ℱ [Δ𝑙𝑔(𝜏)]
| ℱ [𝐼3(𝜏)] |𝐿1 ≤
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
| ℱ [Δ𝑘𝑓(𝜏)] * ℱ [Δ𝑙𝑔(𝜏)] |𝐿1∫︁ ∞
0
| ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏 ≤
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
∫︁ ∞
0
| ℱ [Δ𝑘𝑓(𝜏)] * ℱ [Δ𝑙𝑔(𝜏)] |𝐿1 𝑑𝜏.
Pela definição do espaço 𝐿1 ((0,∞);𝐿1), desigualdade de Hausdorff–Young e a desigual-
dade de Hölder, podemos estimar
𝐽3 ≤
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
‖ ℱ [Δ𝑘𝑓(𝜏)] * ℱ [Δ𝑙𝑔(𝜏)] ‖𝐿1((0,∞);𝐿1))
e assim
∫︁ ∞
0
| ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏 ≤
∑︁
𝑘∈Z
∑︁
|𝑙−𝑘|≤2
‖ ℱ [Δ𝑘𝑓(𝜏)] ‖
𝐿
2
1+𝛼 ((0,∞);𝐿1)‖ ℱ [Δ𝑙𝑔(𝜏)] ‖𝐿 21−𝛼 ((0,∞);𝐿1) .
(2.2.10)
Tomando 𝑚 = 𝑙 − 𝑘 em (2.2.10), denotando 𝐿 21±𝛼 := 𝐿 21±𝛼 ((0,∞);𝐿1), e notando que
1 = 2𝛼𝑘 · 2𝛼𝑚 · 2−𝛼(𝑘+𝑚), obtemos
∫︁ ∞
0
| ℱ [𝐼3(𝜏)] |𝐿1 𝑑𝜏 ≤
∑︁
𝑘∈Z
∑︁
|𝑚|≤2
2𝛼𝑘 ‖ ℱ [Δ𝑘𝑓(𝜏)] ‖
𝐿
2
1+𝛼
2𝛼𝑚2−𝛼(𝑘+𝑚) ‖ ℱ [Δ𝑚+𝑘𝑔(𝜏)] ‖
𝐿
2
1−𝛼
=
∑︁
|𝑚|≤2
2𝛼𝑚
∑︁
𝑘∈Z
2𝛼𝑘 ‖ ℱ [Δ𝑘𝑓(𝜏)] ‖
𝐿
2
1+𝛼
2−𝛼(𝑘+𝑚) ‖ ℱ [Δ𝑚+𝑘𝑔(𝜏)] ‖
𝐿
2
1−𝛼
Agora, mais uma aplicação da desigualdade de Hölder e a definição dos espaços 𝑍±𝛼 nos
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leva a
𝐽3 ≤
∑︁
|𝑚|≤2
2𝛼𝑚 | {2𝛼𝑘 ‖ ℱ [Δ𝑘𝑓(𝜏)] ‖
𝐿
2
1+𝛼
} |𝑙2(Z)
· | {2−𝛼(𝑘+𝑚) ‖ ℱ [Δ𝑙𝑔(𝜏)] ‖
𝐿
2
1−𝛼 } |𝑙2(Z),
e então
𝐽3 ≤ 𝐶 ‖ 𝑓 ‖𝑍𝛼‖ 𝑔 ‖𝑍−𝛼 . (2.2.11)
Finalmente, substituindo (2.2.7), (2.2.8) e (2.2.11) em (2.2.3), resulta na estimativa
⎧⎨⎩∑︁
𝑗∈Z
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝑓𝑔(𝜏)] |𝐿1 𝑑𝜏
)︂2⎫⎬⎭
1
2
≤ 𝐶 (‖ 𝑓 ‖𝑍𝛼‖ 𝑔 ‖𝑍−𝛼 + ‖ 𝑔 ‖𝑍𝛼‖ 𝑓 ‖𝑍−𝛼) . (2.2.12)
Isto completa a demonstração do lema.
Vamos introduzir o termo de Duhamel, o qual está relacionado com a parte não linear
da equação integral (1.4.3).
Definição 2.2.3. (Termo de Duhamel) Para cada par de distribuições 𝑢 e 𝑣 em
𝐶
(︁
[0,∞); ˙ℬ−11,2(R3)
)︁3
, definimos o termo de Duhamel como
𝑁(𝑢, 𝑣)(𝑡) =
∫︁ 𝑡
0
𝑇 (𝑡− 𝜏)P div(𝑢⊗ 𝑣)(𝜏) 𝑑𝜏, (2.2.13)
para cada 𝑡 ≥ 0.
Nos seguintes lemas, vamos considerar estimativas do termo de Duhamel em relação
com espaços auxiliares introduzidos no começo desta seção.
Lema 2.2.4. Seja 0 < 𝛼 < 1. Existe uma constante positiva 𝐶 = 𝐶(𝛼) tal que
‖ 𝑁(𝑢, 𝑣) ‖𝑌≤ (‖ 𝑢 ‖𝑍𝛼‖ 𝑣 ‖𝑍−𝛼 + ‖ 𝑣 ‖𝑍𝛼‖ 𝑢 ‖𝑍−𝛼) , (2.2.14)
para todas as distribuições 𝑢 e 𝑣 tais que ‖ 𝑢 ‖𝑍±𝛼 e ‖ 𝑢 ‖𝑍±𝛼 são finitas.
Demonstração. Para 𝑗 ∈ Z e 𝑡 ≥ 0 fixados, temos que
𝐻𝑗 := 2−𝑗 | 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 = 2−𝑗
∫︁
R3
𝜑𝑗(𝜉) | ℱ [𝑁(𝑢, 𝑣)(𝑡)](𝜉) | 𝑑𝜉
= 2−𝑗
∫︁
R3
𝜑𝑗 |
∫︁ 𝑡
0
ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣)(𝜏)] 𝑑𝜏 | 𝑑𝜉
≤ 2−𝑗
∫︁
R3
𝜑𝑗
∫︁ 𝑡
0
| ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣)(𝜏)] | 𝑑𝜏 𝑑𝜉.
BOA-COLOCAÇÃO GLOBAL UNIFORME 57
Pela expressão do semigrupo (1.4.4), segue que
𝐻𝑗 ≤ 𝐶12−𝑗
∫︁
R3
𝜑𝑗
∫︁ 𝑡
0
| ℱ [P div (𝑢⊗ 𝑣)(𝜏)] | 𝑑𝜏 𝑑𝜉.
Usando o teorema de Fubini, conseguimos
𝐻𝑗 ≤ 𝐶12−𝑗
∫︁ 𝑡
0
∫︁
R3
𝜑𝑗 | ℱ [P div (𝑢⊗ 𝑣)(𝜏)] | 𝑑𝜉 𝑑𝜏.
Relembrando a propriedade (1.3.8), obtemos
𝐻𝑗 ≤ 𝐶12−𝑗
∫︁ 𝑡
0
∫︁
R3
𝜑𝑗 | 𝜉 || ℱ [𝑢⊗ 𝑣(𝜏)] | 𝑑𝜉 𝑑𝜏.
Como supp (𝜑𝑗) ⊂ {𝜉 ∈ R3 ; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1}, podemos estimar
𝐻𝑗 ≤ 𝐶
∫︁ 𝑡
0
| 𝜑𝑗ℱ [(𝑢⊗ 𝑣)(𝜏)] |𝐿1 𝑑𝜏 ≤ 𝐶
∫︁ ∞
0
| 𝜑𝑗ℱ [(𝑢⊗ 𝑣)(𝜏)] |𝐿1 𝑑𝜏. (2.2.15)
Usando o Lema 2.2.2 em (2.2.15), resulta em
| {2−𝑗 | 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1}𝑗 |𝑙2(Z) ≤ 𝐶 | {
∫︁ ∞
0
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 𝑑𝜏}𝑗 |𝑙2(Z)
≤ 𝐶(‖ 𝑢 ‖𝑍𝛼‖ 𝑣 ‖𝑍−𝛼 + ‖ 𝑣 ‖𝑍𝛼‖ 𝑢 ‖𝑍−𝛼),
o que nos dá o resultado desejado.
Lema 2.2.5. Seja 0 < 𝛼 < 1. Existe uma constante positiva 𝐶 = 𝐶(𝛼) tal que
‖ 𝑁(𝑢, 𝑣) ‖𝑍±𝛼≤‖ 𝑢 ‖𝑍𝛼‖ 𝑣 ‖𝑍−𝛼 + ‖ 𝑣 ‖𝑍𝛼‖ 𝑢 ‖𝑍−𝛼 , (2.2.16)
para todas as distribuições 𝑢 e 𝑣 tais que ‖ 𝑢 ‖𝑍±𝛼 𝑒 ‖ 𝑣 ‖𝑍±𝛼 são finitas.
Demonstração. Estimemos, para cada 𝑗 ∈ Z, o termo | 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 como segue:
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 =|
∫︁
R3
𝜑𝑗(𝜉)ℱ [𝑁(𝑢, 𝑣)(𝑡)](𝜉) 𝑑𝜉 |
≤
∫︁
R3
𝜑𝑗(𝜉) | ℱ [𝑁(𝑢, 𝑣)(𝑡)](𝜉) | 𝑑𝜉
=
∫︁
R3
𝜑𝑗(𝜉) |
(︂∫︁ 𝑡
0
ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))](𝜉) 𝑑𝜏
)︂
| 𝑑𝜉
≤
∫︁
R3
𝜑𝑗(𝜉)
(︂∫︁ 𝑡
0
| ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))](𝜉) | 𝑑𝜏
)︂
𝑑𝜉,
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donde, pelo teorema de Fubini, obtemos
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 =
∫︁
R3
∫︁ 𝑡
0
𝜑𝑗(𝜉) | ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))](𝜉) | 𝑑𝜏 𝑑𝜉
=
∫︁
R3
∫︁ ∞
0
𝜑𝑗(𝜉) · 𝜒[0,𝑡](𝜏) | ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))](𝜉) | 𝑑𝜏 𝑑𝜉.
Usando novamente o teorema de Fubini, podemos escrever
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 ≤
∫︁ ∞
0
∫︁
R3
𝜑𝑗(𝜉) · 𝜒[0,𝑡](𝜏) | ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))](𝜉) | 𝑑𝜉 𝑑𝜏
=
∫︁ ∞
0
𝜒[0,𝑡](𝜏) | 𝜑𝑗ℱ [𝑇 (𝑡− 𝜏)P div (𝑢⊗ 𝑣(𝜏))] |𝐿1
𝜉
𝑑𝜏.
Como supp (𝜑𝑗) ⊂ {𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1},
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 ≤
∫︁ ∞
0
𝜒[0,𝑡](𝜏)𝑒−2
2(𝑗−1)(𝑡−𝜏) | 𝜑𝑗ℱ [P(𝑢⊗ 𝑣(𝜏))](𝜉) |𝐿1 𝑑𝜏
≤
∫︁ ∞
0
𝜒[0,𝑡](𝜏)
∫︁
𝑊
𝜑𝑗(𝜉)𝑒−2
2(𝑗−1)(𝑡−𝜏)𝐶 | 𝜉 || ℱ [𝑢⊗ 𝑣(𝜏)](𝜉) | 𝑑𝜉 𝑑𝜏.
Assim,
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |𝐿1 ≤ 𝐶2𝑗
∫︁ ∞
0
𝜒[0,𝑡](𝜏)
∫︁
{𝜉∈R3; 2𝑗−1≤|𝜉|≤2𝑗+1}
𝜑𝑗(𝜉)𝑒−2
2(𝑗−1)(𝑡−𝜏) | ℱ [𝑢⊗ 𝑣(𝜏)](𝜉) | 𝑑𝜉 𝑑𝜏
= 𝐶2𝑗
∫︁ ∞
0
𝜒[0,𝑡](𝜏)𝑒−2
2(𝑗−1)(𝑡−𝜏) | 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1
𝜉
𝑑𝜏.
Pela definição do espaço 𝐿
2
1±𝛼 e a desigualdade acima, temos que
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |
𝐿
2
1±𝛼 =
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |
2
1±𝛼
𝐿1 𝑑𝑡
)︂ 1±𝛼
2
≤ 𝐶2𝑗
(︃∫︁ ∞
0
(︂∫︁ ∞
0
𝜒[0,𝑡](𝜏) · 𝑒−22(𝑗−1)(𝑡−𝜏) | 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1 𝑑𝜏
)︂ 2
1±𝛼
𝑑𝑡
)︃ 1±𝛼
2
.
Agora, a desigualdade de Minkowski para integrais leva-nos a
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |
𝐿
2
1±𝛼 ≤ 𝐶2𝑗
∫︁ ∞
0
(︂∫︁ ∞
0
𝜒[0,𝑡](𝜏) · 𝑒−
(𝑡−𝜏)
1±𝛼 2
2𝑗−1 | 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |
2
1±𝛼
𝐿1 𝑑𝑡
)︂ 1±𝛼
2
𝑑𝜏
= 𝐶2𝑗
∫︁ ∞
0
(︂∫︁ ∞
0
𝜒[𝜏,∞)(𝑡)𝑒−
(𝑡−𝜏)
1±𝛼 2
2𝑗−1)
𝑑𝑡
)︂ 1±𝛼
2 | 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1 𝑑𝜏.
Um cálculo direto mostra que
∫︁ ∞
0
𝜒[𝜏,∞)(𝑡)𝑒−
(𝑡−𝜏)
1±𝛼 2
2𝑗−1)
𝑑𝑡 = 𝐶(𝛼)2−2𝑗. (2.2.17)
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Assim,
| 𝜑𝑗ℱ [𝑁(𝑢, 𝑣)(𝑡)] |
𝐿
2
1±𝛼 ≤ 𝐶2𝑗
(︁
𝐶(𝛼)2−𝑗(1±𝛼)
)︁ ∫︁ ∞
0
| 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1 𝑑𝜏
= 𝐶(𝛼)2∓𝑗𝛼
∫︁ ∞
0
| 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1 𝑑𝜏.
Finalmente, o Lema 2.2.2 nos permite chegar a
‖ 𝑁(𝑢, 𝑣) ‖𝑍±𝛼 ≤ 𝐶{
∑︁
𝑗∈Z
(︂∫︁ ∞
0
| 𝜑𝑗ℱ [𝑢⊗ 𝑣(𝜏)] |𝐿1 𝑑𝜏
)︂2
} 12
≤ 𝐶 (‖ 𝑢 ‖𝑍𝛼‖ 𝑣 ‖𝑍−𝛼 + ‖ 𝑣 ‖𝑍𝛼‖ 𝑢 ‖𝑍−𝛼) ,
como queríamos.
2.3 Boa-colocação em ℬ˙−11,2(R3)
A seguir apresentamos um dos teoremas centrais desta dissertação. Ele nos diz que o
sistema de Navier–Stokes–Coriolis (0.0.1) é bem-colocado globalmente e uniformemente
no espaço ℬ˙−11,2 (R3).
Teorema 2.3.1. (Teorema de Boa-colocação) Para cada 0 < 𝛼 < 1, existem constan-
tes positivas 𝐶 e 𝛿, independentes de Ω, tais que para cada velocidade inicial 𝑢0 ∈
(︁
ℬ˙−11,2
)︁3
com div 𝑢0 = 0 e ‖ 𝑢0 ‖(ℬ˙−11,2)3≤ 𝛿, o sistema (0.0.1) possui uma única solução global
branda 𝑢 ∈ 𝑋𝛼. Aqui
𝑋𝛼 = {𝑢 ∈ 𝐶
(︁
[0,∞) ; ℬ˙−11,2
)︁3
; ‖ 𝑢 ‖𝑋𝛼≤ 2𝐶𝛿, div 𝑢 = 0},
com
‖ 𝑢 ‖𝑋𝛼=‖ 𝑢 ‖𝑌 + ‖ 𝑢 ‖𝑍𝛼 + ‖ 𝑢 ‖𝑍−𝛼 ,
e
‖ 𝑢 ‖𝑌= sup
𝑡>0
‖ 𝑢(𝑡) ‖(ℬ˙−11,2)3 , ‖ 𝑢 ‖𝑍±𝛼=
⎧⎨⎩∑︁
𝑗∈Z
(︂
2±𝛼𝑗 ‖ 𝜑𝑗?^? ‖
𝐿
1
1±𝛼 (0,∞;𝐿1(R3))
)︂2⎫⎬⎭
1
2
. (2.3.1)
Demonstração. Seja 0 < 𝛼 < 1. Seja 𝜖 > 0 um parâmetro pequeno, o qual será escolhido
depois. Definimos, para cada 𝑡 ≥ 0, a aplicação
𝑢(𝑡) = 𝑇 (𝑡)𝑢0 −𝑁(𝑢, 𝑢)(𝑡). (2.3.2)
Usando Lema 2.1.1, Lema 2.1.3, Lema 2.2.4, Lema 2.2.5 e o fato que ‖ 𝑢 ‖𝑍±𝛼≤‖ 𝑢 ‖𝑋𝛼≤
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2𝜖, podemos estimar
‖ Ψ(𝑢) ‖𝑋𝛼 =‖ 𝑇 (·)𝑢0 −𝑁(𝑢, 𝑢) ‖𝑋𝛼
≤‖ 𝑇 (·)𝑢0 ‖𝑋𝛼 + ‖ 𝑁(𝑢, 𝑢) ‖𝑋𝛼
≤ 𝐶1 ‖ 𝑢0 ‖(ℬ˙−11,2)3 +𝐶2 ‖ 𝑢 ‖𝑍𝛼‖ 𝑢 ‖𝑍−𝛼
≤ 𝐶1 ‖ 𝑢0 ‖(ℬ˙−11,2)3 +4𝐶2𝜖
2,
para toda 𝑢 ∈ 𝑋𝛼. Além disso, segue do Lema 2.2.4 e Lema 2.2.5 que
‖ Ψ(𝑢)−Ψ(𝑣) ‖𝑋𝛼 =‖ (𝑇 (·)𝑢0 −𝑁(𝑢, 𝑢))− (𝑇 (·)𝑢0 −𝑁(𝑣, 𝑣)) ‖𝑋𝛼
=‖ 𝑁(𝑣, 𝑣)−𝑁(𝑢, 𝑢) ‖𝑋𝛼
=‖ 𝑁(𝑣 − 𝑢, 𝑣) +𝑁(𝑢, 𝑣)−𝑁(𝑢, 𝑢) ‖𝑋𝛼
=‖ 𝑁(𝑣 − 𝑢, 𝑣) +𝑁(𝑢, 𝑣 − 𝑢) ‖𝑋𝛼
≤‖ 𝑁(𝑣 − 𝑢, 𝑣) ‖𝑋𝛼 + ‖ 𝑁(𝑢, 𝑣 − 𝑢) ‖𝑋𝛼
≤ 𝐶3 (‖ 𝑢 ‖𝑋𝛼 + ‖ 𝑣 ‖𝑋𝛼) ‖ 𝑣 − 𝑢 ‖𝑋𝛼
≤ 𝐶3(2𝜖+ 2𝜖) ‖ 𝑣 − 𝑢 ‖𝑋𝛼
= 4𝐶3𝜖 ‖ 𝑣 − 𝑢 ‖𝑋𝛼 ,
para todos 𝑢 e 𝑣 ∈ 𝑋𝛼. Considere 𝜖 > 0 tal que
𝜖 ≤ min
{︂ 1
4𝐶2
,
1
8𝐶3
}︂
.
Então, para todo 𝑢0 ∈
(︁
ℬ˙−11,2(R3)
)︁3
com ‖ 𝑢0 ‖(ℬ˙−11,2)3≤
𝜖
𝐶1
, temos que
‖ Ψ(𝑢) ‖𝑋𝛼 ≤ 𝐶1 ‖ 𝑢0 ‖(ℬ˙−11,2)3 +4𝐶2𝜖
2
≤ 𝜖+ 4𝐶2𝜖2
≤ 2𝜖.
Além disso,
‖ Ψ(𝑢)−Ψ(𝑣) ‖𝑋𝛼 ≤ 4𝐶3𝜖 ‖ 𝑢− 𝑣 ‖𝑋𝛼
≤ 12 ‖ 𝑢− 𝑣 ‖𝑋𝛼 ,
para toda 𝑢 e 𝑣 ∈ 𝑋𝛼. Portanto, Ψ é uma contração em 𝑋𝛼 e então uma aplicação do
teorema do ponto fixo de Banach (1.5.3) conclui a demonstração.
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2.4 Comparação com resultados em outros espaços
Nesta pequena seção nos vamos referir, um pouco, sobre a relevância que tem o resul-
tado de boa colocação descrito aqui.
A relevância do resultado da seção anterior, a saber, o Teorema de boa colocação (2.3.1),
descrito nesta dissertação, é indicada pelo fato que este resultado estende o resultado
obtido por M. Hieber e Y. Shibata [17], os quais provam que este sistema (0.0.1) possui
uma única solução global branda, para uma arbitrária velocidade de rotação Ω, sempre
que o dado inicial seja pequeno o suficiente no espaço 𝐻 12 (R3); também estende aqueles
resultados obtidos por Konieczny e T. Yoneda [22], os quais provam que existe uma única
solução global, para uma arbitrária velocidade de rotação Ω, sempre que o dado inicial
seja pequeno o suficiente, com condição de pequenez que não depende de Ω, no espaço
ℬ˙2−
3
𝑝
𝑝,∞ (R3) para 1 < 𝑝 ≤ ∞.
De fato, segundo o Remark 1.3 no artigo de Iwabuchi e Takada [19], verifica-se que
ℬ˙−11,1(R3) →˓ ℬ˙−11,2(R3) (2.4.1)
e
𝐻
1
2 (R3) →˓ ℬ˙−11,2(R3). (2.4.2)
Além disso, no mesmo artigo, no Remark 1.4 eles nos proporcionam um exemplo de
uma função 𝐹1 que satisfaz
i. 𝐹1 ∈ ℬ˙−11,2(R3) e 𝐹1 ∈/?˙?−11,1(R3)
ii. 𝐹1 ∈ ℬ˙−11,2(R3) e 𝐹1 ∈/𝐻 12 (R3).
Os itens (i) e (ii) implicam que as imersões continuas (2.4.1) e (2.4.2) são estritas.
Finalmente, para ilustrar, descrevemos a definição desta função 𝐹1. Para isto, considere
uma função 𝑓0 ∈ 𝒮(R3) que satisfaz
𝑓0 ≥ 0 e 𝑓0(𝜉) =
⎧⎨⎩ 1, | 𝜉 |≤
1
2
0, | 𝜉 |≥ 1. (2.4.3)
Seja 𝑓𝑗(𝜉) = 𝑓0(𝜉 − 2𝑗𝑒1) para 𝑗 ∈ N, onde 𝑒1 = (1, 0, 0). Basta definir a função
𝐹1(𝑥) =
∞∑︁
𝑗=10
2𝑗
𝑗
𝑓𝑗(𝑥). (2.4.4)
Esta é a função proposta e que satisfaz (i) e (ii).
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Capítulo 3
Má-colocação no espaço de
Fourier–Besov ℬ˙−11,𝑞 (R3) com 2 < 𝑞 ≤ ∞
Neste capítulo, apresentaremos um teorema de má-colocação para as equações de
Navier–Stokes–Coriolis (0.0.1). Este é outro resultado relevante tratado nesta disser-
tação. A sua prova está baseada na teoria abstrata de boa-colocação e má-colocação
desenvolvida por Bejenaru e Tao [4], a qual incluímos na seção 6 do Capítulo 1.
Teorema 3.0.1. Para 2 < 𝑞 ≤ ∞, o sistema (0.0.1) é má-colocada em ℬ˙−11,𝑞(R3), no
sentido que a aplicação dado-solução 𝑓 ↦→ 𝑢[𝑓 ] não é contínua.
Demonstração. Estruturamos a prova em vários passos como segue:
Passo 1. Seja 𝐷 =
(︁
ℬ˙−11,2(R3)
)︁3
. Pelo Teorema de boa-colocação (veja Teorema 2.3.1), para
qualquer 0 < 𝛼 < 1, existe 𝛿 > 0 de modo que é possível definir a aplicação
𝐵𝐷 ∋ 𝑓 ↦→ 𝑢[𝑓 ] ∈ 𝑋𝛼, onde
𝐵𝐷 = {𝑓 ∈ 𝐷; | 𝑓 |𝐷≤ 𝛿}, 𝑢[𝑓 ] = 𝑇 (·)𝑓 −𝑁(𝑢, 𝑢).
Sejam 𝐷′ =
(︁
ℬ˙−11,𝑞(R3)
)︁3
e 𝑄′ = 𝐿∞
(︁
(0,∞); ℬ˙−11,𝑞(R3)
)︁3
com 2 < 𝑞 ≤ ∞.
Observação 3.0.2. Note que temos as imersões contínuas 𝐷 →˓ 𝐷′ e 𝑋𝛼 →˓ 𝑄′ .
De fato: 𝐷 →˓ 𝐷′ segue do fato que 𝑙2(Z) →˓ 𝑙𝑞(Z), para 2 < 𝑞 ≤ ∞. No outro
caso, seja 𝑓 ∈ 𝑋𝛼, isto é, 𝑓 ∈ 𝐶([0,∞); ℬ˙−11,2(R3))3 com | 𝑓 |𝑋𝛼≤ 2𝐶𝛿 e div 𝑓 = 0.
Lembremos que | 𝑓 |𝑌= sup
𝑡>0
| 𝑓(𝑡) |(ℬ˙−11,2)3 e que
| 𝑓 |𝑄′= essup𝑡>0 | 𝑓(𝑡) |(ℬ˙−11,𝑞)3= inf{𝑎 ≥ 0;𝑚({𝑡 > 0; | 𝑓(𝑡) |(ℬ˙−11,𝑞)3> 𝑎}) = 0},
onde 𝑚 é a medida de Lebesgue sobre R. Como | 𝑓(𝑡) |(ℬ˙−11,2)3≤| 𝑓 |𝑌 , para cada
𝑡 > 0, então
𝑚({𝑡 > 0; | 𝑓(𝑡) |(ℬ˙−11,2)3>| 𝑓 |𝑌 }) = 0.
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Como | 𝑓(𝑡) |(ℬ˙−11,𝑞)3≤| 𝑓(𝑡) |(ℬ˙−11,2)3 , denotando 𝑎 :=| 𝑓 |𝑌 , temos que
{𝑡 > 0; | 𝑓(𝑡) |(ℬ˙−11,𝑞)3> 𝑎} ⊂ {𝑡 > 0; | 𝑓(𝑡) |(ℬ˙−11,2)3> 𝑎}.
Assim, segue que 𝑚({𝑡 > 0; | 𝑓(𝑡) |(ℬ˙−11,𝑞)3> 𝑎}) = 0 e então | 𝑓 |𝑄′≤| 𝑓 |𝑌 ; além
disso, sabemos que | 𝑓 |𝑌≤| 𝑓 |𝑋𝛼 e portanto | 𝑓 |𝑄′≤| 𝑓 |𝑋𝛼 .
Assuma agora que a aplicação (𝐵𝐷, | · |𝐷′ ) ∋ 𝑓 ↦→ 𝑢[𝑓 ] ∈ (𝑋𝛼, | · |𝑄′ ) seja contínua.
Então, pela teoria de Bejenaru e Tao [4] (veja seção 1.6), a aplicação
𝐴2 : (𝐵𝐷, | · |𝐷′ )→ (𝑋𝛼, | · |𝑄′ )
𝑓 ↦→ 𝑁(𝑇 (·)𝑓, 𝑇 (·)𝑓)
é contínua. Também, podemos construir uma sequência {𝑓𝑁} ⊂ 𝐵𝐷 de modo que
| 𝑓𝑁 |𝐷′→ 0 quando 𝑁 →∞, (3.0.1)
e, além disso, existe uma constante 𝑐 > 0 que independe de 𝑁 e satisfaz
| 𝐴2(𝑓𝑁) |𝑄′≥ 𝑐, (3.0.2)
para todo 𝑁 suficientemente grande. Isto nos leva a uma contradição e portanto
obtemos que a aplicação dado-solução não depende continuamente do dado inicial
no contexto dos espaços
(︁
ℬ˙−11,𝑞(R3)
)︁3
com 2 < 𝑞 ≤ ∞.
A seguir construíremos uma sequência {𝑓𝑁}∞𝑁=1 ⊂ 𝐵𝐷 satisfazendo (3.0.1) e (3.0.2).
Defina
𝜒(𝜉) =
⎧⎨⎩ 1, | 𝜉𝑘 |≤ 1, 𝑘 = 1, 2, 30, em caso contrário
e 𝜒±𝑗 (𝜉) = 𝜒(𝜉∓2𝑗𝑒2) para cada 𝑗 ∈ Z, onde 𝑒2 = (0, 1, 0). Construíremos o exemplo
via a sua transformada de Fourier como segue:
𝑓𝑁(𝜉) = 𝑖𝑁− 12
2𝑁∑︁
𝑗=𝑁
2𝑗{𝜒+𝑗 (𝜉) + 𝜒−𝑗 (𝜉)} ·
1
| 𝜉 |
⎛⎜⎜⎜⎝
𝜉2
−𝜉1
0
⎞⎟⎟⎟⎠ ,
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para cada 𝜉 ∈ R3 − {0}, ou equivalentemente, nas suas componentes
𝑓𝑁1 (𝜉) = 𝑖𝑁−
1
2
2𝑁∑︁
𝑗=𝑁
2𝑗
(︁
𝜒+𝑗 (𝜉) + 𝜒−𝑗 (𝜉)
)︁
· 𝜉2| 𝜉 | ,
𝑓𝑁2 (𝜉) = 𝑖𝑁−
1
2
2𝑁∑︁
𝑗=𝑁
2𝑗
(︁
𝜒+𝑗 (𝜉) + 𝜒−𝑗 (𝜉)
)︁
· (−𝜉1)| 𝜉 | ,
𝑓𝑁3 (𝜉) = 0.
Observação 3.0.3. A sequência
(︁
𝑓𝑁
)︁
𝑁∈N satisfaz as seguintes propriedades:
i. 𝑓𝑁 é de valor real.
ii. 𝑓𝑁 satisfaz div(𝑓𝑁) = 0. Pois, denotando 𝑎 := 𝑖𝑁− 12
2𝑁∑︁
𝑗=𝑁
(︁
𝜒+𝑗 (𝜉) + 𝜒−𝑗 (𝜉)
)︁
· 1| 𝜉 | ,
temos que
ℱ
[︁
div(𝑓𝑁)
]︁
(𝜉) = (−2𝜋𝑖)(𝜉1 · 𝑎 · 𝜉2 + 𝜉2 · 𝑎 · (−𝜉1)) = 0.
iii. Existe uma constante absoluta 𝐶0 > 0 tal que
‖ 𝑓𝑁 ‖(ℬ˙−11,𝑞)3≤ 𝐶0𝑁
− 12+ 1𝑞 , (3.0.3)
para cada 𝑁 ≥ 3. Para verificar isto, pela semelhança das componentes de
𝑓𝑁 , basta considerar a primeira componente. Assim, usando a desigualdade
triângular em 𝐿1, temos que
2−𝑘 | 𝜑𝑘𝑓𝑁1 |𝐿1 = 2−𝑘 | 𝜑𝑘
⎛⎝𝑖𝑁− 12 2𝑁∑︁
𝑗=𝑁
2𝑗
(︁
𝜒+𝑗 + 𝜒−𝑗
)︁
· Π2| IdR3 |
⎞⎠ |𝐿1
e assim
2−𝑘 | 𝜑𝑘𝑓𝑁1 |𝐿1≤ 2−𝑘𝑁−
1
2
2𝑁∑︁
𝑗=𝑁
2𝑗
(︃
| 𝜑𝑘𝜒+𝑗 ·
Π2
| IdR3 | |𝐿
1 + | 𝜑𝑘𝜒−𝑗 ·
Π2
| IdR3 | |𝐿
1
)︃
,
(3.0.4)
onde Π2 é a segunda projeção em R3 e IdR3 é o operador identidade em R3.
Por outro lado, sabemos que
i. supp (𝜒+𝑗 ) = [−1, 1]× [2𝑗 − 1, 2𝑗 + 1]× [−1, 1] =: 𝐴+𝑗 ,
ii. supp (𝜒−𝑗 ) = [−1, 1]× [−2𝑗 − 1,−2𝑗 + 1]× [−1, 1] =: 𝐴−𝑗 e
iii. supp (𝜑𝑘) ⊂ {𝜉 ∈ R3/2𝑘−1 ≤| 𝜉 |≤ 2𝑘+1} =: 𝐵𝑘.
Vejamos que
| 𝑘 − 𝑗 |> 1⇒ 𝐴+𝑗 ∩𝐵𝑘 = ∅, (3.0.5)
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para 𝑘 ∈ Z e 2 ≤ 𝑁 ≤ 𝑗 ≤ 2𝑁 . De fato, suponha que não fosse verdade, isto é,
existe algum elemento 𝜉 ∈ 𝐴+𝑗 ∩𝐵𝑘. Neste caso, teríamos que
2𝑗 − 1 ≤| 𝜉 |≤ 2𝑗 + 1, pois 𝜉 ∈ 𝐴+𝑗 , (3.0.6)
e
2𝑘−1 ≤| 𝜉 |≤ 2𝑘+1, pois 𝜉 ∈ 𝐵𝑘. (3.0.7)
No caso que 𝑘 ≤ 𝑗 − 2 temos que 2𝑘+1 ≤ 2𝑗−1 < 2𝑗 − 1, para 𝑁 ≤ 𝑗 ≤ 2𝑁 , com
𝑁 ≥ 2; e no caso que 𝑘 ≥ 𝑗 + 2 então 2𝑘−1 ≥ 2𝑗+1 > 2𝑗 + 1, para cada 𝑁 ∈ N. Em
ambos os casos, temos uma contradição. Analogamente, pode-se provar que
| 𝑘 − 𝑗 |> 1⇒ 𝐴−𝑗 ∩𝐵𝑘 = ∅, (3.0.8)
para 𝑘 ∈ Z e 2 ≤ 𝑁 ≤ 𝑗 ≤ 2𝑁 . Voltando na desigualdade (3.0.4) e usando a
desigualdade triangular na norma 𝑙𝑞(Z), obtemos que
𝐷𝑞 :=|
{︁
2−𝑘 | 𝜑𝑘𝑓𝑁1 |𝐿1
}︁
𝑘
|𝑞𝑙𝑞
=
∑︁
𝑘∈Z
(︁
2−𝑘 | 𝜑𝑘𝑓𝑁1 |𝐿1
)︁𝑞
≤∑︁
𝑘∈Z
⎛⎝2−𝑘𝑁− 12 2𝑁∑︁
𝑗=𝑁
2𝑗
{︃∫︁
R3
𝜑𝑘(𝜉)𝜒+𝑗 (𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉 +
∫︁
R3
𝜑𝑘(𝜉)𝜒−𝑗 (𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉
}︃⎞⎠𝑞
≤
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞𝑁−
𝑞
2
⎛⎝ 2𝑁∑︁
𝑗=𝑁
2𝑗
{︃∫︁
R3
𝜑𝑘(𝜉)𝜒+𝑗 (𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉 +
∫︁
R3
𝜑𝑘(𝜉)𝜒−𝑗 (𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉
}︃⎞⎠𝑞
:= 𝑁−
𝑞
2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
⎛⎝ ∑︁
|𝑗−𝑘|≤1
2𝑗
{︁
𝐷+𝑘,𝑗 +𝐷−𝑘,𝑗
}︁⎞⎠𝑞
= 𝑁−
𝑞
2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︁
2𝑘−1
{︁
𝐷+𝑘,𝑘−1 +𝐷−𝑘,𝑘−1
}︁
+ 2𝑘
{︁
𝐷+𝑘,𝑘 +𝐷−𝑘,𝑘
}︁
+ 2𝑘+1
{︁
𝐷+𝑘,𝑘+1 +𝐷−𝑘,𝑘+1
}︁)︁𝑞
.
Estimemos agora, os termos 𝐷±𝑘,𝑗 para 𝑗 = 𝑘 − 1, 𝑘, 𝑘 + 1. Para 𝐷+𝑘,𝑘−1,
𝐷+𝑘,𝑘−1 =
∫︁
R3
𝜑𝑘(𝜉)𝜒+𝑘−1(𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉
≤
∫︁
𝐵𝑘∩𝐴+𝑘−1
| 𝜉2 |
| 𝜉 | 𝑑𝜉
≤ 2
𝑘−1 + 1
2𝑘−1 𝑚(𝐵𝑘 ∩ 𝐴
+
𝑘−1)
≤ 2
𝑘−1 + 1
2𝑘−1 · 𝑐2
3,
pois 𝑚(𝐵𝑘 ∩ 𝐴+𝑘−1) ≤ 𝑚(𝐵𝑘) ≤ 23(𝑘+2) − 23𝑘 = 23𝑘(26 − 1) = 𝑐23𝑘 e por outro lado
𝑚(𝐵𝑘 ∩ 𝐴+𝑘−1) ≤ 𝑚(𝐴+𝑘−1) = 23.
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Para 𝐷−𝑘,𝑘−1,
𝐷−𝑘,𝑘−1 =
∫︁
R3
𝜑𝑘(𝜉)𝜒−𝑘−1(𝜉)
| 𝜉2 |
| 𝜉 | 𝑑𝜉
≤
∫︁
𝐵𝑘∩𝐴−𝑘−1
| 𝜉2 |
| 𝜉 | 𝑑𝜉
≤ 2
𝑘−1 + 1
2𝑘−1 𝑚(𝐵𝑘 ∩ 𝐴
−
𝑘−1)
≤ 2
𝑘−1 + 1
2𝑘−1 · 𝑐2
3,
pois 𝑚(𝐵𝑘 ∩𝐴−𝑘−1) ≤ 𝑚(𝐵𝑘) ≤ 23(𝑘+2) − 23𝑘 = 23𝑘(26 − 1) = 𝑐23𝑗 e 𝑚(𝐵𝑘 ∩𝐴−𝑘−1) ≤
𝑚(𝐴−𝑘−1) = 23 .
Similarmente, podemos obter as estimativas
𝐷+𝑘,𝑘 = 𝐷−𝑘,𝑘 ≤
2𝑘 + 1
2𝑘 · 𝑐2
3
𝐷+𝑘,𝑘+1 = 𝐷−𝑘,𝑘+1 ≤
2𝑘+1 + 1
2𝑘+1 · 𝑐2
3.
Considerando as estimativas para os 𝐷±𝑘,𝑗, chegamos a
𝐷𝑞 ≤ 𝑁− 𝑞2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︃
2𝑘−1 · 2𝑐 · 2
𝑘−1 + 1
2𝑘−1 2
3 + 2𝑘 · 2𝑐 · 2
𝑘 + 1
2𝑘 2
3 + 2𝑘+1 · 2𝑐 · 2
𝑘+1 + 1
2𝑘+1 2
3
)︃𝑞
≤ 𝐶𝑁− 𝑞2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︁
(2𝑘−1 + 1) + (2𝑘 + 1) + (2𝑘+1 + 1)
)︁𝑞
23𝑞
= 𝐶𝑁−
𝑞
2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︂7
22
𝑘 + 3
)︂𝑞
.
Considerando agora que 𝑁 ≥ 3 e como 𝑁 − 1 ≤ 𝑘 ≤ 2𝑁 + 1, temos que 3 ≤ 2𝑘 e
então
𝐷𝑞 ≤ 𝐶𝑁− 𝑞2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︂7
22
𝑘 + 2𝑘
)︂𝑞
2𝑞
= 𝐶𝑁−
𝑞
2
2𝑁+1∑︁
𝑘=𝑁−1
2−𝑘𝑞
(︂9
2
)︂𝑞
2𝑘𝑞
= 𝐶𝑁−
𝑞
2
2𝑁+1∑︁
𝑘=𝑁−1
1
= 𝐶𝑁−
𝑞
2 (𝑁 + 3)
≤ 𝐶𝑁− 𝑞2 (𝑁 +𝑁)
= 𝐶𝑁−
𝑞
2+1.
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Segue que
𝐷 =|
{︁
2−𝑘 | 𝜑𝑘𝑓𝑁1 |𝐿1
}︁
𝑘
|𝑙𝑞=‖ 𝑓𝑁1 ‖ℬ˙−11,𝑞≤ 𝐶𝑁
− 12+ 1𝑞 , (3.0.9)
para cada 𝑁 ≥ 3. Analogamente, obtemos a estimativa
‖ 𝑓𝑁2 ‖ℬ˙−11,𝑞≤ 𝐶𝑁
− 12+ 1𝑞 . (3.0.10)
Desde que é claro que ‖ 𝑓𝑁3 ‖ℬ˙−11,𝑞= 0, podemos concluir (3.0.3).
Passo 2. Consideremos 𝐸 um conjunto mensurável em R3, de modo que a medida de Lebesgue
de 𝐸 é positiva e exista uma constante 𝑐 > 0 tal que
1− 𝜉
2
1
| 𝜉 |2 ≥ 𝑐, (3.0.11)
para cada 𝜉 = (𝜉1, 𝜉2, 𝜉3) ∈ 𝐸, com
𝐸 ⊂
{︃
𝜉 ∈ R3; 1100 ≤ 𝜉1 ≤ 1, 0 < 𝜉3 ≤
| 𝜉 |
1+ | Ω | , | 𝜉 |≤ 1
}︃
=: 𝐴. (3.0.12)
Como supp (𝜑𝑗) ⊂ {𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1} e 𝐴 é limitado, então existe 𝑗0 ∈ N
tal que
supp (𝜑𝑗) ∩ 𝐸 = ∅, ∀ | 𝑗 |> 𝑗0.
Assim, para cada | 𝑗 |> 𝑗0 e cada 𝜉 ∈ 𝐸, temos 𝜑𝑗(𝜉) = 0, e então
𝑗0∑︁
𝑗=−𝑗0
𝜑𝑗(𝜉) = 1. (3.0.13)
Vejamos que existe 𝑐 > 0 tal que
𝑐 | ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1(𝐸)≤| 𝐴2(𝑓𝑁)(𝑡) |(ℬ˙−11,𝑞)3 , (3.0.14)
para todo 𝑡 ≥ 0. De fato, pela desigualdade triangular em 𝐿1(𝐸), temos que
| ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1(𝐸) =|
⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
𝜑𝑗
⎞⎠ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1(𝐸)
≤
𝑗0∑︁
𝑗=−𝑗0
| 𝜑𝑗ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1(𝐸)
≤
𝑗0∑︁
𝑗=−𝑗0
2𝑗 ·
(︁
2−𝑗 | 𝜑𝑗ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1
)︁
.
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Pela desigualdade de Hölder e pela definição do espaço
(︁
ℬ˙−11,𝑞
)︁3
, conseguimos
| ℱ [𝐴2(𝑓𝑁)(𝑡)] |𝐿1(𝐸) ≤
⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
2𝑗𝑝
⎞⎠ 1𝑝 ⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
2−𝑗𝑞 | 𝜑𝑗𝐹 [𝐴2(𝑓𝑁)(𝑡)] |𝑞𝐿1
⎞⎠ 1𝑞
≤ 1
𝑐
| 𝐴2(𝑓𝑁)(𝑡) |(ℬ˙−11,𝑞)3,
onde 1
𝑝
+ 1
𝑞
= 1 e 𝑐 > 0, o que nos dá (3.0.14). Continuemos com a demonstração,
mas para simplificar as expressões, denotemos
𝑇𝑐(𝜉, 𝑡) = cos
(︃
Ω · 𝜉3| 𝜉 |𝑡
)︃
𝑒−|𝜉|
2𝑡 e 𝑇𝑠(𝜉, 𝑡) = sen
(︃
Ω · 𝜉3| 𝜉 |𝑡
)︃
𝑒−|𝜉|
2𝑡,
para cada 𝜉 ∈ R3 e 𝑡 ≥ 0. Escrevamos de forma explícita o termo ℱ [𝐴2(𝑓𝑁)(𝑡)](𝜉)
como segue:
ℱ [𝐴2(𝑓𝑁)(𝑡)](𝜉) = ℱ [𝑁(𝑇 (𝑡)𝑓𝑁 , 𝑇 (𝑡)𝑓𝑁)]
= ℱ [
∫︁ 𝑡
0
𝑇 (𝑡− 𝜏)P div
(︁
𝑇 (𝑡)𝑓𝑁 ⊗ 𝑇 (𝑡)𝑓𝑁
)︁
𝑑𝜏 ](𝜉).
Denotemos as componentes de 𝑇 (𝑡)𝑓𝑁 como
(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑖
para cada 𝑖 = 1, 2, 3. Logo,
𝑇 (𝑡)𝑓𝑁 =
(︁(︁
𝑇 (𝑡)𝑓𝑁
)︁
1
,
(︁
𝑇 (𝑡)𝑓𝑁
)︁
2
,
(︁
𝑇 (𝑡)𝑓𝑁
)︁
3
)︁
, (3.0.15)
e (︁
𝑇 (𝑡)𝑓𝑁 ⊗ 𝑇 (𝑡)𝑓𝑁
)︁
𝑖,𝑗
=
(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑖
·
(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑗
, (3.0.16)
para cada 1 ≤ 𝑖, 𝑗 ≤ 3. Denotando 𝑓 = div (𝑇 (𝑡)𝑓𝑁 ⊗ 𝑇 (𝑡)𝑓𝑁) e 𝑔 = P𝑓 , obtemos
que
𝑓(𝜉) = 𝑐 · 𝐴 (𝜉) ·
⎛⎜⎜⎜⎝
𝜉1
𝜉2
𝜉3
⎞⎟⎟⎟⎠ = 𝑐 · 𝐴 (𝜉) · 𝜉,
onde 𝑐 = (−2𝜋𝑖)3 e
(𝐴 (𝜉))𝑖,𝑗 = 𝑎𝑖,𝑗 (𝜉) = 𝐹
[︂(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑖
·
(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑗
]︂
(𝜉) . (3.0.17)
Também temos que
𝑔(𝜉) = ℱ [P𝑓 ] (𝜉) =𝑀 (𝜉) · 𝑓(𝜉), (3.0.18)
onde
(𝑀 (𝜉))𝑖,𝑗 =
(︃
𝛿𝑖,𝑗 − 𝜉𝑖 · 𝜉𝑗| 𝜉 |2
)︃
. (3.0.19)
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Assim, chegamos a
ℱ [𝑇 (𝑡− 𝜏) 𝑔] (𝜉) = 𝑇𝑐 (𝜉, 𝑡− 𝜏)𝑀 (𝜉) 𝑓 (𝜉) + 𝑇𝑠 (𝜉, 𝑡− 𝜏)𝑅 (𝜉) 𝑔 (𝜉) .
Além disso, observamos que
(︁
𝑀 (𝜉) 𝑓 (𝜉)
)︁
𝑗
= ·
3∑︁
𝑘=1
(𝑀 (𝜉))𝑗,𝑘 𝑓𝑘(𝜉)
= 𝑐 ·
3∑︁
𝑘=1
(︃
𝛿𝑗,𝑘 − 𝜉𝑗 · 𝜉𝑘| 𝜉 |2
)︃
·
3∑︁
𝑙=1
𝜖𝑙
(︁
ℱ
[︁
𝑇 (𝑡)𝑓𝑁
]︁)︁
𝑘
*
(︁
ℱ
[︁
𝑇 (𝑡)𝑓𝑁
]︁)︁
𝑙
(𝜉) .
Denote 𝑏 (𝜉) = 𝑅 (𝜉) 𝑔 (𝜉) = (𝑏1 (𝜉) , 𝑏2 (𝜉) , 𝑏3 (𝜉)) e relembre que 𝑔 = P𝑓 . Conside-
remos a primeira componente de ℱ
[︁
𝐴2(𝑓𝑁)(𝑡)
]︁
(𝜉), isto é,
∫︁ 𝑡
0
(︁
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
+ 𝑇𝑠 (𝜉, 𝑡− 𝜏) 𝑏1(𝜉)
)︁
𝑑𝜏. (3.0.20)
Segue que
| ℱ
[︁
𝐴2(𝑓𝑁)(𝑡)
]︁
(𝜉) | ≥ |
(︁
ℱ
[︁
𝐴2(𝑓𝑁)(𝑡)
]︁
(𝜉)
)︁
1
|
=|
∫︁ 𝑡
0
(︁
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
+ 𝑇𝑠 (𝜉, 𝑡− 𝜏) 𝑏1(𝜉)
)︁
𝑑𝜏 |
≥|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
𝑑𝜏 | − |
∫︁ 𝑡
0
𝑇𝑠 (𝜉, 𝑡− 𝜏) 𝑏1(𝜉) 𝑑𝜏 |
≥|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
𝑑𝜏 | −
∫︁ 𝑡
0
| 𝑇𝑠 (𝜉, 𝑡− 𝜏) || 𝑏(𝜉) | 𝑑𝜏.
Sabemos que
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
= 𝑇𝑐 (𝜉, 𝑡− 𝜏) · 𝑐 ·
3∑︁
𝑘=1
(︃
𝛿1,𝑘 − 𝜉1 · 𝜉𝑘| 𝜉 |2
)︃
·
(︃ 3∑︁
𝑙=1
𝜖𝑙
(︁
ℱ
[︁
(𝑇 (𝑡)𝑓𝑁)𝑙
]︁
*
[︁
(𝑇 (𝑡)𝑓𝑁)𝑘
]︁)︁
(𝜉)
)︃
e
ℱ
[︁(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑙
]︁
(𝜉) =
(︁(︁
𝑇𝑐 (𝜉, 𝑡) 𝐼 + 𝑇𝑠 (𝜉, 𝑡)𝑅(𝜉)
)︁
𝑓𝑁(𝜉)
)︁
𝑙
= 𝑇𝑐 (𝜉, 𝑡) 𝑓𝑁𝑙 (𝜉) + 𝑇𝑠 (𝜉, 𝑡)
(︁
𝑅(𝜉)𝑓𝑁(𝜉)
)︁
𝑙
.
Logo,
ℱ
[︁(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑙
]︁
=
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑙
+
(︁
𝑅(·)ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑙
,
onde
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁
= 𝑇𝑐(·, 𝜏) · 𝑓𝑁
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e
ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁
= 𝑇𝑠(·, 𝜏) · 𝑓𝑁 ,
e denotamos 𝑇𝑐(·, 𝜏) = 𝑇𝑐(𝜏) e 𝑇𝑠(·, 𝜏) = 𝑇𝑠(𝜏). Assim, temos que
ℱ
[︁(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑙
]︁
* ℱ
[︁(︁
𝑇 (𝑡)𝑓𝑁
)︁
𝑘
]︁
=
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑘
+
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
𝑅(·)ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑘
+
(︁
𝑅(·)ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑘
+
(︁
𝑅(·)ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
𝑅(·)ℱ
[︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑘
:= 𝑝1𝑙,𝑘 + 𝑝2𝑙.𝑘 + 𝑝3𝑙,𝑘 + 𝑝4𝑙,𝑘.
Denotando,
𝑐𝑖 :=
3∑︁
𝑘=1
3∑︁
𝑙=1
(︃
𝛿1,𝑘 − 𝜉1 · 𝜉𝑘| 𝜉 |2
)︃
· 𝜉𝑙 · 𝑝𝑖𝑙,𝑘,
segue que
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
= 𝑐𝑇𝑐 (𝜉, 𝑡− 𝜏) (𝑐1 + 𝑐2 + 𝑐3 + 𝑐4). (3.0.21)
Além disso, pela comutatividade da convolução, temos que 𝑝3𝑙,𝑘 = 𝑝2𝑘,𝑙 e então
𝑐2 + 𝑐3 =
3∑︁
𝑘,𝑙=1
𝛿1,𝑘 · 𝜉𝑙 · 𝑝2𝑙,𝑘 −
3∑︁
𝑘,𝑙=1
𝜉1 · 𝜉𝑘
| 𝜉 | · 𝜉𝑙 · 𝑝
2
𝑙,𝑘
+
3∑︁
𝑘,𝑙=1
𝛿1,𝑘 · 𝜉𝑙 · 𝑝2𝑘,𝑙 −
3∑︁
𝑘,𝑙=1
𝜉1 · 𝜉𝑘
| 𝜉 | · 𝜉𝑙 · 𝑝
2
𝑘,𝑙.
Renomeando os índices, chegamos a
𝑐2 + 𝑐3 = 2
3∑︁
𝑘,𝑙=1
(︃
𝛿1,𝑘 − 𝜉1 · 𝜉𝑘| 𝜉 |2
)︃
· 𝜉𝑙 · 𝑝2𝑙,𝑘 = 2𝑐2. (3.0.22)
Logo,
|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︁
𝑀(𝜉)𝑓(𝜉)
)︁
1
𝑑𝜏 | ≥ 𝑐
(︂
|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏) 𝑐1 𝑑𝜏 | −2 |
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏) 𝑐2 𝑑𝜏 |
− |
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏) 𝑐4 𝑑𝜏 |
)︂
:= 𝑐 (𝐺1 − 2𝐼5 − 𝐼6) .
Também, denotemos
𝐼7 := 𝐼7(𝜉, 𝜏)
∫︁ 𝑡
0
| 𝑇𝑠 (𝜉, 𝑡− 𝜏) || 𝑏(𝜉) | 𝑑𝜏. (3.0.23)
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onde, relembrando, 𝑏(𝜉) = 𝑅(𝜉)𝑔(𝜉), 𝑔 = P𝑓 e 𝑓 = div(𝑇 (𝑡)𝑓𝑁 ⊗ 𝑇 (𝑡)𝑓𝑁). Desen-
volvamos o termo 𝐺1:
𝐺1 =|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
3∑︁
𝑘=1
(︃
𝛿1,𝑘 − 𝜉1 · 𝜉𝑘| 𝜉 |2
)︃ 3∑︁
𝑙=1
𝜖𝑙
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑘
(𝜉) 𝑑𝜏 |
=|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉1
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉) 𝑑𝜏
+
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉2
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉) 𝑑𝜏
+
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
−𝜉1 · 𝜉2| 𝜉 |2
)︃
𝜉1
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
(𝜉) 𝑑𝜏
+
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
−𝜉1 · 𝜉2| 𝜉 |2
)︃
𝜉2
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
(𝜉) 𝑑𝜏 |,
pois (︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
3
= 𝑇𝑐 (𝜉, 𝜏) 𝑓𝑁 3(𝜉) = 0. (3.0.24)
Usando a desigualdade triangular, podemos estimar
|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏) 𝑐1 𝑑𝜏 | ≥ 𝐼1 − 𝐼2 − 𝐼3 − 𝐼4, (3.0.25)
onde
𝐼𝑗 := 𝐼𝑗(𝜉, 𝜏) =|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉𝑗
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑖
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉) 𝑑𝜏 |,
(3.0.26)
para 𝑗 = 1, 2, e
𝐼𝑗 := 𝐼𝑗(𝜉, 𝜏) =|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
−𝜉1 · 𝜉2| 𝜉 |2
)︃
𝜉𝑗−2
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑗−2*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
(𝜉) 𝑑𝜏 |,
(3.0.27)
para 𝑗 = 3, 4.
Passo 3. Agora começaremos a considerar as estimativas para os termos 𝐼𝑖, 𝑖 = 1, . . . , 6. Para
a estimativa de 𝐼1(𝜉, 𝜏) com 𝜉 ∈ 𝐸, vemos que
𝐼1 =|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉1
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉) 𝑑𝜏 |
=|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉1
∫︁
R3
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜂)
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉 − 𝜂) 𝑑𝜂 𝑑𝜏 | .
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Como em 𝐸 satisfaz-se que 1− 𝜉21|𝜉|2 e 𝜉1 ≥ 1100 , temos que existe 𝑐 > 0 tal que
𝐼1 ≥ 𝑐 |
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
∫︁
R3
𝑇𝑐 (𝜏, 𝜂) 𝑓𝑁1 (𝜂)𝑇𝑐 (𝜏, 𝜉 − 𝜂) 𝑓𝑁1 (𝜉 − 𝜂) 𝑑𝜂 𝑑𝜏 |
≥ 𝑐 |
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
∫︁
R3
cos
(︃
Ω · 𝜉3 − 𝜂3| 𝜉 − 𝜂 |𝜏
)︃
cos
(︃
Ω · 𝜂3| 𝜂 |𝜏
)︃
𝑓𝑁1 (𝜂) 𝑓𝑁1 (𝜉 − 𝜂) 𝑑𝜂 𝑑𝜏 | .
Contudo,
𝑓𝑁 1 (𝜉 − 𝜂) 𝑓𝑁 1 (𝜂) =
⎛⎝𝑖𝑁− 12 2𝑁∑︁
𝑗=𝑁
2𝑗
{︁
𝜒+𝑗 (𝜂) + 𝜒−𝑗 (𝜂)
}︁
· 𝜂2| 𝜂 |
⎞⎠
·
⎛⎝𝑖𝑁− 12 2𝑁∑︁
𝑗=𝑁
2𝑗
{︁
𝜒+𝑗 (𝜉 − 𝜂) + 𝜒−𝑗 (𝜉 − 𝜂)
}︁
· 𝜉2 − 𝜂2| 𝜉 − 𝜂 |
⎞⎠ .
Observação 3.0.4. Vemos facilmente que, para 𝜉 fixo, temos que
i. supp (𝜒+𝑗 ) = [−1, 1]× [2𝑗 − 1, 2𝑗 + 1]× [−1, 1] =: 𝐴+𝑗
ii. supp (𝜒−𝑗 ) = [−1, 1]× [−2𝑗 − 1,−2𝑗 + 1]× [−1, 1] =: 𝐴−𝑗
iii. supp𝜒+𝑘 (𝜉 − ·) = [𝜉1 − 1, 𝜉1 + 1]× [𝜉2 − 2𝑗 − 1, 𝜉2 − 2𝑗 + 1]× [𝜉3 − 1, 𝜉3 + 1] =:
𝑊+𝑘
iv. supp𝜒−𝑘 (𝜉 − ·) = [𝜉1 − 1, 𝜉1 + 1]× [𝜉2 + 2𝑗 − 1, 𝜉2 + 2𝑗 + 1]× [𝜉3 − 1, 𝜉3 + 1] =:
𝑊−𝑘 .
Logo, para 𝑗 ̸= 𝑘
supp (𝜒±𝑗 ) ∩ supp (𝜒±𝑘 ) = ∅, (3.0.28)
e para 𝑗 = 𝑘 temos que
supp (𝜒+𝑗 ) ∩ supp𝜒+𝑘 (𝜉 − ·) = ∅
supp (𝜒−𝑗 ) ∩ supp𝜒−𝑘 (𝜉 − ·) = ∅.
Assim,
𝐼1 ≥ 𝑐 | −
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
∫︁
R3
cos
(︃
Ω · 𝜉3 − 𝜂3| 𝜉 − 𝜂 |𝜏
)︃
cos
(︃
Ω · 𝜂3| 𝜂 |𝜏
)︃
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2)
· 𝜉2 − 𝜂2| 𝜉 − 𝜂 | ·
𝜂2
| 𝜂 |𝑁
⎛⎝ 2𝑁∑︁
𝑗=𝑁
22𝑗
(︁
𝜒+𝑗 (𝜂)𝜒−𝑗 (𝜉 − 𝜂) + 𝜒−𝑗 (𝜂)𝜒+𝑗 (𝜉 − 𝜂)
)︁⎞⎠ 𝑑𝜂 𝑑𝜏 |
Vejamos que, se 2𝑁 ≥ 2+ | Ω | então existe uma constante 𝑐 > 0 tal que
cos
(︃
Ω · 𝜉3| 𝜉 |𝜏
)︃
≥ 𝑐, (3.0.29)
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para todo 0 < 𝜏 ≤ 1 e todo 𝜉 ∈ 𝐸 ∪ supp (𝑓𝑁). De fato, sejam 0 < 𝜏 ≤ 1 e
𝜉 ∈ 𝐸 ∪ supp (𝑓𝑁). Se
𝜉 ∈ 𝐸 ⊂
{︃
𝜉 ∈ R3; 1100 < 𝜉1 ≤ 1, 0 < 𝜉3 ≤
| 𝜉 |
1+ | Ω | , | 𝜉 |≤ 1
}︃
,
então
𝜉3
| 𝜉 |𝜏 ≤
𝜏
1+ | Ω | ≤
1
1+ | Ω | e | Ω |
𝜉3
| 𝜉 |𝜏 ≤
| Ω |
1+ | Ω | .
Assim, temos que cos
(︁
Ω · 𝜉3|𝜉|
)︁
≥ 𝑐. No caso 𝜉 ∈ supp ( ^𝑓𝑁), como
𝑓𝑁 (𝜉) = 𝑖𝑁− 12
2𝑁∑︁
𝑗=𝑁
2𝑗
{︁
𝜒+𝑗 (𝜉) + 𝜒−𝑗 (𝜉)
}︁
· 1| 𝜉 | ·
⎛⎜⎜⎜⎝
𝜉2
−𝜉1
0
⎞⎟⎟⎟⎠ , (3.0.30)
segue que
supp(𝑓𝑁) ⊂ supp
⎛⎝ 2𝑁∑︁
𝑗=𝑁
2𝑗
{︁
𝜒+𝑗 + 𝜒−𝑗
}︁⎞⎠⋂︁ supp 1| IdR3 | ·
⎛⎜⎜⎜⎝
Π2
−Π1
0
⎞⎟⎟⎟⎠
=
2𝑁⋃︁
𝑗=𝑁
(︁
supp (𝜒+𝑗 ) ∪ supp (𝜒−𝑗 )
)︁
.
Em ambos os casos, temos que 2𝑗 − 1 ≤| 𝜉 | e
| Ω | · 𝜉3| 𝜉 | ≤| Ω | ·
1
2𝑗 − 1 ≤
| Ω |
2𝑁 − 1 ≤
| Ω |
1+ | Ω | ≤ 1, (3.0.31)
o que nos dá cos
(︁
Ω 𝜉3|𝜉|𝜏
)︁
≥ 𝑐.
Observação 3.0.5. Vemos que, se 𝜂 ∈ supp (𝜒−𝑗 ) e 𝜉 − 𝜂 ∈ supp (𝜒+𝑗 ) ou 𝜂 ∈
supp (𝜒+𝑗 ) e 𝜉 − 𝜂 ∈ supp (𝜒−𝑗 ), então
−1 ≤ 𝜉2 − 𝜂2| 𝜉 − 𝜂 | ·
𝜂2
| 𝜂 | ≤ −
1
16 . (3.0.32)
De fato, o caso que 𝜂 ∈ supp (𝜒−𝑗 ) e 𝜉 − 𝜂 ∈ supp (𝜒+𝑗 ) implica que
i. 2𝑗 − 1 ≤ −𝜂2 ≤ 2𝑗 + 1
ii. 2𝑗 − 1 ≤ 𝜉2 − 𝜂2 ≤ 2𝑗 + 1
iii.
1
2𝑗 + 3 ≤
1
| 𝜂 | ≤
1
2𝑗 − 1 (3.0.33)
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iv.
1
2𝑗 + 3 ≤
1
| 𝜉 − 𝜂 | ≤
1
2𝑗 − 1 . (3.0.34)
Considerando isto, chegamos a
2𝑗 − 1
2𝑗 + 3 ·
2𝑗 − 1
2𝑗 + 3 ≤ 𝐴 ≤
2𝑗 + 1
2𝑗 − 1 ·
2𝑗 + 1
2𝑗 − 1 , (3.0.35)
onde
𝐴 := 𝜉2 − 𝜂2| 𝜉 − 𝜂 | ·
−𝜂2
| 𝜂 | . (3.0.36)
Como −2𝑗+1 = −2 · 2𝑗 ≤ −2𝑗 = 2𝑗 − 2𝑗+1 ≤ 2𝑗 − 1, 2𝑗−1 = 2𝑗 − 2𝑗−1 ≤ 2𝑗 − 1 e
2𝑗 + 3 ≤ 2𝑗 + 2𝑗 = 2𝑗+1, pois 3 ≤ 𝑁 ≤ 𝑗 ≤ 2𝑁 , então
2𝑗−1
2𝑗+1 ·
2𝑗−1
2𝑗+1 ≤ 𝐴 ≤
2𝑗 + 1
2𝑗 − 1 ·
2𝑗 + 1
2𝑗 − 1 ·
−2𝑗+1
−2𝑗+1 ·
−2𝑗+1
−2𝑗+1
22(𝑗−1)
22(𝑗+1) ≤ 𝐴 ≤
2𝑗+1
2𝑗+1 ·
2𝑗+1
2𝑗+1 .
Calculando os termos extremos na última desigualdade, obtemos (3.0.32). O caso
em que 𝜂 ∈ supp (𝜒+𝑗 ) e 𝜉 − 𝜂 ∈ supp (𝜒−𝑗 ) trabalhamos similarmente.
Considerando 𝜉 ∈ 𝐸 e 2−2𝑁 ≤ 𝑡 ≤ 1, temos que
𝐼1 (𝜉, 𝑡) ≥ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2) ·
(︁
𝜒−𝑗 (𝜉 − 𝜂)𝜒+𝑗 (𝜂) + 𝜒+𝑗 (𝜉 − 𝜂)𝜒−𝑗 (𝜂)
)︁
𝑑 𝜂 𝑑 𝜏
≥ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2) ·
(︁
𝜒+𝑗 (𝜉 − 𝜂)𝜒−𝑗 (𝜂)
)︁
𝑑 𝜂 𝑑 𝜏
≥ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗2−2𝑗(1− 𝑒−𝑡2322𝑗)
≥ 𝑐.
Disto, segue que
| 𝐼1 (·, 𝑡) |𝐿1(𝐸)=
∫︁
𝐸
| 𝐼1 (𝜉, 𝑡) | 𝑑𝜉 ≥ 𝑐 ·𝑚 (𝐸) =: 𝑐. (3.0.37)
Analogamente, podemos estimar
𝐼2 (𝜉, 𝑡) + 𝐼3 (𝜉, 𝑡)
=|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
1− 𝜉
2
1
| 𝜉 |2
)︃
𝜉2 ·
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
(𝜉) 𝑑𝜏 |
+ |
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏) 𝜉1 · 𝜉2| 𝜉 |2 𝜉2 ·
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
1
*
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
2
(𝜉) 𝑑𝜏 | .
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Lembrando que
(︁
ℱ
[︁
𝑇𝑐(𝜏) * 𝑓𝑁
]︁)︁
𝑖
(𝜉) = 𝑇𝑐(𝜉, 𝜏)𝑓𝑁𝑖 (𝜉) e a definição dos termos 𝑓𝑁𝑖
para cada 𝑖 = 1, 2, e pela comutatividade da convolução, temos
𝐼2 (𝜉, 𝑡) + 𝐼3 (𝜉, 𝑡)
≤ 𝑐
∫︁ 𝑡
0
∫︁
R3
| 𝑇𝑐 (𝜏, 𝜂) | · | 𝑓𝑁1 (𝜂) | · | 𝑇𝑐 (𝜏, 𝜉 − 𝜂) | · | 𝑓𝑁2 (𝜉 − 𝜂) 𝑑𝜂 𝑑𝜏 |
≤ 𝑐
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2) ·
⎛⎝𝑁− 12 2𝑁∑︁
𝑗=𝑁
2𝑗
(︁
𝜒+𝑗 (𝜂) + 𝜒−𝑗 (𝜂)
)︁
· | 𝜂2 || 𝜂 |
⎞⎠
·
(︃
𝑁−
1
2
2𝑁∑︁
𝑘=𝑁
2𝑘
(︁
𝜒+𝑘 (𝜂) + 𝜒−𝑘 (𝜂)
)︁
· | 𝜉1 − 𝜂1 || 𝜉 − 𝜂 |
)︃
𝑑𝜂 𝑑𝜏.
Procedendo como na estimativa para 𝐼1(𝜉, 𝑡),
𝐼2 (𝜉, 𝑡) + 𝐼3 (𝜉, 𝑡)
≤ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2)
(︁
𝜒+𝑗 (𝜂)𝜒−𝑗 (𝜉 − 𝜂) + 𝜒+𝑗 (𝜉 − 𝜂)𝜒−𝑗 (𝜂)
)︁
· 𝜂2| 𝜂 | ·
𝜉1 − 𝜂1
| 𝜉 − 𝜂 | 𝑑𝜂 𝑑 𝜏
≤ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗
⎛⎝∫︁
R3
1− 𝑒−𝑡(|𝜉−𝜂|2+|𝜂|2)
| 𝜉 − 𝜂 |2 + | 𝜂 |2 · 2
−𝑗𝜒+𝑗 (𝜉 − 𝜂)𝜒−𝑗 (𝜂) 𝑑𝜂
⎞⎠
≤ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗 · 2−2𝑗 · 2−𝑗.
Segue que
𝐼2 (𝜉, 𝑡) + 𝐼3 (𝜉, 𝑡) ≤ 𝑐 · 1
𝑁2𝑁 . (3.0.38)
Para estimar 𝐼4(𝜉, 𝑡) com 𝜉 ∈ 𝐸, vemos que
𝐼4(𝜉, 𝑡) ≤ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2) · | 𝜉1 − 𝜂1 || 𝜂1 || 𝜉 − 𝜂 || 𝜂 |
·
(︁
𝜒+𝑗 (𝜉 − 𝜂)𝜒−𝑗 (𝜂) + 𝜒−𝑗 (𝜉 − 𝜂)𝜒+𝑗 (𝜂)
)︁
𝑑𝜂 𝑑𝜏
≤ 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
22𝑗 · 2−2𝑗 · 2−2𝑗
= 𝑐𝑁−1
2𝑁∑︁
𝑗=𝑁
(2−2)𝑗
= 𝑐𝑁−1 · (2−2)𝑁
⎛⎝ 𝑁∑︁
𝑗=1
(2−2)𝑗
⎞⎠ .
Segue que
𝐼4(𝜉, 𝑡) ≤ 𝑐 · 1
𝑁22𝑁 . (3.0.39)
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Portanto, a partir das desigualdades (3.0.38) e (3.0.39), chegamos a
| 𝐼2(·, 𝑡) + 𝐼3(·, 𝑡) + 𝐼4(·, 𝑡) |𝐿1(𝐸) =
∫︁
𝐸
| 𝐼2(𝜉, 𝑡) + 𝐼3(𝜉, 𝑡) + 𝐼4(𝜉, 𝑡) | 𝑑𝜉
≤
∫︁
𝐸
(| 𝐼2(𝜉, 𝑡) + 𝐼3(𝜉, 𝑡) |) 𝑑𝜉 +
∫︁
𝐸
| 𝐼4(𝜉, 𝑡) | 𝑑𝜉
≤ 𝑐 · 1
𝑁2𝑁 ·𝑚 (𝐸) + 𝑐 ·
1
𝑁22𝑁 ·𝑚 (𝐸) ,
e então
| 𝐼2(·, 𝑡) + 𝐼3(·, 𝑡) + 𝐼4(·, 𝑡) |𝐿1(𝐸)≤ 𝑐
𝑁2𝑁 , (3.0.40)
onde 𝑐 := 2𝑐 ·𝑚(𝐸).
Para as estimativas de 𝐼5(𝜉, 𝑡) e 𝐼6(𝜉, 𝑡), note que
| 𝑇𝑠(𝜉, 𝜏) |=| sen
(︃
Ω · 𝜉3| 𝜉 |𝜏
)︃
| 𝑒−|𝜉|2𝜏 ≤| Ω | | 𝜉3 || 𝜉 | 𝜏 ≤ 𝑡, (3.0.41)
para cada 𝜏 ∈ (0, 𝑡) e todo 𝜉 ∈ supp (𝑓𝑁) com 2𝑁 ≥ 2+ | Ω |; pois | sen(𝑡*) |≤| 𝑡* |,
para todo 𝑡* ∈ R.
Portanto, para cada 𝜉 ∈ 𝐸, obtemos que
𝐼5 (𝜉, 𝑡)
= 2
3∑︁
𝑘,𝑙=1
|
∫︁ 𝑡
0
𝑇𝑐 (𝜉, 𝑡− 𝜏)
(︃
𝛿1,𝑘 − 𝜉1𝜉𝑘| 𝜉 |2
)︃
𝜖𝑙 ·
[︁(︁
ℱ
(︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑙
*
(︁
𝑅(·)ℱ
(︁
𝑇𝑠(𝜏) * 𝑓𝑁
]︁)︁
𝑘
𝑑𝜏
]︁
|
≤ 2
3∑︁
𝑘,𝑙=1
∫︁ 𝑡
0
∫︁
R3
| 𝑇𝑠 (𝜂, 𝜏) | · | 𝑓𝑁𝑙 (𝜂) | · | 𝑇𝑠 (𝜉 − 𝜂, 𝜏) · | 𝑅 (𝜉 − 𝜂) · 𝑓𝑁𝑘 (𝜉 − 𝜂) | 𝑑𝜂 𝑑𝜏
≤ 𝑐𝑡2
3∑︁
𝑘,𝑙=1
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2) | 𝑓𝑁𝑙 (𝜂) | · | 𝑓𝑁𝑘 (𝜉 − 𝜂) | 𝑑𝜂 𝑑𝜏
= 𝑐𝑡2
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2+|𝜂|2)
⎛⎝ 3∑︁
𝑘,𝑙=1
| 𝑓𝑁𝑙 (𝜂) | · | 𝑓𝑁𝑘 (𝜉 − 𝜂) |
⎞⎠ 𝑑𝜂 𝑑𝜏
= 𝑐𝑡2
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2) | 𝑓𝑁 (𝜉 − 𝜂) | 𝑒−𝜏 |𝜂|2 | 𝑓𝑁 (𝜂) | 𝑑𝜂 𝑑𝜏.
Similarmente, obtemos que
𝐼6 (𝜉, 𝑡) ≤ 𝑐𝑡
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2) | 𝑓𝑁 (𝜉 − 𝜂) | 𝑒−𝜏 |𝜂|2 | 𝑓𝑁 (𝜂) | 𝑑𝜂 𝑑𝜏. (3.0.42)
Segue que
𝐼5 (𝜉, 𝑡) + 𝐼6 (𝜉, 𝑡) ≤ 𝑐(𝑡+ 𝑡2)
∫︁ 𝑡
0
∫︁
R3
𝑒−𝜏(|𝜉−𝜂|2) | 𝑓𝑁 (𝜉 − 𝜂) | 𝑒−𝜏 |𝜂|2 | 𝑓𝑁 (𝜂) | 𝑑𝜂 𝑑𝜏.
(3.0.43)
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Denotando 𝑔𝜏 (·) := 𝑒−𝜏 |·|2 | 𝑓𝑁 (·) |, pela definição de convolução, vemos que
𝐼5 (𝜉, 𝑡) + 𝐼6 (𝜉, 𝑡) ≤ 𝑐(𝑡+ 𝑡2)
∫︁ 𝑡
0
∫︁
R3
𝑔𝜏 (𝜉 − 𝜂) 𝑔𝜏 (𝜂) 𝑑𝜂 𝑑𝜏
≤ 𝑐(𝑡+ 𝑡2)
∫︁ 𝑡
0
(𝑔𝜏 * 𝑔𝜏 ) (𝜉) 𝑑𝜏.
Agora, usando o teorema de Fubini, obtemos
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸) =
∫︁
𝐸
| 𝐼5 (𝜉, 𝑡) + 𝐼6 (𝜉, 𝑡) | 𝑑𝜉
≤ 𝑐
(︁
𝑡+ 𝑡2
)︁ ∫︁
𝐸
∫︁ 𝑡
0
(𝑔𝜏 * 𝑔𝜏 ) (𝜉) 𝑑𝜏 𝑑𝜉
= 𝑐
(︁
𝑡+ 𝑡2
)︁ ∫︁ 𝑡
0
(︂∫︁
𝐸
𝑔𝜏 * 𝑔𝜏 (𝜉) 𝑑𝜉
)︂
𝑑𝜏.
Como ℱ [ℱ−1 [𝑔]] = 𝑔 para cada distribuição 𝑔 e considerando que
𝑗0∑︁
𝑗=−𝑗0
𝜑𝑗 (𝜉) = 1
para cada 𝜉 ∈ 𝐸, temos que
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸) ≤ 𝑐
(︁
𝑡+ 𝑡2
)︁ 𝑗0∑︁
𝑗=−𝑗0
∫︁ 𝑡
0
∫︁
𝐸
𝜑𝑗 (𝜉)ℱ
[︁
ℱ−1 [𝑔𝜏 * 𝑔𝜏 ]
]︁
(𝜉) 𝑑𝜂 𝑑𝜏
= 𝑐
(︁
𝑡+ 𝑡2
)︁ 𝑗0∑︁
𝑗=−𝑗0
1 ·
∫︁ 𝑡
0
| 𝜑𝑗ℱ
[︁
ℱ−1 [𝑔𝜏 * 𝑔𝜏 ]
]︁
|𝐿1(𝐸) 𝑑𝜏.
Logo, pela desigualdade de Hölder,
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸)≤ 𝑐
(︁
𝑡+ 𝑡2
)︁⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
1
⎞⎠ 12 ·
⎡⎣ 𝑗0∑︁
𝑗=−𝑗0
(︂∫︁ 𝑡
0
| 𝜑𝑗ℱ
[︁
ℱ−1 [𝑔𝜏 * 𝑔𝜏 ]
]︁
|𝐿1 𝑑𝜏
)︂2⎤⎦ 12 .
Usando o Lema 2.2.2, chegamos a estimativa
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸)≤ 𝑐
(︁
𝑡+ 𝑡2
)︁
‖ ℱ−1 [𝑔𝜏 ] ‖𝑍𝛼 · ‖ ℱ−1 [𝑔𝜏 ] ‖𝑍−𝛼 . (3.0.44)
Por outro lado,
‖ ℱ−1 [𝑔𝜏 ] ‖𝑍𝛼 =‖ ℱ−1
[︁
𝑒−𝜏 |·| | 𝑓𝑁 |
]︁
‖𝑍𝛼
=|
{︁
2𝛼𝑗 ‖ 𝜑𝑗ℱ
[︁
ℱ−1
[︁
𝑒−𝜏 |·|
2 | 𝑓𝑁 |
]︁]︁
‖
𝐿
2
1+𝛼
}︁
𝑗∈Z
|𝑙2(Z)
=|
{︁
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
}︁
𝑗∈Z
|𝑙2(Z) .
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Agora, estimemos
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
= 2𝛼𝑗
(︂∫︁ ∞
0
| 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 ||
2
1+𝛼
𝐿1 𝑑𝜏
)︂ 1+𝛼
2
= 2𝛼𝑗
[︃∫︁ ∞
0
(︂∫︁
R3
𝜑𝑗(𝜉)𝑒−𝜏 |𝜉|
2 | 𝑓𝑁(𝜉) | 𝑑𝜉
)︂ 2
1+𝛼
𝑑𝜏
]︃ 1+𝛼
2
= 2𝛼𝑗
⎡⎣∫︁ ∞
0
(︃∫︁
𝐵𝑗
𝜑𝑗(𝜉)𝑒−𝜏 |𝜉|
2 | 𝑓𝑁(𝜉) | 𝑑𝜉
)︃ 2
1+𝛼
𝑑𝜏
⎤⎦
1+𝛼
2
,
onde 𝐵𝑗 = {𝜉 ∈ R3; 2𝑗−1 ≤| 𝜉 |≤ 2𝑗+1}, pois supp(𝜑𝑗) ⊂ 𝐵𝑗. Usando a estimativa,
𝑒−𝜏 |𝜉|
2 ≤ 𝑒−𝜏22(𝑗−1) para cada 𝜉 ∈ 𝐵𝑗, temos que
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
≤ 2𝛼𝑗
⎡⎣∫︁ ∞
0
(︃∫︁
𝐵𝑗
𝜑𝑗(𝜉)𝑒−𝜏2
2(𝑗−1) | 𝑓𝑁(𝜉) | 𝑑𝜉
)︃ 2
1+𝛼
𝑑𝜏
⎤⎦
1+𝛼
2
.
(3.0.45)
A desigualdade de Minkowski para integrais nos leva a
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
≤ 2𝛼𝑗
∫︁
𝐵𝑗
[︂∫︁ ∞
0
(︁
𝜑𝑗(𝜉)𝑒−𝜏2
2(𝑗−1) | 𝑓𝑁(𝜉) |
)︁ 2
1+𝛼 𝑑𝜏
]︂ 1+𝛼
2
𝑑𝜉
= 2𝛼𝑗
(︂∫︁
R3
𝜑𝑗(𝜉) | 𝑓𝑁(𝜉) | 𝑑𝜉
)︂(︂∫︁ ∞
0
𝑒−𝜏2
2(𝑗−1)· 21+𝛼 𝑑𝜏
)︂ 1+𝛼
2
.
Um cálculo direto mostra que
∫︁ ∞
0
𝑒−𝜏2
2(𝑗−1)· 21+𝛼 𝑑𝜏 = 𝐶(𝛼)2−2𝑗, (3.0.46)
e então
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
≤ 𝐶2𝛼𝑗
(︂∫︁
R3
𝜑𝑗(𝜉) | 𝑓𝑁(𝜉) | 𝑑𝜉
)︂
· 2−(1+𝛼)𝑗, (3.0.47)
onde 𝐶 > 0 depende somente de 𝛼. Segue que
2𝛼𝑗 ‖ 𝜑𝑗𝑒−𝜏 |·|2 | 𝑓𝑁 |‖
𝐿
2
1+𝛼
≤ 𝐶2−𝑗 | 𝜑𝑗𝑓𝑁 |𝐿1 , (3.0.48)
e assim, calculando a norma 𝑙2(Z) em (3.0.48), obtemos que
‖ ℱ−1 [𝑔𝜏 ] ‖𝑍𝛼≤ 𝐶 ‖ 𝑓𝑁 ‖ℬ˙−11,2 . (3.0.49)
Procedemos similarmente para obter a estimativa
‖ ℱ−1 [𝑔𝜏 ] ‖𝑍−𝛼≤ 𝐶 ‖ 𝑓𝑁 ‖ℬ˙−11,2 . (3.0.50)
MÁ-COLOCAÇÃO DAS EQS. DE NAVIER–STOKES–CORIOLIS 79
Considerando as estimativas (3.0.49) e (3.0.50) em (3.0.44), obtemos
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸) ≤ 𝑐
(︁
𝑡+ 𝑡2
)︁
‖ 𝑓𝑁 ‖2ℬ˙−11,2
e então
| 𝐼5 (·, 𝑡) + 𝐼6 (·, 𝑡) |𝐿1(𝐸)≤ 𝑐
(︁
𝑡+ 𝑡2
)︁
. (3.0.51)
Para a estimativa de 𝐼7 (𝜉, 𝑡), verifica-se que
| 𝑇𝑠 (𝜉, 𝑡− 𝜏) |≤| Ω | 𝜉3| 𝜉 | (𝑡− 𝜏) ≤ 𝑡, (3.0.52)
para cada 𝜉 ∈ 𝐸 e todo 𝜏 ∈ (0, 𝑡]. Assim, para cada 𝜉 ∈ 𝐸, podemos estimar
𝐼7 (𝜉, 𝑡) :=
∫︁ 𝑡
0
| 𝑇𝑠 (𝜉, 𝑡− 𝜏) || 𝑅 (𝜉)ℱ
[︁
P div
(︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
)︁]︁
(𝜉) | 𝑑𝜏
≤ 𝑐𝑡
∫︁ 𝑡
0
| 𝑅 (𝜉) | | ℱ
[︁
P div
(︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
)︁]︁
(𝜉) | 𝑑𝜏
≤ 𝑐𝑡
∫︁ 𝑡
0
| 𝜉 | | ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
(𝜉) | 𝑑𝜏.
Como | 𝜉 |≤ 1, obtemos que
𝐼7 (𝜉, 𝑡) ≤ 𝑐𝑡
∫︁ 𝑡
0
| ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
(𝜉) | 𝑑𝜏. (3.0.53)
Agora, usando a desigualdade de Minkowski para integrais, a desigualdade triangu-
lar em 𝐿1(𝐸), o fato de que
𝑗0∑︁
𝑗=−𝑗0
𝜑𝑗(𝜉) = 1 para cada 𝜉 ∈ 𝐸, e a desigualdade de
Hölder, chegamos a
| 𝐼7 (·, 𝑡) |𝐿1(𝐸) ≤ 𝑐𝑡
∫︁ 𝑡
0
| ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
|𝐿1(𝐸) 𝑑𝜏
≤ 𝑐𝑡
∫︁ 𝑡
0
|
⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
𝜑𝑗
⎞⎠ℱ [︁𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁]︁ |𝐿1(𝐸) 𝑑𝜏
≤ 𝑐𝑡
𝑗0∑︁
𝑗=−𝑗0
1 ·
∫︁ 𝑡
0
| 𝜑𝑗ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
|𝐿1(𝐸) 𝑑𝜏
≤ 𝑐𝑡
⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
12
⎞⎠ 12 ⎛⎝ 𝑗0∑︁
𝑗=−𝑗0
(︂∫︁ 𝑡
0
| 𝜑𝑗ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
|𝐿1(𝐸) 𝑑𝜏
)︂2⎞⎠ 12
≤ 𝑐𝑡
⎛⎝∑︁
𝑗∈Z
(︂∫︁ ∞
0
| 𝜑𝑗ℱ
[︁
𝑇 (𝜏)𝑓𝑁 ⊗ 𝑇 (𝜏)𝑓𝑁
]︁
|𝐿1 𝑑𝜏
)︂2⎞⎠ 12 .
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Usando o Lema 2.2.2 e o Lema 2.1.3, obtemos que
| 𝐼7 (·, 𝑡) |𝐿1(𝐸) ≤ 𝑐𝑡 ‖ 𝑇 (𝑡)𝑓𝑁 ‖𝑍𝛼 · ‖ 𝑇 (𝑡)𝑓𝑁 ‖𝑍−𝛼 𝑑𝜏
≤ 𝑐𝑡 ‖ 𝑓𝑁 ‖2ℬ˙−11,2 ,
e então
| 𝐼7 (·, 𝑡) |𝐿1(𝐸)≤ 𝑐𝑡. (3.0.54)
Passo 4 Finalmente, juntando as desigualdades (3.0.14), (3.0.25) e as estimativas para os 𝐼𝑗,
𝑗 = 1, · · · , 6, vemos que existem 0 < 𝑐0 < 1 e 𝐶0 > 1 tais que
‖ 𝐴2
(︁
𝑓𝑁(𝑡)
)︁
‖ℬ˙−11,𝑞≥ 𝑐0 − 𝐶0
(︁
𝑡+ 𝑡2
)︁
− 𝐶0
𝑁2𝑁 , (3.0.55)
para cada 𝑡 > 0 e 𝑁 ∈ N com 2𝑁 ≥ 2+ | Ω | que satisfaz 2−2𝑁 ≤ 𝑡 ≤ 1. Escolhendo
𝑁0 ∈ N tal que 𝑁0 > max
{︁
3𝐶0𝑐−10 , log2 (2+ | Ω |)
}︁
, e observando que isto implica
que
1
𝑁2𝑁 ≤
1
𝑁02𝑁0
, 2−2𝑁 ≤ 𝑡 < 𝑐0 (6𝐶0)−1 e 2−4𝑁 ≤ 𝑡2 < 𝑐20 (6𝐶0)−2 , (3.0.56)
podemos concluir que
‖ 𝐴2
(︁
𝑓𝑁(𝑡)
)︁
‖ℬ˙−11,𝑞 ≥ 𝑐0 − 𝐶0
(︁
𝑐0 (6𝐶0)−1 + 𝑐20 (6𝐶0)
−2)︁− 𝐶0
𝑁02𝑁0
≥ 𝑐0 −
(︂
𝑐0
1
6 + 𝑐
2
0 ·
1
62𝐶
−1
0
)︂
− 𝐶0
𝑁02𝑁0
≥ 𝑐0 −
(︂
𝑐0
1
6 + 𝑐0 ·
1
62
)︂
− 𝐶0
𝑁02𝑁0
;
pois 𝑐0 < 1 e 𝐶0 > 1 implica que 𝑐0𝐶−10 < 1. Também, 𝑁0 > 3𝐶0𝑐−10 implica que
𝑐0𝑁0
3 > 𝐶0. Assim, obtemos
‖ 𝐴2
(︁
𝑓𝑁(𝑡)
)︁
‖(ℬ˙−11,𝑞)3 ≥ 𝑐0 −
7𝑐0
62 −
𝑁0𝑐0
3𝑁02𝑁0
= 𝑐0 − 7𝑐062 −
𝑐0
3 · 2𝑁0 .
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Por outro lado, 2𝑁0 > 2+ | Ω | implica que
‖ 𝐴2
(︁
𝑓𝑁(𝑡)
)︁
‖(ℬ˙−11,𝑞)3 ≥ 𝑐0 −
7𝑐0
62 −
𝑐0
3 (2+ | Ω |)
≥ 𝑐0 − 7𝑐062 −
𝑐0
3
≥ 𝑐0 − 𝑐03 −
𝑐0
3
= 𝑐03 .
Isto nos dá (3.0.2) e completa a demonstração do teorema.
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Conclusões
A partir deste trabalho, podemos extrair algumas conclusões e considerações que po-
deriam ser úteis, em pesquisas deste tipo de equações, para o autor e leitores.
i. Este trabalho, permite ao leitor (e ao autor) entrar em contato com algumas ferra-
mentas de análise harmônica para estudar as equações de Navier–Stokes e Navier–
Stokes–Coriolis, as quais correspondem a modelos que tem uma importância pri-
mordial tanto em questões teóricas como em aplicadas de mecânica dos fluidos.
Algumas das ferramentas são a decomposição de Littlewood–Paley e a fórmula do
paraproduto de Bony.
ii. A decomposição de Littlewood–Paley nos permite analisar localmente em frequência
funções que podem ter um comportamento bastante singular.
iii. A fórmula do paraproduto de Bony é uma ferramenta poderosa para abordar este
tipo de formulação branda e, em general, obter estimativas em relação ao termo não
linear da equação.
iv. É relevante ressaltar que, a teoria abstrata de boa-coloação de Bejenaru e Tao [4], a
qual foi motivada por outro tipo de equação, a saber, uma equação de Schrödinger
não linear quadrática, nos proporciona uma ferramenta teórica para obter tanto a
boa-colocação em ℬ˙−11,2(R3) como a má-colocação na classe ℬ˙−11,𝑞(R3) para 2 < 𝑞 ≤ ∞.
v. É importante enfatizar que os resultados estudados neste trabalho estendem aqueles
obtidos por Hieber e Shibata [17] no espaço 𝐻 12 (R3) e os resultados obtidos por
Konieczny e Yoneda [22] no espaço ℬ˙2−
3
𝑝
𝑝,∞ (R3) para 1 < 𝑝 ≤ ∞.
vi. O tipo de análise considerado tem potencial para gerar outros resultados de boa-
colocação global uniforme em espaços críticos maiores e, em particular, resultados
de boa-colocação global para as equações de Navier–Stokes (com condição de pe-
quenez). Este é um tópico de pesquisa atual e importante.
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Apêndice A
Espaços de funções adicionais
Neste apêndice, apresentamos alguns espaços de funções que são mencionados nesta
dissertação.
A.1 Definições
Definição A.1.1 (Espaços de Sobolev). Seja 𝑠 ∈ R. O espaço de Sobolev com índice
𝑠, denotado por 𝐻𝑠(R𝑛), é aquele formado por todas as distribuições temperadas 𝑓 ∈ 𝒮 ′
tais que 𝑓 ∈ 𝐿2𝑙𝑜𝑐(R𝑛) e a norma
‖ 𝑓 ‖𝐻𝑠(R𝑛):=
(︂∫︁
R𝑛
(1+ | 𝜉 |2)𝑠 | 𝑓(𝜉) |2 𝑑𝜉
)︂ 1
2
(A.1.1)
é finita.
Definição A.1.2 (Espaços de Sobolev homogêneo). Seja 𝑠 ∈ R. O espaço de So-
bolev homogêneo com índice 𝑠, denotado por ?˙?𝑠(R𝑛), é aquele formado por todas as
distribuições temperadas 𝑓 ∈ 𝒮 ′ tais que 𝑓 ∈ 𝐿1𝑙𝑜𝑐(R𝑛) e a norma
‖ 𝑓 ‖?˙?𝑠(R𝑛):=
(︂∫︁
R𝑛
| 𝜉 |2𝑠| 𝑓(𝜉) |2 𝑑𝜉
)︂ 1
2
(A.1.2)
é finita.
Definição A.1.3 (O espaço 𝐵𝑀𝑂). O espaço 𝐵𝑀𝑂 é aquele formado por todas as
distribuições temperadas 𝑓 ∈ 𝒮 ′ tais que a norma
‖ 𝑓 ‖𝐵𝑀𝑂:= sup
𝑥,𝑅>0
(︃
2 | 𝐵(𝑥,𝑅) |−1
∫︁
𝐵(𝑥,𝑅)
∫︁ 𝑅
0
𝑡 | ∇(Ψ𝑡 * 𝑓) |2 𝑑𝑡 𝑑𝑦
)︃ 1
2
(A.1.3)
é finita. Aqui, Ψ(𝑥) = 𝜋−𝑛2 𝑒−|𝑥|2 e Ψ𝑡(𝑥) = 𝑡−𝑛Ψ(𝑥𝑡 ).
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Definição A.1.4 (O espaço 𝐵𝑀𝑂−1). O espaço 𝐵𝑀𝑂−1 é aquele formado por todas
as distribuições temperadas 𝑓 ∈ 𝒮 ′ tais que a norma
‖ 𝑓 ‖𝐵𝑀𝑂−1 := sup
𝑥,𝑅>0
(︃
| 𝐵(𝑥,𝑅) |−1
∫︁
𝐵(𝑥,𝑅)
∫︁ 𝑅2
0
| 𝑤 |2 𝑑𝑡 𝑑𝑦
)︃ 1
2
(A.1.4)
é finita, onde 𝑤(𝑡) = 𝑓 *Ψ√4𝑡.
Denotemos por 𝑀(R𝑛,C𝑛), o espaço de todas as medidas de Radon, com valores em
C𝑛, finitas. Também, denotemos por 𝑀0(R𝑛,C𝑛), o espaço das medidas de Radon 𝜇 ∈
𝑀(R𝑛,C𝑛) tais que 𝜇({0}) = 0.
Definição A.1.5 (O espaço 𝐹𝑀0(R3,C3)). O espaço 𝐹𝑀0(R3,C3) é aquele formado
pelas transformadas de Fourier finitas das medidas de Radon 𝜇 ∈𝑀0(R𝑛,C𝑛), isto é,
𝐹𝑀0(R3,C3) := {?^?;𝜇 ∈𝑀0(R𝑛,C𝑛)} . (A.1.5)
Definição A.1.6 (O espaço 𝐹𝑀−10 (R3,C3)). O espaço 𝐹𝑀−10 (R3,C3) é aquele formado
pelos divergentes de campos vetoriais no espaço 𝐹𝑀0(R3,C3)3, isto é,
𝐹𝑀−10 (R3,C3) := div
(︁
𝐹𝑀0(R3,C3)3
)︁
. (A.1.6)
Definição A.1.7. (Espaços de Besov) Seja 𝜑 ∈ 𝒮 a função base como no Lema 1.2.1,
𝑠 ∈ R e 1 ≤ 𝑝, 𝑞 ≤ ∞. Definimos o espaço de Besov ?˙?𝑠𝑝,𝑞(R𝑛) como aquele formado por
todas as distribuições temperadas 𝑓 ∈ 𝒮 ′/𝒫 tais que a norma
‖ 𝑓 ‖?˙?𝑠𝑝,𝑞(R𝑛)=|
{︁
2𝑠𝑗 | 𝜑𝑗 * 𝑓 |𝐿𝑝
}︁
𝑗∈Z |𝑙𝑞(Z) (A.1.7)
é finita.
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