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Abstract 
Contour Integration via Cortical Interactions in Visual Cortex 
 
 
 
 
The visual system possesses a remarkable ability to group fragmented line segments into 
coherent contours and to segregate them from background. This process, known as contour 
integration, is critical to identifying object boundaries in complex visual scenes, and thus 
particularly important for performing shape discrimination, image segmentation and 
ultimately object recognition. Current evidence supports the idea that long-range horizontal 
connections in early visual cortex contribute to the process of contour integration, but the 
underling cortical circuitry, particularly the top-down feedback influence from higher 
visual areas, is not fully understood. Throughout the thesis, we took computational 
approaches to systematically examine how contour information is represented across the 
network of cortical areas and the circuitry by which this information is encoded.  
Three closely related projects, each having new methods development and hypothesis 
testing, were performed to analyze and interpret a very large set of neural data. The data 
set consists of recently acquired multi-electrode multi-unit spikes and local field potentials 
(LFPs) simultaneously recorded in visual areas V1 and V4 of monkeys performing a visual 
contour detection task. In the first project, well-established Granger causality measure was 
extended to the analysis of spiking trains data, which enabled us to quantify the causal 
interactions within and between areas V1 and V4. Our findings provided clear evidence 
that there is a top-down V4 feedback influence upon early visual area V1 during contour 
integration. In the second project, we investigated whether the contour signals in V1 are 
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derived from feedback inputs alone, or whether they are mediated by an intimate 
interaction between feedback and horizontal connections within V1. Conditional causality 
measure was developed to dissect the respective contributions of V1 horizontal connections 
and V4 feedback to contour grouping. Our results suggest that feedback and lateral 
connections closely interact to mediate the contour integration process. In the third project, 
a novel Granger causality measure was proposed for the analysis of mixed neural data of 
spikes and LFP. Spikes and LFP are generated by separate sources with distinct signal 
characteristics. A joint analysis of spikes and LFP was performed to address the 
fundamental question about how contour regulates cortical communication between 
individual neurons and local network activity. The results conform to the general input-
output relationship between LFP and spikes within an area. Importantly, we found that 
contour-related causality is only observed from spikes to LFP, but not in the opposite 
direction. These findings suggest that Granger causality from spikes to LFP, rather than 
that from LFP to spikes, carries contour-related information.  
Taken together, these results indicate that cortical interactions underlie contour integration, 
thus contribute to a better understanding of the cortical circuitry for parsing visual images 
and for sensory processing in general. Given the increasing use of multi-electrode 
recordings in multiple cortical areas, the methodology developed in this thesis should also 
have a broad impact.  
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CHAPTER 1 INTRODUCTION 
1.1 Overview 
How do we see? It seems a natural process that happens fast. Though we have the 
impression that we see objects immediately and effortlessly when we open our eyes, 
transforming the light falling on the retina into meaningful objects requires several 
processing steps. To generate a coherent representation of visual objects, a key step 
involves grouping line segments into global contours and segregating them from 
background. This process is referred to as contour integration. The grouping process is 
enhanced if the elements have orientations that align with the path (Field et al., 1993; Hess 
and Field, 1999; Li and Gilbert, 2002). It serves to detect curves and borders of objects, 
and is therefore important for performing image segmentation, shape analysis, and 
ultimately object recognitions. Humans and primates are remarkably efficient at integrating 
contours even if the edges of a contour are not perfectly aligned or if parts of the contours 
are occluded by other image components. Thus uncovering neural mechanisms underlying 
contour integration is an important step towards understanding visual information 
processing in the brain.  
Previous neurophysiological studies have been largely focused on local processing within 
a single visual area: studies in monkeys have identified that the primary visual cortex (V1, 
Figure 2-1) plays a key role in contour integration (Gilbert and Wiesel, 1979, 1983), and 
anatomical studies have shown that horizontal connections within V1 is well suited for 
mediating interactions between neurons with a similar orientation preference (Rockland 
and Lund, 1983; Gilbert and Wiesel, 1989; Bosking et al., 1997; Stettler et al., 2002). 
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Despite the evidence that V1 is mainly involved in contour integration, recent theoretical 
work has proposed that top-down feedback projections from higher cortical areas, e.g. V4, 
also contribute to the grouping (McManus et al., 2011; Li and Gilbert, 2008; Piëch et al., 
2013; Pooresmaeili and Roelfsema, 2014). Neurons in higher-order visual areas are 
selective for more complex shapes from their response outsets. A possible role of higher 
cortical areas in contour integration process is to disambiguate global contour components 
by creating a template that is fed back to V1, which then can selectively enhance contour 
signal and suppress interfering background (Epshtein, 2008; Roelfsema et al., 2006; 
Ullman, 1984, 2007). However, experimental evidence supporting the model is still 
lacking. Despite previous studies having implicated involvement of both lower and higher 
cortical areas in contour integration, the respective role and interactions of V1 and V4 in 
contour integration remain largely unknown. Other important questions such as whether 
the contour signals in V1 are derived from feedback inputs alone, or whether they are 
mediated by an intimate interaction between feedback signals or horizontal connections 
within V1 are yet to be addressed. As such, it is necessary to examine the complete, 
dynamic patterns of intra- and inter-areal information flow during contour integration 
before we are able to fully understand how cortical interactions give rise to the global 
contour.  
The neurons, as the basic units in the cortex, are the substrate of information processing in 
the brain. Advances in recording technology have made it possible to simultaneously 
collect the activities of multiple neurons from different brain regions.  Imagine having 
access to the activity of all the neurons in your brain, you will observe seemingly random 
signals. How will you analyze the data to discover the internal representation and 
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mechanisms for information processing? One important approach is to assess the statistical 
interdependence among these neuronal data – to investigate interactions among neurons 
from multiple cortical areas. Now we are able to look more closely into the interplay 
between V1 and V4 - two regions of particular interest in this dissertation work. 
Quantitative methods such as correlation (Perkel et al., 1967), coherence (Fries et al., 2001; 
Gregoriou et al., 2009), mutual information (Vinck et al., 2010, 2012) are commonly used 
for the neural connection analysis. However, these methods offer little insight into the 
directional nature of neural interactions. Granger causality has proven to be a powerful, 
statistical measure of directional information flow between time series (Kaminski and 
Liang 2005; Ding et al., 2006). The basic idea of this method was originally introduced by 
Wiener (1956), and later formalized by Granger (1969) in the context of linear regression 
models of stochastic processes. Specifically, if the past of one time series can be used to 
facilitate the prediction of the future of another time series, then we say there is a Granger 
causal influence from the former to the latter. This analytical tool has been applied 
primarily to measure directionality of coupling between continuous neural signals, e.g. 
EEG and LFP (Liang et al., 2000; Brovelli et al., 2004; Seth et al., 2005; Cui et al., 2008; 
Gregoriou et al., 2009; Hu et al., 2011, 2012). Recently, the application of Granger 
causality has been extended to neural spike train data (Nedungadi et al., 2009; Krumin and 
Shoham 2010; Kim et al., 2011; Hirabayashi et al., 2013). These approaches, however, 
normally involve smoothing, binning (which ultimately alters the stochastic properties of 
the spike data), invalidating the conclusions that could be drawn from it. The limitations 
call for development of a new method, which permits accurate assessment of causal 
influences between neural spike trains. 
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The massive amount of complex neural data collected from multi-electrode arrays presents 
a number of challenges for the analysis techniques currently available. First, with more 
than three recording channels, it is often desirable to find out whether the interaction 
between any pair of neurons is direct or mediated by other channels. Pairwise Granger 
causality is only useful to the analysis of neural interactions between two neurons and is 
not able to distinguish causal influences from different sources. Conditional Granger 
causality (Geweke, 1984) provides a powerful, statistical measure of the directed 
influences from one recording site on another, discounting the influence from the other 
simultaneously recorded sites. The measure has been only used for the analysis of 
continuous neural data such as local field potential (LFP, Figure 2-4C) (Saalmann, 2012), 
yet has not been available for point processes spike train data (Figure 2-4C). It is therefore 
important to develop conditional Granger causality for spike trains data, which allows us 
to dissect the respective contributions of horizontal connections and feedback influences 
during contour integration. The development of such a method will open up a broad range 
of new applications for similar data that are now routinely collected in many other 
neurophysiology labs.   
Second, the neural data under analysis is heterogeneous, with spikes and LFP each having 
distinct signal characteristics. Though simultaneous multi-electrode recording are 
increasingly available, the analyses of spiking activity and LFP signals have been 
conducted separately. Studies have shown that contour processing may induce changes not 
only in the spiking rate of single neurons (Li et al., 2006, 2008; Chen et al., 2014; Yan et 
al., 2014) but also the synchrony activity of local field potentials (Ramalingam, 2013) 
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among populations of neurons in visual cortex. There is still little understanding of how 
single neurons communicate with local population activity during contour integration. 
Spikes and LFP represent different aspects of neural responses. Whereas spikes provide 
information about the outputs of single neurons in an area, LFP is thought to arise largely 
from dendritic activity and therefore reflects the population inputs to local processing 
within a brain area. Joint analysis of simultaneously recorded LFP and spiking activity is a 
challenging problem (Hu et al., 2016), yet such joint analysis is crucial for bridging the 
levels between single neurons and population activity, thus offers a great potential to 
advance our understanding of neural communication at multiple scales, between individual 
neurons and network activity. Methods like correlation, coherence (Jarvis and Mitra 2001; 
Pesaran et al. 2002; Pesaran et al. 2008; Mitra and Bokil 2007; Vinck et al. 2010, 2012; 
Lepage et al. 2011, 2013) do not allow quantification of directed influences between signals. 
Granger causality estimation could serve for the purpose but its implementation is only 
limited to inferring causal influence between the same type of neural signal, not between 
two different types of signals. How to measure strength and direction of influence between 
spikes and LFP remains an unsolved problem, which motivates the development of new 
Granger causality measure between mixed signals. 
1.2 Objective and Contributions 
To address the questions raised above, a set of novel analytical methods are developed in 
this thesis, which permit accurate assessment of causal influence not only between multiple 
areas of the brain, but also between different neural signals of spikes and local field 
potential (LFP). By applying the newly designed methods on recently acquired multi-
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electrode spikes and LFP recordings from visual area V1 and V4 of monkeys during 
contour detection task, we seek to characterize neuronal interactions within and among 
cortical areas, determine contributions of cortical information flows, and evaluate how 
contour processing is related to communication between mixed neural signals. Specifically, 
we focus on the following three aims:  
Aim 1: Investigate cross-area interaction between V1 and V4 in processing global 
contour. We hypothesize that global contour results from bidirectional interactions 
between different cortical areas. Experiments are designed to investigate how information 
about contour is emerged and developed both within and across cortical areas. By focusing 
on neuronal firing, we examine neuronal responses to contour with different lengths in V1 
and V4 respectively by developing a new analytical method to quantify directional 
influences of neural interactions, in order to identify top-down and bottom-up processes 
during contour integration.  
Aim 2: Determine the relative contribution of horizontal interaction within V1 and 
top-down feedback from V4 to V1 in processing global contour. Previous studies have 
proposed theoretical models whereby feedback influence from the higher level V4 neurons 
interacts with horizontal connections within V1. However, direct experimental evidence 
has been lacking. Based upon the theoretical models, we hypothesize that top-down 
influence from V4 acts on local V1 circuits through modulating intrinsic horizontal 
connectivity, leading up to contour enhancement and background suppression. We directly 
test this hypothesis with massive cortical data recorded from multi-electrode arrays in V1 
and V4. In particular, we dissect respective contribution of intrinsic circuit within V1 and 
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top-down feedback from V4 to V1, to understand how contour is represented by cortical 
circuitry.  
Aim 3: Assess causal influence between spikes and local field potential (LFP) 
modulated by contour integration. The availability of massive amounts of neural data, 
consisting of both spikes and LFP, offers us a unique opportunity to understand how 
contour integration regulates communication between individual neurons and local 
population activity. Spike and LFP signals are separate sources with distinct signal 
characteristics: the LFP is a slow-varying electric potential that represents subthreshold 
dendritic input into a brain area whereas the spiking activity reflects suprathreshold somatic 
output of the area. We develop a novel spike-LFP Granger causality measure to assess the 
causal interactions between simultaneously collected spikes and LFP data, and evaluate 
how contour integration is modulated by spike-LFP causal interactions. 
In addition to the three major aims that address specific neuroscientific questions, the 
development of novel computational methods should also appeal to a broad community of 
neuroscience researchers for better understanding neural communication across brain areas 
and between different types of neural data.  
This thesis is organized into ten chapters. Chapter 2 presents the background on contour 
integration, experimental paradigm, neurophysiological data, and Granger causality 
analysis.  Results from preliminary analysis are also included to further identify the issues 
addressed in this thesis. The following seven chapters (Chapter 3 to Chapter 9) focus on 
three major studies, with each addressing one specific aim. Within each study, a new 
computational method is developed and validated by extensive simulated examples and 
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robustness tests before application to experimental data analysis is conducted. Chapter 10 
concludes with summary and broad discussions of future directions. 
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CHAPTER 2  BACKGROUND AND APPROACHES 
2.1 Introduction  
2.1.1 Visual Processing  
Historically the brain is divided in areas based on distinct structure and function. The visual 
cortex of the brain is the part of the cerebral cortex responsible for processing visual 
information. Vision is an active and dynamic process. Visual information is split into its 
components such as color, orientation, shape, texture and motion, which are processed in 
parallel by separate areas of the brain specialized for these particular features. Information 
is transmitted from one area to the next, and through neural selectivity this information is 
processed, therefore visual behavior such as perception, attention is constructed. 
Figure 2-1 illustrates pathways of visual information in the brain areas related to this thesis. 
When the subject looks at a stimulus, visual signals pass through eye and stimulates 
photoreceptor cells, which generates responses in retinal ganglion cells. Visual information 
is then carried to lateral geniculate nucleus (LGN) which is a sensory relay nucleus in the 
thalamus. Then optic radiations carry information from LGN to the visual cortex, which 
lies at the rear of the brain. The first region that receives feedforward input from LGN is 
the primary visual cortex or V1, which then ‘feedforwards’ to several higher cortical areas, 
each of which processes the information differently. For example, area V4 extracts shape 
and color information. Higher areas also project ‘feedback’ connections, or top-down 
interactions to lower cortical areas like V1. These feedback connections outnumber 
feedforward connections by a factor of 10 (Gilbert, 2013). In this thesis we focus on visual 
cortical areas V1 and V4. 
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Figure 2-1: Pathways of visual information in the brain. Sensory information passes through 
eye (retina), lateral geniculate nucleus of thalamus (LGN) and then to visual cortex (Gazzaniga et 
al., 2002). Red arrow indicates feedforward connections from lower cortical area V1 to higher 
cortical area V4.  Blue arrow represents feedback connections that V1 receives from V4. 
 
Visual neurons have a property called a receptive field (RF), referring to the region of the 
visual field in which stimuli can elicit a response from that neuron. In V1, the most apparent 
trait of neurons is their selectivity for orientation of stimuli in their receptive field (Hubel 
and Wiesel, 1959, 1968) – stimulus bars of one orientation produce spikes while those of 
orthogonal orientation produce none. Recording from individual V1 neurons in monkeys 
(Kapadia et al., 1995; Li et al., 2006) showed that stimulus within neuron’s RF can enhance 
its response, while multiple randomly placed and oriented line segments outside the 
neuron’s RF would inhibit its response. The receptive field size in humans and monkeys 
increases with higher level of the processing hierarchy from V1 to V4. Neurons in higher-
order visual areas have larger RFs that are selective for more complex shapes from their 
response outsets (Desimone et al., 1984; Pasupathy and Connor, 1999, 2002). 
2.1.2 Contour Integration 
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When it comes to visual perception, humans are remarkably good at grouping different 
elements of a visual scene into meaningful objects. A key step in the visual system’s 
analysis of object shape is to group line segments into global contours and segregate these 
contours from background (Figure 2-2). This contour integration process follows the 
Gestalt rule of good continuation (Wertheimer, 1923). The underlying neural 
underpinnings have been characterized as an association field (Figure 2-3A, Field, 1993), 
which links contour elements that are part of smooth contours. Neurophysiological studies 
in monkeys have identified that the primary visual cortex (V1) makes a fundamental 
contribution to contour integration (Kapadia et al., 1995; Livingstone, 1987; Bauer and 
Heinze, 2002; Li et al., 2006; Gilad et al., 2013), and anatomical studies have shown that 
the topology of horizontal connections in V1 is well suited for mediating interactions 
between neurons with similar preferred orientations (Figure 2-3B, Gilbert and Wiesel, 1979; 
Rockland and Lund, 1982; Gilbert, 1983; Stettler et al., 2002).  
Such intra-cortical circuitry in V1 has been implemented in many computational models 
to successfully account for the process of contour integration (Li, 1998; Ursino and La 
Cara, 2004; Piëch et al., 2013).  The problem of contour integration becomes more 
challenging in complex scenes, which requires linking line segments belonging to the same 
object and separating them from background components. This is difficult to achieve by 
feedforward processes alone because of potential ambiguities. Although many lines of 
converging evidence suggest that V1 is intimately involved in contour integration, network 
models have to take into account the findings that contour grouping is more than a bottom-
up or hard-wired process (Figure 2-3C), but that it is strongly dependent on top-down 
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feedback influences (McManus et al., 2011; Li et al., 2008; Pooresmaeili and Roelfsema, 
2014).  
A few modeling studies have proposed alternative computational models that involve 
creating a coarse template in higher cortical areas and feeding this template back to early 
areas, which selectively enhance neural responses to image components related to object 
contours (Figure 2-3D, Epshtein et al., 2008; Roelfsema et al., 2006; Ullman, 1984, 2007). 
Surface segmentation, another important intermediate stage in processing of visual images, 
is also mediated by interactions between feedforward and feedback connections (Poort et 
al., 2012).  
Despite previous studies having implicated involvement of both lower and higher cortical 
areas in contour integration, the respective role and the interplay of lower visual cortex V1 
and higher visual cortex V4 in local-to-global contour integration remain largely unknown. 
To address the issue, we carried out advanced data analysis of the massive neural data 
consisting of recently acquired multi-electrode spikes and local field potential 
simultaneous recordings from visual areas V1 and V4 of monkeys performing a contour 
detection task. 
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Figure 2-2: Example natural images (colored) and corresponding human-marked segment contours 
(black-and-white). The pixels are darker where more humans marked a contour. Adapted from 
Martin et al., (2004). 
 
 
 
Figure 2-3: (A) Local association field: Neurons with RFs that are well aligned mutually excite 
each other (green arrows), whereas neurons that respond to contour elements that are unlikely to 
belong to a single continuous curve inhibit each other (red arrows). (B) Local circuit with long-
range horizontal connection. (C) Feedforward connections: when the visual cortical hierarchy 
is ascended, RF becomes larger. (D) Feedback connections. Adapted from Hess and Field (1999), 
Piëch et al. (2013), Roelfsema et al., (2006) 
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2.2 Experimental Paradigm and Electrophysiological Data Acquisition 
The behavioral experiment and data acquisition were conducted at Dr. Wu Li’s lab at 
Beijing Normal University (BNU). The detailed description was provided elsewhere 
(Appendix D; SOM in Chen et al., 2014). In brief, two adult male monkeys (Macaca 
Mulatta, 6.5 and 10.5 Kg) were trained to detect a visual contour formed by collinear bars 
embedded in one of two stimulus patches displayed simultaneously (Figure 2-4A). Each 
component bar was 0.25° by 0.05° in size, distributed in a circular area 4.5° in diameter 
divided by 0.5° by 0.5° grids. The contour saliency depended on the length of the contour, 
as determined by the number of collinear bars, ranging from 1, 3, 5 to 7 (Figure 2-4B). 
When the number of collinear bars was one, the two simultaneously displayed stimulus 
patterns in a trial were identical noise patterns. The task started with an initial fixation 
period of 300 ms, followed by a 500 ms stimulus presentation. After a 300 ms blank delay 
period, the monkey was rewarded for correctly making a saccade within 800 ms to the 
location where contour pattern was located. Trials were aborted if the animal’s gaze was 
out of the small fixation window any time before the saccade targets were displayed. When 
the monkeys were performing the contour detection task, multiunit spiking activities 
(voltage threshold with signal-to-noise ratio of 3.5, waveforms sampled at 30 kHz) and 
local field potentials (LFP, sampled at 2 kHz) were recorded from two 6×8 multi-electrode 
arrays (Utah Array, Blackrock Microsystems; 0.5-0.6 mm long electrodes with 0.4 mm 
spacing) respectively implanted in monkey V1 and V4 at matched retinotopic locations for 
chronic recordings (Figure 2-4C, D). To prepare raw data recorded by each electrode for 
data analysis, spiking activity was extracted by high pass filtering above 250 Hz followed 
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by offline sorting, then saved at a 1kHz sampling rate. LFPs were separated from by low-
pass filtering and down-sampled to 1 kHz.  
 
 
Figure 2-4: Illustration of behavioral task, data acquisition and classification of recording 
sites. (A) Schematic of the contour detection task. (B) Sample contour patterns with embedded 
contours formed by different number of collinear bars. (C) Data were collected simultaneously by 
multielectrode array from V1 and V4. Example of spiking activity and LFP recorded from two 
separate electrodes. (D) V1 and V4 (blue dashed circle) recoding sites with overlapping RFs (pink 
and green area). Depending on whether embedded contour passed through neuron’s RF, V1 
recording sites were divided into V1 contour sites (C-site, red circle) and V1 background neurons 
(B-site, green circle). 
 
The orientation tuning curves and the receptive fields (RFs) of V1 and V4 recording sites 
were measured. The recorded V1 and V4 RFs had mean eccentricities of 5.08° ± 0.92° 
(mean ± SD) and 4.07° ± 1.77°, respectively, and mean sizes of 0.67° ± 0.19° and 5.23° ± 
16 
 
2.35°. Based on the distance of a neuron’s RF center to the contour path, the selected V1 
sites were further divided into contour sites (RF-contour distance ≤ 0.35°) and the 
background sites (RF-contour distance ≥ 0.55° and ≤ 1.50°). Among the selected V4 sites, 
only those with central RF regions (±1.17 SD of the Gaussian envelope) intersecting the 
axis of the contour and covering the RF centers of selected V1 sites were used (Figure 2-
4D). We examined contour-related responses by comparing neuronal response to contour 
pattern (i.e., 7-bar contour) to baseline noise pattern (i.e., 1-bar contour). 
 
2.3 Contour-Induced Neuronal Responses in V1 and V4 
Response properties of individual V1 or V4 sites in the presence of global contour were 
first examined by peri-stimulus time histogram (PSTH) on spike trains. The PSTH for each 
recording site under a stimulus condition was created by binning the spike times in 1ms 
intervals and averaging the binned spike counts across trials. The raw PSTH was smoothed 
by convolving it with a Gaussian window (SD = 5 ms). The PSTHs of each recording site 
in all the stimulus conditions to be compared were normalized to the largest peak, with 
spontaneous activity subtracted. The normalized PSTHs were averaged across recording 
sites to derive the population PSTHs. 
As the number of collinear bars increased from 1 to 7, V1 contour sites with RFs lying on 
the contour showed a progressive increase in spiking activity (Figure 2-5A, top; P < 10-35; 
Fig 2-5B, red line; referred to as the contour facilitation), while V1 background sites with 
RFs lying on the background showed a progressive decrease in activity (Figure 2-5A, 
middle; P < 10-9; Fig 2-5B, green line; referred to as the background suppression). Similar 
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to V1 contour sites, V4 recording sites showed enhanced responses with increasing contour 
length (Figure 2-5A, bottom; Fig 2-5B, blue line; P < 10-26). The above results showed that 
the global contour induced a general facilitation of neurons encoding the contour and a 
general inhibition of neurons responding to the background. These observations are 
consistent with previous evidence for contour-associated enhancement from within the RF 
and suppression from outside the RF (Kapadia et al., 1995; Li et al., 2006)  
We were particularly interested in two types of neuronal response: visual response and 
contour-induced response. Their latencies were assessed on PSTH using adapted two-
phase regression method (Sugihara et al., 2011). To determine visual-response latency at a 
given site, its PSTH in response to the noise pattern (1-bar), is compared with spontaneous 
activity before stimuli onset. To compute contour-response latency of a recording site, 
PSTH of neural response to the noise pattern (1-bar) is compared with that of the contour 
pattern (7-bar).  
For visual response, V1 neurons started responding to the noise pattern 44 ms after its onset 
(Figure 2-5C, left red and green bars); V4 neurons had a longer mean latency of 58 ms. 
The difference in latencies indicates an average delay of 14 ms required for signal 
conduction from V1 to V4 and also suggests a general decrease of stimulus-driven activity 
along the visual pathway (Poort et al., 2012). 
Contour-related responses in V4 emerged immediately at the response outset (59 ms 
contour-response latency vs. 58 ms visual-response latency, P = 0.47; Figure 2-5C, two 
blue bars). These contour-related responses in V4 significantly preceded V1 contour 
facilitation (P < 10-40; Figure 2-5C, right red bar, 95 ms V1 contour-response latency), 
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which in turn preceded V1 background suppression (P < 0.01; Figure 2-5C, right green bar, 
112 ms).  
 
 
Figure 2-5: Contour-related neuronal responses in V1 and V4. (A) Normalized and averaged 
peri-stimulus time histograms (PSTHs) constructed from neuronal responses to contours of 
different lengths for V1 recording sites on the contour (V1 C-sites, n = 79), on the background (V1 
B-sites, n = 51), and for V4 recording sites (V4 sites, n = 67). Time 0 indicates stimulus onset. The 
results from different animals were qualitatively similar, data from different animals were pooled. 
(B) Mean contour-response as a function of contour length. (C) Comparisons of the visual- and 
contour-response latencies for individual V1 and V4 recording sites in different animals. Chen et 
al. (2014). 
 
The data showed that from V1 to V4 there was an increase in latency for visually evoked 
responses, but that the opposite was true for contour-induced responses (Figure 2-5C). The 
results imply that contour grouping started in V4 with a fast bottom-up process, which was 
followed by a countercurrent process that engages V1 neurons on the contour as well as on 
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the background. After V1 was engaged, the contour signals in both areas continued to build 
up and reached the maximum (Figure 2-5B).  
As such, we hypothesized that this contour integration process may involve bidirectional 
neuronal interactions between visual areas V1 and V4 (Figure 2-1). To examine the 
interactions among V4, V1 contour and V1 background neurons and characterize their 
functional properties, it is crucial to assess the effective information flow between neurons 
through causality analysis.   
2.4 Granger Causality Approaches 
Causality analysis is a set of system analysis methods which have recently become widely 
used in neuroscience and that aims to go beyond cross-correlation functions in the time 
domain and ordinary coherence functions in the frequency domain. The goal of causality 
analysis is to identify directed connections between components and assess the directness 
of such influences. One approach of causality analysis is Granger causality. The concept 
of Granger causality was originally introduced by Wiener (1956). Hypothetically, if the 
prediction of one time series could be improved by incorporating the knowledge of a 
second one, then the second time series is said to have a causal influence on the first. 
Granger later formalized the idea (1969) in the context of linear auto-regression (AR) 
models. A set of measures of Granger causality was proposed by Geweke (1982, 1984). 
These include time-domain and frequency-domain measures. 
2.4.1 Time-Domain Granger Causality 
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For simplicity, we describe Granger causality analysis for two time series. Assuming two 
simultaneously acquired stochastic time series  and , they could be modeled by the 
p-th order autoregressive (AR) equations: 
 
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where p is the order model, A is 2×2 coefficient matrix. The noise processes , ,, j t i t   are 
zero-mean and temporally uncorrelated with covariance matrix 
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Each process can also be auto-regressively represented by using its own past knowledge, 
e.g. model of the by omitting  component is formed as:  
  , , ,
1
ˆ ˆ
P
j t j t p j t
p
x A p x 

            (2.2)  
The noise process ,ˆ j t  is zero-mean and temporally uncorrelated with covariance ˆ jj  
In Eq. (2.1) and (2.2), the value of ,j j  measures the accuracy of the autoregressive 
prediction of based on its previous values, whereas the value of ,
ˆ
j j  represents the 
accuracy of prediction of based on the previous values of both series  and . 
According to Wiener (Wiener, 1956) and Granger (Granger, 1969), if ,
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We quantify this causal influence from  to  as follows: 
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       (2.3) 
It is clear that the coefficient jiA  in Eq. (2.1) are uniformly zero if there is no causality 
from  to , thus we can get , ,
ˆ
j j j j   . Then from Eq. (2.3) we can deduce that 
0i jF  . Similarly, causality influence from to  could be calculated by reversing 
index i and j in Eq. (2.1)-(2.3). Although the Granger causality is defined between two time 
series, such framework can also be generalized to two sets of time series where each set 
can include multiple time series.  
2.4.2 Frequency-Domain Granger Causality 
The above time-domain measure of Granger causality affords a spectral decomposition, 
which allowed Geweke (1982) to also define a frequency-domain measure of causality. Let 
the frequency-domain representation of the moving-average form of the autoregressive 
model in Eq. (2.1) as:                             
                                                        X f H f E f              (2.4)  
 X f  and   E f  are the Fourier transformation of vector time series tx  and noise 
process 
t , respectively, and  H f  is the transfer function given by 
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The spectral density matrix of the system is given by: 
              *( )S f H f H f          (2.6) 
with  
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; * denoting the complex conjugate and matrix transpose. The 
frequency-domain definition requires removal of the instantaneous causality components 
by transforming the system with a rotation matrix. This rotation is omitted from the present 
overview for clarity, and the full mathematical formulation was described in (Geweke, 
1982). The power spectrum of is then:  
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The first term is the intrinsic component of the spectrum of jx  due to its own input noise 
process, while the second term represents the causal components introduced by the 
ix  time 
series. The frequency-domain Granger causality from 
ix  to jx  at frequency f can be 
defined as 
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If 
ix  does not have influence on the spectrum of  at a given frequency, the second 
term in the numerator of Eq. (2.7) is zero at that frequency, resulting in Granger 
causality value of zero. 
jx
jx
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The relationship between frequency-domain and time-domain Granger causality is given 
as:  
1
( )
2
i j i jF I f df

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 

                          (2.8) 
For many applications, the frequency domain representation is preferred given the 
oscillatory nature of experimental recordings. 
2.4.3 Parametric and Non-parametric Estimation of Granger Causality  
Traditionally, Granger causality is estimated via autoregressive models. In Eq. (2,1) and 
(2.2), coefficient matrix and noise term could be obtained by solving the multivariate Yule-
Walker equation (of size , K=2 in this case) making use of the Levinson, Wiggins, and 
Robinson (LWR) algorithm (Ding et al., 2000). The model order p can be determined by 
the Akaike Information Criterion (AIC) (Akaike 1974; Ding et al., 2000), to determine the 
trade-off between sufficient spectral resolution and over-parameterization. An alternative 
criterion is the Bayesian Information Criterion (BIC), which can compensate for the large 
number of data points and may perform better in neuroscience applications. Once an 
autoregressive model is adequately estimated, it becomes the basis for Granger causality 
analysis in both time domain and frequency domain, derived by Eq. (2.3) and (2.4)-(2.7). 
Parametric technique using autoregressive modeling described above has proven effective 
for data modeled by low-order AR processes. However, AR methods sometimes fail to 
capture complex spectral features in data that require higher order AR models (Mitra and 
Pesaran, 1999). Additionally, the proper determination of model order remains a concern.  
2pK
24 
 
Nonparametric spectral methods using Fourier and wavelet transform are free from these 
drawbacks and have the advantage of fewer assumptions (Percival and Walden, 1993, 2000; 
Dhamala et al., 2008). Once the spectral density matrix is estimated via Fourier or 
wavelet transforms and satisfy the criteria  , it can be decomposed 
into the corresponding transfer function  and noise covariance matrix , enabling 
us to calculate frequency-domain Granger causality according to Eq. (2.7). 
While estimating spectral matrix, multitaper spectral method is more favorable among 
several available techniques, since it provides optimum spectral estimation in the face of 
short sample length data or short sample length and limited realizations of data as often 
encountered in neuroscientific applications. In brief, the method introduced by Thomson 
(1982) is known to provide smooth spectral density function estimates (Percival and 
Walden, 1993; Mitra and Pesaran, 1999).  This method involves the utilization of the 
discrete prolate spheroidal sequences (DPSS) (Slepian, 1961) known as tapers. To obtain 
average spectral and cross-spectral estimates, the time series from each trial is multiplied 
by a preselected number of orthogonal tapers, the products are Fourier-transformed, and 
the resulting transforms are cross-multiplied and averaged over individual tapers.  
This thesis takes the full advantage of multitaper spectral estimation and spectral matrix 
factorization to develop set of methods for Granger causality analysis (Detailed 
mathematical formulation are included Chapter 3, 5, 7). Using the nonparametric approach, 
one can first compute  at all the frequencies and perform the required integration as 
Eq. (2.8) to obtain the corresponding time-domain quantities. 
( )S f
log | ( ) |

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In previous studies, it has been demonstrated that nonparametric Granger causality analysis 
for continuous data, both simulated data and neurophysiological data, yielded qualitatively 
similar results as those obtained by parametric Granger causality analysis (Dhamala et al., 
2008). 
2.4.4 Pairwise vs. Conditional Granger Causality 
For three or more time series, one can perform a pairwise analysis and thus reduce the 
problem to a bivariate problem. This approach has some inherent limitations and could 
induce misleading results of indirect edges (Figure 2-6). The previous definition of 
pairwise causality were expanded to conditional Granger causality (Granger, 1980; 
Geweke, 1984), which allows inclusion of additional time series while having the ability 
to resolve if the interaction between two time series is direct or mediated by another 
recorded time series. Conditional Granger causality is rather attractive in neuroscience 
where data are often highly multivariate.  
Theoretically, when we consider three simultaneously obtained time series 
ix , jx  and kx  , 
by conditioning on 
kx , it is possible to distinguish between direct influences between ix
and 
jx , as opposed to indirect influences that are mediated by kx . In time domain, 
conditional Granger causality from jx  to ix , conditioned on kx , is defined as: 
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where  , ,i i i k  is the variance of noise in joint autoregressive representation of ix  and kx , 
and  , , ,i i i j k  the variance in joint auto-regression of  ix  , jx  and kx .  
In frequency domain, conditional Granger causality is formalized as:     
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where  , ,i i i k  is the residual variance of ix  that is not explained by the joint regression 
of 
ix  and kx ;  ,ˆ , ,i i i j k  is the noise covariance matrix in the joint regression of ix  , jx  
and 
kx ; and  ,i iQ f  is the normalized transfer function; the asterisk denotes complex 
conjugate (detailed mathematical formulation and discussion can be found in Chapter 5, 6). 
Similar to pairwise measure, conditional Granger causality in frequency domain is related 
to time-domain measure through | | 
1
( )
2
i j k i j kF I f df


 

  , and can be estimated using 
either parametric or non-parametric approach. 
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Figure 2-6: An example of comparison between pairwise and conditional Granger causality (GC) 
 
2.4.5 Granger Causality Analysis in Neuroscience 
The last decade in neuroscience has witnessed considerable interest in development and 
application of Granger causality for neural data analysis. These studies have investigated 
functional neural interactions across the many scales of organization, from the cellular level 
up to whole-brain network activity, under a range of conditions, including sensory stimuli, 
consciousness and cognitive tasks. It has been applied to many sources of neural data, 
mainly continuous neurophysiological recordings such as EEG (electroencephalogram), 
MEG (magnetoencephalogram), fMRI (Functional magnetic resonance imaging), and LFP 
(Liang, et al., 2001; Brovelli et al., 2004; Kaminski and Liang 2005; Ding et al., 2006; 
Nedungadi et al., 2009; Gregoriou et al., 2009; Bressler and Seth 2011; Seth et al., 2015). 
Recent work has further expanded the application of Granger causality to point process 
spike trains to explore functional connectivity between individual neurons (Nedungadi et 
al., 2009; Krumin and Shoham, 2010; Hirabayashi et al., 2013; Kim et al., 2011; Hu et al., 
2015a,b).  
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Despite increasing use, Granger causality analysis is confronted with several key issues to 
be addressed: (1) its application on spike trains typically involves binning (Nedungadi et 
al., 2009), low pass filter or a smoothing kernel (Fanselow et al. 2001; Kaminski et al. 
2001), which ultimately alter the stochastic properties of the spike data and introduce 
spurious effects; (2) conditional measure has been only used for the analysis of continuous 
neural data such as LFP (Chen et al., 2006; Ding et al. 2006; Salmaan et al., 2012), yet has 
not been available for spike train data; and (3) it is only limited to inferring causal influence 
between the same type of neural signals - either continuous time series LFPs or point-
process spike trains – but not between mixed signals. These problems have limited the 
broader adoption of Granger causality analysis in neuroscience and have motivated the 
computational methods developed in this thesis. 
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PART I:   GRANGER CAUSALITY ANALYSIS FOR SPIKE TRAINS 
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CHAPTER 3    METHOD DEVELOPMENT 
3.1 Motivation 
As noted in Chapter 1, recent advent of multiple-electrode recording makes it possible to 
study the simultaneous spiking activity of multiple neurons, and Granger causality analysis 
has provided a new and powerful approach to uncover the rapid dynamics of directed 
interactions among neurons beyond a classical view of connectivity inferred from the 
measures such as correlation, coherence etc.  
Parametric Granger causality reviewed in Chapter 2.4.3 (Ding et al., 2006; Cui et al., 2008; 
Kayser and Logothetis, 2009) requires multivariate autoregressive modeling of the signals 
for estimating directional interactions. To apply these methods to spike trains, they have to 
be converted into continuous-type signals by either low-pass filtering, smooth kernel 
convolution, or spike counting in successive time-bin (Figure 3-1, top and middle). Such 
procedure can alter the properties of original spike trains as point processes (Truccolo et 
al., 2005), violate the character of precise spike timing, which may introduce spurious 
effects and cause misinterpretation of neural data. In this chapter, we developed a 
nonparametric Granger causality estimation method (with its concept reviewed in Chapter 
2.4.3) for spike train data, which bypasses the AR modeling and is directly applicable on 
sequence of precise spike times (Figure 3-1 bottom). 
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Figure 3-1: Illustration of spike train representations. Spike trains can be represented as several 
different types of mathematical objects. (Top) Kernel-convolved spike train. (Middle) Binned spike 
count. (Bottom) Sequence of precise times of spike occurrence. 
 
3.2 Algorithm  
Spiking activity is considered as a point process, which can be specified by a series of the 
times ,  1,2,...it i n  when spikes have occurred, and the start and end points of the 
recording interval [0,  ]T . If we assume a counting process ( )N t  to denote the total 
number of spikes that occur between the start of a time interval ( 0t ) and at time t, the 
mean rate r of the process is calculated as the number of spikes divided by duration of 
interval (Jarvis and Mitra, 2001). A counting process ( ) ( ) N t N t rt  can then be 
constructed. Therefore we can represent a point process 
it  as the time derivative of 
counting process, ( ) ( ) ( )  dN t N t t N t , which consists of a sequence of Kronecker 
delta functions at the precise time of each spike, 
it . For a sufficiently short time interval, 
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e.g. 1 t ms , the spike is either absent or present. In other words, ( ) 1  dN t r t  when 
there is a spike and ( )  dN t r t  elsewhere.  
3.2.1 Multi-Taper Spectral Representation for Spike Trains 
Multi-taper method (Thomson, 1982) is used to estimate spike trains spectrum because it 
provides a low bias and a high signal-to-noise ratio for the calculation of spectral measures. 
For spike point process { },  1,2,...it i n   in the interval [0,  ]T , the basic quantity for further 
analysis is the windowed Fourier transform:  
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where ( )tw k  (k = 1, 2, …, K) represent K orthogonal taper functions with good leakage 
properties. ( )ow k  is the Fourier transform of the data taper at zero frequency, N(T) is the 
total number of spikes in the interval. When averaging over trials, an additional index m 
can be introduced to denote trial number,  ,i kS f  thus becomes  , ,i m kS f  accordingly. 
Particular taper functions with optimal spectral concentration properties are determined 
according to the discrete prolate spheroidal sequences (DPSS) (Slepian, 1961). 
Averaged over individual tapers, the multitaper estimate for the auto-spectrum element of 
spectral matrix  S f  is defined as: 
   2, 1
1
( ) | , |

 i i
K
i k
SS f f k
K
                                              (3.2)         
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Similarly, the multitaper cross-spectrum , ( )i jS f  between two simultaneously obtained 
spike trains 
it  and jt  is defined as follows:  
 , 1
1
( ) ( * )

 
K
ii jkj
S f f S
K
S f                                         (3.3) 
The spectral density matrix for spike 
ix  and jx  is therefore constructed as: 
  
, ,
, ,
 
  
 
i i i j
j i j j
S S
S f
S S
                                                    (3.4)  
with diagonal terms representing auto-spectra and off-diagonal term cross-spectra. 
 
3.2.2 Spectral Matrix Factorization 
Without fitting parametric models to the data, spectral density matrix computed as 
described above, can be decomposed into set of unique minimum-phase functions (Jenkins, 
1968; Wilson, 1972) 
* S                                                    (3.5) 
where Ψ is the minimum-phase, spectral density matrix (left) factor that has a Fourier series 
expansion in non-negative powers of 
2 2
0
: 


 i f jk fk
k
e A e   and Ψ* is its complex 
conjugate transpose.  
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Comparing the right-hand side of Eq. (2.6) and (3.5) at 0k , we get the noise covariance 
matrix: 
0 0 
TA A         (3.6) 
Rewriting Eq. (3.5) as 1 *
0
   T ToS A A A A  and comparing with Eq. (2.5) and Eq. (3.6), 
we arrive at the expression for the transfer function:     
1
0
 H A                     (3.7) 
Now, by substituting the specific elements of noise covariance Σ from Eq. (3.6), transfer 
function ( )H f  from Eq. (3.7), along with ( )S f  from Eq. (3.1)-(3.4), one can estimate 
frequency-domain Granger causality according to Eq. (2.7). 
Among several algorithms available for spectral matrix factorization (for review see Sayed 
and Kailath, 2001), we implement the Wilson's algorithm (Wilson, 1972) for its numerical 
efficiency (Goodman et al., 1997). A convergence theorem for an iterative method used in 
this algorithm guarantees the existence of factorization of rational spectral density matrices 
(Wilson, 1978). 
3.2.3 Pairwise Granger Causality Estimation for Spike Train 
Assume simultaneously recorded spikes at recording channel  i  and j are { }it and { }jt , 
respectively. The procedure to compute Granger causality between them is as follows: 
1) Perform Fourier transform on spikes from channel i and j using multi-taper technique 
Eq.  (3.1) - (3.3) 
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2) Obtain spectral density matrix ( )S f by computing auto- and cross-spectra for the pair 
of spikes signal as Eq. (3.4) 
3) Factorize spectral matrix into the product of transfer functions ( )H f  and the noise 
matrix Σ based on Wilson’s algorithms (Wilson, 1972) Eq. (3.5)-(3.7) 
     *( ) ( ) ( ) S f H f H f                                                          (3.8) 
4) Compute Granger causality from spikes { }it to { }jt at each frequency according to 
Geweke’s formulation (Geweke, 1982), explicitly as following 
,
2 2
, , , , ,
( )
( )
( ) ( / ) | ( ) |
 
   
j j
j j i i j i j j j i
i j
S f
I f ln
S f H f
               (3.9)  
Similarly, Granger causality from spikes { }jt  to { }it  can be computed by switching i and 
j:                          
,
2 2
, ,, , ,
( )
( )
( ) ( / ) | ( ) |
 
   
i i
i j i
j i
i i j j ji i
S f
I f ln
S f H f
          (3.10) 
These functions can be examined for frequency representation of causal influences or 
summed over all frequencies to obtain a single time domain causal influence. We stress 
that, in our implementation, the spectral estimate of spike trains is directly applied to 
sequences of spike times, rather than the spike counts.  
3.2.4 Assessment of Statistical Significance 
To test whether the estimated Granger causality in a given direction is significant, we 
utilize a random permutation approach (Brovelli et al., 2004). In this approach, a baseline 
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null-hypothesis distribution is constructed from which statistical significance threshold can 
be derived. Specifically, for a pair of given signals (either continuous time series, point 
processes or mixed signals as discussed in the following chapters), the trial index m from 
one signal is permuted randomly against that from the other to create a synthetic dataset, 
in which the temporal structure within each trial is preserved but the interdependence 
between them destroyed. Granger causality is derived from the synthetic dataset. This 
random permutation procedure is repeated 1000 times to yield a distribution of Granger 
causality values corresponding to the null hypothesis of no statistical interdependence. 
Granger causality values from the actual dataset are compared against the distribution and 
considered significant if they exceeded the 99th percentile value of the null hypothesis 
distribution (P < 0.01).  
3.3 Simulation Study 
To verify the effectiveness of the developed granger causality method for spike train, we 
evaluated the Grange causality on synthetically generated spike trains with known causal 
influence pattern. Population activity is simulated based on multivariate autoregressive 
model. Network connectivity pattern is given by choosing appropriate coefficients for the 
model.  
We simulated simple 2-channel model with unidirectional influence from 
1x  to 2x . 
1 1 1
2 2 1 2
( ) 0.6 ( 1) ( )
( ) 0.6 ( 1) 0.7 ( 3) ( )


  

    
x n x n n
x n x n x n n
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where 
1  and 2  are independently generated white noise with unit variance. Based on the 
model, 100 trials of simulated continuous time series with 1000 data samples in each trial, 
were first simulated.  
We then used thresholding to translate the multivariate continuous time series to  
multivariate spiking point processes via adopted techniques described in (Gutnisky and 
Josic, 2010; Macke et al., 2009). A brief exposition of the procedure is described as follows. 
The idea is to map continuous time series generated by AR model to binary variables by 
assigning the value “1” whenever a threshold is exceeded and “0” otherwise. This operation 
can be used to convert the AR process described in the previous section to a binary 
sequence, i.e., a spike train. In particular, if  x t is defined using an AR process, we define 
the corresponding spike train  y t  as  
 
0      ( )
1      ( )



 

if x t
y t
if x t
   (3.11) 
such that    y t H x t    , where H  is the Heaviside function. For each t, the random 
variable  x t  is Gaussian with zero mean and variance  0R . Therefore the probability 
that   1y t  , i.e. firing rate of the spike train obtained by thresholding,  is 
 
 
2
2 01
2 0
y
R
r e dx
R 
 
 
        (3.12) 
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Generating spike train with the firing rate r of a neuron can be achieved by inverting the 
steps in the above procedure. Since we assume that the variance  0R of  y t  is unity, 
we can invert Eq. (3.12) to obtain θ in terms of r. Threshold θ is then applied on  x t  in 
along with Eq. (3.11) to generate binary point process  y t . Spike train signal is 
constructed as sequence of time points where   1y t  . While generating spike trains for 
simulation, various average firing rate r could be determined based on different threshold 
θ.  
3.4 Results 
We applied our method to the synthetic spike trains generated from this 2-channel model. 
The statistical significance of causality estimation was assessed at P < 0.01 by the 
permutation procedure described above. Figure 3-2 shows a representative example of the 
estimated Granger causality and the threshold at significance level P = 0.01. It is evident 
that the method correctly detects significant causal influence from spike signal 1 to spike 
signal 2 (above threshold), while there is no corresponding driving from spike signal 2 to 
1 (below threshold). This is in agreement with model construction.  
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Figure 3-2: Two-channel model scheme and simulation results for a pair of spike trains 
 
 
As a comparison, cross-correlation analysis (Perkel et al., 1967) was performed on 
corresponding binary spike trains using a bin size of 1 ms. With spike signal 1 as the 
reference, the cross-correlogram gives a peak value at the bin related to a positive time lag 
of 3 ms, indicating that signal from channel 1 drives that from channel 2, while there is no 
peak in the opposite direction. This demonstrates that directionality determined by Granger 
causality is consistent with a cross-correlation analysis.  
It should be noted that the Granger causality method developed here implicitly assumes 
that first and second-order statistics carry the information. So the information revealed by 
this approach might be limited. Nonetheless, the main advantages of the method proposed 
here are that (1) it can give both the frequency-domain and time-domain Granger causality 
while not disturbing the discrete point process structure in spike train data, and (2) by 
removing the need for estimating AR models from data, it is computationally efficient and 
highly scalable in practice. 
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CHAPTER 4    APPLICATION: CROSS-AREA INTERACTION BETWEEN V1 
AND V4 DURING CONTOUR INTEGRATION 
 
4.1 Introduction 
Spike firing rate study in Chapter 2.3 indicate that although visual response appears first in 
V1, global contour information emerges initially in V4, ~40ms earlier than that in V1. 
Subsequently, V1 contour sites show enhanced responses with contour length while V1 
background sites show the opposite trend. These findings implicate existence of 
feedforward connection as well as top-down influence during contour integration, which 
raises many questions as to whether such interactions among V1 and V4 indeed exist; how 
these interactions may involve in generating contour signals etc. In previous chapter, we 
have developed a Granger casualty analysis method which permits accurate estimation of 
causal influence between spiking activities. Therefore, we are set to address these issues 
by analyzing the directional interactions among V1 and V4 neurons. 
4.2 Methods  
Granger causality analysis was conducted on spike trains from pair of simultaneously 
recorded sites to quantify causality within and between V1 and V4 neuronal groups. In 
addition to classification of neurons into V1C, V1B and V4 sites (Figure 2-4D), for a given 
contour orientation and location, the recording sites in both V1 and V4 were further 
partitioned based on their optimal orientations: the parallel sites whose preferred 
orientations deviated from the contour by less than 30°, and the orthogonal sites whose 
preferred orientations deviated from the contour by more than 60°. This classification 
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allowed us to analyze the causal interactions within and between V1 and V4 among 
neurons with similar or different tuning properties. To ensure the reliability, the embedded 
contour took one of four fixed orientations (vertical, horizontal, 45⁰, and 135⁰), and 
orientations and positions of individual bars in the complex background were fixed across 
trials rather than randomized to reduce variation of neuronal responses. Spiking activity 
sampled at 1 kHz within the 500 ms stimulus presentation period were used for analysis. 
 
4.3 Results 
4.3.1 Granger Causality within V1 Neuronal Groups 
Comparing 7-bar with 1-bar condition, the decrease in causal influences was generally 
observed within V1 contour sites (Ps < 10-56; Figure 4-1B, left group of bars), regardless 
of their orientation preferences, implying increased independence between responses of V1 
neurons with RFs lying on the contour. Similar to paired V1 contour sites, the mutual GC 
influences between a contour site and a background site were also weakened by the global 
contour (Figure 4-1B, middle group of bars; Figure 4-1C, left group of bars). However, 
unlike V1 contour sites or paired contour and background sites, the causal influences 
between V1 background sites were increased by the contours (all Ps < 10-37; Figure 4-1C, 
middle group of bars), which could be useful in strengthening local inhibition to exclude 
the background noise. 
4.3.2 Granger Causality from V4 to V1 
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The causal influences of V4 on V1 contour sites were generally enhanced (all Ps < 10-7; 
Figure 4-1B, right group of bars). It provides evidence for involvement of backward 
projections to V1 in the integration process. V4 also exerted remarkable causal influences 
on V1 background sites in the presence of the global contour pattern (all Ps < 10-21; Figure 
4-1C, right group of bars). We speculate that the feedback from V4 can increase local 
inhibitory interactions between V1 neurons on the background, suppressing V1 responses 
to the background. It is in accordance with a line of findings that inactivation of higher 
visual area (MT) reduces contextual inhibition in lower visual areas (Bullier et al., 1996; 
Hupe et al., 1998, 2001; Nassi et al., 2013). 
 
4.3.3 Granger Causality from V1 to V4 
Neurons in V4 were most sensitive to contours at their preferred orientation from response 
outset, suggesting that V4 neurons can selectively pool feedforward inputs. To seek the 
possible ’source’ of early contour signals in V4, Granger causality influences from V1 to 
V4 using neuronal responses from -300 to 95 ms were examined, which excluded the 
contribution of V1 contour signals that emerged only after this period of time (Chapter 2.4). 
V4 sites with preferred orientation close to the contour orientation (i.e. the parallel sites 
defined above) were significantly influenced by both V1 contour and background sites 
regardless of their orientation preference (all Ps < 10-41; Figure 4-1D, left and middle group 
black and green bars). On the contrary, V4 sites with preferred orientation deviated far 
from the contour orientation (orthogonal sites) did not show significant contour-induced 
influences by V1 sites (all Ps > 0.32; Figure 4-1D, left and middle group red and blue bars). 
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These results indicate that, although V1 neurons cannot differentiate the contour pattern 
from the noise pattern during this early response period, V4 neurons are able to integrate 
contour segments by pooling feedforward inputs.  
 
 
 
Figure 4-1: Analyses of causal influences between recording sites. (A) An example showing the 
GC value as a function of the spectral frequency that was determined from neuronal spike trains in 
response to the contour pattern (red) and noise pattern (black) respectively. In this example, 
compared with the noise pattern, the presence of the global contour remarkably enhanced GC 
influences from a V4 site to a V1 contour site at low frequencies (< 20 Hz). (B and C) Contour-
induced changes in causal influence of different types of recordings sites on V1 contour and 
background sites, respectively. The GC values over all the frequencies (0-100 Hz) were averaged, 
and the difference in the mean GC value between the 7-bar contour and the noise stimulus 
conditions was defined as the contour-induced change in causality. Four different colors (color 
legends in B) indicate different relationships of preferred orientations of paired recording sites with 
respect to the contour orientation (D and E) Contour-induced changes in causal influence of 
different types of recordings sites on V4 sites during the early (-300 to 95 ms, D) and late (95-500 
ms, F) response periods. Only V1-V4 pairs with overlapping RFs were used in the analysis of inter-
areal influences. The legends are similar to those in B and C. Error bars represent ± s.e.m. Chen et 
al. (2014) 
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After the emergence of contour-related signals in V1 (95-500 ms), the causal influences on 
V4 parallel sites from both V1 contour and background sites remained significantly 
elevated in the presence of global contour (all Ps < 10-37; Figure 4-1D, left and middle 
group black and green bars), and this elevation was still independent of the orientation 
selectivity of V1 sites (Mann-Whitney U test, all Ps > 0.46). These results suggest that both 
contour facilitation and background suppression in V1 during this delayed response period 
contribute to the amplification of contour signals in V4.  
These causality analyses results, together with PSTH properties of V1 and V4 presented in 
Chapter 2.3, consistently point to the interplay between visual cortical areas: information 
about global contours emerges initially in V4 and then rapidly builds up in both cortical 
areas. Bidirectional inter-cortical interactions not only facilitate V1 neurons encoding the 
contour elements but also suppress those responding to the background. 
 
4.4 Discussion 
Top-down and Bottom-up Processing in Contour Integration 
Parsing visual scenes to form percepts of coherent objects involves proper grouping and 
segmentation of image components. The traditional point of view about contour 
information visual processing emphasizes horizontal connection within primary visual 
cortex V1 – contour segment of various orientations at different locations are detected by 
neurons with small receptive fields in primary visual area V1, integrated into global 
contour, which in turn assembled into more complex form in higher visual cortex such as 
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V4. Distinct from this simplified bottom-up or hard-wired viewpoint, this study provides 
physiological evidence in support of complex interaction between feedforward and 
feedback processing in contour integration. Through causal influence analysis of 
simultaneous recordings from V1 and V4 in awake monkeys performing contour task, it 
was revealed that information about global contours embedded in a complex background 
emerged initially in V4, but the contour-related signals continued to develop in parallel in 
both cortical areas. The results implicate inter-area bi-directional processes: the bottom-up 
feedback inputs to V4, from very onset, exert significant influences on neurons with 
preferred orientations similar to the global contour, suggesting that a coarse contour 
template is established in V4 by selectively pooling of the inputs. In the meantime, the 
causal influences of V4 responses on V1 contour sites were increased, while the intra-
cortical influences between V1 contour sites were decreased, suggesting top-down 
modulation of contour facilitation in V1. On the other hand, the causal influences on V1 
background sites were enhanced by V4 as well as by other V1 background sites, suggesting 
suppression of external noise through interactions between top-down connections and V1 
horizontal connections.  
The above processing scheme is consistent with a general theoretic framework (Ullman, 
1984; Epshtein et al., 2008; Hochstein and Ahissar, 2002; Jehee et al., 2007; Roelfsema, 
2006). Still unresolved is whether the enhancement in V1 is due to the feedback input alone 
or whether it involves an interaction between feedback and intrinsic connections within V1. 
Some models have shown how the top-down interactions from V4 to V1 may serve to gate 
local circuits within V1, accounting for both contour enhancement and background 
suppression (Li, 1998; McManus et al., 2011; Piëch et al., 2013; Gilbert and Li, 2013). 
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To further elucidate functional implications of causal information flow, a complementary 
approach is to apply systems identification method to determine the polarity of influences, 
and probe excitatory or inhibitory interaction among multiple neurons. 
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PART II: CONDITIONAL GRANGER CAUSALITY ANALYSIS  
FOR SPIKE TRAINS 
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CHAPTER 5     METHOD DEVELOPMENT 
5.1 Motivation 
Granger causality has been shown to be suitable for probing directionality in neuronal 
interactions. While analyzing a neurobiological system that consists of data from three or 
more neurons, it is necessary to evaluate whether a causal interaction between time series 
from any pair of neurons is direct or mediated by others. For example, pairwise analysis is 
not able to differentiate two distinct patters of connectivity in Figure 2-6. Within the 
multivariate regression framework, conditional Granger causality (Geweke, 1984) allows 
us to disambiguate the indirect interactions between two neurons and gets a more accurate 
measure of the relation. Despite being applied to continuous neural data with interpretable 
results, conditional Granger causality has not been directly applicable to spike train data.  
5.2 Algorithm 
To make the conditional Granger causality measure available to spike trains, we use non-
parametric approach. In our implementation, to construct the spectral density matrix, the 
spectral estimate of spike trains is directly applied to neural point process itself, i.e. 
sequences of spike times, rather than the spike counts, using the multitaper technique 
(Jarvis and Mitra, 2001; also refer to Chapter 3.2.1). 
Consider the situation where we need to apply conditional Granger causality to evaluate 
whether causal influence from spike { }jt  and spike { }it  is direct or mediated by signal 
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from another channel k, here we assume as spike { }kt . 
Frist, establish the spectral density matrix for spike train { }  { }  { }i j kt , t , t . 
   
, , ,
, , ,
, , ,
( ) ( ) ( )
ˆ( ) ( ) ( ) ( )
( ) ( ) ( )
 
 
  
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j i j j j k
k i k j k k
S f S f S f
S f S f S f S f
S f S f S f
                           (5.1) 
with diagonal term , ,( ),  ( )i i j jS f S f  and , ( )k kS f representing auto-spectra of { }  { }i jt , t  and 
{ }kt  respectively, and off-diagonal terms representing cross-spectra between two signals.
ˆ( )S f  can be decomposed as 
 
*ˆ ˆ ˆˆ( ) ( ) ( ) S f H f H f                                                        (5.2) 
where ˆ ( )H f  is the transfer function matrix and ˆ  is the noise covariance matrix ˆ( )S f . 
Then, obtain sub-matrix of ( )S f  
                                      , ,
, ,
( ) ( )
( ) ( )
 
  
 
i i i k
k i k k
S f S f
S f
S f S f
                        (5.3)  
and its unique decomposition   
              
*( ) ( ) ( ) S f W f W f                                                             (5.4) 
where ( )W f  is the transfer function matrix   , ,
, ,
( ) ( )
( ) ( )
 
  
 
i i i k
k i k k
W f W f
W f
W f W f
 and   is the 
noise covariance matrix. 
 
In order to compute conditional Granger causality, one crucial step is to apply 
normalization on transfer function matrices ˆ ( )H f  and ( )W f  by which the noise terms are 
made independent. The following two transformation matrices can be used for the purpose: 
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Applying 
1 2,  P P   to 
ˆ ( ),  ( )H f W f  , the new transfer function matrices and covariance 
matrices become  
     11ˆ
 H f H f P ,     1 1ˆ  
Tf P P                           (5.7) 
and 
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Tf P P                                       (5.8) 
 
The direct causal influence from spike signal { }jt  to { }it  , conditional on { }kt  , can be 
calculated via conditional Granger causality: 
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Similar to pairwise Granger causality, time domain Granger causality can be obtained by 
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integral of corresponding spectral measures.  
5.3 Simulation Study 
To validate the utility of Granger causality measure in the analysis of spike train data, we 
consider 3-channel ‘common input’ model (scheme on Figure 5-1).  
1 1 1
2 2 1 2
3 3 1 3
( ) 0.7 ( 1) ( )
( ) 0.5 ( 1) 0.4 ( 1) ( )
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where 
2(0, ) i iN , with 
2 2 2
1 2 30.04,  0.06,  0.09       
In this model, both direct and indirect causal relationships are presented. Two processes 
2x
and 
3x  have a common influencing process 1x  . Knowledge of 1x  renders 2x   and 3x  
statistically independent, but there is proxy causal influence between the latter two due to 
dependency on 
1x  at different time lags.  
5.4 Results 
Based on the above model, correlated point processes were simulated using the technique 
in Chapter 3.3. We generated 100 trials of three-variable point processes, to which both the 
pairwise Granger causality and conditional Granger causality methods were applied. The 
statistical significance of the estimated Granger causality is assessed at P < 0.01 by the 
permutation procedure described in Chapter 3.2.4. 
It is clearly indicated in Figure 5-1 that conditional Granger causality results eliminate the 
indirect causal effect from 
2x to 3x  and yield true connectivity of the system. Figure 5-1, 
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left panels, show the result obtained by pairwise Granger causality method, in which 
indirect causality (from 
2x   to 3x  ) is falsely identified; whereas conditional Granger 
causality successfully resolves this problem (Figure 5-1, right column) by correctly 
recovering the true causal connectivity. 
The development of conditional Granger causality measure for spike trains allows us to 
perform multivariate analyses of spike-train data collected by electrode arrays; this is 
particularly important given the common use of spikes in neuroscience research. 
 
 
 
Figure 5-1: Pairwise (left column) and conditional (right column) Granger causality simulation 
results for models with 3-channel ‘common input’ system. 
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CHAPTER 6   APPLICATION: RELATIVE CONTRIBUTION OF TOP-DOWN 
AND LATERAL INTERACTION IN CONTOUR INTEGRATION 
 
6.1 Introduction 
Grouping of visual contours to form coherent percept has been thought to be mediated in 
part by long-range horizontal connectivity intrinsic to the primary visual cortex V1 
(Kapadia et al., 1995; Bauer and Heinze, 2002; Li et al., 2006; Gilad et al., 2013), with a 
contribution by top-down feedback projections (McManus et al., 2011; Li et al., 2008; 
Wannig et al., 2011; Pooresmaeili et al., 2014; Altmann et al., 2003).  
In previous chapters, we have shown that information about global contours within a 
complex background emerges initially in V4 and then rapidly builds up in both cortical 
areas. Bidirectional inter-areal interactions not only facilitate V1 neurons encoding the 
contour elements but also suppress those responding to the background. Since the onset of 
contour-related signals in V1 is much delayed relative to that in V4, classical formulations 
of feedforward visual processing do not easily accommodate the influence of feedback 
connections; however, predictive coding theories mandate feedback effects that interact 
with horizontal or lateral interactions.  We therefore sought evidence for the modulation of 
horizontal interactions by feedback. 
 
6.1 Methods 
We used conditional Granger causality developed in Chapter 5 to tease apart the 
contributions of lateral interactions within V1 and top-down feedback from V4 to V1. 
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While pairwise Granger causality provides a statistical measure of the influences of one 
recording site on another, conditional Granger causality provides a further measure of 
whether such influences are dependent on other simultaneously recorded sites. It also has 
the ability to remove confounding influences that result from common inputs to a pair of 
recording sites, thus allowing us to dissect the respective contributions of intra- and inter-
areal interactions. 
Spike trains and LFPs within 0-500 ms after stimulus onset were used. Only recording sites 
with preferred orientations deviated from the global contour by less than 30° were selected. 
Based on the distance of a neuron’s RF center to the contour path, the selected V1 sites 
were further divided into contour sites with RFs lying on the contour and the background 
sites with RFs on the complex background (according to the same classification criteria in 
Chapter 2.2, for experimental procedure details see Appendix C). For the analysis of LFP 
time series, LFPs were first down sampled to 200 Hz, followed by prewhitening with a 
first-order autoregressive model to reduce the dynamic range of the data. This 
preprocessing helps reduce bias of the final spectral estimate. Similar to the above analysis 
of spike data, conditional Granger causality was obtained based on the prewhitened LFP 
data. 
The strength of the directional influence from one recording site to another was defined as 
the total Granger causality values integrated over the frequency range of 0-50 Hz. To rule 
out the possibility that changes in Granger causality could be due to different neuronal 
firing rates at different contour lengths (Figure 6-2), a thinning procedure (Gregoriou et al. 
2009) was performed to correct the spiking-rate differences by randomly removing the 
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spikes of the more active recording site until the average firing rates of the paired sites 
were equal. 
6.2 Results 
6.2.1 Conditional Granger Causality of V1 Lateral Interactions Excluding V4 
Influences 
We first analyzed spiking activity recorded by microelectrode arrays implanted in V1 and 
V4, from neurons with preferred orientations close to the contour orientation and with 
overlapping receptive fields (RFs) in these two cortical areas. To dissect the respective 
contributions of V1 horizontal connections and V4 feedback influences, we performed 
conditional Granger causality analysis on spike trains collected in the 7-bar condition. 
Specifically, we compared the interactions between V1 neurons, as measured by Granger 
causality, with and without taking into account V4 influences. We observed that, after 
discounting V4 influences using conditional Granger causality analysis, V1 horizontal 
connectivity along the contour path significantly decreased in the frequency range of 0-30 
Hz compared to that calculated using conventional Granger causality analysis (Figure 6-
1A). Similar reductions were observed in V1 effective connectivity between two recording 
sites representing the contour and the background respectively (Figure 6-1B, C), and 
between two sites on the background (Figure 6-1D), with significant percent changes 
across all types of paired recording sites in V1 (Figure 6-1E, Friedman test for repeated-
measures, 2[332] 69.61  , P < 10-14; four pairing categories with different sample sizes 
were randomly down-sampled to the smallest number 332). Interestingly, the directional 
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interactions were asymmetric between V1 contour and background sites when the same 
recording sites were analyzed (compare Figure 6-1B with C), suggesting asymmetric 
figure-ground interactions within V1 in the presence of a global contour.  
 
 
Figure 6-1: Granger causality analysis of V1 lateral interactions. (A-D) Granger causality value 
as a function of frequency in the 7-bar contour condition, showing the directional interactions in 
V1 between contour sites (V1C-V1C), from contour sites to background sites (V1C-V1B), from 
background sites to contour sites (V1B-V1C), and between background sites (V1B-V1B), before 
(red) and after (blue) discounting V4 influences. Shaded areas represent ±s.e.m.  (E) Data shown 
in C-F are replotted here, showing percent reductions in overall Granger causality (summed over 
0-50 Hz) after removing V4 influences. Error bars represent ±s.e.m. See Figure A-1 for similar 
analysis based on LFP data. 
 
 
In addition to multiunit spiking data, we also performed conditional Granger causality 
analyses on simultaneously recorded local field potentials (LFPs) (Appendix A), which 
reflect aggregate activity over a large population of neurons. We observed similar feedback 
modulatory effects from V4 on lateral interactions within V1 along the contour, between 
the contour and background, and within the background (compare Figure A-1 with Figure 
6-1).  
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The analyses of both spike-train and LFP data using conditional Granger causality strongly 
support the notion that feedback from V4 strengthens V1 lateral interactions.  
6.2.2 Conditional Granger Causality of V4 Feedback Modulation Excluding V1 
Influences 
In the detection task, contour saliency was signaled by the number of collinear bars 
embedded in the complex background. Previous studies have shown that V1 encodes 
perceptual saliency of contours, with more salient contours inducing stronger facilitatory 
effects on neurons with RFs lying on the contour (Li et al., 2006; Chen et al., 2014; Yan et 
al., 2014) and stronger inhibitory effects on neurons with RFs lying on the background 
(Chen et al., 2014; Yan et al., 2014). Our Granger causality analysis of spike-train data 
showed that the strength of feedback influence from V4 to V1 contour sites (Figure 6-2A, 
solid lines; Figure 6-2B, dark solid line) and to V1 background sites (Figure 6-2C, solid 
lines; Figure 6-2D dark solid line) also progressively increased as the visual contour 
became longer. This result suggests the involvement of feedback from V4 in generating 
the contour signals as well as in suppressing the background noise within V1.  
We next used the conditional Granger causality to examine whether the lateral interactions 
in V1 are required for the feedback signals to take effect. After discounting the influences 
from V1 background sites, we found a substantial reduction in influence from V4 to V1 
contour sites (Figure 6-2A, dashed versus solid line of the same color). The amount of 
reduction was larger for longer contours (Figure 6-2B, grey line). The feedback influences 
from V4 to V1 background sites also showed a similar pattern of dependency on the 
influences from V1 contour sites (Figure 6-2C, D).  
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In agreement with the results from spike-train data analysis, Granger causality analysis 
using LFPs showed similar effects (compare Figure A-2 with Figure 6-2). Together, these 
results indicate the important contributions of V1 lateral interactions to mediating and 
strengthening the feedback modulatory effects, which could play an important role in 
amplifying the contour signals and suppressing the background noise.  
 
 
 
Figure 6-2: Granger causality analysis of V4 feedback modulations based on spike trains.  (A) 
Influences of V4 on V1 contour sites with (solid lines) and without (dashed lines) the influences 
from V1 background sites for different contour lengths. (B) Data shown in A are replotted here, 
showing the overall Granger causality (summed over 0-50 Hz, left y-axis) as a function of contour 
length with (solid black curve) and without (dashed curve) the influences from V1 background sites. 
The gray curve (associated with right y-axis) represents percent reductions (Friedman test, all Ps < 
0.001) in Granger causality after discounting the influences from V1 background sites. Error bars 
represent ±s.e.m. (C and D) Similar to A and B, but showing the influences of V4 on V1 background 
sites with and without the influences from V1 contour sites (all Ps < 0.001). See Figure A-2 for 
similar analysis based on LFP data. 
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6.2.3 Lateral Interactions Contribute More to Contour Integration in V1 than 
Feedback Modulation 
Figures 6-1 and 6-2 showed interdependence between feedback modulation and horizontal 
interactions during contour integration in V1. We next set out to examine the relative 
contributions of V1 lateral interactions and V4 feedback influences during this process. We 
first compared the influences from V4 recording sites and from V1 background sites, 
respectively, on the interactions between two V1 contour sites lying on the 7-bar contour. 
We observed, by means of conditional Granger causality analysis of spike trains, that the 
interactions between V1 contour sites showed a significantly larger reduction in strength 
when the influences of V1 background sites were removed than when V4 influences were 
removed (Figure 6-3A; Figure 6-3C, two left bars, unpaired t test, t662 =23.24, P < 10
-87).  
 
 
 
Figure 6-3: Relative contributions of V4 feedback modulations and V1 lateral interactions to 
the contour integration process in V1. (A) Granger causality of spiking interactions between V1 
contour sites (red) as compared to that without the influences from V4 sites (blue) or V1 
background sites (magenta). (B) Granger causality of spiking interactions between V1 background 
sites (red) as compared to that without the influences from V4 sites (blue) or V1 contour sites 
(magenta). (C) Same data in A and B are replotted to show percent reductions in Granger causality 
after discounting V4 feedback or V1 lateral influences. Shaded areas and error bars represent ±s.e.m. 
See Figure A-3 for similar analysis of LFP data. 
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We then repeated the same analysis to examine the interactions between two V1 
background sites influenced by V4 sites and by V1 contour sites respectively. We also 
found a significantly larger decrease in lateral interaction between V1 background sites 
after discounting V1 contour sites than discounting V4 sites (Figure 6-3B; Figure 6-3C, 
two right bars; unpaired t test, t1158 =38.3, P < 10
-207). 
Consonant with the results from analysis of spiking data, conditional Granger causality 
analysis of LFPs also showed that the lateral interactions among V1 neurons contribute 
more to the contour integration process in V1 than feedback modulation from V4 (compare 
Figure A-3 with Figure 6-3).  
6.3 Discussion 
6.3.1 Contribution of Top-Down Modulations  
A key step in the visual system’s analysis of object shape is to group line segments into 
global contours and segregate these contours from background features. This process is 
critical to identifying object boundaries in complex visual scenes, and thus particularly 
important for performing shape discrimination, image segmentation and ultimately object 
recognition. Despite the prevalence of feedback projections throughout the visual cortex, 
it remains unclear what role the cortical feedback plays in image grouping and 
segmentation. We showed that feedback influences from V4 remarkably promote the 
lateral interactions within V1 (Figures 6-1 and B1). This result supports a neural network 
model involving gating of V1 lateral interactions through feedback modulation (Piëch et 
al., 2013; Ramalingam et al., 2013). 
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6.3.2 Contributions of V1 Horizontal and Lateral Interactions  
It is intriguing to observe that intrinsic V1 interactions substantially strengthen V4 to V1 
feedback modulatory effects, especially in the presence of a global contour (Figures 6-2 
and B2). This observation is somewhat surprising, but it can be explained within the 
theoretical framework of countercurrent processing between cortical areas (Ullman, 1984; 
Epshtein et al., 2008; Roelfsema, 2006): the intrinsic V1 connections provide a substrate 
on which the feedback operates; the interactions between feedback and horizontal 
connections may in turn reinforce the feedback modulatory effects for effectively analyzing 
and disambiguating complex visual scenes. The consequence is to augment the contour 
signals and suppress the background noise, resulting in a parallel increment of global 
contour information in both V1 and V4.  
We also showed that, although both feedback influences and lateral interactions were 
tightly coupled in contour grouping, the lateral interactions seemed to contribute more to 
the integration process in V1 (Figures 6-3 and B3). This result is in agreement with the 
structure of long-range horizontal connections, which tend to link neurons with non-
overlapping RFs and similar orientation preferences (Gilbert and Wiesel, 1979, 1983; 
Rockland and Lund, 1982; Stettler et al., 2002). 
 
6.4.3 Implication of Conditional Granger Causality in Contour Integration Study 
In the contour detection process examined in the current study, results from conditional 
causality analyses of both spiking and LFP data were largely in agreement, but only the 
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spiking data can be used to reliably differentiate V1 neurons on the contour and 
background.  
The methodological issue to be addressed is the nature of the directional influences 
revealed by Granger causality analysis. The concept of Granger causality is statistical in 
nature, and thus the observation of a Granger causal influence in the cortex does not 
necessarily imply the existence of direct anatomical connections between the 
corresponding neurons, nor does it exclude the possible influences from the hidden 
variables or unrecorded neurons. Functional influences between V4 and V1 can be 
mediated by a number of anatomical routes, including direct connections between V4 and 
V1 and indirect connections passing through V2 or even pulvinar (Saalmann et al., 2012; 
Purushothaman et al., 2012).  Nonetheless, the interactions within V1 are likely mediated 
by a plexus of intrinsic horizontal connections that run between columns of similar 
orientation preference (Gilbert and Wiesel, 1979, 1983, 1989; Rockland and Lund, 1982; 
Stettler et al., 2002). The columnar specificity of these horizontal connections, as well as 
their extent, are consonant with the functional and perceptual characteristics of the putative 
association field that links contour elements belonging to a smooth contour (Field et al., 
1993; Sigman et al., 2001; Li et al., 2002). The task-dependent nature of contour-related 
responses in V1 suggests the involvement of higher-order feedback influences on the 
expression of the association field (McManus et al., 2011).  The results presented here from 
the conditional Granger analysis support the idea of such an interaction. 
In summary, by distinguishing whether the intra- and inter-areal interaction between 
cortical neurons have components of different origins, the current study dissected the 
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respective contributions of V1 horizontal connections and V4 feedback to contour 
grouping, and revealed an interactive role between feedback and intrinsic circuits in parsing 
visual images. 
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APPENDIX A  
 
 
 
Figure A-1: related to Figure 6-1. Granger causality analysis of V1 lateral interactions based -on 
LFP data. (A-D) Granger causality between V1 contour-contour sites (V1C-V1C), contour-
background sites (V1C-V1B), background-contour sites (V1B-V1C), and background-background 
sites (V1B-V1B), respectively, before (red) and after (blue) discounting V4 influence. (E) Data 
shown in A-D are replotted here, showing percent reductions in overall Granger causality (summed 
over 0-50 Hz) after removing V4 influences. Shaded areas and error bars represent ±s.e.m. 
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Figure A-2: related to Figure 6-2. Granger causality analysis of V4 feedback modulations based 
on LFP data. (A) Influences of V4 on V1 contour sites with (solid lines) and without (dashed lines) 
the influences from V1 background sites for different contour lengths. (B) Data shown in A are 
replotted here, showing the overall Granger causality (summed over 0-50 Hz, left y-axis) as a 
function of contour length with (solid black curve) and without (dashed curve) the influences from 
V1 background sites. The gray curve (associated with right y-axis) represents percent reductions 
(Friedman test, all Ps < 0.001) in Granger causality after discounting the influences from V1 
background sites. (C, D) Similar to A and B, but showing the influences of V4 on V1 background 
sites with and without the influences from V1 contour sites (all Ps < 0.001). Error bars represent 
±s.e.m. 
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Figure A-3: related to Figure 6-3. Relative contributions of V4 feedback modulations and V1 
lateral interactions based on Granger causality analysis of LFP data. (A) Interactions between V1 
contour sites (red) as compared to that without the influences from V4 sites (blue) or V1 
background sites (magenta). (B) Interactions between V1 background sites (red) as compared to 
that without the influences from V4 sites (blue) or V1 contour sites (magenta). (C) Same data in A 
and B are replotted to show percent reductions in Granger causality after discounting V4 feedback 
or V1 lateral influences. Shaded areas and error bars represent ±s.e.m. 
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PART III: GRANGER CAUSALITY BETWEEN LFP AND SPIKES 
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CHAPTER 7   METHOD DEVELOPMENT 
 
7.1 Motivation 
Recent technological advances have made it possible to simultaneously collect neural 
activity at multiple cortical areas. Neural activity recorded from electrode arrays gives rise 
to two types of neural signals: times of occurrence of the spikes at cellular level, known 
as point processes; and continuous signals at population scale, such as local field potential 
(LFP). While spiking activity has long been extensively studied throughout the visual 
cortex, there has been a considerable interest in LFP research in last decade (Fries et al., 
2001; Rasch et al. 2009; Denker et al., 2011; Buzsaki et al., 2012; Einevoll et al., 2013, 
among others) due to its correlation with functional magnetic resonance imaging 
measurements (Logothetis, 2002; Kayser et al., 2004), the possibility of studying neuronal 
synchrony (Fries et al. 2001; Womelsdorf et al. 2007; Gregoriou et al., 2009), its potential 
for neuroprosthetic applications (Pesaran et al. 2002; Mehring et al. 2003) and its use as a 
proxy or complementary signal for neuronal spiking (Rasch et al. 2008; Manning et al. 
2009). 
 
Spikes and LFP are generated by separate sources with distinct signal characteristics. 
From signal processing perspective, the spikes are typically obtained by high-pass 
filtering extracellular voltage (above ~500Hz) and subsequent spike-sorting, whereas the 
LFP is extracted by low-pass filtering the same voltage trace (below ~300 Hz). Spikes and 
LFP represent different aspects of neural responses. Spiking activity mostly represents a 
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series of somatic action potentials that are fired by individual neurons and is considered 
output from neurons within a radius of ~200 um around the tip of the microelectrode (Holt 
and Koch 1999; Gold et al. 2006); LFP is thought to arise largely from dendritic activity 
and therefore reflects the inputs to local with a spatial reach ranging from a few hundred 
micrometers to several millimeters (Mitzdorf, 1985; Katzner et al., 2009; Xing et al., 2009; 
Kajikawa and Schroeder, 2011; Lindén et al. 2011; Einevoll et al., 2013).  Therefore, it is 
natural that jointly analyzing spiking and LFP activity can provide an important link 
between individual neurons and network activity.  
Significant connectivity between these two neural signals reported in previous work has 
been shown important for visual attention (Womelsdorf et al., 2006; Gregoriou et al., 2009; 
Womelsdorf et al., 2014), working memory (Pesaran et al., 2002; Siegel et al., 2009), and 
neurological disorders (Goldberg et al., 2004). For example, these findings are mainly 
demonstrated through standard methods such as cross correlation, coherence (Jarvis and 
Mitra 2001; Pesaran et al. 2002, 2008; Mitra and Bokil 2007; Lepage et al. 2011, 2013), 
mutual information and phase coupling (Vinck et al., 2010, 2012). While these approaches 
contribute to important findings, some merely show temporal precedence of one time 
series over another rather than neuronal communication. Most of them are symmetric 
measures which do not allow quantification of directed influence between signals. 
Evaluating strength and directionality of neuronal dependencies between spike trains and 
LFP signal is still rather challenging in neuroscience. Granger causality (Granger, 1969) 
has proven to be a simple, robust and extendable tool for this purpose in that it statistically 
measures direction of causal influence. The interaction between two signals discovered 
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by Granger causality could be either reciprocal or unidirectional. For continuous-valued 
signal, e.g. EEG and LFP, directional information by Granger causality has played a 
crucial role in exploring functional brain network mechanism (Liang et al., 2000; Brovelli 
et al., 2004; Kaminski and Liang 2005; Ding et al., 2006; Dhamala et al., 2008; Seth et al., 
2015; Hu et al., 2014). Recently, Granger causality has been extended to point process 
like spike trains to explore functional connectivity between single neurons (Nedungadi et 
al., 2009; Krumin and Shoham, 2010; Kim et al., 2010; Hu et al., 2015a, b, 2016). In 
previous chapters of this thesis, I have further developed non-parametric Granger 
causality estimation methods directly applicable to precise spike timings. 
However, Granger causality estimation is only limited to inferring causal influence 
between the same type of neural signals – either LFP or spike trains, but not between two 
different types of signals. How to measure strength and direction of influence between 
continuous time series and point process is an unsolved problem, which restricts our 
insights into more complex dynamics of information flow among different types of neural 
signals in cortical networks.  
Therefore, a primary purpose of this study is to provide a quantitative approach to directly 
bridge the divide in neurophysiological data analysis by taking advantage of a flexible, 
computational efficient nonparametric approach to estimate Granger causality between 
continuous time series and point processes. The next section focuses on development of 
Granger causality analysis between spike and LFP with both pairwise and multivariate 
framework. Effectiveness of the developed method is validated on extensive simulations 
and performance tests.  
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7.2 Algorithm 
Assume simultaneously recorded LFP and spiking activity: LFP represented as continuous 
signal 
ix  with a series of time-varying voltage, while spiking activity jt  is considered as 
a point process with a sequences of the times where spikes have occurred. 
For LFP signal 
ix , applying multitaper technique to obtain smoother Fourier-based 
spectrum with reduced estimation bias (Thomson, 1982; Mitra and Pesaran, 1999), defined 
as:   2
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where asterisk denotes the complex-conjugate transpose. 
The spectral density matrix S for the pair of mixed signal is therefore constructed using Eq. 
(3.4) 
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with diagonal term 
, ( )i iS f , , ( )j jS f  representing auto-spectra of LFP ix , spike point 
process jt , respectively; off-diagonal terms representing cross-spectra between these two 
signals. 
Spectral matrix is subsequently factorized into transfer function, and noise covariance 
matrix through Eq. (3.8) (Wilson, 1972), preparing for pairwise Granger causality 
estimation (using Eq. 3.9). Granger causality between spike and LFP can be examined for 
frequency characteristics of causal influences or summed over all frequencies to obtain a 
single time domain causal influence. Consequentially, conditional Granger causality for 
spike and LFP can be developed following the similar procedure discussed in Chapter 5.2. 
In above-mentioned pairwise and conditional causality analysis, two or three interacting 
recordings are considered above. Adopting similar strategy, the framework can be extended 
to deal with large sets of multivariate neural time series data. Specifically, one could 
combine interacting time series recorded from different brain regions of interest into groups, 
then analyze causal relation between these groups. Theoretically, there is no restriction on 
the number of recordings in each block. The maximum number that can be analyzed in 
practice is likely only constrained by computational capacity.   
In particular, we consider multiple time series ( ),  1, 2,...,iX t i m  and ( ),  1,2,...,jY t j n  
with each containing multi-channel of LFPs, spike point processes, or mixture of both. 
First, spectral density matrix is established in the same fashion as Eq. (3.4) 
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Factorize the spectral matrix S(f), subsequently calculate multivariate Granger causality 
following the similar procedure as bivariate Granger causality estimation. In order to 
address the spurious issue where the causal relation between ( )iX t  and ( )jY t being 
influenced by potential mediating group ( )kZ t  (dimension of k larger than 1), conditional 
multivariate Granger causality is readily extended by following the procedure outlined in 
Chapter 5.2. 
7.3 Simulation Study 
To verify the effectiveness of the developed spike-LFP granger causality method, we 
evaluated the Grange causality on synthetically generated spike trains and LFP data from 
network models with known causal influence pattern. Population activity was simulated 
based on multivariate autoregressive model. Network connectivity pattern is given by 
choosing appropriate coefficients for autoregressive model.   
For each model, we simulated continuous time series each of which has 100 realizations 
with 1000 data samples. According to model design, we remained continuous process from 
certain channels as LFP signal, while generating spike point process by thresholding 
continuous data from the other channels. While generating spike trains, mean firing rate 
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could vary from 20Hz to 100Hz. Six models were considered in this study to mimic basic 
scenarios encountered in neural data recordings and analysis, with progressively increasing 
complexity. Model constructions are summarized in Table 7-1. 
 
Table 7-1: Schematic diagram of models for simulated spike and LFP data. The underlying 
causal relationship is represented by arrow. Solid lines show direct connections while dashed lines 
represent indirect connections. Within each node, typical time series data are included - continuous 
data (e.g. LFP) in green color, point process data (e.g. spike trains) in blue color. X, Y in Model V, 
X, Y, Z in Model VI are multi-dimensional (continued). 
 
 
 
Model Designed Causality 
I (2 channels) 
        
II (3 channels 
common input) 
 
III (3 channels 
sequential connection) 
       
IV (multi-channel) 
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V (2 blocks)          
 
VI (3 blocks) 
 
 
 
 
7.3.1 2-Channel Model 
We simulated simple 2-channel model (Table 7-1 Model I) for a pair of coupled spike train 
and LFP data with unidirectional influence. 
1 1 1
2 2 1 2
( ) 0.6 ( 1) ( )
( ) 0.6 ( 1) 0.7 ( 3) ( )
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  
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x n x n x n n
 
where 
1  and 2  are independently generated white noise with unit variance. The model 
set-up connectivity is 
1x  2x . We considered one of the two channels as LFP signal, and 
another as spike train with mean firing rate 20Hz. The strength of each connection was 
calculated by Granger causality and statistical significance was assessed at P < 0.01 by the 
permutation procedure. As shown in Figure 7-1, GC results reveal the directionality 
correctly. Granger causality from channel 1 to 2 is highly significant whereas Granger 
causality from channel 2 to 1 is not significant. 
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Figure 7-1: Simulation results for a pair of coupled spike train (firing rate 20Hz) and LFP data. 
Two scenarios are shown: signal from channel 1 is LFP and signal from channel is spike (left panel); 
signal from channel 1 is spike and signal from channel is LFP (right panel).  
 
 
 
 
Depending on the intrinsic properties of the neurons, the firing rates of different types of 
neurons are extremely variable. Some are tuned to fire very quickly at 100~200Hz, whereas 
some neuron types prefer to fire more slowly, below the 10Hz range. The firing rate of an 
individual neuron can also vary quite a bit. Regarding the situation, we examined the 
performance of proposed method to mixed data in which spike train has different neuronal 
firing rates, in particular, 2Hz, 50Hz, 20Hz, 50Hz, 80Hz and 100Hz. Using the same 2-
node model, we generated 100 trials mixed data of 1000-points at each firing rate. Granger 
causality between spikes and LFP is measured with different firing rates and tested for 
significance (P <0.01). Figure 7-2A exhibits that estimated Granger causality recovers the 
directionality correctly. Granger causality from channel 1 to 2 decreases with spike rate 
while remaining significant. The spike firing rate of 2Hz is required for the model to 
achieve causal connectivity estimation at the 99% success rate. 
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Figure 7-2: Testing performances of the spike-LFP Granger causality on data with (A) 
different spike firing rates (100Hz, 80Hz, 50Hz, 20Hz, 5Hz, 2Hz). Solid curves: 12 Granger 
causality, dashed curves: 21 Granger causality. Grey lines: significance threshold (P < 0.01). (B) 
Altering portion of spikes while remaining LFP original (original spike data, 80%, 50%, 20% of 
original spikes remained). Granger causality (right) compared with correlation (left) and coherence 
(middle). Spike-LFP correlation is calculated by using signal from channel 2 as reference. The 
valley at lag -2ms is consistent with causal influence from channel 1 to channel 2 with delay of 
2ms. 
 
Additionally, we conducted the performance test where we randomized portion of spikes 
in original spike-LFP synchronization while fixing spike firing rate at 20Hz and remaining 
LFP data the same. As the probability of unaltered spikes decreases, Granger causality 
values decrease. Granger causality results remain in agreement with model construction of 
signal 1 driving signal 2. The relationship is in agreement with results using both spike-
LFP correlation and coherence, two standard measures for connectivity analysis between 
spike trains and LFP signals. 
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7.3.2 Multi-Channel Model 
Common Input 
1 1 1
2 2 1 2
3 3 1 3
( ) 0.7 ( 1) ( )
( ) 0.5 ( 1) 0.4 ( 1) ( )
( ) 0.9 ( 1) 0.6 ( 3) ( )

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  

    
     
x n x n n
x n x n x n n
x n x n x n n
 
 
where 
2(0, ) i iN , with
2 2 2
1 2 3 0.04,  0.06,  0.09      . When generating synthetic 
data, we considered 
3x  as LFP signal, and 1x , 2x  as spike trains with mean firing rate 20Hz. 
In this model, two processes 
2x  and 3x  have a common influencing process 1x . 
Knowledge of 
1x  renders 2x  and 3x  statistically independent, but there is proxy causal 
influence between the two possibly accounted for by residual self-dependence in 
1x (Table 
1 Model II). Conditional spike-LFP Granger causality was estimated and compared with 
pairwise measures. The statistical significance of the estimated was assessed at P < 0.01 
by the permutation procedure. It is clearly indicated in Figure 7-3 that conditional Granger 
causality eliminates the indirect causal effect from 
2x  to 3x  and yields true connectivity of 
the system.  
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Figure 7-3: Pairwise (left column) and conditional (right column) spike-LFP Granger causality 
results for models with 3-channel ‘common input’ system. Data from channel 1 and channel 2 are 
considered spike train signal (firing rate 20Hz) and data form channel 3 is LFP data.  
 
 
Sequential Connection 
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where 
2(0, ) i iN , with
2 2 2
1 2 30.04,  0.06,  0.09     . Both 1x  and 2x  correspond 
to LFP signal, 
3x  refers to spike trains with mean firing rate 25Hz. 
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Figure 7-4: Pairwise (left column) and conditional (right column) spike-LFP results for models 
with 3-channel ‘sequential connection’ system. Data from channel 1 and channel 2 are considered 
LFP data and data form channel 3 is considered spike train (firing rate 20Hz). 
 
 
This model illustrates another form of indirect influence. Process 
1x  influences process 2x  
which in turn influences 
3x , but with no direct influence from 1x  to 3x . Due to delay of 
driving, there would be a cascading causal influence from 
1x  to 3x  through 2x  (Table 1 
Model III), and causal knowledge of 
2x  renders 1x  and 3x  statistically independent. 
Conditional Granger causality between spikes and LFP is estimated. It is verified from 
Figure 7-4 that indirect causal effect from 
1x  to 3x  is eliminated by conditional Granger 
causality and true connectivity of the system is recovered. 
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For an extensive system where there is a loop of direct, causal influence between a group 
of LFPs, spike train mixed processes (such as
1 2x x , 2 3x x , 1,  n nx x  and 
1nx x ), the group could have causal influences from every process to all the others due 
to delay driving effects. Spike-LFP conditional Granger causality is able to provide the 
same benefit of revealing the true construction of such system. 
 
5-Channel Model 
In this simulation, we focused on multivariate approach of spike-LFP Granger causality 
and its ability to yield true underlying causal structure of more complex system. Mixed 
data of spike trains and LFPs were generated on a 5-channel network connected with 
different time delay. Among testing various combinations of mixed signals, a scenario 
shown here was that channel 4 and 5 refer to spike train processes, and channel 1, 2 and 3 
correspond to LFP signals.   
1 1 1 1
2 1 2
3 1 3
4 4 1 5 4
5 5 4 5
( ) 0.95 2 ( 1) 0.9025 ( 2) ( )
( ) 0.5 ( 2) ( )
( ) 0.4 ( 3) ( )
( ) 0.25 2 ( 1) 0.5 ( 2) 0.25 2 ( 1) ( )
( ) 0.25 2 ( 1) 0.25 2 ( 1) ( )





     

  

   

      
     
x n x n x n n
x n x n n
x n x n n
x n x n x n x n n
x n x n x n n
 
Where 
1 2 3 4 5,  ,  ,  ,        
are independent Gaussian white noise process with zero means 
and variance of  0.6, 0.5, 0.4, 0.4, 0.6, respectively. As summarized in Table 1 Model IV, 
LFP signal propagates from driving source LFP 
1x  to 2x  and independently to 3x . The 
LFP signal 
1x  also couples to what would be otherwise independent oscillator comprised 
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by spike trains 
4x  and 5x  if there were no causal effect from 1x . Both pairwise and 
conditional Granger causality methods were applied on simulation data. Time domain 
Granger causality is displayed here which was obtained by integrating spectral causality 
over the entire frequency domain. Causality between any two channels was assessed while 
excluding influence from the other three channels. In Figure 7-5, dark blocks indicate 
existence of causality. Connections displayed by pairwise Granger causality are mixture of 
direct causal effect (causality from 12, 13), falsely identified indirect causal effect, 
which includes cascading influence (15) and proxy influence (23). In contrast, 
conditional Granger causality successfully recovers true interconnection structure of this 
network. For example, conditional Granger causality eliminates pronounced indirect 
connection from channel 1 to 5 in terms of pairwise measure. 
 
 
            
Figure 7-5: Conditional Granger causality results (right) for multivariate system (n>3), in 
comparison with pairwise estimation (left). Panel at m-th row and n-th column displays GC result 
from channel n to channel m. Data from channel 1, 2 and 3 are considered LFP data and data form 
channel 4, 5 are considered spike train (mean firing rate 25Hz). 
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7.3.3 Block Model 
To efficiently gain overall view of network pattern, one might choose to combine multiple 
channels of time series recorded from regions of interest into block and address relation 
between blocks directly. 
Two-Block Model 
This example demonstrates that spike-LFP Granger could be extended to apply on 
multidimensional data and detect interaction between groups.  
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1 2( , )
TX x x , 1 2 3( , , )
TY y y y  
where 1 , 2  are normally distributed random vectors. System consists of 5 channels, 
which are segmented into 2-dimensional vector X and 3-dimensional vector Y  (Table 1 
Model V). Specifically, we simulated three cases: (1) block of LFPs X  block of spike 
train processes  Y ; (2) block of spike train processes X  block of LFPs  Y ; (3) block of 
mixed signal X with 
2x  as spike  block of mixed signal Y with 2y  as spike. Block-wise 
Granger causality between group X  and group Y were calculated in each case and 
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evaluated at significance level P = 0.01. As expected, Fig. 7 demonstrates significant causal 
link from X  to Y , as well as absence of causal effect from Y  to X . 
 
 
Figure 7-6: Block-wise Granger causality between spike and LFP results for 3 cases considered in 
Table 1 Model V. Left: case (1); Middle: case (2); Right: case (3). 
 
 
Three-Block Model 
The above model is further extended with X , Y remaining the same, additional Z directly 
connected to Y . This simulation was designed as multivariate analogy of Model III (Table 
1).  
3
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We simulated X , Z  as 2-channel spike train processes with 25Hz mean spiking rate and 
Y as multi-channel LFP signals. Conditional block-wise Granger causality are estimated 
among three blocks. As depicted in Figure 7-7, results obtained by pairwise Granger 
causality method falsely identify indirect causality from X Z  caused by cascading 
effect; whereas conditional Granger causality eliminates the spurious link from X Z , 
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and reveals only the direct causal interactions from X Y  and Y Z . These results are 
in good agreement with model set-up. 
 
 
Figure 7-7: Conditional blockwise Granger causality results for models with 3-block ‘sequential 
connection’ system. Data from block X and Z are considered spike train (mean firing rate 25Hz), 
data from block Y are considered LFP data. 
 
 
Instead of addressing the relation between blocks of mixed spike-LFP data directly, an 
alternative approach to analyze Model VI is combining the results of repeated pairwise 
analyses between all individual signal combinations. A comparison study based on 
continuous data showed that the two approaches provide consistent causality results (Wang 
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et al., 2007). In practical analysis on multidimensional mixed neural data, block-wise 
Granger causality between spike and LFP could be first used as preliminary analysis to 
identify general network of main brain region of interest and strength of connectivity, and 
the pairwise method is used consequently to further investigate the specific contributions 
of individual sites within or between these areas. Under certain circumstances, both the 
pairwise and block-wise methods may be combined to give more comprehensive results. 
Analyses on experimental data in the following chapter are guided by this comprehension. 
 
7.4 Performance Evaluation  
When evaluating Granger causality between spikes and LFP, we are aware of some factors 
that could contribute to misestimating causality. Therefore, we have investigated 
performance of our method towards these factors respectively. 
7.4.1 Effect of Noise 
Noise is ubiquitous in data obtained in real settings and often detrimental to data analysis. 
Signal noise may be one of the sources of controversy when computing Granger causality 
– estimation might be biased if signal from one channel is ‘nosier’ than the other. In 
particular, it has been shown that the direction with zero Granger causality (‘receiver’) can 
become spuriously significant under the influence of noise (Nalatore et al., 2007, 2014). 
To evaluate the performance of the proposed method against different levels of noise, we 
generated the mixed data using the Model I where we varied the noise contained in the 
continuous time series by gradually increasing standard deviation of noise, thus controlling 
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the proportion of the signal and noise, leading to different signal-to-noise ratio (SNR). In 
each scenario, we considered one of the two channels as LFP signal, while remaining the 
other channel as spike train with firing rate 25Hz. Figure 7-8 shows spike-LFP Granger 
causality as a function of SNR level. The results show that the proposed measure is 
considerably robust to capture the correct causality despite the presence of additive noise. 
 
 
 
 
Figure 7-8: Testing robustness of the spike-LFP Granger causality to data with different SNR. 
Based on Model I, we generate noise-contaminated synthetic data of 1000 sample points in 100 
trials. Two scenarios are included: (1) channel 1 refers to spike, and channel 2 refers to LFP (2) 
channel 1 refers to LFP, and channel 2 refers to spike. Significance level is set at P < 0.01. Granger 
causality results are summed over frequency domain and represented as single value point on figure. 
Mean estimation from 100 Monte-Carlo simulations are given, standard error bars are too small to 
be displayed in the figure. 
 
7.4.2 Precisely Timed Spikes vs. Binned Spike Trains 
Spike trains can be represented at many timescales, from single spikes on the scale of a 
few milliseconds to common slow oscillations on the scale of seconds. Broadly, spike trains 
could be represented by two forms with different concentration on information of interest: 
‘binned’ spike is number of spikes in each bin (time interval) where the bin width is chosen 
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to be at different time scale, focused on the pattern of activity (Figure 3-1, middle); ‘binless’ 
spikes that focus on the precise individual spike timing (Figure 3-1, bottom).  
In connectivity analysis involves spike trains, some choose ‘binned’ spikes, e.g. bin 
size=10ms (Nedungadi et al., 2009), whereas ‘binless’ precisely timed spike trains are 
applied in our method design.  To evaluate the performance of the proposed method, we 
considered one of the two channels as spike train at firing rate 50Hz, the other as LFP 
signals, and compared Granger causality calculated with spike trains using precisely timed 
spikes than using the binned spike representation. When computing GC with binned spikes, 
sampling rate of LFP from the other channel was adjusted according to bin size. e.g., if we 
picked spike bin size 5ms, corresponding LFP sampling rate was 200Hz.  
 
 
 
Figure 7-9: Comparison of spike-LFP Granger causality to data with ‘binned’ spikes vs. 
precisely timed ‘binless’ spikes over changes in bin size. For binned spikes, bin sizes are chosen 
as 1ms, 5ms, 10ms, 20ms, 25ms, 50ms, 100 ms. We use simulated data of 1000 samples with 100 
trials. 2 cases are included: (1) Channel 1 refers to spikes, 2 refers to LFP (2) Channel 1 refer to 
LFP, 2 refer to spikes. GC results are summed over frequency domain and represented as single 
value point on figure. 
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Both representations give same result when bin size is 1 ms. Estimation based on binless 
spike representation demonstrates significant causality from signal 1 to signal 2 that is 
consistent with model construction, and outperforms calculations based on binned spike, 
which tends to underestimate causal influence from signal 1 to 2 as bin size increases. This 
analysis seems in agreement with shortcomings of using binned representations of spike 
trains for analyses documented in (Paiva et al., 2010; Humphries, 2011). 
7.4.3 Spike Rate Correction 
In aware of the dependence of spike-LFP association metrics on spike rate, e.g. spike-LFP 
coherence (Lepage et. al, 2011, 2013), we speculate Granger causality between spike and 
LFP could be influenced by firing rate likewise. As shown from test on 2-channel model 
(Fig 7-2A), larger Granger causality value is indeed associated with spike rate, despite the 
model construction is successfully recovered regardless of the rate. When applying spike-
LFP Grange causality on experimental data, the difference in firing rates between neurons 
can confound the Granger causality estimation and render the between-condition 
comparison inaccurate. One way to correct this confound is a ‘thinning’ procedure 
(Gregoriou et al., 2009) by randomly removing the spikes of the more active recording site 
until the average firing rates of the paired sites were equal. This procedure is discussed 
more explicitly in next chapter (Chapter 8.4). 
All the above results from simulations and tests, taken together, demonstrate that the 
proposed Granger causality analysis between spike and LFP is indeed an effective and 
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robust measure for detecting causality in mixed neural data. With increasing prevalence of 
multi-electrode neural recording, multiple area recordings, there has been rapid growth in 
multi-channel neural data which requires adapted computational method being used to 
probe the network mechanisms. Our pairwise and conditional spike-LFP Granger methods 
are readily extended into multivariate approach to process large-scale multivariate data. To 
efficiently gain overall view of network pattern, one might choose to combine multiple 
channels of time series recorded from regions of interest into block and address relation 
between groups of signals directly. 
In Chapter 8 and Chapter 9, applications of the method are demonstrated by the analysis 
of (1) BNU Dataset: LFPs and spiking activity simultaneously recorded from visual area 
V1 and V4 of a monkey performing a contour detection task; (2) MIT Dataset: LFPs and 
spiking activity simultaneously recorded from frontal eye field (FEF) and V4 of a monkey 
performing a covert attention task.  
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CHAPTER 8  APPLICATION I:  BNU DATASET  
- RELATIVE ROLES OF SPIKES AND LFP IN CONTOUR INTEGRATION 
 
8.1 Introduction 
The majority of previous studies on contour integration have favored spiking activity as a 
measure and shown that contour information processing induce changes in the firing rate 
of single neurons (Li and Gilbert, 2002; Li et al., 2006; Chen et al., 2014; Yan et al., 2014). 
A recent study reported contour task-relevant change in local field potentials synchrony 
(Ramalingam, 2013) among populations of neurons in V1. There is still little understanding 
of relationship between spikes and LFP, which could potentially provide insight on 
cooperative behavior of neurons during contour integration. 
We have developed a novel algorithm for Granger causality analysis on mixed data to 
assess the directional influences between spikes and LFPs. Effectiveness of the proposed 
methods was validated on extensive simulations. The robustness of the method has been 
carefully examined against several factors. In this chapter, we took full advantage of the 
developed analytical technique, employed it on simultaneously recorded spiking activity 
and LFP using the same contour detection paradigm (Chapter 2.2), to gain better 
understanding on how contour processing regulates cortical communication between single 
neurons and population activity. 
8.2 Methods 
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In our analysis, our focus was to examine the interplay between spikes and LFPs within 
and between visual cortical area V1 and V4. As Figure 2-4D illustrates, simultaneously 
recorded sites were divided to three groups: V4 sites, V1 contour sites (V1C), V1 
background sites (V1B). Contour-related responses were assessed by comparing neuronal 
response to contour pattern (i.e., 7-bar contour) to baseline noise pattern (i.e., 1-bar 
contour). We examined the information flows between and within V4, V1C and V1B in 
two different contour conditions through spike-LFP Granger causality. When estimating 
Granger causality between a pair of spikes and LFP, only spikes and LFP recorded from 
separate electrodes were used in the analysis to avoid potential spike contamination in 
LFPs. 
Adopting the perspective from simulation (Chapter 7.4), we considered two approaches for 
analyzing experimental data.  To identify general connectivity network across V1 and V4, 
we first used the block-wise Granger causality to directly calculate the causality between 
neuron groups as a whole. Our analysis was based on the stimulus evoked neuronal 
responses during 0~500ms stimulus presentation period. To investigate dynamics of neural 
interaction within neuron group, we then computed and combined pairwise time-frequency 
Granger causality between each possible pairs of signals. Time-frequency spike-LFP 
Granger causality was estimated by using a 150 ms sliding window with 10 ms steps. 
Repeating spike-LFP Granger causality calculations along time axis at each step, one gets 
the complete time-frequency maps of Granger causality. The results are then averaged over 
0-50Hz to show temporal dynamics. 
8.3 Results 
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8.3.1 Spike-LFP Granger Causality among Neuron Groups 
The approach here was to combine the spike trains or LFP recorded from diﬀerent neuron 
groups into blocks, and then analyze the relations between the blocks. We first measured 
block-wise spike-LFP Granger causality between V1C sites and V1B sites. As we observed 
from Figure 8-1A and B, compared with the noise pattern condition (1-bar), causality is 
reduced by detection of global contour (7-bar), especially influence from spike trains to 
LFP signals (Fig 10B). Our findings of reduced information flows (or effective 
connectivity) in contour condition are consistent with spike trains Granger causality results 
our previous work (Chen et al., 2014), which implies increased independence between 
responses of neurons within V1 in contour integration.  
 
As V4 being anatomically higher structure in visual cortex than the V1, the information 
flow from V1 to V4 can be considered as the bottom-up information flow while the 
information flow from V4 to V1 can be the top-down information flow. The bottom-up 
process is more related to the stimuli input, while the top-down process is more associated 
with advanced information processes from the higher hierarchy in brain.  
 
As shown in all the right panels of Figure 8-1C to F, V4 responses exerts pronounced causal 
influences on V1 sites in the presence of the global contours, i.e. Granger causality in 7-
bar condition is stronger than that of 1-bar. Meanwhile, V1 responses also have substantial 
causal influences on V4 in the presence observed in all the left panel of Figure 8-1C to F. 
The phenomenon exists in both spikeLFP GC and LFPspike GC.  
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Figure 8-1: Block-wise (solid curves) and conditional block-wise spike-LFP Granger causality 
(dashed curves) among V1 contour sites (V1C), V1 background sites (V1B) and V4. (A and B) 
Contour-related causal influence between V1C and V1B. (C and D) Contour-related causal 
influence between V1C and V4. (E and F) Contour-related causal influence between V1B and V4.  
 
 
 
With availability of conditional Granger causality for mixed data, we further explored if 
the interaction between any two neuron groups is mediated by the third group. Causal 
influences between V1C and V1B are generally reduced after conditioning on V4, 
suggesting a top-down modulation from V4 on V1 local interactions (Figure 8-1A and B 
dashed curves compared to corresponding solid curves). This is consistent with a top-down 
mechanism of speculation in (Ramalingam et al., 2013; Gilbert and Li, 2013).  Moreover, 
communication between V4 and one type of V1 group in terms of GC, is largely influenced 
by the other type of V1 group, which indicates intimate local horizontal connection within 
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V1. Block-wise Granger causality accompanied by further conditional GC analysis reveals 
interrelated bidirectional processes in a cortical loop during contour integration process. 
8.3.2 Spike-LFP Granger Causality within Neuron Groups 
 
 
Figure 8-2: Spike-LFP Granger causality obtained between each pair of mixed signal within 
neuronal group V4, V1C, V1B. Results are aligned to compare Granger causality from LFP to 
spikes and in reversed direction. Error bars denote ±s.e.m.  
 
 
Within each area, spike-LFP Granger causality was estimated between LFP and spikes 
from different channels in all pairwise combination. In each contour condition (1-bar, 7-
bar), Granger causality from LFP to spikes is significantly more prominent than that in 
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reversed direction (Wilcoxon rank-sum test, P < 0.01). Interestingly, such predominance 
remains through the whole process of a trial, even before stimulus onset, implying that LFP 
acts as driving source of spiking activity (Figure 8-2). This conclusion is consistent with 
the known neuroanatomical hypothesis: LFP is a slow-varying electric potential that 
reflects average subthreshold neuronal input into an area, while suprathreshold spiking 
activity are thought to predominantly reflect outputs of a brain area (Buzsáki et al., 2012).  
 
8.3.3 Contour-induced spike-LFP Granger Causality 
To further compare the neural modulation in different contour conditions, we normalized 
spike-LFP Granger causality by the mean spontaneous activity (-300~0ms before contour 
onset) and conducted Wilcoxon rank-sum test to assess significance of difference across 
contour conditions statistically. Focusing on information flow from spike to LFP (first row 
in Figure 8-3), significant contour-related causality difference between 7-bar and 1-bar was 
observed,  enhancement in V4 and V1B neurons (P < 0.01), decrease in V1C neurons, 
consistent with pattern found in spike train only Granger causality analysis (Chen et al., 
2014).  Information flow from LFP to spikes (Figure 2nd row in Figure 8-3), contour-
induced change is absent. These observations suggest that Granger causality from spikes 
to LFP is modulated by contour information, while signal flow from LFP to spikes is more 
related to average synaptic input. 
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Figure 8-3: Comparison of the normalized Granger causality between the 1-bar noise stimulus and 
7-bar contour pattern from spikes to LFP (first row) and from LFP to spikes (second row). The time 
0 refers to the timing of stimulus onset. The shaded areas represent the standard error of mean. The 
result shows that the contour-induced GC effect is only observed from spikes to LFP (P < 0.01), 
but not the opposite direction. 
 
8.4 Discussion 
When we applied our developed Granger causality method to jointly analyze 
simultaneously recorded spikes and LFP from visual area V1 and V4 of a monkey 
performing a contour detection task. The results suggest the inter-area interaction patterns 
which are consistent with studies in the previous chapters. In addition, two important 
findings were observed. First, causality from LFP to spikes is greater than that from spikes 
to LFP, regardless of whether the neural activity is spontaneous or stimulus-evoked. This 
observation exemplifies the notion that the LFP represents the inputs and the spikes are the 
output of a local brain area. The observation is further supported by experimental evidence 
that both spikes and LFP in V1 show consistent tuning to stimulus position before a retinal 
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lesion but LFP activity and selectivity is much reduced after the lesion (Abe et al., 2015). 
Second, the contour effect on Granger causality between mixed neural signals is only 
observed from spikes to LFP, but not the opposite direction. These results indicate that the 
neural code for the global contour is initially conveyed in the spiking activity of individual 
neurons, which subsequently affect LFP. Synaptic influences of spikes on LFP in terms of 
Granger causality plays a vital role in contour information processing. 
 
 
Figure 8-4: Spike rate correction for spike-LFP Granger causality analysis - an example pair 
of spike train and LFP signal (from two different channels) recorded in V4. (A) Trial-averaged 
firing rates of V4 neurons under 7-bar condition and 1-bar condition match after rate correction. 
(B) After spike rate correction, Granger causality still preserve contour-related effects. 
 
 
We were concerned that spike firing rate potentially leads to biased spike-LFP Granger 
causality estimation and misinterpretation of neural data (discussed in Chapter 7.4.3). 
Therefore, we tested the effect of spike rate on experimental data in contour detection task 
to verify the previously observed contour-related Granger causality within neuron group 
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(results from V4 is shown here). To eliminate any possible contribution of firing rate 
differences to spike-LFP Granger causality, we equated firing rates across 1-bar and 7-bar 
contour conditions for the spike-LFP granger causality analyses (Figure 8-4A). At each 
time point, spikes from a neuron in the experimental condition with higher spike firing rate 
is randomly abandoned across trials to match lower spike rate in another condition 
(Gregoriou et al., 2009). After spike rate normalized between conditions, Granger causality 
values change slightly but still reflect contour-related effect (Figure 8-4B), i.e. Granger 
causality from spike to LFP in 7-bar condition is more enhanced than 1-bar condition. The 
original interpretation from the data still stand. 
 
  
100 
 
CHAPTER 9  APPLICATION 2: MIT DATASET  
INTERACTION BETWEEN FEF AND V4 DURING ATTENTION MODULATION 
 
9.1 Introduction 
When people are confronted by a typical crowded visual scene, attention is needed to 
selectively process information from relevant subjects and to block out irrelevant 
distracters. Attention has long been known to modulate visual cortical responses (Moran 
and Desimone, 1985); since this initial report, attentional modulation has been revealed in 
a wide range of visual cortical areas (Spitzer et al., 1988; Buffalo et al., 2010; Gregoriou 
et al., 2009, 2014; Treue and Maunsell, 1996; Sheinberg and Logothetis, 2001; among 
others).  
The selection of objects for visual processing and control over behavior is thought to 
involve the top-down modulation of neuronal responses in visual areas, from V1 through 
areas V2 and V4, to inferior temporal cortex (Desimone and Duncan, 1995, Ungerleider 
and Kastner, 2000, Squire et al., 2013; Peelen and Kastner, 2014). One area within 
prefrontal cortex, the frontal eye fields (FEF), is one source of top-down signals, both fMRI 
and neurophysiological studies indicates a top-down influence of the FEF on activity in 
visual cortex during attention (Bressler et al., 2008; Gregoriou et al., 2009). However, 
many questions regarding how FEF modulates the activity in visual cortex remain to be 
answered. 
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Recent results have shown changes not only in the spiking rate of single neurons but also 
the synchrony activity of LFP among populations of neurons in visual cortex., e.g., 
increases in gamma-band LFP power (Fries et al., 2008; Taylor et al., 2005), increases in 
gamma-band coherence (Fries et al., 2001, 2008; Gregoriou et al., 2009; Womelsdorf et 
al., 2006; Saalmann et al., 2007) driven by attention have been observed. 
However, there is still little understanding of how single neurons interact with local 
population activity during visual attention. With the new analytical methods for measuring 
spike-LFP Granger causality, we sought to address the fundamental question about how 
attention regulates cortical communication between single neurons and population activity. 
Analysis was carried out on multi-electrode spikes and local field potential recordings 
simultaneously collected from visual area V4 and the frontal eye fields (FEF) of monkeys 
performing a visual spatial attention task (Gregoriou et al., 2009). The goal was to 
characterize attentional effect on cross-level neural interactions between areas and extend 
our understanding of how attention modulates neural communication.  
9.2 Materials and Methods 
9.2.1 Experimental Design and Data Acquisition 
The paradigm was first demonstrated at Dr. Robert Desimone lab at MIT (Appendix E; 
SOM in Gregoriou et al., 2009). In the task, monkeys had to hold a bar to initiate the trial 
and subsequently fixate the white fixation spot at the center of the screen. After successful 
fixation three colored gratings (red, blue and green) appeared on the screen distributed 
radially around the fixation point at 120o intervals. After a variable period of time (0-1000 
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ms), the fixation spot was replaced by a small square cue that matched the color of one of 
the gratings and indicated the color of the stimulus to be attended. The monkeys shifted 
their attention to the target stimulus and monitored the target for a color change while 
maintaining fixation of the cue. When the target changed color, the animals were rewarded 
with a drop of juice for releasing the bar within 600 ms. The trial which the monkey 
released the bar to the distracter change, failed to maintain fixation, or did not respond to 
the target color change within the specified time, was aborted (Figure 3-1A).  
Spikes and local field potentials were recorded from FEF and V4 simultaneously using a 
Multichannel Acquisition Processor system by Plexon Inc. Signals were filtered between 
250 Hz-8 kHz, amplified and digitized at 40 kHz to obtain spike data. Spikes were selected 
offline to include multi-unit activity on each electrode by setting a threshold that separated 
spikes from noise. For the LFP, the signals were filtered between 0.7-170 Hz, amplified 
and digitized at 1 kHz. 
9.2.2 Neural Data Analysis 
Attentional effects were assessed by comparing neuronal responses in trials where attention 
was directed inside the RF (‘Attention In’) to responses in trials where attention was 
directed outside the RF to the stimulus in the opposite hemifield (‘Attention Out’). 
Granger causality between each pair of spike and LFP signals were conducted as described 
in Chapter 7.2 for each direction and each attentional condition in subsequent windows 
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over time. Temporal dynamics were obtained with a 125 ms window that was slid in 25 ms 
steps. The designation of time corresponds to the center of each window.  
To estimate a ttentional effect latency, Granger causality values for each direction in the 
gamma range (40-60 Hz) were averaged, then normalized to the mean value across both 
conditions -200 to 0 ms relative to cue onset. The latency of the attentional effect for a 
given direction was estimated as the point in time where the first out of ten consecutive 
data points (spaced 10ms apart) was significantly different between the two attentional 
conditions (paired t-test, P < 0.05). To test whether the obtained latency estimates for the 
two spike-LFP pair type were significantly different, bootstrap method was applied 
(resampling with replacement) for each spike-LFP pair type and repeated 1000 times to 
generate a distribution of 1000 latencies for each pair type and each direction. Statistical 
significance was then assessed with ANOVA followed by Tukey’s test for pairwise 
comparison. To eliminate any possible contribution of firing rate differences to the Granger 
causality values (Chapter 7.4.3), we also reanalyzed the Granger causality after equating 
spikes across conditions, and found that the attentional effects, revealed by Granger 
causality, were not caused by firing rate differences. 
9.3 Results 
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Figure 9-1: (A) Behavioral task paradigm. Dashed and solid-line rectangles indicate hypothetical 
overlapping RFs for V4 and FEF sites, respectively. (B) Spikes and local field potentials (LFPs) 
were recorded from FEF and V4 simultaneously. (C) Top: Temporal dynamics of spike-LFP 
Granger causality between FEF and V4. GC values are enhanced in gamma frequencies, which is 
consistent with previous report of spike-LFP coherence. Bottom: Normalized spike-LFP Granger 
causality normalized by spontaneous activity (-300~0ms before cue onset) to compare Attention In 
vs. Out (error bar refers to ± s.e.m.) Latency of attentional effects at the population level is 
estimated and labeled. (D) Left: Summary of attention effect latencies. Right: Statistical 
comparison of population latencies for two different types of spike-LFP pair. 
 
9.3.1 Time-frequency Spike-LFP Granger Causality between FEF and V4 
Attentional effect on spike-LFP Granger causality appears in between area interaction for 
sites with overlapping RFs, concentrated in gamma frequencies (time-frequency profile in 
Figure 9-1C), which is consistent with previous report of gamma-frequency coherence 
between V4 and FEF signals increased with attention (Gregoriou et al., 2009), as well as 
attentional enhancement of gamma synchrony in ventral stream cortical areas through 
studies on electrical recordings in humans and monkeys (Fries et al., 2001, 2008; Saalmann 
et al., 2007). 
We then normalized Granger causality by activity during pre-stimulus period to further 
investigate inter-areal communication pattern. Latency of attentional effect on causality for 
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each mixed signal pair type was assessed (Figure 9-1B) and compared. FEF spikeV4 
LFP attentional effects on the Granger causality values appeared at ~130 ms, significantly 
earlier in the FEF spike to V4 LFP direction than in the reverse direction, both of which 
happened significantly earlier than V4 spikeFEF LFP. Attention effect on FEF LFPV4 
spike causality occurred at last at ~240 ms (Figure 9-1D). 
 
9.3.2 Spike-LFP Granger Causality vs. Reaction Time 
Neuronal activity modulated by attention have been shown correlated with some aspect of 
behavioral performance. We next addressed the relative magnitude of attentional 
modulation in terms of spike-LFP Granger causality according to reaction time (RT, from 
the time when cue color change to animal releasing lever). We took the lower and upper 
quartiles for RTs from all the trials, and divide trials into ‘fast RT’ and ‘slow RT’ groups 
accordingly. Spike-LFP Granger causality was subsequently estimated within ‘fast RT’ 
and ‘flow RT’ trials. 
As Figure 9-2 indicates, attention modulation exists regardless behavior performance, i.e. 
neural response after cue is enhanced than that during pre-cue period. Effects of attention 
on FEF spikeV4 LFP Granger causality are significantly different in fast RT and slow 
RT trials (Figure 9-2A, upper panel), which is further confirmed with correlation between 
RT and Granger causality being found statistically significant – enhanced Granger 
causality values correlates to faster response time (Pearson’s r = -0.93; P < 10−4; Figure 9-
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2B). In contrast, V4 LFPFEF spike from the reverse direction does not depend on the 
monkey’s performance (Figure 9-2A, upper panel; Figure 9-2B, P =0.05).  
                   
 
Figure 9-2: Population average of normalized inter-areal spike-LFP Granger causality vs. 
reaction times (RTs). (A) Between area spike-LFP Granger causality in trials with fast and slow 
reaction time. SpikeLFP GC is significantly different in fast RT and slow RT trials. Only results 
from ‘Attention In’ condition were included. (B) Granger causality averaged over 100-700ms 
window relative to cue onset is plotted against RT. Trials were sorted by RT from fast to slow 
reaction, organized by batching 50 sorted trials in each RT group (with moving step of 10 trials). 
SpikeLFP GC correlates with behavioral performance significantly. Such correlation is not 
observed in LFPspike GC. 
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Similarly, Granger causality from V4 spikes to FEF LFP is significantly correlated with 
RT (Pearson’s r = -0.87; P < 10−2, Figure 9-2B; Figure 9-2A, lower panel), while such 
relationship is not observed in causality from V4 spike to FEF LFP (Figure 9-2A, lower 
panel; Figure 9-2B, P = 0.05).  
 
9.3.3 Conditional Granger Causality of V4 Spike-LFP Excluding Top-down 
Influences 
Top-down influence of the FEF on activity in visual cortex during attention has been 
extensively studied. Here we further investigated how top-down influence from FEF 
modulates neural interaction within V4.  
We applied conditional spike-LFP Granger causality to measure and compare interactions 
within area V4, with and without taking into account cross-area influences from FEF.  
The observation is that when discounting influence from another area, local connectivity 
measured by spike-LFP Granger causality significantly decreased compared to that 
calculated with the influence. The reduction is prominent in spikeLFP GC but not 
reciprocal (Figure 9-3). The result implies that FEF as a potential source of top-down 
control, modulate visual responses in visual cortex by mediating spikeLFP information 
flow. 
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Figure 9-3: (A) Conditional spike-LFP Granger causality within V4 excluding neuronal signal 
flow from FEF. The results in both attention conditions are included and compared with pairwise 
spike-LFP Granger causality. (B) Granger causality summed over 100-700ms after cue onset (from 
Panel A) are presented as bar plot, paired t-test is conducted to compare GC before and after 
conditioned on FEF Spikes (**** represents significance level P < 0.0001). 
 
9.4 Discussion 
9.4.1 Attention-driven Changes in Inter-area Spike-LFP Causality 
Time-frequency profile of spike-LFP Granger causality (Figure 9-1C), exhibits gamma-
band enhancement in bidirectional interactions between FEF and V4. Through spike-LFP 
Granger causality, we found that although significant influences induced by attention 
exhibit in both directions (from V4 to FEF and from FEF to V4) for gamma frequencies, 
the attentional effect on the Granger causality values appears initially in the FEF spike to 
V4 LFP direction, significantly earlier than all the other inter-area communication between 
mixed signal –spike and LFP (Figure 9-1C and D). Increasing neural synchrony in gamma 
frequency range by attention effect is in agreement with the previous findings based on the 
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same dataset (Gregoriou et al., 2009), that FEF responses are strongly modulated by 
attention, the effects of attention on firing rates occur significantly earlier than in V4 and 
FEF initiates the gamma oscillations.  
Utilizing conditional Granger causality analysis, we advanced our understanding of how 
FEF spikes, as one source of top-down visual attention processing, facilitate neural activity 
in visual cortex V4. FEF affects spikeLFP rather than LFPspike in V4 during attention 
modulation. However, FEF could not be the only source of top-down signal. It was found 
that the lesions of the entire dorsolateral prefrontal cortex, including FEF, reduce but do 
not completely eliminate either the attentional modulation of responses in area V4 or an 
animal’s ability to attend to stimuli in the presence of distracters (Gregoriou et al., 2014). 
Including simultaneous neural recording from other potential sources of attention in the 
causality analysis, using series of methods developed in this thesis, may enable us to 
address the question. 
 
9.4.2 The Role of Granger Causality from Spike to LFP 
Upon closer examination on latencies of attention effect revealed by spike-LFP Granger 
causality, we found that for a certain inter-area mixed signal pair type, spikeLFP GC 
precedes LFPSpike GC, implying that driving connectivity from spike to LFP better 
supports attentional information communication between areas. Driving signal flow from 
spikes to LFP offers a route for attentional modulation. 
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In the past decade, experimenters have been seeking to determine which types of neuronal 
activity are causally related to the behavioral benefits of attention, and the source of these 
modulations within the brain. For instance, it was found that attentional modulation of 
firing rates and gamma-band LFP power at the attended location in visual cortex V4 is 
greater on correct trials than error trials (Gregoriou et al., 2014), with gamma-band spike-
LFP synchrony predicting reaction times (Womelsdorf et al., 2006). Revealed in Chapter 
9.3.2, a tight link exists between behavior performance and attention measure by inter-areal 
spikeLFP Granger causality, rather than LFPspike GC. This finding further supported 
the crucial role of information flow of spikes to LFP in long range communication during 
attention modulation, implying that attentional information is initially carried by spiking 
activity, which in turn affect LFP through cross-area synchrony. 
Analysis in Chapter 9.3.3 suggesting FEF spikes as ‘initiator’ of top-down modulation of 
attention, having effect on causality from spikes to LFP in V4 but not the reversed 
direction. Interestingly, this phenomenon also coincides with the observation from neural 
data recorded during contour detection task (Chapter 8.3.3). It is an additional evidence 
that task-relevant information transmission is mainly accomplished by signal flow from 
microscopic-level spiking activity to mesoscopic-level LFP. 
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APPENDIX B  
 
       
Figure B-1: related to Figure 9-3. (A) Conditional spike-LFP Granger causality within FEF 
excluding signal flow from V4. The results in both attention conditions are included and compared 
with pairwise spike-LFP Granger causality. (B) Granger causality summed over 100-700ms (from 
Panel A) are presented as bar plot, paired t-test is conducted to compare GC before and after 
conditioned on FEF Spikes (**** represents significance level P < 0.0001). 
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CHAPTER 10 CONCLUSIONS AND FUTURE WORK 
10.1 Concluding Remarks 
A fundamental step in the visual system’s analysis of object shape is to group line segments 
into global contours and segregate these contours from background features. This process 
is critical to identifying object boundaries in complex visual scenes, and thus particularly 
important for performing shape discrimination, image segmentation and ultimately object 
recognition. Despite being extensively studied, neural basis of contour integration are still 
not well understood. In this thesis, we have systematically examined the visual information 
processing during contour integration and presented several important results. The analysis 
was accomplished by developing a set of novel computational methods and applying them 
on recently acquired multi-electrode spikes and LFP recordings from visual area V1 and 
V4 of monkeys during contour detection task. 
1) Historically, visual information processing emphasizes that local line segments are first 
extracted in primary visual cortex V1; contour segments are then linked into global 
contours, which sequentially assembled into more complex forms in higher visual cortex 
such as area V4.  In our study, by evaluating spike firing pattern of V1 and V4 neuron in 
response to the same global contours, we found contour-related signals arise first in V4, up 
to 50ms before they are detected in V1, which suggest that contour integration 
demonstrated in V1 is at least partly the result of top-down modulation from higher area 
V4. 
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To understand the respective role and interplay between V1 and V4, we developed 
nonparametric Granger causality analysis method which is direct applicable to precisely 
timed spike data, and quantified the effective information flows within and between V1 
and V4. The findings point to an incremental integration mechanism: feedforward 
processing creates a coarse template of global contours in higher-order visual cortical 
areas; the contour signal is enhanced and the background noise is suppressed by feedback 
modulation of neuronal responses in early cortical areas; the bidirectional streams of 
processing lead to parallel accumulation of information about the global contour over 
multiple cortical areas. 
2) One observation from the above study was that the onset of contour-related signals in 
V1 is much delayed relative to that in V4, therefore, an unsolved important question is 
whether the contour signals in V1 are derived from feedback inputs alone, or whether they 
are mediated by an intimate interaction between feedback and horizontal connections 
within V1. We made conditional Granger causality method available for spike train data 
analysis, to dissect the contributions of intra- and inter-areal connections. Our results 
showed that discounting the influences from V4 markedly reduced V1 lateral interactions, 
indicating dependence on feedback signals of the effective connectivity within V1. On the 
other hand, the feedback influences were reciprocally dependent on V1 lateral interactions, 
as the modulation strengths from V4 to V1 were greatly reduced after discounting the 
influences from other V1 neurons. Our findings suggest that feedback and lateral 
connections closely interact to mediate image grouping and segmentation. 
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3) Simultaneous recording gives rise to various types of neural signals, including 
continuous signal local field potentials (LFPs) and point process spikes. The nature of the 
relationship between spikes and LFPs is a fundamental question that has attracted much 
interest. We developed a novel Granger causality measure to evaluate directional influence 
between spikes and LFP. To date, it is the first study to provide such measure for mixed 
neural signals. Thus we tested its reliability through extensive simulation and applied the 
method to mixed neural dataset in contour detection task (BNU dataset), as well as data 
simultaneously recorded from frontal eye field (FEF) and V4 in a covert attention 
experiment (MIT dataset).  
The follow-up, advanced study using spike-LFP Granger causality for contour detection 
presented two important results: within V1 and V4, the strength of GC from spikes to LFP 
is stronger than that from spikes to LFP regardless of stimulus presence, exemplifying the 
notion that LFP represents the input while spikes represent output within a brain area; 
contour-induced Granger causality is only observed from spike to LFP, suggesting neural 
code for global contour is initially conveyed in spike signals. 
Gamma-band top-down causal influence revealed by spike-LFP Granger causality analysis 
of MIT Dataset is resonant with gamma-band coherence postulated in literature using the 
same dataset (Gregoriou et al., 2009). Additionally, the results suggest the crucial 
functional role of information flow from spike to LFP in driving long range communication 
during attention modulation, supported by examination on its earlier attention effect 
latency compared with Granger causality from LFP to spikes, as well as its significant 
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correlation with behavioral performance. Findings in this work provide further 
understanding of the neural basis of contour integration and visual spatial attention.   
From methodological perspective, this thesis has proposed Granger causality extensions to 
spike train analysis and new measure for spike-LFP causality analysis. The development 
of such methods open up a broad range of new applications for similar data that are now 
routinely collected in many neurophysiology labs. The study has also demonstrated tests 
against confounding factors commonly existing in neural data, which provide important 
clarifications for whom interested in using these methods. 
10.2 Limitations 
Granger causality estimation methods developed in this thesis rest upon linear systems 
theory and this structure limits the system behavior that can be captured.  When applied in 
neuroscience context, it may be unable to represent nonlinear modulation like cross-
frequency coupling, observed frequently in neural oscillation data. For non-linear system, 
it remains an active research field to study the applicability of the Granger causality. 
However, a major caveat applicable to any Granger causality analysis method is that the 
estimation is ultimately limited by the ability of its underlying model class to adequately 
represent the system dynamics. Thus, our understanding of causal relationships might best 
be improved by developing models and estimation methods that can reliably represent the 
complex neurophysiological dynamics. 
Nonparametric approach proposed in this thesis bypasses the need for extracting 
autoregressive models from data, but it has its own initial choices of parameters, including 
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the number of tapers and the time-frequency resolution trade-off. The number of tapers 
determines the amount of smoothing necessary to reduce the variance of the spectral 
estimates. During development the method, a number of tapers were tested and the results 
were not sensitive to the number of tapers used. The ground rule is that the number of 
tapers should be chosen to reduce the variance while not overly distorting the spectrum 
(see Mitra and Pesaran, 1999).  
From theoretical viewpoint, it is important to note that Granger causality measure is 
statistical rather than structural, where we infer direction as a result of the knowledge of 
temporal structure and the notion that the cause has to precede the effect. Neural data 
Granger causality analysis evaluates statistical features of neural responses, identifies 
directed statistical causal connectivity among neural circuit components and their 
interactions, which may be different from physical causal interventions in neural systems.  
10.3 Other Causality Approaches 
Besides Granger causality, a variety of alternative frequency-domain causality measures 
have been proposed, including directed transfer function (DTF) (Kaminski and Blinowska, 
1991; Kaminski et al., 2001), partial directed coherence (PDC) (Bacala and Sameshima, 
2001), and direct directed transfer function (dDTF) (Korzeniewska et al., 2003). These 
causality approaches reflect different notions of causality, and different aspects of the 
underlying system. Granger-Geweke measure is expressed in terms of variance explained 
and is thus more statistically interpretable in neuroscience application. 
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Causality approaches for more general systems have also been presented. Transfer entropy 
methods (Schreiber, 2000; Quinn et al., 2011) are applicable to nonlinear systems. 
However, such estimation methods require significant amounts of data, are 
computationally expensive, and suffer from their own model identification issues. In 
addition, these approaches are strictly time-domain measures. Other causality methods 
based on biophysical models, e.g. dynamic causal modeling (DCM) (Friston et al., 2003; 
Lee et al., 2006) have been developed. Due to different notion of causality, the models and 
estimation methods in such approaches are entirely different from the time series-based 
causality approaches discussed in this thesis.  
Regardless of the causality approach applied, a common challenge in the area of 
multivariate neural data analysis is the issue of unobserved confounders. For two measured 
time series, if their connection is caused by a third confounder that is unmeasured, the 
analysis result will be ambiguous. It is more likely to undermine causality analysis of 
neurophysiological data as brain is a complex system. This unobserved confounder 
problem impacts not only Granger causality analysis but also every other multivariate 
statistic used in neuroscience. Therefore, carefully designed experiments combined with 
strategic placements of electrodes are essential to avoid ambiguous analysis interpretations. 
10.4 Future Directions 
Our study on contour integration suggested that in early cortical area V1, contour signal is 
enhanced and the background noise is suppressed by feedback. However, the conclusion 
was inference derived from observations of significant top-down causal effect, enhanced 
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spiking activity of V1 contour neurons and suppressed spiking activity of V1 background 
neurons. In order to directly evaluate functional implications of causal information flow, a 
complementary approach to Granger causality analysis is to apply systems identification 
method to capture polarity of directional interaction, and probe excitatory or inhibitory 
influences among multiple neurons. 
For directional connectivity identified in contour integration, its link to behavior is unclear. 
In future work, we could incorporate monkey’s behavior performance and investigate 
whether any of the reported neuronal patterns in terms of Grange causality relate to the 
correct perceptual detection of a contour and are absent when it is not detected. 
Regarding attention modulation research, handful of candidate source areas have been 
identified (Squire et al., 2003), including FEF studied in this thesis. The type of causality 
analysis on mixed neural signals demonstrated here could easily be scaled to other studies 
with more sophisticated behavioral methods and high throughput recording systems, to 
evaluate the causal role of areas in driving attentional modulation. As a result of doing this, 
it is likely that in the near future neuroscientists will be able to elucidate the chain of 
neuronal events giving rise to attention and its behavioral benefits. 
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APPENDIX C   EXPERIMENTAL PROCEDURES FOR BNU DATASET 
The neurophysiologic data (‘BNU Dataset’) was provided by Dr. Wu Li, National Key 
Laboratory of Cognitive Neuroscience and Learning at Beijing Normal University. For 
more details, please refer to Chen et al., 2014. 
Three adult male monkeys (Macaca Mulatta, 6.5–10.5 kg) were used. The animals were 
first implanted with a titanium head-post for restraining head movements. After extensive 
training in the fixation and contour detection tasks (similar to Li et al., 2006), 
microelectrode arrays were implanted in V1 and V4 using a pneumatic inserter (Blackrock 
Microsystems). 
Contour Stimulus  
The stimulus patterns were generated by a visual stimulator (ViSaGe MKII, Cambridge 
Research Systems) on a gamma-corrected CRT monitor (Vision Master Pro-514, Iiyama; 
1,200 × 900 pixels at 100 Hz). The stimulus, viewed at a distance of 100 cm, comprised of 
antialiased white (12.4 cd/m2) bars on a uniform gray (4.1 cd/m2) background. 
Each stimulus display in a trial consisted of a contour pattern and a noise pattern, which 
were presented symmetrically around the fixation point (Figure 2-4). An infrared tracking 
system was used to sample eye positions at 30 Hz. The distributions of recorded eye 
positions were not significantly different across experimental conditions.  
Electrophysiological Recordings 
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Neuronal spikes were recorded using microelectrode arrays (Multiport) and data 
acquisition system (Cerebus) made by Blackrock Microsystems. The array in V1 or V4 
contained 6×8 electrodes (~0.5 mm in length spaced 0.4 mm apart). Spikes were detected 
by applying a voltage threshold with a signal-to-noise ratio of 3.5, and their waveforms 
were sampled at 30 kHz. The recorded spikes from each electrode were first sorted into 
clusters by self-customized software. Spikes in the cluster with the largest signal-to-noise 
ratio were taken as the spiking activity of the recorded site, which was further classified as 
a single- or multi-unit. 
The RFs of all the V1 and V4 recording sites were determined using a narrow band (0.3⁰ 
wide) of square-wave gratings (1.5 cycles/⁰, drifting at 2 cycles/s, 90% Michelson contrast 
with mean luminance of 21.2 cd/m2). The mean firing rates recorded by each electrode at 
different horizontal or vertical positions of the grating stimuli were fitted with a Gaussian 
function. The RF center was measured as the Gaussian center; the RF width was defined 
as 2×1.96 SD of the Gaussian with the width of the grating stimulus (0.3⁰) subtracted. After 
mapping the RF, we used a large, circular grating patch (7⁰ in diameter) to determine the 
orientation tuning curve of each V1 or V4 site and to measure the optimal orientation and 
tuning width by Gaussian fitting. The goodness of fit was estimated using R2; only 
recording sites with R2 > 0.8 in both the RF profiles and the orientation tuning curve were 
examined. 
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APPENDIX D   EXPERIMENTAL PROCEDURES FOR MIT DATASET 
The neurophysiologic data (‘MIT Dataset’) was provided by Dr. Robert Desimone, 
McGovern Institute for Brain Research at MIT. For more details, please refer to Gregoriou 
et al., 2009.  
Two male rhesus monkeys (Macaca mulatta) weighing 8-10 kg were anesthetized and were 
implanted under aseptic conditions with a post to fix the head and two recording chambers, 
one over the frontal eye field (FEF) and one over area V4. Localization of the areas was 
based on MRI scans obtained before surgery. All procedures and animal care were in 
accordance with the NIH guidelines. 
Behavioral Task 
The monkeys were sitting in front of a computer monitor (resolution 800x600 pixels and 
refresh rate 100Hz) at a distance of 57cm. Presentation of stimuli and behavioral 
parameters were controlled by the CORTEX software package. 
Eye position was monitored by an infrared based eye-tracking system at 60 Hz (ISCAN) 
Monkeys had to hold a bar to initiate the trial. A fixation spot (0.4x0.4⁰) appeared at the 
center of the screen, and the monkeys had to keep their gaze within a 3×3 deg window 
centered on the fixation spot and maintain fixation for 1500 ms, or the trial was aborted. 
Following successful fixation, three isoluminant, sinusoidal, drifting gratings (2⁰ diameter, 
drifting rate 1cycle/s), one red, one blue and one green, appeared on the screen. 
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The stimuli were presented at the same distance from the center of the screen (at 
approximately 5⁰, range 4-8⁰) and they were distributed radially around the fixation point 
at 120⁰ intervals. After a variable period of time (0-1000 ms), the fixation spot was replaced 
by a small square cue that matched the color of one of the gratings and indicated the color 
of the stimulus to be attended. The monkeys shifted their attention to the target stimulus 
and monitored the target for a color change while maintaining fixation of the cue. By 
examining neural responses after the cue onset, we could measure “pure” attentional effects 
on responses, without interference from the strong transient visual responses to the onset 
of the gratings. The color change could occur as early as 250 ms and as late as 3000 ms 
after cue onset. When the target changed color, the animals were rewarded with a drop of 
juice for releasing the bar within 600 ms. One, both or none of the distracter stimuli could 
change color before the target (250 ms after cue onset to 400 ms before the target or another 
distracter color change) at any given trial. If the monkey released the bar to the distracter 
change, failed to maintain fixation, or did not respond to the target color change within the 
specified time, the trial was aborted. 
Receptive fields (RFs) were mapped by moving flashing stimuli throughout the visual field 
while the monkey was fixating centrally. 
Electrophysiological Recordings 
Spikes and local field potentials (LFPs) were recorded from FEF and V4 simultaneously 
using a Multichannel Acquisition Processor system by Plexon Inc. On a given day up to 
four tungsten microelectrodes were advanced through the dura in each area. Electrodes 
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within an area were spaced 650 or 900 μm apart. Each electrode’s signal was passed 
through a headstage with gain one and a high input impedance (Plexon Inc, HST/8o50-G1) 
before extracting the spike and LFP components. In a subset of recordings, a headstage 
with gain 20 and a lower input impedance were used (Plexon Inc HST/8o50-G20). Signals 
were filtered between 250 Hz-8 kHz, amplified and digitized at 40 kHz to obtain spike 
data. Spikes were selected offline to include multi-unit activity on each electrode by setting 
a threshold that separated spikes from noise. For the LFP, the signals were filtered between 
0.7-170 Hz, amplified and digitized at 1 kHz. LFP data were post-processed to correct for 
the known phase shifts, which are induced by the filters in the system and affect mainly 
low frequencies. The location of recordings in both FEF and V4 was verified at the end of 
the experiments with MRI. 
. 
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