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1. Introduction
Given a local ring R of maximal ideal m and residue field k, we denote by gr(R) the
associated graded ring of R, gr(R) =⊕n0 mn/mn+1, and by Hilbgr(R)(z) the Hilbert se-
ries of R, Hilbgr(R)(z) =∑n0 dimk(mn/mn+1)zn. We will investigate the CM-ness (CM
is Cohen–Macaulay) of the associated graded rings of a natural class of one-dimensional
local rings, including the local rings at singularities of curves. Such a ring R and its blowup
R′ are free modules of rank e (the multiplicity of the ring) over a DVR W , and R′/R is a
torsion module over W , and as such, has a set of invariant factors. The length of these fac-
tors are called the microinvariants in [4], and there it is shown that they can be determined
by the Hilbert function of R if gr(R) is CM. In this paper, we take the reverse standpoint.
We show that the microinvariants can be defined in an intrinsic way, and use them to in-
vestigate the CM-ness of gr(R) and to determine the Hilbert series if gr(R) is CM.
2. The criterion
Let (R,m) be a one-dimensional equicharacteristic analytically irreducible and residu-
ally rational domain of embedding dimension μ, multiplicity e and residue field k. For the
* Corresponding author.
E-mail addresses: barucci@mat.uniroma1.it (V. Barucci), ralff@math.su.se (R. Fröberg).0021-8693/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.12.019
350 V. Barucci, R. Fröberg / Journal of Algebra 304 (2006) 349–358problems we study we may, and will, without loss of generality suppose that R is complete.
So our hypotheses are equivalent to supposing R is a subring of V = k[[t]], with R : V = 0.
We consider the value semigroup S = v(R) = {v(r); 0 = r ∈ R}, that is a numerical semi-
group, i.e., a subsemigroup of N with finite complement to N. If I is a fractional ideal
of R, then I = v(I ) is a fractional ideal of S, i.e., I ⊆ Z and I + S ⊆ I . Moreover, if
I ⊆ J are fractional ideals of R, then lR(J/I) = #{v(J ) \ v(I )} (this follows easily from,
e.g., [9, Proposition 1]). Denote by Ape(I) the Apery set of I with respect to e, i.e., the set
of the smallest elements in I in each congruence class mod e. In particular we denote the
elements of Ape(S) by {ω0, . . . ,ωe−1}, assuming that ω0 = 0.
Let x ∈ R be an element of smallest positive value, i.e., let v(x) = e (equivalentely
x is a superficial element of degree 1) and set k[[x]] = W . Then it is well known that
lR(R/xR) = e and R is a free W -module of rank e (cf., e.g., [4]).
We can say more precisely that:
Lemma 2.1.
(1) Let I be a fractional ideal of R and let g0, . . . , ge−1 ∈ I such that {v(g0), . . . ,
v(ge−1)} = Ape(v(I )). Then I is a free W -module generated by g0, . . . , ge−1.
(2) Ape(v(I )) = v(I ) \ v(xI).
Proof. (1) The sum Wg0 + · · · + Wge−1 is direct because the values of the elements in
different summands belong to different congruence classes mod e. Denote the W -module
Wg0 + · · · +Wge−1 by N . By the choice of the gi ’s, we have v(N) = v(I ). We claim that
N = I . Let r ∈ I . Then there is an n0 ∈ N , v(n0) = v(r). Then v(r−c0n0) > v(r) for some
c0 ∈ k. Take n1 ∈ N with v(n1) = v(r − c0n0). Then v(r − c0n0 − c1n1) > v(r − c0n0)
for some c1 ∈ k and so on. Then r = c0n0 + c1n1 + · · · ∈ N because R is complete. As
a matter of fact, since the conductor of R is nonzero, the maximal ideal m contains all
elements of high value, hence, for each h, mh contains all elements of high value. Since
v(r −∑hi=0 cini) gets arbitrarily large, for h  0, r −
∑h
i=0 cini lies in an arbitrarily large
power of the maximal ideal.
(2) We have v(I ) \ (e + v(I )) = v(I ) \ v(xI). Since an element s ∈ v(I ) is in v(I ) \
(e + v(I )) if and only if s − e /∈ v(I ), i.e., if and only if s is the smallest in v(I ) in its
congruence class mod e, we have that Ape(v(I )) = v(I ) \ (e + v(I )). 
Notice that from (2) of Lemma 2.1, we obtain the well-known fact that lR(R/xR) =
lR(I/xI) = e, for each fractional ideal I of R.
We call a subset {f0, . . . , fe−1} of elements of R an Apery basis of R if, for each i,
0 i  e − 1, the following conditions are satisfied:
• v(fi) = ωi ;
• if g ∈ mj \ mj+1 and v(g) = v(fi), then fi ∈ mj .
So, among the elements of R of value ωi , fi is in the biggest power of the maximal
ideal. Since v(f0) = ω0 = 0, f0 is invertible in R and we can choose f0 = 1.
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that fi ∈ mj . In all the paper the above notation is fixed. Notice that the second condition
above in the definition of Apery basis is necessary to make the integer bi well defined.
Consider the following example.
Example. Let R be k[[t4, t6 + t7, t13]] = k[[t4, t6 + t7, t15]], where k is a field of character-
istic = 2. Then v(R) = 〈4,6,13,15〉. Consider t13 and (t6 + t7)2 − (t4)3 = 2t13 + t14 ∈ R.
Then t13 ∈ m \ m2 and 2t13 + t14 ∈ m2 \ m3. Thus {1, t6 + t7,2t13 + t14, t15} is an Apery
basis according to our definition, and the set of bi ’s is {0,1,2,1}.
Proposition 2.2.
(1) mj is a rank e free W -module generated by xhi fi , for 0 i  e − 1, for some expo-
nents hi  0.
(2) If m¯ is the maximal ideal of R/xR, then m¯j is a k-vector space of dimension
#{i; bi  j}.
Proof. (1) For any choice of the exponents hi , the values v(xhi fi), with 0  i  e − 1,
give the e distinct congruence classes mod e. Choosing for each i the smallest hi such that
xhi fi ∈ mj , by Lemma 2.1 we get a set of free generators of mj .
(2) m¯j = (mj +xR)/xR is a W -module and since xW ⊆ Ann(m¯j ), m¯j is also naturally










xhiW + xW )/xW.
If j  bi , then fi ∈ mj , i.e., hi = 0 and the summand gives k. If j > bi , then fi /∈ mj ,
i.e., hi  1 and the summand is 0. So m¯j is a k-vector space of dimension #{i; bi  j}. 
In the sequel, for each j  0, we set βj = #{i; bi = j}. Notice that β0 = 1. With this
notation, it follows easily from Proposition 2.2(2) that dimk(m¯j /m¯j+1) = βj , therefore:
Corollary 2.3. If h = max{bi; 0 i  e − 1}, the Hilbert series of gr(R/xR) is the poly-
nomial of degree h, β0 + β1z + · · · + βhzh.
We denote by R′ the first neighborhood ring or the blowup of R, i.e., the overring⋃
n0(m
n : mn).
The following is well known (cf., e.g., [8], [7], [1] or [2]):
(1) R′ = R[x−1m],
(2) xnR′ = mn, if n  0,
(3) xmn = mn+1, if n  0,
(4) dimk mn/mn+1 = e, if n  0.
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satisfied is the reduction number of the maximal ideal m. The ring R is of maximal em-
bedding dimension, i.e., e = μ, if and only if the reduction number of m is 1.
Our aim now is to study the CM-ness of the associated graded ring gr(R) =⊕
n0 m
n/mn+1 and its Hilbert series. Since gr(R) is one-dimensional, the CM-ness of
gr(R) is equivalent to the existence of a nonzerodivisor in the homogeneous maximal
ideal. If such a nonzerodivisor exists, then x∗, the image in gr(R) of x (a fixed element of
smallest positive value in R) is a nonzerodivisor (cf. [5, Theorem 7]).
Lemma 2.4. Consider the following conditions:
(a) fi ∈ mj ,
(b) fi/xj ∈ R′,
(c) ωi − je ∈ v(R′).
Then (a) ⇒ (b) ⇔ (c). If gr(R) is CM, all three conditions are equivalent.
Proof. (a) ⇒ (b). For n  0, mn+1 = xmn and so mn+j = xjmn. Thus, for n  0, if
fi ∈ mj , then fimn ⊆ mn+j = xjmn and fi/xj ∈ (mn : mn) ⊆ R′.
(b) ⇒ (c) is trivial.
(c) ⇒ (b). Suppose ωi − je = v(b) for some b ∈ R′. Now b = g/xn for some g ∈ mn
and some n. Since v(g/xn) = v(g) − ne = ωi − je, we have v(g) = ωi + (n − j)e. Let
xh0f0, . . . , xhe−1fe−1 be a set of free generators of mn as in Proposition 2.2. Since the
values of these elements give an Apery set of v(mn), we get n − j  hi and fixn−j ∈ mn.
Hence fixn−j /xn = fi/xj ∈ R′.
Now suppose that gr(R) is CM. (b) ⇒ (a). If fi/xj ∈ R′, then (fi/xj )mn ⊆ mn if n  0
by the definition of blowup. In particular (fi/xj )xn ∈ mn, so fixn−j ∈ mn. Since gr(R) is
CM, x∗ is a nonzerodivisor, which gives that fi ∈ mj . 
Let {ω′0, . . . ,ω′e−1} be the Apery set of v(R′), with respect to e. For each i, 0 i  e−1,
define ai by ω′i = ωi − aie and, for each j  0, αj = #{i; ai = j}. Notice that α0 = 1 and,
by Lemma 2.4(a) ⇒ (c), we have ai  bi .
Thus by our definitions ai is the largest integer j such that condition (b) (or (c)) in
Lemma 2.4 is satisfied and bi is the largest integer j such that condition (a) in Lemma 2.4
is satisfied.
Proposition 2.5. R′/R =⊕e−1i=0 W/Wxai .
Proof. For each i, 0  i  e − 1, since ω′i = ωi − aie ∈ v(R′), by Lemma 2.4(b) ⇔ (c),
fi/x










W/Wxai . i=0 i=0
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{a0, . . . , ae−1} is the set of microinvariants of R.
Theorem 2.6. The ring gr(R) is CM if and only if ai = bi for each i, 0 i  e − 1.
Proof. If gr(R) is CM, then the three conditions of Lemma 2.4 are equivalent and so
ai = bi for each i, 0 i  e − 1.
Conversely suppose that gr(R) is not CM. Then the image x∗ of x in gr(R) is a zero-
divisor and, for some d  0 and some i, 0 i  e − 1, there exists an element xdfi (with
(xdfi)
∗ homogeneous of degree d + bi in gr(R)) such that the class of y = xd+1fi is zero
in md+1+bi /md+2+bi , i.e., y ∈ md+2+bi .
So y is a finite sum y =∑yi , yi = r(i)1 · · · r(i)d+2+bi , r
(i)
j ∈ m. Thus yi/xd+2+bi =
(r
(i)
1 /x) · · · (r(i)d+2+bi /x) ∈ R′ and so y/xd+2+bi ∈ R′. Then v(y/xd+2+bi ) = v(xd+1fi) −
(d + 2 + bi)v(x) = (d + 1)v(x) + v(fi) − (d + 2 + bi)v(x) = v(fi) − (bi + 1)v(x), so
ai  bi + 1. 
Example. Let R = k[[t4, t6 + t7, t13]], char(k) = 2. We have seen that the bi ’s are 0,1,2,1.
Now R′ = k[[t4, t2 + t3]], so v(R′) = 〈2,5〉. This means that the Apery set for v(R′) is
{0,2,5,7}. Thus the ai ’s are 0,1,2,2, and gr(R) is not CM.
Example. Now consider R = k[[t4, t6 + t7, t11]], char(k) = 2. Then v(R) = S = 〈4,6,
11,13〉. An Apery basis for R is {1, t6 + t7, t11,2t13 + t14}. Thus {bi(R)} = {0,1,1,2}.
Also here R′ = k[[t4, t2 + t3]] with v(R′) = 〈2,5〉. Thus {ai(R)} = {0,1,1,2}, so
{bi(R)} = {ai(R)}, and gr(R) is CM.
Corollary 2.7. The ring gr(R) is CM if and only if∑bi = lR(R′/R).
Proof. Computing the elements in v(R′) \ v(R) class by class (of congruence mod e), we
get lR(R′/R) = #{(v(R′) \ v(R)} =∑ai . Since ai  bi , for each i, the condition ai = bi ,
for each i, of Theorem 2.6 is equivalent to
∑
ai =∑bi , i.e.,∑bi = lR(R′/R). 
The following two results are very well known, but we like to show how they easily
follow from our criterion:
Corollary 2.8. [14] If the ring R is of maximal embedding dimension (i.e., if μ = e), then
gr(R) is CM.
Proof. For each i, 1 i  e − 1, bi = 1. Moreover, since m = xR′, i.e., R′ = x−1m, also
ai = 1, for each i, 1 i  e − 1, so gr(R) is CM by Theorem 2.6. 
Corollary 2.9. [4, Proposition 2.4] If gr(R) is CM, then the Hilbert series of gr(R) is
(α0 + α1z + · · · + αhzh)/(1 − z).
Proof. Since gr(R) is CM, Hilbgr(R/xR)(z) = (1 − z)Hilbgr(R)(z), thus it is enough to
notice that, by Theorem 2.6, αj = βj , for each j  0 and use Corollary 2.3. 
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We apply Theorem 2.6 to get some known results for semigroup rings. If S is a numeri-
cal semigroup minimally generated by n1, . . . , nμ, we write S = 〈n1, . . . , nμ〉, and set e =
min{n1, . . . , nμ}. We recall that the Frobenius number of S is the largest integer not in S,
and that the blowup of S = 〈n1, . . . , nr〉 is the semigroup S′ = 〈n1, n2 − n1, . . . , nr − n1〉
if n1 is the smallest generator. For semigroup rings k[[S]] = k[[tn1 , . . . , tnμ]] we can use the
Apery set of S instead of an Apery basis of k[[S]], because if {ω0, . . . ,ωe−1} is the Apery
set of S, then {tω0, . . . , tωe−1} is an Apery basis of k[[S]].
If S = 〈n1, n2〉 with (n1, n2) = 1, n1 < n2, then k[[S]] = k[[X,Y ]]/(Xn2 − Yn1) so
gr(k[[S]]) = k[[X,Y ]]/(Y n1), which is CM with Hilbert series (1− zn1)/(1− z)2. We prove
this with our theorem, because we will generalize it.
Proposition 3.1. Let (e, d) = 1 and S = 〈e, e+d〉, then gr(k[[S]]) is CM with Hilbert series
(1 + z + z2 + · · · + ze−1)/(1 − z).
Proof. The Apery set of S is {0, e + d,2(e + d), . . . , (e − 1)(e + d)} so the bi ’s are
{0,1,2, . . . , e − 1}. The Apery set for the blowup k[[te, td ]] is {0, d,2d, . . . , (e − 1)d},
so the ai ’s are also {0,1,2, . . . , e− 1}. Thus by Theorem 2.6 and Corollary 2.9 we see that
gr(k[[S]]) is CM with Hilbert series (1 + z + z2 + · · · + ze−1)/(1 − z). 
The case when S is generated by an arithmetic sequence, is treated in [11, Proposi-
tion 1.1]. With our theorem the results follows as above.
Proposition 3.2. Let (e, d) = 1 and S = 〈e, e + d, e + 2d, . . . , e + hd〉, with h e − 1. If
e − 1 = qh+ r , 0 r < h, then gr(k[[S]]) is CM with Hilbert series (1 + hz+ hz2 + · · · +
hzq + rzq+1)/(1 − z).
Proof. The Apery set of S is {0, e+ d, e+ 2d, . . . , e+hd, (e+ d)+ (e+hd), (e+ 2d)+
(e+hd), . . . , (e+hd)+ (e+hd), (e+d)+2(e+hd), . . . , (e+hd)+2(e+hd), . . . , (e+
d)+ (q − 1)(e + hd), . . . , (e + hd)+ (q − 1)(e + hd), (e + d)+ q(e + hd), . . . , e + rd +
q(e + hd)}. Thus (b0 = 0 and) bi = 1 for h indices, bi = 2 for h indices, . . . , bi = q for h
indices, and finally bi = q + 1 for r indices. The blowup of S is 〈e, d〉 with Apery set
{0, d,2d, . . . , (e − 1)d}. Thus the ai ’s are the same as the bi ’s and we can apply Theo-
rem 2.6 and Corollary 2.9. 
Lemma 3.3. The semigroup S is of almost maximal embedding dimension (i.e., μ = e− 1)
if and only if, for 1 i  e − 1, the bi ’s are all 1 except one that is 2.
Proof. Let Ape(S) = {ω0, . . . ,ωe−1} and suppose that S = 〈e,ω1, . . . , ωˆi , . . . ,ωe−1〉 is
of almost maximal embedding dimension. If M = S \ {0}, we have to show that ωi ∈
2M \ 3M . It is clear that ωi ∈ 2M . Suppose that ωi ∈ 3M . So ωi = s1 + s2 + s3, for some
nonzero s1, s2, s3 ∈ S. Since ωi is the smallest in its congruence class mod e, also s1, s2, s3
are the smallest in their classes, that is ωi = ωp + ωq + ωr for some 1 p,q, r  e − 1.
The element ωp +ωq of S is congruent to some ωh = ωi , i.e., is of the form ωh +de. Since
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contradiction because ωh is a necessary generator of M and is not in 2M . The converse is
trivial. 
Remark. The equivalent of Lemma 3.3 for rings does not hold. Consider in fact R =
k[[t8, t10, t12, t14 + t15, t33, t35, t37]], which is a ring of almost maximal embedding dimen-
sion with v(R) = 〈8,10,12,14,31,33,35,37〉. Notice that f4 = t31 = (t8)2(t14 + t15) −
(t10)3 ∈ m3 \ m4, and so b4 = 3.
Corollary 3.4. If S is a semigroup of almost maximal embedding dimension, then gr(k[[S]])
is CM if and only if #{S′ \ S} = e, where S′ is the blowup of S.
Proof. By Corollary 2.7 gr(k[[S]]) is CM if and only if Card(S′ \ S) =∑bi and by Lem-
ma 3.3
∑
bi = 0 + (e − 2) + 2 = e. 
Now we consider semigroups of small multiplicity e(S). If e(S) = 2, then S is generated
by two elements. If e(S) = 3, then either S is generated by two elements or is of maximal
embedding dimension (generated by three element). Any semigroup of maximal embed-
ding dimension has gr(k[[S]]) CM (Corollary 2.8). Thus all semigroups of multiplicity at
most 3 have CM associated graded. In [15] semigroups of multiplicity 4 are investigated.
For these, if S is generated by two or four elements, then gr k[[S]] is CM by Proposition 3.1
and Corollary 2.8, respectively. So, to complete the analysis, we consider semigroups of
multiplicity 4 generated by three elements.
Proposition 3.5. [15, Proposition 8] Suppose S = 〈4, n2, n3〉, where 4 < n2 < n3. Then
gr(k[[S]]) is CM if and only if n2 is even or n2 is odd and n3 < 3n2 − 4.
Proof. If n2 is even (so n2 ≡ 2 (mod 4)), the Apery set of S is {0, n2, n3, n2 +n3}. For the
blowup, the Apery set is {0, n2 − 4, n3 − 4, n2 + n3 − 8}, so the ai ’s are {0,1,1,2} as the
bi ’s (Lemma 3.3) and the ring is CM. If n2 is odd and n3 = g(〈4, n2〉) = 3n2 −4, the Apery
set is {0, n2,2n2,3n2 − 4}. The Apery set of the blowup is {0, n2 − 4,2n2 − 8,3n2 − 12},
so the ai ’s are {0,1,2,2} and the ring is not CM. Finally, if n2 is odd and n3 < 3n2 − 4 the
Apery set is {0, n2,2n2, n3 − 4}. The blowup has Apery set {0, n2 − 4,2n2 − 8, n3 − 4},
so the ai ’s are {0,1,1,2} as the bi ’s and the ring is CM. 
Remark. The CM-ness of gr(k[[S]]) for any 3-generated semigroup S is determined in [13],
and independently in [6]. Thus, the result above could also be deduced from these (after a
small calculation).
We now give two more examples of applications to our criterion.
Proposition 3.6. Let n1, . . . , nk , n1 < · · · < nk , be pairwise relatively prime positive in-
tegers, let N =∏ki=1 ni , let Ni = N/ni , and let S = 〈Nk, . . . ,N1〉. Then gr(k[[S]]) is CM
with Hilbert series (
∏k−1
(1 − zni ))/(1 − z)k .i=1
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nonnegative integers. Since (mi + ni)Ni ≡ mi (mod Nk), we can suppose that if s is
an element of the Apery set, then 0  mi < ni if 0  i  k − 1 and that mk = 0. But
there are n1 · · ·nk−1 = Nk such elements, so they must all belong to ApNk (S). Exactly the
same argument shows that {∑k−1i=1 mi(Ni −Nk); 0mi < ni} constitute ApNk (S′), where
S′ = 〈Nk,N1 − Nk, . . . ,Nk−1 − Nk} is the semigroup of the blowup. Thus, if ∑miNi is
an element in ApNk (S), then
∑
mi(Ni − Nk) is the element in ApNk (S′) of the same con-
gruence class (mod Nk). Then bi = ai for all j . Now βj = αj equals the number of sums
j =∑mi , 0mi < ni , i = 0, . . . , k − 1. Thus gr(k[[S]]) is CM and the Hilbert series of
gr(k[[S]]/(tNk )) is∏k−1i=1 (1 + z + z2 + · · · + zni−1) = (
∏k−1
i=1 (1 − zni ))/(1 − z)k−1. Hence
the Hilbert series of gr(k[[S]]) is (∏k−1i=1 (1 − zni ))/(1 − z)k . 
Remark. We can in fact show that gr(k[[S]]) is even a complete intersection. Let
Φ : k[[X1, . . . ,Xk]] → k[[S]], φ(Xi) = tNi . Then Xnii − Xnkk belongs to Ker(Φ), so
gr(k[[S]]) is a factor ring of T = k[[X1, . . . ,Xk]]/(Xn11 , . . . ,Xnk−1k−1 ). Now T is a com-
plete intersection, so the Hilbert series of T is ((1 − zn1) · · · (1 − znk−1))/(1 − z)k . Thus
T = gr(k[[S]]) and k[[S]] = k[[X1, . . . ,Xk]]/(Xn11 − Xnkk , . . . ,Xnk−1n−1 − Xnkk ).
A semigroup S is called monomial if each ring R of our type with v(R) = S is isomor-
phic to the semigroup ring k[[S]]. These semigroups are classified in [12], and their proof
is corrected in [10, Theorem 3.12].
Proposition 3.7. If S is a monomial semigroup, then gr(k[[S]]) is CM.
Proof. According to [10, Theorem 3.12], S is of one of the following three types:
(i) The only elements in S that are smaller than the Frobenius number of S, are multiples
of e.
(ii) x /∈ S only for one x > e.
(iii) The only elements greater than e that are not in S are e + 1 and 2e + 1, and e 3.
In case (i) the semigroup is of maximal embedding dimension.
In case (ii), if the unique gap x > e of S is e + 1, then S is of maximal embedding
dimension. Otherwise, if the gap of S is x = e + h, with 1 < h < e, then S = 〈e, e +
1, . . . , e + (h − 1), e + (h + 1), . . . ,2e − 1〉 is of almost maximal embedding dimension.
Since S′ = N and #{S′ \ S} = e, we have by Corollary 2.7 that gr(k[[S]]) is CM.
In case (iii) S = 〈e, e+2, e+3, . . . ,2e−1〉 is of almost maximal embedding dimension.
Since S′ = 〈2,3〉, we have #{S′ \ S} = e and again by Corollary 2.7 gr(k[[S]]) is CM. 
Finally, we notice that, if S = v(R), sometimes the CM-ness of gr(k[[S]]) implies the
CM-ness of gr(R). For simplicity we denote by bi(S) and ai(S) the integers bi(k[[S]]) and
ai(k[[S]]).
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e − 1.
Proof. The first inequality follows from the definitions and the second because S′ ⊆ v(R′).
Proposition 3.9. Let S = v(R). If gr(k[[S]]) is CM and v(R′) = S′, then gr(R) is CM.
Proof. Since gr(k[[S]]) is CM, by Theorem 2.6, bi(S) = ai(S), for each i. Since
v(R′) = S′, we have ai(R) = ai(S) for each i. Thus, by the lemma, ai(R) = ai(S) =
bi(S) bi(R). Since the opposite inequality ai(R) bi(R) always holds, we get an equal-
ity and gr(R) is CM. 
Example. Let R = k[[t5, t7 + t8, t9, t11]]. Then gr(k[[S]]) is CM, since S = 〈5,7,9,11〉 is
generated by an arithmetic sequence. Also v(R′) = S′ = 〈2,5〉, so gr(R) is CM.
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