We consider the dynamic scheduling of a multiclass queueing system with two servers, one dedicated (server 1) and one flexible (server 2), with no arrivals. Server 1 is dedicated to processing type-1 jobs while server 2 is primarily responsible for processing type-2 jobs but can also aid server 1 with its work. We address when it is optimal for server 2 to aid server 1 with type-1 jobs rather than process type-2 jobs. The objective is to minimize the total holding costs incurred until all jobs in the system are processed and leave the system. We show that the optimal policy can exhibit one of three possible structures: (i) an exhaustive policy for type-2 jobs, (ii) a nonincreasing switching curve in the number of type-1 jobs and (iii) a nondecreasing switching curve in the number of type-1 jobs. We characterize the necessary and sufficient conditions under which each policy will be optimal. We also explore the use of the optimal policy for the problem with no arrivals as a heuristic for the problem with dynamic arrivals.
Introduction
In this paper, we consider stochastic scheduling of a multiclass queueing system with two parallel servers with different skill levels. We assume that one server can serve jobs of only one type while the other server can serve jobs of both types. The objective is to minimize the total holding cost incurred until all jobs in the system at time zero leave the system (we assume that no further jobs arrive to the system after time zero; we thus focus on a clearing system). At any point in time, each server can work on at most one job. In the system described above, effective control consists of deciding how to optimally allocate the flexible resource over time. Contrary to what simple intuition may suggest, it can be easily shown that the simple greedy algorithm known as the cµ rule may not necessarily be optimal and, furthermore, may perform arbitrarily badly as demonstrated by Harrison (1998) . Despite the fact that there has been a significant amount of interest in the area of flexible server systems and the fact that these systems arise in many practical situations such as call centres and manufacturing worksharing systems, there have been few papers that characterize the structure of the optimal policies in these systems. The problem we address here is in a sense the most fundamental problem in the control of flexible servers; how to allocate a flexible server to multiple types of jobs. Surprisingly, as we show here, the optimal solution has a fairly complicated structure which has not been characterized before and which we fully characterize for a clearing system.
If all servers are fully flexible (i.e. capable of processing all types of jobs), Buyukkoc et al. (1985) and Walrand (1988) have shown that a simple greedy policy known as the cµ index rule (where c is the holding cost rate per unit time for a class-i job and µ is the rate with which that class can be worked on) is optimal when queue capacity is unlimited. Although the cµ rule is very intuitive and extremely easy to implement, it quickly becomes suboptimal even with a slight change in the underlying assumptions. For example, Kim and Van Oyen (1998) considered a finite-buffer M/M/1 queue with two classes of jobs and proved that, even without rejection or switching costs, the cµ rule is not optimal in general. They showed that the optimal policy has a switching curve determined by a monotone threshold.
The recent interest in the control of flexible servers (e.g. a flexible workforce) has led to work on optimal control of systems with a limited number of flexible servers and on optimal control of systems with fully flexible servers but more complex topologies. In the case of more complex topologies, Farrar (1993) considered a two-stage tandem queue with a fixed server in each queue and a single flexible server for the whole system. He showed that the optimal policy can be characterized by a switching curve and it is transition monotone when holding costs in the upstream queue are lower than in the downstream queue. Duenyas et al. (1998) and Iravani et al. (1996) , (1997) , in parallel, considered a tandem queueing system with one flexible server with holding and switching costs. Ahn et al. (1999) considered a two-stage tandem queueing system with two parallel servers and characterized the necessary and sufficient conditions under which the exhaustive policy in the downstream (or upstream) queue is optimal, while Pandelis and Teneketzis (1994) gave a sufficient condition for the optimality of exhaustive policy in the upstream queue in a two-stage interconnected queue. Andradottir et al. (2001) considered a makespan problem of a tandem queueing system with multiple flexible servers where the service rate for a job can be additive. They characterize the structure of the optimal policy in the case of two-stage queueing systems with two flexible servers. Van Oyen et al. (2001) considered a similar system with the objective of minimizing the cycle time and derived structural results for optimal policies. The main difference of the present work from those papers is that we do not consider a tandem system but one where each job requires service only once from a server.
The papers where a multiclass queueing system similar to ours is considered include Harrison (1998) , Harrison and Lopez (1999) and Bell and Williams (2001) . However, in all of these papers, the authors considered the case of dynamic arrivals under the heavy traffic assumption. Harrison (1998) assumed Poisson arrivals and deterministic processing times in an effort to seek an asymptotically optimal control policy. He used a discrete-review policy named BIGSTEP which is based on allocating safety stock levels for each class and server to prevent server 2 from allocating too much time on type-1 jobs while the workload for server 1 is temporarily low. Harrison and Lopez (1999) extended the BIGSTEP approach to general parallel server models to find a sequence of 'good' policies in the asymptotic sense. Bell and Williams (2001) considered the model in Harrison (1998) and constructed a sequence of simple threshold policies based on a greedy rule and a basestock such that its limit achieves asymptotic optimality under the assumption that class 2 has the lowest cµ. Through using a different approach, Meyn (2001) showed that the cµ rule is indeed pathwise optimal in a fluid model and confirmed the belief that a good policy can be developed by modifying the cµ rule.
Although the results of heavy traffic models propose an intuitive and reasonably good policy when the utilization of the resource is high, the results may be quite far from the optimal when the system does not meet the conditions for heavy traffic or does not have arrivals at all (see Chen et al. (2003) for a recent paper on the conditions under which performance differences between stochastic optimal policies and fluid policies will be large). Furthermore, the optimal policy even in a system without exogenous arrivals has not yet been analytically characterized and also the optimal policy can be complex and unintuitive sometimes even without arrivals. Despite recent work by Kumar and Muthuraman (2002) developing new numerical methods for singular stochastic problems, obtaining numerical solutions to the problem we address remains time consuming as the problem size grows and, furthermore, numerical solutions provide no intuition by themselves. Therefore, our main goal in this paper is to provide a first step in the complete characterization of optimal policies for these problems by providing a complete and precise characterization of the optimal policy in the case with no arrivals. As we show, the optimal policy for this static problem can also serve as a useful heuristic when traffic is not heavy. Thus, our paper provides a full characterization of the optimal policy for the same problem addressed by Harrison (1998) , Bell and Williams (2001) and Meyn (2003) but we impose additional conditions in that we require a static system with no arrivals and exponential processing times.
The rest of this paper is organized as follows. In Section 2, we provide the formulation of our problem and demonstrate the complexity of the optimal policy. Section 3 contains our main results. We show that three distinctive forms of optimal policy exist and prove a necessary and sufficient condition under which each policy is optimal. The analysis in Section 3 assumes that unforced idling is not permitted for the dedicated server. In Section 4, we relax this assumption and show that idling of the dedicated server can be optimal even under the preemptive service discipline. We prove necessary and sufficient conditions under which idling can be optimal. In Section 5, we provide a numerical study of systems with dynamic arrivals to demonstrate that the optimal policy obtained in the clearing model performs very well and compare its performance to previously published heuristics based upon heavy traffic analysis. The paper concludes in Section 6.
Problem formulation
We consider stochastic scheduling of a multiclass queueing system with two parallel servers as shown in Figure 1 . There are two types of jobs (i.e. type 1 and type 2) in the system. Server 1 is dedicated to type-1 jobs and can process only type-1 jobs; the processing times follow an exponential distribution with rate µ 1 . Server 2 can process type-2 jobs and the processing times follow an exponential distribution with rate µ 22 . However, server 2, which is flexible, can also be used to aid server 1 in processing type-1 jobs and processing times when server 2 is used in this manner follow an exponential distribution with rate µ 21 . Initially, there are n 0 1 type-1 Server 1
Server 2
Figure 1: The parallel server system. jobs and n 0 2 type-2 jobs in the system, and we assume that no external arrivals to the system will occur at any time (clearing system). Processing times for a type-1 job by server 1 are assumed to be exponentially distributed with mean µ −1 1 . We assume the preemptive-resume service discipline; hence, at any point in time, server 2 is free to change jobs at no cost or time. We are interested in characterizing the optimal way in which the flexible server 2 can aid the dedicated server 1.
A cost of h 1 per job per unit time is incurred for holding type-1 jobs, and a cost of h 2 per job per unit time is incurred for holding type-2 jobs. The objective is to minimize the expected total holding costs incurred until the system clears all the jobs, i.e. to minimize
where, for i = 1, 2, n i (t) is the number of type-i jobs in the system at time t, and n i (0) = n 0 i for i = 1, 2.
We will initially focus on the nonidling version of the problem where the servers are never allowed to idle as long as they have at least one job for which they are primarily responsible. Thus, server 1 is only allowed to idle when it has no more type-1 jobs and server 2 can aid server 1 only when there are two or more type-1 jobs. However, in Section 4, we will discuss the case in which this assumption is relaxed. We formulate the problem of minimizing total expected cost as a Markov decision process. We let (n 1 , n 2 ) be the state of the system, where n 1 denotes the number of type-1 jobs and n 2 denotes the number of type-2 jobs. We define V (n 1 , n 2 ) to be the optimal expected total cost incurred until the system clears all the jobs. Thus, V (0, 0) = 0. Whenever 0 ≤ n 1 ≤ n 0 1 and 0 ≤ n 2 ≤ n 0 2 , the value function V (n 1 , n 2 ) satisfies the following dynamic programming equation:
At any point in time, we only need to consider at most two actions: allocating server 2 to a type-1 job and allocating server 2 to a type-2 job. Despite the simplicity of the formulation, the optimal policy for this problem can be rather complex. We will prove that the optimal policy can be one of three possible forms as shown in Figures 2, 3 and 4. To illustrate how complicated and unintuitive the optimal policy can be, consider the example in Figure 2 where µ 1 = 2.1, µ 21 = 2, µ 22 = 11, h 1 = 5 and h 2 = 1. This example represents a case where server 2 aids server 1 when the number of type-1 jobs is few, but switches to serving type-2 jobs when the number of type-1 jobs increases; this behaviour is counter-intuitive as one would expect that it would become optimal to aid server 1 when its relative workload increases. Figure 3 displays a situation where the optimal policy is closer to what we would expect intuitively. In this case, as the number of type-1 jobs increases, server 2 becomes more likely to switch to aid server 1. However, as the number of jobs of type 2 increases, server 2 requires a higher and higher number of type-1 jobs before it will consider switching to aid server 1. Finally, Figure 4 displays a case where server 2 never aids server 1 unless it has no jobs of its own to work on. Note that Figure 3 is consistent with the conclusions of Chen et al. (2003) while Figure 4 is consistent with the conclusions of Meyn (2001) . The question that we will address is the characterization of conditions under which any of the three policy structures become optimal. In the next section, we provide our main results, the necessary and sufficient conditions for the optimality of all three situations.
Structure of the optimal policy
In this section, we completely characterize the structure of the optimal policy. Our main results are summarized in Table 1 . As shown in the table, the signs of two expressions determine which policy structure will be optimal. We show that one of the following three potential policies is optimal depending on the signs of these expressions: the exhaustive policy in type-2 jobs (as in Figure 4) ; a nonincreasing switching curve in the number of type-1 jobs (as in Figure 2 ); and a nondecreasing switching curve in the number of type-1 jobs (as in Figure 3 ). We will thus show that the following two conditions completely determine which structure is optimal.
Condition 1. For all n 1 ∈ {2, . . . , n 0 1 },
We start by proving the necessary and sufficient conditions for when it is optimal for server 2 to exhaustively serve type-2 jobs.
Optimality of exhaustive service of type-2 jobs
In this subsection, we will give the necessary and sufficient conditions under which it is always optimal to allocate server 2 to type-2 jobs exhaustively (so that server 2 only aids server 1 when n 2 = 0). We state these conditions in Theorem 1. Theorem 1. For given (n 0 1 , n 0 2 ), it is optimal for server 2 to serve type-2 jobs exhaustively for all n 1 ≤ n 0 1 and all n 2 ≤ n 0 2 if and only if Condition 1 is satisfied. We will use induction and direct evaluation of the value function at the boundaries to prove the sufficiency. We first derive four technical lemmas that we will need in the proof of Theorem 1 and then use these lemmas to prove sufficiency. Necessity will be shown by contradiction.
Proof. We prove the statement by induction. When n 2 = 2, applying boundary equations at (0, 2), (1, 1), (0, 1) and (1, 0), we get
Now, suppose that Z(0, j) = h 2 /µ 22 whenever 2 ≤ j ≤ n 2 . Then, for n 2 + 1, using the induction hypothesis,
and the boundary equation at (1, n 2 ), we get
Hence, the claim holds for all n 2 ≥ 2.
Proof. We will prove the claims by induction. To provide the induction hypothesis, we evaluate the difference between the two policies (i.e. V 1 (2, 1) − V 2 (2, 1)) and get
For (ii), using the fact that V (2, 1) = V 2 (2, 1) and the boundary equations give us
.
Using this equality in our expression for (2, 2), we get the induction basis for (iii):
We note that the last inequality and the fact that
To proceed with the induction, we assume that all three claims hold for j ≤ n 2 . To show that all three claims of Lemma 2 hold for n 2 + 1, we first prove (ii). Using the optimality equation and the induction hypothesis, we get
from Lemma 1 and the induction hypothesis for n 2 , after substitution, we get
Hence, (ii) holds for n 2 + 1.
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To prove (iii) for n 2 + 1, note that
where the second equality follows from (2), and the rest follows from algebra. The fact that (2, n 2 + 1) ≥ 0 and the induction hypothesis for (i) (i.e.
which also proves (i) for n 2 + 1. Therefore, the results hold for all n 2 .
Lemma 3. If Condition 1 is satisfied, then
Proof. We prove the claim by induction. We first assume that n 1 = 3. To provide the induction basis, we first evaluate (3, 1):
Using the boundary equations and the fact that V (2, 1) = V 2 (2, 1) from Lemma 2(i) give us
After the substitution of boundary equations, we get
After substituting the last identity in (3) and using a little algebra, we get
which is (i) when n 1 = 3. Using this and the fact that
imply that
We now assume that n 1 > 3. We continue the induction by assuming that the claims hold for 3, . . . , n 1 . We now show that the claims hold for n 1 + 1. We first prove (i). Evaluating (n 1 + 1, 1) yields
Using the induction hypothesis for (ii) that V (n 1 , 1) = V 2 (n 1 , 1) and the boundary equations, we have
Substituting this expression, we get
To show that V 1 (n 1 + 1, 1) − V 2 (n 1 + 1, 1) ≥ 0, we use the recursive relation
Recursively substituting (4) into the expressions for (n 1 + 1, 1), (n 1 , 1), and so on, we have
Using the expressions for V 1 (2, 1) − V 2 (2, 1) and (3, 1) in (1) and (3) respectively, we have
The last inequality follows from the induction hypothesis and Condition 1. Hence, the claims hold whenever 3 ≤ n 1 ≤ n 0 1 .
As a direct result of Lemma 3, we have the following corollary.
Corollary 1. Let
n 1 := min n 1 ≥ 2 (µ 1 + µ 22 )h 2 − 2µ 21 h 1 (µ 1 + µ 22 )(µ 1 + µ 21 ) + n 1 −3 k=0 µ 1 µ 1 + µ 22 k µ 21 (µ 22 − µ 1 )h 1 (µ 1 + µ 22 ) 2 (µ 1 + µ 21 ) < 0 . Then V 1 (n 1 , 1) − V 2 (n 1 , 1) ≥ 0 for n 1 = 2, . . . ,n 1 and V 1 (n 1 , 1) − V 2 (n 1 , 1) < 0.
Lemma 4. If Condition 1 holds, then
Proof. We will prove the results by joint induction on n 1 and n 2 . We first prove that the claims hold for n 1 = 3, then for n 1 > 3.
Let n 1 = 3. To provide the induction basis, we first prove the claim for state (n 1 , n 2 ) = (3, 2). Using the definition of (3, 2), we have
Using the fact that V (2, 2) = V 2 (2, 2) from Lemma 2, the facts that V (2, 1) = V 2 (2, 1) and V (3, 1) = V 2 (3, 1) from Lemma 3 and the boundary equation for V (3, 0), we have
After substituting these expressions into (5), we get
with some algebra we get
The last inequality follows from the fact that V 1 (3, 1) − V 2 (3, 1) ≥ 0 by Lemma 3 and also the fact that (2, 2) ≥ 0 by Lemma 2. Hence, (3, 2) ≥ 0, which proves (i). For (ii), from the last inequality, it can be easily shown that
To continue the induction on n 2 , suppose that the claims hold for all (3, j), 2 ≤ j ≤ n 2 . We now show that they must hold for (3, n 2 + 1). Applying similar algebra gives us
Applying Lemma 2 for states (2, n 2 + 1) and (2, n 2 ), we have
From the induction hypothesis (Lemma 3 for the case n 2 − 1 = 1), we also get
Substituting the corresponding expressions into (6) gives us
Noting the induction hypothesis that (3, n 2 ) ≥ 0 and the fact that (2, n 2 + 1) ≥ 0 from Lemma 2, we get
which proves (i). Equation (7) and the induction hypothesis for (ii) yield
which proves (ii) for (3, n 2 + 1). Hence, the claims hold for all (3, n 2 ). Now let n 1 > 3. To proceed with the induction, suppose that the results hold for all (i, n 2 ), with 3 ≤ i ≤ n 1 and n 2 ≥ 2. We now prove that the results must be true for (n 1 + 1, n 2 ) for all n 2 ≥ 2 by applying the induction argument on n 2 . The proof proceeds by first proving the results for (n 1 + 1, 2), and then proving them for all (n 1 + 1, n 2 ). In the interest of space, we omit the proof for (n 1 + 1, 2) which is similar to the previous proof.
Thus, suppose that the claims hold for all (n 1 + 1, j), 2 ≤ j ≤ n 2 . We now show that they must hold for (n 1 + 1, n 2 + 1). Applying similar algebra gives us
From the induction hypothesis for n 1 , we have
From the induction hypothesis on n 2 , we also get
V (n 1 , n 2 − 1)
(note that, when n 2 = 2, the second identity comes from Lemma 3). Substituting the corresponding expressions into (8) gives us
Noting the induction hypothesis on n 2 that (n 1 +1, n 2 ) ≥ 0 and the fact that (n 1 , n 2 +1) ≥ 0 from the induction hypothesis on n 1 , we get
which proves (i). For (ii), (9) and the induction hypothesis on n 2 imply that
which proves the claim. Therefore, we have shown that the claims hold for all (n 1 + 1, n 2 ).
We now prove Theorem 1 which identifies a necessary and sufficient condition under which it is always optimal to allocate server 2 to a type-2 job under Condition 1.
Proof of Theorem 1. For necessity, suppose that Condition 1 does not hold for some n 1 with 2 ≤ n 1 ≤ n 0 1 , but the exhaustive policy for type-2 jobs is optimal for all (n 1 , n 2 ) where n 1 ≤ n 0 1 and n 2 ≤ n 0 2 . Then the positive integern 1 defined in Corollary 1 exists andn 1 ≤ n 0 1 . Ifn 1 = 2 (i.e. (µ 1 + µ 22 )h 2 − 2µ 21 h 1 < 0), then it can be easily shown that
Therefore, the result immediately follows by contradiction. Now, suppose that 3 ≤n 1 ≤ n 0 1 . The optimality of the exhaustive policy for type-2 jobs implies that V 1 (n 1 , 1) − V 2 (n 1 , 1) ≥ 0 for all n 1 ≤ n 0 1 . However, from Corollary 1,
The last inequality implies that V (n 1 , 1) = V 1 (n 1 , 1), which contradicts the fact that the exhaustive policy for type 2 is optimal.
For sufficiency, we note that the optimality of the proposed policy in states (2, n 2 ) for n 2 ≥ 1 and (n 1 , 1) for 2 ≤ n 1 ≤ n 0 1 is shown by Lemma 2 (for states (2, n 2 ) for all n 2 ≥ 1) and Lemma 3 (for states (n 1 , 1) for all n 1 ≤ n 0 1 ) respectively. Combined with Lemma 3 and Lemma 2, Lemma 4 implies that it is optimal to allocate the flexible server to type-2 jobs in states (n 1 , n 2 ) whenever 3 ≤ n 1 ≤ n 0 1 and 1 ≤ n 2 ≤ n 0 2 , which proves the sufficiency.
Optimality of nonincreasing switching curve policy
In this subsection, we identify a condition under which the optimal policy is a nonincreasing switching curve in n 1 as shown in Figure 2 . We will show that this structure is optimal if and only if Condition 1 does not hold but Condition 2 does. Furthermore, we are able to show that, if h 2 µ 22 > h 1 µ 21 , then the second server will serve type-1 jobs only if the number of type-1 jobs is below a limitñ 1 (for which we provide an exact equation), and the number of type-2 jobs is sufficiently low. Once the number of type-1 jobs is aboveñ 1 , server 2 focuses completely on type-2 jobs. Once again, this is surprising because it runs counter to the expectation of what flexible servers are useful for: we would expect that flexible servers aid other servers when the workload at the other servers reached a given limit. Our result essentially shows the opposite; the flexible server aids the other server so long as the workload at the other server is below a given threshold if Condition 2 holds and Condition 1 does not hold. We therefore believe this is a uniquely interesting case.
Theorem 2. For any (n 0 1 , n 0 2 ), the optimal policy in state (n 1 , n 2 ) for n 1 ≤ n 0 1 and n 2 ≤ n 0 2 is defined by a switching curve f (n 1 ) for n 1 ≥ 2 such that, for n 2 > f (n 1 ), the optimal policy is to allocate server 2 to type-2 jobs, otherwise to allocate server 2 to type-1 jobs if and only if Condition 1 does not hold but Condition 2 does hold. The switching curve f (n 1 ) is nonincreasing in n 1 ≥ 2 and f (2) = min{n 2 : ((n 2 + 1)
We will use induction and direct evaluation of the value function at the boundaries to prove the sufficiency part of the theorem. Necessity can be easily shown by contradiction and is omitted for brevity.
Lemma 5. If Condition 2 holds but Condition 1 fails to hold for some n
Proof. Suppose that (µ 1 + µ 22 )h 2 − 2µ 21 h 1 ≥ 0, but Condition 1 does not hold for some n 1 ≤ n 0 1 . Define a sequence c n 1 for n 1 ≥ 2 such that
Taking the limit of c n 1 , we get
Furthermore c 2 ≥ 0 and the monotonicity of c n 1 imply that c n 1 ≥ 0 for all n 1 , which contradicts the fact that Condition 1 does not hold for some n 1 ≤ n 0 1 . Hence, it must be the case that
Lemma 6. If Condition 2 holds but Condition 1 fails to hold, then
and, for all n 1 >ñ 1 , V 1 (n 1 , 1) − V 2 (n 1 , 1) > 0, wherẽ
Proof. We divide the proof into two parts: n 1 ≤ñ 1 and n 1 >ñ 1 . We prove the first part by contradiction while we use induction to prove the second part.
First assume that n 1 ≤ñ 1 . Claim (i) is trivial whenñ 1 = 2 since Lemma 5 implies that
Hence, it is sufficient to focus on the case where 3 ≤ñ 1 < ∞. Suppose that there exists n 1 with 2 < n 1 ≤ñ 1 and such that
Using the assumption that V 1 (n 1 − 1, 1) − V 2 (n 1 − 1, 1) ≤ 0 and the boundary condition of V (n 1 , 0), we have
With some algebra, it is easy to compute
The fact that V 1 (i, 1) − V 2 (i, 1) ≤ 0 when 2 ≤ i < n 1 enables us to exploit the following recursive relation:
The last inequality follows from the definition ofñ 1 when µ 22 h 2 − µ 21 h 1 > 0 and Lemma 5 when µ 22 h 2 −µ 21 h 1 = 0. The inequality (11) contradicts the fact that V 1 (n 1 , 1)−V 2 (n 1 , 1) > 0 for (n 1 , 1). Therefore, V 1 (n 1 , 1) − V 2 (n 1 , 1) ≤ 0 whenever 2 ≤ n 1 ≤ñ 1 . Claim (ii) immediately follows from the recursion and leads to (10). Now let n 1 >ñ 1 . We first note thatñ 1 is finite only if µ 22 h 2 − µ 21 h 1 > 0. We also note that it can easily be shown that V 1 (ñ 1 + 1, 1) − V 2 (ñ 1 + 1, 1) > 0 and (ñ 1 + 1, 1) = (ñ 1 , 1) = · · · = (3, 1) > 0 whenñ 1 is finite by simple algebra. We now prove that the claim holds for n 1 ≥ñ 1 + 2. To provide the induction basis, consider the case when n 1 =ñ 1 + 2. We can express (ñ 1 + 2, 1) as follows:
Using the facts that V (ñ 1 , 1) = V 1 (ñ 1 , 1) and V 1 (ñ 1 + 1, 1) − V 2 (ñ 1 + 1, 1) > 0, we have
Substituting (13) into (12) gives us
Applying extensive algebra and using the fact that V 1 (ñ 1 , 1) − V 2 (ñ 1 , 1) ≤ 0, we have
The last inequality shows that (ii) holds at (ñ 1 + 2, 1). For (i), first notice that
The definition of (ñ 1 + 2, 1) implies that
which is (i).
To proceed with the induction, we assume that both claims hold forñ 1 + 2, . . . , n 1 . We apply similar algebra and get
Noting the induction hypothesis that V (i, 1) = V 2 (i, 1) whenñ 1 + 1 ≤ i ≤ n 1 for V (n 1 , 1) and V (n 1 − 1, 1) and the boundary equations for V (n 1 + 1, 0) and V (n 1 , 0), we can rewrite (n 1 + 1, 1) as follows:
which proves (ii). Claim (i) immediately follows since
Hence, both claims hold for all n 1 ≥ñ 1 as well.
We now show that, when n 1 = 2, the optimal policy also changes from server 2 serving type-1 jobs to serving type-2 jobs as n 2 increases. This will provide the basic condition to construct a switching curve f (n 1 ).
Lemma 7. If Condition 2 holds but Condition 1 fails, then it is optimal to allocate server 2 to
type-1 jobs in states (2, n 2 ) for 1 ≤ n 2 ≤ f (2) and to type-2 jobs in states (2, n 2 ) for n 2 > f (2) where f (2) = min{j :
Proof. The proof of this result is very similar to the proof of Lemma 6 and is therefore omitted.
The next lemma presents the powerful result that, if
We use this lemma and Lemma 9 to define the threshold curve (i.e. prove that f (n 1 ) is nonincreasing).
Lemma 8. When Condition 2 holds but Condition 1 fails, if V (n
Proof. It suffices to show that the claim holds for n 2 ≥ 2 as Lemma 6 gives the result for n 2 = 1. We divide the proof into two cases (depending on V (n 1 , n 2 −1) equalling V 1 (n 1 , n 2 −1) or V 2 (n 1 , n 2 − 1)). We only provide the proof for the case V (n 1 , n 2 − 1) = V 2 (n 1 , n 2 − 1) as the proof for the other case is entirely similar.
Assume that V (n 1 , n 2 − 1) = V 2 (n 1 , n 2 − 1). We will prove the result by contradiction.
Substituting the expressions
and
The last inequality contradicts the fact that V 1 (n 1 , n 2 ) − V 2 (n 1 , n 2 ) < 0. The case where V (n 1 , n 2 − 1) = V 1 (n 1 , n 2 − 1) is similar, and hence the lemma is proven.
Lemma 9. For n 1 = 2, . . . ,ñ 1 and n 2 ≥ 2, suppose that
Proof. We prove the claim by induction on n 1 . When n 1 = 2, it can easily be shown that the claim holds by Lemma 7. To see that
we first note that the fact that
where the third equality comes from Lemma 1 and boundary equations. Now, suppose that the claim holds for all i ≤ n 1 . We consider (n 1 + 1, n 2 ):
From the assumptions, i.e. V (i, j) = V 1 (i, j ) whenever 2 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 , V (n 1 + 1, j) = V 1 (n 1 + 1, j) for 1 ≤ j < n 2 (and the boundary equations when n 2 = 2, i.e. V (n 1 + 1, 0) = V 1 (n 1 + 1, 0)), we have
Hence, the claim holds for all (n 1 , n 2 ) satisfying the assumptions.
In order to complete the proof of the switching curve described in Theorem 2, we need to show that f (n 1 ) ≥ f (n 1 + 1) for all n 1 . For this, we first definef (n 1 ) aŝ
that is,f (n 1 ) + 1 is the minimal number of type-2 jobs such that it is optimal to allocate server 2 to type-2 jobs. We now show that this is indeed a threshold for each n 1 , that is, f (n 1 ) =f (n 1 ). We note that Lemma 8 implies thatf (n 1 + 1) ≤ f (n 1 ). Therefore, it suffices to show thatf (n 1 ) = f (n 1 ) by proving that, if
We finally prove that f (n 1 ) is a nonincreasing function of n 1 .
Lemma 10. For each n 1 ≥ 2, the optimal policy for states (n 1 , n 2 ) is defined by a threshold function f (n 1 ) such that, for n 2 > f (n 1 ), it is optimal to allocate server 2 to type-2 jobs; otherwise, it is optimal to allocate server 2 to type-1 jobs if Condition 2 holds but Condition 1 fails.
Proof. We prove the claim by induction on n 1 . We first note that the case when n 1 = 2 follows from Lemma 7, which proves that it is optimal to allocate server 2 to type-2 jobs in states (n 1 , n 2 ) with n 2 > f (2), while it is optimal to allocate server 2 to type-1 jobs in states
Suppose that a unique threshold function f (i) exists for 2 ≤ i ≤ n 1 and is nonincreasing in n 1 . We will show that f (n 1 + 1) is also the unique point such that, for n 2 ≤ f (n 1 + 1), it is optimal to allocate server 2 to type-1 jobs; otherwise, it is optimal to allocate server 2 to type-2 jobs. We first note that Lemma 8 implies thatf (n 1 + 1) ≤ f (n 1 ) and V 1 (n 1 + 1, n 2 ) − V 2 (n 1 + 1, n 2 ) ≥ 0 for all n 2 ≥ f (n 1 ) + 1. Therefore, it remains to prove the claims for states (n 1 +1, n 2 ) where n 2 ≤ f (n 1 ). We consider two cases,f (n 1 + 1) = f (n 1 ) andf (n 1 + 1) < f (n 1 ).
First suppose thatf (n 1 + 1) = f (n 1 ). In this case, the result follows immediately from Lemma 8 and the definition off (n 1 + 1). Since
Now suppose thatf (n 1 + 1) < f (n 1 ). We prove inductively that there can exist no n 2 > f (n 1 + 1) such that V 1 (n 1 + 1, n 2 ) − V 2 (n 1 + 1, n 2 ) < 0. To do that, we first note that the definition off (n 1 + 1) implies that
which imply that (n 1 + 1, j) > 0 whenever 1 ≤ j ≤f (n 1 + 1) + 1 by Lemma 9. It only remains to prove that all claims hold for the case wheref (n 1 + 1) + 2 ≤ f (n 1 ). (We note that, iff (n 1 + 1) = f (n 1 ) − 1, then the result immediately follows from Lemma 8 and previous inequalities.) Now, we consider (n 1 + 1,f (n 1 + 1) + 2):
Noting the induction hypothesis on n 1 and the fact that f (n 1 ) ≥f (n 1 + 1) + 2, we have
From the definition off (n 1 + 1), we have
Then, we have
After substituting (15) into (14), we get
Note that the last two lines of (16) correspond to
and we have
Also note that the first two lines of the right-hand side of (16) equal (n 1 ,f (n 1 + 1) + 2) and that (n 1 ,f (n 1 + 1) + 2) > 0 by the induction hypothesis that (n 1 , n 2 ) ≥ 0 whenever 1 ≤ n 2 ≤ f (n 1 ) and the fact thatf (n 1 + 1) + 2 ≤ f (n 1 ). Replacing the corresponding terms in (16), we get
This inequality implies that
which implies that it is optimal to allocate server 2 to type-2 jobs in state (n 1 +1,f (n 1 +1)+2).
To proceed with the induction, let us assume that
From the induction hypothesis on n 1 and the fact that n 2 < f (n 1 ), we have
On the other hand, the induction hypothesis on n 2 gives us
Applying those identities to (17), after a little algebra, we get
The last inequality follows from Lemma 9 (i.e. (n 1 , n 2 +1) > 0) and the induction hypothesis that (n 1 + 1, n 2 ) ≥ 0. The fact that (n 1 + 1, n 2 + 1) ≥ 0 and the induction hypothesis imply that
which shows that all claims hold for all n 2 ≤ f (n 1 ). Combining the two parts implies that it must be the case that
Proof of Theorem 2. Note that Lemma 6 characterizes the optimal policy for states (n 1 , 1) while Lemma 7 characterizes the optimal policy for states (2, n 2 ). The results of Lemmas 8, 9 and 10 prove that the switching curve policy is optimal and that the switching curve f (n 2 ) is indeed nonincreasing in n 2 . Therefore sufficiency is shown. Necessity can be easily shown by contradiction and we omit the proof to save space.
Optimality of nondecreasing switching curve policy
In this subsection, we prove necessary and sufficient conditions under which the optimal policy is characterized by a nondecreasing switching curve as shown in Figure 3 . We will show that the optimal policy is a nondecreasing switching curve if and only if both Conditions 1 and 2 fail to hold. We omit the proofs of Theorem 3 and of the lemmas needed to prove the theorem as they are very similar to the proofs of the lemmas and theorem in Subsection 3.2 for the decreasing switching curve case.
Theorem 3. For given (n 0 1 , n 0 2 ), the optimal policy for (n 1 , n 2 ) where n 1 ≤ n 0 1 and n 2 ≤ n 0 2 is defined by a switching curve g(n 1 ) (nondecreasing in n 1 ≥ 0 and g(0) = g(1) = 0) such that, for n 2 > g(n 1 ), the optimal policy is to allocate server 2 to type-2 jobs; for n 2 ≤ g(n 1 ) and n 1 ≥ 2, the optimal policy is to allocate server 2 to type-1 jobs if and only if both Conditions 1 and 2 fail.
Furthermore, g(n 1 ) = 0 whenever 0 ≤ n 1 <n 1 and g(n 1 ) > 0 for all n 1 ≥n 1 , wheren 1 is as defined in Corollary 1.
The following are the technical lemmas we need to show the result.
Lemma 11. If both Conditions 1 and 2 fail to hold, then
Furthermore, ifn 1 ≥ 3, then (n 1 , n 2 ) ≥ 0 whenever 2 ≤ n 1 <n 1 and n 2 ≥ 2.
Lemma 12. If both Conditions 1 and 2 fail to hold, then there exists g(n
Lemma 13. If V (n 1 , n 2 ) = V 1 (n 1 , n 2 ) and V (n 1 + 1, n 2 − 1) = V 1 (n 1 + 1, n 2 − 1), then V (n 1 + 1, n 2 ) = V 1 (n 1 + 1, n 2 ) for n 1 ≥ 2 and n 2 ≥ 1 if both Conditions 1 and 2 fail to hold.
Lemma 14. Letĝ(n 1 ) = min{n 2 : V 1 (n 1 , n 2 + 1)−V 2 (n 1 + 1, n 2 + 1) > 0}. For each n 1 ≥ 2, the optimal policy is defined by a threshold function such that, for n 2 > g(n 1 ), it is optimal to allocate server 2 to type-2 jobs; otherwise, it is optimal to allocate server 2 to type-1 jobs if both Conditions 1 and 2 fail to hold. Furthermore, g(n 1 ) is nondecreasing in n 1 , g(n 1 ) =ĝ(n 1 ) for all n 1 ≥ 2 and (n 1 , n 2 ) ≥ 0 for n 2 ≥ g(n 1 ) + 1.
The sufficiency part of Theorem 3 then follows directly from Lemmas 11-14 and the necessity is easily shown by contradiction.
Optimality of nonidling policies
In the previous section, we have analysed the structure of the optimal policy under the assumption that server 1 is not allowed to idle as long as there is at least one type-1 job that it can work on. In this section, we relax this assumption and assume that at any point in time either server could idle. Although it may seem to be unnecessary to include idling as a decision while analysing a system with preemptive service discipline, we will first present a simple counterexample to show that policies with idling can, in some cases, perform better than nonidling policies.
Consider the following example where (n 0 1 , n 0 2 ) = (1, 1) in a system with µ 1 = 1, µ 21 = 14, µ 22 = 1, h 1 = 1 and h 2 = 1. Let us denote by V 2 (1, 1) the value function of the nonidling policy which allocates server 1 to type-1 jobs and server 2 to type-2 jobs. Let us also denote by V I 1 (1, 1) the value function of a policy which allocates server 2 to type-1 jobs and forces server 1 to idle. After evaluating V 2 (1, 1) and V I 1 (1, 1), we have
which shows that idling server 1 outperforms the best nonidling policy. As this example indicates, a policy that allows idling of a server can be optimal even under a preemptive service discipline. We characterize when this kind of idling can be optimal in the next lemma.
Lemma 15. (i) The optimal policy is always nonidling if and only if
(ii) Idling server 1 and allocating server 2 to type-1 jobs can be optimal only in states (1, n 2 ) for n 2 <ñ 2 , wherẽ
(iii) Idling server 2 cannot be optimal as long as there is at least one type-2 job or two type-1 jobs.
Proof. It is obvious that, if n 2 ≥ 1, then server 2 will never idle. On the other hand, if n 1 ≥ 2, then it cannot be optimal for either server to idle. Thus, the only interesting cases are the states (1, n 2 ) covered in cases (i) and (ii).
(i) We prove necessity by a counterexample. Suppose that a nonidling policy is optimal but that µ 21 h 1 > µ 1 (h 1 + h 2 ) + µ 22 h 2 . Then it must be the case that µ 21 > µ 1 . In state (1, 1) , the only nonidling optimal policy would be allocating server 1 to type 1 and server 2 to type 2 (policy 2). We compare this with a policy (denoted by I 1 ) which idles server 1 and lets server 2 serve a type-1 job first. Evaluating the difference between V 2 (1, 1) and V I 1 (1, 1) yields
This contradicts the fact that the nonidling policy is optimal. For sufficiency, it suffices to show that unforced idling of server 1 cannot be optimal in all states (1, n 2 ) with n 2 ≥ 1 by induction. We first note that V I 1 (1, 1) − V 2 (1, 1) ≥ 0. To proceed with the induction, suppose that a nonidling policy is optimal in states (1, j), 1 ≤ j ≤ n 2 . Taking the difference of the value function between two policies, we have
The induction hypothesis yields the following recursive relation:
Substituting this identity into (18), we get
Hence, the claim holds for all n 2 ≥ 1.
(ii) The proof of (ii) is omitted as it is similar to that of (i).
Dynamic arrivals
In the previous sections, we were able to characterize the structure of the optimal policy fully when there are no arrivals to the system. Consider the case where, in fact, the system experiences arrivals of both type-1 and type-2 jobs with known arrival rates. In this case, our objective is to minimize the expected average long-run cost for the system. Such models have been considered previously by Harrison (1998) , Harrison and Lopez (1999) , Bell and Williams (2001) and Meyn (2001) . Under heavy traffic (that is, ρ 1 := λ 1 /µ 1 > 1 and ρ 2 := λ 2 /µ 22 +(λ 1 −µ 1 )/µ 21 ∼ 1), Bell and Williams (2001) have shown that, when µ 21 h 1 > µ 22 h 2 , a simple threshold policy is asymptotically optimal such that if the number of type-1 jobs is above this threshold then the server is assigned to type-1 jobs and it is otherwise assigned to type-2 jobs. (Meyn (2001) confirms this using a fluid model.) If µ 22 h 2 ≥ µ 21 h 1 , then the asymptotically optimal policy is to always give the flexible server's priority to type-2 jobs. Note that, in our static models, we proved the optimality of this policy when µ 21 h 1 > µ 22 h 2 as shown in Figure 3 .
Another interesting observation is that the optimal policy in the asymptotic case derived by these authors corresponds to the optimal static policy asymptotically as n 0 1 approaches ∞. To see this, note that, as n 0 1 → ∞, Condition 1 becomes
which is exactly Condition 2, the cµ rule. The implication of this result is that the only condition under which the exhaustive policy for type 2 is optimal for our static model with a very large number of jobs is when
states in which allocating server 2 to type-1 jobs is optimal as in Figure 2 are ignored since there are only a finite number of such states around the origin. For relatively large n 1 and n 2 , it is not difficult to see that the cµ rule is optimal as stated in Theorem 2. On the other hand, if µ 22 h 2 − µ 21 h 1 < 0, then Theorem 3 and Lemma 13 imply that there exists a state (n 0 1 , n 0 2 ) such that allocating server 2 to type-2 jobs is no longer optimal for all (n 1 , n 0 2 ), n 1 ≥ n 0 1 . However, Theorem 3 also implies that allocating server 2 to type-2 jobs is optimal as n 2 increases. Therefore, for states which are far enough from the boundary, the cµ rule will be optimal.
The most interesting structure in the previous sections is that of Figure 2 since in this case the cµ rule prefers allocating the server to type-2 jobs but, for a limited number of jobs around the origin, the optimal static policy actually allocates the server to type-1 jobs. We are interested in finding out whether some of the insights we gained by being able to characterize fully the structure of optimal policies in the static case carry over to the case with dynamic arrivals. As discussed above, under heavy traffic, the system will in all likelihood not spend so much time in these states around the origin, so it becomes asymptotically optimal to ignore the different policy in these states and to uniformly allocate server 2 to type-2 jobs. The interesting question is, however, whether ignoring these states in moderate or light traffic would cause significant suboptimality. Our conjecture is that, in light or moderate traffic, ignoring such states and the richness of the structure of the optimal policy will cause a significant error while, as the traffic intensity increases, the simple asymptotically optimal policies derived by Bell and Williams (2001) will perform very well.
To test this conjecture, the performance of the asymptotically optimal policy described above (and derived by Bell and Williams (2001) ) was compared against the performance of the static optimal policy in the case with dynamic arrivals. The asymptotically optimal policy proposed by Bell and Williams (2001) in the case when h 1 µ 21 > h 2 µ 22 is as follows: server 1 is never idle when there are type-1 jobs to work on; when the number of type-1 jobs exceeds the threshold value L r , server 2 gives preemptive-resume priority to type-1 jobs over type-2 jobs; if the number of type-1 jobs is less than or equal to L r , server 2 suspends its service of type-1 jobs and works on a type-2 job. On the other hand, if h 1 µ 21 ≤ h 2 µ 22 , then L r = ∞. (We refer the reader to Bell and Williams (2001) for the computation of L r .) This policy was compared to that of using in each state the optimal policy for the case of no arrivals. That is, the dynamic program was solved assuming that there will be no future arrivals of type-1 and type-2 jobs and the optimal policy was then applied in the case when there are in fact arrivals. The question is whether one or the other policy has an advantage in certain situations. We expected that, in light or moderate traffic, the optimal static policy would perform well while, in heavy traffic, the Bell and Williams (2001) policy would perform well.
Both policies were initially tested on 24 examples. All examples assume Poisson arrival processes and exponential service processes and a preemptive-resume discipline. We set λ 1 = 2, µ 21 = 2, µ 22 = 2; µ 1 takes the values from the set {1.5, 2, 2.5} and (h 1 , h 2 ) = {(1, 2), (2, 1)}. Finally, we set λ 2 in such a way that the overall utilization of the second server ρ 2 = λ 2 /µ 22 + max{λ 1 − µ 1 , 0}/µ 21 takes on values in the set {0.5, 0.65, 0.8, 0.9}. To compute the optimal static policy, we ignore the arrival rates, and solve for the optimal static policy assuming a starting level of number of jobs equal to n 1 = n 2 = 100. (This corresponds to a truncation at that level.) Similarly, we compute the optimal dynamic policy using value iteration and we once again truncate the state space at these levels. Finding the optimal static policy requires solving the dynamic programming equations only once and can be simply done in an EXCEL ® spreadsheet. Solving for the optimal truncated dynamic policy requires solving the dynamic programming equations multiple times by value iteration until convergence and can take significant amounts of time. Interestingly, finding the parameters of the asymptotically optimal policy by Bell and Williams (2001) is the most time-consuming task as this requires using value iteration to evaluate the value of the policy for each possible value of the threshold L r . Since Bell and Williams do not provide a simple way to compute the best value of L r , an exhaustive search is needed for the best value.
As displayed in Table 2 , the static optimal policy performs well in instances where the traffic intensity for the flexible server is moderate (up to ρ 2 around 0.65) while its performance significantly worsens at high traffic intensity (around ρ 2 = 0.9). Our results show that the policy of Bell and Williams (2001) performs very well except when the decreasing switching curve is optimal in both dynamic and static cases and the traffic intensity for the second server is moderate. (Note that in all of our examples the traffic intensity for the first server is high.) It is also interesting to note that the performance of the static policy deteriorates when the following three conditions are satisfied: (i) the system is in heavy traffic, (ii) server 2 is superior to server 1 for type-1 jobs (i.e. µ 21 > µ 1 ) and (iii) h 1 µ 21 > h 2 µ 22 . Thus, our results suggest that, in light or moderate traffic, simply solving for the optimal static policy and using that will result in excellent performance, while, as the system approaches heavy traffic, it is worthwhile to spend the extra computational effort to compute the parameters of the Bell and Williams heuristic. Table 3 provides further evidence that the decreasing switching curve displayed in Figure 2 can play a significant role even when the system has arrivals. In this case, situations were searched for in which the static problem displayed the decreasing switching curve structure displayed in Figure 2 . Arrivals were then added to the system so that the traffic intensity for server 2 is light or moderate (between 0.333 and 0.75). Once again, the performance of the heavy traffic and the static policies was compared. 
Conclusion
In this paper, we addressed the scheduling of a flexible server in a system with one flexible and one dedicated server where the flexible server processes its own jobs but is also able to process the jobs of the dedicated server. We were able to provide a complete characterization of the optimal policy, for the first time in the literature, for the case with no arrivals. This characterization is a function of two simple inequalities which can be very easily checked. Finally, through a numerical study, we were also able to show that a lot of the insights we gain from characterizing the structure of the optimal policy in the case with no arrivals actually apply also under light or moderate traffic.
Further research should focus on a complete characterization of the optimal policy structure in the case with arrivals. Also, a focus on more complicated network structures than the one we considered here is likely to lead to new and important insights. With an increase in flexible machinery, the importance of managing and coordinating the work of flexible resources is likely to grow in importance. We believe that this paper provides a first step in understanding the management of such resources.
