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ABSTRACT
Data from the Federal Highway Administration (FHWA) indicates that there is an
increase in the number of vehicles on already congested roadways. For a department of
transportation (DOT) to keep up with this increased demand, it is necessary for them to
continuously collect and monitor traffic volume on the roads they maintain. One of the
most important parameters that DOTs collect and use for traffic engineering and
transportation planning studies is annual average daily traffic (AADT). The DOTs are also
required to collect and report AADTs to the Federal Highway Administration annually as
part of the Highway Performance Monitoring System (HPMS) program. AADTs are
typically obtained by using pneumatic tubes to count traffic for 24 hours; these “shortterm” counts are then converted to AADTs based on expansion factors. This method
requires an enormous amount of time and money. For these reasons, the SCDOT can only
afford to perform short-term counts at a limited number of locations throughout the state
every two or three years. The counts from these locations are known as “coverage counts”.
However, the South Carolina DOT (SCDOT) is required to determine and report the
AADTs on all roads it maintains, including non-coverage locations, where short-term
counts have never been collected or were collected more than 10 years ago. In absence of
a methodology, the SCDOT simply assumes the AADT to be 100 vehicles/day (vpd) for a
rural local road and 200 vpd for an urban local road.

This thesis investigates the

applicability and effectiveness of the kriging method to estimate AADT at non-coverage
locations. Other studies have investigated the use of kriging to estimate AADTs, but they
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have been applied at a local or regional level. This study was the first to evaluate the
kriging method statewide. The effectiveness of the kriging method was evaluated against
other interpolation methods, including nearest neighbor, average k nearest neighbors,
inverse distance weighting, and the SCDOT’s current default values.
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CHAPTER 1

INTRODUCTION

South Carolina’s Department of Transportation (SCDOT) is responsible for
roadway planning, maintenance, and upgrading. For the SCDOT to adequately perform
these tasks, they need to collect traffic data to measure roadway usage and assess trends.
A measure often used to assess roadway usage is known as annual average daily traffic
(AADT). According to the Federal Highway Administration (FHWA), “AADT estimates,
with as little bias as possible, the mean traffic volume across all days for a year for a given
location along a roadway” (Federal Highway Administration, 2018).
AADT can be determined through various methods, but the de facto standard
involves the use of pneumatic tubes to obtain short-term counts. The pneumatic tubes can
count traffic for 24 hours; these “short-term” counts are then converted to AADTs based
on expansion factors. These factors account for the day of the week and month of the year
in which the short-term count was performed. If a short-term count was performed in a
previous year, an expansion factor can be utilized to “grow” the previous AADT estimate
to the current year AADT estimate (Federal Highway Administration, 2018).
The cost of performing a short-term count (both time and money) is its greatest
limitation. A short-term count requires the SCDOT to send its personnel to go to the
roadway of interest and set up the pneumatic tubes and counters or hire a contractor at a
cost. This practice is labor intensive, costly, and puts the safety of SCDOT personnel or
contractors at risk. According to the New York State Department of Transportation, a
short-term count costs approximately $100 (Holik, Tsapakis, Vandervalk, Turner, &
1

Habermann, 2017). In South Carolina, there are about 28,600 roads that have no available
count information, which means the SCDOT would need to spend nearly $2.9 million to
obtain short-term counts for these roads. Both time and budget constraints make shortterm counts an impractical and infeasible approach to obtaining AADTs at non-coverage
locations on a continuing basis.
Currently, the SCDOT is using short-term counts to obtain AADT values at
coverage locations. A map of these coverage locations is shown in Figure 1.1. Even
though there appear to be many coverage locations, there are significantly more noncoverage locations where an AADT value is required. These non-coverage locations are
shown in Figure 1.2. Since it is impractical to perform a short-term count at every noncoverage location, the SCDOT simply uses a default AADT value based on the roadway’s
functional class and area type. If the roadway is a local rural road then the default AADT
value is 100 vehicles/day (vpd), and if the roadway is an urban local road then the default
AADT is 200 vpd. It is evident that these default values may grossly underestimate the
actual AADTs. To address this shortcoming, this thesis investigates the applicability and
effectiveness of the kriging method to estimate AADT at non-coverage locations.
Kriging is a geostatistical method that can be used to estimate a variable (i.e.,
AADT) at non-coverage locations by using a linear combination of the variable (i.e.,
AADT) at coverage locations. It has been used to accurately estimate non-coverage AADT
values in multiple areas (Eom, Park, Heo, & Huntsinger, 2006), (Wang & Kockelman,
2009), (Selby & Kockelman, 2013), and (Shamo, Asa, & Membah, 2015). However, the
SCDOT requires a method that can be implemented statewide, and kriging has not been
tested on such a large scale.

2

Figure 1.1 Map of coverage locations where short-term counts have been performed
Therefore, this thesis is focused on applying the kriging method statewide, while
still providing accurate results. Another goal of this study is to produce a user-friendly and
practical tool that can be used by the SCDOT staff on a frequent basis. For this reason, the
kriging model is implemented in Excel using Visual Basic for Applications (VBA). Figure
1.1 shows a screenshot of the program’s graphical user interface (GUI). There are six steps
involved, as labeled, in running the kriging program. The first step clears previously
calculated AADTs at non-coverage locations. The next two steps import the coverage and
non-coverage datasets, respectively. The fourth step creates a plot showing the locations
of the non-coverage dataset. Next, the fifth step uses the coverage dataset to develop the
empirical and theoretical semivariograms. The final step uses the developed theoretical
semivariogram to estimate the AADT at all non-coverage locations. There is also a set of
controls that implement the other methods, SCDOT default values, nearest neighbor,
average k nearest neighbors, and inverse distance weighting.
3

The remaining chapters of this thesis are as follows. Chapter 2 provides a detailed
literature review of different AADT estimation techniques. Chapter 3 summarizes a survey
that was sent out to every state’s department of transportation. Chapter 4 describes the
methodology

used

in

this

study,

including

a

data

description

and

data

cleaning/manipulation, and a description of the kriging model. Chapter 5 presents how the
methodology was implemented in the Excel VBA tool. Chapter 6 explains the different
tests that were performed, such as the comparison of the kriging model to other AADT
estimation techniques. Lastly, Chapter 7 provides a summary of the work and concluding
remarks.

Figure 1.2 Map of non-coverage locations where an AADT estimate is required

4

Figure 1.3 Screenshot of Excel GUI used for AADT estimation
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CHAPTER 2

LITERATURE REVIEW

There have been many studies that focus on AADT estimation. The majority
focused on developing techniques to estimate AADT values from short-term counts. A
much smaller number of studies explored methods to estimate AADT at locations where
no counts have been taken in recent years (at least 10 years) and no nearby recent count
information is available; these are referred to as “non-coverage” locations by some state
DOTs and “out-of-network” locations by others. Collectively, the AADT estimation
methods could be grouped into the following categories: multiple linear regression, kriging,
machine learning, travel demand, centrality, and emerging methods. The last category
includes recent studies (within the past 5 years) that have proposed new techniques to
estimate the AADT at non-coverage locations. The following review provides a summary
of studies that examined techniques for estimating the AADT at non-coverage locations.
Readers are referred to the work of (Lam & Xu, 1999), (Sharma S. , Lingras, Xu, & Liu,
1999), (Sharma S. , Lingras, Liu, & Xu, 2000), (Sharma, Lingras, Xu, & Kilburn, 2001),
(Tang, Lam, & Ng, 2003), (Islam, 2016), (Khan, et al., 2018), and (Chowdhury, et al.,
2019) for a comprehensive review of techniques developed to estimate AADT at innetwork locations.

2.1 Multiple Linear Regression
The following sub-sections (2.1.1 and 2.1.2) provide a summary of key findings
from papers that utilized multiple linear regression. This includes both ordinary multiple
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linear regression (OMLR) and geographically weighted multiple linear regression
(GWMLR).
2.1.1 Ordinary Multiple Linear Regression
In 1998, Mohamad et al. (Mohamad, Sinha, Kuczek, & Scholer, 1998) investigated
the use of multiple linear regression to predict the AADT of local roads in Indiana. This
was one of the first studies to predict AADT values at a non-coverage location. Both
quantitative and qualitative variables were used to predict AADT values. The predictor
variables that were initially used included urban/rural classification, easy access to a state
highway, interstate existence, county population, total state highway mileage of county,
per capita income, total households, total vehicle registration of county, total employment,
total arterial mileage of county, and total collector mileage of county. After investigation,
it was determined that urban/rural classification, easy access to a state highway, county
population, and total arterial mileage of county were the most significant variables. The
model containing only these four variables was then validated by randomly measuring the
AADT at eight new locations and using the model to predict those values. The mean square
error of the validation set was 16%. The authors indicated that since the mean square
prediction error of the validation set was similar to the mean square error of the test set,
their model is unbiased.
In 1999, Xia et al. (Xia, Zhao, Chen, Shen, & Ospina, 1999) developed a multiple
linear regression model to estimate AADT on out-of-network roads in urban areas of
Florida. Using 450 count stations, their study was able to develop a large data set for
multiple linear regression modeling, which had not been accomplished before. The 14
predictor variables investigated were categorized into roadway characteristics,
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socioeconomic characteristics, and road network connectivity measurements. Variable
reduction was performed using statistical methods similar to those in Mohamad et al. 1998.
After utilizing statistical tests, the authors noted that roadway characteristics were more
significant than socioeconomic factors; the socioeconomic factors had little effect on
AADT. The roadway characteristics considered included the number of lanes, the area
land use type, and the functional classification. After removing redundant independent
variables, the final model had six predictor variables (including accessibility to nonstate
roads, number of lanes, land use type, functional classification, automobile ownership, and
service employment) and was validated using data from 40 additional locations. The Rsquared value for the 40 selected locations was 0.63 and the mean absolute percent error
(MAPE) was 22.7%.
In 2000, Seaver et al. (Seaver, Chatterjee, & Seaver, 2000) expanded the multiple
linear regression methodology by incorporating principal component analysis and a cluster
regression analysis. Starting with 45 potential parameters, principal component analysis
was used to reduce the number of independent variables to around 7 or 8, depending on the
area being investigated. These principal variables included percent population change,
median travel time, number of agricultural farms, percent of farm with 500+ acres, median
household income, median time to leave for work, distance to MSA, average daily traffic,
population density, unemployment rate, number of persons working outside of the county,
and per capita income. The cluster regression analysis was able to locate groups with the
same road type and metropolitan status (either in or out of a metropolitan statistical area,
MSA). Within each cluster, a multiple linear regression was performed to estimate AADT
using the previously determined principal variables. However, even with the integration
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of these techniques, the success of the model varied greatly. The models within an MSA
achieved an R-squared value ranging from 0.46 to 0.75, and the models outside of an MSA
achieved an R-squared value ranging from 0.27 to 0.94.
In 2001, Zhao and Chung (Zhao & Chung, 2001) continued the work that was
started in 1999 by Xia et al. By 2001, the already large database of AADT count
information had grown to incorporate all AADT’s for state roads, the federal functional
classification system, and more extensive land-use and accessibility variables. With these
improvements to the database, four multiple linear regression models were developed. One
model had four variables, two models had five variables, and one model had six variables.
The most promising of the models had five variables (number of lanes, functional class,
regional accessibility to employment centers, an employment indicator, and direct access
to an expressway) achieved an R-squared value of 0.818, which is a good improvement
from the R-squared value of 0.63 in the 1999 study.
In 2006, Anderson et al. (Anderson, Sharfi, & Gholston, 2006) was able to compare
the multiple linear regression method to a travel demand method by focusing on a small
urban community in Alabama. The travel demand method is regarded as a well-established
method, but it is computationally expensive, especially for large networks. Therefore, it
was necessary to determine if multiple linear regression, which is much more time efficient,
could produce comparable results.

The multiple linear regression model had five

independent variables: number of lanes, functional class, population, employment, and a
binary variable that represented mobility. After both models were developed, it was
observed that both models produced similar results. This was confirmed by using a t-test,
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graphical inspection, and a Nash-Sutcliffe statistic. The R-squared value for the multiple
linear regression model was 0.819.
In 2008, Pan (Pan, 2008) extended multiple linear regression to estimate the AADT
of all roads in Florida. The independent variables that were considered included social
economic variables (population, total lane mileage of highway, vehicle registration,
personal income, retail sales, municipalities, and labor force) and roadway characteristic
variables (divided/undivided median, number of lanes, rural/urban, land use, and
accessibility to freeways). The state of Florida was broken into 3 categories based on
population (low, medium, and high population), and for each of these two models were
developed. One model was developed for the state/county highways and another model
was developed for local street roads. It was observed that the highway model outperformed
the local model for all three population areas. However, it was also noticed that the models
developed for the low population areas (MAPE of 31.99% and 46.69%) outperformed the
models that were developed for the medium (MAPE of 65.01% and 65.35%) and high
(MAPE of 46.81% and 159.49%) population areas.
In 2012, Lowry and Dixon (Lowry & Dixon, 2012) integrated a multiple linear
regression model into ArcGIS by using open source Python scripts. Since most rural roads
have uniform characteristics, a multiple linear regression analysis would not be able to
predict AADT because there is not enough variability in the independent variables. To
overcome this limitation, a new parameter called connectivity importance index was
introduced. The connectivity importance index was determined by finding the shortest
path between every node in the network. The number of times a node was included in a
shortest path was that node’s connectivity importance index. By using functional class,
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number of lanes, and connectivity importance index as independent variables, a multiple
linear regression model was created with an R-squared value of 0.72.
In 2014, Yang et al. (Yang, Wang, & Bao, 2014) proposed a new variable selection
procedure for multiple linear regression called smoothly clipped absolute deviation penalty
(SCAD). This selection procedure was able to select significant independent variables and
estimate regression coefficients in one step, instead of being split into two different
procedures. The SCAD selection procedure was then compared to backward and forward
variable selection procedures. The following variables were determined to be significant:
number of cars in a satellite image, number of lanes, housing units, median income,
percentage below the poverty line, and car intensity in a satellite image. It was observed
that backward and SCAD selection procedures resulted in the same R-squared value
(0.6954), while both outperformed forward variable selection (0.6423).
In 2016, Apronti et al. (Apronti, Ksaibati, Gerow, & Hepner, 2016) developed a
multiple linear regression model to predict AADT values in Wyoming. The final model
utilized pavement type, access to primary or secondary roads, agricultural cropland,
agricultural pastureland, industrial areas, and population in the census block group as
independent variables. Using the Box-Cox transformation, it was determined that a log
transform of AADT would enhance the multiple linear regression.

Before the log

transformation was applied the R-squared value was 0.44, and after the log transformation
was applied the R-squared value was 0.64. Also, after the log transformation of AADT,
the errors appeared constant and the residuals appeared normally distributed, again
showing the benefit of a log transformation. Lastly, when the multiple linear regression
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model was validated, the R-squared value was 0.69. Similar test and validation R-squared
values implied that the model was not biased.
In 2016, Staats (Staats, 2016) utilized probe counts in multiple linear regression to
predict AADT values on local roads in Kentucky. The state of Kentucky was split into 3
geographic areas by using highway districts, which was done to account for geographic
and socioeconomic variability. Then, a model was developed using probe count (which
was vehicle GPS data), residential vehicle registration, and curve rating as independent
variables for each of the 3 areas. For each of the 3 areas investigated, a rural model and an
urban model was developed. The rural models were developed by using only AADT values
that ranged between 20 vpd and 1000 vpd. This was chosen because a road was not
considered rural if the AADT was above 1000 vpd. This limitation was not imposed on
the urban model. For the rural models, the MAPE ranged from 61% to 87%, while the
MAPE for the urban models ranged from 354% to 1956%.
2.1.2 Geographically Weighted Multiple Linear Regression
In 2004, Zhao and Park (Zhao & Park, 2004) were one of the first to investigate
geographically weighted multiple linear regression (GWMLR) models for use to estimate
AADT. Studying roads in Florida, an ordinary multiple linear regression model was
created to serve as a control, and the same parameters were then used in two geographically
weighted models.

The parameters utilized included the number of lanes, regional

accessibility to employment centers, population size, employment size, and direct access
to expressways. The first model utilized a bi-square weighting function, and the second
model utilized a Gaussian weighting function. Both GWMLR models outperformed the
control model (R-squared value of 0.764), while the bi-square model (R-squared value of
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0.8756) outperformed the Gaussian model (R-squared value of 0.8700). This improvement
over ordinary MLR shows the necessity of utilizing spatial variation when predicting
AADT values.
In 2012, Pulugurtha and Kusam (Pulugurtha & Kusam, 2012) improved upon
GWMLR by investigating multiple bandwidths to estimate off-network characteristics.
Both negative binomial and Poisson weighting distributions were investigated, and it was
observed that the negative binomial weighting distribution outperformed the Poisson
weighting distribution. It was also observed that an appropriate bandwidth varies with the
functional class being investigated.

For freeways/expressways a 5 mile buffer was

appropriate, while a 3 mile buffer was appropriate for major thoroughfares and a 2 mile
buffer was appropriate for minor thoroughfares. A model was developed for the entire
study area and additional models were developed for each functional class. The entire
study area model had the following predictor variables: urban classification, freeways or
expressways, major thoroughfares, number of lanes, population, manufactured house, and
if the land use type was innovative. The quasilikelihood under the independence model
criterion (QIC) was used to assess the models, and for this metric a smaller value is optimal.
The entire study area model’s QIC was found to be 61.43 for the negative binomial
weighting and 1945 for the Poisson weighting. The functional class based models included
the following predictor variables: urban classification, number of lanes, speed limit,
upstream link speed limit, downstream link speed limit, downstream cross street link
number of lanes, population, manufactured house, and rural district. Based on a drop in
QIC, it was observed that segmenting the study area into groups based on functional class
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allowed for better accuracy. This improvement was also observed in the ordinary MLR
models.

2.2 Kriging
In 2006, Eom et al. (Eom, Park, Heo, & Huntsinger, 2006) were at the forefront of
utilizing kriging to estimate AADT at nonfreeway facilities.

Multiple theoretical

semivariograms were investigated, including Gaussian, exponential, and spherical. A
theoretical semivariogram model was fitted to the experimental semivariogram by two
approaches, weighted least squares (WSL) and restricted maximum likelihood (REML),
with ordinary least squares (OLS) acting as a benchmark. The best semivariogram model
for the weighted least squares was the spherical model while the best model for restricted
maximum likelihood was the exponential model. It was observed that both methods
provided more accurate AADT estimations in both urban and rural areas when compared
to traditional regression estimates (WLS had a mean square prediction error, MSPE, of
2.91, REML achieved an MSPE of 2.86, and OLS achieved an MSPE of 3.12). This shows
that kriging can be utilized to estimate AADT values more accurately than MLR, without
drastically increasing the complexity of the method.
In 2009, Wang and Kockelman (Wang & Kockelman, 2009) improved upon the use
of kriging by breaking the state of Texas into two different models, one for interstate
highways and another for principal arterials. Once theoretical semivariograms were
computed for each road type, it was observed that interstate highways had a higher nugget
effect and range when compared to the principal arterial road class. It was also observed
that the interstate highway developed model resulted in a median error of 33%. This was
due to the kriging method overestimating the AADT values on roads that had low traffic
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volumes. It was observed that the model performed well for roads that have an AADT
greater than 1000 vpd. However, the overestimation could have occurred because the
model was being implemented on interstate highways, meaning that a highway with a low
AADT value would be an outlier compared to the other AADT locations.
In 2013, Selby and Kockelman (Selby & Kockelman, 2013) compared kriging to
GWMLR, and then investigated utilizing Euclidian distance instead of network distance.
After developing both models, it was observed that kriging outperformed GWMLR (a 38% improvement in average absolute errors was observed). Following this, Euclidian
distance and network distance were compared to see the effects on the model’s error. There
was no sizable difference in error between using Euclidian or network distance. This
means that the time costly work of finding network distances can be exchanged with simple
Euclidian distance.
In 2015, Shamo et al. (Shamo, Asa, & Membah, 2015) comprehensively investigated
different kriging techniques and different semivariogram models to estimate AADT on
roads in Washington. The different kriging techniques that were investigated included
simple kriging, ordinary kriging, and universal kriging, while the semivariogram models
that were investigated included spherical, exponential, and Gaussian. The models were
developed for traffic count data from different years (2008, 2009, and 2010). The best
fitting semivariogram model was not consistent for each kriging technique or year. In
2008, the exponential model was the best choice for all techniques, while in 2009 it was
the spherical model. In 2010, the spherical model was used for simple and ordinary kriging,
but the exponential model was used for universal kriging. It was also observed that simple
kriging was the best model in 2008 and 2009, but ordinary kriging was the best model in
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2010. Lastly, it was noticed that the RMSE was not constant for each year. In 2008 the
RMSE ranged from 56.48% to 59.01%, while in 2009 it ranged from 94.49% to 95.31%,
and in 2010 it ranged from 82.54% to 84.15%. This lack of consistency between the best
performing semivariogram model shows the necessity in comparing all semivariogram
models whenever new data is available, instead of relying on one model.

2.3 Machine Learning
In 2009, Castro-Neto et al. (Castro-Neto, Jeong, Jeong, & Han, 2009) investigated
the use of support vector regression with data-dependent parameters to predict AADT
values on Tennessee roads. A comparison between support vector regression with datadependent parameters, Holt exponential smoothing, and ordinary least squares regression
was conducted by using Tennessee DOT data. After applying the different models to urban
and rural roads, it was observed that the support vector regression with data-dependent
parameters performed better than Holt exponential smoothing (MAPE of 2.26% compared
to 2.69%), which performed better than the ordinary least squares regression (MAPE of
3.85%).
In 2015, Sun and Das (Sun & Das, 2015) utilized a modified support vector
regression (SVR) method to estimate AADT on non-state roads in Louisiana. Using total
population, total jobs, distance from interstate, and distance from a major US highway as
independent variables, the SVR models were developed. Eight parishes in Louisiana were
selected as the validation set for the analysis. Two SVR models were developed for each
parish, one for rural areas and another for urban areas. For the rural models, the percent of
samples that had an error of less than 100 vpd ranged from 64% to 84%, while the percent
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of samples that had an error less than 100 vdp for the urban area ranged from 63% to 100%
(although the 100% parish only had 5 sites being investigated).
In 2020, Sfyridis and Agnolucci (Sfryidis & Agnolucci, 2020) integrated clustering
with regression modeling to predict AADT on all roads in England and Wales. Since the
predictor variables were both numeric and categorical, the K-prototype algorithm was used
for clustering. By utilizing the elbow method, it was determined that the optimum number
of clusters was five. The regression modeling was performed by ordinary multiple linear
regression, random forest, and support vector regression. After using 80% of the test data
for model development, the models were compared on the remaining 20%. The support
vector regression model produced a MAPE ranging from 2% to 277% and was comparable
to the random forest method, which produced a MAPE ranging from 2% to 288%. Both
methods outperformed the multiple linear regression method, which produced a MAPE
ranging from 2% to 325%.

2.4 Travel Demand
In 2009, Zhong and Hanson (Zhong & Hanson, 2009) were among the first to
implement travel demand models by estimating traffic volumes on low-class roads in New
Brunswick. The quick response method from the National Cooperative Highway Research
Program (NCHRP) was used for trip generation, attraction, and balancing. Next, a gravity
model was used to distribute trips to the different zones. A logit route-choice method was
then implemented to assign traffic to the routes in the study area. The summation of traffic
volumes for all trips was then used to estimate the daily traffic volume, which was then the
AADT estimate. Traffic counts were then used to compare the estimations to actual results.
Arterial highways had an average error of 9%, while collector highways had an average
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error of 44% and local highways had an average error of 174%. It was observed that these
errors could be the result of traffic not being distributed to local or rural roads during the
trip distribution process.
In 2013, Wang et al. (Wang, Gan, & Alluri, 2013) proposed an updated travel
demand method to predict the AADT of local roads in Florida. The proposed travel
demand model was based on parcel level trip generation, distribution, and assignment. The
parcel level model accounts for a driver’s response to a given local street system, while the
traditional model would try to predict a driver’s choices for an entire origin-destination
trip. The parcel level model was compared to a typical regression model. The typical
regression model resulted in a MAPE of 211%, while the proposed parcel level model
resulted in a MAPE of 52%. This was an improvement when compared to the previous
study by Zhong and Hanson in 2009 and was caused by a mechanism similar to the
improvement seen in other methods when a study area was broken into different regions.

2.5 Centrality
Centrality based methods rely on a node’s centrality measure to predict the node’s
AADT value. There are multiple forms of centrality, but each form is a measure of how
popular or utilized a node is. For example, stress centrality is the number of times a node
is included in the shortest distance between every node pair. If a node has a high stress
centrality, then multiple shortest paths go through that node, implying its popularity.
Another common form of centrality is closeness centrality, which is based on the distance
between every node. A node with high closeness centrality will be close to multiple nodes,
which implies that node’s popularity.
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In 2014, Lowry (Lowry, 2014) studied the use of centrality for AADT estimation
in Moscow, Idaho. Stress centrality was used as the form of centrality and was equal to
the number of times a link would be used if someone traveled the shortest distance between
every node pair. This was then modified by limiting the set of nodes to only origindestination pairs and applying multipliers based on the land use type of the origin and
destination nodes. The modified stress centrality was then implemented in an ordinary
least squares regression and a robust regression that used a transformed AADT value. The
calibration median absolute percent error (MdAPE) for the ordinary least squares model
was 34% while the validation MdAPE was 22%. The calibration MdAPE for the robust
model was 28% and the validation MdAPE was 29%. Lastly, the number of AADT
observations being utilized was varied from 10 to 350, and the MdAPE for each number
of observations was determined. It was observed that having over 100 observations made
the validation and calibration MdAPE similar, which means that having over 100
observations made the model less biased.
In 2017, Keehan (Keehan, 2017) studied the applicability of a centrality measure
to predict AADT values on roads in South Carolina. Origin-destination centrality was
investigated, which included internal-internal, internal-external, and external-external.
These three parameters were then combined with three additional parameters, functional
class, speed limit, and number of lanes, to produce a multiple linear regression model. It
was determined that internal-internal centrality, external-external centrality, and speed
limit would be the parameters in the final regression model. The final regression model
was then compared to the traditional travel demand model, and it was observed that the
regression model outperformed the travel demand model in terms of RMSE and R-squared

19

value (an R-squared value of 0.8292 was obtained). The number of count stations used for
input was also varied, and it was observed that using 60% or more of the count stations
resulted in similar median absolute percent error values. Therefore, the number of count
stations used could be reduced by 40% without a loss of accuracy.

2.6 Emerging Methods
Multiple methods have been developed to predict AADT at non-coverage locations.
Most of these methods have been used multiple times in different areas, so their accuracy
is well known. However, there are some methods that have only recently been developed
and have yet to be applied widely. These emerging methods are nonlinear regression and
a point-based model. These are described in more detail below.
2.6.1 Nonlinear Regression
In 2018, Chang and Cheon (Chang & Cheon, 2019) proposed a methodology to
estimate AADT based on vehicle GPS data, also known as probe data, in South Korea. The
methodology (KWPC) uses a locally weighted power curve to transform the k nearest
probe counts to AADT. The number of nearest probe counts, k, was calibrated by using
the elbow method. The KWPC model was then compared to multiple linear regression,
geographically weighted multiple linear regression, and kriging. The KWPC model had
the lowest MAPE (7.5%), followed by multiple linear regression (9.5%), then GWMLR
(10.5%), and lastly kriging (42.5%).
2.6.2 Point-Based Model
In 2018, Unnikrishnan et al. (Unnikrishnan, Figliozzi, Moughari, & Urbina, 2018)
implemented a point-based model to estimate the AADT of roads in Oregon. The pointbased model assigns a region a set of roadway characteristics that are each worth one point.
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The number of characteristics that a roadway has will be the number of points associated
with that roadway. The number of points that the roadway has was then related to the
estimated AADT of that roadway. The region being investigated was broken into 4
separate areas, each having its own model and set of roadway characteristics. For the local
roads, the median error ranged from -16 to 151. The limitation of this model comes from
the homogenous nature of local roads, which generally have the same characteristics in an
area. This means that the features will not vary enough in an area to describe the trends of
AADT in that area.

2.7 Summary
A summary of each study investigated in this literature review is shown in Table
2.1. This includes the year that the study was published, the authors of the study, the AADT
estimation technique, the study area, and the reported error of the study. Since different
error parameters were used between studies, the error parameter was also included in the
reported error column.
The following conclusions were made from the literature review:
•

Ordinary multiple linear regression is the simplest technique for AADT
estimation. This has led to numerous studies investigating the use of
OMLR, which makes it a very well documented method, and many
advancements have been made throughout its utilization.

However,

collecting sufficient data for the method to be accurate can be time
consuming and difficult. Also, multiple linear regression is not able to take
spatial variations into account with its estimation.

Lastly, roadway

characteristics have been shown to be the best predictor variables for

21

AADT, but they do not have enough variability to fully account for the wide
range of AADT values seen on both coverage and non-coverage roads.
•

GWMLR is more complex than OMLR but can account for spatial variation
with the use of different weighting functions (Poisson, negative binomial,
Gaussian, and bi-square). Like OMLR, it has been shown that model
accuracy can be improved by breaking a study area into different regions
based on road type. This method shows more promising results than OMLR
but has the same data collection difficulty.

•

Kriging is not more complex than GWMLR. However, by utilizing only
coverage AADT values as the independent variable the data collection cost
can be reduced. By combining the simple data collection with the accurate
results of its estimation, this is a very promising method.

•

Machine learning shows promise as a method for AADT estimation and has
been able to produce accurate results. However, its complexity makes it
difficult to implement and many users might view it as a “black-box”
algorithm.

•

Travel demand methods are theoretically sound because they focus on
assigning traffic based on travel assignment. This is what causes their
accurate AADT estimates. However, for even relatively small networks,
these assignments can be very computationally expensive. Therefore, the
travel demand methods are difficult to employ across an entire state.

•

Centrality methods have more recently emerged to estimate AADT. They
utilize network characteristics which make them similar to travel demand
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methods, but the centrality is used with multiple linear regression to make
the AADT prediction. Therefore, centrality can be performed quickly when
compared to other travel demand methods. However, it can still be time
consuming to determine the shortest path between all network nodes, which
results in difficulty implementing these methods.
•

Emerging methods have shown promise, but this has not been verified by
multiple studies. Once more studies have reached similar results, these
methods could be investigated further. Until then, other methods will be
able to provide reliable results for this study.

Based on these summary findings, kriging will be implemented for the following
reasons. First, it will be able to provide sufficiently accurate results. After development,
the kriging models should be able to outperform the typically used multiple linear
regression model. Also, kriging will be able to provide these results while still being
implemented in Excel, allowing the software to be easy to use. This will also prevent the
software from acting like a black-box, and if any changes need to be made, they can quickly
be addressed through VBA. Lastly, by only using coverage AADT values as an input,
there will be no extra data collection required to utilize the software.
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Table 2.1 Summary of literature review
AADT
Estimation
Technique
MLR
MLR
MLR
MLR
GWMLR
MLR
K
MLR
SVR

Study Area

Reported Error

Indiana
Florida
Georgia
Florida
Florida
Alabama
North Carolina
Florida
Tennessee

K

Texas

TD

New Brunswick

MLR

Idaho

MSE=16%
MPE=20%
R2=0.27-0.94
R2=0.818
R2=0.8756
R2=0.819
MSPE=2.86
MAPE=32-159%
MAPE=2.26%
Median percent
error=33%
Average error=9174%
R2=0.72

GWMLR

North Carolina

MAPE=26-35%

K

Texas

MPE=-6.5-3.9%

TD
C
MLR

Florida
Idaho
North Carolina

Shamo et al.

K

Washington

Sun and Das

SVR

Louisiana

MAPE=52%
MdAPE=22-29%
R2=0.6954
RMSE=56.4895.31
Percent within
100=63-100
R2=0.64
MAPE=61-87%
R2=0.8292
MAPE=7%
Median error=-16151

Year

Author(s)

1998
1999
2000
2001
2004
2006
2006
2008
2009

2013
2014
2014

Mohamad et al.
Xia et al.
Seaver et al.
Zhao and Chung
Zhao and Park
Anderson et al.
Eom et al.
Pan
Castro-Neto et al.
Wang and
Kockelman
Zhong and
Hanson
Lowry and Dixon
Pulugurtha and
Kusam
Selby and
Kockelman
Wang et al.
Lowry
Yang et al.

2015
2015

2009
2009
2012
2012
2013

2016
2016
2017
2018

Apronti et al.
MLR
Wyoming
Staats
MLR
Kentucky
Keehan
C
South Carolina
Chang and Cheon
EM
Ulsan City
Unnikrishnan et
2018
EM
Oregon
al.
Sfyridis and
2020
SVR
Wales
MAPE=2-277%
Agnolucci
MLR=Multiple linear regression, GWMLR=Geographically multiple linear regression,
K=Kriging, SVR=Support vector regression, TD=Travel demand, C=Centrality, and
EM=Emerging methods
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CHAPTER 3

STATE DOT SURVEY

SCDOT is required to determine and report the AADTs on all roads it maintains,
including non-coverage locations. In general, AADT is calculated by performing a shortterm count and then using factors to expand the count into an AADT value. However, it is
not financially possible to perform a short-term count on every road. Therefore, it was
necessary to develop a method that can use nearby AADT values to estimate the AADT at
non-coverage locations. To understand the state-of-the-art practice with regards to AADT
estimation at non-coverage locations, a survey was created and sent to every state DOT.
The questions and response types utilized in the survey are shown below in Table 3.1, and
the summary of the responses to that survey are explained in the following sections.

3.1 Question 1
Question 1 asked what agency the respondent was working for. In total, there were
17 responses to this question. The following states took part in this survey.
•

South Carolina

•

California

•

Mississippi

•

Indiana

•

Vermont

•

Oregon

•

Wyoming

•

Pennsylvania

•

New York

•

North Carolina

•

Michigan

•

Idaho

•

New Hampshire

•

West Virginia

•

Montana

•

New Jersey

•

Louisiana
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Table 3.1 List of questions and response types in survey
Question
#

Question

Response Type

Question
1

Which agency do you represent (e.g., South Carolina
DOT)?

Short Answer

Please indicate the method, technique, or procedure your
agency uses to estimate AADT at non-coverage or out-ofQuestion network locations. At these locations, there is no recent
2
history of past counts (within the last 10 years), and they
are not near a station with recent counts (within the last 10
years). Check all that apply.

Check Boxes

Question
3

Short Answer

Please share a link to a document or report that provides
details about your method.

Question How satisfied are you with your current AADT estimation
4
at non-coverage locations?
Question
5

Is your agency using any tool to estimate AADT at noncoverage locations?

Question
Would you be willing to share your tool with the SCDOT?
6
Question
7

During our research, we may need to follow up with you
for additional information. Please provide your name and
email/phone number for us to contact you. Thank you for
taking the time to complete this survey.

Scale (1 to 5)
Yes or No
Yes or No

Short Answer

3.2 Question 2
Question 2 asked the respondent to select the current AADT estimation method
utilized by their organization. In total, there were 17 responses to this question. The
following were the options that could be selected.
•

Multiple linear regression

•

Neural networks

•

Nonlinear regression

•

Time series

•

Spatial regression

•

Image processing

•

Geospatial method

•

Visual estimation

•

Support vector regression

•

Other
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Since more than one technique is used by some DOTs, there was a total of 21
selections for this question. A histogram of selections is shown in Figure 3.1.

Count

Histogram of Techniques Utilized
10
9
8
7
6
5
4
3
2
1
0

Figure 3.1 Histogram of question responses
Since the most selected category was “Other”, a histogram was created for the
responses in the “Other” category and is shown in Figure 3.2.

Lastly, a combined

histogram was created and shows only techniques that are being utilized. This is shown in
Figure 3.3.
From Figure 3.3, it was observed that the most common AADT estimation
technique was multiple linear regression. However, the next three most popular techniques
(visual estimation, default values, and none) represent agencies not having a sophisticated
estimation technique. Since the most popular techniques were unsophisticated, it was
noted how important simplicity is for a method to be implemented.
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Histogram of Techniques in Other Category
5

Count

4
3
2
1
0
Default values

None

Spatial regression

Travel demand

Figure 3.2 Histogram of techniques in “other” category

Histogram of All Techniques
6
5

Count

4
3
2
1
0
Multiple Visual Default
linear estimation values
regression

None

Geospatial Nonlinear Spatial
Travel
method regression regression demand

Figure 3.3 Histogram of all techniques being utilized
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3.3 Question 3
This question asked state agencies to provide a document or link that could explain
their current AADT estimation technique. In total, there were 4 responses to this question.
For confidentiality reasons, the responses remain private.

3.4 Question 4
Question 4 asked the state agencies to rate their satisfaction with the current AADT
estimation technique on a scale of 1 to 5 (with 5 being satisfied and 1 being unsatisfied).
In total, there were 14 responses (since 3 DOTs said that they do not have an AADT
estimation technique, there were 3 agencies that were not able to indicate their satisfaction).
A histogram was created that shows the satisfaction of DOTs with their current AADT
estimation procedure. This can be seen below in Figure 3.4. From Figure 3.4, it was
observed that the majority of DOTs are not satisfied with their current AADT estimation
technique, since 10 of the 14 respondents reported less than a 4 in satisfaction. This showed
the desire of DOTs to have a more satisfactory AADT estimation method.

Histogram of DOT Satisfaction
6
5

Count

4

3
2
1
0
1 - Unsatisfied

2

3
Satisfaction

4

Figure 3.4 Histogram of satisfaction with current AADT techniques
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5 - Satisfied

3.5 Question 5
Question 5 asked the agencies if they utilized a tool to assist in the AADT
estimation technique.

In total, there were 17 responses to this question, with 13

respondents reporting “yes”, and the remaining 4 respondents reporting “no”.

3.6 Question 6
Question 6 asked if agencies were willing to share their AADT estimation tool.
Due to only 4 DOTs having a tool, there were only 4 responses to this question. All 4
agencies were willing to share their tool.

3.7 Question 7
Question 7 asked agencies for contact information for follow up questions. In total,
there were 17 responses to this question.

3.8 Summary
Several findings were discovered due to the DOT survey that was sent out.
Primarily, the most used method for AADT estimation was multiple linear regression (with
5 respondents), but there were 8 respondents that use either visual estimation, default
values, or do not have an estimation technique. This showed that there was a need for an
AADT estimation technique, one that is simple enough to be easily implemented. This is
supported by the responses to question 4. Most DOTs rated their satisfaction with the
current AADT estimation technique as less than 4 (with 1 being unsatisfied and 5 being
satisfied). If a method was developed for AADT estimation that was simple to use, then
the results to this question would be more positive.
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CHAPTER 4

METHODOLOGY

The methodology section is composed of four parts. The first part describes the
data used for this investigation, including coverage count station information and noncoverage count station information. The second part of this section details any data
manipulation or cleaning that was performed before the data was utilized. The third section
details the kriging method and its theoretical background, its use of the semivariogram, and
how kriging weights are determined. The last section details the remaining estimation
methods that were utilized, including the SCDOT’s current default values, nearest
neighbor, average k nearest neighbors, and inverse distance weighting.

4.1 Data Description
For this investigation, two sets of data were required. The first set of data was
coverage count station information, and the second set was non-coverage count station
information. A non-coverage count station is a location that has no recent history of past
counts (within the last 10 years) while a coverage count station is a location that has a
recent history of past counts. Both sets of information were obtained from the SCDOT,
and their contents are explained in more detail in the following.
4.1.1 Coverage Count Station Information
The coverage count station information was comprised of the following: a unique
ID; AADT value; latitude; longitude; functional classification; county; and LRS. A map
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of the coverage count station locations is shown in Figure 1.1. Each of the attributes of the
coverage count station information file is explained next.
The unique ID is a seven digit identifier that is unique to each coverage count
station. The first two digits are the code for the county that the station is located in, and
the remaining five digits are the station number. For example, a unique ID of 0200232 is
in county 02, which corresponds to Aiken county, and is station number 00232, meaning
it is the 232nd coverage station.
The AADT value is determined by performing a short-term count and using an
expansion factor to estimate AADT, or by taking a previous AADT estimate and using a
growth factor to estimate the current AADT.
The latitude and longitude attributes are the latitude and longitude coordinates for
where the count station was located. The latitude and longitude are represented in degree
decimal form since that was easier to use for computations.
Next is the coverage count station’s functional class. There are 3 major functional
classes; arterial, collector, and local. The arterial group is divided into principal arterials
and minor arterials, while the collector group is divided into major and minor arterials.
Also, the principal arterial group is subdivided into interstates, freeways/expressways, and
other principal arterials. Each functional class is also split into two groups, one for urban
roads and one for rural roads. Since there are 7 functional classes, and each has an urban
and rural split, there are 14 different functional classes in total. The SCDOT has assigned
a representative number to each functional class, and these, along with the breakdown of
functional classes, are shown in Table 4.1.
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Table 4.1 Functional classifications
Functional Class
Number
1
Urban
Interstate
11
Rural
6
Urban
Principal Arterial Freeways & Expressways
12
Rural
Arterial
2
Urban
Other
13
Rural
3
Urban
Minor Arterial
14
Rural
4
Urban
Major Collector
15
Rural
Collector
5
Urban
Minor Collector
16
Rural
9
Urban
Local
18
Rural
The county attribute is the county where the count station was located. The LRS
Functional Classification

attribute is an 11 digit number that is used to describe a count station, and it is a number
that combines the location’s county, route type, route number, and route auxiliary. The
first two digits are the county number, the next two are the route type, the next five are the
route number, and the last two are the route auxiliary. Lastly, N or E is attached to the end
to show if the route goes north and south or east and west.
There was not an already existing file that contained all these attributes, so multiple
files were combined to obtain the coverage count station information. The files that were
combined included a coverage count station shapefile, which contained the AADT value,
latitude, longitude, county, and LRS attributes, and a functional classification shapefile,
which contained latitude, longitude, county, and LRS attributes. These two files were
joined by finding matching LRS values.
After creating the coverage count station information file, a preliminary analysis
was performed on the data. First, the number of short-term counts performed on each
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functional class was determined. The results of this are shown in Figure 4.1. From this, it
was observed that approximately 25% of the short-term counts (~2,500 short-term counts)
were performed on roadways with a local functional class.
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Figure 4.1 Breakdown of coverage count stations by functional class
Next, the probability density and cumulative density functions of AADT values
were created and are shown in Figure 4.2. It was observed that the distribution was skewed
to the right because there are several roads with extremely high AADT values that act as
outliers. Multiple studies found that estimation error was lowered by normalizing the
AADT values, so the AADT values were normalized by taking their logarithm. The
distribution of normalized AADT values is shown in Figure 4.3.
Lastly, some summary statistics of the AADT values (such as the minimum,
median, average, maximum, and standard deviation) were calculated for each functional
class. These are shown in Table 4.2, and it was noted that the rural and urban roadways
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have the same minimum AADT value, but the urban roadways have a much larger median,
average, and maximum AADT. Therefore, the range of AADT values for urban roads is
larger than the range of AADT values for rural roads.
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Figure 4.2 PDF and CDF of AADT values
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Figure 4.3 PDF and CDF of normalized AADT values
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Table 4.2 Summary statistics of AADT values for each functional class
Minimum
Median
AADT
AADT
(vpd)
(vpd)
1
225
42800
2
250
6000
3
25
3500
4
25
1050
5
25
325
6
7400
22800
9
25
550
11
125
73800
12
1000
26300
13
175
18000
14
75
8100
15
25
2600
16
75
1200
18
25
1250
4.1.2 Non-coverage Count Station Information
Functional
Class Number

Average
AADT
(vpd)
42990
8470
4884
1943
743
21542
1534
74475
28533
20627
10472
3977
2224
2746

Maximum
AADT
(vpd)
120200
111200
56200
63800
11900
44600
97300
176500
60200
97900
61000
38800
12700
115100

Standard
Deviation
(vpd)
17059
9076
5187
3393
1381
10884
4483
33729
14966
12962
8109
4103
2571
6347

The non-coverage count station information contains attribute data for every
location that needs an AADT value to be estimated. The attributes that are in the noncoverage count station information include: a unique ID, latitude, longitude, and functional
class. These attributes are the same as the ones included in the coverage count station
information. A map of the non-coverage locations is shown in Figure 1.2. Unlike the
coverage count station information, the SCDOT was able to provide a single file that
contained these attributes. However, the locations of the non-coverage count stations had
to be determined. This procedure is described in more detail in the next section.
After determining which locations would be non-coverage count stations, the
number of non-coverage count stations for each functional class was determined. This
breakdown is shown in Figure 4.4, and it was observed that more than 90% of non-coverage
count stations (~27000 non-coverage count stations) are local roadways.
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Figure 4.4 Breakdown of non-coverage count stations by functional class
4.1.3 Determination of Non-coverage Count Stations
Before the SCDOT could provide a file containing non-coverage count station
information, the locations of non-coverage count stations need to be determined. These
locations were determined with the following procedure:
1. Group road segments in each county into two categories, red and green, as
follows. If there was a recent count (within the last 10 years) on a segment,
then it was considered “green”. If there was not a recent count, then it was
considered “red.”
2. Remove “red” segments that were less than 0.2 miles long and classified as
dead ends.
3. Remove “red” segments that were classified as church, school, or cemetery
driveways.
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4. If there was a road that was comprised of both “red” and “green” segments,
make the entire road “red”.
5. Remove “green” segments.
6. Combine connecting “red” segments and break up segments that were
longer than 5 miles in a rural area or longer than 2 miles in an urban area
into two segments.
7. The midpoints of the remaining segments were the locations that would be
considered non-coverage count stations.
After the non-coverage stations were determined, the SCDOT provided a file that
contained the required attribute information for each location.

4.2 Data Cleaning and Manipulation
Before the data could be cleaned, the two files that made up the coverage count
station information had to be joined. This was done by matching locations based on LRS
values. After merging the two files, a single file was produced that contained attribute
information for every coverage count station. After obtaining the coverage count station
information and non-coverage count station information, the data was cleaned by removing
duplicate entries and any locations that were missing data.
Next, it was observed that 90% of the non-coverage count stations consisted of
roadways with a local functional class. Therefore, the kriging model should be developed
to predict local functional class AADT values. To predict a local non-coverage location’s
AADT, it seems reasonable to assume that only local functional class roadways should be
used for developing the kriging model. If higher functional class roadways were used, such
as principal or minor arterials, the resulting AADT would be an overestimate because of
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the skewed AADT values. Therefore, the coverage count station information and noncoverage count station information were filtered to include only local functional class
roadways.
Besides utilizing only local functional class roads, another filter was applied based
on the AADT value of coverage count stations. Since only major/important local roads
would have short-term count information, the distribution of local AADT values based on
short-term counts will be skewed towards higher AADT values. It is likely that most noncoverage count stations will have AADT values that are less than the higher outliers in the
coverage count station information, making it necessary to remove those existing outliers.
This was done by using the interquartile method.
The quartiles for rural and urban local functional classes were determined and are
shown in Table 4.3, along with the interquartile range (which is the first quartile subtracted
from the third quartile), and the calculated upper limit. The upper limit was equal to the
third quartile plus 1.5 times the interquartile range. Mathematically, this is shown in Eq.
(4.1).
Table 4.3 Quartiles, IQR, and upper limit for rural/urban local functional classes
First Quartile (𝑄1 ) (vpd)
Second Quartile (𝑄2 ) (vpd)
Third Quartile (𝑄3 ) (vpd)
IQR (𝐼𝑄𝑅) (vpd)
Upper Limit (𝑈𝐿) (vpd)

Rural
275
550
1250
975
2700

𝑈𝐿 = 𝑄3 + 1.5 ∗ 𝐼𝑄𝑅 = 𝑄3 + 1.5 ∗ (𝑄3 − 𝑄1 )

Urban
600
1250
2800
2200
6100

(4.1)

After determining the upper limit for urban and local roads, any AADT value that
was greater than the upper limit of its functional class was considered an outlier and was
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filtered out. This resulted in 1303 short-term counts for the rural local functional class and
938 short-term counts for the urban local functional class. Table 4.4 shows summary
statistics about the rural and urban functional class AADT values that remained after
filtering.
Table 4.4 Statistics for rural/urban local roads after outlier removal
Minimum (vpd)
Median (vpd)
Average (vpd)
Maximum (vpd)
Standard Deviation (vpd)
Number of AADT values

Rural
25
475
664
2700
575
1303

Urban
25
1100
1563
6100
1347
938

4.3 Kriging
Given a set of 𝑛 data points with known information, the goal of kriging is to
determine an estimate at a non-coverage location. The coverage locations are represented
by 𝑧(𝑟𝑖 ), where 𝑟𝑖 is a position vector that describes location 𝑖 (and since there are 𝑛
locations with known information, 𝑖 is in the range of 1 to 𝑛). The non-coverage location
is represented by 𝑟0 , and the estimate at that non-coverage location, 𝑧(𝑟0 ), is determined
by finding a linear combination of nearby locations. There are multiple methods that use
a linear combination of nearby locations, but what makes kriging unique is its use of
geostatistical methods to estimate weights to use for each utilized location. The weights
are described by 𝜆𝑖 , which correspond to location 𝑖.
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𝑧(𝑟2 )

𝜆2

𝑧(𝑟3 )
𝜆3
𝑧(𝑟1 )

𝜆1

𝑧(𝑟0 )

𝜆4
𝑧(𝑟4 )
𝜆5

𝑧(𝑟5 )

Figure 4.5 Depiction of kriging (taken from (Smith, 2020))
4.3.1 Theoretical Background
Kriging makes an estimation at a non-coverage location, 𝑧(𝑟0 ), by using a linear
combination of coverage values, 𝑧(𝑟𝑖 ). This can be represented by the following equation.
𝑛0

𝑧(𝑟0 ) = ∑ 𝜆𝑖 ∗ 𝑧(𝑟𝑖 )

(4.2)

𝑖=1

It is important to note that not every coverage location will be utilized for the
estimation, and therefore the summation does not go to 𝑛, which is the number of locations,
but instead goes to 𝑛0 , which is the number of utilized neighbors for location 𝑟0 . Kriging
utilizes geostatistical methods to determine the weights, 𝜆𝑖 . There are multiple methods
that can be used for determining these weights, a common one being inverse distance
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weighting. With inverse distance weighting, the weight for a location is based on its
distance from the non-coverage location. However, this method places a higher weight on
coverage locations that are closer to the non-coverage location. In general, this makes
sense, but it can cause problems if there is an outlier that is close to the non-coverage
location. Kriging solves this problem by using geostatistical methods.
4.3.2 Semivariogram
Kriging uses the covariance between locations to determine how much weight
should be given to each utilized neighbor. To calculate the covariance, the semivariogram
is used. A semivariogram describes the relationship between the squared difference of two
locations and the distance between them. There are three key concepts shown in a
semivariogram. The first is called the nugget and refers to the squared difference at a
distance of zero. Since the squared distance is not zero at this location, it implies that
measuring the AADT at a location multiple times will result in different values. This is
reasonable because there is variability in AADT measurement, and the nugget is a
representation of that variability. The next concept is the range, and that is the distance
where the semivariogram goes from increasing to remaining constant. Physically, this
implies that after a certain distance the new AADT value that is measured can only have a
maximum difference from the original location, and the distance required for this to take
place is the range. Lastly, the partial sil is the difference between the maximum squared
difference and the nugget. This is just a representation of the maximum squared difference
between two locations. Instead of the partial sil, the sil could be used, which is the sum of
the nugget and partial sil and is equal to the maximum squared difference. Usually, the
partial sil is used because it allows the effects of the nugget to be taken into account.
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Instead of reporting the maximum squared difference, which is equal to the sil, the partial
sil reports the maximum squared difference minus the nugget. An example semivariogram
is shown in Figure 4.6 to illustrate these concepts. In Figure 4.6, the nugget is equal to 0.2,
the range is equal to 0.5, and the partial sil is equal to 0.8 (also, the sil is equal to 1.0).

Semivariogram

Squared Difference

1.2
1
0.8

Partial Sil

0.6
0.4

Range

Nugget

0.2
0
0

0.2

0.4

0.6

0.8

1

Distance

Figure 4.6 Example semivariogram
The semivariogram is calculated by determining the squared difference between
two points and the distance between them. For example, imagine recording the AADT at
a location, and then moving a distance 𝑑 away from the starting location. Now, measure
the new AADT value and compute the squared difference between them. By doing this for
multiple distances, a plot could be developed that looks similar to that shown in Figure 4.6.
However, there is not only one location that is a distance 𝑑 from the original position. A
circle with radius 𝑑 could be drawn around the original point, and location on that circle’s
circumference would be a distance 𝑑 from the original location. Therefore, for the squared
difference at a distance 𝑑 to be represented by one value, an average is taken of all squared
differences a distance 𝑑 from the original location. When performing this on actual data,
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every pair of locations will have the distance between them and their squared AADT
difference calculated. However, for actual data, it is not likely for there to be many pairs
of locations that have the exact same distance between them. Therefore, binning is used to
determine the average squared difference for a bin, 𝛾, and the distance that represents that
bin is its midpoint. This set of squared differences and distance is referred to as an
empirical semivariogram. To calculate the squared difference between the distances of an
empirical semivariogram, a theoretical semivariogram model is fitted to the empirical
semivariogram.
There are multiple semivariogram models that can be fitted to an empirical
semivariogram. Four of the most commonly used in literature are the Gaussian model,
exponential model, spherical model, and linear model. These models have the same three
parameters, the nugget, range, and partial sil. Therefore, the theoretical models could be
fitted to the empirical semivariogram by optimizing the parameters such that they minimize
some error criteria. After determining which model best fits the empirical semivariogram,
the squared difference can be calculated by inputting the distance between two locations
and the optimized parameters.
4.3.3 Weight Determination
The weights utilized in the kriging method are determined by utilizing the
semivariogram. The semivariogram is related to another important function called the
covariogram with Eq. (4.3).

From the relationship between the covariogram and

semivariogram, it is obvious that the covariogram represents the relationship between the
similarity of two locations and the distance between them. As the semivariogram increases,
the covariogram decreases. Therefore, the covariogram starts at a maximum value (since
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the semivariogram starts at its minimum), and then decreases to a minimum (since the
semivariogram increases to its maximum).
𝐶(𝑑) = 𝑛𝑢𝑔 + 𝑝𝑠 − 𝛾(𝑑)

(4.3)

Since the covariogram represents the similarity between two locations, it can be
used to calculate the covariance between two locations. Using the covariogram, the
following matrices could be determined. The first is a matrix of covariances between the
non-coverage location and every utilized neighbor, 𝑐𝑢 .

The second is a matrix of

covariances between every pair of utilized neighbors, 𝑐𝑘 . Using these matrices, the
optimum weights are determined with Eq. (4.4).
𝜆 = 𝑐𝑘−1 𝑐𝑢

(4.4)

After determining these weights, the AADT at the non-coverage location would be
determined by using Eq. (4.1).

4.4 Other Models
4.4.1 SCDOT Default Values
The SCDOT currently uses default values based on functional class to determine
an AADT estimate for non-coverage locations. The current default value for rural local
roads is 100 vpd, and the current default value for urban local roads is 200 vpd. If a noncoverage road needs an AADT estimate, all that is required is the non-coverage road’s
functional class.
4.4.2 Nearest Neighbor Estimation
The nearest neighbor method is a simple method for estimation. When the AADT
of a non-coverage count station needs to be determined, the closest coverage AADT value
is used as an estimate. To use this method, the distance between the non-coverage location
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and every coverage location must be determined. Then the minimum distance is found and
the corresponding AADT value is used. The limitation of this method is that only one
location provides input to the estimated AADT value. If the nearest location happens to
be an outlier, then the estimated AADT value will be skewed from the actual value.
4.4.3 Average k Nearest Neighbors Estimation
The average k nearest neighbors (AkNN) method is a slightly more advanced
technique than the simple nearest neighbor method and attempts to resolve its limitation of
using only one coverage location for input. The distance between the non-coverage
location and every coverage location still needs to be determined, but instead of using
information from only the nearest coverage location, the nearest k coverage locations
provide input. The average AADT of the nearest k neighbors is used to determine the noncoverage AADT value, and is shown mathematically in Eq. (4.5). The main limitation to
this method is that each nearby neighbor is given the same weight, regardless of where the
coverage location is in relation to the non-coverage location.
𝑘

1
𝐴𝐴𝐷𝑇 = ∑ 𝐴𝐴𝐷𝑇(𝑟𝑖 )
𝑘

(4.5)

𝑖=1

4.4.4 Inverse Distance Weighting
Inverse distance weighting (IDW) can be viewed as an extension of the AkNN
method. By using the distance between the non-coverage location and the coverage
location, a weight can be assigned to each utilized neighbor. This weight will decrease as
the distance from the non-coverage location to the utilized neighbor increases. The
following relationship shown in Eq. (4.6) was used to determine the weight for each nearby
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neighbor. The non-coverage AADT can then be estimated as a weighted average using
these weights, as shown in Eq. (4.7).
𝜆𝑖 =

1
𝑟𝑖𝑎

∑𝑘𝑖=1 𝜆𝑖 ∗ 𝐴𝐴𝐷𝑇(𝑟𝑖 )
𝐴𝐴𝐷𝑇 =
∑𝑘𝑖=1 𝜆𝑖

(4.6)

(4.7)

This chapter provided a background of the data being used and discussed the
methodology of the data cleaning/manipulation and the different methods that were
utilized. The implementation of these methods is explained in the next chapter.
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CHAPTER 5

IMPLEMENTATION

The kriging model was implemented using Excel and Visual Basic for Applications
(VBA). The implementation was accomplished using two key subroutines, one that takes
the coverage count station information to develop a theoretical semivariogram model, and
a second that uses the developed theoretical semivariogram model to estimate the noncoverage count stations’ AADT values. The following sections describe these subroutines
in detail.

5.1 Kriging Method

5.1.1 Develop Theoretical Semivariogram Model
The first step to develop the semivariogram is to read the coverage count station
information into a matrix. The latitude was read into a vector, 𝑦, longitude was read into
𝑥, the logarithm of AADT was read into 𝑧, functional class was read into 𝐹𝐶, and unique
ID was read into 𝐼𝐷𝑠. Next, the distance between every coverage count station, as well as
the square difference in AADT between every coverage count station, was calculated and
stored in a matrix called 𝑑𝑎𝑡𝑎.
It is important to note how the distances between two locations were calculated.
First, a Euclidean distance was used instead of a network distance because of the
complexity involved in calculating network distances and the lack of increased accuracy
over Euclidean distance (Selby & Kockelman, 2013). However, even calculating the
Euclidean distance between two pairs of latitude and longitude can be complex. Given a
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pair of latitude and longitude, the distance between the two follows the curvature of the
earth. Since the earth’s radius is not constant, to determine the exact distance would be
improbable. A simplifying assumption would be to assume that the earth’s radius is
constant, which would then allow the use of the great circle distance (which is the shortest
distance, measured on the surface of a sphere, between two points on a sphere) to be
calculated. The first step would be to calculate the angle between the pairs of latitude and
longitude, Δ𝜎, with Eq. (5.1), where all angles are in radians, and then the great circle
distance could be calculated with Eq. (5.2).
Δ𝜎 = arccos(𝑠𝑖𝑛(𝑥1 ) 𝑠𝑖𝑛(𝑥2 ) + 𝑐𝑜𝑠(𝑦1 ) 𝑐𝑜𝑠(𝑦2 ) 𝑐𝑜𝑠(𝑦2 − 𝑦1 ))

(5.1)

𝑑𝑔𝑐 = 𝑟𝑒 Δ𝜎

(5.2)

A problem with this formulation is that the pairs of latitude and longitude are close
enough to cause rounding errors. Also, calculating the angle between each pair and then
the corresponding great-circle distance for approximately 2500 locations would be more
time consuming than desired. To simplify these calculations, instead of using a linear
distance such as miles, the distance in terms of degrees was used. Therefore, instead of
having to compute a great circle distance between pairs of latitude and longitude, the
distance was computed as the Euclidean distance between the pairs of latitude and
longitude.
𝑑 = √(𝑥2 − 𝑥1 )2 + (𝑦2 − 𝑦1 )2

(5.3)

After computing the distance, using Eq. (5.3), the squared difference in AADT
between every pair of coverage count stations was determined with Eq. (5.4).
𝛿 = (𝐴𝐴𝐷𝑇𝑖 − 𝐴𝐴𝐷𝑇𝑗 )
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2

(5.4)

The matrix of distances and squared differences was then sorted so the smallest
distance was at the lowest index and each following distance was the next smallest (in other
words, the matrix was sorted smallest to largest by distance). This sorting needed to be
performed efficiently, because if there are 𝑛 coverage data points, calculating the distance
and squared difference between every pair of coverage count stations would result in (𝑛2 −
𝑛)/2 distances and squared differences. Since 𝑛 is approximately 2500, the resulting
matrix will have approximately 3,125,000 rows. Sorting this in 𝑂(𝑛2 ) time would take too
long for the Excel tool to be used practically. Therefore, to sort this matrix in an adequate
amount of time, the quicksort algorithm was used.
The empirical semivariogram was then developed by choosing a number of bins
and calculating the average squared difference for each bin.

This average squared

difference was then equal to the empirical semivariogram at the midpoint of the bin. The
average squared difference and bin midpoint were stored in a matrix called ℎ𝑖𝑠𝑡. A plot of
the empirical semivariogram is shown in Figure 5.1.

Experimental Semivariogram
0.3

Semivariogram

0.25
0.2
0.15
0.1
0.05
0
0

0.5

1
1.5
Distance (degree)

Figure 5.1 Example emperical semivariogram
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2

2.5

After defining the empirical semivariogram, the next step in the subroutine was to
fit a semivariogram model to the empirical semivariogram. There were 4 semivariogram
models that were fitted to the empirical semivariogram by minimizing the sum of the
squared errors. These included a Gaussian semivariogram, exponential semivariogram,
spherical semivariogram, and linear semivariogram. These models are represented with
the following set of equations.
𝑑 2
𝛾𝑔 (𝑑) = 𝑛𝑢𝑔 + 𝑝𝑠 ∗ (1 − exp (− ) )
𝑟

(5.5)

𝑑
𝛾𝑒 (𝑑) = 𝑛𝑢𝑔 + 𝑝𝑠 ∗ (1 − exp (− ))
𝑟

(5.6)

𝑑
𝑑 3
𝛾𝑠 (𝑑) = 𝑀𝑖𝑛 (𝑛𝑢𝑔 + 𝑝𝑠 ∗ (1.5 ( ) − 0.5 ( ) ) , 𝑛𝑢𝑔 + 𝑝𝑠)
𝑟
𝑟

(5.7)

𝑝𝑠
) , 𝑛𝑢𝑔 + 𝑝𝑠)
𝑟

𝛾𝑙 (𝑑) = 𝑀𝑖𝑛 (𝑛𝑢𝑔 + 𝑑 (

(5.8)

Excel’s Solver function was used to adjust the nugget, partial sil, and range
parameters to minimize the sum of squared error for each theoretical semivariogram model.
An example of each optimized semivariogram model is shown in Figure 5.2. After
optimizing each model, the model with the lowest sum of squared error was chosen as the
best model. The code used for this subroutine is shown in Appendix A.
5.1.2 Estimating Non-coverage Count Station AADT
The following procedure was used to calculate the AADT at a non-coverage count
station. This procedure was then performed for every non-coverage location to calculate
all non-coverage AADT values. The first step in the procedure was to determine the
coverage count locations that would be utilized by the kriging model. This was done by
calculating the Euclidean distance between the non-coverage location and a coverage
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location. If the distance was less than the range of the optimized model from step 1, that
coverage count station would be considered a neighbor of the non-coverage location. This
was repeated for the distances between the non-coverage location and every coverage
location. Next, the distances between the non-coverage location and its neighbors were
then sorted, using the quicksort algorithm, and the smallest N neighbors were utilized in
the kriging model. If there was less than N neighbors, then all of the neighbors were
utilized.

Experimental vs Theoretical Semivariograms
0.25
0.24
0.23

Semivariogram

0.22

0.21
0.2
0.19
0.18
0.17
0.16
0.15

0

0.2

0.4
0.6
Distance (degree)

0.8

Experimental Semivariogram

Gaussian Semivariogram

Exponential Semivariogram

Spherical Semivariogram

1

Linear Semivariogram

Figure 5.2 Comparison of different theoretical semivariogram models
After determining the utilized neighbors, two covariance matrices were required to
determine the weights for the utilized neighbors. The first covariance matrix, 𝑐𝑘 , contained
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the covariance between each pair of utilized neighbors. In 𝑐𝑘 , the element in row 𝑖 and
column 𝑗 is the covariance between utilized neighbors 𝑖 and 𝑗. The second covariance
matrix, 𝑐𝑢 , contained the covariance between the non-coverage location and each utilized
neighbor. In 𝑐𝑢 , the element in row 𝑖 is the covariance between the non-coverage location
and utilized neighbor 𝑖. The covariance between two locations was determined by utilizing
the covariogram.

After determining the best theoretical semivariogram model, the

covariance was calculated with Eq. (5.9). Therefore, to determine the covariance between
two locations, only the theoretical semivariogram model and the distance between those
two locations were required.
𝐶(𝑑) = 𝑛𝑢𝑔 + 𝑝𝑠 − 𝛾(𝑑)

(5.9)

Once the two covariance matrices were determined, the kriging weights were
determined with Eq. (5.10).
𝜆 = 𝑐𝑘−1 𝑐𝑢

(5.10)

After calculating the kriging weights, each weight was normalized with respect to
the sum of the absolute value of the weights as shown in Eq. (5.11). It was observed that
the kriging weights would sum to unity, but each individual weight’s value would range
drastically. For example, one weight could be 0.13 while the next weight could be -23.
The estimated AADT values are sensitive to these large weights because they could cause
dramatic overestimation, to the point where Excel would show an error stating that the
value is too large to be calculated. Therefore, it was necessary to normalize the weights to
prevent such overestimation.
𝜆𝑛𝑜𝑟𝑚,𝑖 =

𝜆𝑖
𝑁
∑𝑖=1 𝑎𝑏𝑠(𝜆𝑖 )
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(5.11)

After obtaining the normalized kriging weights, the non-coverage AADT estimate
was determined by applying each normalized weight to its respective AADT value, which
is shown in Eq. (5.12). However, since the AADT values were normalized at the start of
the procedure, the estimated AADT value is also normalized. Therefore, the estimated
AADT needs to be unnormalized, as shown in Eq. (5.13).
𝑁

𝐴𝐴𝐷𝑇 = ∑ 𝜆𝑖 ∗ 𝐴𝐴𝐷𝑇𝑖

(5.12)

𝑖=1

𝐴𝐴𝐷𝑇 = 10𝐴𝐴𝐷𝑇

(5.13)

After calculating the estimated AADT, it was rounded to the nearest whole number
and, if it was less than 25 vpd it was rounded up to 25 vpd since that is the minimum AADT
that the SCDOT reports. This procedure was used to estimate the AADT of a single noncoverage location. It was then repeated for every non-coverage location. The code for this
subroutine is in Appendix A.

5.2 SCDOT’s Default Value Method
Implementation of the SCDOT’s current default values was simple compared to the
kriging implementation. First, the functional classification was read into a matrix called
𝐹𝐶, and then an “If” statement was used to set the estimated AADT to be either 100 vpd
for rural roadways), or 200 vpd (for urban roadways). The code for this subroutine is
shown in Appendix A.

5.3 Nearest Neighbor Method
The first step of the nearest neighbor method was to read the non-coverage
location’s latitude, 𝑦, and longitude, 𝑥. Next, the distance between the non-coverage
location and every coverage location was calculated and stored into a matrix called 𝑑𝑎𝑡𝑎,
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with the first column containing the distances between the non-coverage location and every
coverage location, and the second column being the corresponding AADT of every
coverage location. Next, this matrix was sorted by the distance column using the quicksort
algorithm. Then, the estimated AADT was set to the AADT in the first row, which
corresponds to the coverage location that was closest to the non-coverage location. The
code for this subroutine is shown in Appendix A.

5.4 Average k Nearest Neighbors Method
The average k nearest neighbors (AkNN) method has the same procedure as the
nearest neighbor method. However, after sorting the 𝑑𝑎𝑡𝑎 matrix, the estimated AADT
was not set equal to the AADT in the first row. Instead, the average of the first k rows was
used as the AADT estimate. This was because, after sorting the matrix, the first k rows
were the k nearest neighbors to the non-coverage location. The code for this subroutine is
shown in Appendix A.

5.5 Inverse Distance Weighting Method
The inverse distance weighting (IDW) method has a procedure similar to the AkNN
method. However, instead of using a simple average to determine the estimated AADT, a
weighted average was used. The weight was calculated for each of the first k rows in the
𝑑𝑎𝑡𝑎 matrix. Then, the weighted average was calculated and divided by the sum of the
weights. The resulting value was used as the estimate for the non-coverage location. The
code for this subroutine is shown in Appendix A.
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CHAPTER 6

RESULTS AND DISCUSSIONS

The coverage count station information was partitioned into a training set and test
set by utilizing a 90/10 split. This means that 90% of the data was randomly selected to
develop the kriging model, and the remaining 10% was used to determine the error of the
kriging model. A map showing the locations of the training set and testing set is shown in
Figure 6.1.

Figure 6.1 Map of training and testing sets
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The error for each estimation, 𝐸𝑖 , was calculated with Eq. (6.1). The error statistic
utilized for this study was root mean square error (RMSE) and was calculated with Eq.
(6.2). This error statistic was chosen because of its simplicity in calculation.
𝐸𝑖 = 𝐴𝐴𝐷𝑇𝑎𝑐𝑡,𝑖 − 𝐴𝐴𝐷𝑇𝑒𝑠𝑡,𝑖

𝑅𝑀𝑆𝐸 = √

(6.1)

𝑡
∑𝑛𝑖=1
(𝐸𝑖 )2

(6.2)

𝑛𝑡

After determining the error of the kriging model, the same data partition was used
to determine the error of other naïve methods, including the SCDOT’s current default
values, nearest neighbor, average k nearest neighbors, and inverse distance weighting. The
results of each of these experiments are detailed in the following sections.

6.1 Kriging Results
The kriging model was used to estimate the AADT for a random 10% of the
coverage count stations. The errors were then calculated for each estimation, and the
RMSE was determined. The cumulative density function of errors for both rural and urban
AADT estimates can be seen in Figure 6.2. The minimum, median, average, and maximum
error for rural and urban AADT estimates, as well as the RMSE for the kriging method,
are shown in Table 6.1.
Table 6.1 Statistics for rural/urban AADT estimates (kriging method)
Rural
-326
343
566
2505
631

Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation of Error (vpd)
RMSE (vpd)

Urban
-173
805
1191
5728
1198
1271
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Cumulative Density Functions of Error Using Kriging
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Figure 6.2 CDF of error for rural/urban AADT estimation (kriging method)
From Figure 6.2, it was observed that the kriging model tended to underestimate
the actual AADT (since only 10% of the errors were less than zero). It was also observed
that the kriging model had lower error statistics for the rural estimates when compared to
the urban estimates. In addition to observing greater errors for the urban AADT estimates,
there was also a larger range in the errors for the urban estimation. This was likely due to
urban roads having higher AADT values than rural roads. The kriging model does not take
functional class into consideration, so if the kriging model underestimates rural roadways
then it will naturally underestimate urban roadways by a greater amount. Also, since the
urban roadways have a greater range of AADT values when compared to the rural
roadways, the errors associated with the urban estimates will also have a greater range.
Lastly, the observed RMSE for the kriging model was 1271 vpd.
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6.2 SCDOT’s Default Value Results
Currently, the SCDOT uses the default values of 100 vpd for rural local roads and
200 vpd for urban local roads. These values were used to estimate the same random 10%
of coverage count stations as the other methods.

The resulting cumulative error

distributions and summary error statistics are shown in Figure 6.3 and Table 6.2. It was
observed that the default value would most likely underestimate the actual AADT value.
This was because the default value of 100 vpd and 200 vpd are on the lower end of the
distribution of local AADT values. Therefore, most actual AADT values will be greater
than the default values. Also, it was observed that the minimum error for both the rural
and urban roadways were similar (-75 and -175), while the maximum errors were very
different (2600 and 5700). This was also seen in the urban roadway errors having a
standard deviation that was almost twice as large as the standard deviation of the rural
roadway errors. Lastly, the RMSE for the SCDOT default value method was 1297 vpd.
Table 6.2 Statistics for rural/urban AADT estimates (default value method)
Rural
-75
375
619
2600
655

Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation of Error (vpd)
RMSE (vpd)

Urban
-175
800
1184
5700
1217
1297
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Cumulative Density Functions of Error Using Default Values
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Figure 6.3 CDF of error for rural/urban AADT estimation (defualt value method)

6.3 Nearest Neighbor Results
The nearest neighbor method was utilized to estimate the AADT of the same
random 10% of coverage count stations as the other methods being investigated. The
resulting summary error statistics and cumulative distribution of errors are shown in Figure
6.4 and Table 6.3. From Figure 6.4, it was observed that the nearest neighbor method
tended to overestimate and underestimate the actual AADT value equally often. This
seemed reasonable since only local roads were utilized, so there is a good chance that the
nearest roadway will have a similar AADT to the non-coverage location. Also, the rural
and urban produced similar median and average AADT errors. In addition, it was observed
that the range of rural AADT estimation errors was smaller than that of the urban AADT
estimates. This was also noticed in the urban errors having a larger standard deviation
when compared to the rural errors. This is likely due to the rural AADT distribution being
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narrower than the urban AADT distribution. Lastly, the RMSE for the nearest neighbor
method was 1091 vpd.
Table 6.3 Statistics for rural/urban AADT estimates (nearest neighbor method)
Rural
-2950
-50
-82
2200
772

Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation (vpd)
RMSE (vpd)

Urban
-3600
-100
-50
4350
1418
1091

Cumulative Density Function of Error Using
Nearest Neighbor
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Figure 6.4 CDF of error for rural/urban AADT estimation (nearest neighbor method)

6.4 Average k Nearest Neighbors Results
The average k nearest neighbors method was utilized to estimate the AADT of the
same random 10% of coverage count stations as the other methods being investigated.
Before the method could be applied, the parameter k needed to be optimized. By
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determining the RMSE for different values of k, Figure 6.5 was produced. The number of
utilized neighbors was increased until a steady increase in RMSE was observed. From this
plot, the optimum value of k was found to be equal to 50.

RMSE versus Number of Utilized Neighbors (Average k
Nearest Neighbors)
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Figure 6.5 Plot of RMSE versus number of utilized neighbors for AkNN method
The resulting summary error statistics and cumulative distribution of errors are
shown in Figure 6.6 and Table 6.4. From Figure 6.6, it was observed that the rural AADT
estimates were mostly overestimates, while the urban AADT estimates had slightly more
overestimates than underestimates. Also, it was observed that the standard deviation of
errors for rural roads was smaller than the standard deviation of errors for urban roads. It
was noted that the rural and urban estimation errors had a similar minimum, but different
maximums.

This is likely due to the difference between rural and urban AADT

distributions. Lastly, the RMSE of the AkNN method was 923 vpd.
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Table 6.4 Statistics for rural/urban AADT estimates (AkNN method)
Rural
-1456
-385
-233
1895
628

Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation of Error (vpd)
RMSE (vpd)

Urban
-1694
-132
145
4727
1182
923

Cumulative Density Functions of Error Using
Average k Nearest Neighbor
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Figure 6.6 CDF of error for rural/urban AADT estimation (AkNN method)

6.5 Inverse Distance Weighting Results
Like the AkNN method, the inverse distance method required development before
being implemented to estimate AADT values. First, a preliminary value of 0.5 was used
for the exponent weight, and the RMSE was calculated as the number of utilized neighbors
was varied, which resulted in the creation of Figure 6.7. From this plot, it was observed
that the optimum number of utilized neighbors was 50. Next, by keeping the number of
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utilized neighbors constant at 50, different exponent weights were used and the resulting
RMSE was calculated. This allowed for the creation of the plot shown in Figure 6.8, which
showed the optimum exponent weight to be 0.1. Lastly, with the new optimum weight of
0.1, the number of utilized neighbors was varied again to ensure that 50 was still the
optimum value, and the optimum value remained constant.

RMSE versus Number of Utilized Neighbors
(Inverse Distance Weighting)
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Figure 6.7 Plot of RMSE versus the number of utilized neighbors (with 𝑎 = 0.5)
After determining the optimum values for the number of utilized neighbors and the
exponent weight, the AADT was estimated the same random 10% of coverage stations as
the other methods. Figure 6.9 shows the cumulative density plots of the errors for the
AADT estimation at rural and urban roadways, and Table 6.5 shows the summary statistics
of the errors for rural and urban AADT estimates. From Figure 6.9, it was observed that
the rural errors were mostly overestimates, while the urban errors were more evenly split
between overestimates and underestimates. Next, it was noticed that the maximum urban
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error was much higher than the maximum rural error. However, it was observed that there
were few urban errors that were near the maximum urban error, which was shown in the
plateau near the maximum urban error in the CDF plot. Lastly, the RMSE for the IDW
method was 911.

RMSE versus Weight Exponent
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Figure 6.8 Plot of RMSE versus the exponent weight (with 𝑘 = 50)
Table 6.5 Statistics for rural/urban AADT estimates (IDW method)
Rural
-1723
-301
-212
1991
624

Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation of Error (vpd)
RMSE (vpd)

Urban
-2120
-174
108
4781
1171
911
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Cumulative Density Functions of Error Using
Inverse Distance Weighting
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Figure 6.9 CDF of error for rural/urban AADT estimation (IDW method)

6.6 Summary of Results
The summary statistics for each investigated method is shown in Table 6.6.
Comparing the results of the investigated methods yielded several significant observations.
First, it was observed that IDW had the lowest RMSE, followed by AkNN, nearest
neighbor, kriging, and the SCDOT’s default values, which had the highest RMSE. Next,
it was noted that the standard deviation of the rural errors was almost half the standard
deviation of the urban errors for every method. This was likely due to the urban AADT
distribution have a larger range than the rural AADT distribution. This also resulted in the
maximum urban error being larger than the maximum rural error for each investigated
method. Also, the rural and urban errors had similar average and median values for the
nearest neighbor, AkNN, and IDW methods, and dissimilar values for the kriging method
and SCDOT default value method. It was also observed that the kriging and SCDOT
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default value methods minimum errors closer to zero than the other methods investigated.
Lastly, since the distribution of local AADT values is likely to be skewed by the SCDOT
performing short-term counts on highly traveled roads, it is important to note that the
constant overestimation of the kriging method might imply better accuracy with actual noncoverage AADT values.
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Table 6.6 Summary of error statistics for each investigated method
Method

Kriging

SCDOT Default
Values

Road Type
Minimum Error (vpd)
Median Error (vpd)
Average Error (vpd)
Maximum Error (vpd)
Standard Deviation of Error (vpd)
RMSE (vpd)

Rural
Urban
-326
-173
343
805
566
1191
2505
5728
631
1198
1271

Rural
Urban
-75
-175
375
800
619
1184
2600
5700
655
1217
1297
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Nearest
Neighbor
Rural
Urban
-2950
-3600
-50
-100
-82
-50
2200
4350
772
1418
1091

Average k
Nearest
Neighbor
Rural
Urban
-1456
-1694
-385
-132
-233
145
1895
4727
628
1182
923

Inverse Distance
Weighting
Rural
-1723
-301
-212
1991
624

Urban
-2120
-174
108
4781
1171
911

CHAPTER 7

SUMMARY AND CONCLUSIONS

This thesis investigated the use of kriging to predict non-coverage, local functional
class AADT values statewide in South Carolina. To determine how well the kriging
method performed, the coverage AADT count stations were split into a training set and
testing set. The kriging model was developed on the training set, and the testing set was
used to determine the model’s RMSE. This was then compared to other methods, including
the SCDOT’s current default value method, the nearest neighbor method, the average k
nearest neighbor method, and the inverse distance weighting method.
After comparing the different methods, it was observed that, in terms of RMSE, the
kriging method outperformed the SCDOT default value method, but did not perform as
well as the other methods investigated. However, it was also observed that the kriging and
SCDOT default value methods had minimum errors much closer to zero than the other
methods investigated. Therefore, the kriging method could be used as an improvement to
the SCDOT’s current default value method but providing estimates from the other
investigated methods could result in a better representation of what the actual AADT value
is.
This thesis is significant because it implemented the kriging method statewide, and
then compared it to the SCDOT’s current default value method and other interpolation
methods. The kriging model was developed in Excel VBA so that it would be simple to
implement, allowing it to be utilized in the future by the SCDOT. Also, the other methods
investigated were implemented in Excel VBA, allowing the SCDOT to see multiple
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estimates for a single non-coverage location. This will allow the SCDOT to make an
informed estimate instead of being forced to rely on only one method.
Lastly, it is important to note that this study was limited to using coverage count
stations, where the AADT is determined through short-term counts and expansion factors.
Therefore, the AADT values that are assumed to be known are estimates themselves,
adding more potential error to the AADT estimated at non-coverage locations. Also, as
mentioned earlier, the distribution of coverage AADT values is likely to be skewed by high
AADT values. The SCDOT will collect AADT values on important, and typically busy
with high traffic, local roads, resulting in AADT values that are higher than the AADT on
the non-coverage local roads. This was taken into account by removing outliers from the
coverage count station data, but there is still likely to be a bias towards higher AADT
values. In addition, the kriging model was developed for all local roads (rural and urban
combined), even though there is a difference between rural and urban AADT distributions.
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APPENDIX A EXCEL VBA CODE
The following sections show the code utilized for each method implemented in
Excel VBA. The sections are related to the kriging method, SCDOT’s default value
method, nearest neighbor method, average k nearest neighbors method, and inverse
distance weighting method.

A.1 Kriging Code
Public num_data As Long
Public x() As Double
Public y() As Double
Public z() As Double
Public FC() As Integer
Public FC_w() As Double
Public FC_dict As Scripting.Dictionary
Public IDs() As Long
Public avg_aadt As Double
Public dict As Scripting.Dictionary

Sub Clear_All()

Dim num As Long
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Dim n2 As Long
num = WorksheetFunction.Count(Sheets("Estimation").Range("B:B"))
n2 = WorksheetFunction.CountA(Sheets("Estimation").Range("2:2"))
If num > 0 Then
Sheets("Estimation").Range("A3").Resize(num, n2).Clear
End If
num = WorksheetFunction.Count(Sheets("Input-Data").Range("A:A"))
n2 = WorksheetFunction.CountA(Sheets("Input-Data").Range("1:1"))
If num > 0 Then
Sheets("Input-Data").Range("A2").Resize(num, n2).Clear
End If

End Sub
Sub Clear_Unknown()

Dim num As Long
Dim n2 As Long
num = WorksheetFunction.Count(Sheets("Estimation").Range("B:B"))
n2 = WorksheetFunction.CountA(Sheets("Estimation").Range("2:2"))
If num > 0 Then
Sheets("Estimation").Range("A3").Resize(num, n2).Clear
End If
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End Sub
Sub Clear_Known()

Dim num As Long
num = WorksheetFunction.Count(Sheets("Input-Data").Range("A:A"))
n2 = WorksheetFunction.CountA(Sheets("Input-Data").Range("1:1"))
If num > 0 Then
Sheets("Input-Data").Range("A2").Resize(num, n2).Clear
End If

End Sub
Sub Clear()

Sheets("Estimation").Activate
Dim num As Long
n1 = WorksheetFunction.Count(Range("B:B"))
n2 = WorksheetFunction.CountA(Range("2:2"))
If n1 <> 0 Then
Range("A3").Resize(n1, n2).Clear
End If

End Sub
Sub Compare_Results()
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Application.ScreenUpdating = False
Sheets("Error-Comparison").Activate
Dim num As Long
num = WorksheetFunction.Count(Sheets("Estimation").Range("A:A"))
st = WorksheetFunction.CountA(Sheets("Error-Comparison").Range("A:A"))
n = Sheets("Error-Comparison").Range("A1").CurrentRegion.Rows.Count
If st = 0 Then
With Sheets("Error-Comparison")
.Cells(1, 1).Value = "Functional Class"
.Cells(1, 2).Value = "Est. AADT"
.Cells(1, 3).Value = "Act. AADT"
.Cells(1, 4).Value = "Error"
.Cells(1, 5).Value = "Percent Error"
.Cells(1, 6).Value = "Latitude"
.Cells(1, 7).Value = "Longitude"
.Cells(1, 8).Value = "ID"
.Cells(1, 9).Value = "County"
.Cells(1, 10).Value = "Trial Number"
End With
st = 1
End If
Sheets("Estimation").Range("D3").Resize(num, 1).Copy
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Sheets("Error-Comparison").Cells(st + 1, 1).PasteSpecial
Sheets("Estimation").Range("E3").Resize(num, 1).Copy
Sheets("Error-Comparison").Cells(st + 1, 2).PasteSpecial
Sheets("Estimation").Range("Z3").Resize(num, 1).Copy
Sheets("Error-Comparison").Cells(st + 1, 3).PasteSpecial
Sheets("Estimation").Range("B3").Resize(num, 2).Copy
Sheets("Error-Comparison").Cells(st + 1, 6).PasteSpecial
Sheets("Estimation").Range("A3").Resize(num, 1).Copy
Sheets("Error-Comparison").Cells(st + 1, 8).PasteSpecial
Application.CutCopyMode = False
Dim ind As Integer
If st = 1 Then
ind = 1
Else
ind = Sheets("Error-Comparison").Cells(n, 10).Value + 1
End If
Dim i As Long
i=1
Do
act = Sheets("Error-Comparison").Cells(st + i, 3).Value
est = Sheets("Error-Comparison").Cells(st + i, 2).Value
Sheets("Error-Comparison").Cells(st + i, 4).Value = act - est
Sheets("Error-Comparison").Cells(st + i, 5).Value = 100 * (act - est) / act
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If Len(CStr(Cells(i + 1, 8).Value)) = 6 Then
Cells(i + 1, 9).Value = Left(Cells(i + 1, 8).Value, 1)
Else
Cells(i + 1, 9).Value = Left(Cells(i + 1, 8).Value, 2)
End If
Sheets("Error-Comparison").Cells(st + i, 10).Value = ind
i=i+1
Loop While i <= num

End Sub
Sub Create_Known_Loc_Graph()
Dim cht As ChartObject
For Each cht In Sheets("Input-Data").ChartObjects
cht.Delete
Next cht
Dim n As Long
n = Range("A1").CurrentRegion.Columns.Count
Dim trgt As Range
Set trgt = Range("A1")
Set trgt = trgt.Offset(1, n + 3)
Set cht = Sheets("Input-Data").ChartObjects.Add(Left:=trgt.Left, Top:=trgt.Top,
Width:=500, Height:=500)
n = WorksheetFunction.Count(Range("A:A"))
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Dim xs As Range
Dim ys As Range
Set xs = Range("D2").Resize(n, 1)
Set ys = Range("C2").Resize(n, 1)
With cht.Chart
.ChartType = xlXYScatter
.SeriesCollection.NewSeries
.SeriesCollection(1).XValues = xs
.SeriesCollection(1).Values = ys
.SeriesCollection(1).Name = "Known Locations"
.HasTitle = True
.ChartTitle.Text = "Known Locations"
.HasLegend = False
.Axes(xlCategory, xlPrimary).HasTitle = True
.Axes(xlCategory, xlPrimary).AxisTitle.Text = "Longitude"
.Axes(xlCategory, xlPrimary).MaximumScale = -78
.Axes(xlCategory, xlPrimary).MinimumScale = -84
.Axes(xlCategory, xlPrimary).CrossesAt = -84
.Axes(xlValue, xlPrimary).HasTitle = True
.Axes(xlValue, xlPrimary).AxisTitle.Text = "Latitude"
.Axes(xlValue, xlPrimary).MaximumScale = 36
.Axes(xlValue, xlPrimary).MinimumScale = 31
End With
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End Sub
Sub Create_Known_Unknown_Loc_Graph()

Dim cht As ChartObject
For Each cht In Sheets("Estimation").ChartObjects
cht.Delete
Next cht
Set cht = Sheets("Estimation").ChartObjects.Add(Left:=Range("S2").Left,
Top:=Range("S2").Top, Width:=700, Height:=500)
Dim n As Long
n = WorksheetFunction.Count(Range("B:B"))
Dim xs As Range
Dim ys As Range
Set xs = Range("C3").Resize(n, 1)
Set ys = Range("B3").Resize(n, 1)
With cht.Chart
.ChartType = xlXYScatter
.SeriesCollection.NewSeries
.SeriesCollection(1).XValues = xs
.SeriesCollection(1).Values = ys
.SeriesCollection(1).Name = "Unknown Locations"
.HasTitle = True
.ChartTitle.Text = "Unknown Locations"
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.HasLegend = True
.Axes(xlCategory, xlPrimary).HasTitle = True
.Axes(xlCategory, xlPrimary).AxisTitle.Text = "Longitude"
.Axes(xlCategory, xlPrimary).MaximumScale = -78
.Axes(xlCategory, xlPrimary).MinimumScale = -84
.Axes(xlCategory, xlPrimary).CrossesAt = -84
.Axes(xlValue, xlPrimary).HasTitle = True
.Axes(xlValue, xlPrimary).AxisTitle.Text = "Latitude"
.Axes(xlValue, xlPrimary).MaximumScale = 36
.Axes(xlValue, xlPrimary).MinimumScale = 31
End With

n = WorksheetFunction.Count(Sheets("Input-Data").Range("A:A"))
Set xs = Sheets("Input-Data").Range("D2").Resize(n, 1)
Set ys = Sheets("Input-Data").Range("C2").Resize(n, 1)
With cht.Chart
.ChartType = xlXYScatter
.SeriesCollection.NewSeries
.SeriesCollection(2).XValues = xs
.SeriesCollection(2).Values = ys
.SeriesCollection(2).Name = "Known Locations"
End With
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End Sub
Sub Create_Unknown_Loc_Graph()

Dim cht As ChartObject
For Each cht In Sheets("Estimation").ChartObjects
cht.Delete
Next cht
Dim n As Long
n = Sheets("Estimation").Range("A1").CurrentRegion.Columns.Count
Dim trgt As Range
Set trgt = Range("A2").Offset(0, n + 8)
Set cht = Sheets("Estimation").ChartObjects.Add(Left:=trgt.Left, Top:=trgt.Top,
Width:=500, Height:=500)
n = WorksheetFunction.Count(Range("B:B"))
Dim xs As Range
Dim ys As Range
Set xs = Range("C3").Resize(n, 1)
Set ys = Range("B3").Resize(n, 1)
With cht.Chart
.ChartType = xlXYScatter
.SeriesCollection.NewSeries
.SeriesCollection(1).XValues = xs
.SeriesCollection(1).Values = ys
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.SeriesCollection(1).Name = "Unknown Locations"
.HasTitle = True
.ChartTitle.Text = "Unknown Locations"
.HasLegend = False
.Axes(xlCategory, xlPrimary).HasTitle = True
.Axes(xlCategory, xlPrimary).AxisTitle.Text = "Longitude"
.Axes(xlCategory, xlPrimary).MaximumScale = -78
.Axes(xlCategory, xlPrimary).MinimumScale = -84
.Axes(xlCategory, xlPrimary).CrossesAt = -84
.Axes(xlValue, xlPrimary).HasTitle = True
.Axes(xlValue, xlPrimary).AxisTitle.Text = "Latitude"
.Axes(xlValue, xlPrimary).MaximumScale = 36
.Axes(xlValue, xlPrimary).MinimumScale = 31
End With
End Sub
Sub Call_Data_Import_known()
Call Data_Import_Known
End Sub
Sub Call_Data_Import_Unknown()
Call Data_Import_Unknown
End Sub
Sub Call_Calculate_AADT()
Call CalculateAADT
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End Sub
Sub Data_Import_Known(Optional file_name As String = "")

Application.ScreenUpdating = False
Line1:
If file_name = "" Then
tst = MsgBox("Click OK to select the Known Count Station file", vbOKOnly,
"Known Count Station File Selection")
Application.FileDialog(msoFileDialogFilePicker).Show
inpt = Application.FileDialog(msoFileDialogFilePicker).SelectedItems(1)
res = MsgBox("Is this the correct file?" & vbNewLine & inpt, vbYesNoCancel,
"File Confirmation")
Else
inpt = file_name
res = vbYes
End If
If res = vbYes Then
Dim ab As Workbook
Set ab = ActiveWorkbook
ab.Sheets("Input-Data").Range("A1").CurrentRegion.ClearContents
Dim ib As Workbook
Set ib = Workbooks.Open(inpt)
num = ib.Sheets(1).Range("A1").CurrentRegion.Rows.Count
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rng = ib.Sheets(1).Range("A1").CurrentRegion.Copy
ab.Sheets("Input-Data").Range("A1").PasteSpecial
Application.DisplayAlerts = False
ib.Close
Application.DisplayAlerts = True
Call Create_Known_Loc_Graph
ElseIf res = vbNo Then
GoTo Line1
Else
MsgBox ("No file selected")
End If

End Sub
Sub Data_Import_Both()

Data_Import_Known ("C:\Users\Ryan\OneDrive - University of South
Carolina\Masters\huynh\datafiles\training-data.csv")
Data_Import_Unknown ("C:\Users\Ryan\OneDrive - University of South
Carolina\Masters\huynh\datafiles\testing-data.csv")

End Sub
Sub FC_Analysis()
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Dim dict As Scripting.Dictionary
Set dict = New Scripting.Dictionary
Set FC_dict = New Scripting.Dictionary
num_data = WorksheetFunction.Count(Sheets("Input-Data").Range("B:B"))
Sheets("FC-Analysis").Cells.Clear
Sheets("Input-Data").Range("B2").Resize(num_data, 1).Copy
With Sheets("FC-Analysis")
.Range("A2").PasteSpecial
.Cells(1, 1).Value = "AADT"
.Range("B2").FormulaR1C1 = "=LOG10(RC[-1])"
.Range("B2").AutoFill Destination:=Sheets("FCAnalysis").Range("B2").Resize(num_data, 1)
.Range("B2").Resize(num_data, 1).Copy
.Range("A2").PasteSpecial Paste:=xlPasteValues
End With
Sheets("Input-Data").Range("F2").Resize(num_data, 1).Copy
Sheets("FC-Analysis").Range("B2").PasteSpecial
Sheets("FC-Analysis").Cells(1, 2).Value = "FC"
Application.CutCopyMode = False
Dim n As Integer
With Sheets("FC-Analysis")
.Cells(1, 4).Value = "FC"
.Cells(1, 5).Value = "Median"
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'.Cells(1, 6).Value = "Max"
.Range("D2").Formula2R1C1 = "=UNIQUE(R2C2:R" & CStr(1 + num_data) &
"C2)"
.Range("E2").Formula2R1C1 = "=MEDIAN(IF(R2C2:R" & CStr(1 + num_data) &
"C2=RC[-1],R2C1:R" & CStr(1 + num_data) & "C1))"
n = WorksheetFunction.CountA(Sheets("FC-Analysis").Range("D:D")) - 1
.Range("E2").AutoFill Sheets("FC-Analysis").Range("E2").Resize(n, 1)
'.Range("F2").FormulaR1C1 = "=MAX(IF(R2C2:R" & CStr(1 + num_data) &
"C2=RC[-2],R2C1:R" & CStr(1 + num_data) & "C1))"
'.Range("F2").AutoFill Sheets("FC-Analysis").Range("F2").Resize(n, 1)
End With
For i = 1 To n
dict.Add Sheets("FC-Analysis").Cells(1 + i, 4).Value, Sheets("FCAnalysis").Cells(1 + i, 5).Value
FC_dict.Add Sheets("FC-Analysis").Cells(1 + i, 4).Value, i - 1
Next i
ReDim FC_w(0 To n - 1, 0 To n - 1)
For i = 0 To n - 1
For j = 0 To n - 1
FC_w(i, j) = dict(dict.Keys(i)) / dict(dict.Keys(j))
If FC_w(i, j) > 1 Then
FC_w(i, j) = 1
End If
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Sheets("FC-Analysis").Cells(2 + i, 12 + j).Value = FC_w(i, j)
Next j
Next i

End Sub
Sub Rnd_Sample_sub()
Application.DisplayStatusBar = True
Sheets("Train-Test").Activate
n = WorksheetFunction.Count(Range("A:A"))
Range("E3").Resize(n, 8).ClearContents

Dim train As New Collection
Dim test As New Collection
Dim num As Long
num = WorksheetFunction.Count(Range("A:A"))
Dim i As Long
i=1
Do
train.Add (i)
i=i+1
Loop While i <= num
Dim pt As Single
pt = Range("Q1").Value
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Dim nt As Long
nt = pt * num
i=1
Dim ind As Long
Do
ind = Rnd * train.Count
If ind <> 0 Then
test.Add (train(ind))
train.Remove (ind)
i=i+1
End If
Loop While i <= num - nt
i=1
Do
Cells(2 + i, 5).Value = i
For j = 2 To 4
Cells(2 + i, 4 + j).Value = Cells(2 + train(i), j).Value
Next j
i=i+1
If Int(100 * i / nt) Mod 10 = 0 And Int(100 * i / nt) > 0 Then
Application.StatusBar = CStr(Int(100 * i / nt)) & "%"
End If
Loop While i <= nt
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i=1
Do
For j = 1 To 4
Cells(2 + i, 8 + j).Value = Cells(2 + test(i), j).Value
Next j
i=i+1
Loop While i <= num - nt
Application.DisplayStatusBar = False
End Sub
Function SAMPLE(num As Long, Optional pct As Single = 0.8)

Dim train As New Collection
Dim i As Long
i=1
Do
train.Add (i)
i=i+1
Loop While i <= num
Dim nt As Long
nt = pct * num
i=1
Dim ind As Long
Do
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ind = Rnd * train.Count
If ind <> 0 Then
train.Remove (ind)
i=i+1
End If
Loop While i <= num - nt
Dim arr() As Long
ReDim arr(1 To nt)
For i = 1 To nt
arr(i) = train(i)
Next i
SAMPLE = arr

End Function
Sub PublicSetup()
Sheets("Input-Data").Activate
'number of known data points
num_data = WorksheetFunction.Count(Range("A:A"))
'assign x as latitude, y as longitude, z as aadt
ReDim x(1 To num_data)
ReDim y(1 To num_data)
ReDim z(1 To num_data)
ReDim FC(1 To num_data)
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ReDim IDs(1 To num_data)
avg_aadt = 0
For i = 1 To num_data
y(i) = Cells(1 + i, 3).Value
x(i) = Cells(1 + i, 4).Value
'x(i) = Cells(1 + i, 3).Value
'y(i) = Cells(1 + i, 4).Value
'z(i) = Cells(1 + i, 2).Value
z(i) = WorksheetFunction.Log10(Cells(1 + i, 2).Value)
avg_aadt = avg_aadt + z(i)
FC(i) = Cells(1 + i, 6).Value
IDs(i) = Cells(1 + i, 1).Value
Next i
'determine average aadt
avg_aadt = avg_aadt / num_data
For i = 1 To num_data
z(i) = z(i) - avg_aadt
Next i
End Sub
Sub CalculateAADT(Optional max_num As Integer = 25, Optional exclusions As
Boolean = False)
Application.ScreenUpdating = False
Call PublicSetup
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Call FC_Analysis
Sheets("Utilized-Neighbors").Cells.Clear

'determine range of best model
Dim nug As Double
Dim rng As Double
Dim ps As Double
Dim func As Integer
nug = Sheets("Semivariogram").Cells(1, 13).Value
ps = Sheets("Semivariogram").Cells(2, 13).Value
rng = Sheets("Semivariogram").Cells(3, 13).Value
func = Sheets("Semivariogram").Cells(4, 13).Value

'prepare utilized neighbors sheet
Dim n1 As Integer
n1 = Sheets("Estimation").Range("A1").CurrentRegion.Columns.Count
Sheets("Utilized-Neighbors").Cells(1, n1 + 3).Value = "Utilized Neighbor IDs"
Application.DisplayAlerts = False
Sheets("Utilized-Neighbors").Cells(1, n1 + 3).Resize(1, max_num).merge
Sheets("Utilized-Neighbors").Cells(1, n1 + 3).HorizontalAlignment = xlCenter
Application.DisplayAlerts = True
For i = 1 To max_num
Sheets("Utilized-Neighbors").Cells(2, n1 + 2 + i).Value = "ID" & CStr(i)
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Next i
Sheets("Utilized-Neighbors").Cells(2, n1 + 1).Value = "# of Neighbors"
Sheets("Utilized-Neighbors").Cells(2, n1 + 2).Value = "# of Utilized Neighbors"

'go to estimation sheet
Sheets("Estimation").Activate

Dim tot As Integer
tot = WorksheetFunction.Count(Range("B:B"))

'set unknown location values
Dim x0 As Double
Dim y0 As Double
Dim num_within As Integer
Dim dst() As Double
Dim IDs_within() As Double
Dim dist As Double
Dim cvm_k() As Single
Dim cvm_u() As Single
Dim mat1() As Double
Dim weights() As Variant
Dim AADT As Single
Dim s_w As Single
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Dim num As Long
Dim pct As Long
Dim pct_old As Long
num = WorksheetFunction.Count(Range("B:B"))

Dim exclude_county() As Integer
If exclusions = True Then
n = WorksheetFunction.Count(Sheets("Error-Comparison").Range("O:O"))
If n <> 0 Then
ReDim exclude_county(1 To n)
For i = 1 To n
exclude_county(i) = Sheets("Error-Comparison").Cells(4 + i, 15).Value
Next i
Else
ReDim exclude_county(1)
exclude_county(1) = -1
End If
Else
ReDim exclude_county(1)
exclude_county(1) = -1
End If

ProgressBar.Show (vbModeless)
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ProgressBar.Caption = "Calculating AADTs - Please Wait"
ProgressBar.Progress.Width = 0
ProgressBar.PctComplete.Caption = "0% Complete"
DoEvents
indx = 1
Do While indx <= WorksheetFunction.Count(Range("B:B"))
y0 = Cells(2 + indx, 2).Value
x0 = Cells(2 + indx, 3).Value
'x0 = Cells(2 + indx, 2).Value
'y0 = Cells(2 + indx, 3).Value
fc_u = Cells(2 + indx, 4).Value
ID = Cells(2 + indx, 1).Value
If Len(ID) = 6 Then
cnty = Int(Left(CStr(ID), 1))
Else
cnty = Int(Left(CStr(ID), 2))
End If

exclude = False
For i = 1 To UBound(exclude_county)
If cnty = exclude_county(i) Then
exclude = True
Exit For
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End If
Next i

If exclude = False Then
'see how many known locations are within range of model to unknown location
ReDim dst(1 To num_data)
num_within = 0
For i = 1 To num_data
dst(i) = Sqr((x0 - x(i)) ^ (2) + (y0 - y(i)) ^ (2))
If dst(i) <= rng Then
num_within = num_within + 1
End If
Next i

If num_within > 1 Then
'remove blank known ids
ReDim IDs_within(1 To num_within, 1 To 3)
dum = 0
For i = 1 To num_data
If dst(i) <= rng Then
dum = dum + 1
IDs_within(dum, 1) = dst(i)
IDs_within(dum, 2) = IDs(i)
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IDs_within(dum, 3) = i
End If
Next i

Erase dst

'sort IDs_within from smallest to largest
Call quicksort2(IDs_within, LBound(IDs_within), UBound(IDs_within))

'print number of neighbors
Sheets("Utilized-Neighbors").Cells(2 + indx, n1 + 1).Value = num_within

'determine distance/variogram/covariance matrices
If num_within >= max_num Then
num_within = max_num
End If
'num_within = 0.1 * num_within
'If num_within < 10 Then
' num_within = 10
'ElseIf num_within > 100 Then
' num_within = 100
'End If
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'print number of utilized neighbors
Sheets("Utilized-Neighbors").Cells(2 + indx, n1 + 2).Value = num_within

'print within IDs to utilized neighbors sheet
For i = 1 To max_num
If i <= num_within Then
Sheets("Utilized-Neighbors").Cells(2 + indx, n1 + 2 + i).Value =
IDs_within(i, 2)
ElseIf num_within < i Then
Sheets("Utilized-Neighbors").Cells(2 + indx, n1 + 2 + i).Value = "-"
End If
Next i

ReDim cvm_k(1 To num_within, 1 To num_within)
ReDim cvm_u(1 To num_within)
For i = 1 To num_within
For j = 1 To num_within
dist = Sqr((x(IDs_within(i, 3)) - x(IDs_within(j, 3))) ^ (2) +
(y(IDs_within(i, 3)) - y(IDs_within(j, 3))) ^ (2))
cvm_k(i, j) = nug + ps - SEMI_VARIOGRAM(dist, nug, ps, rng, func)
Next j
cvm_u(i) = nug + ps - SEMI_VARIOGRAM(IDs_within(i, 1), nug, ps, rng,
func)
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Next i

'determine weights
ReDim weights(1 To num_within)
weights = WorksheetFunction.MMult(WorksheetFunction.MInverse(cvm_k),
WorksheetFunction.Transpose(cvm_u))

's_w = 0
'For i = 1 To num_within
'

s_w = s_w + Abs(weights(i, 1))

'Next i
'For i = 1 To num_within
'

weights(i, 1) = weights(i, 1) / s_w

'Next i

'calculate unknown aadt
AADT = 0
s_w = 0
If UBound(weights) = 1 Then
fc_k = FC(IDs_within(1, 3))
reduc = FC_w(fc_u, fc_k)
AADT = AADT + reduc * z(IDs_within(1, 3)) * weights(1, 1)
'AADT = AADT + z(IDs_within(1, 3)) * weights(1)
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s_w = s_w + weights(1)
Else
For i = 1 To num_within
fc_k = FC(IDs_within(i, 3))
reduc = FC_w(FC_dict(fc_u), FC_dict(fc_k))
'AADT = AADT + reduc * z(IDs_within(i, 3)) * weights(i, 1)
'If weights(i, 1) < 0 Then
'

weights(i, 1) = 0

'End If
AADT = AADT + z(IDs_within(i, 3)) * weights(i, 1)
s_w = s_w + weights(i, 1)
Next i
End If
AADT = AADT + avg_aadt
AADT = 10 ^ (AADT)
Else
'For i = 1 To max_num
'

Cells(2 + indx, 5 + i).Value = "-"

'Next i
If fc_u = 9 Then
AADT = 350
Else
AADT = 700
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End If
End If
Else
If fc_u = 9 Then
AADT = 350
Else
AADT = 700
End If
End If
If AADT < 25 Then
AADT = 25
End If
Cells(2 + indx, 5).Value = Round(AADT)
indx = indx + 1
pct = indx / num * 100
If pct <> pct_old And pct >= 10 And pct Mod 10 = 0 Then
pct_old = pct
ProgressBar.Progress.Width = pct
ProgressBar.PctComplete.Caption = CStr(pct) & "% Complete"
DoEvents
End If
Loop
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Range("A1").CurrentRegion.Copy
Sheets("Utilized-Neighbors").Range("A1").PasteSpecial
Sheets("Utilized-Neighbors").Range("A1").Resize(1, n1 + 2).merge
Application.CutCopyMode = False

ProgressBar.Hide

End Sub
Sub move_data()
Dim dist() As Double
Dim diff() As Double

ReDim dist(1 To 10, 1 To 10)
ReDim diff(1 To 10, 1 To 10)

For i = 1 To 10
For j = i To 10
dist(j, i) = Cells(2 + j, 2 + i).Value
diff(j, i) = Cells(15 + j, 2 + i).Value
Next j
Next i
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For i = 1 To 10
For j = 1 To 10
Cells(1 + j + 10 * (i - 1), 15) = dist(j, i)
Cells(1 + j + 10 * (i - 1), 16).Value = diff(j, i)
Next j
Next i

Columns("O:P").Sort Key1:=Range("O1"), Header:=xlYes
Range("O2").Resize(55, 2).Delete xlShiftUp
End Sub
Function DISTANCE(long1 As Double, lat1 As Double, long2 As Double, lat2 As
Double)
DISTANCE = Sqr((long2 - long1) ^ (2) + (lat2 - lat1) ^ (2))
End Function
Function SEMI_VARIOGRAM(d As Double, nug As Double, ps As Double, r As
Double, func As Integer)
If func = 1 Then
If d > 0 Then
SEMI_VARIOGRAM = nug + ps * (1 - Exp(-d / r) ^ (2))
Else
SEMI_VARIOGRAM = 0
End If
ElseIf func = 2 Then
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If d >= 0 Then
SEMI_VARIOGRAM = nug + ps * (1 - Exp(-d / r))
Else
SEMI_VARIOGRAM = 0
End If
ElseIf func = 3 Then
If d >= 0 And d < r Then
SEMI_VARIOGRAM = nug + ps * (3 * d / 2 / r - 0.5 * (d / r) ^ (3))
ElseIf d >= r Then
SEMI_VARIOGRAM = nug + ps
Else
SEMI_VARIOGRAM = 0
End If
Else
If d >= 0 And d < r Then
SEMI_VARIOGRAM = nug + (ps / r) * d
ElseIf d >= r Then
SEMI_VARIOGRAM = nug + ps
Else
SEMI_VARIOGRAM = 0
End If
End If
End Function
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Function AVGIF(arr As Variant, min As Double, max As Double, strtind As Long)
Dim result(1 To 2) As Double
Dim cnt As Long
Dim s As Double

cnt = 0
s=0
For i = strtind To UBound(arr)
If arr(i, 1) >= min And arr(i, 1) <= max Then
cnt = cnt + 1
s = s + arr(i, 2)
End If
If arr(i, 1) > max Then
Exit For
End If
Next i

If cnt > 0 Then
result(1) = s / cnt
result(2) = strtind + cnt - 1
Else
result(1) = 0
result(2) = strtind
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End If
AVGIF = result
End Function
Sub CreateSemivariogram()
Application.ScreenUpdating = False
Application.DisplayStatusBar = True
Sheets("Estimation").Activate

Call PublicSetup

DoEvents

'determine how many points will be calculated for variogram
Dim n As Long
n = (num_data ^ (2) - num_data) / 2

ProgressBar.Show (vbModeless)
ProgressBar.Caption = "Creating Data Matrix - Please Wait"
ProgressBar.Progress.Width = 0
ProgressBar.PctComplete.Caption = "0% Complete"
DoEvents

'create data matrix. Column 1 is distance, 2 is difference squared
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Dim data() As Double
ReDim data(1 To n, 1 To 2)
Dim ind As Long
Dim pct As Long
Dim pct_old As Long
ind = 1
For i = 1 To (num_data - 1)
For j = (i + 1) To num_data
'data(ind, 1) = DISTANCE(x(i), y(i), x(j), y(j))
data(ind, 1) = Sqr((x(i) - x(j)) ^ (2) + (y(i) - y(j)) ^ (2))
data(ind, 2) = (z(i) - z(j)) ^ (2)
ind = ind + 1
pct = ind / n * 100
If pct <> pct_old Then
pct_old = pct
ProgressBar.Progress.Width = pct
ProgressBar.PctComplete.Caption = CStr(pct) & "% Complete"
DoEvents
End If
Next j
Next i

ProgressBar.Caption = "Sorting Data Matrix - Please Wait"
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ProgressBar.Progress.Width = 0
ProgressBar.PctComplete.Caption = "0% Complete"
DoEvents
'sort data matrix by smallest to largest distance
Call quicksort2(data, LBound(data), UBound(data), 1, n)

ProgressBar.Caption = "Calculating Experimental Semivariogram - Please Wait"
ProgressBar.Progress.Width = 20
ProgressBar.PctComplete.Caption = "20% Complete"
DoEvents
'number of bins in histogram, arbitarily set
Dim num_bin As Integer
num_bin = 50

'determine width of histogram bins
Dim w As Double
w = (0.5 * data(n, 1) - data(1, 1)) / num_bin

'determine histogram matrix, column 1 is distance, column 2 is variogram value
Dim min As Double
Dim max As Double
Dim hist() As Double
ReDim hist(1 To num_bin, 1 To 2)
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For i = 1 To num_bin
min = (i - 1) * w + data(1, 1)
max = i * w + data(1, 1)
hist(i, 1) = (max + min) / 2
If i = 1 Then
avginfo = AVGIF(data, min, max, 1)
Else
avginfo = AVGIF(data, min, max, CLng(avginfo(2)))
End If
hist(i, 2) = 0.5 * avginfo(1)
Next i

'activate Semivariogram sheet and clear values from last run
Sheets("Semivariogram").Activate
c = Range("A4").CurrentRegion.Rows.Count - 4
If c > 0 Then
Range("A5").Resize(c, 10).ClearContents
End If

'initial model parameters, nug as nugget, ps as partial sil, r as range
'first row is gaussian, then exponential, spherical, and lastly linear
Dim nug(1 To 4) As Double
Dim ps(1 To 4) As Double
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Dim r(1 To 4) As Double
For i = 1 To 4
nug(i) = 0
ps(i) = hist(UBound(hist), 2)
r(i) = 0.175 * hist(UBound(hist), 1)
Next i

'print initial parameters to semivariogram sheet
For i = 1 To 4
Cells(1, 3 + 2 * (i - 1)).Value = nug(i)
Cells(2, 3 + 2 * (i - 1)).Value = ps(i)
Cells(3, 3 + 2 * (i - 1)).Value = r(i)
Next i

For i = 1 To num_bin
Cells(4 + i, 1).Value = hist(i, 1)
Cells(4 + i, 2).Value = hist(i, 2)
Cells(4 + i, 3).FormulaR1C1 = "=SEMI_VARIOGRAM(R" & CInt(4 + i) & "C1,
R1C3, R2C3, R3C3, 1)"
Cells(4 + i, 4).FormulaR1C1 = "=(R" & CInt(4 + i) & "C2-R" & CInt(4 + i) &
"C3)^(2)"
Cells(4 + i, 5).FormulaR1C1 = "=SEMI_VARIOGRAM(R" & CInt(4 + i) & "C1,
R1C5, R2C5, R3C5, 2)"
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Cells(4 + i, 6).FormulaR1C1 = "=(R" & CInt(4 + i) & "C2-R" & CInt(4 + i) &
"C5)^(2)"
Cells(4 + i, 7).FormulaR1C1 = "=SEMI_VARIOGRAM(R" & CInt(4 + i) & "C1,
R1C7, R2C7, R3C7, 3)"
Cells(4 + i, 8).FormulaR1C1 = "=(R" & CInt(4 + i) & "C2-R" & CInt(4 + i) &
"C7)^(2)"
Cells(4 + i, 9).FormulaR1C1 = "=SEMI_VARIOGRAM(R" & CInt(4 + i) & "C1,
R1C9, R2C9, R3C9, 4)"
Cells(4 + i, 10).FormulaR1C1 = "=(R" & CInt(4 + i) & "C2-R" & CInt(4 + i) &
"C9)^(2)"
Next i
Cells(5 + num_bin, 3).Value = "SRS ="
Cells(5 + num_bin, 4).FormulaR1C1 = "=SUM(R5C4:R" & CInt(4 + num_bin) &
"C4)"
Cells(5 + num_bin, 5).Value = "SRS ="
Cells(5 + num_bin, 6).FormulaR1C1 = "=SUM(R5C6:R" & CInt(4 + num_bin) &
"C6)"
Cells(5 + num_bin, 7).Value = "SRS ="
Cells(5 + num_bin, 8).FormulaR1C1 = "=SUM(R5C8:R" & CInt(4 + num_bin) &
"C8)"
Cells(5 + num_bin, 9).Value = "SRS ="
Cells(5 + num_bin, 10).FormulaR1C1 = "=SUM(R5C10:R" & CInt(4 + num_bin) &
"C10)"
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ProgressBar.Caption = "Optimizing Semivariogram Models - Please Wait"
ProgressBar.Progress.Width = 30
ProgressBar.PctComplete.Caption = "30% Complete"
DoEvents
'using solver
For i = 1 To 4
SolverReset
SolverOK SetCell:=Cells(5 + num_bin, 4 + 2 * (i - 1)), _
MaxMinVal:=2, _
ByChange:=Cells(1, 3 + 2 * (i - 1)).Resize(3, 1)
Solver.SolverAdd CellRef:=Cells(1, 3 + 2 * (i - 1)), _
Relation:=3, _
FormulaText:=0
Solver.SolverAdd CellRef:=Cells(2, 3 + 2 * (i - 1)).Resize(2, 1), _
Relation:=3, _
FormulaText:=0.01
Solver.SolverSolve UserFinish:=True
Next i

ProgressBar.Caption = "Creating Semivariogram - Please Wait"
ProgressBar.Progress.Width = 70
ProgressBar.PctComplete.Caption = "70% Complete"
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DoEvents
Range("L6").Activate
Dim lg_text(1 To 5) As String
lg_text(1) = "Experimental Semivariogram"
lg_text(2) = "Gaussian Semivariogram"
lg_text(3) = "Exponential Semivariogram"
lg_text(4) = "Spherical Semivariogram"
lg_text(5) = "Linear Semivariogram"
Dim cht As ChartObject
For Each cht In Sheets("Semivariogram").ChartObjects
cht.Delete
Next cht
Set cht = Sheets("Semivariogram").ChartObjects.Add(Left:=ActiveCell.Left,
Top:=ActiveCell.Top, Width:=500, Height:=250)
Dim xs As Range
Dim ys As Range
Set xs = Range("A5").Resize(num_bin, 1)
Set ys = Range("B5").Resize(num_bin, 1)
With cht.Chart
.ChartType = xlXYScatter
.SeriesCollection.NewSeries
.SeriesCollection(1).XValues = xs
.SeriesCollection(1).Values = ys
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.SeriesCollection(1).Name = lg_text(1)
.HasTitle = True
.ChartTitle.Text = "Experimental vs Theoretical Semivariograms"
.Axes(xlCategory, xlPrimary).HasTitle = True
.Axes(xlCategory, xlPrimary).AxisTitle.Text = "Distance"
.Axes(xlValue, xlPrimary).HasTitle = True
.Axes(xlValue, xlPrimary).AxisTitle.Text = "Semivariogram"
End With
i=2
Do While i <= 5
Set ys = Cells(5, 1 + 2 * (i - 1)).Resize(num_data, 1)
With cht.Chart
.SeriesCollection.NewSeries
.SeriesCollection(i).XValues = xs
.SeriesCollection(i).Values = ys
.SeriesCollection(i).Name = lg_text(i)
.HasTitle = True
.ChartTitle.Text = "Experimental vs Theoretical Semivariograms"
.Axes(xlCategory, xlPrimary).HasTitle = True
.Axes(xlCategory, xlPrimary).AxisTitle.Text = "Distance"
.Axes(xlValue, xlPrimary).HasTitle = True
.Axes(xlValue, xlPrimary).AxisTitle.Text = "Semivariogram"
End With
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i=i+1
Loop
'assign optimized values to nug, ps, and r vectors
For i = 1 To 4
nug(i) = Cells(1, 3 + 2 * (i - 1)).Value
ps(i) = Cells(2, 3 + 2 * (i - 1)).Value
r(i) = Cells(3, 3 + 2 * (i - 1)).Value
Next i

'determine error of each model compared to calculated variogram
Dim err() As Double
ReDim err(1 To 4)
For i = 1 To 4
err(i) = Cells(5 + num_bin, 4 + 2 * (i - 1)).Value
Next i

'find model with least error, set model number to lst_ind
Dim lst_err As Integer
lst_err = 1
For i = 1 To 4
If err(i) < err(lst_err) Then
lst_err = i
End If
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Next i

ProgressBar.Caption = "Creating Semivariogram - Please Wait"
ProgressBar.Progress.Width = 100
ProgressBar.PctComplete.Caption = "100% Complete"
DoEvents
'output best model to semivariogram sheet
Cells(1, 12).Value = "Nugget"
Cells(2, 12).Value = "Partial Sil"
Cells(3, 12).Value = "Range"
Cells(4, 12).Value = "Model #"
Cells(1, 13).Value = nug(lst_err)
Cells(2, 13).Value = ps(lst_err)
Cells(3, 13).Value = r(lst_err)
Cells(4, 13).Value = lst_err

Sheets("Estimation").Activate
Application.StatusBar = "Finished!"
Application.DisplayStatusBar = False
ProgressBar.Hide

'Show_Complete_Message
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End Sub
Sub quicksort2(vArray() As Double, inLow As Long, inHi As Long, Optional ind As
Long = -1, Optional l As Long = -1, Optional pct_old As Integer = 0)
Dim pivot As Double
Dim tmpSwap As Double
Dim tmpSwap2 As Double
Dim tmpLow As Long
Dim tmpHi As Long
tmpLow = inLow
tmpHi = inHi
pivot = vArray(inHi, 1)
Do While (tmpLow <= tmpHi)
Do While (vArray(tmpLow, 1) < pivot And tmpLow < inHi)
tmpLow = tmpLow + 1
Loop
Do While (pivot < vArray(tmpHi, 1) And tmpHi > inLow)
tmpHi = tmpHi - 1
Loop
If (tmpLow <= tmpHi) Then
tmpSwap = vArray(tmpLow, 1)
tmpSwap2 = vArray(tmpLow, 2)
vArray(tmpLow, 1) = vArray(tmpHi, 1)
vArray(tmpLow, 2) = vArray(tmpHi, 2)
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vArray(tmpHi, 1) = tmpSwap
vArray(tmpHi, 2) = tmpSwap2
tmpLow = tmpLow + 1
tmpHi = tmpHi - 1
End If
Loop
If ind <> -1 Then
ind = ind + 1
pct = CInt(ind / l * 100)
If pct <> pct_old And pct >= 1 And pct Mod 1 = 0 Then
pct_old = pct
ProgressBar.Progress.Width = pct
ProgressBar.PctComplete.Caption = CStr(pct) & "% Complete"
DoEvents
End If
End If
If (inLow < tmpHi) Then quicksort2 vArray, inLow, tmpHi, ind, l, pct_old
If (tmpLow < inHi) Then quicksort2 vArray, tmpLow, inHi, ind, l, pct_old
End Sub
Sub Data_Import_Unknown(Optional file_name As String = "")
Application.ScreenUpdating = False
Line1:
If file_name = "" Then
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tst = MsgBox("Click OK to select the Unknown Count Station file", vbOKOnly,
"Unknown Count Station File Selection")
Application.FileDialog(msoFileDialogFilePicker).Show
inpt = Application.FileDialog(msoFileDialogFilePicker).SelectedItems(1)
res = MsgBox("Is this the correct file?" & vbNewLine & inpt, vbYesNoCancel,
"File Confirmation")
Else
inpt = file_name
res = vbYes
End If
If res = vbYes Then
Dim ab As Workbook
Set ab = ActiveWorkbook
Call Clear
Dim ib As Workbook
Set ib = Workbooks.Open(inpt)
num = ib.Sheets(1).Range("A1").CurrentRegion.Rows.Count
ib.Sheets(1).Range("C2").Resize(num - 1, 2).Copy
ab.Sheets("Estimation").Range("B3").PasteSpecial
ib.Sheets(1).Range("A2").Resize(num - 1, 1).Copy
ab.Sheets("Estimation").Range("A3").PasteSpecial
ib.Sheets(1).Range("B2").Resize(num - 1, 1).Copy
ab.Sheets("Estimation").Range("Z3").PasteSpecial
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ib.Sheets(1).Range("F2").Resize(num - 1, 1).Copy
ab.Sheets("Estimation").Range("D3").PasteSpecial
Application.DisplayAlerts = False
ib.Close
Application.DisplayAlerts = True
ElseIf res = vbNo Then
GoTo Line1
Else
MsgBox ("No file selected")
End If

End Sub

A.2 SCDOT’s Default Value Code
Sub DefaultValues()

Dim est As Worksheet
Set est = Sheets("Estimation")

Dim indx As Long
indx = 1

Dim fc_u As Integer
Dim AADT As Double
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Do While indx <= WorksheetFunction.Count(est.Range("B:B"))
fc_u = est.Cells(2 + indx, 4).Value
If fc_u = 9 Then
AADT = 100
Else
AADT = 200
End If
est.Cells(2 + indx, 6).Value = AADT
Loop

End Sub

A.3 Nearest Neighbor Code
'number of known data points
Public n1 As Long
'number of unknown data points
Public n2 As Long
'known data matrix, comprised of AADT, latitude, and longitude
Public KnownData() As Double
'unknown data matrix, comprised of actual AADT, latitude, longitude, and estimated
AADT
Public UnknownData() As Double
Sub ImportData()
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'number of known data points
n1 = Sheets("Known Data").Range("A1").CurrentRegion.Rows.Count - 1

'create known data matrix, column 1 is AADT, column 2 is latitude, column 3 is
longitude
ReDim KnownData(1 To n1, 1 To 3)
For i = 1 To n1
For j = 1 To 3
KnownData(i, j) = Sheets("Known Data").Cells(1 + i, 1 + j).Value
Next j
Next i

'number of unknown data points
n2 = Sheets("Unknown Data").Range("A1").CurrentRegion.Rows.Count - 1
'create unknown data matrix, column 1 is Actual AADT, column 2 is latitude, column 3
is longitude, and column 4 is estimated AADT
ReDim UnknownData(1 To n2, 1 To 4)
For i = 1 To n2
For j = 1 To 3
UnknownData(i, j) = Sheets("Unknown Data").Cells(1 + i, 1 + j).Value
Next j
Next i
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End Sub
Sub ClearSheet()

Dim ws As Worksheet
Set ws = ActiveSheet

If ws.Name <> "Known Data" And ws.Name <> "Unknown Data" Then
ActiveSheet.ListObjects(1).Resize Range("$A$1:$J$2")
End If

End Sub
Sub EnterData()

num = ActiveSheet.Range("A1").CurrentRegion.Rows.Count
num = num - 1
ActiveSheet.Range("A2").Resize(num, 10).ClearContents

Dim ws As Worksheet
Set ws = Sheets("Unknown Data")

ws.Range("A1").CurrentRegion.Copy
ActiveSheet.Range("A1").PasteSpecial (xlPasteValues)

125

End Sub
Sub Nearest_Neighbor()

Application.ScreenUpdating = False
Call ImportData
Call ClearSheet
Call EnterData

Sheets("Nearest Neighbor").Range("I1").Value = "Est. AADT"

For i = 1 To n2
'determine nearest neighbor
'assume that the first known data point is nearest
d = DISTANCE(UnknownData(i, 3), UnknownData(i, 2), KnownData(1, 3),
KnownData(1, 2))
d_min = d
ind = 1
'check other known data points to find actual nearest
For j = 2 To n1
d = DISTANCE(UnknownData(i, 3), UnknownData(i, 2), KnownData(j, 3),
KnownData(j, 2))
If d < d_min Then
d_min = d
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ind = j
End If
Next j

'assign AADT equal to nearest neighbor's AADT
UnknownData(i, 4) = KnownData(ind, 1)

'write estimated AADT onto nearest neighbor sheet
Sheets("Nearest Neighbor").Cells(1 + i, 9).Value = UnknownData(i, 4)
Sheets("Nearest Neighbor").Cells(1 + i, 10).Value = UnknownData(i, 1) UnknownData(i, 4)

Next i

End Sub

A.4 Average k Nearest Neighbors Code
'number of known data points
Public n1 As Long
'number of unknown data points
Public n2 As Long
'known data matrix, comprised of AADT, latitude, and longitude
Public KnownData() As Double
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'unknown data matrix, comprised of actual AADT, latitude, longitude, and estimated
AADT
Public UnknownData() As Double
Sub ImportData()

'number of known data points
n1 = Sheets("Known Data").Range("A1").CurrentRegion.Rows.Count - 1

'create known data matrix, column 1 is AADT, column 2 is latitude, column 3 is
longitude
ReDim KnownData(1 To n1, 1 To 3)
For i = 1 To n1
For j = 1 To 3
KnownData(i, j) = Sheets("Known Data").Cells(1 + i, 1 + j).Value
Next j
Next i

'number of unknown data points
n2 = Sheets("Unknown Data").Range("A1").CurrentRegion.Rows.Count - 1
'create unknown data matrix, column 1 is Actual AADT, column 2 is latitude, column 3
is longitude, and column 4 is estimated AADT
ReDim UnknownData(1 To n2, 1 To 4)
For i = 1 To n2
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For j = 1 To 3
UnknownData(i, j) = Sheets("Unknown Data").Cells(1 + i, 1 + j).Value
Next j
Next i

End Sub
Sub ClearSheet()

Dim ws As Worksheet
Set ws = ActiveSheet

If ws.Name <> "Known Data" And ws.Name <> "Unknown Data" Then
ActiveSheet.ListObjects(1).Resize Range("$A$1:$J$2")
End If

End Sub
Sub EnterData()

num = ActiveSheet.Range("A1").CurrentRegion.Rows.Count
num = num - 1
ActiveSheet.Range("A2").Resize(num, 10).ClearContents

Dim ws As Worksheet
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Set ws = Sheets("Unknown Data")

ws.Range("A1").CurrentRegion.Copy
ActiveSheet.Range("A1").PasteSpecial (xlPasteValues)

End Sub
Sub Average_Nearest_k_Neighbors()

Application.ScreenUpdating = False
Call ImportData
Call ClearSheet
Call EnterData

Sheets("Average k Nearest Neighbors").Range("I1").Value = "Est. AADT"

'set number of nearest neighbors that will be utilized
'if k=1, this is equivalent to nearest neighbor
'if k=n1, this is equivalent to assigning the average AADT of all known data points
k = Sheets("Average k Nearest Neighbors").Range("M2").Value

'determine distance matrix, column 1 is the distance to that known point, and column 2
is the index of the known point
Dim DstData() As Double
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For i = 1 To n2
ReDim DstData(1 To n1, 1 To 2)
For j = 1 To n1
DstData(j, 1) = DISTANCE(UnknownData(i, 3), UnknownData(i, 2), KnownData(j,
3), KnownData(j, 2))
DstData(j, 2) = j
Next j

'sort distance matrix by smallest distance to largest distance
Call Quicksort2(DstData, LBound(DstData), UBound(DstData))

'determine average AADT of first k data points in sorted DstData(which represent the
nearest k data points)
's is the sum of the k AADT values, so the average can be calculated by s/k
s=0
For j = 1 To k
s = s + KnownData(DstData(j, 2), 1)
Next j
UnknownData(i, 4) = s / k

'write estimated AADT to sheet
Sheets("Average k Nearest Neighbors").Cells(i + 1, 9).Value = UnknownData(i, 4)
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Sheets("Average k Nearest Neighbors").Cells(i + 1, 10).Value = UnknownData(i, 1) UnknownData(i, 4)

Next i

End Sub

A.5 Inverse Distance Weighting Code
'number of known data points
Public n1 As Long
'number of unknown data points
Public n2 As Long
'known data matrix, comprised of AADT, latitude, and longitude
Public KnownData() As Double
'unknown data matrix, comprised of actual AADT, latitude, longitude, and estimated
AADT
Public UnknownData() As Double
Sub ImportData()

'number of known data points
n1 = Sheets("Known Data").Range("A1").CurrentRegion.Rows.Count - 1

'create known data matrix, column 1 is AADT, column 2 is latitude, column 3 is
longitude
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ReDim KnownData(1 To n1, 1 To 3)
For i = 1 To n1
For j = 1 To 3
KnownData(i, j) = Sheets("Known Data").Cells(1 + i, 1 + j).Value
Next j
Next i

'number of unknown data points
n2 = Sheets("Unknown Data").Range("A1").CurrentRegion.Rows.Count - 1
'create unknown data matrix, column 1 is Actual AADT, column 2 is latitude, column 3
is longitude, and column 4 is estimated AADT
ReDim UnknownData(1 To n2, 1 To 4)
For i = 1 To n2
For j = 1 To 3
UnknownData(i, j) = Sheets("Unknown Data").Cells(1 + i, 1 + j).Value
Next j
Next i

End Sub
Sub ClearSheet()

Dim ws As Worksheet
Set ws = ActiveSheet
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If ws.Name <> "Known Data" And ws.Name <> "Unknown Data" Then
ActiveSheet.ListObjects(1).Resize Range("$A$1:$J$2")
End If

End Sub
Sub EnterData()

num = ActiveSheet.Range("A1").CurrentRegion.Rows.Count
num = num - 1
ActiveSheet.Range("A2").Resize(num, 10).ClearContents

Dim ws As Worksheet
Set ws = Sheets("Unknown Data")

ws.Range("A1").CurrentRegion.Copy
ActiveSheet.Range("A1").PasteSpecial (xlPasteValues)

End Sub
Sub Inverse_Distance_Weighting()

Application.ScreenUpdating = False
Call ImportData
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Call ClearSheet
Call EnterData

Sheets("Inverse Distance Weighting").Range("I1").Value = "Est. AADT"

'set number of nearest neighbors that will be utilized for weighting
k = Sheets("Inverse Distance Weighting").Range("M2").Value
'set exponent of weighting function
Dim a As Double
a = Sheets("Inverse Distance Weighting").Range("N2").Value

'determine distance matrix, column 1 is the distance to that known point, and column 2
is the index of the known point
Dim DstData() As Double
'determine weights matrix, where each row is a weight
Dim weights() As Double
For i = 1 To n2
ReDim DstData(1 To n1, 1 To 2)
For j = 1 To n1
DstData(j, 1) = DISTANCE(UnknownData(i, 3), UnknownData(i, 2), KnownData(j,
3), KnownData(j, 2))
DstData(j, 2) = j
Next j
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'sort distance matrix by smallest distance to largest distance
Call Quicksort2(DstData, LBound(DstData), UBound(DstData))

ReDim weights(1 To k)
'determine sum of weights, s_w
s_w = 0
For j = 1 To k
weights(j) = WEIGHT(DstData(j, 1), a)
s_w = s_w + weights(j)
Next j

'determine dot product of weights vector and nearest k neighbor's AADT values
'estimated aadt will be equal to s/s_w
s=0
For j = 1 To k
s = s + weights(j) * KnownData(DstData(j, 2), 1)
Next j
UnknownData(i, 4) = s / s_w

'write estimated aadt to sheet
Sheets("Inverse Distance Weighting").Cells(1 + i, 9).Value = UnknownData(i, 4)

136

Sheets("Inverse Distance Weighting").Cells(1 + i, 10).Value = UnknownData(i, 1) UnknownData(i, 4)

Next i

End Sub

137

