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THE SUM OF MULTIDIMENSIONAL DIVISOR FUNCTION OVER VALUES
OF QUADRATIC POLYNOMIAL
NIANHONG ZHOU
Abstract. Let F (x) = xtQmx + b
t
x + c ∈ Z[x] be a quadratic polynomial in ℓ(≥ 3) variables
x = (x1, ..., xℓ), where F (x) is positive when x ∈ R
ℓ
≥1, Qm ∈ Mℓ(Z) is an ℓ × ℓ matrix and its
discriminant det
(
Qtm +Qm
)
6= 0. It gives an asymptotic formula for the following sum
Tk,F (X) =
∑
x∈[1,X]ℓ∩Zℓ
τk (F (x))
with the help of the circle method. Here τk(n) = #{(x1, x2, ..., xk) ∈ N
k : n = x1x2...xk} with
k ∈ Z≥2 is the multidimensional divisor function.
1. Introduction
The multidimensional divisor functions are generalisations of the divisor function τ(n) =
∑
d|n 1,
defined by
τk(n) = #{(x1, x2, ..., xk) ∈ Nk : n = x1x2...xk},
and counting the number of ways that n can be written as a product of k positive integer numbers.
Understanding the average order of τk(n), as it ranges over the values taken by polynomials is
an important topic in analytic number theory. The behavior of τk(n) is far less than perfectly
understood even for k = 3. For example, so far there are no asymptotic formulas for the sum∑
m≤x τ3(m
2 + 1). We considers the sum ∑
|F (x)|≤x
τk(|F (x)|),
where F (x) ∈ Z[x1, x2] is a binary form. For k = 2 and F (x) is an irreducible cubic form, Greaves
[1] showed that there exists constants c0, c1 ∈ R with c0 > 0 depending only on F , such that∑
|F (x)|≤X
τ(|F (x)|) = c0X 23 logX + c1X 23 +Oε,F (X 914+ε),
holds for any ε > 0. If F is an irreducible quartic form, Daniel [2] showed that∑
|F (x)|≤X
τ(|F (x)|) = c2X
1
2 logX +OF (X
1
2 log logX),
where c2 is a constant depending only on F . For more related works, see e.g. la Brete`che, Browning
[3] and Browning[4]. However, if k ≥ 3, this kind of problems will become more complicated. There
are few results in this direction. For τ3(n), Friedlander and Iwaniec [5] showed that∑∗
n21+n
6
2≤x
τ3(n
2
1 + n
6
2) = cx
2
3 (log x)2 +O
(
x
2
3 (log x)
7
4 (log log x)
1
2
)
,
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where c is a constant and ∗ means that (n1, n2) = 1. If F (x) is a positive definite quadratic form
with ℓ ≥ 2 variables, then it is easy to obtain the sum∑
F (x)≤X
τk(F (x)) =
∑
m≤x
τk(m)rF (m)
by classical results of quadratic form, where rF (m) = #{x ∈ Zℓ : m = F (x)}. For example, Yu [6]
obtained the following ∑
1≤m1,m2≤X
τ
(
m21 +m
2
2
)
= c4X
2 logX + c5X
2 +Oε(X
3
2
+ε),
Sun and Zhang [7] obtained the following∑
1≤m1,m2,m3≤X
τ3
(
m21 +m
2
2 +m
2
3
)
= c6X
3 log2X + c7X
3 logX + c8X
3 +Oε(X
11
4
+ε),
where c4, c5, c6, c7, c8 are constants and ε is an arbitrarily positive number. However this method
does not working if F is an indefinite quadratic form. On the other hand, nothing of the following
sum
Tk,F (X) :=
∑
x∈[1,X]ℓ∩Zℓ
τk(F (x)), (1.1)
is known for k ≥ 4 and quadratic form F is positive definite or indefinite.
The purpose of this paper is to investigate general problem as above. More precisely, let F (x)
be a quadratic polynomial with ℓ(≥ 3) variables x1, x2, .., xℓ and integer coefficients. The vector
x = (x1, x2, ..., xℓ)
t ∈ Zℓ and denote Bℓ(X) = [1,X]ℓ ∩ Zℓ as a box for some sufficiently large
positive number X. Also assume quadratic polynomial F (x) satisfies
F (x) = xtQmx+ b
tx+ c, (1.2)
where Qm ∈ Mℓ(Z) is an ℓ × ℓ matrix with entries aij, vector b = (b1, ..., bℓ)t ∈ Zℓ, c ∈ Z and
suppose those coefficients satisfy the following{
minx∈Bℓ(X) F (x) > 0
∆F = det
(
Qtm +Qm
) 6= 0. (1.3)
Thus F (x) has a maximum value NF (X) in the box Bℓ(X) when X is sufficiently large, say
NF (X) = X
2
∑
1≤i,j≤ℓ
aij +X
∑
1≤r≤ℓ
br + c. (1.4)
Our main result is the following.
Theorem 1.1. Let F , B(X) be defined as above, k ≥ 2 and ℓ ≥ 3. For any ε > 0 there exist
constants Hk,0(F ), Hk,1(F ),..., and Hk,k−1(F ), such that
Tk,F (X) =
k−1∑
r=0
Hk,r(F )
∫
[1,X]ℓ
(log F (t))rdt+Oε,k,F
(
Xℓ−
ℓ−2
ℓ+2
min(1, 4k+1)+ε
)
and
Hk,r(F ) =
1
r!
k−r−1∑
t=0
1
t!
(
dtL(s; k, F )
dst
∣∣∣∣
s=1
)
Res
(
(s− 1)r+tζ(s)k; s = 1
)
,
where the function L(s; k, F ) is given in Lemma 4.1.
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Notation. The symbols N, Z and R denote the positive integers, the integers and the real numbers,
respectively. e(z) = e2πiz, the letter p always denotes a prime, M t is transpose operation of
matrix M . The symbol Zq represents shorthand for the groups Z/qZ. Also, the shorthand for
the multiplicative group reduced residue classes (Z/qZ)∗ is Z∗q. Occasionally we make use of the
ε-convention: whenever ε appears in a statement, it is asserted that the statement is true for all
real ε. This allows us to write xε log x≪ xε , for example.
2. Primaries
The primary technique used in the proof of the main theorem is the circle method. We shall
need the following results which need in the sequel. Lemma 2.4, Lemma 2.5 and Lemma 2.6 will
be used in the estimates of the major arcs of the circle method. Lemma 2.8 will be used in the
estimate of the minor arcs. To obtain Lemma 2.4, we firstly need the follows lemma.
Lemma 2.1 (R. A. Smith). Let 1 ≤ h ≤ q, (q, h) = δ. Then for q ≤ x 2k+1 , we have∑
m≤x
m≡h (mod q)
τk(m) =Mk(x;h, q) +Ok(x
1− 2
k+1
+ε),
where
Mk(x;h, q) = Res
(
ζ(s)k
xs
s
fk(q, δ, s); s = 1
)
with
fk(q, δ, s) =
1
ϕ(q/δ)δs
∏
p|(q/δ)
(
1− 1
ps
)k ∑
d1d2...dk=δ
d1,d2,...,dk>0
k−1∏
i=1
∏
p|(
∏k
r=i+1 dr)
(p,q/δ)=1
(
1− 1
ps
)
. (2.1)
Proof. This lemma is essentially made by Smith [8], and we just change the form as needed. Firstly,
by the equation (30) of [8], we get
Ak(x;h, q) =
∑
d1d2...dk=δ
d1,d2,...,dℓ>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
(t1t2...tk,q/δ)=1
µ(t)Ak
(
x
δt1t2...tk
; t1t2...tkh/δ, q/δ
)
where the notations be followed. Theorem 3 of this paper yields
Ak(x;h, q) =Mk(x;h, q) + ∆k(x;h, q),
where
Mk(x;h, q) =
∑
d1d2...dk=δ
d1,d2,...,dk>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
(t1t2...tk,q/δ)=1
µ(t)
x
δt1t2...tk
Pk
(
log
(
x
δt1t2...tk
)
,
q
δ
)
and
∆k(x;h, q) =
∑
d1...dk=δ
d1,...,dk>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
(t1...tk,q/δ)=1
µ(t)
(
Dk
(
0;
(
t1...tkh
δ
)
,
q
δ
)
+O
(
τk (q/δ) x
k−1
k+1 logk x
(δt1...tk)
k−1
k+1 log x
))
.
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By the definition of Pk(log x, q), namely (13),(21) and relatively talking about (21) of [8]. It is
easily seen that
xPk(log x, q) =
1
ϕ(q)
Res



ζ(s)∑
d|q
d−sµ(d)


k
xs
s
; s = 1

 .
Hence we obtain that
Mk(x;h, q) =
∑
d1...dk=δ
d1,...,dk>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
(t1...tk,q/δ)=1
µ(t)
ϕ(q/δ)
Res



ζ(s) ∑
d|(q/δ)
µ(d)
ds


k
xs
s
1
(δt1...tk)
s ; s = 1


= Res


xs
s
ζ(s)k
ϕ(q/δ)δs
∏
p|(q/δ)
(
1− 1
ps
)k ∑
d1d2...dk=δ
d1,d2,...,dk>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
(t1t2...tk,q/δ)=1
µ(t)
(t1...tk)
s ; s = 1


:= Res
(
ζ(s)k
xs
s
fk(q, δ, s); s = 1
)
,
where
fk(q, δ, s) =
1
ϕ(q/δ)δs
∏
p|(q/δ)
(
1− 1
ps
)k ∑
d1d2...dk=δ
d1,d2,...,dk>0
∑
ti|
∏ℓ
r=i+1 dr
i=1,2,...,ℓ
(t1t2...tk,q/δ)=1
µ(t)
(t1...tk)
s
=
1
ϕ(q/δ)δs
∏
p|(q/δ)
(
1− 1
ps
)k ∑
d1d2...dk=δ
d1,d2,...,dk>0
k−1∏
i=1
∏
p|
∏k
r=i+1 dr
(p,q/δ)=1
(
1− 1
ps
)
.
Smith [8] conjectured the validity of the estimate D(0, h, q) ≪ q k−12 +ε for any (q, h) = 1 and proved
by Matsumoto [9]. Which implies the bound
∆k(x;h, q) ≪
∑
d1...dk=δ
d1,...,dk>0
∑
ti|
∏k
r=i+1 dr
i=1,2,...,k
|µ(t)|
(
(q/δ)
k−1
2
+ε + qεx
k−1
k+1
+ε
)
≪k
(
q
k−1
2
+ε + x
k−1
k+1
+ε
) ∑
d1...dk=δ
τ(δ)k−1 ≪k x1−
2
k+1
+ε.
This completes the proof of the lemma. 
We have the proposition which will be used in the proof of Lemma 2.4.
Proposition 2.2. Let q ≥ 1 be an integer, (a, q) = 1 and denote δ = (h, q). Also let f(q, δ, s) be
defined as in Lemma 2.1. Define
Fk,a(q, s) =
∑
h∈Zq
e
(
−ah
q
)
fk(q, δ, s).
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Then Fk,a(q, s) is independent of a and we may write it as Fk(q, s). Furthermore, Fk(q, s) is
multiplicative function and
dsFk(q, 1)
dsr
≪k q−1+ε
holds for any integer r = 0, 1, ..., k − 1.
Proof. First, we have
Fk,a(q, s) =
∑
δ|q
∑
h∈Zq
(h,q)=δ
e
(
−ah
q
)
fk(q, δ, s) =
∑
δ|q
fk(q, δ, s)
∑
h1∈Z∗q/δ
e
(
−ah1
q/δ
)
=
∑
δ|q
cδ(a)fk(q, q/δ, s) =
∑
δ|q
µ(δ)fk(q, q/δ, s),
where cδ(a) is the Ramanujan’s sum and the fact that if (a, δ) = 1 then cδ(a) = µ(δ) be used. This
result yields Fk,a(q, s) independent on a. Suppose that positive integers q1 and q2 are coprime, then
Fk(q1, s)Fk(q2, s) =
∑
δ2|q2
∑
δ1|q1
µ(δ1)µ(δ2)fk(q1, q1/δ1, s)fk(q2, q2/δ2, s)
=
∑
(δ1δ2)|(q1q2)
µ(δ1δ2)fk(q1, q1/δ1, s)fk(q2, q2/δ2, s),
hence we just need to show
fk(q1, q1/δ1, s)fk(q2, q2/δ2, s) = fk(q1q2, q1q2/(δ1δ2), s)
whenever δ1|q1 and δ2|q2. It is obtained by the definition of fk(q, q/δ, s), say
fk(q, q/δ, s) =
δs
ϕ(δ)qs
∏
p|δ
(
1− 1
ps
)k ∑
d1d2...dk=q/δ
d1,d2,...,dk>0
k−1∏
i=1
∏
p|(
∏k
r=i+1 dr)
(p,δ)=1
(
1− 1
ps
)
.
Furthermore,
fk(q, q/δ, s) ≪ δ
σ
ϕ(δ)qσ
∏
p|δ
(
1 +
1
pσ
)k ∑
d1d2...dk=q/δ
d1,d2,...,dk>0
k−1∏
i=1
∏
p|(
∏k
r=i+1 dr)
(p,δ)=1
(
1 +
1
pσ
)
,
where σ = Re(s). It is easily seen that if s = 1 + ρe(θ) with θ ∈ [0, 1), then
fk(q, q/δ, s) ≪ δ
σ
ϕ(δ)qσ
2kω(δ)τk(q)2
(k−1)ω(q) ≪ qε δ
σ
ϕ(δ)qσ
.
Thus we have
Fk(q, s)≪ qε
∑
δ|q
|µ(δ)| δ
σ
ϕ(δ)qσ
= q−σ+ε
∏
p|q
(
1 +
pσ
p− 1
)
≪ q−σ+ε
∏
p|q
(
1 +
pσ
p
)
.
On the other hand
q−σ
∏
p|q
(
1 +
pσ
p
)
≪
{
q−σ+ε σ ∈ (0, 1]
q−σ+ε
∏
p|q p
−1+σ ≪ q−1+ε σ ∈ (1, 2).
Therefore
Fk(q, s)≪ q−min(σ,1)+ε. (2.2)
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It is obviously that Fk(q, s) is analytic in C for every q which concerned. Hence one can use Cauchy
estimate, say
drFk(q, s)
dsr
∣∣∣∣
s=1
=
r!
2πi
∫
|ξ−1|=ρ
Fk(q, ξ)
(ξ − 1)r+1dξ ≪
r!
ρr
max
θ∈[0,1)
|Fk(q, 1 + ρe(θ))| , (2.3)
where ρ ∈ (0, 1). Hence combining with (2.2), we obtain that
dsFk(q, 1)
dsr
≪ r!
ρr
q−(1−ρ)+ε ≪k q−1+ε.
Thus complete the proof of the lemma. 
To apply the circle method, we need the following propositions.
Proposition 2.3. Let α = a/q + β with q ≤ X 2k+1 be an positive integer and (a, q) = 1. Define
Jk(α,X) =
∑
m≤X
τk(m)e(mα).
Then
Jk(α,X) =
∫ X
1
e(uβ)Res
(
ζ(s)kFk(q, s)u
s−1; s = 1
)
du+Ok
(
q(1 + |β|X)X1− 2k+1+ε
)
,
where Fk(q, s) defined as Proposition 2.2.
Proof. First, by Proposition 2.3 we have
Jk(α,X) =
∑
h∈Zq
e
(
ah
q
) ∑
m≤X
m≡h (mod q)
τk(m)e(mβ)
=
∑
h∈Zq
e
(
ah
q
)∫ X
1
e(uβ)d
(
Mk(u;h, q) +Ok(u
1− 2
k+1
+ε)
)
=
∑
h∈Zq
e
(
ah
q
)∫ X
1
e(uβ)M ′(u;h, q)du+Ok
(
q(1 + |β|X)X1− 2k+1+ε
)
.
On the other hand,∑
h∈Zq
e
(
ah
q
)
M ′(u;h, q) =
∑
h∈Zq
e
(
ah
q
)
Res
(
ζ(s)kus−1fk(q, δ, s); s = 1
)
,
where δ = (q, h) and using Proposition 2.2 we complete the proof of the lemma. 
The Riemann zeta function is meromorphic with a single pole of order one at s = 1. It can
therefore be expanded as a Laurent series about s = 1, say
ζ(s) =
1
s− 1 +
∞∑
n=0
(−1)nγn
n!
(s− 1)n,
where
γn = lim
M→∞
(
M∑
ℓ=1
logn ℓ
ℓ
− log
n+1M
n+ 1
)
, n ∈ N
6
are the Stieltjes constants. Therefore there exists constants αk,1, αk,2,...,αk,k and a holomorphic
function hk(s) on C such that
ζ(s)k =
k∑
r=1
αk,r
(s− 1)r + hk(s). (2.4)
Furthermore, we obtain that
ζ(s)kxs−1 =
k∑
r=1
1
(s − 1)r
k−r∑
r1=0
αk,r1+r
logr1 x
r1!
+ gk,x(s), (2.5)
for any x > 0, where hk,x(s) is a holomorphic function on C about s. On the other hand, we also
have a Taylor series for Fk(q, s) at s = 1, say
Fk(q, s) =
∞∑
ℓ=0
F
〈ℓ〉
k (q, 1)
ℓ!
(s− 1)ℓ.
Therefore the residue of ζ(s)kxs−1Fk(q, s) at s = 1 is
∑
r−ℓ=1
ℓ,r∈N,1≤r≤k
F
〈ℓ〉
k (q, 1)
ℓ!
k−r∑
r1=0
αk,r1+r
logr1 x
r1!
=
k∑
r=1
logr−1 x
(r − 1)!
k−r∑
t=0
F
〈t〉
k (q, 1)
αk,r+t
t!
. (2.6)
We Define
βk,r(q) =
1
r!
k−r−1∑
t=0
αk,r+1+t
t!
(
dtFk(q, s)
dst
∣∣∣∣
s=1
)
.
Then by Proposition 2.2 we have βk,r(q)≪ q−1+ε and the results of Proposition 2.3 rewritten as
Lemma 2.4. Let α = a/q + β with q ≤ X 2k+1 be an positive integer and (a, q) = 1. Then, we have
Jk(α,X) =
k−1∑
r=0
βk,r(q)
∫ X
1
(log u)re(uβ)du+Ok
(
q(1 + |β|X)X1− 2k+1+ε
)
.
where
βk,r(q) =
1
r!
k−r−1∑
t=0
αk,r+1+t
t!
(
dtFk(q, s)
dst
∣∣∣∣
s=1
)
.
with
αk,r = Res
(
(s− 1)r−1ζ(s)k; s = 1
)
, Fk(q, s) =
∑
δ|q
µ(q/δ)fk(q, δ, s)
and where fk(q, δ, s) defined by (2.1).
The following lemmas will be used in the estimate of the major arcs of the circle method.
Lemma 2.5. Let α = a/q + β with q be an positive integer and (a, q) = 1. Define
IF (α,X) =
∑
x∈Bℓ(X)
e (F (x)α) .
Then
IF (α,X) = q
−ℓSF (q, a)
∫
[1,X]ℓ
e (F (t)β) dt+OF
(
q(1 + |β|X2)Xℓ−1
)
,
where
SF (q, a) =
∑
h∈(Zq)ℓ
e
(
a
q
F (h)
)
.
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Proof. Firstly,
IF (α,X) =
∑
h∈(Zq)ℓ
e
(
a
q
F (h)
) ∑
x∈Bℓ(X)
x≡h (mod q)
e (F (x)β) .
We shall prove ∑
x∈Bℓ(X)
x≡h (mod q)
e (F (x)β)− 1
qℓ
∫
[1,X]ℓ
e (F (t)β) dt≪F (1 + |β|X2)(X/q)ℓ−1, (2.7)
which immediately yields the proof. For any a, b ∈ R with a ≪F 1 and b ≪F X, let us consider
the follows estimate∑
m≤X
m≡h mod q
e((am2 + bm)β)− q−1
∫ X
1
e((at2 + bt)β)dt≪F 1 + |β|X2,
which obtained by partial integration directly. So above applied successively for each variables
xi ≡ hi (mod q) yields (2.7). 
Lemma 2.6. Let SF (q, a) be defined as in Lemma 2.5 with (q, a) = 1. Then for any F (x) be
defined as above, we have
SF (q, a) ≪F qℓ/2.
Proof. Firstly,
|SF (q, a)|2 = SF (q, a)SF (q, a) =
∑
h∈(Zq)ℓ
e
(
a
q
F (h)
) ∑
k∈(Zq)ℓ
e
(
−a
q
F (k)
)
=
∑
k∈(Zq)ℓ
∑
h+k∈(Zq)ℓ
e
(
a
q
(F (h+ k)− F (k))
)
.
It is easily seen that
F (h+ k)− F (k) = F (h)− c+ ht(Qm +Qtm)k.
Hence we deduce that
|SF (q, a)|2 =
∑
k∈(Zq)ℓ
∑
h∈(Zq)ℓ
e
(
a
q
(
F (h)− c+ ht(Qm +Qtm)k
))
= qℓ
∑
h∈(Zq)ℓ,(Qm+Qtm)h≡0 (mod q)
e
(
a
q
(F (h)− c)
)
≪ qℓ#{h ∈ (Zq)ℓ : (Qm +Qtm)h ≡ 0 mod q}.
Since (Qm +Q
t
m) is nonsingular, hence
|SF (q, a)|2 ≪ qℓ#{h ∈ (Zq)ℓ : (Qm +Qtm)h ≡ 0 mod q} ≪F qℓ.
This completes the proof. 
To give a good estimate for IF (α,X) in the minor arcs of the circle method, we need the following
lemmas.
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Lemma 2.7. Let A ∈ Mℓ(Z) be a nonsingular matrix with column vectors a1, ...,aℓ. Also let let
α = a/q + β with q be an positive integer, (a, q) = 1 and |β| ≤ q−2. Define
H(X,A,α) =
∑
x∈B(X)
∏
1≤v≤ℓ
min
(
X, ‖ atvxα ‖−1
)
,
where B(X) = [1,X]ℓ ∩ Zℓ. Then
H(X,A,α) ≪A X2ℓq−ℓ +Xℓ logℓ q + qℓ logℓ q.
Proof. Firstly we have∑
x∈B(X)
∏
1≤v≤ℓ
min
(
X, ‖ atvxα ‖−1
) ≤ ∑
x∈B(X/q)
∑
h∈(Zq)ℓ
∏
1≤v≤ℓ
min
(
X, ‖ atv(qx+ h)α ‖−1
)
.
For the inner sum above
U(X,A,x, q) =
∑
h∈(Zq)ℓ
∏
1≤v≤ℓ
min
(
X, ‖ atv(qx+ h)α ‖−1
)
(2.8)
notes that α = a/q + β, then
atv(qx+ h)α ≡
aatvh
q
+ atv(qx+ h)β (mod 1).
On the other hand, for each v = 1, 2, ..., ℓ, there exists some tv ∈ [0, 1 − 1/q) and uniquely h′ =
(h′1, ..., h
′
ℓ)
t ∈ Zℓ such that{
atv(qk+ h)α
}
= aatvh/q + a
t
v(qx+ h)β − h′v ∈ [tv, tv + 1/q] ,
namely
aatvh− qh′v ∈
[
qtv − atv(qx+ h)qβ, qtv − atv(qx+ h)qβ + 1
]
. (2.9)
In this case, it has uniformly atvhqβ ≪A 1 for all h ∈ (Zq)ℓ, which implies the number of integers
on above interval bounded by OA(1). For each v, let Nv be an integer of above interval. If there
exists an h ∈ (Zq)ℓ such that atvh− qh′v = Nv for all v = 1, 2, ..., ℓ, namely
Ah− qh′v = Nv, (2.10)
then (a, q) = 1 and A nonsingular implies
#{h ∈ (Zq)ℓ : aAh ≡ Nv mod q} ≪A 1.
Hence the number of h ∈ (Zq)ℓ satisfying (2.10) be bounded by OA(1). Furthermore, for all
(t1, t2, ..., tℓ) ∈ [0, 1 − 1/q)ℓ, the number of h ∈ (Zq)ℓ satisfy the condition({
atv(qx+ h)α
}
, ...,
{
atv(qx+ h)α
}) ∈ [t1, t1 + 1/q]× ...× [tv, tv + 1/q]
bounded by OA(1). On the other hand ‖ atv(qx+ h)α ‖∈ [tv, tv + 1/q] if and only if{
atv(qx+ h)α
} ∈ [tv, tv + 1/q] or 1− {atv(qx+ h)α} ∈ [tv, tv + 1/q] .
Hence for all (t1, t2, ..., tℓ) ∈ [0, 1 − 1/q)ℓ, the number of h ∈ (Zq)ℓ satisfying ‖ atv(qx + h)α ‖∈
[tv, tv + 1/q] by bounded by OA(1).
For the convenience of discussion, ∀s1, s2, ..., sℓ ∈ [0, q/2) ∩ Z, we denote
K(s) =
[
s1
q
,
s1 + 1
q
]
×
[
s2
q
,
s2 + 1
q
]
× · · · ×
[
sℓ
q
,
sℓ + 1
q
]
and
A(q,x,h) =
(‖ at1(qx+ h)α ‖, ..., ‖ atℓ(qx+ h)α ‖) .
Then
#{h ∈ (Zq)ℓ : A(q,x,h) ∈ K(s)} ≪A 1.
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Thus the sum (2.8) can be rewritten as
U(X,A,x, q) ≪
∑
s∈[0,q/2)ℓ∩Zℓ
∑
A(q,x,h)∈K(s)
∏
1≤v≤ℓ
min
(
X, ‖ atv(qx+ h)α ‖−1
)
≪
∑
0≤m≤ℓ
∑
s∈[0,q/2)ℓ∩Zℓ
m components of s not 0
∑
A(q,x,h)∈K(s)
∏
1≤v≤ℓ
min
(
X, ‖ atv(qx+ h)α ‖−1
)
≪A
∑
0≤m≤ℓ
∑
s∈[1,q/2)m∩Zm
Xℓ−m
∏
1≤v≤m
min
(
X,
q
sv
)
≪ Xℓ
∑
0≤m≤ℓ
∑
s∈[1,q)m∩Zm
∏
1≤v≤m
q
Xsv
≪ Xℓ
∑
0≤m≤ℓ
( q
X
)m ∑
1≤s≤q
1
s


m
≪ Xℓ
∑
0≤m≤ℓ
(
q log q
X
)m
≤ ℓ(Xℓ + qℓ logℓ q).
Therefore we obtain that
H(X,A,α) ≪A
∑
x∈Bℓ(X/q)
(
Xℓ + qℓ logℓ q
)
≪
(
1 +
X
q
)ℓ (
Xℓ + qℓ logℓ q
)
.
which completes the proof of the lemma. 
By this lemma, we have a nontrivial estimate for IF (α,X) as follows.
Lemma 2.8. Let F (x) defined by (1.2) and (1.3). Also let let α = a/q + β with q be an positive
integer, (a, q) = 1 and |β| ≤ q−2. Then, we have
IF (α,X) ≪F Xℓq−
ℓ
2 +X
ℓ
2 log
ℓ
2 q + q
ℓ
2 log
ℓ
2 q.
Proof. First of all, we have that
|IF (X,α)|2 =
∑∑
x,y∈Bℓ(X)
e ((F (x) − F (y))α)
=
∑
x∈Zℓ∩(−X,X)ℓ
∑
y,y+x∈Bℓ(X)
e ((F (x+ y)− F (y))α)
=
∑
x∈Zℓ∩(−X,X)ℓ
∑
y,x+y∈Bℓ(X)
e
((
F (x)− c+ yt(Qtm +Qm)x
)
α
)
≪
∑
h∈Zℓ∩(−X,X)ℓ
∣∣∣∣∣∣
∑
y,x+y∈Bℓ(X)
e
(
yt(Qtm +Qm)xα
)∣∣∣∣∣∣ .
Now we write the symmetric matrix QmS = (Q1,Q2, ..,Qℓ)
t (Qj ∈ Zℓ, j = 1, ..., ℓ). Then, using
the fact that ∑
a<n≤b
e(nα)≪ min (b− a+ 1, ‖ 2α ‖−1)
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we obtain that∑
y,x+y∈Bℓ(X)
e
(
yt(Qtm +Qm)xα
)
=
∑
yr,xr+yr∈[1,X]∩Z
r=1,...,ℓ

 ∏
1≤v≤ℓ
e (yvQvxα)

 = ∏
1≤v≤ℓ

 ∑
yv,xv+yv∈[1,X]∩Z
e (yvQvxα)


≪
∏
1≤v≤ℓ
min
(
X − |hv| , ‖ 2Qvxα ‖−1
)≪ ∏
1≤v≤ℓ
min
(
X, ‖ 2Qvxα ‖−1
)
.
Using the same method as in the proof of Lemma 2.8, we can derive that∑
x∈Zℓ∩(−X,X)ℓ
∏
1≤v≤ℓ
min
(
X, ‖ 2Qvxα ‖−1
)≪F X2ℓq−ℓ +Xℓ logℓ q + qℓ logℓ q.
This completes the proof of the lemma. 
3. Singular integral
The well known results says that the gaussian integral∫
Rℓ
dx exp
(−xtAx)
converges if A is a symmetric complex matrix with the real part of A is non-negative and no
eigenvalue αi of A vanishes. Hence we obtain that∫
[0,1]ℓ
e
((
ttQmt+ b
tt/X + c/X2
)
λ
)
dt
= |λ| ℓ2
∫
[0,
√
|λ|]ℓ
e
((
utQmu+
bt
√|λ|
X
u+
c |λ|
X2
)
sign(λ)
)
du≪F |λ|−
ℓ
2 , (3.1)
where sign(λ) is general symbol function and λ 6= 0. We have the following lemma.
Lemma 3.1. We have
∫
|β|≤ Q
qX2
∫
[1,X]ℓ
NF (X)∫
1
dβdtdue ((F (t)− u)β) (log u)r −
∫
[1,X]ℓ
dt(log(F (t)))r ≪k,F Xℓ+ε
(
q
Q
) ℓ
2
.
Proof. Firstly, we have∫
|β|≤ Q
qX2
dβ
∫
[1,X]ℓ
e (F (t)β) dt
∫ NF (X)
1
(log u)re(−uβ)du
= Xℓ
∫
|β|≤Q
q
dβ
∫
[1/X,1]ℓ
e (F (t,X)β) dt
∫ NF (X)/X2
1/X2
(log(X2u))re(−uβ)du,
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where F (t,X) = ttQmt+ b
tt/X + c/X2. If |µ| > Q/q ≥ 1, using (3.1) then
Ir,F (µ,X) =
∫ NF (X)
X2
1/X2
(log(uX2))re(−uµ)du
∫
[1/X,1]ℓ
e (F (t,X)µ) dt
≪F |µ|−
ℓ+2
2
∣∣∣∣∣
∫ |µ|NF (X)
X2
|µ|/X2
(| log u|+ log |µ|+ 2 logX)re(−u)du
∣∣∣∣∣
≪k,F |µ|−
ℓ+2
2
+ε logkX
k∑
r=0
∣∣∣∣∣
∫ |µ|NF (X)
X2
|µ|/X2
(log u)re(−u)du
∣∣∣∣∣
≪k,F |µ|−
ℓ+2
2
+ε logkX logk(|µ|X)≪k,F |µ|−
ℓ+2
2
+εXε.
The above result implies that∫
|µ|≤Q/q
Ir,F (µ,X)dµ =
∫
R
Ir,F (µ,X)dµ +Ok,F
(
Xε(Q/q)−
ℓ
2
)
. (3.2)
On the other hand,
Ir,F (X) =
∫
R
dµ
∫ NF (X)
X2
1/X2
(log(uX2))re(−uµ)du
∫
[1/X,1]ℓ
e (F (t,X)µ) dt
= 2
∫
R≥0
dµ
∫ NF (X)
X2
1/X2
(log(uX2))rdu
∫
[1/X,1]ℓ
dt cos [2π(u− F (t,X))µ]
=
1
π
∫
[1/X,1]ℓ
dt
∫
R≥0
dµ
∫ NF (X)
X2
1/X2
(log(uX2))rd
(
sin [2π(u− F (t,X))µ]
µ
)
=
1
π
∫
[1/X,1]ℓ
dt
∫ NF (X)
X2
1/X2
(log(uX2))rd
(∫
R≥0
dµ
sin [2π(u− F (t,X))µ]
µ
)
=
1
π
∫
[1/X,1]ℓ
dt
∫ NF (X)
X2
1/X2
(log(uX2))rd
(π
2
sign(u− F (t,X))
)
,
where we have used the fact:
∫∞
0
sin(αx)
x dx =
π
2 sign(α). Note that
sign(α) =
{
α
|α| α 6= 0
0 α = 0,
then part integration yields
Ir,F (X) =
1
2
∫
[1/X,1]ℓ
dt
∫ NF (X)
X2
1/X2
(log(uX2))rd (sign(u− F (t,X)))
=
1
2
∫
[1/X,1]ℓ
dt
∫
|u−F (t,X)|≤ε
X−2≤u≤
NF (X)
X2
(log(uX2))rd (sign(u− F (t,X)))
=
1
2
∫
[1/X,1]ℓ
dt
(
2(log(X2F (t,X)))r +Ok,F (ε log
rX)
)
=
∫
[1/X,1]ℓ
dt(log(F (Xt)))r = X−ℓ
∫
[1,X]ℓ
dt(log(F (t)))r.
Together with (3.2) and above, we get the proof the lemma. 
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4. The proof of main theorem
Here we refer the methods of Pleasants [10] to deal with the minor arcs. Firstly, let j ∈ N and
define
M(2jQ) =
{
α ∈ [0, 1] : |α− a/q| ≤ 2jQ/(qX2), with q ≤ 2jQ, a ∈ Z∗q
}
.
It is obviously that,
M(2jQ) ⊆M(2j+1Q)
and M(2jQ) = [0, 1] when j > ⌊(log(X/Q))/(log 2)⌋ := N by well know Dirichlet’s approximation
theorem. If we define
Fj(Q) = M(2j+1Q) \M(2jQ) (4.1)
for j = 0, 1, 2, ..., N , then for all i 6= j (i, j = 0, 1, 2, .., N) one has
[0, 1] = M(Q) ∪

 ⋃
0≤j≤N
Fj(Q)

 , Fi(Q) ∩ Fj(Q) = ∅ and Fi(Q) ∩M(Q) = ∅.
We take M(Q) as the major arcs, and the minor arcs is m(Q) = [0, 1] \M(Q). As we all know,
M(2jQ) is the union of all disjoint small intervals Mj(q, a) with 1 ≤ q ≤ 2jQ and (a, q) = 1, where
Mj(q, a) = [a/q − 2jQ(qX2)−1, a/q + 2jQ(qX2)−1]. Thus we have
M(2jQ) =
⋃
1≤q≤2jQ
⋃
a∈Z∗q
Mj(q, a)
for all j = 0, 1, ..., N and m(Q) =
⋃N
j=0Fj(Q). Therefore
Tk,F (X) =
∫ 1
0
IF (α,X)Jk(−α,NF (X))dα
=
{∫
M(Q)
+
∫
m(Q)
}
IF (α,X)Jk(−α,NF (X))dα := TM,k,F (X) + Tm,k,F (X).
Applying the Cauchy-Schwarz inequality give an estimate for the minor arcs integral as follows
Tm,k,F (X) =
∫
m(Q)
IF (α,X)Jk(−α,NF (X))dα =
N∑
j=0
∫
Fj(Q)
IF (α,X)Jk(−α,NF (X))dα
≤
N∑
j=0
(
|Fj(Q)|
1
2 sup
α∈Fj(Q)
|IF (α,X)|
)(∫ 1
0
|Jk(α,NF (X))|2 dα
) 1
2
, (4.2)
where |Fj(Q)| is the Lebesgue measure of the set Fj(Q). By (4.1) one has
|Fj(Q)| ≤ |Mj+1(Q)| ≤
∑
q≤2j+1Q
ϕ(q)
∫
|λ|≤ 2
j+1Q
qX2
dλ ≤ 4(2jQX−1)2. (4.3)
For j ≤ N , notes that 2jQ ≤ X and Lemma 2.8 one has
sup
α∈Fj (Q)
|IF (α,X)| ≪F Xℓ(2jQ)−
ℓ
2 +X
ℓ
2 log
ℓ
2 X. (4.4)
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Hence by (4.3), (4.4) and ℓ ≥ 3 implies
N∑
j=0
(
|Fj(Q)|
1
2 sup
α∈Fj(Q)
|IF (α,X)|
)
≪F
N∑
j=0
2j
Q
X
(
Xℓ(2jQ)−
ℓ
2 +X
ℓ
2 log
ℓ
2 X
)
≪ Xℓ−1Q− ℓ−22 +X ℓ2 log ℓ2 X. (4.5)
On the other hand ∫ 1
0
|Jk(α,NF (X))|2 dα =
∑
m≤NF (X)
τk(m)
2 ≪k,F X2+ε,
hence together it with (4.2) and (4.5) we obtain that
Tm,k,F (X)≪k,F
(
Q−
ℓ−2
2 +X−
ℓ−2
2
)
Xℓ+ε. (4.6)
For the major arc, by Lemma 2.4 and Lemma 2.5, we have
TM,k,F (X) =
∫
M(Q)
dαIF (α,X)Jk(−α,NF (X))
=
∑
q≤Q
∑
a∈Z∗q
∫
|β|≤ Q
qX2
dβ
(
SF (q, a)
qℓ
∫
[1,X]ℓ
e (F (t)β) dt+OF
(
q(1 + |β|X2)Xℓ−1
))
×
(
k−1∑
r=0
βk,r(q)
∫ NF (X)
1
(log u)re(−uβ)du+Ok,F
(
q(1 + |β|X2)X2− 4k+1+ε
))
.
Note that Lemma 2.6 and βk,r ≪k q−1+ε, we obtain that
TM,k,F (X) =
k−1∑
r=0
∑
q≤Q
βk,r(q)SF (q)
∫
|β|≤ Q
qX2
dβ
∫
[1,X]ℓ
e (F (t)β) dt
∫ NF (X)
1
(log u)re(−uβ)du
+Ok,F
(
Q2Xℓ−
4
k+1
+ε
)
+Ok,F
(
Q2Xℓ−1+ε
)
+Ok,F
(
Q4Xℓ−1−
4
k+1
+ε
)
,
where
SF (q) =
∑
a∈Z∗q
q−ℓSF (q, a). (4.7)
On the other hand, by Lemma 3.1 we have
TM,k,F (X) =
k−1∑
r=0

Hk,r(F )
∫
[1,X]ℓ
(log F (t))rdt+
∑
q>Q
βk,r(q)SF (q)
∫
[1,X]ℓ
(logF (t))rdt


+Ok,F
(
Xℓ+εQ−
ℓ−2
2 +Q2Xℓ−
4
k+1
+ε +Q2Xℓ−1+ε +Q4Xℓ−1−
4
k+1
+ε
)
=
k−1∑
r=0
Hk,r(F )
∫
[1,X]ℓ
(logF (t))rdt
+Ok,F
(
Xℓ+ε
(
Q−
ℓ−2
2 +Q2X−
4
k+1 +Q2X−1 +Q4X−
k+5
k+1
))
,
where
Hk,r(F ) =
∞∑
q=1
SF (q)βk,r(q). (4.8)
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It is easily seen that when Q = Xmin(1,4/(k+1))/(ℓ+2), one has the optimal estimate
Tk,F (X) =
k−1∑
r=0
Hk,r(F )
∫
[1,X]ℓ
(log F (t))rdt+Ok,F
(
Xℓ−
ℓ−2
ℓ+2
min(1, 4k+1)+ε
)
.
We define
L(s; k, F ) =
∞∑
q=1
SF (q)Fk(q, s),
then combine Lemma 2.4 and (4.8) we obtain that
Hk,r(F ) =
1
r!
k−r−1∑
t=0
1
t!
(
dtL(s; k, F )
dst
∣∣∣∣
s=1
)
Res
(
(s− 1)r+tζ(s)k; s = 1
)
.
We next try to give an explicit expression for L(s; k, F ).
Lemma 4.1. The function L(s; k, F ) has the Euler product as follows
L(s; k, F ) =
∏
p
(
1 +
∞∑
m=1
SF (p
m)Fk(p
m, s)
)
,
where
SF (p
m) = p−(ℓ−1)m̺F (p
m)− p−(ℓ−1)(m−1)̺F (pm−1),
̺F (n) = #{h ∈ (Zn)ℓ : F (h) ≡ 0 mod n}
for n ∈ N≥1 and
Fk(p
m, s) = p−ms
(
k−1∑
v=1
(1− p−s)v−1τv(pm−1) + (1− p−s)k−1τk(pm−1)p
s − 1
p− 1
)
.
Proof. It is easily seen that
SF (q) = q
−ℓ
∑
a∈Z∗q
∑
h∈(Zq)ℓ
e
(
a
q
F (h)
)
is real and multiplicative. When q = pm is a prime power with integer m ≥ 1. It is easily seen that
SF (p
m) = p−(ℓ−1)m̺F (p
m)− p−(ℓ−1)(m−1)̺F (pm−1).
On the other hand, by Lemma 2.2 we shown that Fk(q, s) is also multiplicative. Thus above implies
the Euler product of L(s; k, F ). Applying Lemma 2.1 and Proposition 2.2, we show that
Fk(p
m, s) = fk(p
m, pm, s)− fk(pm, pm−1, s)
= p−ms
∑
d1...dk=pm
k−1∏
i=1
∏
q|(
∏k
r=i+1 dr),q prime
(
1− 1
qs
)
− p
s
ϕ(p)pms
(
1− 1
ps
)k
τk(p
m−1).
For the first term above, denote by
Ik =
∑
d1...dk=pm
k−1∏
i=1
∏
q|(
∏k
r=i+1 dr),q prime
(
1− 1
qs
)
.
Then clearly for m ≥ 1,
I2 = (m+ 1)(1 − p−s),
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Ik =
m∑
v=0
∑
d1d2...dk−1=pm−v
k−1∏
i=1
∏
q|(pv
∏k−1
r=i+1 dr),q prime
(
1− 1
qs
)
=
∑
d1d2...dk−1=pm
k−2∏
i=1
∏
q|(
∏k−1
r=i+1 dr),q prime
(
1− 1
ps
)
+
m∑
v=1
∑
d1d2...dk−1=pm−v
(
1− 1
ps
)k−1
= Ik−1 +
(
1− p−s)k−1 m∑
v=1
τk−1(p
m−v) = Ik−1 +
(
1− p−s)k−1 (τk(pm)− τk−1(pm))
= (m+ 1)(1 − p−s) +
k∑
v=3
(
1− p−s)v−1 τv(pm−1) = k∑
v=1
(
1− p−s)v−1 τv(pm−1).
Hence
Fk(p
m, s) = p−ms
(
k−1∑
v=1
(1− p−s)v−1τv(pm−1) + (1− p−s)k−1τk(pm−1)p
s − 1
p− 1
)
.

Combining above estimates and calculations, we obtain the proof of the main theorem.
References
[1] G. Greaves. On the divisor-sum problem for binary cubic forms. Acta Arith., 17:1–28, 1970.
[2] Stephan Daniel. On the divisor-sum problem for binary forms. J. Reine Angew. Math., 507:107–129, 1999.
[3] R. de la Brete`che and T. D. Browning. Le proble`me des diviseurs pour des formes binaires de degre´ 4. J. Reine
Angew. Math., 646:1–44, 2010.
[4] Tim Browning. The divisor problem for binary cubic forms. J. The´or. Nombres Bordeaux, 23(3):579–602, 2011.
[5] J. B. Friedlander and H. Iwaniec. A polynomial divisor problem. J. Reine Angew. Math., 601:109–137, 2006.
[6] Gang Yu. On the number of divisors of the quadratic form m2 + n2. Canad. Math. Bull., 43(2):239–256, 2000.
[7] Qingfeng Sun and Deyu Zhang. Sums of the triple divisor function over values of a ternary quadratic form. J.
Number Theory, 168:215–246, 2016.
[8] Robert A. Smith. The generalized divisor problem over arithmetic progressions. Math. Ann., 260(2):255–268,
1982.
[9] Kohji Matsumoto. A remark on Smith’s result on a divisor problem in arithmetic progressions. Nagoya Math.
J., 98:37–42, 1985.
[10] P. A. B. Pleasants. The representation of primes by quadratic and cubic polynomials. Acta Arith., 12:131–163,
1966/1967.
Department of Mathematics, East China Normal University, 500 Dongchuan Road, Shanghai 200241,
PR China
E-mail address: nianhongzhou@outlook.com
16
