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A neural network technique has been applied to the marine
radar small target detection problem. It has been compared to the
conventional processing method of scan to scan integration. The
reHults of the analysis indicate that a neural network is capable of
providing performance that is at least as good as, and if the scanning
window is optimi7.cd for the pulse length being used, much better than
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The ability of radar to detect small mrgcts at sea is t.ypicnlly
limited by the presence of competing rcncctions from the oreaD
surface. A significant amount of research has been conduct.cd over the
years on techniques for improving radar performance, cspOOally for
the detection of small targets embedded in sea clutter. The import..·mcc
of this problem as it pertains to collision avoidance and search and
rescue has motivated researchers to invest.igat.e nll aspects of radar
design and radar signal processing. However, there remains II
considerable void in the level of signal processing available in civilian
radar systems. One oCthe reasons for t.his is that, unt.il recently, it. hal:!
not been possible w economically implement. the desired processing in
a real·time system.
The introduction of advanced single-chip !lignal processors nod
high speed memory has enabled the development of radar sil.'Tlal
processors that are able to implement proven non-coherent processing
techniques. These techniques, such as scan to scan integration, have
been shown to be quite effective in improving radar performance in
clutter. Scan to scan integration effectively smooths the sea clutter
and noise background by summing consecutive radar scans making
targets more visible on the radar display. This works best. when t.he
target is stationary during the processing period. However, when both
the target and radar are moving the scan to scan integration prOCCll1l
becomes very complex, potentially limiting integration w only a few
scans. This will limit potential performance improvemenL.. for thill
type ofprocp.ssor.
In this thesiH the neural network has been proposed as a
potential processor for the radar target detection application. The
neural network is modelled on the architecture of the brain and the
prOCCSH of training the network to recognize a target in a background
of noise and clutter is similar to the process of teaching a student to
recognize the le!tters of the alphabet. The training enables the student
w reud the writing of others, even when it is poorly writt.en. Neural
networks huve! been found La be very effective in character recognition
applications, particularly when the characters arc hand written and
"noisy".
In order to design and train a neural network to detect radar
tnrgcLs, embedrled in sea clutter and system receiver noise, it is
necessary to isolate the unique characteristics or attributes of the
target, sea clutter and noise signal. The sea clutter component of the
radar signal is a phenomenon generated by the reflection of the radar
signal from the ocean surface waves. Sea clutter is a function of the
directional ocean wave spectrum. That is, the magnitude of the sea
c1utler is modulated by the sea state. As the sea slate increases so docs
the magnitude of the sea clutter. The noise component of the radar
signal is generated by the radar receiver and is a function of the
hardware! used in the design ofthis device.
A complete radar signal has three dimensions; range, bearing
and time. The magnitude of the Sib'llal varies with these dimensions.
'I'he rrmge characteristics of a target echo will depend on the target
shape find size and the radar pulse length. The bearing characteristics
of a target echo will depend on the target shape and size, the radar
lmtcnnn bcamwidth and the pulse to pulse variation in propagation
path and target radar cross-section. Obscrvlltions of targets, Sl~a
clutter and noise indicate that discrimination of targets and clutl.cr
from noise would probably be possible as a fundion of bearing (pulse
to pulse). However, discrimination between 4'1rgcl and cluLlel' as 11
fWlction of bearing will be much more difficult. l"or the sc:mninJ.:
radar situation the rotating antenna acquires new radar signals of the
same area every 2 to 3 seconds. The scan l.o scan (or lcmpun\1)
characteristics of the target echo may be sufficiently different from the
temporal characleristics of the sea clutter w permit discrimination.
This would be similar to the trained radar operator who olLen must.
observe the radar display for an extended period of time over multiple
radar scans before deciding on the presence of a target.
This thesis postulates that a three dimensional neural network
having spatial and temporal inputs could be trained to recognize n
target signature even when both target and radar system lire moving.
The neural network would take advantage of the spatial (range lind
bearing) and temporal (scan to scan) behavior of target, duller and
noise to provide enhanced target detection.
This thesis represents the first phase of a three-phase
development program which has been undertaken to assess the ability
of neural networks to detect targets embedded in c1uttor and noise.
The first phase of the developmcnt is designed l.o investigatc the basic
suitability of neural networks to the radar target detection prohlem.
Subsequent phascs call for full prototype implementntion and
commercialization.
Can a neural network provide radar target detectiun
performance and, if so, how does its performance compare with that of
convent.ional signal processing techniques? In t.he first phase it is
considered important. to keep the analysis simple such that. this basic
quest.ion could he answered. The approach is to focus on the stationary
target. deU!ction problem. This would simplify the structure or
archit.ecture of the netwprk and provide a foundation for the design of
a more advanced network for moving targets in a subsequent phase.
A high quality data set was required for use in t.raining and
test.ing t.he prototype network. During July of 1993 a two week radar
data collection experiment was conducted at Cape Spear,
Newfoundland using a mobile radar unit. owned by the Canadian
Canst. Guard. Equipment for measuring wave height and surface
weat.her were deployed along with two reference radar reflectors in a
t.riangular pn.t.Lcrn at. a range of 2.5 t.o 3.0 nmi from Cape Spear. The
reference radar reneetors were Lunenburg lens type having radar
cross sections of 2 and 10 m~. A radar data acquisition system was
used to collect. high fidelit.y radar data. During the period a reasonable
r:mge of environmental conditions were encountered from ~ low of 1
meter swell with virtually no wind up to 3.6 m significant wave height
accompanied by a 25 to 30 knot wind. Foggy and heavy rain
conditions occurred. Numerous vessels passed through the area
ranging in size from small wooden open boats and tour boats up to
container vessels. Overall, the 14 day field trial saw the collection of
about 100 Gigllbyl.cs ofradllr data.
The neural network kernel has been implemented on an HP
Apollo workstat.ion and has been configured to accept radar data in
spat.ial and temporal domains. A set of programs have been created to
ext.ract selected data from the raw data seu, and to present the results
of the neural network in comparison with other processing techniques.
The software has been designed so that it is possible to quantify the
difference in performance between the neural network nnd SC~lIl 1.0
scan integration. The detection performance of each technique is
directly measured using a common reference making it.. possible to
compare the network performance with scan to scan integration in a
statistically meaningful way.
In the sections to follow a survey of the current thinking in
neural and radar signal processing technology is presented. A detailed
description of the problem is included, together with the experimental
plan and problem solution methodology. The rCl:lults of the
development are presented graphically. Some conclusionR m'e drawn
with respect to the future development of this work into a full
prototype unit.
2.0 LITERATURE SURVEY
The basic concept of marine radar is a simple one. A marine
radar functions by radiating electromagnetic energy and detecting the
echo returned from reflecting objects. The range, or distance to the
object is calculated by using the information found in the time it takes
for the radiated energy to travel to the object and back to the radar
antenna. The angular location of the object in the case of the scanning
marine radar is found by using the angular position of the scanner.
The marine radar is an active device. It uses a transmitter and does
not depend on ambient radiation, as do most optical and infrared
dcvkes. Radar can detect relatively small objects at near or far
distances and can measure their range with precision.
Radar (mdio detection and ranging) was originally developed to
satisfy a military need. It has been used by the military for
surveillance and weapon control. Military applications have funded
most of the development of this technology. However, raddr has been
used exvmsively in civil applications for the safe travel of aircraft,
ships and spacecraft.
Objects having high conductivity such as metal ships arc very
good reflectors of radio waves and as a result they provide very strong
radar returns. Objects with low conductivity such as wooden boats,
rubber life rafts and icebergs are all very poor reflectors of radar
signals. The shape and surface oonditions are also factors in
de!.ermining the strength of the signal reflected from a target. The
detection problem is compounded by the requirement to detect these
weak targets in a background signal being reflected from the ocean
il.'1elf. This signal is known as sea clutter. The ocean with its salt
content may provide stronger radar reflections than the small targets.
Reflections from the ocean increase as a function of wind speed and
wave height making small target detection even more difficult in high
wind and wave conditions (Ryan 1992).
There are techniques which improve the detection of smnll
targets embedded in sea clutter. One of the best techniques is scan to
scan integration. This technique is based on the fact that. the sefl
clutter relative to the target may be viewed as a non-coherent. process
(Ryan 1990). Scan to scan integration involvE's the adding together of
successive scans of radar data in order to reduce' the sea clutter
component of the radar return. This processing scheme has been
proven to improve Ute detection of small targets at sea (Ryan 1990).
Techniques which arc able to further absorb the nature of target find
sea clutter may be even more effective in tho detection application.
This leads to an investigation of neural networks.
The motivation for neural network research is found in many
disciplines. Neural nets have their genesis in biology and psychology.
Indeed. in 1949, in his book 'T1ie OYo~n.izalio". of 1JeliavioY, a
psychologist Hebb, postulates the following:
ivliel! an axml ofre« -'1 is nearnwlIflli /0 ex/'ilt! U u«1IullI(rI'1'l'u(f'{I(y
urycrsislenr(y laRfs}'arl illfiriulJ iI, $"rtle !Irc,wffiprm"eH Clrnll'faliulk
clialll1l' laf:es'p(ace in !>II£' ,Ir 6"11i ..errs $IIc:fj lliat -'1 .... effkiNl<"'::/, as "lie ,if
thecdfsjiri"fl'B,Uillcreaserf.
In this book Hebb goes on to say that changes in synaptic st.rengths
between neurons are proportional to the activation level of t.he
neurons, This is the formal basis for the creation of artificial neural
networks with the ability to leam.
The theory of Hebbian learning describes a method for updating
synapse sLrengths in neural networks enabling them to learn. This
idC!a was incor-poraLed into a two-layer n"'twork called a percepfron
<Roscnblalt. 1957-1958). The learning rule formulated by Rosenblatt
sLaLes thallhe wC!ighLs should be adjusted in proportion to the error
between Ute oUlput neurons and the required target values for these
neurons. Rosenblatt laler tried to formulale a three-layer version of his
algorithm but failed 8S he was unable to deduce a sound method for
training the weights associated with the hidden layer neurons (i.e., the
Illyer between the input-layC!r and the output-layer). A device was
developed called the ADALINE (adaptive linear combiner) together
with a new learning rule which minimized the summed square error
during training (Widrow 1962). The ADALINE proved useful in
applications such as patwrn recognition and classification.
Many problems could not be solved using the simple two-layer
networks. Multi-layer nets had to be investigated, however, three key
farlors led to a decline in the research in this area and artificial neural
n("lworks in gem,ral during Otis period. First.. the lack of a
mathematical method for training multi·layer networks was a
significant problem. Second, the relatively modest computational
power available to train these neural networks during this period
meant that only a few researchers had the ability to do work into the
tmining and testing of nelworks. Third, a book, TCI'CC)'tI'Dns. was
published by Minsky and Papert (1969). This book ouUined in detail
the limitations of the two-layer design. The authors speculated that
while the multi.layer networks might be able wovercome most or all
of these difficulties the multi-layer architecture could not be trained
and therefore was also a dead end.
Some research inLo the two-layer design continued. A two-layer
net was used to build a content addressable memory (Kohonen 1984).
A content addressable memory system uses the item to be stored as the
index for its location in memory. Kohanen called this <lSSIIC;aH"o!
memory. Associative memory is based on an unsupervised leaming
method in which the weighU> are changed only on the basis of the
training patterns presented without taking some desired result int.o
the equations.
During the 1960's and continuing into the 1980's Stephen
Grossberg had been developing models of the brain's function
(Grossberg 1982). His research has result.ed in several unique neural
network models, which are able to do training on-line and have the
capacity for selforganization.
However, it was not until the discovery of backpropagation by
Paul Werbos in 1974 that the field of neural networks experienced a
resurgence of research activity (Werbos 1974). Backpropngation allows
the training of multi-layer networks. Werbos discovered the algorithm
while working on his doctoral ~itesis in statistics. At that time he
called it the tfynamicfeedliudi. reclirtiqul!.
One of the latest developments in artificial neural systems is the
Cascatfe-Coyr-dation Lear-nino J\Ycliircctul'e (Fahlman and Lcbierc
1991). This is a new an:hitecture for supervised learning in artificial
neural networks. Thc mcthod does more than modify the weight vaJucH
of a fixed neural network structure it alters the topology of the net aL
the same time. Cascade-Correlation begins with a minimal network
lopology. then automatically trains and adds new hidden layer
neurons nne at a Lime gradually creating a multi-layer structun!.
When a new hidden layer neuron has been added to the network, its
input side weights arc fixed. This unit then becomes a permanent
fC'alurc-detcctor in lhe network, only available for producing outputs
or ror creating other reature-detectors. The real advantages of this
method are: it learns very quickly relative to standard
backpropagaLion, the network determines ilJl own size, complexity and
topology, it ret.ains the slructures it has buill even if the training set
changes, and il does not back-propagate error signals through the
connections of the network.
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3.0TBEORY
A definition of neural networks might be written as follows:
Artifid(lrnt~ra( sysltms. j'r ""uraf""'W,,,·ks. "rl'J'/iysin.f
rtrrll(flr SYS/""I$ wliid; Ii"".. IiiI.' a6ifily t,. Q("'fuir/'. sl''''''''11''(
maf:, US" of,.ocpri"lfi"fE,ItIWr..cfj,t'. (ZlInll(.,. '99l)
The data or knowledge gained by a neural sySlcm is in Ule form
of a system state (stable or otherwise), or a mapping embedded in tho
network itself. The information in whatever form mny be recalled in
response to a particular set ofcuc$ or a set ofpnlterns prcscnwd to the
system.
The current stale of the art in arlificial ncurnl networks would
indicate that it is possible to describe therr. as a mathcmaLicll attempt
to model the way the brain funcLions. in order to harncljlj illi llbility to
infer from incomplete, or conflicting information.
Why is there such interest in neural networks? In lrying to
answer this question, consider how nature deals with the patLem
recognition problem. Animals, in general, are much better and f<lsLer
at recognizing images than are most digital computers. However,
digit..."\l computers outperform biological and artificial neural systems
for tasks based on precise arithmetic operations. Artificial neural
systems represent a very promising class of informalion prOCClF!SOrll.
Neural nets can add w the processing power of the von-Ncum:mn
digital computer with the ability to make decisions and to learn, in
much the same way as animals, by ordinary experience.
II
Artificial neural networks have their foundations in biology and
all !luch thill discussion would not be complete without discussing
brieny these biological neural systems. A biological neuron is
composed ofaxons, dendrites, and synapses. TheBe neurons undergo
excitalory and inhibitory signals. One excitory signal on its own is
usually teo weak to trigger an action potential in the postsynaptic
neuron. Ils effect is said to be subliminal or below the threshold level.
Many excitory signals may however be added together, a process called
summation. Temporal summation occurs when repeated stimuli cause
new excitory signals La form before the previous one has faded. In this
way the neuron may be brought to firing level. Neural integration is
the process of adding and subtracting incoming signals and processing
1.0 determine the correct response. Hundreds of stimuli may be
absorhed before an impulse is actually transmitted. Each neuron acts
as an integrator, sorling through the thousands of pieces of
information continuously received. The artificial equivalent neuron, or
processing clement, simulates the axons and dendrites orits biological
counterpart with electrical wires and models the synapses by using
resistors with weighted values.
Neural network models consist of processing clements,
intel"Connection topologies, and learning rules. The processing
clements themselves consist of combinations of excitatory (generally
positive) nnd inhibitory (genern.lly negative) weights which act on the
inputs in a summation function driven by an activation function which
is based on the inputs to the processing element.
Each processing element may interact with the others in the
network depending on how they are interconnected. In a fully
connected network the topology dictates that each node or proCl:!ssing
element is connecood to each other noC:e in the net (see ~'igure 1). In
practice the network is usually layered, that is, the network is
stratified into sets of nodes which are not. connected to any other node
within its own set, but each node in the set is fully connected to the
nodes in the adjacent layer (see Figure 2). One of the key clements
required in setting up a neural net is the definition of the network
topology. The architecture of the network is usually determined
experimentally through a process of trial and error.
To talk about the concept of learning in neurul networks
requires a new set of terms and expressions. For example; a neural net.
is not programmed, it is taught. Consider t.he human cognitive process
and the network training problem. The human brain trikes no longer
than a few milliseconds to complete most of its cognitive proccsHing
tasks. It is a fact that individual neurons in the human hrnin compute
operations at. a rate comparable to the time required I.n execute a
single instruction in 8 digital computer. So, how docs the hrain
8CCQmplish these tasks in such a relatively short. period of time'/ The
answer lies in the brain's usc of massive parallelism, that iH, tht! hrain
makes usc of as many as 10 billion neurons and, of course, more than
1000 times as many interconnections, depending on t.he !.ask at hand,
and the topology employed. 1'0 simulate this massive parallelism the
artificial neural net.work sels up an interconnected array ofproccl\sing
"
Figul\! 1. Fully Conflect.ed Neural Network
Figure2. Lay~red Neural Network
elements. Each processing element has a number of inpu ts, logethcr
with a set of mathematical stales and an output t.hat is generally 11
non-linear sigmoidal function of the inpuu. Each input to the
processing element has a weight value associated with i1 which
usually mnges from ·110 1 although it may cxist. 3S nny real number.
When sn element. is activated it looks at all thc inputs to it nnd t.hen
computes their respective weight values. Jr the calculated value is
above some predetermined level the processing unit will generate an
output value 1hat is used as input by other processing element.s. In
most learning rules the only element to be adjusted during training of
the neural network is the weight value. So, tho t.raining of a neural
network is a matter of adjusting tho weights, this may be done
manually or automaticnlly, using some set of mnthcmntical or logiCll1
rules which will be discussed Illler. In I.crms of graph theory n neunll
net may be classified as a direct.ed graph composed of a number of
nodes which we call processing elements. Each of the nodes has only
one output signal or value which is distributAxl to oUicr processing
nodes, while each of the nodes must process the incoming signal based
on the values or the constants stored in it.. The current neural net
technology is balled on the assumption that. the updal.c or any signal
within a node is done discretely, rather than continuously or
concurrently.






In thc first ease the neural net programmer must provide trial
and error inputs to the network, thereby teaching the network the
correct and the incorrect responses. With unsupervised learning e.he
data is simply entered for access by the net without any programmer
intervention. In general this process should lead to an internal data
clustering which is the desired result.
Self-supervised learning occurs when the network is actively
monitoring itself and dynamically correcting errors found in the
interpretation of data, this is usually accompJ;shed by feedback
through the network. Training a neural system effectively synthesizes
a setor underlying rules from a body of data or set ofpattems. It is in
the learning stage that the network encodes the required
transformation, which maps a desired set of input features to a specific
set of output features. In general, neural network topologies can be set
up to generate arbit.rarily complex decision regions for st.imulus-
response pairs. This inherent ability makes neural nets ideally suited
for use as detectors or classifiers. One of the real advantages of neural
networks lies in their parallel distributed processing structures.
Neural nets do not execute a predetermined set of instructions, but
evaluate many competing hypotheses simultaneously, thus increasing
the processing speed. Neural nets provide other inherent benefits as
well, for instance, neural net classifiers are non-parametric and make
no assumptions about the probabilistic properties of the distribution of
the training data.
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The layered network is a feed forward network and as such
provides for a reasonably fast supervised learning ability. The Illyered
nets are alE;o easily trainable, and can generate arbitrary mappings.
It has been shown that the three layer network can form
arbitrary complex decision regions (Gibson and Cowan, 1990) that arc
not limited to convex shapes. Thus, it would seem that no more than
three layers is required to solve arbitrarily complex classificaLion
mapping problems although experimentation has shown two may
suffice.
The following is considered to be the general neural not learning
rule (Amari, 1990);
- Wi(t) The weight vector atUme t. The m('mbers ofWi(t),
Wjj connect thcj'th input value with the i'th
neuron. Thej'th input can be the output from
another neuron or it can be an external input to the
system,
. oCt) The output vector at time t .
. X(t) The input vector at time t.
- v(t) The learning vector at time t.
- dj(l) The teaching vector or desired response at time t.
- Irate The learning rate (usually less than Of equal to
unily).
The dot product of the weight vector and the
vectorX.
- Rarg) The network activation function.
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The magnitude of the weight matrix incrl':8ses proportional to
the product of the input signal and the learning vector. The learning
vector is a function of, XCt) and in some methods diCt):
(1)
The change in the weight matrix 8S dictated by the learning
step at some time t according to the general learning rule is:
and,
(3)
'rhc above holds for discrete-time learning, in the continuous
case, in place ofequation (2) we would have:
The following are various techniques that are used to put this
general learning rule into practice:
Hebbian Leaming Rule
In the Hebbian method the learning vector "v" is chosen to be
equal to the neuron's output (Hebb, 1949);
J8
and,
This method of teaching the network requires that the initial
values of the weight matrix be sel to small random non-ncgnlivc
values before starting the process.
Pen:epb"on LeamingRule
In this case the learning vector is chosen as t.he dilTerence
between the desired and the actual neuron's response (RoscnblnU.,




AWj(l> = Irate (v X{lH
.Awij =Irate (v X(l»xjCt) for j '" 1,2,3, .." n
It should be noted that for thill rule there exist some serious
limitations on the neural response expected. The rule is only valid for
binary neuron response and since then the desired rcRponRc could only
be lor -I, the change in the weight matrix may be reduced la,
"
IJ.Wi(t) = :+: 2.0 Irate X(t)
the plus sign is applicable if diet) = +1, and sgn(W/t) X(t» = .1, and a
minus sign when dj(t)=-l, andsgn(W/U X(t))= +1. In this method the
weights may be initially set arbitrarily,
Widrow.HoffLearningRule
This method (Widrow 1962) is used for supervised training of
neural networks. It is independent of the act.ivation function used
since it minimizes the squared error between the desired output vector
diet) and the neuron's nctivation value neti(t) = Wj(l) X(t). The learning
vector for the rule is given as follows:
and,
This rule is considered to be a special case ofthc cfeeta learning
rule. It is sometimes called the LMS <feast mean square) learning
rule. The weights may initially be set to any values.
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Delta LearningRule
This rule is valid for continuous ncLivalion functions, and may
only be used in the supervised training mode. The learning vector for
this method is called tfe{ta and is defined as,
f' is the derivative of th~ net.work activation function r(ncL;(t»
computed for netim =Wj(tl X(t). This rule may be shown to be hased
on the method of least squared error between dj(t) and the output
veclor 0im, This rule was introduced f(!CCnUy by <McClelland and
Rumelhart 1986).
Conelation Learning Rule
By substituting v = dim into the general learning: rule it is
possible to obtain the correlation learning I'ule. The change in the
weight vector is defined as,
This rule is a special case of Hcbbian Icarning.It sLuLcH thut if
dj{t) is the desired response due to X(t.) then the required weight
change is proportional to their product. This method requires that the
weight.s initially be set to zero.
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The next set of learning techniques are best. described in the
context of a layered neural network topology.
Winne,...·rak~AlI Leanrlng Rule
This rule is considered an example of competitive learning. It is
used for unsupervised network training. Most often this method is
used for learning statistical properties of the inputs (Hecht-Nielsen,
1987). Learning here is based on the principle that there will exist a
neuron in the m'th layer having maximum response due to the
presentation of X(t). This neuron would be declared the winner in this
case. As a direct result of this, the weight vector Wmet), would be the
only one adjusted for this step and its change would be given as,
The selection of new winners is based on the following fonnula
ofmaximuOl activation among all n neurons in the competition:
Wm<l..) X(t) =MAX [Wj<t) XWJ, for i =l,2,3, ...,n
In this method the winning neuron is sometimes extended to the
winning neighborhood of neurons. This has the effect of increasing the
generalization of the final network. The weighl..s are usually initially
set to random values.
Outstar Leanling Rule
This role is designed to produce a desired response di(t) in the
layer n neurons. The rule is used to provide learning of repotitivt:! and
characteristic properties of stimulus-response relationships. 'I'he
method is oriented towards supervised learning. It allows the network
to extract statistical properties of Lhe inpuL and output vectors
(Grossberg, 1982). The change in the weight matrix is given by,
6W j(t) = Irate (dj(t) - WjCt», for i = 1,2,3,... ,n
The weights a.re usually initially set to random values.
Evolutionary ProgrammingTechnique
Another alternative learning method is called evolutionary
programming (Grossberg, 1982). This technique is a simulation of
natural evolution and as such is very similar in principle to the
Winner-Take·AlI method discussed earlier. In this technique each
weight vector (organism) is assigned a score based on how well it
performs. Each "parent" vector is modified (mutated) at random in
accordance with a Gaussian distribution having zero mean and a
variance proportional to its error score. These mutations or "offHpring"
are then put in competition with the parents for survival to the next
generation. As this process iterates, superior vectors should emerge
from the evoluLion. Evolutionary programming can be directly applied
23
to the learning problem as it. generates an optimal set of network
weightB in much the same way as standard back-propagation docs.
Back·Propagation Learning
The training method most commonly used is back-propagation
(Werbos, 1974). In this algorithm the weighLs of the network or
litrengths of the neural connections are modified numerically based
upon errur changes which are propagated backwards through the
network. This optimization of the weight structure is essentially a
"st.ccpcst decent." searth of the nct.wllrk weight space and while it may
be said lhat the technique itself is a numerically stable one, in that it
will always find a local minimum, it may fail to reach the global
minimum due to the inherently irregular shape (If the search space.
Any neural network must compute by a process of spreading







where the function described by sig(arg) is usually n sigmoidnl
function such as:
sig(arg) '" l/( I +exp(-arg))
and where N is a constant which can be any integer, in a fully
connected network as long as it is no less than m. However in a
layered network, N determines the number of neurons in the hidden
layers. The value of (N+n) gives the total number of neurons in the
system. The value of netj(t) represents the total level or ,nltage
exciting neuron i, and Xj(t) rcpresenl.s the intensity of the resulting
output from neuron i. This output is sometimes referred to as the
activation level of the neuron.
As can be seen, the real problem now in training the network is
to correctly choose the weights WjCt) so as to suit the purpuse. Back-
propagation, determines the weighl.s by minimizing the following error
function:
where, I $tsT and, 1 $i $ n.
This approach is shown in Figure 3.
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Back·propagation Data Flow Diagram
Figure 3
The weig~ts are initially chosen as random numbers, but it may
be better to estimate the weights, if any information about their values
exist. The next swp is to calculate Y*j(t) and the errors E(t) for the
pnrticular set of weights. The derivatives are now calculated, that is,
the partial derivatives of E with respect to each of the weights. The
effect of dynamically modifying or changing any and all of the weights
is now determined. A very simple approach is applied here. If
increasing a given weight would lead to greater numerical error in E
thon that weight is adjusted downwards and visa versa. After
adjusting all of the weights in the system the process restarts and
iteratl!s nnli! some stopping criteria is reached. The stopping condition
may rely on the numerical value of the error function E. One may
choose a stopping condition based on satisfying the training data set.
However experience has shown that this can lead to very poor
generalization. It is better to rely on the underlying mathematical
principles of optimization (i.e. ilE/ClWj(t) = 0 or nearly so).
From the chain rule it follows that:
u+TargeUaz(i) =dTargetJ()z(i) + Lj a+TargeUaz(j) oz(j)/ilz(i)
with,
j =i+l,..,N and i :: 1•...•N
where the derivatives with the + superscript represent Ule lotlll
derivatives, and the derivatives without. it represent lite ordinnry
partial derivatives. This result is valid only for $ystems where lIle
values to be calculated can be obtained onc by onc in Lbe order 7.( 0,
z(2). z(3), ...•z(n). Targel As an example, consider a simple system of
two equations, in order:
z(2):: 6 z(l)
7.(3) = 2 z(I) + 5 z(2)
The partial derivative of 7.(3) with respect to z(l) is 2, to calculaLc this
value we need only look at the equation which detcrmines z(3) dircclly,
however, the total derivative of z(3) WiUl respect to z(J) is 32 bccau!;C
of the indirect impact added by z(2). The partial derivative mellsurct;
what happens as we change z(I) and assume everything else relOl'lins
constant. The total derivative measures what happens when :>.(1) is
changed and also monitors all other changes related directly or
indirectJy to the system.
Define T_z{i) as the total derivative of the Lar'l::et with respect to
z(i). which may be interpreted as the feedback in the system to zO). In
backpropagation the target is the error function E, already defined, 1111
the required equation for the total derivative in thil; caKe is given by:
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which follows from the differentiation of the fonnula for the E
funct.ion, so,
where, j=i+l,...,N+n, and, i=N+n,...,m+l
and,
where, sig'(arg) is the derivative ofsig(arg)
It. can be shown that;
sig'(arg) = sig(arg) (1- sig(arg»,
which can t.e beneficial during the implementation phase of the
method. To derive the weights, t.he equation in backpropagation is:
Wi(l +1) =Wj(t) - Irate T_Wi•
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4.0 DESCRIPrION OF PROBLEM
The ability of marine radar to detect small targets at selt is
typically limited by the presence of backscatter from the aecnn surfliCC
coupled with receiver noise. This phenomenon of ocean radar
backscatter is commonly known as sea clutter. The detection of small
objects at sea by marine radars is of interest for a number of reasons.
One is the issue afice-infestation ofoccan waterways, which is a
serious navigation problem. All oooan going vessels must rely on the
ships radar as tho primary sensor for navigation purposes. In this
environment however, conventional marine radars do not perform to
the satisfaction of the ships operator. It is known that. as large icebergs
melt they break into pieces called growlers and can weigh as much as
100 - 150 metric tonnes. Some or these pieces are still large enough to
be considered very hazardous to shipping. Growlers are! very hard to
de!tect with marine radar as only 1 . 2 mekes or the berg is actually
above the water. So, even in a calm sea (Le., 1 . 2 metres Bignificant
wave height) the radar return from a growler will clearly be difficult to
detect over the competing sea clutter return. As the wave height
increases the problem of growler detection becomes more severe!.
The success of agencies responsible ror search and rescue!
opprations at sea is severely diminished by the inability of current
marine radar technology to lind small targets, such all Iirerafts, out or
sea clutter. In a ]987 search and rescue (SAR) experiment conducted
for the Canadian Coast Guard it was round that for four and six man
life rafts with no radar enhancement, the search track sweep width ill
essentially zero <Dawe et aI., 1987). This means that a Bearch ror
objects such as these which are the most common size life ran!! in ulle
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Loday, has little chance of tiuccess. This study concluded that there is
dearly a ffilwrement for marine radars which are specifically
designed to detect. weak targets embedded in sea dutter. It went. on to
say that while optimiz.ing the radar system parameters (i.e., scanner
speed, transmit power, puJae scheme, receiver design, etc.), might
improve the radar's response to weak targets in sea clutter, the most
effective scheme to improve perfonnance would be tc concentrate on
signal processing techniques.
Traditionally, sea cluttcr has been modeled as a purely
stochastic process. Non-coherent processing techniques such as scan
to scan intcgration have been shown w improve radar performance in
clutter. However, thcse techniques have limitations especially when
integration is only carried out over a few scans. The scan to scan
t.echnique perfonns a numeriml average of n scans of digital data. The
dccorrelation time of the sea clutter to be removed from the radar
screen is a function of a number of environmental parameters. The
dominating parameter at any instant in time however seems to be sea
stale. It is not entirely clear how many scans should be integrated
under any particular set of environmental conditions in order to
optimize small target detection in sea clutter. Also. it is clear that if
the target in question is moving, then in order to integrate the digital
scans of radar data they must first be registered spatially. This image!
rcgistration itself will be difficult to accomplish. The implementation
of thcse scan to scan techniques requires significant digital processing
power.
Techniques that take advantage of the temporal behavior of
target, clutter and noise, together with the spatial signat.ure, may be
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more efficient in this application. A neural network trained to extract
the temporal and spatial characteristics of targets in clutter and noise
may perfonn better than conventional techniques. Another potcnliul
advantage of the neural techniques is the fact that they can now be
implemented directly in hardware. In fact, Intel Corporation has




In order to test the hypothesis that a neural network technique
applied to the radar small target detection problem might give better
results than conventional techniques (i.e., scan to scan integration)
digital radar data was gathered. Also. a suite of neural network
software tools were designed and developed. The neural net tools
include routines to train a network based on standard
backpropagation as the learning method, as well as a Windows 3.1
based application for the manipulation of the digital radar data. The
Windows 3.1 application also has the ability to do the required test,
evaluation, and comparison, to conventional techniques of the trained
networks, on the radar data.
5.1 DATA COU..ECTION
The rfldar alation was established at Cape Spear near the
operational lighthouse. The orientation of the radar station relative to
the topography at the cape placed the area of study in the coastal
waters to the north east of Cape Spear. The digital radar data
collection system consisted of an IBM compatible computer equipped
with a Precision Digital Images (POI) 15 AT video capture board. The
POI board will allow for a lk x lk x 8 bit single frame capture at a
sample rate of up to 40 Mhz. The radar data collection device gathers
digital data at 8 biLs of resolution which translates into 256 digital
levels. The transistor·transistor logic (TTL) signals from the radar
itself fire used 85 external syncs. The radar heading marker was used
as the vertical sync signal or start of scan. The radar pulse trigger was
used as the horizontal sync signal or start of scan line. For the
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purposes of this study a subset of the total 120 gigabyte radar dataset
was extracted. There were 6 datasets extracted each contained tOO
scans of radar data. The first 3 radar damsets selected consisted of 100
scans of 100 lines by 100, 8 bit pixels the second 3 sets contnined 100
scans of 100 lines by 200, 8 bit pixels. Each of the first. 3 datasets
where chosen with 3 targets available for detection and the second 3
sets with 2 targets available minimum. The first dataflct may be
characterized as a receiver noise dataset calleeled with the radar set to
long pulse, having a nil sea clutter component. The sccond, was a
medium clutter dataset with the radar set to long pulse, having a
significant wave height of 2.5 metres and an avcrage wind speed of
less than 5 metres per second. The third dataset considered, with the
radar set to long pulse, was a high clutter datasct having a significant
wave height of 3.0 metres and an average wind speed of 13.5 metres
per second. The fourth to sixth datasets all WCI'C collecLcd under high
sea clutter conditions, having a significant wave height of 3.6 melrell
and a mean wind speed of 14 metres per second. The fourth daL'lRet.
was collected with the radar set to long pulse. The finh dntaset was
collected with the radar set to medium pulse and the final dataset was
collected with the radar set to short pulse.
Two calibrated radar reflectors having equivalent mdar crosll
section of 2 square met.res and 10 square metres, respectively, were
mounted on Alberglen fiberglass spar buoys to act as known targetH.
The spars placed the reflectors about 3 metres above the sea surface.
The mooring system (Figure 4) was attached on the side of the Hpar
and buoyed at the surface with a large plastic fishing float in order to






Figure 4. Spar buoy mooring used for radar reflectors and WEATHERPAK
kilogram external ballast weight was attached to the bottom of the
spar to ensure that the attitude of the buoy would remain within JO
degrees of vertical.
Directional wave information was measured using a DaUtweli
Directional Waverider. This is a spherical 90 em diameter buoy which
measures wave height, wave direction, and wave period. 'rhe buoy
transmits the collected data together with some processed data to n
shore-based computer receiving station. The complet.e wave monitoring
system consisted of the directional wave buoy equipped with duLn
telemetry transmitter, the data receiver, and an IBM compatible
computer for data logging and system control. The directional
waverider was moored at the site using a reliable mooring system
whose design has evolved over several years ofoffshore usc (Figure 5).
The directional waverider merwures translations caused by
wave motion. All calculations to determine the motions in foted
coordinate directions (north, west, and verlical) arc done oobonrd the
buoy. The determinations of spectral and directional data from the
time history of the translational daw. are also computed onbourd the
waverider. Every 30 minutes, fast fourier transforms or8 series 01'256
data points (200 seconds) are added to give 16 det,'Tees of freedom on
1600 seconds of data. Every 0.78 seconds 0.28 Hz), the thrcl.!
translational components and part of the most recent spectral data
summary are transmitted by the buoy. Transmission or the complctl.!
spectral and directional data is completed in 250 seconds. During the
30 minutes between spectral analyses, t.ranslational data arc stored w
detcnnine a new spectrum.
ILq::;;tt@
Figure 5. Directional Waverider Mooring
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Sea surface weather conditions were measured using a Conslal
Climate Company WEATHERPAK, a self-contained recording weather
station built to operate independently over extended periods in harsh
environments. The WEATHERPAK was installed on an Alberglen
spar buoy and moored in a similar manner to that described llbuvtJ for
the calibrated radar reflectors.
The WEATHERPAK is equipped with a data collection module
(DeM) which collects and processes sensor data and formals to ASCII
code for storage and/or transmission. The suite of sensors on the Cape
Spear WEATHERPAK included an RM Young digital anemometer
measuring mean wind velocity and peak gust speeds, an air
temperature thermistor and a barometric pressure sensor. 1'hc
WEATHERPAK was also equipped with a UHF transmitter which
provided a telemetry link to the shore receiving statton at the Clipe
Spear radar installation. All data were also logged in the
WEATHERPAK itself. The WEATHERPAK was programmed to
sample and transmit data every 15 minute!>.
All equipment was mobilized for deployment on July 11, 1993
from the 20 metre steel fishing vessel ATLANTIC PRIZE. 'rhe dlly
before field deployment, the Alberglen spars with radar reflectors nnd
WEATHERPAK were individually ballasted in St. John's Harbour and
then moored alongside ATLANTIC PRIZE. Prior to sailing on July 11,
any remaining equipment wns loaded, mooring systems were arranged
on deck, and instr'Umentation was initialized and checked using the
computerized receiving stations. Because of their awkward length and
heavy ballast, the spars were towed to the location. The wave buoy
was stored on the deck of the deployment vessel and lowered into the
"
water immediately prior to deployment. All moorings were installed by
streaming the surface buoy and mooring line away from the vessel at
the desired site and free-falling the anchor to the seabed. Weather at
the time was very good and no difficulties were I:xperienced in
deployment. All buoys were positioned using the ship's Global
Positioning System (CPS) and were very close to their planned
locations. Following buoy deployment, the outputs from the directional
wavcridcr and the WEATHERPAK were monitored from the
deployment vessel. The computer receiving stations wert', installed at
the Cape Spear radar site that evening.
All moorings were recovered on July 24, 1993, using the 20-
metre steel fishing vessel ATLANTIC SEA CLIPPER. Once again, the
waverider was stowed on deck and the spars towed to the wharf. The
receiving equipment and computers were removed from the Cape
Sp(!ar radar facility on July 26, 1993.
During the field program it was observed that vessels did not
always stay within the ranges suggested by St. John's VTS and that
som(! vessels did indeed pass very close to the mooring area. To reduce
the chances of collision, VTS did warn most vessels operating in the
area of the buoy locations as part of routine management
communications.
A summary of the wave and weather data collected near Cape
Spear is presented here in Appendix I. The quality of data recovered
from the directional waverider was very high.
The wave data received frorr. the buoy consisted of raw three-
dimensional accelerat-i<ms along with directional spectrum and related
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parameters computed on board the buoy. The data rc<:eived at the
shore station have been sorted into daily data files.
Hs Significan.t Wave Height. Spectral approximation
ofHs or HlfJ, the average of the highest 1/3 waves
in a given sample. HlI:lis intended ~ be the
saastaOO that an experienced observer would report.
Tp Peak Period. This is the period associated with the
peak energy in the computed spectrum.
Tz Mean Wave Period.
Dir (Tp) The direction associated with the W3ve defined by
the peak period.
Weather data from the WEATHERPAK buoy was recclved reliably
until July 16 when the weather deteriorated and higher seru;tatcs
developed. From July 16 until the completion oCthe field program only
occasional weather data were received in real time via the UHF
telemetry link at Cape Spear. On recovery, the WEA1'HERPAK was
found to be completely operational with all data archived in the
instrument's onboard memory.
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6,2 NEURAJ.NE1WORK DEVELOPMENT METHODOLOGY
The key to successful neural net development lies in the
training of the network. The dataset used for training must be of very
high quality and it must encompass the full range of scenarios the
network will be expect.ed to perform under.
The first step in the neural network development process was to
design, develop, and test the standard backpropagation training
method as a soft.ware package. This was done in C on an HP Apollo
730 Unix workstation. The next step, because of the unique nature of
the radar data, was to design, develop, and test the required radar
image processing software package. This was done in C on a 486 DX2
66 Mhz IBM compatible PC running the Windows 3.1 operating
system. This platfonn was chosen for it's universal graphical user
interface. For complete software listings, see Appendix II.
Fundamental to the radar target identification application, the neural
network is required to distinguish between sea clutter, receiver noise
and the target itself: By using the radar image processing program,
radar data samples were extracted into a format compatible with
Mathcad 4.0 where they were graphically displayed and analyzed (see
Figure 6). Based on the observed spatial nature of the rad!:... target
signature k1gether with the desire kI minimize the neural network
complexity, the spatial size of the data sample window was chosen to
be 2 to 3 piliels greater in each dimension (i.e., length & width) than
the physical size of the radar target return. This window size varied
with the radar pulse length as this radar system parameter changes
the spatial size of the target signal, the longer the pulse, the longer the
targ~t will appear to be in the image sample. The temporal size of the
Figure 6. Radar Target Embedded in Sea Clutter
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radar data sample was arrived at as a function of the ooheront nature
of the target, (i.e., the more scans the better). and the network
complexity together with the real physical time constraint, (Le.,
network complexity and time to get a processed image both increase as
number of radar scans increase). The network was trained using 2, 3,
and 5 scans of radar data. The objettive of the neural network was to
lock on to the spatial and temporal signature of the target embedded
in sea clutter and receiver noise. This is possible since it is known that
the radar target signature is statistically different from sea clutter
and/or receiver noise on their own. In order to have the neural network
absorb the physical nature of the radar target, a synthetic idealized
radar larget model was developed and used in the training phese. The
synthetic target was constructed so that spatially it closely
approximated what would be received by the radar system ifit were to
encounter a ncar perfect target return using a receiver with a zero
noise figure and from a sea surface generating zero radar return
Wig-uro 7). For euch of the six datasets extracted the neural notwork
was trained using a sample dataset consisting of 40 clutter plus noise
samples. 5 receiver noise samples, and 1 synthetic idealized target
modcl. The 40 clutter plus noisc samples uscd in each case were taken
from a dataset having a numerically similar mean wind speed and
significant wave height as the datasets that would be used in the test
and verification mode. The 5 receiver noise samples were taken from a
dataset having a mean wind speed of zero metres per second and a
significant wave height of zero metres. A three layer neural network
architecture was used. The input layer size is determined by the size of
lhe input data sample. The desired response in this case is a simple
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Figure 7. Synthel.ic: Radar Tareet
"
detcctlnodetect which translates directly into a single output neuron
laking on values bounded between 0 . nodetect and 1- detect. This
output value may be iterpreted as the probability that there exists
target infonnation in a sample being tesled by the network. The
middle or hidden layer size, is in fact, a more complex issue. It has
been suggested that the hidden layer contain at least one neuron per
training pattern (Reed, 1993). For this application it was found that a
hidden layer containing between one and two neurons per training
pattern yielded the highest degree of generalization. The actual
optimum number of hidden layer nodes was arrived at by using a
process of connection reduction or pruning. Each network was trained
using a very large number of hidden layer nodes, relative to the
number of training patterns, and then nodes were removed until the
network performance started to degrade. At the degradation point the
number of hidden layer nodes were increased until the networks
performance stabilized.
All networks were trained with an optimization step size
(learning-rate) of 0.55 and steepness coefficient of 0.10. The hidden
layer size in all cases was found to be optimum at 4 neurons plus the
number of training patterns (50 neurons). In the case of the long pulse
data the optimum neural network had an input layer consisting of 300
neurons, a hidden layer of 50 neurons, and an output layer containing
a single neuron. The training time in this case was 3 hours of
processing time on a workstation capable of80 million insl;ructions per
second.
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6.0 RESULTS AND DISCUSSION
Six datasets were analyzed in the test and verification phaso.
The data analyzed in the testing phase were not used in the training
phase although the trained networks were tested lin data gathered
during similar environmental conditions. In other words, a neural
network was developed for a specific range of environmental
conditions. It was found that if the network was trained on high sell
state dala that it performed well on data collected under similar
conditions, plus, it performed well or generalized itself to data
collected under much lower sea states.
The test and verification results have been summarized into a
standard format used in the radar dnla analysis field. That is. tho
performance of the neural network together with that of the scan ltl
scan techniqlJC has been plotted as "Targets DeLect.cdfI'argclfl
Available" .vs. "Average False Alarms". The y-axis is Lhe number of
targelfl successfully identified L:: the technique divided by Lhc number
of targets available for detection averaged over the number of scans of
radar data analyzed. The x-axis is the number of false alarms per scan
of radar data averaged over the number of scans of data analyzed.
Thus, for example, one would expect the detection rate to improve with
a greater number of false alarms. In this display format an ideally
perfonning radar would show n single point in the top len. hand corner
of the plot indicating a probability of detection of one, while obtaining
zero false alarms.
The noise data (dataset 1) when processed showed that the
neural net technique was only marginally better than the standard
scan wscan processing. However, both techniques performed very well
in this case. This is due largely to fact that the receiver noise is not
strong enough to obscure the targets from detection, regardless of
which processing technique is being used, as can be seen in Figure 8.
The performance summary for the second dataset , a mcdiwn
clutter dataset. shows that at the network's best it outperforms the
scan to scan processing. The performance gain is in the form of a
reduction of average number of false alarms per scan. It can be seen
from Figure 9 that at the peak of detection for the neUTal network that
it is presenting a false alarm figure of about 0.30 on average per scan.
By comparison, at the same detection level, the scan to scan technique
presents a false alarm figure five times greater. The baseline curve
indicating one scan of integrated data is the result for no processing at
all, it is included as a reference curve.
The third dataset contains higher magnitude sea clutter with
the significant wave height equal to 3.0 metres and the mean wind
speed at 13.5 metres per second. It can be seen in Figure 10 that for
bot.h processors the ability to find targets in sea clutter is diminishing.
However, the neUl'al network demonstrates a significant improvement
over the conventional processor, The neural net using 5 scans of data
at the 50% detection level achieves a false alarm figure of
approximately 8 false alarms per scan, The scan to scan technique
using the same number of scans of data and at the same 50% detection
level shows a false alann figure greater than 18 false alarms on
average pel' scan. In fact, the scan to scan processor only comes close to
the performance of the neural net if it is allowed to operate on almost
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indicating one scan of integrated data is the result for no processing at
all, it iii includCld as a rClfClrClnce CUrvCl.
ThCl fourth dataset represents the highe3t sea state for which
duta was collected with t.he radar set to long pulse. The significant
wave height for this data was 3.6 metres and the mean wind speed
was 14.0 metres per second. There is a further degradation of
performance in both processors as would be expected. However, once
again, thCl neural processor outperforms the conventional technique
(sec Figure 11). In this particular case the scan to scan processor using
16 'ic·ns of data can only equal the performance of the neural net
using 2 scans of data. In fact, the networks performance using 5 scans
of data is nevC!r approached by the conventional processur even if it is
allowed to consume more than 3 times as much time series data.
The fifth dataset was collected during the same environmental
conditions as the fourth except that the data were collected with the
radar set La medium pulse. With the radar set to medium pulse it can
be seen (Figure 12) that the overall ability to find target information
out of the sea clutter is improved. In this case, the neural technique
shows only very marginal improvement over the scan to scan
processor. At the 50% detection level the neural processor presents a
false alarm figure of 8 on average per scan while the scan to scan
processor shows a figure of 9 on average per scan. This may be due to
the fact that the synthetic target used in training for the medium
pulse dat.a was optimized for the long pulse setting of the radar. Time
constraints prevented the optimization for the medium pulse setting.
The sixth dataset. was collected during the same environmental
conditions as the fourth and fifth except that the data were collected
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with the radar set to short pulse. It can be seen (Figure 13) that the
overall ability to extract target information out of the sea clutter is
further improved, and once again the neural technique shows n
significant improvement over the scan to scan processor. At the! 50%
detection level the neural processor presents a false alarm figure of 2.5
on average per scan while the scan to scan technique shows a false
alarm figure which is more than double that of the network.
The only real limitation to the implementation of the artificial
neural network technique is the processing power that it requires. A
complete scan of radar data would occupy 1024 pixels by 1024 lines by
8 bits. In order to apply the neural network in its current form it must
be scanned over the entire image stepping one pixel at a time. Thh;
means that for a neural net which uses the 6 pixel by 10 line by 5 scan
data array, it would have to execute 1018 x 1014 times and each time
it would have to process 15,050 connections. The total number or
connections that would have to be made is 15,535,392,600 in order to
process the entire 5 scan set of data for one scan of outpul. This huge
number of required computations could not practically be implemented
in real-time using an artificial neural network. However, it i8 p08sible
using a real analog neural network. The Intel 80170NX (E1'ANN) is a
silicon chip level implementation of a 64 neuron, 10240 synapse neural
network (Figure 14). The chip has a data propagation delay of at mOHt
3 microseconds. The chip can simultaneously compute the dot product
of a 64 element analog input vector with a 64 by 64 synaptic array,
which corresponds to a processing rate in excess of 1.3 billion
interconnections per second. The ETANN can also be used in a multi-
chip configuration. In fact. the ETANN is available in a board level
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f'igure 14. Chip Layou~ for [ntc180170NX NllUral ProcC5.'1Or
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implementation from Intel. The Intel multi-chip prototyping board
(EMB) is a hardware system designed for rapid proootyping of large
high speed neural networks. The board may accommodate up 00 8
E'I'ANN chips and provides an IBM PC AT interface card. Similar to
biological systems the analog ETANN chip suffers from component to
component variations and relatively low precision. However, the chip
can be trained successfully_ The chip-in-Ioop (elL) concept was
developed and demonstrated on the ETANN chip (Tam, Gupta, Castro,
and Hollar, ]990). Using this approach the ETANN outputs are loaded
back to the training simulator to determine the optimum weight
updates. The standard training method then integrates any
imperfections or minor defects that may be present on the chip into the
neural network weight architecture, which then becomes specific to
t.hat particular ETANN chip or set of chips. This concept has been
extended to the multi-chip environment where differences from chip to
chip may exist (Tam, Hollar, Brauch, Pine, Peterson, Anderson, and
Deiss, 1992). In order to implement the neural network developed
here, which is a 300-50-1 network, it is convenient to adopt an
architecture which uses a single ETANN per window of radar data (i.e.
60 neurons per ETANN) together with another ETANN used to merge
the neural signals (Figure 15). This 6 chip network would have a
capacity of approximately 7.8 billion connections per second. The time
requirud to obtain a new full scan of radar data is about 2.3 seconds,
depending on the radar scanner speed. Therefore, this implementation
of the network could easily accommodate the 15.5 billion connection
real-time requirement. In fact., in the 2.3 seconds it takes the scanner
"
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A set of neural network synaptic architectures have been
developed and applied to the marine radar small tllrgcL detect.ion
problem. The neural network technique has been compared to the
conventional processing method of scan to scan intA:ogralion with
results which favor the neural processing. The neural nct clearly
equals or outperforms the conventional method on all datn.scts
analyzed. A strategy for the realization of a neural radar, wilh
superior detection ability in the ocean environment, has been
presented.
Data from four different days have been uscd to train and test
the neural network, covering the full range of wind nnd wave heights
encountered. The results oCthe analysis indicate:
1. A neUTal network is capable of providing performance that if; at
least as good os, scan to scan integration, one of the more powerful
conventional processing techniques. If the neural net scanning window
is optimized for the pulse length being used the performance is much
better.
2. It appears that when the network is trained on the higher sea
state data it is capable of generalizing to lower sea states. The reversc
is not the cast::. It is not known at this point if one network will be
adequate for the full range of sea states to be encountered by a radar.
"
3. Comparison of results from different radar pulse lengths
indicates that it may be necessary to train the network for a particular
set of radar parameters.
A neural network shows great promise in the application of
radar target detection. In order to proceed with further development it
is necessary to review the potential of the neural network to provide
some benefit over conventional processing techniques. These benefits
may be in cost, performance or versatility. The results of this study
indicate that performance and versatility may be key benefits of the
neural network. The implementation cost of the present neural
network today is in the order of $10,000 to $20,000. However, there is
great potential for lower costs in the next couple of years. The
performance improvements that have been demonstrated are
significant in that these represent cases that may not yet be optimized
for radar parameters and environmcnlal condition. Even ift-Iote results
presented are the best that may be achieved by the network it is
important to note that it performs as good as or better than one of the
most, successful conventional techniques available, scan to scan
integration. The added benefit of the network architecture chosen is
that it may provide built-in capability to handle moving targets. This
ability in itself could justify the use of the network over other
techniques. Present signal processors must carefully align consecutive
radar scans before perfonning scan to scan processing. When the
radar is moving this requires that the radar data be converted to a
cartesian grid and realigned using vessel position datll. This process
requires complex hardware and is subject to some losses. If the target
is moving then the number of scans that can be processed will be
limited by target speed. On the other hand, the inherent parallel
processing nature of the neural network may permit. the usc of t.he
data without realigrunent and because the network essent.ially
processes the data in all directions at once it should be able to handle
moving targets.
A neural network processor for radar target detection may not
fit into the traditional concept of the radar display, which is also
required for navigation proposes. This may limit. the neural processors
market to applications that require improved target detection
performance that complements the capabilities of the navigation or
vessel traffic services radar. 'rhe neural processor embodies all the
features required in a high performance tracking radar system and a~
a result it would be appropriate for vessels and systems requiring the
ability to detect and track many targets.
In effect the neural radar concept would be to provide a target
detection engine for usc with more traditional radar display designs.
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void wtHnolilall. unsigned long n, int [sign,
















index = index + 2;
I
if CFPMng == 21[
forCi=I;i<=M;i++lI
complex_dntarindexl = datn{tl[il;

















































..... hilclifpl <; ip2J1
ifp2:ifpl« 1;












!.crop; = wr' d8tafTlIk2+1J + w"i" dntaffilk21;
dnwFnlk21=dEllnmrkll-tcmpr;





























































/Orud Lhe header inforrnationo/
prinlJt"\n ReadinG> ~\n",inlil);



























for (izl;io:nn;i++l (xxlil:z 0.0;
for (i:1;I<:n;i++1 fuJi+nnl" fll)'haUil;
..
/, fori running backwards nowlbackprupscAtion) ,/










































































































for (i::l;i<=M;i++) normarlil = -99!J1J'J9.9<J;






















































/. ifFFTflog '" 1 do an FPr on the inputs·(
jf(FFTflag== III







!"ifFF'Tf1Pg= 2 do an WAVELET TfV·N'SF'ORM on the input!<~1
if(FFTflag=:2)!































































































































































































































int olTaysizef61; '*sizesoft.argetpositilJn arrays""
im TargetWin[MlirkTargetNumberIiMarkPixeINumber!;
in.; TargetPosiMarkTargetNumberUMarkPixeINumbor);
int PosSubX, PosSubY, ChcckPos;
int CurrPixel;
WORD MorkX, MarkY, LowLef\X, l.owLefl.Y;
BOOL AverageEvlllFlag .. FALSE:
BOOL LastBntchFlag = FALSE;
BOOL StatsHeaderFlag'" FALSE;
BOOL ULnag'" FALSE;
BOOL ULnaglmage = FALSE;
BOOL ThresholdAvgFlng = FALSE;
BOOL CorrelFlag:ll: FALSE;
BOOL SpectraF1ag = FALSE;




























































BaaL AvgDraw : FALSE;
choravgtbufferl201;
HANDLE hHourGlass; It handle to hourglnss cursor "I
HANDLE hSaveCursor; '* current cursor handle '"
static HCURSOR hDor:nieCur;
HCURSOR hArrow;
inthrlle; 1* liIehllndle '"
OFSTRTiCT OfStruct; ,t information from OflenFilcfJ "I
OFSTRUCT OlStruet2;
struot stat Filef::>ntus; I" inform.~tionfrom f!ltnUJ '"
BYTE huge *pTempI25J;
BYTE huge *-pScanBufferl251; '* Buffer to store ench scnn individuntly '"
HANDLE hScnnBulferl251; '" handle to editing huffer "I
HANDLE hRepBulfer;
BOOL ShowAI1Flac: FALSE; 1* When nOC is false only targflt bit map ill drnwn "
BOOL bChances =FALSE;
BOOL bSavoEnabled: FALSE;
BOOL bNew = TRUE;
BOOL S<:anWinAJloc = FALSE;
"
BOOL Gr(lphi~"'I(lg =- "'AL81';;
JlOOJ.lmllf,'tlfo'lllg=- Jo'ALSE;
11001.. ImllucDraw = F'ALSE;
BOOL Bal,(h = FALSE;
IIOOL first = FALSE;
noO!. BitMapD = FALSE:;
ilOOL Clco.rAII;




























IIDITMAP hBit01o.pl251, hOldBiLmnpl251, hBitmllpGrnphic;
~IBlTMAPhRepoinLBilmnp, hOldRcpainLBilmap, hBitmaplmngc,
hOldDltmnplmogc;
HOC hOC, hMemoryDC, SLrelchhDC; ,. hondle for lhe disploy device ../
HANDLE hBilInfo;
LJ>JlITMAPINfo'O pBiLlnfo;
nOOL bTmck '" FAL-SE;
int OrgX = 0, OrgY", 0;




/ .. TRUE if len button clicked */
'*origin(llcursorposition *'
'*culTentcursorposition */
/* 11lst cursor position *'
/*selcctionrectangle */
'* "and y coordinlllcs of~ursor *,
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intrcpcat= 1;
int VectorSize, VeetorDim = 1;
POINT ptPSize;
,. rcpeal count ofkey~lrokt, "
intSerX = 0, St:rY=O; ,. source of bitmap reeulllgle'(








,. OrsX and OrgY holds the pixel position tll ellpy. ClIPY dnln aeclIrding tll
pixel size and numberohcan lines"
int PASCAL WinMain(HANDLE hlnstanee, HANDLE hPrevln~l.nnec, LPST/{
IpszCmdLine, int nCmdShow)
[
, u u u.tft u t. f"',
J+ HANDLE hlnstanee; handle for this instnnce .,
I*' HANDLE hPreylnstance; handle for possible previous inswnces .,
, .. LPSTR IpszCmdLine; longpointertoexeccommnnd line '(
/* int nCmdShow; Show code for muin window display"
/ u *••••••••• ,
Msa msg; /. MSa structure to store your messages






if{(nRe= nCwRegisterClasses{J) == -Il[
f' registering one of the windowsfuiled '/
LoadStringihInst, IDS_ERR_REGISTER_CLASS, szSlrin/.:,
sizeofTszStringll;



















WS_SYSMENU I It Add system
WS_MINIMIZEBOX I It Add minimb:e
WSj..fAX.IMIZEBOX , ItAddmuimize
WS_THICKFRAME I tt'thieksizeable
WS_CLIPCHILDREN I I~ don'tdrllw in
WS_OVERLAPPED I
WS_MAXIMIZE,
CW_USEDEFAULT,O, It Use default X,
CW_USEDEFAULT,O, It Usc dcfault X,
NULL, It Parent window's
hllndle 'I
NULL, ft Default to Class Menu
hlnst, It Inslance of window
'/




McssaseBox(NULL, s7.String, NULL. MB_ICONEXCLAMATION);
return IDS_ERR_CREATE_WINDOW;
I
ltot>- Threshold Bar for the GRAPHIC window "ul

















lpfnTarThresTnfo:: (FARPROCI GelWilldowLong (hWndTnrThr(!s,
GWL_WNDPROC) ;
SetSerollRnnge (hWndTarThrell, SB_CTL. 0, 400, FALSE);
SetSerollPoll (hWndThrThres, SB_CTL, TarVal, FALSE);
/...*' Threshold Bar for the AVERAGED window ..../

















lpfnAvgThresTnfo :: (FARPROC) GctWindowLong (hWndAvgThrcs,
GWL_WNDPROm ;
SctSerollRnngo (hWndAvgThrcs, 58_CTL, 0, 255, FALSE);





ShowWindow{hWndMllin, SW_SHOWMAXIMIZEO); I~ display main window
'I
U,mllllJWindow(hWndMllin);
hAeecl = LondAeeeleratorsfhlnst, so:AppNnme);










TextOu«hOC, 20, 425, satr, strlen(sstr));
iton(gdirCS,satr, 101;
TcxlOuUhDC, 50, 425, satr, alrlen(sstr));
itoll(useres,sstr, 10);
TexlOutJhDC, 80, 425, sstr, slrlenfsslr»);
itoaflinllmemint,sstr, 101;

























/'" Do clean up before exiting from the IlppHcation·/
CwUnRegisterClasses();
return msg.wParam:
1/* End of WinMain '/




,. This procedure provides seryice routines for the Windowli events ''I
'* (messages) that Windows sends to the window, as well AS the user ./
t" initiated events (messages) thot are genemted when the user selccL'I·/
/" the action bar and pulldown menu controls or the corresponding ./
f* keyboard accelerators. ./
/ $OO· " u · "' ••uu /
LONG FAR PASCAL WndProdHWND hWnd, WORD MCII!Hlgc, WORD wl'llrnm,
LONG IParaml
I
HMENU hMenu=O; /* handle for the menu ./
int nRc::O; /. return code ./
FARPROC IpProcAbout, IpOpenDlg, IpSaveAsDlg;















Spectra Flag = FALSE;
break;
case IDM_OJtEPLAY_DATA:
IImust replay radar data scans and pass each scanline on
lito the FFT function.> then the FFT result must be
displayed




IpDpenDlg = MakeProclnslllnce{{FARPROCl OpenDlg,








IpOverlapDlg = MakeProcTnslance((FARPROC}{)vel'lapDlg, hInstl;










1* Call OpenDlgO to get the filename
1800lllag = FALSE;
strcpy(DefSpec, "*.*"l;
lpOpenDlg = MnkeProclnstance«FARPROC) DpenDlg, hInst);
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PalBllihMemoryDC, 0, 0, nSIZE, nSIZE, WIJITENESS};














































''''fthere is no filename, usc the 1I8veascommand \.0 get










/. Cn11 the SavcAsDls(l function to gel the new filename ./
Success", DialogBox(hlnst, "SavcAsM , hWnd,lpSllvcAtd)lgl;
FrecProclnlltanccflpSnvcAsDlgl;



















































ir((hScanWinData '" GlobIiIAlIoc(GMEI\CMOVEAULE I
GMEr.CZEROINIT,
memory)l==NlILUI
MessngeBodhWnd, "Memory AllO<:/ltioll ";rror.",
"Error8.1", MB_OK I MB_ICONIIANf));
breuk;
if«(pScanWinDnt.a = (BYTE huge -)GlobnILock(hScnnWinDllhlll =:
NULL)!























































lpOpenDlg =: MakeProdnstance((fo'ARPROC) OpenDlg,















































































































Me550gcBoxlhWnd, "Stats not done:'."Error",MB_OK I MD_ICONEXCLhMA1'IONl;
Iirenk;
if(!WrileStnl.slhWmllll









































































































return DefWindGwProc{hWnd, Message, wParam,
bronk; ~ End ofWM_COMMAND '/
cose WM_CREATE:
,. The WM_CREATE message is sent once to a 'Window 'When
f* window is created. The windGw procedure for the new
window"
f" receives this message oner the window is created, but.








break; f* End ofWM_CREATE
caseWftCMOVE: f" cGdeformovingthewindow
brenk;
coso WM_SIZE: f* code for sizing client area '"
break; f' End ofWM_SIZE
case W~CVSCROLL:








































































f· changed Imago8;~e to pillel and line·f




















Me"ageBoxChWnd, "Target Area is Too Lnrget,






















,. changed Im8{:'esi:lt.e to pixel and line .,










































if<NextY < reclClient.topJ I
NextY= reclClient.top;
J else ifCNextY;>= reetClient.bottoml I
NextY = rectClient.OOltom - 1;
ifHNextX!= PrevXl II (NextY!= PrevY))
I









bTrack '" FALSE; ,. No klneeT creating a HlectioT'l '/
bChinges == TRUE; ,. Saves Lhe currenl value 0/
X;; LOWORDC1Param);
Y;; HlWORDlIParam);























bTrnck :: FALSE; /t No longer c~ating a seled.ion "/
bChanges '" 1RUE;







































































case WM_CLOSE: 1* elose the window "




'* For any message for which you don't specifkntly provillc n "
I- service routine, you should return the meSMge to Windows "
1* {or default. message processing. 'I











PSTR pBuffer; r .l.ldreu ofreadlwrill buffer .,
PSTR pToBulTer;
int byturead,r;






















TextOuUhDC, 20, 425, ulJ', strlenClltr));
;toofgdires,ulr, 10);
TextOuUhDC, 50, 425, uti', strlen{l5tr);
itonluseres,utr,IO};
TextOutfhDC, 80, 425, sstr, strlen(sstr)J;
itoalfinllmemint,ulr,IO);

























McssageBox(hWnd, "Unable to Allocale Scan-to·Scan




ifClhSeanBufferlOI = GlobalAlloc<GMEM_MOVEABLE I
GMEI\CZEROINIT,
<MemSizeX"MemSiz;eY))):= NULLlI
MessageBoxlhWnd, "Memory Allocation Error:',
"Error 8.2", MB_OK I MB_ICONIIANIJ1;
relurnCNULLI;
hSaveCursor::: SetCursor(hHourGlnss);
if{{pScanBufTerIOI '" GlobnILockChScanBufT'erIOIlI:::'" NULI.. lI
MeesageBodhWnd, ~Glabal Lock Foiled.",




hRufTer", LocalAlIocILMEM_MOVEAIH..E I LMEM_ZEltOlNIT,1024);
ifClhBufTerll
120











if(Pixel < 1024 && Line < 768)
&rY=20;
hFile = OpenFile(FileName, CLPOFSTRUCT) &OfStruct, OF_READl;
ifChFile == EOFli
MessageBox(hWnd, "Image File Error",
"Error £1", MB_OK I MB_ICONHAND);
return NULL;
fstaUhFile,&Fi[eSt.atus);
bytesmoved :: _l1seek(hFile, 512L, 0); '* read the heAder offnrst *1
n&nnCount.=O;
freq = 5.5;
while C10Status < (FileStatus.st_size.byl.esmoved))!
for (n=O;n<Line;n++) I
/* changed Pixclllnd line +/
bytesrelld= readfhFile, pBuffer,Pixell;
forCi=O;i<bytesread;iHll
if(SpectraFlag && n <: SHne)(
if{i<:Spixelll
COmplelLdatalindex!=255.0-C(flont






















"Error 10", MB_OK I
return (NULL);
hSaveCursor:: SeWUJ'llor(hHourGlasel;
ifHpSunBufferl nScanCounll = Globa,lLocklhSeanBufTcri nSconCountlll:=
NULL)I
Message8ox{hWnd, "Global Lock Fniled.",
"Errorll",MB_OK I
return (NULL):

















CBM_INIT, (LPSTRlpScanBufTerrOI, pBit.Info,DIB_RGB_COLORSJJ ='" NUU.) r
J22
MessageBoKChWnd, "Not enough memory for
bitmap.",


















jf(nXSCllnWindows!= 0 && nYScanWindows!= 0)[
if(nXScanWindow&!= nYScanWindowsl(



























f* This procedure is tlssoeiated with the dialog bOll that is ine1uded in .,
,. the function name of the procedure. It provides the service routines .,
I" for the ewmts (messages) that occur because the end user operntc~ .,
/'. one of the dialog bOll's buttons, entry fields, or controls. .,
~ ~
~The SWITCH statement in the function distributes the dialog box .,
f* messages to the respcctivc sllTYicc routines, which are set npnft by·'
f" the CASE clauses. Like any other Windows window, the Dialog Window·'
/. procedures must provide an appropriate service routine for their end·'
f" user initiated messages as well as for general messages (like the ./
,. WM_CLOSE message). .,
,. Dialog messages lire processed internally by windows and passed to thc·/
/. Dialog Message Procedure. IF processing is done for a Message thc ./
I" Messagl! proceduTt! returns II TRUE, else, for messagcs not explicitly'"
/. processed, it returns a FALSE ./
I" ~/ * /
BOOL FAR PASCAL NETLOADMsgProcfHWND hOlg, WORD Mellsngc, worm
wParam, LONG lParam)
I








,. Uit.em isa directory name, append··.·"·(






















GetDlgllemTextlhDlg, JDC_FILENAME, NetFiJeName, 128);
iffstrchr<NetFileName, '''') II strehrfNetFileName, ,?'J)[








MessageBoxfhDlg, "No filename specified.",
























caSll W},CINITDlALOG: ,. message; initializc .,
UpdllteListBoxlhDlgl;
Set.DlgItemTexUhDlg, IDC_FILENAME, Dcf'Specl;
SendDlglt.emMessage(hOlg, ,.. tlialo~ hnmlle
'/





MAKELONGlO, 0,,7f'11)); !' cntirll conlcn,""
'/
SetFocus(GctDlgllcm(hDlg.
IDC_FILENMlE)); !"keyboard focus is set to hHo'"
D1gDirListChDlg, str,rOC_LTSTBOX, IDC_DIRECTORY, 0)(-1010);
DlgDirSelecUhDlg, str, IDC_LlSTBOX);
SetDlgltemText(hDlg, IDe_FILENAME, str);













































































, .. WriteImageClassO Function ./
~ ~
/* This function writes the classification of the imoge component to ./
























































































BOOL FAR PASCAL LOADGRAPHlCMsgProclHWND hOlg, WORD Mcssng:c,
WORD wParam, LONG IParnml
I






























GetDlgltemTedChDlg, JDC]ILENAME, GrllphFileName, 128);
ircstrchrlGraphFileNllme, ''''I I I strchriGraphFileName,'?')) [








McssageBoxChDlg, ~No filename specilicd,~,
"Error 16", MB_OK I MB_ICONHANDJ;
return CTRUEl;













cllSe WM_INITDIALOG: I" message: initialize "/
UpdllteListBoxlhDlg>;
SetDlgltemTextChDlg, IDG_FILENAME, DcfSpecl;
SendDlgIt.emMessageChDlg, /" dialog handle
'/
/"where to send me!lSage
'/
EM_SETSEL, I" select characters "/
NULL, /"additionalinformation "/
MAKELONG<O, Ox7ffi)); /"entire contents "'/
SetFocusfGctDlgltemlhDlg, IIJCtFILENAMEll; /"keyboard focus is set to
herc"/




return (FALSE); I· Indicntes the focus is set to a control·'
I
return FALSE;
r··..u u u u.u uuuuo.uu•• o. ••,
r ~
I· This function get the coordinates of the cursor and displays the '1
I· network tlassificated %'s for the clutter,nnoise, and target. ./
r ~
r •••..••..•..••..•••••..•..o. o..u ,






























,. Section to determine corresponding block of radar image .,
'.changed Imagesi1.c to pixel and line ./










/. SetScanWin draws a lIQuare on the radar image corresponding */
/. t.o thecurrcntcufllorposilion 011 the graphic *'
void &LScanWinCHWND hWndl I
ScrX=O;
hRgn = Creat.eReclRgnCO, 20, XRgn, YRgn);




















r '1lis function cel,5 thegTaphic info from the *'



























MessageBox(hWnd, "Graphic File error.",











&&anSizcY,&Pixcl,&Linc)) 1= J 01
MessageBo:dhWnd, "Graphic File crror.",·'Error




















if((hlmngcDnta = GlobaIAlloclGMEM3.lOVEABLE I GMEM_ZEROINIT,
memory2Il:: NULLlI
MesSllgeBox(hWnd, "Memory Allocation Error,",
"Error 8.4", MB_OK I MB_ICONHANDl;
return (NULL);
ifC(plmageOllta =' (float huge tlGlobalLockChImageData)) =: NULL)!
McssageBox(hWnd, "Global Lock Failed.",


























'''' This function gets the second graphic info from the ./



























MessageBoxfhWnd, "Graphic File error:,













McsBageBox{hWnd, "Graphic File error.","Error



















if ((hlmngeDBta2 "GlobaIAlJocCGMEM_MOVEABLE I GMEM~ZEROINIT,
memOTy2») == NULLJ/
McnageBodhWnd, "Memory Allocation Error.",
"Error 8.5", MB_OK I MB_ICONHAND);
relurn(NULf,);
if((plmpceDllw2" (float huge *>GlobalLock(hlmageDaU.2)) =: NULL)!
MenngeBol(hWnd, "Global Lock Failed,",





























!* The following function registers all the tlassesof all thc windows .,






WNDCLASS wnddass; ,. strutt to define a window class
memset{&wndc1ass, OxOO, si:r.coflWNDCLASS));
"load WNDCLASS with window's characteristics 'f
wndc1ass.style:::CS_HREDMW I CS_VREDRAW I CS_DYTEALIGNWINDOW;
13.
wndclau.1pfnWndProc:: WfidProc;




wndda&~.hlcon ~ LoadJcon(hlnst, "RADARIMG"';
wndclass.hCursor= LoadCur8Gr(NUI.L, IDC_ARROW);
,. Create brush fGt erasing background ..,
wndc:1an.hbrBackground ::: CHBRUSHXCOLOR_WINDOW... l);
wndc1au.1pnMenuName = IItAppName; ,. Menu Name is App Name .,






,. CwUnRcgistcrCIlIS5CS Function .,
~ ~
,. Deletes any refrcnces to windows resources created for this ./
,. application, frees memory,delet.es instance, handles and does .,




WNDCLASS wndclass; ,. &lrIlCt. t.o define a window class
memseU&wndclass, DIDO, sizeoffWNDCLASS));
Unrcgist.crClllssl'szAppName,hlnst.);
) /. End ofCwUnRegisterCllIsscs
, .
FUNCTION; SaveAsDlgOlWND, unsigned, WORD, LONG)
PURPOSE: Allows uscr to chnnge nome to save file to
COMMENTS:
This will initialize t.he window clan if it is the first time t.his
application i~ run. It !.hen creates the window, and processes !.he
meS50ge loop until a PGstQuit.Message i9 received. It exits the
application by returning the value passed by the PostQuit.MeS5age.
•••••.. ••..•..• •..•• •• u ,











~ Process the path to fit within the IDC]ATH field .,
DlgDirListChDtg, DefPath, NULL, IDe_PATH, Ox401O);
"Send the C'Urrent filename to the edit conLrol "
SetDlgltemTexHhDlg, IDC_EDlT, DelSpecl:
,. Accept all characters in the edit control"
SendDlgItemMessagefhDlg, IDC_EDlT, EM_SETSEI., 0,
MAKELONG{O, ()x7fID);




I"' Set the focus to the edit control within the dialog OOX .,
SetFocus(GetDlgltemChDlg,IDC_EDlTll;




'"If there was previously nofilenamc in the edit




EnableWindowCGetDlgltemlhDlg, lOOK), bSavcEnabled" 'I'RUI<;);
return (TRUE);
c8sc1DOK:
f' Get the filename from the edit control·'
140
GetDlgltemTextChDlg, IDC_EDIT, TempName, 128);
'''If there are no wildcards, then separate the name into
.. path and name. If a path was specified, replace the
.. default path with the new path.
'/
ifCCheckFileName(hDlg, (PSTR) FileName, (PSTR) TempName» I
















,u••• u n "'n t n.
FUNCTION: CheckFileNamelHWND, PSTR, PSTR)
PURPOSE: Check for wildcards, add extension ifneeded
COMMENTS:
Make sure you have a filename and lhat it does not contain any
wildcards. If needed, add the default extension. This function is
called whenever your application wanls to savc a file .
.....................................................u u ,




relurn (FALSE); ,. Indicates no filename was specified .,
p1'mp:pSrc;





MessageBox(hWnd, ~Wildcards not IIllowed,·,
~ElTor 2", MB_OK I MB_ICONEXCLAMATIONl;
return (FALSE);
I
AddExtlpSrc,DelExtl; , .. Adds the default extension if 'leeded .,
if (OpenFile(pSl'(, (LPOFSTRUCTI &OfStrllct, OF_EXISTl >= 0) I











PURPOSE: Save current file
COMMENTS:
This saves the current cont.ent,s of the Edit buffer, and changes
bChllllges to indicate that the buffer has 1I0t been chllnged since the
loslSllve,
BeroT'll the Nlit. buffer is sent, yo" rnustget its handle ond lock it
to get its address, Ollce the lile is written, you must unlock t.he






















,. screen only has space for 713 lines, title and menu take up the rest ..,
ArrPo!lition =(IongKLine-713.1)·Pixel;




bSuecess = 1'RUE; I·'ndicates the file WIU saved "I
bChanges'" FALSE; r Indicates changel have been saved·'
rcturn (bSuccess);
J




,. DI Bitmap origin in lower lert corncr of screen·'
ArrPosition" (]ong)(Line+ScrY-OrgY)·Pixel + COrgX-&anSizeX):
Writ.eToFiterpArr, ArrPosition, fp);
irl(hBuff= GlobalAllocfGMEi\'-MOVEABLE I GMEM_ZEROINIT,
FileStatus.st_size-512ll == NULLH
McssageIJ.oxrhWnd, "Memory Allocation Error.",
"Error B.6", MB_OK I MB_ICONHANDl;
return FALSE;
if/fpBuff= (BYTE huge ·lGlobalLoeidhBum> == NULL)I
MeasageBox(hWnd, "Global Lock Failed.",





hFile = OpenFileCNextFile, fLPOFSTRUCT) &OfStruct, OF..READ);










bSuccess= TRUE; I· Indicates theme wassnved .,




sprindlstr, "AtUlmpt to save Iile failed!");
MellsageBodhWnd, str, NULL, MD_OK I MD_ICONRXCLAMATION1;
return (FALSE);
FUNCTION: OpenDIg(HWND, unsigned, WORD, LONG)
PURPOSE: Let user select a file, and return. Open code not provided.
...........••••••••• ..••• • 1•••••••••••••/










"Ifitem is 0. directory name, append ....." "
if{!DlgDirSelectfhDlg, str,IDC_LlSTDOX)l




















irfstTchrlOpenName, '.') II strchrlOpenName, '?'» 1








MessageBox{hDlg, "No lilename speeified.",
"Error 3", MB_OK I MB_ICONHANDl;
return (TRUE);
AddExt{OpenName, DefExtl;
I- The routi ne to open the file would go here, and the-'
'" file handle would be returned insl.ead ofNULL. -/
if ((intXhFile >< OpcnFile((LPSTR) OpenName,
( LPOFSTRUC1')&OfStruct.,
OFJiEAD)) =>< EOF) !




















cllse WM_INITDIALOG: ,. message: initialize ./
UpdateListBoxChDlgl;
SetDlgJremTextlhDlg, IDe_EDIT, DefSpecl;
SendDlgitemMessage(hOlg, /. dinlog hnndlc
IDC_EDlT, /. where to scnd
EM_SETSEL, "9010ct charncters













DlgDirListChDlg, str, IDC_L1STDOX, IDC]ATH, Ox40101;
'* To emUTe that the listin,; is made for II subdiT. of
• current drive dir•..
'/
ifOstrchr(DefPath, ':'l)
D1gDirLi$l{hDlg, DefSpec, IDC_LISTBOX, IDC_PATH, Ox40101;
I~ Remove the '.: charaCler from palh ifit exists, sincelhis
• will make DlgDirLiSl move us up an additionallevel in the tree






, ••••• u .
FUNCTION: ChangeDefE~tCPSTH, PSTH);
PUIU'OSE: Changt the default extension
.............................................................................,




while C'pTptr && 'pTplr t= ':J
r''plr-H;
i(r',,/?lrl
i((!slrthrlpTplr, "', && !slrthrlpTptr, '?'Jl
~trtpy(Ext, pTptrl;
, .
FUNCTION: SeparateFileU-fWND, LPSTR, LPSTR, LPSTRJ
PURPOSE: Scpllrnl.e filename and palhname
...............................................................................,





IpTmp = IpSrcFilcNnmc + (long) Istrlen(lpSrcFileNamel;
while ('rpTmp r= ':' && "lpTtnp!= '\\' && lpTtnp > IpSrcFileNameJ
lpTmp = An~iPrevClpSrcFileName,lpTmpl;













PURPOSE: Add default utension
•••u**••~** ** ,










'''Dialog Window Procedure .,
,. ~
,. This procedure is associated with the dialog box that is indudetl in .,
"thefunetion name of the procedure. It provides the service routinell·'
,. for the events (messages) that occur because the eod user operates .,
,. one of the dialog box's buttons. entry fields, or coo troIs. .,
,. ~
, ,,. ,, ,, ,









SetDlgltemlnt(hWndDlg, scx, ScanSi7.eX, 9l;
SetDlgltemlnUhWndDlg, scy, ScanSizcY, 9);
SetDlgltemlnt{hWndDlg, pi, ScanScans, 5);
return FALSE;
,. End ofWM_INITDlALOG '/
case W1.CCLOSE:
,. Closing the Dialog behoves lhe same liS Cancel "
PostMessagefhWndDlg, WM_COMMAND, !DCANCEL, 01.);





case 8Cx:!~ Edit Control .!
&:anSi~eX '" finUGetOlgltemInUhWndDlg, sex, &MyFlag, 0>;
break;
caseBCy:/· EUitContrl,1 .,
ScanSi~eY::(int)GetOlgTt.emlntChWndDlg, BCy, &MyFlag, 0);
break;
casepi:!' EditControl .,






!' Ignore data values entered into the controls .!
I' and dismiss the dialog window returning FALSE .,
EndDialo¢hWndDlg, FALSE);
break;




)/· End of CllptureDlg
return FALSE;
,/
I~UHUhHU"'''•• '''''.'''''''''''''••••''''''••••••'''''•••••• ' •••''''!
I' ~
I· Dinlog Window Procedure .,
!' ~
I· This procedure is associated with t~e dialog box that is included in·'
I'thefunetion name of the procedure. It provides the serviee routines·'
1" for theevenls (messagesl that oeeur beelluse the end user operates .!
!. one of the dinlog box's buttons, entry lields, or controls. .!
I· ~I····u .......u...................................................•.•••.!
DOOL FAR PASCAL MnrkDlglHWND hWndDlg, WORD MeSSllge, WORD wParam,
LONG IParftm)
I







r End orW~UNITDlALOG '/
case WM_CLOSE:
,. Closing the Dialog behaves the same as Cancel·'
PostMesBtlgeChWndOlg, WM_COMMANO, !DEND, 01.);
































































{ttUt t .."tu.u u •• t Ut ,
{t ~
/. DinlogWindow Procedure ..,
'" ~/t This procedure is associated with the dialog box that is included in .,
'·the function name orthe procedure. It provides the service routines·'
{. for the events (messages) that occur because the end user operates '"













SetDlgltcmlnt(hWndDlg, wi, Winlne, II;
ir<Batehll
ScndDlgltemMessngeChWndDlg, 1* ciil\lo{: II/Hldlc
'/











I' End of~C1NJl'D1ALOG '1
case Wl\.CCLOSE:




















r Ignoredaw values entered into the




















/t get the rectangles for the parent and the child *'
GetWindowRect.lhWnd, &swpl:
GetClicntRcct.lhWndMain, &rParentl;
'0 calculat.e the height and width for MovcWindow *'
iwidth:swp.right-swp.1ell.:
ihcight= swp.bott.om·swp.t.op;
I" lind the center painland eonvert to screen coordinates *'
Ilt-X = (rParellt.right· rParcnt.1ef\l '2;
pl.y=-(rParcnt.bott.om-rP/lrent.t.opl/2;
ClicntToScreenChWndMain, &ptl:
It cnlculntc the new x,y stnflingpoint */
pt.x=pt.x-fiwidth'2l;
pLy = pt.y-fihcight/2):
'* top will acljust the window position, up or down *'
intopl
pl.y=pLy+top;
1° move the window */




FUNCTION: AboutlHWND, unsigned, WORD, LONGl
PURPOSE: Processes messages for "About" dill log box
MESSAGES:
WJ\.CINITDIALOG - initialize dialog box
\\'M_COMMAND -inputreeeived
............................................................................../


















r ···u u ..· ** u ,





nqScanWindows • local, contains It scan winowr. per Bcan line ./
nrScanWindows - global, contains It bytes remaining at end of line '/
nScanWindows - global,total number ofscon windows '/
1) To calculate the number ofscon windows needed to proccss
an entire image ./
2) To determine the starting position for each scan window




















TcmpWindow - running C<llInt of number or sean windows
Row -identifies current row number '"
CurrRowPos· identifies position of the pointer in the current row'"
RowBegin - GfTset in bytes of the current row ,,!









/. This function obtain. the quotient and remainder for the division "/
/" ImullcSize by 5canSize to determine the number of scan windows. If the *'
/. result has no remainder then the number of scan windows per row is *'
/. nqSc8nWindows else the number orsean windows per line is incremented. "/
" "''" When Sloring the positions in the alTay both the beginning and end "/
/, 'If the row .lire checked to see if a scan window will fit exactly. If '/










int TempWindow =0, Row = 0:
intCurrRowPos=O, RowBegin=O:
inti=O;













,. Cnlculnw the starting positions ofeach scan window'"



















TempOlTset· temp val' to store the original OITSllt ./
ScanWinData - global, array to hold the scan window data for
specified number of scans .,
NumScans - global, specifies the number of scans
./
./
~ " " " ,




,. I) To store the data from the scan window indicated by the function"













'* This function will store in an array the data for a given scan .,
,. window. It will also, for the number ofscans specified, open the ..,
~ appropriate radar data files and append the scan window for each file '"





,. This function will currently has no return value. It should, '"
,. however, be modified to return 0 if successful or -1 if the function .,
,. failed. '"
~ ~
int SloreScanWinflnt OlTset,HWND hWnd)
I
int i::O,j, numlines, ll::O. nScanRow=O, TempOffliel,bYlAlsroad;























I" Code to append successive scans to the array. ·f
VeetorSize" FileStlltU9.St..size·612;
if((hScanWinBuff '" GloblllAlloe<GMEM_MOVEABLE I
GMEM..2EROINIT,
VeetorSize» "': NULL)!
MesMigeBox(hWnd, ''Memory Allocation Error.~,
"Error 8.8", MB_OK I MB_ICONHANDl;
return NULL;
if«pScanWinBuff= (BYTE huge ·)Globall.oekChStanWinBum) =;; NULL)]
MesSIlgeBox(hWnd, "Global Lock Failed.",





















if(ExtNum < 10) . . •
streaUNextFile,"OO");




hFile '" OpenFile<NextFile, (LPOFSTRUCT) &OfStruct,
OFJtE!illl;
ifC!hFilel(
McssageBox{hWnd, "File Open Error!","Error 33", MB_OK I
MB_ICONHANDl;
return NULL;
if(!Cbytesread ::JlseekfhFile, 512L, Ollll/* read the header
offfirst*/
McssogeBoxChWnd, "File Open Brrorl",





Messas:eBoll(hWnd, "File Open Error!",































f f* End of StoreScanWin "/





irfShowAIlFlag I I C*clasS!l~r == -R' II *elassstr == 'T'l)(
hDC=GetDC(hWnd);
hMemoryDC = CreateCompatibleDCChOC);
hBitmapGraphic = LoadBit.rnap(hlnst, c1assst.r);

























ifCeheck I J !window)(
SerX=O;
if{!Batch)(
hRgn = CrenU)R~etRgn{Q, ~~O, XRgn, YRgnl;















ifncheck && window) I
DrgX=Pixel;





hRgn = CreateRectRgnlO, 20, XRgn, Yltgn);
































while {numchfiT < (6~64)l
I j:rprinWfp,"x");











( j = fprinUlsp,~x"l;
numchart=j;
j .:: fprintffsp,~%4d pixels",5pixell;
numchar += j;





while (numchar < (6"64J)
( j",fprintffsp,"x~J;
numchnr+>.:j;














































if((hReadDuffer = GlobaIAl1ocCGMEM".MOVEABLE I GMEMJ:EROINIT,
FileStatus.sU;ize-512» == NULL)!
MessllgeBoxChWnd, "Memory Allocation Error.",
"Error 8.9", MB_OK I MB_ICONHANDl;
return NULL;
ifHpRcndBuffr.r,. (BYTE huge 'JGlooolLockChRcadBufTerJJ == NULL)/
MessngeBoxfhWnd, ~GJobal Lock Failed.",
"Error 9.8", MB_OK I MB_ICONHANDl;
return NULL;
pToRend " pReadBuffer;
iff{hFile = OpenFilefNextFile, (LPOFSTRUCT) &OfStruet,
OF_READ»==-lJI
MellllllgcBox(hWnd, "Error olHlning file.", "FAILED!", MB_OK I
B_ICONINFQRMATION);
I
bytes:= Jlseek(hFilc, 512L, 0\; /* rend the header off first *'
if(!byt.esll




I).l'tcsread =_lrcadfhFile, (LPSTR)pRcadBufTer, FileStatus,lILsize-5121;
163
if(!bytesreadll






,. changed Memsize to Line·'
for (numlines=O; numlinu < MemSizeY; numlines++l1

































if fhOC "'''' NULLn
MessageBolfhWnd, "GetDC failed",













MesngeBoxfhWnd, "Not enough memory for
bitmnp.",
























TextOullhDC, TextPosX,TextPosY...20,streat(amtduller, . % Clutter
,strlen{smt.dutterll;
TexlOuuhDC, TexlPosX,TextPosY+40,strcat(amtnoise, "% Noise ")
,strlenlamtnoisell;

























































iflflesl = Sl,oreScanWinl'pScanWinCoordfi I,hWnd» ==















































































































































































fin t = fopenfNeLFileNflme,"r");
ifflfinll[
MessngeBoxlhWnd,"Nofinl.",




























MessageBox{hWnd, "Memory Allocation Error.",
"ErrorS.l1", MB_OK I M8_ICONHANIJl;
return NULL;
if«plpMoosterArrl = Cdouble huge *lGloblllLockChlpMonSUlrArrill ==
NULLll
MessageBox{hWnd, "Global Lock Failed.",






























if CChStanWinNorm = GlobaIAl1ocf'JMEM_MOVEABU': I
GMEM)~EROINIT.
memoryl"'sizeoftdouble))J == NULL)[
MessageBolfhWnd, "Memory Allocation Error.".
"Error8.12", lt18_0K I MB_ICONIfAND>;
return NULL;
if(lpScnnWinNorm = <double hugetlGlobalLockCh&llnWinNormll =::
NULl.Il
MeslIageBoxlhWnd, "Global Lock Failed.~,









MessngeDoxfhWnd, "Memory Allocation Error.",
"Error8.13". MB_OK I MB_ICONHANDl;
return NULL;
ifllpSl8nWin(:opy = (unsigned inlhuge '"}GlobaILockfhScanWinCopy)}
== NULL)l
MessageDoxlhWnd, "Global Lock Failed.".

















hFile '" OpenFile(FileName, (LPOFSTRUCTl
&OfStnIct,OF_READ);
if(hFile=; -ll(
McssageBox(hWnd, "Image RVg file ~~rrnr",
"Error 21", Mll_OK I
return NULL;
bytesmoved == Jlseck(hFilc, 512L, 01;
if(bytesmovcd==-lH
MeasogeBol(hWnd, '_,lIseck error",







MessogeBoxlhWnrl, "_I rend error",















































Mc~sngcl3oxfhWnd,"Not enough memory for bitmap,",












int DoTheSpectralrnageDisplaynfWND hWad, int "pos, intyposl
I
longint iJ,n,x;





:>bmiHeaderl, COM_INIT, fLPSTRlpSpee!mab'C, pl3itlnfo,OIU_RGIJJ:OI.OHSn ='"
NULL) (
MessageBox(hWnd, "Not enough memory for Sllectrn
bitmap.~,


































MessngeBo:dhWnd, "Memory Allocation Error.",
"Error 8.17", MB_OK I MB_ICONHANDl;
relurn (NULL);
ir((pAverngeBufTer = moaL huge *jGlobalLock(hAverageBufTer)) ==
NULl.)!
MessngeBoxlhWnd, "Global Lock Failed.".
"Error 9.15", MB_OK J MIUCONHANDl,
reLurn (NULL);
pToAverngc = pAverage(]ufTcr,
ifHhAverlllteUyte = G1QhaIAllocCGMEM_MOVE:ABL;;: I
GM~~r.CZlmOINI'1',
(MemSizeXf"MemSizeYJ)) "'''' NULL)l
MessageBox(hWnd, "Memory Allocation Error.",
"Err(lr8.18", MB_OK I MB_ICONHANDl;
r(llurn(NUI,L);
if{(pAverngoBylc = mYTE huge ·lGlobalLock{hAverageBytell == NULL)!
MesSllgeBodhWnd, "Global Lock Failed.",
























































"Thi~ function IIcan" an image to determine how many non- *'
"connecled ohject.,ure present. ..,
,. ~
, u •• u u u .,.•••u ~,















MessagcBox(hWnd, "Memory Allocation Error.~,
"Error 8,19", MB_OK I
MJUCONllANDI;
relurnINULL);
i((lpPixelRccord =(inlhuge 'lGlohlllLocklhPixelRecord») ==
NULLll















MenageBox(hWnd, "Memory Allocation Error.","Error 8.20M , MB_OK I
MB_ICONHANDl;
relurn(NUL[,);



















Pixclhil=O; IIl'ixclhitis I roruturgct
if(Pixclhilll













I' function ScllnlmngeAvg '1
It ~
,. This functillll ~cllns un nv~r(lgcd IInfl.hresholdcd .,
,. imngo to determine how many non· connected objects ./
I' nrc pre~ent. '1
,. ~
1.. •• u ..•••..•• ..•• ••..• ..• • ..1
inl hugo ScnnlmllgeAvglllWND hWndli














"Error 8.21", MB_OK I
MIUCONIIANOl;
reLurn(NULL);
if((pPixeIRcconl = (int huge 'lGlobIlILock(hPixeIRecordl) == NULL)l




























'" This is a recursive runction which determines the extents .,
/"and localionorench object in thellcnned imngc. .,
/. ./
/. ./
, .,. ..u ...,. u /


































































































,. function IdnetifylmageBHp .,
,. .,
,.. This is a recursive function which determines the extents .,




int huge IdenUfylmageBlip(HWND hWnd,int HitPosition}1
int Pixelhit,Hval=100,OldHit;
Pixelhit '" (intXplmageAvgBytelHitPosition I);























1* Upper leltcomcr *1





(* Upper right corner */




















,. Last Row OJ































/. This fundion checks the PixelRecord nrrn,V to ~('c if the ./
/·currcntpixelhnsoJrendy been included_ ./
/" */
/. */
/*' * * ** /
































else ifrpAddFirRecordllj1 == HitPosilion)
Old Hit = 1;
iflnllmoor==41
fllr Ij=Oj< PixclNu mbcrj++ l
iftpAddFirRecord2Ijr",,=·1)
break;
else ifCpAddFirRecord2[j[ ='" HitPlIsitionl
QldHiL= 1;
rclurnCQldllitJ;
inl hll~c I'ninlUlnckIHWND hWnd, inl windowl
I
intYslnrl,line,XpM;






























































































"Error", MB_OK I MB_ICONHAND>;
retumNULL;










r Function to write the stats information to tho screen·'
int WriteStat.s(HWND hWndl!
hDC=GetDC<hWnd);
f~ Do stats for the Graphic *'
f* Print number of objects */




strcaUNtarstr," objects found. ");
Text.OuUhDC,GraphieSize*nXSeanWindow1'i+20,Line+60,Nwntr,lllrIcn(Ntnrstr));
/* Prinl number of targets *'
itonCTargelFoundG,Ntarstr,lO);




'* print number offnlse alanns *'
nFalseAlermG = torgetl:lG-TargetFoundG;
itoa(nFalseAlarrnG,Nfalsealllrrn,lOlj
strcaUNfalRealarrn," faille 1I.1anns. ");
TextOuUhDC,GrophicSizo*nXSconWindows+20,Line+l00.NfaIRcnJarnl,RtrlonfNfuJsll
alarm»);
'* Do stats for the Image ~f
193
jrl1'hnl~ho1clAvgF'lngJ[
/. Print number orobjects ./




strcat!NtIlrstr," objects found. ");
TcxtOuUhDC,GraphicSize·nXSeanWindows+20,Line+160,Ntarstr,strlen(Ntarstr»;


































fprintflstats,"\nNome of weight liIe .., %s\n",NetFileNnml1l;
fprintfl,\ltats,"Starting file ... %a\n",FileNnml1l;
fprintflstats,''The numoorofproces8(ld files ...
%2.0f\n",Bat.chss):
fprintflstats;The Network threshold:c %d\n",TllrVnll;
fprintftstats,"The Scan·to·&:lln threshold =
%d\n",ThresholdVall;



















targetsGAvg = targctsGAvg + (flnatll.llrget.~G;
nFalseAlllrmGAvg::c n~'llll;cAlllrmGAvg +
{floatlnFalseAJarmG;
TargetFoundGAvg = TllrgctFoundGAvg +
(floatlT!lrgetFoundG;
ifCThresholdAvgFlagli
nFalseAlarml = targetlil • TargetFnundl;
targetslAvg = targetslAvg + mOlltltargctsl;




































fprinlflstals,"\t\t\tObject\tTargel\tFalse A\tT Eff\t\tFA Efl\tPerform\n~);

























f* The function will coorclate the objects in the two .(























































'" pPixelRecord will only contain lhe coorelaled objects"'
/* nll.arthis loop */
i=O;
start4:
if(i<TllrgetNumberl]
ifCpCnorelale{i! == 0)]
for G=Oj<PixelNumberj++ll
pPixeIRecordli*(PixeINurnber)+j]::: -
198




