SelfieBoost: A Boosting Algorithm for Deep Learning by Shalev-Shwartz, Shai
SelfieBoost: A Boosting Algorithm for Deep Learning
Shai Shalev-Shwartz∗
Abstract
We describe and analyze a new boosting algorithm for deep learning called SelfieBoost. Unlike
other boosting algorithms, like AdaBoost, which construct ensembles of classifiers, SelfieBoost boosts
the accuracy of a single network. We prove a log(1/) convergence rate for SelfieBoost under some
“SGD success” assumption which seems to hold in practice.
1 Introduction
Deep learning, which involves training artificial neural networks with many layers, becomes one of the most
significant recent developments in machine learning. Deep learning have shown very impressive practical
performance on a variety of domains (e.g. [13, 9, 18, 2, 5, 16, 12, 11, 27, 6, 3]).
One of the most successful approaches for training neural networks is Stochastic Gradient Descent
(SGD) and its variants (see for example [14, 4, 1, 15, 25, 26, 21]). The two main advantages of SGD are
the constant cost of each iteration (which does not depend on the number of examples) and the ability to
overcome local minima. However, a major disadvantage of SGD is its slow convergence.
There have been several attempts to speed up the convergence rate of SGD, such as momentum [25],
second order information [17, 7], and variance reducing methods [24, 19, 10].
Another natural approach is to use SGD as a weak learner and apply a boosting algorithm such as
AdaBoost [8]. See for example [20]. The celebrated analysis of AdaBoost guarantees that if at each boosting
iteration the weak learner manages to produce a classifier which is slightly better than a random guess than
after O(log(1/)) iterations, AdaBoost returns an ensemble of classifiers whose training error is at most .
However, a major disadvantage of AdaBoost is that it outputs an ensemble of classifiers. In the context
of deep learning, this means that at prediction time, we need to apply several neural networks on every
example to make the prediction. This leads to a rather slow predictor.
In this paper we present the SelfieBoost algorithm, which boosts the performance of a single net-
work. SelfieBoost can be applied with SGD as its weak learner, and we prove that its convergence rate
is O(log(1/)) provided that SGD manages to find a constant accuracy solution at each boosting iteration.
In a follow-up paper [23], we describe a different boosting algorithm for deep learning.
2 The SelfieBoost Algorithm
We now describe the SelfieBoost algorithm. We focus on a binary classification problem in the realizable
case. Let (x1, y1), . . . , (xm, ym) be the training set, with xi ∈ Rd and yi ∈ {±1}. Let H be the class of
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all functions that can be implemented by a neural network of a certain architecture. We assume that there
exists a network f∗ ∈ H such that yif∗(xi) ≥ 1 for all i ∈ [m]. Similarly to the AdaBoost algorithm, we
maintain weights over the examples that are proportional to minus the signed margin, yift(xi). This focuses
the algorithm on the hard cases. Focusing the learner on the mistakes of ft might cause ft+1 to work
well on these examples but deteriorate on the examples on which ft performs well. AdaBoost overcomes
this problem by remembering all the intermediate classifiers and predicting a weighted majority of their
predictions. In contrast, SelfieBoost forgets the intermediate classifiers and outputs just the last classifier.
We therefore need another method to make sure that the performance does not deteriorate. SelfieBoost
achieves this goal by regularizing ft+1 so that its predictions will not be too far from the predictions of ft.
SelfieBoost
Parameters: Edge parameter, ρ ∈ (0, 14), and number of iterations T
Initialization: Start with an initial network f1 (e.g. by running few SGD iterations)
for t = 1, . . . , T
define weights over the m examples according to Di ∝ e−yift(xi)
let S be n indices chosen at random according to the distribution D
use SGD for approximately finding a network as follows:
ft+1 ≈ argmin
g
∑
i∈S
yi(ft(xi)− g(xi)) + 1
2
∑
i∈S
(g(xi)− ft(xi))2 (1)
if
∑m
i=1Di
[
yi(ft(xi)− ft+1(xi)) + 12(ft+1(xi)− ft(xi))2
]
< −ρ and ∀i, |ft+1(xi)− ft(xi)| ≤ 1
continue to next iteration
else
increase the number of SGD iterations and/or the architecture and try again
break if no such ft+1 found
3 Analysis
For any classifier, define
M(f) = |{i ∈ [m] : yif(xi) ≤ 0}| ,
to be the number of mistakes the classifier makes on the training examples and
err(f) =
M(f)
m
to be the error rate.
Our first theorem bounds err(f) using the number of SelfieBoost iterations and the edge parameter ρ.
Theorem 1. Suppose that SelfieBoost (for either the realizable or unrealizable cases) is run for T iterations
with an edge parameter ρ. Then, the number of mistakes of fT+1 is bounded by
err(fT+1) ≤ e−ρ T .
In other words, for any  > 0, if SelfieBoost performs
T ≥ log(1/)
ρ
succesful iterations then we must have err(fT+1) ≤ .
2
Proof. Define
L(f) = log
(∑
i
exp(−yif(xi))
)
and observe that log(M(f)) ≤ L(f) since for every i, 1[yif(xi) ≤ 0] ≤ exp(−yif(xi)).
Suppose that we start with f1 such that L(f1) ≤ log(m). For example, we can take f1 ≡ 0. At each
succesful iteration of the algorithm, we find ft+1 such that ∀i, |ft+1(xi)− ft(xi)| ≤ 1 and
m∑
i=1
Di
[
yi(ft(xi)− ft+1(xi)) + 1
2
(ft+1(xi)− ft(xi))2
]
< −ρ . (2)
We will show that for such ft+1 we have that L(ft+1) − L(ft) < −ρ, which implies that after T rounds
we’ll have L(fT+1) ≤ L(f1) − ρT ≤ log(m) − ρT . But, we also have that L(fT+1) ≥ log(M(fT+1)),
hence
log(M(fT+1)) ≤ log(m)− ρT ⇒ err(fT+1) = M(fT+1)
m
≤ e−ρT ,
as required.
It is left to show that (2) indeed upper bounds L(ft+1) − L(ft). To see this, we rely on the following
bound, which holds for every vectors θ, λ for which θi − λi ≤ 1 for all i (see for example the proof of
Theorem 2.22 in [22]):
log(
∑
i
eλi) ≤ log(
∑
i
eθi) +
∑
i
eθi
Z
(λi − θi) + 1
2
∑
i
eθi
Z
(λi − θi)2 ,
where Z =
∑
i e
θi . Therefore, with λi = −yift+1(xi), θi = −yift(xi), and Di = e−yift(xi)/Z, we have
L(ft+1)− L(ft) = log(
∑
i
e−yift+1(xi))− log(
∑
i
e−yift(xi))
≤
∑
i
Di yi (ft(xi)− ft+1(xi)) + 1
2
∑
i
Di(ft(xi)− ft+1(xi))2 .
This concludes our proof.
Note that we obtain behavior which is very similar to AdaBoost, in which the number of iterations
depends on an “edge” — here the “edge" is how good we manage to minimize the objective at each iteration,
which corresponds to a “regularized edge”.
So far, we have shown that if SelfieBoost performs enough iterations then it will produce an accurate
classifier. Next, we show that it is indeed possible to find a network with a small value of (1). The key
lemma below shows that SelfieBoost can progress.
Lemma 1. Let f be a network of size k1 and f∗ be a network of size k2. Assume that err(f∗) = 0. Then,
there exists a network g of size k1 + k2 + 1 such that ∀i, |`i(f)− `i(g)| ≤ 1 and (1) is at most −1/2.
Proof. Choose g s.t. g(xi) = f(xi)+yi = f(xi)+f∗(xi). Clearly, the size of g is k1+k2+1. In addition,
for every i,
−yig(xi) + yif(xi) = −y2i = −1 .
3
This implies that (1) becomes
−
∑
i
Di +
1
2
∑
i
Di = −1
2
∑
i
Di = −1
2
.
The above lemma tells us that at each iteration of SelfieBoost, it is possible to find a network for which
the objective value of (2) is at most −1/2. Since SGD can rather quickly find a network whose objective is
bounded by a constant from the optimum, we can use, say, ρ = 0.1 and expect that SGD will find a network
with (2) smaller than −ρ.
Observe that when we apply SGD we can either sample an example according to D at each iteration, or
sample n indices according to D and then let the SGD sample uniformly from these n indices.
Remark: The above lemma shows us that we might need to increase the network by the size of f∗ at
each SelfieBoost iterations. In practice, we usually learn networks which are significantly larger than f∗
(because this makes the optimization problem SGD solves easier). Therefore, one may expect that even
without increasing the size of the network we’ll be able to find a new network with (2) being negative.
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