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Let m 2 be an integer, and π an irreducible unitary cuspidal rep-
resentation for GLm(AQ), whose attached automorphic L-function
is denoted by L(s,π). Let {λπ (n)}∞n=1 be the sequence of coeﬃ-
cients in the Dirichlet series expression of L(s,π) in the half-plane
s > 1. It is proved in this paper that, if π is such that the
sequence {λπ (n)}∞n=1 is real, then there are inﬁnitely many sign
changes in the sequence {λπ (n)}∞n=1, and the ﬁrst sign change oc-
curs at some n  Q m/2+επ , where Qπ is the conductor of π , and
the implied constant depends only on m and ε. This generalizes
the previous results for GL2. A result of the same quality is also
established for {Λ(n)aπ (n)}∞n=1, the sequence of coeﬃcients in the
Dirichlet series expression of − L′L (s,π) in the half-plane s > 1.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In view of Dirichlet’s theorem that there are inﬁnitely many primes in the arithmetic progression
m ≡ l (mod q) with (q, l) = 1, it is a natural question how big the least prime is, denoted by P (q, l),
in this arithmetic progression. Linnik [18,19] proved that there is an absolute constant L > 0 such that
P (q, l)  qL,
and this constant L was named after him. Since then, a number of authors have established acceptable
numerical values for Linnik’s constant L, while the best result known is L = 5.5 by Heath-Brown [6].
We remark that these results depend on, among other things, numerical estimates concerning zero-
free regions and the Deuring–Heilbronn phenomenon of Dirichlet L-functions.
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sequence {an}∞n=1 contained in a set P . Let Q (P) be the conductor of P , meaning that Q (P) contains
all the necessary parameters of P . Then, can we bound a1 from above in terms of the conductor
Q (P)? In the case of Linnik’s original problem, P is the set of m in the arithmetic progression
m ≡ l (mod q), and {an}∞n=1 is the set of inﬁnitely many primes lying in P , guaranteed by the Dirichlet
theorem. Here Q (P) = q, where we understand that q is the main parameter for P .
Linnik’s problem is a rich resource for further mathematical thoughts, and there are a number of
problems that can be formulated in the direction of Linnik’s philosophy, which are called Linnik-type
problems in this paper.
The purpose of the paper is to propose and study two Linnik-type problems for automorphic L-
functions. To state our results, some basic notion is necessary. To each irreducible unitary cuspidal
representation π = ⊗πp of GLm(AQ), one can attach a global L-function L(s,π), as in Godement and
Jacquet [4], and Jacquet and Shalika [11]. The global L-function L(s,π) is deﬁned by an Euler product,
and for σ = s > 1, it can be written as a Dirichlet series
L(s,π) =
∞∑
n=1
λπ (n)
ns
, (1.1)
where we normalize so that λπ (1) = 1. The reader is referred to Section 3, especially (3.1)–(3.8), for
precise deﬁnitions of L(s,π) and of λπ (n). It may happen that λπ (n) is real for all n 1; for example,
it is the case when π is a self-contragredient representation for GLm(AQ) with trivial central character.
By a classical method of Landau [16], one can prove that if λπ (n) is real for all n 1, then there must
be inﬁnitely many sign changes in the sequence {λπ (n)}∞n=1.
Theorem 1.1. Let m 2 be an integer and let π be an irreducible unitary cuspidal representation for GLm(AQ)
such that λπ (n) is real for all n 1. Then the sequence {λπ (n)}∞n=1 has inﬁnitely many sign changes, i.e. there
are inﬁnitely many n such that λπ (n) > 0, and there are inﬁnitely many n such that λπ (n) < 0.
We may therefore formulate a Linnik-type problem with P being the sequence {λπ (n)}∞n=1, and{an} the sequence of the negative λπ (n). It aims to measure the ﬁrst sign change in terms of the
conductor Q (P) of P . In the present situation, a proper choice for Q (P) is Qπ , the conductor of π
deﬁned as in (3.14). Our result is as follows.
Theorem1.2. Letm 2 be an integer and letπ be an irreducible unitary cuspidal representation for GLm(AQ).
If λπ (n) is real for all n 1, then there is some n satisfying
n  Q m/2+επ (1.2)
such that λπ (n) < 0. The constant implied in (1.2) depends only on m and ε. In particular, the result is true for
any self-contragredient irreducible unitary cuspidal representation π for GLm(AQ) with trivial central charac-
ter.
The second Linnik-type problem considered in this paper concerns sign changes in the sequence
{Λ(n)aπ (n)}∞n=1, which appears naturally in the Dirichlet series expression of the logarithmic deriva-
tive of L(s,π) in the half-plane σ > 1:
d
ds
log L(s,π) = −
∞∑
n=1
Λ(n)aπ (n)
ns
. (1.3)
Here Λ(n) is the von Mangoldt function, and the reader is referred to Section 7, in particular (7.1), for
precise deﬁnition of aπ (n). If π is an irreducible unitary cuspidal representation for GLm(AQ) such
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that, under the condition of Theorem 1.1, there must be inﬁnitely many sign changes in the sequence
{Λ(n)aπ (n)}∞n=1.
The following is a Linnik-type theorem for {Λ(n)aπ (n)}∞n=1.
Theorem1.3. Letm 2 be an integer and letπ be an irreducible unitary cuspidal representation for GLm(AQ).
If Λ(n)aπ (n) is real for all n 1, then there is some n satisfying
n  Q m/2+επ (1.4)
such that Λ(n)aπ (n) < 0. The constant implied in (1.4) depends only on m and ε. In particular, the result is
true for any self-contragredient irreducible unitary cuspidal representation π for GLm(AQ) with trivial central
character.
In some special cases of GL2, the Linnik-type problem considered in Theorem 1.2 has been studied
by several authors; results in this direction will be explained in Section 2. At the end of Section 2, we
will comment about the connection and differences between our proof of Theorem 1.2 and those of
the corresponding results for GL2. In Sections 3–4, properties of automorphic L-functions L(s,π) and
Rankin–Selberg L-functions L(s,π ×π ′) will be reviewed. In Section 5, the main lemma of the paper,
Lemma 5.3, will be proved. Our Theorems 1.1–1.3 will ﬁnally be proved in Sections 6–7.
2. Linnik-type problems for GL2; comments
Let f be a normalized Hecke eigenform that is a new form of level N of even integral weight k
on Γ0(N), with Fourier expansion
f (z) =
∞∑
n=1
λ f (n)n
(k−1)/2e(nz), (2.1)
where we also normalize so that λ f (1) = 1. In this case, N is the exact level of f , and all its Fourier
coeﬃcients {λ f (n)}∞n=1 are real. The automorphic L-function attached to f takes the form, for σ > 1,
L(s, f ) =
∞∑
n=1
λ f (n)
ns
, (2.2)
which is of exactly the shape of (1.1).
Applying the afore-mentioned classical theorem of Landau, one shows that the sequence
{λ f (n)}∞n=1 must have inﬁnitely many sign changes. In a very special case, this has been consid-
ered in Siegel [32]; but, in general, developments have been achieved only quite recently. In the case
N = 1, sign changes of the λ f (p) where p goes over primes have been considered by Ram Murty [25].
Kohnen and Sengupta [15] have considered the ﬁrst sign change of λ f (n) with (n,N) = 1. Recently,
Iwaniec, Kohnen, and Sengupta [7] proved that there is some n with
n  (k2N)29/60, (n,N) = 1, (2.3)
such that λ f (n) < 0. To prove this, the following three ingredients are used in [7]:
• arithmetic properties of λ f (n), in particular, Hecke’s relation that
λ f (p)
2 = λ f
(
p2
)+ 1, (p,N) = 1; (2.4)
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• sieve methods.
It should be noted that, the above f corresponds to an irreducible unitary cuspidal representation
for GL2(AQ), and for this π , its conductor Qπ can be computed by (3.14) as Qπ 	 k2N . Thus, the
right-hand side of (2.3) takes the form Q 29/60π .
The more precise question, that how long is the sequence of Hecke eigenvalues that keep the same
sign, has been studied by Kohnen, Lau, and Shparlinski [14], by Wu [33], and by Lau and Wu [17]; in
the last paper, best known result is published.
Linnik-type problems for Maass forms have been studied in [26], where it has been proved that,
if f is a normalized Maass new form of level N and Laplace eigenvalue 1/4+ ν2, then there is some
n satisfying
n  {(3+ |ν|2)N}1/2−δ, (n,N) = 1, (2.5)
such that λ f (n) < 0, where δ is a positive absolute constant. This result is proved by using, among
other things, the uniform subconvexity bound of Michel and Venkatesh [23], which states that
L(1/2, f )  {(3+ |ν|2)N}1/4−δ, (2.6)
where δ is some positive constant not speciﬁed. Similarly to the holomorphic case, the above Maass
form f also corresponds to an irreducible unitary cuspidal representation for GL2(AQ), and for this π ,
its conductor Qπ can be computed by (3.14) as Qπ 	 (3+ |ν|2)N .
We end this section by pointing out the new diﬃculties we meet in proving Theorem 1.2, which
do not occur in the case of GL2. The ﬁrst diﬃculty is that there has been no relation like (2.4), in
the literature, in this current general case for π being irreducible unitary cuspidal representation.
We overcome this diﬃculty by establishing such a relation in Lemma 5.3, whose proof is based on an
inequality due to Brumley [1], as well as combinatorial properties of the sequence {λπ (n)}∞n=1 from
Lü [20]. Lemma 5.3 seems of independent interest, and we hope that it will ﬁnd other applications.
The second diﬃculty is that the generalized Ramanujan conjecture for λπ (n) has not been proved
yet; for exact statement of the generalized Ramanujan conjecture and bounds towards it, see Con-
jecture 3.8 and Lemma 3.9. This second diﬃculty is overcome by, among other things, new analytic
properties of L(s,π) due to Harcos [5].
3. Automorphic L-functions: concepts and properties
To each irreducible unitary cuspidal representation π = ⊗πp of GLm(AQ), one can attach a global
L-function L(s,π), as in Godement and Jacquet [4], and Jacquet and Shalika [11]. For σ = s > 1,
L(s,π) is deﬁned by products of local factors
L(s,π) =
∏
p<∞
Lp(s,πp), (3.1)
where
Lp(s,πp) =
m∏
j=1
(
1− απ(p, j)
ps
)−1
; (3.2)
the complete L-function Φ(s,π) is deﬁned by
Φ(s,π) = L∞(s,π∞)L(s,π), (3.3)
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L∞(s,π∞) =
m∏
j=1
ΓR
(
s + μπ( j)
)
(3.4)
is the Archimedean local factor. Here
ΓR(s) = π−s/2Γ
(
s
2
)
, (3.5)
and {απ(p, j)}mj=1 and {μπ( j)}mj=1 are complex numbers associated with πp and π∞ , respectively,
according to the Langlands correspondence. The case m = 1 is classical; for m  2, Φ(s,π) is entire
and satisﬁes a functional equation.
We review brieﬂy some properties of the automorphic L-functions L(s,π) and Φ(s,π), which we
will use for our proofs.
Lemma 3.1. (See Jacquet and Shalika [11].) The Euler product for L(s,π) in (3.1) converges absolutely for
σ > 1.
Thus, in the half-plane σ > 1, we may write
L(s,π) =
∞∑
n=1
λπ (n)
ns
, (3.6)
where
λπ (n) =
∏
pν‖n
{ ∑
ν1+···+νm=ν
απ (p,1)
ν1 · · ·απ(p,m)νm
}
. (3.7)
In particular,
λπ (1) = 1, λπ (p) = απ(p,1) + · · · + απ(p,m). (3.8)
Lemma 3.2. (See Shahidi [28–31].) The complete L-functionΦ(s,π) has an analytic continuation to the whole
complex plane and satisﬁes the functional equation
Φ(s,π) = ε(s,π)Φ(1− s, π˜ )
with
ε(s,π) = επN1/2−sπ ,
where Nπ  1 is an integer called the arithmetic conductor of π , επ is the root number satisfying |επ | = 1,
and π˜ is the representation contragredient to π .
If π˜ is the representation contragredient to π , then we have
{
απ˜ (p, j)
}m = {απ(p, j)}m (3.9)j=1 j=1
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μπ˜ ( j)
}m
j=1 =
{
μπ( j)
}m
j=1. (3.10)
It follows from these and (3.7) that
λπ˜ (n) = λπ (n). (3.11)
Therefore, if π is self-contragredient, i.e. π = π˜ , then (3.11) states that
λπ (n) = λπ (n), (3.12)
which means that λπ (n) is real.
Lemma 3.3. (See Godement and Jacquet [4], and Jacquet and Shalika [11].) The function Φ(s,π) is entire, and
bounded in vertical strips with ﬁnite width.
Lemma 3.4. (See Gelbart and Shahidi [3].) The function Φ(s,π) is of order one.
Lemma 3.5. (See Jacquet and Shalika [11], and Shahidi [28].) The function Φ(s,π) and L(s,π) are non-zero
in the half-plane σ  1.
Iwaniec and Sarnak [8] introduced the analytic conductor of π . It is a function over the reals given
by
Qπ (t) = Nπ
m∏
j=1
(
3+ ∣∣t + μπ( j)∣∣), (3.13)
which puts together all the important parameters for π . The quantity
Qπ := Qπ (0) = Nπ
m∏
j=1
(
3+ ∣∣μπ( j)∣∣) (3.14)
is also important, and it is named as the conductor of π .
Upper bounds for L(s,π) on the critical line σ = 1/2 is of great importance, and the most opti-
mistic conjecture in this direction can be stated as follows in terms of the analytic conductor deﬁned
in (3.13).
Conjecture 3.6 (Generalized Lindelöf Hypothesis). The estimate
L
(
1
2
+ it,π
)
 Qπ (t)ε
is true for arbitrary ε > 0.
The following result is unconditional. Its proof is based on the fact that the Rankin–Selberg
L-function L(s,π ⊗π ′) exists, where π ′ is another irreducible unitary cuspidal representation. It may
happen that π = π ′ .
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L(σ + it,π) ε Qπ (t) 1−σ2 +ε. (3.15)
Taking σ = 1/2, Lemma 3.7 gives
L
(
1
2
+ it,π
)
ε Qπ (t) 14+ε.
This is called the convexity bound of L(s,π), and it should be emphasized that it is uniform in
all parameters. Subconvexity bounds have been established for some L(s,π) for some aspects, only
when m = 1,2,3,4,8; moreover, when m  2, the existing subconvexity bounds are not uniform in
all parameters, except the recent uniform result of Michel and Venkatesh [23] for GL2. See Michel [22]
for a comprehensive survey in this direction.
Good bounds for the local parameters
{
απ(p, j)
}m
j=1,
{
μπ(p, j)
}m
j=1
are of fundamental importance for the study of automorphic L-functions. By the Rankin–Selberg
method, one shows that, for all p,
∣∣απ(p, j)∣∣ p1/2, μπ( j) 1
2
; (3.16)
moreover, for any unramiﬁed place,
p−1/2 
∣∣απ(p, j)∣∣ p1/2, ∣∣μπ( j)∣∣ 1
2
. (3.17)
The bounds (3.16) and (3.17) are called trivial bounds and are hence of little use. The Generalized
Ramanujan Conjecture (GRC in brief) asserts that the 1/2 in (3.17) can be reduced to 0.
Conjecture 3.8 (Generalized Ramanujan Conjecture). With απ(p, j) and μπ( j) deﬁned as above,
{ ∣∣απ(p, j)∣∣= 1 if π is unramiﬁed at p,∣∣μπ( j)∣∣= 0 if π is unramiﬁed at ∞.
The following lemma gives bounds toward the GRC.
Lemma 3.9. (See Luo, Rudnick and Sarnak [21].) There is a constant 0 θ < 1/2, such that
{ ∣∣απ(p, j)∣∣ pθ if π is unramiﬁed at p,∣∣μπ( j)∣∣ θ if π is unramiﬁed at ∞.
Actually,
θ = 1
2
− 1
m2 + 1 (3.18)
is acceptable.
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of the Rankin–Selberg L-function L(s,π × π ′) will be introduced in the next section.
4. Rankin–Selberg L-functions
Let π and π ′ be two irreducible unitary cuspidal representations for GLm(AQ) and GLm′ (AQ),
respectively. The theory for the Rankin–Selberg L-functions L(s,π ⊗ π ′) has been initiated and de-
veloped in several papers by Jacquet, Piatetski-Shapiro, and Shalika [9–12], and completed in works
of Shahidi [28–31], Moeglin and Waldspurger [24], and Gelbart and Shahidi [3]. Let π and π ′ be as
above. When σ > 1, we have
L
(
s,π ⊗ π ′)= ∏
p<∞
Lp
(
s,πp ⊗ π ′p
)
(4.1)
with
Lp
(
s,πp ⊗ π ′p
)= mm
′∏
j=1
(
1− απ⊗π ′(p, j)
ps
)−1
.
Then the Rankin–Selberg L-function L(s,π ⊗ π ′) is a Dirichlet series
L
(
s,π ⊗ π ′)= ∞∑
n=1
λπ⊗π ′(n)
ns
(4.2)
which is proved to be absolutely convergent for σ > 1. At the inﬁnite place,
L∞
(
s,π∞ ⊗ π ′∞
)= mm
′∏
j=1
ΓR
(
s − μπ⊗π ′( j)
)
.
Moreover, at places p where πp is unramiﬁed, Lp(s,πp ⊗ π ′p) has the following explicit expression
Lp
(
s,πp ⊗ π ′p
)= m∏
j=1
m′∏
j′=1
(
1− απ(p, j)απ ′(p, j
′)
ps
)−1
(4.3)
at a ﬁnite place p, and at the inﬁnite place,
L∞
(
s,π∞ ⊗ π ′∞
)= m∏
j=1
m′∏
j′=1
ΓR
(
s − μπ( j) − μπ ′
(
j′
))
. (4.4)
The complete L-function
Φ
(
s,π ⊗ π ′)= L∞(s,π∞ ⊗ π ′∞)L(s,π ⊗ π ′)
satisﬁes a functional equation, and has properties similar to those stated in the lemmas in Section 3.
For simplicity, we do not list all these properties of L(s,π ⊗π ′) in detail, but just point out some main
differences between the Rankin–Selberg L-function L(s,π ⊗ π ′) and the single L-function L(s,π):
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• Φ(s,π ⊗ π ′) is entire if π and π ′ are not twisted equivalent, i.e. π ′ = π˜ ⊗ |det |it for any t ∈ R;
• if π ′ = π˜ ⊗ |det |it for some t ∈ R, then L(s,π ⊗ π ′) has only a simple pole at s = 1 + it; in
particular, the function L(s,π ⊗ π˜ ) has only a simple pole at s = 1.
For σ > 1, the Euler product of L(s,π ⊗ π ′) takes the form
L
(
s,π ⊗ π ′)=∏
p
m∏
j=1
m′∏
j′=1
(
1− απ(p, j)απ ′(p, j
′)
ps
)−1
. (4.5)
The following result gives information for the Dirichlet coeﬃcients λπ⊗π˜ (n) for L(s,π ⊗ π˜ ); for a
proof of this, see Lemma A.1 in Rudnick and Sarnak [27].
Lemma 4.1. (See Rudnick and Sarnak [27].) Let π an irreducible unitary cuspidal representation for GLm(AQ).
Specifying π ′ = π˜ in (4.2), and write, for σ > 1,
L(s,π ⊗ π˜ ) =
∞∑
n=1
λπ⊗π˜ (n)
ns
. (4.6)
Then
λπ⊗π˜ (n) 0, for all n 1.
Other relations among the Dirichlet coeﬃcients of Rankin–Selberg L-functions L(s,π ⊗ π˜ ) will also
be necessary. We reserve the next section for this purpose.
5. Coeﬃcients of L-functions and Rankin–Selberg L-functions
We need some general lemmas, which will be applied later to Dirichlet coeﬃcients of L-functions
L(s,π), or those for Rankin–Selberg L-functions L(s,π ⊗ π˜ ). The ﬁrst general result is due to Brum-
ley [1], and established by the theory of symmetric algebra.
Lemma 5.1. (See Brumley [1].) For m complex numbers {α j}mj=1 , deﬁne the coeﬃcients bn by
∞∑
n=0
bn X
n =
m∏
j=1
m∏
j′=1
(1− α jα j′ X)−1.
If α1 · · ·αm = 1, then we have bm  1. In particular, for any irreducible unitary cuspidal representation π of
GLm(AQ) with trivial central character, and any prime p such that πp is unramiﬁed, we have
λπ⊗π˜
(
pm
)
 1,
where λπ⊗π˜ (n) is deﬁned by (4.6).
The second general lemma is due to Lü [20]. I am very grateful for his kindness in allowing my
reproduction of his proof below.
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n by
∞∑
n=0
n X
n =
m∏
j=1
(1− α j X)−1. (5.1)
Also, for n 1, deﬁne
an = αn1 + · · · + αnm. (5.2)
Then we have, for any n 1,
nn = a1n−1 + a2n−2 + · · · + an−11 + an. (5.3)
Proof. Differentiating (5.1), we get
∞∑
n=1
nn X
n−1 =
m∑
i=1
αi(1− αi X)−1
m∏
j=1
(1− α j X)−1
=
(
m∑
i=1
αi(1− αi X)−1
)
m∏
j=1
(1− α j X)−1. (5.4)
By expanding (1 − αi X)−1 and using the deﬁnition (5.2), the quantity within the last braces in (5.4)
can be written as
m∑
i=1
αi(1− αi X)−1 =
m∑
i=1
αi
( ∞∑
u=0
αui X
u
)
=
∞∑
u=0
Xu
m∑
i=1
αu+1i =
∞∑
u=0
au+1Xu .
From this and (5.1), one sees that the right-hand side in (5.4) becomes
( ∞∑
u=0
au+1Xu
)( ∞∑
v=0
v X
v
)
=
∞∑
n=0
( ∑
u+v=n
u0,v0
au+1v
)
Xn
=
∞∑
n=0
( ∑
u+v=n+1
u1,v0
auv
)
Xn
=
∞∑
n=1
( ∑
u+v=n
u1,v0
auv
)
Xn−1.
Comparing this with the left-hand side of (5.4), we get, for all n 1,
nn =
∑
u+v=n
u1,v0
auv ,
which is exactly the assertion (5.3) of the lemma. 
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establishing Theorems 1.2 and 1.3 of this paper.
Lemma 5.3. Let m 2 be an integer and let π be an irreducible unitary cuspidal representation of GLm(AQ).
For any prime p such that πp is unramiﬁed, we have
∣∣λπ (pm)∣∣+ ∣∣λπ (pm−1)∣∣+ · · · + ∣∣λπ (p)∣∣ 1
m
,
where λπ (n) is as in (3.6) and (3.7).
Proof. The proof is divided into three steps, for a clear presentation. The ﬁrst two steps deal with the
Rankin–Selberg L-function L(s,π ⊗ π˜ ) and the automorphic L-function L(s,π), respectively, and the
third is saved for the ﬁnal argument.
First step. Let {απ(p, j)}mj=1 be the set of Satake parameters for πp ; we may write απ(p, j) = α j
for simplicity. Then (4.3) becomes
Lp(s,πp ⊗ π˜p) =
m∏
j=1
m∏
j′=1
(
1− α jα j′
ps
)−1
=
M∏
=1
(
1− β
ps
)−1
, (5.5)
where we have written M =m2 and
{β}M=1 = {α jα j′ }1 jm,1 j′m. (5.6)
Therefore, (4.3) and (4.6) give, for σ > 1,
Lp(s,πp ⊗ π˜p) =
M∏
=1
(
1− β
ps
)−1
=
∞∑
n=0
λπ⊗π˜ (pn)
pns
.
This is of the form (5.1), if we make the change of variables
p−s = X, λπ⊗π˜
(
pn
)= n.
Thus, Lemma 5.2 gives, for all n 1,
nλπ⊗π˜
(
pn
)= aπ⊗π˜ (p)λπ⊗π˜ (pn−1)+ aπ⊗π˜ (p2)λπ⊗π˜ (pn−2)+ · · ·
+ aπ⊗π˜
(
pn−1
)
λπ⊗π˜ (p) + aπ⊗π˜
(
pn
)
, (5.7)
where, because of (5.2), we have written
aπ⊗π˜
(
pn
)= βn1 + · · · + βnM . (5.8)
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aπ
(
pn
)= αn1 + · · · + αnm; (5.9)
then we have from (5.8) and (5.6) that
aπ⊗π˜
(
pn
)= m∑
j=1
m∑
j′=1
(α jα j′)
n = ∣∣aπ (pn)∣∣2  0. (5.10)
Inserting (5.10) into (5.7), we get
nλπ⊗π˜
(
pn
)= ∣∣aπ (p)∣∣2λπ⊗π˜ (pn−1)+ ∣∣aπ (p2)∣∣2λπ⊗π˜ (pn−2)+ · · ·
+ ∣∣aπ (pn−1)∣∣2λπ⊗π˜ (p) + ∣∣aπ (pn)∣∣2, (5.11)
which holds for all n  1. From it, we can deduce, by a simple induction on the integer n, that
λπ⊗π˜ (pn) 0 for all n 1. This, by the way, gives another proof of Lemma 3.9 of Rudnick and Sarnak
[27], for those primes p such that πp is unramiﬁed.
Second step. Let {α j}mj=1 be as before. Then (3.2) becomes
Lp(s,πp) =
m∏
j=1
(
1− α j
ps
)−1
.
Therefore, (3.6) gives, for σ > 1,
Lp(s,πp) =
m∏
j=1
(
1− α j
ps
)−1
=
∞∑
n=0
λπ (pn)
pns
,
with λπ (n) deﬁned by (3.7). On changing variables
p−s = X, λπ
(
pn
)= n,
the above is again of the form (5.1), and Lemma 5.2 gives, for all n 1,
nλπ
(
pn
)= aπ (p)λπ (pn−1)+ aπ (p2)λπ (pn−2)+ · · ·
+ aπ
(
pn−1
)
λπ (p) + aπ
(
pn
)
, (5.12)
where aπ (pn) is as in (5.9), as suggested by (5.2).
Third step. Taking n =m in (5.11), we have
mλπ⊗π˜
(
pm
)= ∣∣aπ (p)∣∣2λπ⊗π˜ (pm−1)+ ∣∣aπ (p2)∣∣2λπ⊗π˜ (pm−2)+ · · ·
+ ∣∣aπ (pm−1)∣∣2λπ⊗π˜ (p) + ∣∣aπ (pm)∣∣2. (5.13)
Brumley’s lemma (Lemma 5.1) now asserts that λπ⊗π˜ (pm)  1, and therefore, the left-hand side
in (5.13) is bounded from below by mλπ⊗π˜ (pm)  m. As we have seen that λπ⊗π˜ (pn)  0 for all
n 1, each term on the right-hand side of (5.13) is non-negative. These observations will be used
later.
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Claim C. There exists a positive integer j with 1 j m such that
∣∣aπ (p j)∣∣2  1. (5.14)
We suppose that Claim C is not true, and establish a contradiction. Since Claim C is not true, we
must have
∣∣aπ (pn)∣∣2 < 1 (5.15)
for all 1 nm. It thus follows from (5.13) and (5.15) with n = 1 that
λπ⊗π˜ (p) =
∣∣aπ (p)∣∣2 < 1. (5.16)
We may also apply (5.13) and (5.15) with n = 2, and we get from (5.16) that
2λπ⊗π˜
(
p2
)= ∣∣aπ (p)∣∣2λπ⊗π˜ (p) + ∣∣aπ (p2)∣∣2
< 1+ 1 = 2,
that is λπ⊗π˜ (p2) < 1. By induction on the n in (5.11), we can prove that λπ⊗π˜ (pn) < 1 for all 1 
n  m. In particular, λπ⊗π˜ (pm) < 1. This contradicts Brumley’s lemma (Lemma 5.1), which asserts
that
λπ⊗π˜
(
pm
)
 1
in the present situation. Hence, Claim C is proved.
If n0 is one of the integers in Claim C so that (5.14) holds, then, by (5.10), one has |aπ (pn0 )|2  1,
and consequently,
∣∣aπ (pn0)∣∣ 1. (5.17)
Now let n0 with 1 n0 m be the smallest integer such that (5.17) holds. It follows that
∣∣aπ (p j)∣∣< 1, for all 1 j < n0.
Applying (5.12) with n = n0, we deduce that
n0
∣∣λπ (pn0)∣∣= ∣∣aπ (p)λπ (pn0−1)+ · · · + aπ (pn0−1)λπ (p) + aπ (pn0)∣∣
> −∣∣λπ (pn0−1)∣∣− · · · − ∣∣λπ (p)∣∣+ 1.
This implies that
m
{∣∣λπ (pm)∣∣+ · · · + ∣∣λπ (p)∣∣}m{∣∣λπ (pn0)∣∣+ · · · + ∣∣λπ (p)∣∣}
 n0
∣∣λπ (pn0)∣∣+ · · · + ∣∣λπ (p)∣∣
> 1,
and the lemma follows. 
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The purpose of this section is to establish Theorems 1.1 and 1.2, using the materials from the
proceeding sections.
Proof of Theorem 1.1. The result can be proved by the same argument as in Knopp, Kohnen, and
Pribitkin [13]. Details are therefore omitted. 
Proof of Theorem 1.2. Let us start with the sum
S(x) :=
∑
nx
λπ (n)
(
log
x
n
)m
,
assuming that
λπ (n) 0, for n x. (6.1)
The desired result will follow from upper and lower bound estimates for S(x).
To get an upper bound for S(x), we apply Perron’s formula to the Dirichlet series (3.6), getting
S(x) = 1
2π i
2+i∞∫
2−i∞
L(s,π)
xs
sm+1
ds.
Moving the contour to the vertical line σ = ε with ε being an arbitrarily small positive constant, and
applying Harcos’ convexity bound (3.15) for L(s,π), we obtain
S(x) = 1
2π i
ε+i∞∫
ε−i∞
L(s,π)
xs
sm+1
ds ε
∞∫
−∞
Qπ (t)
1/2+ε xε
(|t| + ε)m+1 dt.
The analytic conductor Qπ (t) is bounded by |t|m in the t-aspect. Thus,
S(x) m,ε Q 1/2+επ xε
∞∫
−∞
(|t| + 1)m/2
(|t| + ε)m+1 dt m,ε Q
1/2+ε
π x
ε. (6.2)
This is the desired upper bound for S(x).
To get a lower bound for S(x), we apply Lemma 5.3, from which we have
S(x)  (log2)m
∑
nx/2
(n,Nπ )=1
λπ (n)
 (log2)m
∑
p(x/2)1/m
pNπ
{
λπ
(
pm
)+ λπ (pm−1)+ · · · + λπ (p)}
m
∑
p(x/2)1/m
pN
1 m (x/2)
1/m
log(x/2)
− logNπ . (6.3)π
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x C logm+1 Qπ ; (6.4)
where C is a large absolute constant. This requirement is very mild in view of the assertion of the
theorem. It follows from (6.2) and (6.3) that, under (6.4),
x1/m
log x
m S(x) m,ε Q 1/2+επ xε.
The desired result therefore follows. 
7. Linnik-type problem for {Λ(n)aπ (n)}∞n=1
To each irreducible unitary cuspidal representation π = ⊗πp of GLm(AQ), one can attach a global
L-function L(s,π) as in Section 3. Taking logarithmic differentiation in (3.2), one gets (1.3) with
Dirichlet coeﬃcients {Λ(n)aπ (n)}∞n=1, where Λ(n) is the von Mangoldt function, and
aπ
(
pk
)= m∑
j=1
απ(p, j)
k. (7.1)
If π is self-contragredient, then (3.9) states that
{
απ(p, j)
}m
j=1 =
{
απ(p, j)
}m
j=1,
and hence, by (7.1),
aπ
(
pk
)= aπ (pk), (7.2)
which means that Λ(n)aπ (n) are real for all n 1.
The purpose of this section is to establish Theorem 1.3. Actually, it is a corollary to Theorem 1.2
and Lü’s lemma (Lemma 5.2).
Proof of Theorem 1.3. If we abbreviate απ(p, j) to α j , then (7.1) takes the form
aπ
(
pk
)= m∑
j=1
αkj . (7.3)
The key observation is that (7.3) is exactly the same as that deﬁned in (5.9), and Lemma 5.2 is
applicable. Thus, as in (5.12), we have, for all k 1,
kλπ
(
pk
)= aπ (p)λπ (pk−1)+ aπ (p2)λπ (pk−2)+ · · ·
+ aπ
(
pk−1
)
λπ (p) + aπ
(
pk
)
, (7.4)
where λπ (pk) is as in (3.7). By induction on k, we show that if aπ (pk) 0 for all k K , then λπ (pk)
0 also for all k K .
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n  Q m/2+επ
such that λπ (n) < 0. By (3.7), we see that λπ (n) is multiplicative with respect to n, and therefore
there must be a power pk00 of a prime p0 with
pk00  Q m/2+επ
such that λπ (p
k0
0 ) < 0. Thus, there must be some k1  k0 such that aπ (p
k1
0 ) < 0. This proves the
theorem. 
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