Heterogeneity among individual cells is a characteristic and relevant feature of living systems. A range of experimental techniques to investigate this heterogeneity is available, and multiple modelling frameworks have been developed to describe and simulate the dynamics of heterogeneous populations. Measurement data are used to adjust computational models, which results in parameter and state estimation problems. Methods to solve these estimation problems need to take the specific properties of data and models into account. The aim of this review is to give an overview on the state of the art in estimation methods for heterogeneous cell population data and models. The focus is on models based on the population balance equation, but stochastic and individual-based models are also discussed. It starts with a brief discussion of common experimental approaches and types of measurement data that can be obtained in this context. The second part describes computational modelling frameworks for heterogeneous populations and the types of estimation problems occurring for these models. The third part starts with a discussion of observability and identifiability properties, after which the computational methods to solve the various estimation problems are described.
Introduction
Organisms and microbial systems are defined by the combined actions of cells from large populations within a tissue or microbial colony. Even within a genetically homogeneous population, individual cells often show a considerable amount of phenotypic heterogeneity. The review [1] discusses several cases in which the cell heterogeneity needs to be known to fully understand the biological mechanisms at play. Examples are cell differentiation or other fate decisions, and subpopulations of cells with a different phenotype within a genetically identical population. Studies on the effects of this heterogeneity generally revealed that organisms have evolved to cope with or even profit from cellular variability, for example, by improving fitness in changing environments [2] or allowing persistence under environmental stress. On the other hand, cellular heterogeneity can be undesired from a bioprocess or medical perspective, as it may for example reduce the productivity of biotechnological processes [3, 4] or lead to the emergence of tumour resistance during cancer therapy [5] . The relevance of cellular heterogeneity for both basic understanding of living systems and applications has motivated the development of experimental techniques that can elucidate heterogeneity by high-throughput measurements on single cells, as well as the construction of computational models to simulate the emergence, dynamics and effects of cellular variability.
Regarding the experimental techniques, understanding cellular heterogeneity requires individual measurements of a sufficiently large number of single cells. Single-cell analysis techniques have been under development for several decades and have made significant progress in the last decade. A comprehensive overview of current single-cell analysis techniques is given in [6] . Two basic approaches are of particular relevance for estimation problems with dynamic computational models: flow cytometry, which gives rise to non-time & 2018 The Author(s) Published by the Royal Society. All rights reserved.
resolved, the so-called population snapshot data [7] , and time lapse microscopy using either cell tracking with image analysis [8] or microfluidics [9] to keep track of individual cells over time.
This review discusses methods for estimation problems arising from computational models of heterogeneous cell populations. In a stochastic setting, cell heterogeneity can be described by looking at a probability distribution over the cellular variables, for example, through the chemical master equation [10, 11] . A detailed overview on single-cell stochastic models is provided in [12] .
In the so-called 'population balance equations' (PBEs), a density function over the heterogeneous cellular variables is being formulated, and the change of this density function over time describes the population dynamics [13] . Mathematically, PBEs are partial differential (or integro-differential) equations, with time and the heterogeneous cellular variables as independent variables. These models contain distinct elements for several processes which together shape the population heterogeneity, and are thus useful, for example, to distinguish the effects of different parts of the system including intracellular dynamics, cell division and death rates or cell partition at division, on the overall population state and dynamics. A detailed exposition of PBEs is given in [14] , and [15, 16] review more applications of these models to biological systems.
Another option to model cell population behaviour are individual-based or cell ensemble models [15, 17, 18] . These models simulate a large number of individual cells which are representative for the full population. Population characteristics can then be inferred from gathering the individual cells' properties. While individual cells are sometimes modelled stochastically in ensemble models, the statistical properties of the overall population do still deterministically depend on the single-cell dynamics.
Estimation problems that are being discussed here mainly involve the estimation of state variables and parameters in computational models from appropriate experimental data. State and parameter estimations are long-standing issues in computational modelling and are of particular importance for biological models, where modelling from first principles alone is mostly not possible. For classical models based on ordinary differential equations (ODEs), state and parameter estimation methods are very well established. The tutorial [19] gives an overview of state estimation techniques for this type of models, with a focus on chemical and biochemical processes, which are mostly classic but still the most commonly used at present. An application of these state estimation techniques to parameter estimation for ODE models has been discussed by Lillacci & Khammash [20] . This also covers the problem of identifiability analysis, i.e. the question whether the available measurements are sufficient to uniquely determine parameter values. For more specific model types of biochemical reaction networks within the ODE framework, for example, linlog models [21] or mass-action reaction networks [22] , even analytical methods for identifiability analysis are available.
In contrast to the situation with ODE models, state and parameter estimation for cell population models has, with the exception of a few early publications, only found more widespread research attention in the past few years. The purpose of this review is to provide an overview on recent developments in this field, and to elaborate the relationship between experimental measurement techniques with computational cell population models and the associated numerical estimation techniques.
While spatial organization and effects of mechanical interactions often play an important role for cell populations, and various modelling frameworks exist to deal with them [23] , this review does not discuss these aspects explicitly. Owing to the associated experimental challenges, suitable data that would include spatial information for modelbased estimation are often not available. Nevertheless, in some cases models and estimation methods can be extended to spatial models in a straightforward way, for example, by including position information with the cellular variables.
This review is structured in three main parts. First, the types of experimental data that can be used in estimation problems for cell population models are introduced. The second part presents model classes that are commonly used for simulating cell populations, together with the associated estimation problems. The third part is an overview on the common estimation methods, and how they apply to the different models and estimation problems discussed in the second part.
Experimental data used for estimation with cell population models
Classical quantification techniques in molecular biology such as the various blotting methods or microarrays measure a variable as a population average only, and are thus of limited utility for cell population models. This measurement type is illustrated in the panel labelled 'averages' in figure 1. While such measurements can of course be compared to the population averages that are also readily computed in the population models, they are not rich enough to fully characterize a heterogeneous population state, and thus can only be used as auxiliary, but not as core data for population estimation. Estimation for cell population models requires measurements from individual cells, where a cellular property of interest is quantified on a single-cell basis for a large number of cells from the population. A widely established experimental method for such data is flow cytometry, where a large number of cells (can be hundred thousands) are streamed individually through a laser beam, and the refraction properties (forward and side scatter) can be correlated with cell size and morphology [24] . Also fluorescence measurements can be integrated, so that for example protein levels can be measured by a fluorescent tag or labelling with a fluorescent antibody [24] . A more recent technology are the so-called image stream systems, where a large number of cells (typically ten thousands) are streamed individually through a camera system, which takes a microscopic image of each cell [25] . With image analysis methods, again cell sizes and protein levels through fluorescent labelling can be determined. In addition to flow cytometry, such a system also permits one to quantify the distribution of proteins between different cellular compartments, such as cytosol and nucleus, which is relevant for many intracellular signal transduction pathways.
Another relevant recent development is the simultaneous measurement of mRNA and protein levels in single cells, either through antibody staining and flow cytometry for a relative quantification [26] , or through a combination of proximity ligation assay, polymerase chain reaction and a droplet emulsification at limiting dilution for digital quantification [27] .
A key characteristic of cell populations is the population size, and experimental approaches to specifically quantify the cell division dynamics have been developed. A simple approach to obtain population sizes and their changes is just by counting the numbers of cells in a defined sample volume at different time points during an experiment, for example, with a Coulter counter. A more detailed view on the population dynamics is obtained through flow cytometry, after labelling the cells with a persistent label. A persistent cell labelling is a detectable (fluorescent, for example) marker that is brought into cells at the start of an experiment and is persistently incorporated into cellular structures. Examples are carboxyfluorescein succinimidyl ester (CFSE), which is a fluorescent dye that is covalently linked with intracellular molecules, or bromodeoxyuridine (BrdU), which is incorporated into the cells' DNA [28] . The label amount is diluted through cell divisions, and thus the reduction of the label compared to the initial staining is a measure for the generation number of each cell. The fluorescence measurements provide population snapshots for the label amounts per cell, yielding a label histogram or density function as discussed above. Ideally, a heterogeneous population will give rise to multiple peaks in the histogram, from which the population ratios for the different generation numbers can be determined.
Laser refraction and fluorescence measurements (imaging or with a photo-sensor) have the disadvantage that relatively few parameters are simultaneously accessible for measurement. In principle, 10-20 fluorescence channels could be used simultaneously [29] ; however, practical hurdles such as incompatibility of immunostaining protocols or antibody availability and specificity often limit this approach to a handful simultaneously measured variables per cell. Using advanced strategies such as cyclic immunofluorescence with fixed cells, fluorescent immunostaining can be extended to around 15 measured variables per cell [30] . Through the more recently developed, but not yet widely used, mass cytometry, dozens of parameters per single cell can be measured more reliably [31] . Still, these numbers are not yet on a par with the different 'omics' approaches for population average measurements, where easily thousands or more simultaneously measured variables are available. With the increased interest in measurements at single-cell resolution, different 'omics'-type measurement techniques have been developed for single cells as well [6, 29, 32] . For single-cell transcriptomics [33, 34] , indeed thousands of genes can be quantified simultaneously. Typical cell numbers used in studies over the past years ranged from the multiple tens [34] to few hundreds [35] , but more recent microfluidic technology using gel beads allows one to scale that up to multiple thousand cells per experiment [36] .
For protein quantification, different techniques such as Western blotting [37] or antibody arrays [38] have been developed for single-cell measurements. While the achievable cell numbers range into the thousands [37] , the number of proteins that can be measured simultaneously is about a dozen, and thus still rather limited compared to bulk proteomics.
A common feature of the experimental approaches discussed so far is that cells are sacrificed for the measurement, either for fixation or lysis, or that, even if the cells survive, the perturbation through the measurement is so high that an individual cell cannot be reused in the experiment after the measurement. That means that only a single measurement, i.e. one time point over the course of an experiment, can be obtained from each cell. While measurements on a subpopulation can be taken at different time points during an experiment of course, the correlation between time points from single cells cannot be seen from these experiments. Instead, only independent population samples can be obtained from different time points. For this reason, these types of data have been called 'population snapshots' in past studies [7] . This is illustrated in the accordingly labelled panel of figure 1 . From such population snapshots, histograms or density functions can be generated that represent the distribution of the measured variables through the cell population at the time point where the measurement was taken. Alternatively, moments of the underlying distribution can be computed from the individual data points in the snapshot. The laser refraction measurement principle underlying flow cytometry has also been transferred to in situ bioreactor probes, which permit one to measure, for example, cell size distributions or viability parameters online at single-cell resolution during a biotechnological process [39, 40] . These measurements also provide snapshot data only.
In order to maintain the correlation among different time points for individual cells and to obtain single-cell time courses, time-resolved measurements from the single cells are required. Such measurements are done either by tracking cells through image analysis methods [8, 41] or by trapping them in a specific position on a microscale analysis platform [6] . Here, the cell numbers are still low (typically hundreds), but full temporal trajectories of single-cell variables are obtained, as illustrated in the panel labelled 'trajectories' of figure 1. By tracking cellular mother -daughter relations through division events, full cellular lineage trees can be constructed [42, 43] , which allow one to extend the temporal correlation for single-cell properties even across cell divisions. It should be noted though that temporal tracking of singlecell properties requires a dedicated experimental set-up and rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20180530 cannot be used in all situations. Typically, this can only be realized in laboratory cell culture set-ups, and will not be available to characterize cell populations in vivo or online in a biotechnological process.
Cell population models and estimation problems
Cell population models are mathematical models which describe the dynamics of a large number of living cells. In contrast to classical population models, where only the population size is described, the models considered here include heterogeneity by allowing individual cells within a potentially large population to take on different states. These models may include both population dynamics through cell division and death, which change the number of cells, as well as cellular dynamics, which change the state of individual cells. The cellular dynamics typically arise from intracellular processes in metabolism, signalling or gene regulation. The objective of this section is to introduce modelling approaches for heterogeneous cell populations as well as related estimation problems in systems biology. It is not meant to be a comprehensive modelling review, since reviews more specific to the different modelling frameworks are already available in the literature. For each model class, first the modelling approach is described, and then the estimation problems relevant to that model class are discussed.
General properties of models and estimation problems
For each model, one needs to distinguish between the model's free variables, which can be chosen independently of the model's equations, and the model's dependent variables, which can be computed from the free variables by solving the model equations. Typical free variables that are relevant for estimation are constant parameters and initial and boundary conditions for the system's configuration. The dependent variables are frequently describing the evolution of the population state after the initial time.
For the definition of the estimation problem, it is obviously necessary to specify which elements of the model are unknown and should be estimated from experimental data. Estimation is only applicable to the model's free variables, as the dependent variables are already determined through the model equations which underly the estimation problem. Note that frequently not all free variables need to be estimated, because some of them might be known from a priori knowledge or direct measurements. A problem where the model's initial configuration is to be estimated is called a state estimation or observation problem, while the estimation of model parameters is called a parameter estimation or identification problem.
A crucial distinction to be made here is about the mathematical nature of the elements to be estimated. In the context of population models, one can estimate real-valued parameters or variables as in more classical estimation problems, but one can also estimate functions. In the so called non-parametric estimation, no specific mathematical expression for the function is assumed, but the goal is to determine the function itself. Typically, the function is numerically discretized on a grid or with appropriate basis functions.
The model is connected to the measurements by means of a measurement equation, which describes the measured values as a function of the model's state. Attention needs to be given to the measurement noise affecting the observations. For some estimation methods, a model of the measurement noise is required in the estimation procedure. Likelihoodbased methods, for example, use the noise model to determine the likelihood function, and the quality of the estimation results and associated uncertainties may depend on the quality of the noise model.
Models based on the chemical master equation 3.2.1. Description of the model class
Stochasticity of chemical reactions is a common source of heterogeneity among cells in a population. When considering discrete cellular states (such as molecule numbers), it can be modelled by a (chemical) master equation (CME). This is a differential equation that describes the probabilities for each of the cellular states to occur, and their evolution over time [10] . In a CME model, dependent variables are thus the probabilities for all of these states.
Mathematically, the CME is given by
where x is an n-dimensional vector of non-negative integers representing the possible cellular states and P(t, x) their probability to occur. The model includes m transitions for each state, for example, chemical reactions, each occurring with a propensity n j that depends on state where it originates from and some parameters u. The stoichiometric vectors v j describe the change in state x occurring upon the transition j.
When solving estimation problems, the CME mostly needs to be approximated by computationally efficient simulation methods. A finite-dimensional differential equation can be obtained in two principal ways. One is by truncating the state space using the so-called finite-state projection [44] . It leads to a large scale but linear ODE of the form
where P is the vector of probabilities for each state that is retained in the truncation, A is a matrix of coefficients for transition propensities, and u contains parameters such as kinetic constants. The dimension of P in (3.2) typically is still many thousands or more, so for parametric problems such as parameter estimation requiring repeated simulations, it may be appropriate to reduce the model dimension further. A significant reduction of the model dimension can, for example, be achieved by parametric reduced basis methods, which retain all parameters u in the reduced model. With this approach, reductions from a dimension of about 22 000 to 33 and from about 90 000 to 109 have been achieved in two case studies [45] . The other way to obtain a finite-dimensional differential equation of low to moderate dimension is to derive a differential equation for the evolution of the moments instead of the full probability distribution. This will yield a differential rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20180530
where m is the vector of moments defined by
If either the number of species or the order of the moments is low, then (3.3) will be of low dimension compared with the number of possible discrete states. If some of the propensities n j are nonlinear in x, then (3.3) will not be a closed system, and (approximate) moment closure techniques will have to be used to obtain a finite-dimensional system [46, 47] .
For CME-based models, using the finite-state projection (3.2) can give a quite accurate solution, but unless molecule numbers are very low, it is only feasible for systems with up to three molecular species. However, using various approximation techniques such as reviewed in [48] , generating a sample or computing moments becomes computationally feasible for most systems that can also be solved deterministically based on a kinetic model. Several of these approximations rely on interpreting the states x as a continuous instead of an integer vector. With that approach, the probability mass function P(t, x) is replaced by a probability density function p(t, x), and the dynamics of p(t, x) are given by a Fokker-Planck equation of the form
where
is an n Â n diffusion matrix [48, 49] . We will see in §3.3 that the Fokker-Planck equation (3.4) closely relates to models based on a PBE.
Related estimation problems
A prototypical estimation problem involving CME models assumes having population snapshot data in the form a measurement of the probability distribution P(t, x) at multiple time points, and aims at estimating values for the parameters u in the model (3.1). Such a direct use of snapshot data is usually restricted to low-dimensional state vectors x, with one or two cellular variables [50] . It is also possible to consider measurements of the moments m(t) at multiple time points, from which the parameters u can be estimated.
In population models based on the CME, one usually distinguishes intrinsic noise generated by the particular chemical reaction process that is being modelled from extrinsic noise, which comes from outside of the particular process [51] . In the model (3.1), extrinsic noise occurs when the parameters u have different values for different cells in the population. In that case, the distribution of parameter values u within the population can be modelled with a (constant) probability distribution. The characteristics of such a distribution are then independent variables of the model and can be subject to parameter estimation [52] .
Models from population balance equations 3.3.1. Description of the model class
PBEs have been in use for several decades now as models for heterogeneous cell populations [13] . In these models, the state of the cell population is described by a time-dependent number density function N(t, x), where t is the time and x [ R n is the cell state as a vector of variables describing an individual cell, for example, cell size, cell age, protein expression levels, intracellular metabolite concentrations or other cellular variables. In models where spatial position plays a role, x may also contain cell position information.
Integrating the number density function over a given region V , R n gives the number of cells for which the cell state x lies within V. The integral of the number density function over the complete state space gives the total number of cells in the population. The number density function is illustrated in figure 2 . Note that the number density function is a continuous approximation that is appropriate for large cell populations. A prototypical basic PBE is given by the partial integro-differential equation
Here, the vector field f(x) [ R n describes the temporal evolution of the cell state x, in the sense that dynamics of the cell state are modelled by the differential equation
Among the terms on the PBE's right-hand side, the scalar function d(x) describes the rate of cell removal through cell death or an outflow from the system, and b(x) describes the birth rate for new cells based on cell division. The term 2 b(x) N(t, x) describes the removal of the mother cell upon cell division, while the integral term on the cell state x. The scalar function w(x, j) is called the partition kernel and describes the probability that a daughter cell starts in cell state x after division, given that the mother cell had state j. Figure 3 illustrates how the cellular dynamics and cell division influence the dynamics of the number density function N(t, x).
To solve the PBE (3.5), an initial condition and boundary conditions are needed. The initial condition N 0 (x) ¼ N(0, x) is a density function over the cell state x. Which type of boundary conditions needs to be used depends on the considered domain V and the cellular dynamics f (x). One common type is a no-flux condition, i.e. individual cells do not move their state across the boundary of V, which is represented by n( x) Á f( x)N(t, x) ¼ 0 for x on the corresponding boundary and n( x) the normal vector of the boundary at x. Otherwise, boundary conditions will usually be derived from a cell 'influx' on one side of the domain, for example, when using the cell age as cellular variable [5] , which starts at 0 for all newly born cells.
In some cases, only the change in the cell states x within the population is being modelled, while the cell birth and/or the cell death processes can be neglected in the model. This is usually appropriate for regulatory or signalling systems if they are studied on short time scales. In these models, the right-hand side of the PBE (3.5) will be set to zero, and the only relevant mechanism is the cell internal dynamics described by f (x), which leads to a change in the number density function N(t, x) through the divergence term div(f(x)N(t, x)).
In this exposition, stochasticity in the cellular dynamics is not considered. Nevertheless, it is relatively straightforward to include that in PBE models, using for example a stochastic differential equation instead of the deterministic cellular dynamics (3.6). In the PBE (3.5), this would lead to the occurrence of a diffusion term representing the stochastic effects [53] , which is equivalent to the diffusion term in the Fokker-Planck equation (3.4) , if the chemical Langevin equation is used for the intracellular dynamics [49] .
Regarding the numerical solution of the PBE, two main approaches can be distinguished. One approach uses a finitedimensional approximation of the number density function N(t, x) over the domain of the cell state x, either with a grid or as a series expansion. The grid-based approximation is then combined with finite difference [54] or finite-element [55] methods, resulting in a high-dimensional linear differential equation similar to the finite-state projection for CME models (3.2). More recent methods take special care to reproduce moments of the number density functions up to a certain order without approximation error [56] . The series expansion in turn is used with spectral methods for the discretization of the PBE [57, 58] . Owing to the curse of dimensionality for grid-based methods, these are mostly useful for low-dimensional cell states. Special hierarchical simulation schemes may allow one to solve models of higher dimensions, where in a case study a six-dimensional cell state has been considered [59] .
The other approach is based on solving the cell state dynamics (3.6) directly. For example, solutions based on the method of characteristics [60, 61] fall into this category. Also stochastic, Monte Carlo-type methods [62, 63] are based on this approach. Based on simulated samples of individual cells, density estimation techniques [64] are then used to reconstruct the density function N(t, x). This approach can also be combined with the grid-based method in the so-called hybrid simulation methods [65, 66] .
When parameters are considered that remain constant over time for a single cell, but may be heterogeneous within the population, the cell state x needs to be defined as the combination of dynamic variables z and constant parameters p:
and the dynamics can be split into
where f z is a parameter-dependent vector field describing the change of the dynamic variables z [53] . The vector field f in the PBE (3.5) and (3.6) is then given by
In this case, the number density function N(t, x) describes the joint density over the dynamic variables and the constant parameters. The PBE can also include constant parameters where the same value applies to all cells in the population. Examples are kinetic rate constants based on substrate properties, sequence-based parameters for a clonal population, and population level or environmental parameters. Such parameters typically occur in the cellular dynamics f (x), the death rate d(x), the birth rate b(x) and the partition kernel w(x, j). These are also called the intrinsic physiological state (IPS) functions.
In the context of population models such as the PBE (3.5), measurements to be used for estimation need to capture at least part of the cell population heterogeneity modelled with the number density function N(t, x). A typical set-up is to measure a single or a few relevant variables out of the cell state x. The variables that can be measured from individual cells in this way include morphological variables such as the cell size and the abundances of any molecules for which a detectable marker is available, for example, using fluorescent staining. Measurements are then taken from many cells from the population, using, for example, high-throughput microscopic imaging or flow cytometry. Mathematically, we describe such a When a measurement noise model is used for the estimation, the resulting perturbation of the output density function N y(t) is obtained by a convolution with the noise probability distribution [7] .
Related estimation problems
With the PBE models described in §3.3.1, the initial configuration at time 0 is given by the number density function N 0 (x). As discussed above, the variable x may contain parameters that are heterogeneous over the cell population, and such a heterogeneity would thus be a part of the initial configuration. Model parameters are either the IPS functions themselves or real-valued parameters that characterize these functions. According to the distinction between state and parameter estimation, estimation problems for PBE models will thus target the initial cell number density function N 0 (x) to be estimated [7, 53, 67, 68] , or the IPS functions such as division or death rates [69 -71] . Both problems are in principle non-parametric estimation problems, since functions have to be estimated, but can be translated into real-valued estimation problems by a suitable parametrization of the target functions.
Estimation problems in PBE models are typically based on data in the form of population snapshots on the measured variable y according to the output equation (3.10), which is used to construct the output number density functions N y(t) (3.11) at different points in time. In the multi-dimensional measurement cases, the variables would ideally be measured simultaneously from the single cell, so that the full multidimensional output density function can be determined and correlations among measured variables will be known [72 -74] . However, if the different variables are measured in separate experiments, only a one-dimensional output density for each variable, and not the full output density function may be available [75] .
To summarize, a typical estimation problem for PBE models uses a time sequence of measured output density functions N y(t) to determine either the full-state density N 0 (x) (observation problem) or the IPS functions ( parameter estimation problem) such that the model (3.5), parametrized according to the estimation result, best fits the available measurements.
Another common way to construct estimation problems in PBE models is by using the moments of the number density function as measurements. Moments are related to the number density function through the integral equation
where a is the order of the moment, potentially a multi-index for higher orders. While first-order moments, which are in principle average values, are available from simple bulk population measurements, higher-order moments are usually inferred from single-cell measurements according to (3.12) . If not all state variables are measured, the moments for the output variables y would be obtained by integrating over the output density function N y(t) (3.11) instead. Moments are typically used for the estimation of IPS functions, though it would also be possible to estimate moments of the full-state density function from moments of the output.
Structured cell population models 3.4.1. Description of the model class
While PBE models such as discussed above consider the heterogeneity to be fully on a continuous scale, the so-called structured cell population models distinguish between different subgroups of cells by assigning individual cells to specific subpopulations. Such subpopulations may be defined by the cell type in a model for cell differentiation, the cell's generation as characterized by the number of divisions it has gone through in a growing population, or discrete variables such as copy number of a plasmid in the cell [76] . In systems biology research, structured cell population models have been used to model immune cell populations [77] , stem cell proliferation [78] and differentiation [79, 80] , or ovarian follicle development [81] . Classically, structured cell population models use the association of each cell to one of multiple subpopulations as the only aspect of heterogeneity in the model. In that case, the full state of the population is described by the number of cells in each subpopulation. By a continuous approximation, one can describe this state with a real-numbered vector N [ R k , where the dimension k is equal to the number of subpopulations. The resulting dynamic model is then a differential equation of the form
where A is a matrix that describes the transition rates from one subpopulation to another one, as well as population changes within one subpopulation through cell division and death or removal. B may describe a constant source of new cells entering the population; not through cell division, but from external sources. Such models are easily solved by standard differential equation solvers. In the model variant (3.13), the transition, birth and death rates going into the matrix A are constant. Then, one obtains a system of linear differential equations as cell population model, which can even be solved analytically. Alternatively, the transition rates might depend on the population sizes, and the model would use the term A(N(t)) instead, or they could be formulated as a time-varying expression A(t). Sometimes a time delay is included with some of the state variables N(t) in the right-hand side [81, 82] .
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In some systems, the heterogeneity in the population is not only due to the existence of multiple subpopulations, where each cell can be associated with one subpopulation, but also includes continuously distributed variables, where a real-valued state variable (or vector) x is used to describe the properties of each individual cell. For these cases, combinations of the simple structured models as in (3.13) with the PBE models as described in section §3.3 have recently been proposed in a number of studies. These models basically consist of one PBE of the form (3.5) for each of the subpopulations [76, 83, 84] . As a simple example, consider the model structure
Note that the left-hand side is, as in the basic PBE (3.5), predominantly based on the dynamics f i of the cell state variable x. These clearly may be different from one subpopulation to the other. Of course, cell division within each subpopulation can be considered as well, which would be done by adding the corresponding terms from the righthand side of the basic PBE (3.5) to equation (3.14) for each subpopulation. In addition to the terms for cell division and removal, these models typically include transitions of cells from one subpopulation to another, modelling, for example, division events when subpopulations are structured according to generations, or cell differentiation events for a model including several cell types. In (3.14), these transitions are modelled by the terms with the transition rate a i,j (t), describing the transitions from subpopulation j to subpopulation i.
Related estimation problems
Estimation problems for structured cell population models need to use measurement of subpopulation sizes as data in the case of the simple model (3.13), or histogram data for a model with multiple PBEs as in (3.14) . A frequent experimental restriction that further complicates the estimation is that subpopulations cannot be separated easily before performing a measurement. Thus, if, for example, the single-cell expression levels of specific markers are measured, a combined distribution from all subpopulations will be obtained as measurement data. It may be straightforward to distinguish subpopulations afterwards, if, for example, a marker is present in one subpopulation but not the other, but sometimes it is more involved and constitutes a relevant estimation problem to quantify the subpopulations. Relevant properties to be estimated in structured cell population models are the initial configuration or model paramaters. The former is determined by the initial states of the subpopulations, either just their size N i (0) in the basic structured models (3.13), or the number density function N i (0, x) for each subpopulation in the hybrid models (3.14). Model parameters will be the transition rates and source terms written in the matrix A and vector B in the basic model (3.13), and for the hybrid model (3.14) accordingly the transition and death rates a i and d i , and in addition the cell state dynamics f i .
Individual-based cell population models 3.5.1. Description of the model class
Individual-based models (or agent-based models) are used in a wide range of scientific disciplines for the simulation of large systems that are composed of moderately to highly complex individual entities, named the agents. In the context of cell populations, it means that a sufficiently large number of cells is being modelled individually. The behaviour of each cell is described by a dynamic model, and additional model elements capture the interactions among cells and between cells and the environment. Situations where individual-based models for a cell population are frequently used in systems biology include spatial organization and dynamics in the extracellular environment, for example, in tumour development [85, 86] , or interactions among cells through diffusive exchange with the extracellular environment, for example, in the synchronization of oscillations [87 -89] .
The class of cell ensemble models, reviewed in [15] , is a particular instance of individual-based models with reduced complexity. Thereby, the cellular models only describe intracellular dynamics arising, for example, from metabolism or biochemical signal transduction and exchange reactions with the environment, and are typically formulated as differential equation models. Moreover, there are no direct interactions among individual cells, but only interactions via a joint extracellular medium, usually assumed to be well mixed. This is often an appropriate approximation in, for example, bioreactors or in the blood stream, cell colonies where the nutrient availability is not too much affected by the spatial organization of cells, or the analysis of signalling systems which are not affected by the population's spatial organization. The simple structure of these models allows for a very efficient computational simulation: a recent software implementation described in [90] is able to simulate a population model of 10 000 cells coupled to an extracellular environment, modelled by 22 differential equations each, over a simulated time of 30 min, in the quite reasonable computation time of about 5 h.
Instead of using differential equations, individual cells may also be modelled stochastically. In that case, sample trajectories for individual cells are generated through a stochastic simulation. An example for this is the variable number Monte Carlo simulation proposed by Mantzaris [63] .
Cell division or death have been considered by copying or removing individual cells [5] , although these population dynamics may be neglected if the model considers only a short time range compared with the cell cycle duration, or if the model is not meant to describe the population size accurately [87, 91] .
Individual-based models are also frequently used to generate full cell genealogies, which are tree structures that contain information about relevant cellular variables over the individual cell's lifespan as well as mother -daughter relations [92] . Such genealogies, for example, allow one to determine the timing from intracellular differentiation decisions to an observable outcome [42] . Looking at the trajectories of individual cells in the genealogy also permits one to clarify the correlations in cellular variables such as protein amounts through cellular ancestry relations [5] .
Related estimation problems
Individual-based models are most useful when single-cell trajectory data are available. While estimating the individual states from such trajectories is in principle possible, it is often not the prime interest, because in a large population an individual cell does not matter that much. Instead of estimating state or parameter values for individual cells, one is more often interested in population-wide parameters that are involved in the cell dynamics or interactions. For example, cell division may be modelled as a stochastic process for the individual cell, where the probability of division depends on the cell state in combination with a population-level parameter such as a division rate constant, and the estimation would target this rate constant. For variables specific to a single cell, instead of estimating them individually, it is often more useful to estimate probability distributions that describe the distribution of such parameters within the population.
Cell ensemble models can also be formulated as mixedeffects models [93] , for which efficient estimation methods can be used when trajectory data for individuals are available.
Discussion
There is quite a range of model classes available to describe and simulate heterogeneous cell populations. In principle, the choice of which class to use should be based on the objectives pursued with the modelling, and the experimental methods should be chosen such that they provide appropriate data to parametrize the model. In practice, one however often has the situation that the experimental methods and available measurements are previously determined, and one has to select a modelling approach that works with the resulting data. Fortunately, the model frameworks presented here are closely linked to each other, so that in most cases it is easy to transition from one framework to the other. For example, if the intracellular dynamics are represented by a chemical reaction network and no cell death or division is accounted for, the Fokker -Planck equation (3.4) will be the same as the PBE (3.5) with the stochastic diffusion term added. Similarly, an individual-based population model can be interpreted as a sampling-based approximation of the PBE, and if the underlying cellular dynamics are formulated as a stochastic chemical reaction network, it is basically the same as simulating a chemical reaction network with the Gillespie algorithm [94] .
Some specific limitations and advantages of the available model classes have to be taken into account when choosing which one to work with. Points that need to be clarified are, for example, how relevant intrinsic noise is to the process under study, or whether the overall timescale that is to be modelled warrants the inclusion of population dynamics in the model, i.e. cell division and death. Intrinsic noise will have a larger effect if low numbers of molecules are involved, for example, due to on/off regulation of a gene. In that case, the model should include single-cell stochastics, either based on the CME, by including a stochastic term in the PBE models, or by a stochastic simulation in the individual-based models. With CME-based models, including population dynamics is difficult, since changes in the overall cell number are not directly captured by the probability density function that is used there. Instead, it is then more appropriate to use one of the other model classes, i.e. either the PBE models with a number density function, or the individualbased models where changes in cell numbers can be tracked directly.
The different model classes also have different limitations regarding the dimension up to which they can be simulated efficiently. The dimension is limited most severely when a full probability distribution (for CME models) or density function (for PBE models) is to be computed. Otherwise, using an appropriate approximation or sampling technique, the computational effort can be similar to that of solving an ODE.
Estimation methods

Identifiability and observability analysis
A key question in any estimation task is whether the given measurements are informative enough to infer values of the underlying states or parameters. For parameter estimation, this is called identifiability analysis, while for state estimation it is called observability analysis, even though the concept and methodology overlap to some extent.
With classical ODE models, the questions of identifiability and observability are well characterized in systems biology [95] . Observability analysis and some methods of identifiability analysis are commonly performed on the model alone [22, 96, 97] . With likelihood-based identification methods as introduced in §4.3, it is more common to just evaluate the uncertainty after the estimation has been performed, for example, in the form of confidence intervals, and conclude about identifiability problems from that. A systematic approach to do that is for example with profile likelihoods [98] , which also permit one to distinguish between structural and practical non-identifiability. While analytical identifiability analysis methods give more insight into potential reasons for non-identifiability, they are typically only feasible for lowdimensional problems, whereas likelihood-based methods also work well in higher dimensions.
In the case of population balance models, the term 'identifiability' has already been used in [60] , but referred very specifically to a direct computational reconstruction of IPS functions by size measurements from the population in the case of balanced growth. More generic methods for identifiability and observability analysis are just emerging. As with classical models, an uncertainty analysis with a Bayesian approach yields confidence regions [7] , which in principle could be used to detect potential identifiability problems [74] . A more formal identifiability and observability analysis for population balance models, though considering only intracellular dynamics, not cell division and death, has been developed in a recent series of papers [67, 99, 100] . In these papers, the problem of estimating heterogeneous parameters in the form of a density function or the initial state density function N 0 (x) is considered. It was proven mathematically that a necessary condition for the population model to be observable or identifiable is that the underlying single-cell dynamics (3.6) with the corresponding single-cell output (3.10) already has that property. Based on an approach borrowed from computed tomography [100] , a sufficient condition has been determined for the specific case where the single-cell dynamics f (x) are linear. In that case, the population model is observable, if the single-cell model is observable and the output vector y has dimension n 2 1, where n is the dimension of x [67] . This means that all but one variables need to be measured in order to reconstruct the full underlying density function, which appears to be a severe restriction for practical estimation applications, where one could have a single-cell model with dozens of state variables, but only a few can be measured simultaneously from single cells. Unfortunately, even though the observability condition is only sufficient, the limitation is real in actual models: an example with a three-dimensional model is constructed where only a single variable is measurable, and while the single-cell model itself is observable through that measurement, the corresponding population model is not [67] . In fact, some of the second-order moments in this model cannot be determined uniquely from the measured output distributions. While models for intracellular dynamics in systems biology are mostly nonlinear, the condition for linear models thus already shows the limitations inherent to the observability problem for the population. Even though the problem for a general nonlinear system is still unsolved, one can unfortunately not expect that the conditions for the general case will be less restrictive than for a linear system.
The issue of non-identifiability is illustrated in figure 4 with results from an example discussed in [99] . This is an example where even the single-cell dynamics are not identifiable. In that case, if the density functions of the cellular variables are changed according to the non-identifiability, the density functions of the measured variables are not affected at any point in time.
Convex optimization for density functions
In PBE models as described in §3.3, the problem of estimating a density function for the single-cell states or extended states defined in (3.7) can be formulated as a convex optimization problem. The initial density function N 0 (x) to be estimated is written as a linear combination of ansatz densities
with coefficients c i to be determined through the estimation and predefined ansatz functions w (i) (x). In past studies, the so-called hat functions [53] and Gaussian kernels [7, 68] have been used for the ansatz functions. For each of the ansatz functions, the PBE is solved with the ansatz function as the initial density, and the corresponding output densities w (i) y(t) (y) are obtained according to the output equation (3.11) . Because the PBE is a linear equation, for a linear combination of ansatz functions as in (4.1), the output is the same linear combination of the individual output densities [53] . Thus, in order to reconstruct the initial density N 0 , one can construct an optimization problem to bring the model's output density as close as possible to a measured output density N y(t) :
In past studies, the L 2 norm has been used for this optimization [53, 68] , though using other norms is also possible. Another measure to compare density functions from the model and the data is the Kullback-Leibler divergence, which has been used in a recently proposed particle filter for the estimation of cell populations [101] . The PBE in (4.2) needs to be solved k times before running the optimization, but not within the optimization itself. After a suitable discretization of the involved density functions, this is a simple quadratic optimization problem in the coefficients c i that can be solved efficiently to a global optimum. An overview of this estimation procedure is shown in figure 5 . In order to avoid overfitting, an alternative approach that has been proposed is to put an upper constraint on the model's deviation from the experimental data, while maximizing the entropy of the estimated density functions [102] . A maximization of the density function's entropy based on histogram data has also been considered in [103] . The maximization of entropy is motivated by the goal to keep the estimated density function as broad as possible while maintaining the model error beneath an upper limit.
As discovered by Zeng et al. [100] through the observability analysis, the estimation of density functions in heterogeneous cell population models is essentially a mathematical tomography problem. Therefore, reconstruction methods that have been developed in the context of computed tomography can directly be transferred to the estimation of density functions in cell populations. A classical reconstruction method in tomography is the filtered back projection (FBP), which is based on an analytical inversion of the Radon transformation. The Radon transformation is the classical description in tomography of how the density function for the states is mapped to the density function for the outputs, according to the output equation (3.11) . However, the FBP is quite sensitive to the output equation not covering all possible projection directions, which typically occurs in population models because the system dynamics do not give a sufficiently large 'rotation' of the density function as would be required for the classical tomographic reconstruction. In that case, the reconstruction from the FBP suffers from streak artefacts [68] . A more reliable reconstruction method from tomography is the algebraic reconstruction technique, which is based on a grid discretization of the state space and the approximation of the output equation by a finite-dimensional linear mapping. The reconstruction then amounts to finding a minimum-error norm inversion of this mapping, commonly via an iterative method such as the Landweber algorithm [104] . The result is a gridwise reconstruction of the initial state density in the model corresponding to the measured output densities [68] .
Likelihood-based estimation methods
Model elements on the level of the complete population, such as birth or death rates in the PBE (3.5) or the transition rates in structured population models, are often parametrized by real-valued parameters. A reliable approach to estimate such parameters from measured data are likelihood-based estimation methods using Bayes' theorem. Thereby, one searches for a parameter value u * that, based on observations Y, maximizes the posterior probability distribution Since local optima occur frequently in the posterior distribution, multi-start local methods [105] or global stochastic/ hybrid methods [106, 107] are commonly used for the optimization. An alternative are probabilistic methods such as Markov chain Monte Carlo [43, 52] or sequential Monte Carlo/particle filtering [42] . These methods generate a collection of particles representing different estimates together with their posterior distributions, and from this collection, an overall estimate can be generated by either considering the most probable particle (maximum likelihood), or by computing the expected parameter values as an average of all particles. Commonly used methods for the direct determination of the likelihood include Markov chain Monte Carlo sampling or profile likelihoods [98] .
A range of studies has been using the likelihood-based approach for the estimation of population-level parameters such as transition rates between different subpopulations or statistical parameters (such as mean, variance) describing the distribution of heterogeneous parameters within the population, using CME-based models [52] as described in §3.2 or individual-based models [42, 43] as described in §3.5. In these cases, the likelihood is obtained as the product of the individual measurements' likelihoods over both observation time points and sampled cells. These methods are also able to include single-cell time courses and lineage data in the form of mother -daughter relationships between cells. Thereby, an iterative calculation is applied to compute the likelihood of an observed lineage tree from parameters on the population and single-cell level with the help of an individual-based model [43] . Owing to the computational complexity of the likelihood calculation for population models, current methods are typically only feasible for less than about 20 parameters in total. That works well for simple models of single-cell dynamics, but more complex models appear to be out of scope currently, unless most parameters are assumed to be known a priori. Recent case studies considered the estimation of four to seven parameters [42, 43] with lineage tree data. With snapshot data, the likelihood can be computed more efficiently, allowing for more parameters to be estimated-for example, [52] considered a model with 15 parameters that were estimated from snapshot data using moment dynamics.
The likelihood-based approach has also been used with population models for the estimation of a density function for parameters that are heterogeneous within the cell population [7, 108] . In this case, the parameter u is actually a density function, and the likelihood p(Y j u) can be evaluated by multiplication and integration over snapshot data from individual cells as
where y (i) is the snapshot measurement from cell i, and h the heterogeneous parameter. This integral is efficiently evaluated by a pre-computation with appropriate basis functions and Monte Carlo integration. In [7] , a one-dimensional and a two-dimensional density function for a heterogeneous cellular parameter were approximated with 15 and 100 basis functions, respectively. Using Markov chain Monte Carlo approximation, the posterior probability distributions for the corresponding coefficients were then determined and evaluated with respect to the maximum-likelihood estimate and confidence intervals.
Estimation of model functions and intrinsic physiological state functions
For PBE models, the estimation of IPS functions from data has been an active research area since these models have been established. Even before the formal development of PBEs, early studies considered the estimation of single-cell growth rates, cell division rates and the daughter size distribution for populations of exponentially growing bacteria [109] . With the establishment of PBEs as a formal description of population dynamics, this estimation problem could also be treated more formally as an inverse problem [14, ch. 6] . Thereby, it is typically assumed that the full-state density function N(t, x) is available as measurement at multiple points in time. While this assumption is realistic if the single-cell state x is only the cell size, as in classical PBE models for cell populations, the approach will need to be refined for more general cases. In relation to the PBE model (3.5), the IPS functions typically considered are the cell division rate b(x), the partition kernel w(x, j) and the single-cell dynamics f (x) (which is the single-cell growth rate when x is the cell size). At this point, it is however not clear when it is possible to reliably estimate all IPS functions from measurements of only the density function N(t, x). Estimation methods developed in applications to particle systems have considered the reconstruction of only a subset of IPS functions from measurements of the density function. One example is the estimation of the breakage (or cell division) rate from the number density function, which has been solved as an inverse problem by introducing suitable basis functions, leading to a least-squares problem with a Tikhonov regularization [110] . Thereby, particle growth dynamics, corresponding to the intracellular dynamics f (x) in the cell population case, have been neglected. In another approach, Mahoney et al. [111] have considered the estimation of the growth rate f (x) from measurements of the particle size number density function over time as an inverse problem. The particle breakage rate and the partition kernel are neglected or need to be known in this approach. By contrast, the inverse problem studied in [112] is about the estimation of the cell division rate, while the single-cell dynamics are assumed to be known and the division is considered to be symmetric.
Past approaches specific to cell populations have based the inverse problem not only on the overall density function N(t, x), with x the cell size, but also on the size distributions of the dividing cells and the new-born cells. In particular, Collins & Richmond [109] derived a closed-form expression for the single-cell dynamics f (x) as a single-cell growth rate, and for the cell division rate b(x). In later studies, a practically feasible approach was developed to experimentally determine the required three density functions N(t, x) together with the size distributions of dividing and new-born cells, based on a sophisticated image analysis methodology [69] . The key limitation here is that the image analysis is restricted to rod-shaped cells, so the approach is only applicable to appropriately shaped species. Using a non-parametric estimation method, the thus constructed density functions were used to estimate the single-cell dynamics f (x) in combination with the cell division rate b(x) and the partition kernel w(x, j) [70] . Besides the closed-form expressions as in [109] for the single-cell growth and division rates, a non-parametric estimation with basis functions formulated as regularized least-squares problem has been used for the partition kernel.
Recently, the estimation of IPS functions using only dynamic measurements of the number density function N(t, x) was studied in [71] . Moment equations were derived that relate the moment dynamics to the number density function in combination with two of the IPS functions, the cell division rate b(x) and the single-cell growth rate f (x). From measurements of the number density function, the corresponding moment dynamics can be inferred and used to construct an inverse problem for these IPS functions in the form of a standard least-squares problem. The partition kernel w(x, j) is not estimated, but does not need to be known either for the estimation of the other functions. However, the problem turned out to be quite ill-conditioned, and strong regularizing constraints need to be made in order to get useful estimates.
Estimation of population dynamics with persistent cell labelling
Persistent cell labelling with CFSE or BrdU as discussed in §2, together with the structured cell population models described in §3.4, permits the estimation of relevant population parameters such as cell division and death rates. Early studies with CFSE as a label used relatively simple structured cell population models of the type (3.13) [113, 114] . Later it was realized that these models allow only a weak fit to data compared to more complex models [115] .
One model extension that was subsequently developed is the label-structured population model, which is a PBE similar to (3.5) , where the intracellular variable x represents the intensity of the CFSE label in the cell [116] . This model was then used to estimate a cell birth rate b(x) as a function of the label intensity as well as some scalar model parameters including a constant death rate d from CFSE labelling data of a T lymphocyte population [117] . Thereby, the birth rate was approximated by splines, and the estimation was performed by least-squares optimization coming from a maximum-likelihood approach to minimize the model-data deviation for the number density function N(t, x). A detailed discussion of the relevant estimation techniques for this model type has also been published in [118] .
In the label-structured population models, the dependency of the birth rate on the label intensity is more a phenomenological representation of an observed correlation than a realistic representation of the underlying biology [116] . Further model extensions thus generalized this to division and label-structured population (DLSP) models, where multiple discrete subpopulations according to the division number are combined with a heterogeneity in the label intensity x, similar to the structured population model (3.14) [84] . Based on this model type, an estimation of generation-and time-dependent birth and death rates as well as parameters related to the labelling such as label decay, the initial label distribution and autofluorescence was performed [119] . Using a Bayesian approach, an efficient computation of the likelihood function was proposed by approximating the number density function as a sum of lognormal densities, and the posterior distribution p(ujY) was evaluated with Markov chain Monte Carlo sampling to determine the maximum likelihood estimate and associated uncertainty. In a case study with the same data on T lymphocyte population dynamics as used in previous studies [116] , it was shown that this model and estimation method yields a good fit with low uncertainty in the estimates (at least where it matters for the model's predictions).
In a recent extension to the DLSP model [120] , the addition of the cell age into the cellular variables x was proposed. Thereby, each of the number density functions N i (t, x) in (3.14) becomes a time-varying density over a twodimensional property space for x. With that model, different hypotheses about the birth rates b i (x) could be formulated, such as a dependency on division number, cell age, or both. For a model of T lymphocyte proliferation, 15 model alternatives were formulated where the functional parameters are discretized to yield 12-29 real-valued parameters per model [120] . For each of these models, the authors performed a maximum-likelihood estimation with stochastic and multi-start local optimization methods, where they observed better convergence property of the multi-start local methods compared to the stochastic methods. On the biological side, a key finding was that making birth rates dependent on cell age significantly improved the model's fit to data compared to constant or division number dependent rates.
Note that with the DLSP and subsequent models not the full system state can be measured: since only the label intensity is measurable for single cells, only an output number density function N y(t) (3.11) with a marginalization over division numbers and cell ages is available as data.
Discussion
Clearly, a considerable range of methods is already available to solve estimation problems for heterogeneous cell populations. However, the choice of method is to a large extent dictated by the available experimental data, the model one works with, and the properties of the model that are unknown and should be estimated. Nevertheless, an important aspect to consider is the computational cost incurred with different estimation methods. Generally, this has two aspects: the computational cost of solving the model for specific parameter values and initial conditions (the 'forward problem'), and the cost of the optimization itself, i.e. how often the model needs to be solved until a reliable estimate is obtained.
One property of likelihood-based methods with sampling is that each additional data point adds to the computation cost. Thus, these methods face more challenges with, for example, high numbers of measured cells and individualbased models. In that case, it may be more efficient to use models and methods that work with density functions or histograms.
Convex optimization-based methods have so far been applicable to rather low-dimensional systems, but are very efficient for PBE models with population snapshot data and histograms. However, so far these methods do not yet take the full population dynamics including cell division into account, having focused on the heterogeneity in the cellular dynamics. To estimate the cell division dynamics, more specific methods as reviewed in §4.4 and 4.5 need to be used.
Conclusion and outlook
Heterogeneity in cell populations has found increasing interest over the past decade, and the corresponding computational models contribute significantly to understanding these systems. Connecting experiments and models critically relies on state and parameter estimation methods, which need to be adapted to the types of experimental data and models that are available for cell populations.
For a successful state and parameter estimation, three components need to fit together: the experimental data, the model class used to describe the population, and the estimation algorithm that is used to carry out the estimation. Typical data that are currently being used for model-based estimation are population snapshots or cell trajectory data, both with a few measured variables per cell. That data type fits well to model classes such as population balance models or structured population models, which describe heterogeneity in a few to a dozen variables (state variables and parameters combined) per cell. Also computational methods as well as current computers are efficient enough to deal with this problem complexity.
An example where these components do not yet fit well together is single-cell 'omics' data, with hundreds to thousands of measured variables per cell and potential heterogeneity in these variables. Models of heterogeneous cell populations with that number of variables per cell have not yet been formulated. But even if such models were available, one can doubt that data from a few hundred cells, as is the current state of the art for many 'omics' type single-cell measurements, would be sufficient to quantitatively estimate heterogeneous properties in a reliable manner. Moreover, the complexity of such an estimation would likely also go beyond the current computational capabilities. Yet, with improvements in both the cell number in these experiments and computational efficiency of modelling and estimation methods for very high-dimensional problems, it will hopefully become possible to use these data in future model-based estimation studies.
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