Abstract-A perceptual image hash function maps an image to a short binary string based on an image's appearance to the human eye. Perceptual image hashing is useful in image databases, watermarking, and authentication. In this paper, we decouple image hashing into feature extraction (intermediate hash) followed by data clustering (final hash). For any perceptually significant feature extractor, we propose a polynomial-time heuristic clustering algorithm that automatically determines the final hash length needed to satisfy a specified distortion. We prove that the decision version of our clustering problem is NP complete. Based on the proposed algorithm, we develop two variations to facilitate perceptual robustness versus fragility tradeoffs. We validate the perceptual significance of our hash by testing under Stirmark attacks. Finally, we develop randomized clustering algorithms for the purposes of secure image hashing.
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I. INTRODUCTION
A N IMAGE HASH function maps an image to a short binary string based on the image's appearance to the human eye. In particular, a perceptual image hash function should have the property that two images that look the same to the human eye map to the same hash value, even if the images have different digital representations; e.g., separated by a large distance in mean squared error. This differentiates a perceptual hash from traditional cryptographic hashes, such as SHA-1 and MD-5 [1] . SHA-1 and MD-5 hashes are extremely sensitive to the input data; i.e., a 1-bit change in the input changes the output dramatically.
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A tegrity verification. Because of the easy-to-copy nature of digital media, digital data can be tampered with and hence, there exists a need to be able to verify the content of the media to ensure its authenticity. In the literature, the methods used for media verification can be classified into two kinds: digital signature-based [2] - [7] and watermark-based [8] - [13] . A digital signature is a set of features extracted from the media that sufficiently represents the content of the original media. Watermarking, on the other hand, is a media authentication/protection technique that embeds invisible (or inaudible) information into the media. For content authentication, the embedded watermark can be extracted and used for verification purposes. The major difference between a watermark and a digital signature is that the embedding process of the former requires the content of the media to change. However, both the watermark based approach and the digital signature based approach are expected to be sensitive to any malicious modification of the media. For an incidental modification such as JPEG compression and enhancement, a content authentication system should be able to tolerate it. The requirement of a content-based digital signature or hash for content authentication purposes is therefore, robustness to perceptually insignificant changes to the image. Other applications of a perceptual hash include content dependent key generation for video watermarking [14] , [15] . In view of the above discussion, three desirable properties for a perceptual hash are given below. Let denote a candidate image to be hashed. Then represents an image such that looks the same as . Likewise, a perceptually distinct image will be denoted by . Let the hash function applied to image using a secret key be represented as , let denote length of the binary hash value, and let , satisfy , .
1) Perceptual robustness:
, for a given and , .
2) Fragility to visually distinct images:
, for a given and , . 3) Unpredictability of the hash:
, and . The first property amounts to robustness under small perturbations whereas the second one requires minimization of collision probabilities for perceptually distinct inputs. In particular, the second and third properties are collectively important from a security viewpoint; i.e., it must be extremely hard for the adversary to manipulate the content of an image and yet obtain the same hash value. 
Remark:
The three desired properties as laid out above are those of an "ideal" hash algorithm. Whether or not such hash algorithms can even be constructed (especially in computationally feasible time) remains an outstanding open problem in media hashing. We therefore do not claim to achieve these goals for arbitrary , etc. but provide heuristic solutions that achieve these goals with an acceptably high probability.
Further, the three desirable hash properties conflict with one another. For perfect randomization, a uniform distribution on the output hash values would be needed. In particular, it can be shown that the collision probability for a pair of inputs is also minimized when the output is uniformly distributed [1] . Perfect randomization would hence deter perceptual robustness. Furthermore, there is a tradeoff between robustness and being informative; i.e., if very crude features were used, then they would be hard to change (i.e., robust), but it is likely that one is going to encounter collision of perceptually different images. It is desirable for the hash algorithm to achieve these (conflicting) goals to some extent and/or facilitate tradeoffs.
We partition the problem of deriving an image hash into two steps, as illustrated in Fig. 1 . The first step extracts a feature vector from the image, whereas the second stage compresses this feature vector to a final hash value. In the feature extraction step, the two-dimensional image is mapped to a one-dimensional feature vector. This feature vector must capture the perceptual qualities of the image. That is, two images that appear identical to the human visual system should have feature vectors that are close in some distance metric. Likewise, two images that are clearly distinct in appearance must have feature vectors that differ by a large distance. For such feature vector extraction, many algorithms could be used, e.g., [16] - [20] . For the rest of the paper, we will refer to this visually robust feature vector as the "intermediate hash. " The second step then compresses this intermediate hash vector to a final hash value. In the work presented here, we assume the availability of such an intermediate hash vector extracted from the image and an estimate of its distribution. The methods previously proposed for this step include using error correction decoding for compression of binary intermediate hash vectors [16] and dither based compression via distributed source coding [21] . While compression is their primary goal [16] , [21] , no explicit attempt was made to ensure that perceptually identical images are compressed to the same hash value.
The second step will involve clustering between the intermediate hash vector of an input source (image) and the intermediate hash vectors of its perceptually identical versions. We develop a clustering algorithm based on the distribution of intermediate hash vectors to address exactly this problem [22] . Another important issue is the length (or granularity) of the final hash required to cluster images within a specified distance. Underestimating this length can severely affect the perceptual qualities of the hash. A significant contribution of our work is that this length is determined naturally as an outcome of our proposed clustering algorithm.
Section II formally defines the problem for step 2 of the hash algorithm. Section III brings out the limitations of traditional vector quantization (VQ) based compression approaches for the hashing problem. Section IV then formulates a novel cost function for feature vector (or intermediate hash) compression for the perceptual hashing application. Section V presents heuristic clustering algorithms for minimizing the cost function defined in Section IV. We first present a deterministic algorithm in Section V-A that attempts to retain the perceptual significance of the hash as best possible. Next, a randomized clustering is proposed in Section V-B for the purposes of secure hashing. Randomization is of great importance in an adversarial set up where a malicious attacker may try to generate inputs that defeat the hash algorithm. Experimental results are presented in Sections VI-A-C. In Section VI-A, we compare with traditional VQ as well as error correction decoding approaches [16] and test under Stirmark [23] attacks to show the efficacy of our clustering algorithm for perceptual hash compression. Section VI-B presents a statistical analysis of our algorithm using precision-recall or ROC curves. Section VI-C then presents results that demonstrate the security properties of our randomized clustering algorithm. Section VII concludes the paper with suggestions for future work.
II. PROBLEM STATEMENT
We first establish some notation that will be used throughout the paper. Let denote the metric space of intermediate hash vectors extracted at stage 1 of the hash algorithm in Fig. 1 . Let represent a finite set of vectors on which the clustering/compression algorithm is applied. Let be the distance metric defined on the product space. Finally, let denote the clustering map. Note, in a typical application , re-emphasizing the fact that the clustering as well the overall hash is a many to one mapping.
Our goal is to have all images that are visually indistinguishable map to the same hash value with a high probability. In that sense an image hash function is similar to a vector quantization (VQ) or clustering scheme. We are attempting to cluster images whose intermediate hash vectors are close in a metric into the same cell. In particular, it is desired that with a very high probability
where . and represent the clusters to which these vectors map after applying the clustering algorithm.
III. CONVENTIONAL VQ BASED COMPRESSION APPROACHES
The goal of the compression step as discussed above is to achieve a clustering of the intermediate hash vectors of an image and the intermediate hash vectors of images that are identical in appearance to with a very high probability. In that respect, it is useful to think of perceptually insignificant modifications or attacks on an image as "distortions" to the image. We may then look to compress the intermediate hash vectors while tolerating a specified distortion. The design problem for a vector quantization or compression scheme that minimizes an average distortion is to obtain a partioning of the space by designing codevectors in such that (3) Here, denotes the probability of occurrence of vector and denotes the cluster. Average distance minimization is a well known problem in the VQ literature and a large number of algorithms [24] - [26] have been proposed to solve it.
However, an average distance type cost function as in (3) is inherently not well suited for the hashing application. First, while the design of the codebook in (3) ensures that the average distortion is less than , there is no guarantee that perceptually distinct vectors; i.e., intermediate hash vectors that are separated by more than indeed map to different clusters. In some applications such as image authentication where the goal is to detect content changes, such guarantees may indeed be required since mapping perceptually distinct vectors to the same final hash value would be extremely undesirable. More generally, the nature of the cost function in (3) does not allow tradeoffs between goals (1) and (2)of the hash algorithm.
Secondly, the cost in (3) increases linearly as a function of the distance between the intermediate hash vector(s) and the codebook vector(s). Intuitively though, it is desirable to penalize some errors much more strongly than others, e.g., if vectors really close are not clustered together, or vectors very far apart are compressed to the same final hjash value. A linear cost function does not reflect this behavior.
Based on these observations, we propose a new cost function for the perceptual hashing application that does not suffer from the limitations of average distance measures.
IV. FORMULATION OF THE COST FUNCTION
In this section, we formulate the cost function to be minimized by the proposed clustering algorithm. First, we analyze several fundamental properties of our requirements of (1) and (2), and the intermediate hash.
We say that an error is encountered when either (1) and/or (2) is not satisfied for any pair of vectors ( , ). The requirement in (1) is actually impossible to guarantee for every input pair. Intuitively then, we must ensure that errors occur for vectors that are less likely or that the clustering must necessarily be dictated by the probability mass function of the vectors in .
We now describe the construction of our clustering cost function. Let be the joint distribution matrix of intermediate hash pairs
where . , respectively denote the probability of occurrence of vectors , and is the total number of vectors to be clustered.
To estimate the probability measure introduced earlier, we employ a statistical model on the intermediate hash/image feature vectors. The fundamental underlying principle is to define rectangular blocks (or subimages) in an image as a real two dimensional homogenous markov random field (RF) on a finite lattice . The basis for connecting such a statistical definition to perception is the hypothesis first stated by Julesz [27] and reformulated by several other authors; e.g., [28] , [29] : there exists a set of functions , such that samples drawn from any two RFs that are equal in expectation over this set are visually indistinguishable.
In particular, we employ a universal parametric statistical model for natural images developed by Portilla and Simoncelli [30] , which works with a complex overcomplete wavelet representation of the image. The image features that we exract are also based on such a representation and are described in [20] . Our Markov statistical descriptors; i.e., s are then based on pairs of wavelet coefficients at adjacent spatial locations, orientation and scales. In particular, we measure the expected product of the raw coefficient pairs (i.e., correlation), and the expected product of their magnitudes. For pairs of coefficients at adjacent scales; we also include the expected product of the fine scaled coefficient with the phase-doubled coarse coefficient. Finally, we include a small number of marginal statistics of the image pixels and lowpass wavelet coefficients at different scales.
There is no inherent structure to the probability mass functions associated with these random fields (except the Markovian property due to spatial correlation in images). A mathematically attractive choice is hence a maximum entropy density [31] of the form (5) where corresponds to a vectorized subimage, and s are the Lagrange multipliers. The maximum entropy density is optimal in the sense that it does not introduce any new constraints on the RF beyond those of perceptual equivalence under expected values of s. The density in (5) is defined on RFs which are portions of natural images. Since features are functions of RFs a probability density is in turn induced on the feature vectors.
Our choice of a statistical model versus using an empirical distribution on image features is based on the robustness of model parameters as more samples (images) are added. By weak of large numbers, it can be argued that the model parameters become near invariant once a sufficiently large sample set is considered. In our experiments, we worked with a set of roughly 2500 natural images. More details on the model parameters and the typical distributions on image feature vectors may be found in [30] .
Next, we define as the joint cost matrix for violating (1); i.e., the cost paid if , yet . In particular, if , otherwise (6) where and are algorithm parameters. This construction follows intuitively because the cost for violating (1) must be greater for smaller distances; i.e., if the vectors are really close and not clustered together.
Similarly, is defined as the joint cost matrix for violating (2) if , otherwise.
In this case however, the cost is an increasing function of the distance between ( , ). This is also natural as we would like to penalize more if vectors far apart (and hence perceptually distinct) are clustered together. An exponential cost as opposed to linear in an average distance VQ, ensures that errors associated with large distances are penalized severely. To maintain lucidity, we specify the same parameters, i.e., , in (6) and (7). This however, is not a constraint. In general, these parameters may be separately chosen (optimized empirically) for both (6) and (7). Further, let matrices and be defined as if otherwise (8) if otherwise.
Note, that is different from in the sense that the entries of include the cost for all possible errors that can be committed, while is the cost matrix for the errors actually made by the clustering algorithm. The same holds for and . Then, we normalize the entries in and to define normalized cost matrices and such that (10)
This normalization ensures that , . Finally, we define the total cost function given by (12) The expectation is taken over the joint distribution of ( , ); i.e., (12) may be rewritten as (13) At this point it is worth re-emphasizing that the distance function can be any function of and that satisfies metric properties; i.e., nonnegativity, symmetry and triangle inequality. In particular, we are not restricting ourselves to any class of functions other than requiring to be a metric. In practice, the choice of is motivated by the nature of features extracted in Stage 1 of the hash algorithm.
The two additive terms in (12); i.e., , quantify the errors resulting from violating (1) (2), respectively. In particular, can be interpreted as the expected cost of violating (1) . Similarly, signifies the expected cost incurred by violation of (2). It is this structure of the cost function in (12) that our proposed clustering algorithm exploits to facilitate tradeoffs between goals (1) and (2) of the hash algorithm. Note in the special case that , and represent the total probability of violating (1) and (2), respectively.
In the computer science community, Indyk et al. [32] - [34] have addressed a problem similar to the one we present in Section II. They introduce the notion of locally sensitive hashing (LSH) [32] and use it to develop sublinear time algorithms for the approximate nearest neighbor search (NNS) problem [35] in high dimensional spaces. The key idea in their work is to use hash functions [36] , [37] such that the probability of collision is much higher for vectors that are close to each other than for those that are far apart. However, while they prove the existence of certain parametrized LSH families [32] they do not concern themselves with the problem of codebook design for specific cost functions. Instead, their work focuses on developing fast algorithms for the NNS problem based on the availability of such hash codebooks. Our objective here is to develop a clustering algorithm or equivalently design a codebook to minimize the cost function in (12) that is well suited for the perceptual image (or media) hashing application.
V. PROPOSED CLUSTERING ALGORITHMS
Finding the optimum clustering that would achieve a global minimum for the cost function in (12) is a hard problem. The decision version of the problem: "for a fixed number of clusters , is there a clustering with a cost less than a constant?" is NP-complete. We sketch a proof of NP completeness in Appendix. Hardness results for the search version, that actually finds the minimum cost solution, can be similarly shown. In this paper, we present a polynomial-time greedy heuristic for solving the problem.
A. Deterministic Clustering
For the following discussion, vectors in will be referred to as "data points". Fig. 2 describes the basic clustering algorithm (which is illustrated later by Fig. 5) . The data points in the input space are covered to a large extent by hyperspheres (clusters) of radius . For each pair of points and cluster center , we have (14) This is true because defines a metric. By virtue of Steps 3 and 5 of the algorithm, , and hence . The algorithm therefore attempts to cluster data points within of each other and in addition the cluster centers are chosen based on the strength of their probability mass function. This ensures that "perceptually close" data points are clustered together with a very high likelihood.
At this stage, we make the following observations.
• The minimum distance between any two members of two different clusters is lower bounded by and hence there are no errors by violating (1), Step 4 of the algorithm guarantees this. • Within each cluster the maximum distance between any two points is at most , and because , there are no violations of (2).
• For each cluster, the data points that are left unclustered are less than from any member of the cluster. For perceptual robustness; i.e., achieving (1), we would like to minimize . Likewise, in order to maintain fragility to visually distinct inputs, we would like to be as small as possible (ideally zero). Exclusive minimization of one would compromise the other. Next, we present two different approaches to handle the unclustered data points so that tradeoffs may be facilitated between achieving goals (1) and (2).
1) Approach 1: Fig. 3 describes Approach 1 for handling the unclustered data points.
Step 2 of the algorithm in Fig. 3 looks for the set of clusters , such that each point in the cluster is less than away from the unclustered data point under consideration.
Step 3 then computes the minimum cost cluster to which to assign . In essence, this approach tries to minimize the cost in (12) conditioned on the fact that there are no errors by violating (2). This could be useful in authentication applications in which mapping perceptually distinct inputs to the same hash may be extremely undesirable. 2) Approach 2: Approach 1 presents a clustering to ensure that . The goal in Approach 2 (described in Fig. 4 ) is to effectively tradeoff the minimization of at the expense of increasing . This can be readily observed by considering extreme values of . For a joint minimization is performed. The other extreme corresponds to the case when the unclustered data points are assigned, so as to exclusively minimize . For , the two approaches coincide because all of the unclustered points are then necessarily within of the existing clusters. Finally, note that a meaningful dual of Approach 1 does not exist. This is because requiring leads to the trivial solution that all data points are collected in one big cluster.
In traditional VQ based compression approaches, the number of codebook vectors or the rate of the vector quantizer [24] is decided in advance and an optimization is carried out to select the best codebook vectors. In our algorithm, the length of the hash (given by bits) is determined adaptively for a given , and source distribution. Note however, that we do not claim for this to be the minimum possible number of clusters that achieves a particular value of the cost function in (12) . Nevertheless, the length of the hash in bits (or alternatively the number of clusters) as determined by our proposed clustering is enough so that the perceptual significance of the hash is not compromised.
Remark: Note, that another difference from compression applications is the fact that compression entails the design of reconstrcution values as well (in addition to quantization bins/clusters or Vornoi regions). In the hashing application however, these may be chosen to convenience (e.g., a straightforward enumeration using bits for clusters) as long as the notion of closeness is preserved.
B. Randomized Clustering
The clustering algorithm as presented in the previous subsection is a perfectly deterministic map; i.e., a particular input intermediate hash vector always maps to the same output hash value. We now present a randomization scheme to enhance the security properties of our hash algorithm and minimize its vulnerability to malicious inputs generated by an adversary.
Recall, the heuristic employed in the deterministic algorithm (both for approaches 1 and 2) was to select the vector or data point with the highest probability mass among the candidate unclustered data points, as the cluster center. In other words, we select the data point that has the highest probability mass as the cluster center with probability equal to one. The randomization rule that we propose modifies this heuristic to select cluster centers in a probabilistic manner. That is, there is a nonzero probability of selecting each candidate unclustered data point as the cluster center. This probability in turn is determined as a function of the original probability mass associated with the data points.
Consider the clustering algorithm with clusters already formed and points clustered. Let denote the set of unclustered data points that can be chosen as cluster centers. Note that is not necessarily . As described in the basic clustering algorithm (Fig. 2) the set consists of all data points such that where is any cluster and denotes the set of clusters formed till this step of the algorithm. When no more cluster centers can be identified in this manner then the set indeed consists of all unclustered data points. Then, we define a probability measure on the elements of as (15) where is an algorithm parameter and denotes the probability mass associated with data point . The data point is then chosen as a cluster center with a probability equal to [38] . Example: A hypothetical example is presented in Fig. 6 . In the example, the set consists of four data points with probability mass values of 0.4, 0.2, 0.1 and 0.1 respectively. The normalized probabilities using are given by , , , . A secret key is used to serve as a seed to a pseudo-random number generator that generates a uniformly distributed number in which in turn is used to select one of the data points as the cluster center. Note that the probability that and hence the data point is selected with a probability of 0.5. In general, any data point is selected with probability . This is indeed the classical approach of sampling from a distribution.
The randomization scheme can be summarized by considering extreme values of . Note for the highest probability data point for all other .
In other words, corresponds to the deterministic clustering algorithm. Similarly, the other extreme, i.e., , implies that is a uniform distribution or that any data point in is selected as a cluster center with the same probability equal to . To enhance security, the parameter may also be generated in random fashion using a second secret key . In general, in the absence of the secret keys and , it is not possible to determine the mapping achieved by the randomized clustering algorithm. We demonstrate the hardness of generating malicious inputs by means of experimental results in Section VI-C.
VI. EXPERIMENTAL RESULTS
An intermediate hash (or feature) vector extracted from an image will be referred to as . In the presented experiments, the intermediate hash was generated using the method by Monga et al. in [20] . They obtain a binary intermediate hash vector from a set of visually robust image feature points. Normalized Hamming distance was used as the distance metric.
In particular, they determine empirically
In our clustering framework, and .
A. Deterministic Clustering Results

1) Comparison With Error Correction Decoding and Conventional VQ:
In our experiments, we extract a binary intermediate hash vector of length from the image. is therefore, the Hamming space of dimension . Further, we set and hence the total number of vectors to be clustered; i.e.,
. Because of space and complexity constraints it is clearly impractical to apply the clustering algorithm to that large a data set. Hence, we take the approach commonly employed in space constrained VQ problems [24] ; i.e., we divide the intermediate hash vector into segments of length (where is an integer) and apply the clustering on each segment separately. The resulting binary strings are concatenated to form the final hash. A similar approach for an irreversible compression of binary hash values was used by Venkatesan et al. in [16] . They employ error control decoding using Reed-Muller codes [39] . In particular, they break the hash vector to be compressed into segments of length as close as possible to the length of codevectors in a Reed-Muller error correcting code. Decoding is then performed by mapping the segments of the hash vector to the nearest codeword using the exponential pseudo-norm (EPN) [16] . Tables I-III, respectively , show values of the cost function in (12) by compressing the intermediate hash vector using 1) our proposed clustering scheme, 2) the error control decoding scheme as described in [16] , and 3) an average distance VQ approach [24] . We generated the results in Table I by using  Approach 2 and . For the error control decoding scheme, we use (8,4), (16, 5) and (16,11) Reed-Muller codes. Our proposed clustering algorithm as well as the average distance VQ compression were also employed on segments of the same length to yield a meaningful comparison 1 . Note that VQ compression [24] based on descent methods that gradually improve the codebook by iteratively computing centroids cannot be applied here since the vectors to be compressed are themselves binary (i.e., codebook vector components cannot assume intermediate values other than 0 or 1). For the results in Table III , we used the binary VQ compression based on "soft-centroids" proposed by Franti et al. [26] .
The results in Tables I-III clearly reveal that the values for expected cost by violating (1) and (2); i.e., and , are orders of magnitude lower using our clustering algorithm (even as we achieve better compression). Hence, we show that the codebook as obtained from using error correcting codes and/or conventional VQ based compression approaches does not fare well for perceptual hash compression.
Remark: The proposed clustering algorithm can be used to compress feature vectors as long as the distance measure defined on the product space satisfies metric properties. For example, if the features were to be real valued, the number of data points or equivalently the set should be chosen large enough to sufficiently represent source (feature vector) statistics. A codebook can then be derived from the set using the proposed clustering and feature vectors can be mapped to the nearest vector in the codebook based on a minimum cost decoding rule.
2) Perceptual Robustness versus Fragility Tradeoffs: Table IV compares the value of the cost function in (12) for the two different clustering approaches. Note, for Approach 2 (rows 2 and 3 of Table IV ) the value of is lower than that for Approach 1. In particular, it can be shown that (via our clustering algorithm) the lowest value of the 1 For an average distance VQ the rate or the number of codebook vectors is to be decided in advance. We decided on this number by determining first the number of clusters (or equivalently the hash length in bits) that result from the application of our proposed clustering and then using a rate slightly higher than that for the average distance VQ. This ensures a fair comparison across the two methods.
cost function is obtained using Approach 2 with . Tradeoffs are facilitated in favor of (1); i.e., minimizing by using Approach 2 with and in favor of (2) by employing Approach 1. For these results, the clustering algorithm was applied to segments of length .
3) Validating the Perceptual Significance:
We applied the two-stage hash algorithm (using Approach 2 and ) on a database of 50 images. The final hash length obtained was 46 bits. For each image 20 perceptually identical images were generated using the Stirmark software [23] , [40] . The attacks implemented on the images included JPEG compression with quality factors varying from 10 to 80, additive white Gaussian noise (AWGN) addition, contrast enhancement, nonlinear (e.g., median) filtering, scaling and random shearing and small rotation and cropping. The resulting hash values for the original image and its perceptually identical versions were same in over 95% cases. For other cases, the maximum bit-level difference was 4 bits. Then we compared hash values for all possible pairings of the 50 distinct images (1225 pairs). One collision case was observed. For all other cases the hash values (on a pairwise basis) were highly uncorrelated. In general, the performance of our hash function is limited by the robustness of the feature detector.
For the same set of images, using an average distance VQ for feature vector compression resulted in about a 70% success rate of mapping perceptually identical versions to the same hash value. In addition, 40 collision cases (same hash value for perceptually distinct images) were observed.
B. Precision Recall or ROC Analysis
We now present a detailed statistical comparison of our proposed clustering with the average distance VQ and error correcting deccoding using precision-recall (or ROC) curves [41] .
The precision-recall terminology comes from document retrieval, where precision quantifies (for a given querry) how many of the returned documents are correct. Recall on the other hand, measures how many correct documents were returned. Fig. 13 illustrates this scenario. In this case, recall can be improved by simply returning as large a set as possible. This however, will heavily compromise the precision of the search.
A precision-recall curve illustrates this tradeoff and provides valuable insight especially for problems where absolute maximization of precision and/or recall is possible only via trivial solutions. For our problem in Section II, we define the notion of pairwise precision in the following manner: (18) where ; i.e., the set of all pairs that should be in the same cluster.
then denotes the set of pairs that a given algorithm puts in the same cluster.
Similary, pairwise recall is defined as (19) Clearly, , (because recall may trivially be made 1 by putting all vectors in the same cluster). Fig. 14 shows an analysis of three algorithms i.e., 1) average distance VQ, 2) error correction decoding (ECD), and 3) the proposed clustering via precision-recall curves. Each point on the curve(s) in Fig. 14 is a precision-recall pair for a particular value of ; i.e., the precision and recall values computed using (18) and (19) when the algorithm is run for that . As indicated in Fig. 14 we varied in the range . Comparing the precison-recall curves for the average distance VQ and ECD we observe that the average distance VQ affords a better recall rate at the cost of loosing precision which is higher for ECD. This explains partially the higher number of collisions in the hash values for perceptually distinct images using the average distance VQ. Note however, that both the precision as well as recall values are much higher using our proposed clustering algorithm 2 .
Note also that there are three different curves for our proposed clustering algorithm. These correspond to different choices of (as a function of ) in our algorithm. The average distance VQ and ECD do not have a parameter hence we present results of our clustering for different to ensure a fair comparison between the three schemes. This also provides insight on how may be chosen for a given (which is typically determined empirically from the feature space) to attain greater flexibility in the precision-recall tradeoffs.
C. Security Experiments
An important observation underlying the need for randomization is the fact that feature extraction is seldom perfect. That is by means of thorough analysis it may be possible for an adversary to manipulate image content and yet generate vectors over the feature space that are close. The goal of randomization is hence to make the job of defeating the hash algorithm significantly harder.
A malicious adversary may try to accomplish the same in one of two ways.
1) The adversary may try to generate perceptually identical inputs for which hash algorithm generates different hash values 2) Or, the adversary may attempt to tamper with the content so as to cause significant perceptual changes such that the hash algorithm generates the same hash value We assume here, that the adversary has complete knowledge of the intermediate hash (or feature) vector extraction as well as the deterministic clustering algorithm for intermediate hash vector compression. Hence, he is capable of analyzing the algorithm and would attempt to generate inputs over the set where represents the set of all possible pairs of intermediate hash vectors and is the set of intermediate hash vector pairs over which the deterministic clustering algorithm makes errors.
1) Security via Randomization:
For the results presented next, the clustering algorithm was employed with Approach 2 and . Fig. 7 shows a plot of the cost in (12) computed over the set against values of decreasing from to 0. It can be seen that the cost decreases with (though not monotonically) and is reduced by orders of magnitude for values of . Decreasing is tantamount to increasing randomness. Hence, the plot in Fig. 7 reveals that as randomness is increased beyond a certain level, the adversary meets with very little success by generating input intermediate hash pairs over the set .
2) Randomness versus Perceptual Significance Tradeoffs: Let denote the complement set of ; i.e., the set of all intermediate hash vector pairs over which no errors are made by the deterministic clustering algorithm. Fig. 8 then shows the plot of the clustering cost function against decreasing as before. In this case, the cost increases with decreasing (again not monotonically). As the cost is zero since the deterministic clustering algorithm makes no errors over the set . Fig. 9 shows a sum of the cost in the two plots in Figs. 7 and 8. This plot therefore shows the total cost computed over the set as a function of . Figs. 10 and 11 , respectively show the same cost function plots as in Figs. 8 and 9 but with the -axis in log-scale. As approaches 0, the value of the cost is increased significantly over the cost incurred by the deterministic algorithm. The cost achieved by the deterministic algorithm is the value of the cost function in Fig. 9 (or Fig. 11) as and equal to 7.43 . At , the total cost is 6.12 . This increase is intuitive as complete randomness (i.e., ) would affect the perceptual qualities of the hash.
It is of interest to observe the values of the cost function in Fig. 9 for . This region is zoomed in and plotted in Fig. 12 . It can be observed from Fig. 12 that the total cost is of the order of the cost incurred by the deterministic algorithm. Further, we know from Fig. 7 that the cost over the set for decreases to the extent that the adversary cannot gain anything by generating input pairs on this set. By choosing a value of in this range we can largely retain the perceptual qualities of the hash and also reduce the vulnerability of the hash algorithm to malicious inputs generated by the adversary.
3) Distribution of Final Hash Values: Finally, we evaluate our success in meeting the third desired property of the hash; i.e., the closeness to uniform distribution. We employ the widely used Kullback Leibler distance [31] given by (20) where represents the support set of . denotes the distribution of hash values generated by our algorithm and denotes the uniform distribution over the set . The set was obtained by generating the hash values for the 50 images used in our experiments over the key space (of ). Fig. 15 shows the plot of the measure against values of decreasing from to 0. Even as this value is pretty low and for , i.e., the desired range for secure hashing we achieve a near uniform distribution.
VII. DISCUSSIONS & CONCLUSION
This paper presents a two-stage framework for perceptuallybased image hashing. The framework facilitates tradeoffs between robustness and fragility of the hash. Within the framework, we present a randomization scheme for secure hashing.
In the framework, the first stage extracts visually significant features from an image to produce an intermediate hash. A variety of feature detectors may be applied. The second step clusters perceptually identical inputs while minimizing (in a rigorous sense) the likelihood of collision for perceptually distinct inputs to compress the intermediate hash to a final hash. The clusters are invariant for perceptually identical images with a very high probability.
In a practical setting, the hash algorithm as presented in this paper may be repeated with different random keys and different clustering parameters (e.g., , etc.) to yield many (nearly) independent random strings, and a content authentication system can check if a majority of hash values agree. This increases the strength of the hash function significantly. For example, even given the final hash value, finding an image that yields the same hash value on all (or most) of the invocations involves a significant computational load especially due to the randomized clustering step.
One possible future direction is in audio hashing. Since the second step is media independent, an appropriate feature detector may be applied in the first step to make the framework applicable to other media data sets. Another possible future direction is to analyze the secure perceptual media (image/audio) hashing problem formally in a game theoretic setting. From a game theoretic point of view, hashing may be stronger than watermarking, since hashing algorithms can be adapted to attacks after these occur and without the need to modify and re-release deployed images. With watermarking; on the other hand, the first move belongs to the embedding algorithm which is tied to a particular watermark insertion strategy that an attacker can subsequently try to remove.
APPENDIX PROOF OF NP-COMPLETENESS
In this section, we prove that a decision version of the clustering problem that asks if it is possible to have a -clustering such that the cost function in (13) is below a certain constant is NP-complete. We achieve this by a reduction (details skipped for brevity) from the decision version of the -way weighted graph-cut problem [42] .
Proof: (Sketch) Let be a weighted graph where is the set of vertices, is the set of edges and denote the weights on the edges. It is useful to think of as the set of points to be clustered, and the weight on the edge between and as the distance between the points and . The -way weighted graph-cut problem asks if there is a subset of edges with , where is a constant, such that the graph has pairwise disjoint subgraphs. We sketch a log-space reduction to the clustering problem in (13) , where is as defined in (7) with , and is a positive constant. For , . Consider the same -way graph-cut problem on . Let be a subset of the edges. For edges in with positive , the sum of the weights, say , directly correspond to the sum of the terms in (13) . For edges in with negative weights, the sum of the weights, say is negative. Let , , denote the sum of all negative weights in . Now, is the sum of the weights in , that exactly corresponds to the sum of the terms in (13) . Hence, corresponds to the cost function in (13) up to an additive constant, when the is uniform. Note that only constant number of indices of the vertices, which need space, must be maintained to complete the reduction. Hence, the -way weighted graph-cut reduces to the clustering problem in log-space.
