Abstract. We consider the unperturbed operator H 0 := (−i∇ − A) 2 + W , self-adjoint in L 2 (R 2 ). Here A is a magnetic potential which generates a constant magnetic field b > 0, and the edge potential W = W is a T -periodic non-constant bounded function depending only on the first coordinate x ∈ R of (x, y) ∈ R 2 . Then the spectrum σ(H 0 ) of H 0 has a band structure, the band functions are bT -periodic, and generically there are infinitely many open gaps in σ(H 0 ). We establish explicit sufficient conditions which guarantee that a given band of σ(H 0 ) has a positive length, and all the extremal points of the corresponding band function are non-degenerate. Under these assumptions we consider the perturbed operators H ± = H 0 ± V where the electric potential V ∈ L ∞ (R 2 ) is non-negative and decays at infinity. We investigate the asymptotic distribution of the discrete spectrum of H ± in the spectral gaps of H 0 . We introduce an effective Hamiltonian which governs the main asymptotic term; this Hamiltonian could be interpreted as a 1D Schrödinger operator with infinite-matrix-valued potential. Further, we restrict our attention on perturbations V of compact support. We find that there are infinitely many discrete eigenvalues in any open gap in the spectrum of σ(H 0 ), and the convergence of these eigenvalues to the corresponding spectral edge is asymptotically Gaussian.
Introduction
The general form of the unperturbed operators we will consider in the article, is
Here b > 0 is the constant magnetic field, and W = W ∈ L ∞ (R) is an electric potential independent of y. The self-adjoint operator H 0 is defined initially on C ∞ 0 (R 2 ) and then is closed in L 2 (R 2 ). Let F be the partial Fourier transform with respect to y, i.e.
(F u)(x, k) = (2π) −1/2 R e −iky u(x, y)dy, u ∈ L 2 (R 2 ).
Then we have
where the operator
is self-adjoint in L 2 (R). Since the multiplier by x ∈ R is relatively compact in the sense of the quadratic forms with respect to h(0), we easily find that h(k) is a Kato analytic family (see e.g. [18, Theorem XII.10] ). For w ∈ L 2 (R) and k ∈ R set (U k w)(x) := w(x − k/b). Then U k is a unitary operator in L 2 (R), and we have U * k h(k)U k =h(k) wherẽ
Evidently, for each k ∈ R the operator h(k) (and, hence,h(k)) has a discrete and simple spectrum. Let {E j (k)} ∞ j=1 be the increasing sequence of the eigenvalues of h(k) (and, hence, ofh(k)). The general Kato analytic perturbation theory (see [8] or [18] ) implies that E j (k), j ∈ N, are real analytic functions of k ∈ R. Since E j (k) depend on the parameters b and W , we will sometimes write E j (k; b, W ) instead of E j (k). Even though in some parts of the article we will impose more general conditions on W , in our main theorems we will assume that W is a periodic function with period T > 0, which is not identically constant. The explicit expression for the operatorh(k) implies that all the functions E j , j ∈ N, are periodic functions of period τ := bT . Set We will call the closed intervals [E − j , E + j ], j ∈ N, the bands of the spectrum of H 0 . Note that if for some j ∈ N we have E
then the interval (E
) is an open gap in the spectrum of H 0 . Further, assume that the perturbative electric potential V : R 2 → R is ∆-compact. A simple sufficient condition which guarantees the compactness of the operator V (−∆ + 1) −1 , is that V ∈ L ∞ (R 2 ), and
By the diamagnetic inequality, V is then also a relatively compact perturbation of H 0 , and, hence, we have
For simplicity, we will consider perturbations of definite sign. More precisely we will suppose that V ≥ 0, and will consider the operators H ± := H 0 ± V . Note that in the case of positive (resp., negative) perturbations, the discrete eigenvalues of the perturbed operator which may appear in a given open gap of the spectrum of the unperturbed operator, may accumulate only to the lower (resp., upper) edge of the gap. Let T be a self-adjoint linear operator in a Hilbert space. Denote by P O (T ) the spectral projection of T corresponding to the Borel set O ⊆ R. For λ > 0 set
The aim of the article is to investigate the asymptotic behaviour as λ ↓ 0 of the functions N ± j (λ). For definiteness, we consider only the asymptotics of N + j (λ) while the asymptotics of N − j (λ) could be considered in a completely analogous manner. The paper is organized as follows. In Section 2 we discuss some properties of the band functions E j , j ∈ N, necessary for the formulation and the proofs of our main results. In particular, we obtain explicit conditions which guarantee that for a given j ∈ N we have E − j < E + j , and, moreover, that all the extrema of E j are non-degenerate. These explicit conditions could be of independent interest for other models and problems involving similar unperturbed operators. Section 3 contains the statements of our main results. In Theorems 3.1, 3.3, and Corollary 3.2 we introduce several versions of the effective Hamiltonians which are responsible for the main asymptotic term as λ ↓ 0 of N + j (λ), and establish the corresponding asymptotic bounds. In Theorem 3.4 we consider compactly supported perturbations V and prove that if the spectral gap E
is open, then it contains infinitely many discrete eigenvalues of H + , and the convergence of these eigenvalues to the edge E + j is asymptotically Gaussian provided that all the maxima of E j are non-degenerate. The proofs of our main results could be found in Section 4.
Basic spectral properties of H 0
In this section we describe some spectral properties of the unperturbed operator H 0 needed for the formulation and the proofs of the main results. First we recall a simple condition on W , which guarantees that (1.1) holds true for all j ∈ N. Note that if W = 0, then the eigenvalues E j are independent of k, and their explicit form is well-known:
By the mini-max principle,
and, hence,
Thus, a sufficient (but not always necessary) condition which guarantees that (1.1) holds for all j ∈ N, is
Fix j ∈ N. The asymptotics as λ ↓ 0 of N ± j (λ) depends crucially on the set
, and the behaviour of E j in a vicinity of this set. Even though we investigate for definiteness only the asymptotics of N + j , here it is convenient to consider both sets M ± j . First of all, we assume that the band function E j is not identically constant. Corollary 2.3 below contains an explicit sufficient condition for this. Further, since the functions E j are periodic, non-constant, and real-analytic, every set
, we say that k ± α,j is a non-degenerate point, and set
is analytic.
Proof. Our argument will follow the main lines of the proof of [6, Lemma 2.3 (v)], which on its turn is based on [18, Theorem XII.12 ] (see also the original work [7] ). Since the coefficients of the differential operator h(k) are real, there exists a real eigenfunction
On the other hand, [18, Theorem XII.12] implies that for k in a complex vicinity of the real axis, there exists an analytic family of invertible bounded operators ω(k) such that
Moreover, for real k, the operators ω j (k) can be chosen to be unitary. Following the argument in the proof of [6, Lemma 2.3 (v)], we find that in our case of a differential operator with real coefficients, the operator ω j (k) can be chosen to be real and unitary for real k. Set
Evidently, for k ∈ R, the function ψ j (·; k) is real, and ψ j (·; k) L 2 (R) = 1, while (2.4) implies that the mapping defined in (2.3) is analytic.
In the sequel we will use the canonical representation
with an eigenfunction ψ j (·; k) satisfying the properties described in Lemma 2.1. Put
Then we haveπ
, or in other words,
Evidently, the functionψ j (·; k) satisfies the equation
Proof. By the Feynman-Hellmann formula we have
Pick b > 2 W L ∞ and denote by Γ j the circle of radius b, centered at b(2j − 1). Denote byh(b, 0) the harmonic oscillator −
Then the interior of Γ j contains the eigenvalue E j (k; b, W ) (resp., b(2j − 1)) of the operatorh(k; b, W ) (resp., ofh(b, 0)), while the rest of the spectra of these operators lie in the exterior of Γ j . Then, evidently, (2.7) implies bE
the contour Γ j being run over in clockwise direction. Further, we have
where
It is well-known that
where H l , l ∈ Z + , are appropriately normalized Hermite polynomials. Combining (2.8) and (2.9), we get
with
It is easy to check that we have
, (2.12)
Putting together (2.10) and (2.11), we get
Bearing in mind that by hypothesis 
The absolute continuity of the spectrum of the operator H 0 is equivalent to the validity of (2.16) for any j ∈ N. Unfortunately, the constant c 2 in (2.13), and hence b 0 in (2.15) grow unboundedly as j → ∞ so that Corollary 2.3 only implies that for any a ∈ R there existsb 0 =b 0 (a, W ) such that the absolute continuity of the spectrum of the operator H 0 (b, W ) on the interval (−∞, a) follows from b >b 0 . Many authors have conjectured the absolute continuity of the spectrum of the Landau Hamiltonian H 0 (b, 0) perturbed by generic periodic potentials W : R 2 → R such that the flux of the magnetic field through the unit cell of the lattice of the periods of W is 2π-rational (note, however, that this is evidently false for constant W ). This conjecture was proved only recently by F. Klopp for a G δ -dense set of potentials W which satisfy the rational-flux condition (see [10] ). If W depends only on x, and is periodic, then it always satisfies the rational-flux condition. Nevertheless, even in this simpler situation, there is no general proof of the absolute continuity of σ(H 0 (b, W )) for non-constant periodic W .
In [1, Theorem 4.0.4, Corollary 4.0.5] the absolute continuity of σ(H 0 (b, W )) is proven under an explicit condition on the Fourier coefficients of W , and a smallness assumption on W L ∞ (R) ; see also the related results in [4] . One of the difficulties in the proof of the absolute continuity of σ(H 0 (b, W )) for general non-constant periodic W : R → R, is related to the fact that we have
where W is the mean value of W (see [9] ); in particular, lim j→∞ E
On the other hand, (2.17) implies as a by-product that for j ∈ N large enough, inequality (1.1) is valid even if (2.1) does not hold true.
Proof. First of all, note that
Applying Lemma 2.1, we conclude that
Calculating the derivative with respect to k in (2.7), we get
(2.18) As in the proof of (2.14), we suppose that b > 2 W L ∞ (R) , and find that 
.
(2.20)
Since the functions
the orthogonal projectionπ j (k) being defined in (2.5). Deriving equation (2.6) with respect to k, we easily obtain
and, hence, 
with c 5 :
Remark: Propositions 2.2 -2.4 show that for large magnetic fields b the band functions E j , j ∈ N, behave quite similarly to the edge potential W . This behaviour could be considered as semiclassical.
The combination of Propositions 2.2 -2.4 easily yields the following
W points, and all of them are nondegenerate.
Main Results

Notations. Auxiliary results
This subsection contains notations used for the statement of our main theorems, and related auxiliary results needed for their proofs. Let X l , l = 1, 2, be two separable Hilbert spaces. By L(X 1 , X 2 ) (resp., S ∞ (X 1 , X 2 )) we denote the class of bounded (resp., compact) linear operators T : X 1 → X 2 , and by
we will write L(X) and
thus n ± (·; T ) are the counting functions respectively of the positive and the negative eigenvalues of T . Let T ∈ S ∞ (X 1 , X 2 ). Put
thus n * (·; T ) is the counting function of the singular numbers of T . We have
Moreover, if X 1 = X 2 = X, and T = T * , we have
Note that the functions n ± satisfy Weyl inequalities
with s > 0 and ε ∈ (0, 1), while the function n * satisfies the Ky Fan inequalities
with s > 0 and ε ∈ (0, 1). Finally, for each s > 0 and p ∈ [1, ∞) we have
Effective Hamiltonians
In this subsection, we introduce the effective Hamiltonians which under suitable assumptions on W and V govern the main asymptotic term as λ ↓ 0 of N + j (λ), and establish the corresponding asymptotic bounds. In what follows, we assume that V : R 2 → R is Lebesgue measurable, and satisfies the estimates
with some C 0 ∈ [0, ∞), and m l ∈ (0, ∞), l = 1, 2. In particular, (3.4) implies that (1.2) holds true. Fix j ∈ N. Note that 
as the operator with integral kernel
with (l, α) ∈ Z × S j , k ∈ R, and (x, y) ∈ R 2 , the quantities µ + α,j > 0 being defined in (2.2). It is easy to check that if V satisfies (3.4) with m 1 > 1, m 2 > 1, then
Assume that (1.1) holds true, and the set M + j contains only non-degenerate points. Then for each ε ∈ (0, 1) we have
as λ ↓ 0.
The proof of Theorem 3.1 can be found in Subsection 4.1. Our next goal is to give an equivalent formulation of Theorem 3.1 in the terms of an explicit effective Hamiltonian. Define the "diagonal" operator µ ∈ L(l 2 (Z × S j )) by
Thus the operator H 0 − gV with g ≥ 0, self-adjoint on Dom(H 0 ), can be interpreted as a Schrödinger operator on the real line with infinitematrix-valued attractive potential −gV, and a coupling constant g ≥ 0.
Applying the Birman-Schwinger principle and the inverse Fourier transform with respect to k ∈ R, we easily find that Theorem 3.1 yields the following Corollary 3.2. Under the hypotheses of Theorem 3.1 we have
Assuming a somewhat faster decay of V as y → ∞, we can obtain an asymptotic estimate similar to (3.6) involving an operator which is simpler than G 1 (λ). Define
Again, if V satisfies (3.4) with
Theorem 3.3. Let W ∈ L ∞ (R; R) be a T -periodic function. Let V satisfy (3.4) with m 1 > 1 and m 2 > 3. Fix j ∈ N and assume (1.1). Then for each ε ∈ (0, 1) we have
The proof of Theorem 3.3 can be found in Subsection 4.2. • the fact that in this case we prove asymptotically Gaussian (i.e. the fastest known) convergence of the discrete eigenvalue of the operator H + to the edge E + j of the gap in σ(H 0 ) which is a non-semiclassical behaviour; similar Gaussian convergence has been recently found in [2] in the case of monotone step-like edge potential W and additional assumptions of the geometry of supp V ;
Asymptotic bounds of N
• the relation between our results and the numerous recent results on the asymptotics of the discrete spectrum for various (electric, magnetic, or geometric) compactly supported perturbations of the Landau Hamiltonian (see e.g. [17, 13, 19, 15, 14, 16] );
• the possible applications in the mathematical theory of the quantum Hall effect and the related spectral theory of random Anderson-type perturbations of H 0 (b; W ), i. e. operators of the form
, Ω is a probability space, {λ m (ω)} m∈Z 2 are i.i.d. random variables, and u ≥ 0 is the deterministic compactly supported single-site potential; note that the estimates for the discrete eigenvalues for compactly supported perturbations of the Landau Hamiltonian obtained in [17] have been successfully applied to the study of various spectral and dynamical properties of random Anderson-type perturbations of the same operator (see [3, 12, 5, 11] ).
In order to formulate our last theorem we need the following notations. For t > 0 set Ent (t) := min{l ∈ N | l ≥ t}. Further, let Ω ⊂ R
2 be an open, bounded, non-empty set. Let V(Ω) be the set of the closed vertical intervals J ⊂ Ω of positive length |J |.
Note that if J ∈ V(Ω), then there exists a horizontal interval I of positive length, such that the rectangle I × J is contained in Ω.
where χ Ω ± are the characteristic functions of the open, bounded and non-empty sets Ω ± ⊂ R 2 , and C ± ∈ (0, ∞) are constants. Fix j ∈ N and assume (1.1). Suppose that the set M + j contains only non-degenerate points. Then we have
where, as earlier, A ) contains infinitely many discrete eigenvalues of the operator H + for generic not identically vanishing decaying perturbations V ≥ 0. By (3.9) the asymptotic rate of the convergence of these eigenvalues is not faster than Gaussian.
In principle, the analysis of the asymptotic behaviour as λ ↓ 0 of N + j (λ) without the non-degeneracy assumption concerning the set M + j is also feasible but much more complicated from technical point of view, so that we omit the details. However, we would just like to note that (k − k
hence, the replacement of non-degenerate points k In particular, the open gap (E + j , E − j+1 ) contains infinitely many discrete eigenvalues of the operator H + , and the asymptotic convergence of these eigenvalues to the edge E + j is not faster than Gaussian.
Proofs of the Main Results
Proof of Theorem 3.1
The Birman-Schwinger principle entails
is not in the spectrum of the operator H 0 restricted to (I −P j,δ )Dom(H 0 ), we find that the operator V 1/2 (H 0 −E + j −λ) −1 (I −P j,δ )V 1/2 converges in norm as λ ↓ 0 to a compact operator. Therefore, the Weyl inequalities (3.1) easily imply
with ε ∈ (0, 1).
and hence
, λ > 0, as the operator with integral kernel
where the quantity
with C 0 being introduced in (3.4) , is finite by m 1 > 1 and m 2 > 1. Since
and
we find that the first term in the braces at the r.h.s of (4.7) is uniformly bounded with respect to λ > 0. Similarly,
Further, elementary calculations yield
Since the orthogonal projection π j (k) depends analytically on k, we find that the combination of (4.9) and (4.10) implies the uniform boundedness with respect to λ > 0 of the second term in the braces at the r.h.s. of (4.7). Therefore (4.7) yields
Combining (3.2), (3.3) with p = 2, and (4.11), we get
with s > 0 and ε ∈ (0, 1). Finally, define T 4 (λ) :
where (l, α) ∈ Z × S j ), k ∈ R, (x, y) ∈ R 2 , and χ (−δ,δ) is the characteristic function of the interval (−δ, δ). Evidently, n * (s; T 3 (λ)) = n * (s; T 4 (λ)), s > 0, λ > 0.
(4.13)
At the same time we have
, the constant C 1 being introduced in (4.8). Arguing as in the derivation of (4.12), we get
with s > 0 and ε ∈ (0, 1). Putting together (4.1), (4.2), (4.5), (4.6), (4.12), (4.13), and (4.14), we obtain (3.6).
Proof of Theorem 3.3
We have n * (s;
Taking into account (3.4) and the elementary inequalities 0 ≤ 1 − e −t ≤ t, t ≥ 0, we get
Applying the Cauchy-Schwarz inequality, we obtain
since m 2 > 3. Now, (4.16) -(4.18) imply
Arguing again as in the derivation of (4.12), we get
with ε ∈ (0, 1), s > 0. Finally,
Now the combination of (3.6), (4.15), (4.19) , and (4.20), yields (3.7).
Proof of Theorem 3.4
In order to prove Theorem 3.4 we need the following Lemma 4.1. Let W ∈ C 1 (R) be real-valued periodic function. Then for any bounded interval I ⊂ R of positive length, and for any k 0 ∈ R we have Putting together (3.7), the lower bound in (4.22), (4.26), (4.27), and (4.28), and optimizing with respect to q, we obtain the lower bound in (3.9).
