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ABSTRACT 
An algorithm is given for calculation of eigenvalues and eigenvectors of centro- 
symmetric and some related matrices, and some desirable properties of the algorithm 
are proved. Centrosymmetric matrices are characterized by a symmetry property 
of their eigenvectors and this result is used to establish a property of certain methods 
for the numerical solution of differential equations. 
1. INTRODUCTION 
The first purpose of this paper is to present and discuss an algorithm 
for the solution of the eigenproblem for the matrices described below. The 
second purpose is to characterize certain matrices by a property of their 
eigenvectors and to deduce from this a property of certain methods for 
the numerical solution of differential equations. 
Section 3 deals with centrosymmetric matrices, that is n x n matrices 
K = (yij) with ~,+r_~,~+r_~ = yij (i, i = 1,. . ., ~2). Such matrices occur 
in many problems in statistics [6 and 131, in discrete approximations of 
certain integral equations 15 and 61 and in some numerical methods of 
solving (ordinary or partial) linear differential equations in which the 
coefficients are either constant or have certain symmetry properties. 
Results of Sec. 2 apply (with obvious modifications) to all n x n 
matrices which can be partitioned in one of the forms 
A BP 
P-lB P-lAP 
A Pu BP 
v”Ppl p 7J* 
P-IB u P-IAP 
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where A, B, and P are square matrices of order ‘n/2] (the greatest integer 
not exceeding n/2), fi is a scalar, u and v are column vectors and 2r* denotes 
the complex conjugate transpose of YJ. In applications P-i = P, and this 
restriction is made throughout this paper. This class of matrices includes 
all centrosymmetric matrices as the special case P = J, where throughout 
this paper J denotes a square matrix (of arbitrary order) with ones on the 
secondary diagonal (from bottom left corner to top right corner) and 
zeros elsewhere. Clearly J-l = J. 
In Sec. 2 an algorithm is given which reduces the calculation of both 
the eigenvalues and the eiegnvectors of such a matrix to the calculation 
of those of two matrices of orders [?z/Z] and n - [n/2] respectively. This 
algorithm contains as special cases one given by Charmonman [3] for the 
case 12 even and P = I, and one for certain tridiagonal matrices given by 
Wilkinson [15, p. 3091. Eigenvalues (but not eigenvectors) of centro- 
symmetric matrices were considered by Good [5]. 
Most centrosymmetric matrices occurring in applications have addi- 
tional properties which greatly simplify the numerical solution of the 
eigenproblem. If the algorithm given here is to be useful it is important 
that the smaller matrices, whose eigensystems must be computed in the 
algorithm, should also possess these properties. It is also important that 
the eigensystems of these smaller matrices should be at least as well 
conditioned as that of the original matrix. Answers to these questions, 
which were not considered in 133 or [5], are given in Theorem 1 and the 
remarks which follow it. 
Although [3] and [5] considered only the simple eigenproblem 
Rx = Ax, (1) 
some applications involve the more general problem 
l,R,x + R,x = 0, (2) 
with both R, and R, centrosymmetric (see Sec. 3). Frequently it is more 
efficient to deal directly with the form (2) than to consider the (centro- 
symmetric) matrix R,-lR,. Since I is centrosymmetric, all results proved 
for Eq. (2) are true for Eq. (1). We consider a further generalization of 
Eq. (a), namely the eigenvalue problem 
R(A)x = 5 liRix = 6, 
i=O 
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where the Xi are such that R(L) and Ri (i = 0,. . , fi) may be partitioned 
as 
R(2) = 
A (1) B(W’ 
PB(il) PA(il)P 
when n is even, and as 
A (A) Pu(R) B(4P 
R(1) = v*(l)P /J(2) a*(A) 
Ai Pui 
q”P fii 
1 PB(1,) u(2) PA (jl)P PB, 2di 
B,P 
vui* 1 
PAiP 1 (4b) 
when n, is odd, where P is any constant [n/2] x [n/Z] involutory matrix. 
For applications of Eq. (3) with $ > 1 see [Z; 4, p. 267; 15, p. 331 and the 
references listed in [lo]. The eigenvalues of R(2) are the zeros of det R(il). 
For each eigenvalue A = p, the notation p(R) will be used for the cor- 
responding eigenspace of R(L), that is the space of corresponding solutions 
X of Eq. (3), and similar notation will be used for other matrices. For 
convenience the eigenvalues are labelled separately even if they are not 
distinct so that pi = pj 3 pu,(R) = ,uj(R). 
2. NUMERICAL SOLUTION OF THE EIGENPROBLEM 
The equation R(l)x = 0 may be written as 
A(+, + B(il)Px2 = 0, 
PB(il)x, + PA(A)Px, = 0, 
when 9% is even and as 
A(+x, + Pu(A)cr + B(A)Px, = 0, 
v*(lJPx, + fi(k)or + v”(& = 0, 
PB(jl)x, + U(+M + PA(A)Px, = 0, 
when 1~ is odd. 
Since P is involutory, Eq. (5) is equivalent to 
IA(A) - B(il)](q - Px2) = 0, 
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Since at least one of xi * Px, is nonnull, at least one of A(A) & B(A) must 
be singular. If det[A(il) - B(L)] = 0 and det[A(3L) + B(1)] # 0 then 
xi + Px, = 0 and hence x2 = - Px, and [A(A) - B(il)]x, = 0. Hence 
we will expect some eigenvectors of R(L) to be of the form ‘or, - (Px)~]~. 
In fact 
so that if [A(1) - B(A)jx = 0 and x # 0 then [zT, - (Px)~]~ is an eigen- 
vector of R(1.). This is true whether or not det[A (2) + B(n)] = 0. Similarly 
for A(il) + B(1), changing the signs throughout. Hence it is readily seen 
that the following algorithm yields the solution of Eq. (5). For simplicity, 
the eigenvalues of R(A) are labelled ,LL~, . , p,, in the algorithm, as is 
appropriate when det R, # 0. Modifications for the case det R, = 0 are 
obvious. 
Algorithna 
1. Compute the matrices A(a) 5 B(I). 
2. Compute the eigenvalues, ,~r,. . . , p,, (where WL = [n/2]), and cor- 
respondingeigenvectorsof A (A) - R(J.), and the eigenvalues, ,u,,+i, . . . , ,unp, 
and corresponding eigenvectors of A(l) + B(2). For efficient methods 
of performing this calculation see [15] for the simplest case R(l) = 
R - ?J and [lS] for the more general cases (2) and (3). Then the eigen- 
values of R(R) are ,~i,. , pnp, and, for any pi, computation of pi(R) needs 
only the extra steps, 335. 
3. If i < mfi go to step 4. Otherwise go to step 5. 
4.If~~<j~n~~~ui#~ujthen~u,(R)={[yz’,-(Py)T]~:y~~u,(A-~)} 
where yT is the transpose of y. Otherwise pi(R) = {[ylT + y21’, (Pyl)T - 
(PY~)~]~: y1 E ,uj(A + B) and yz E ,uJA - B) where ,LL~ = ,uui}. Stop or 
exit. 
5. If i < m$ * pi # pj then pi(R) = {[y’, (PY)~]~: ye&A + B)}. 
Otherwise ,uJR) = {[ylT + yzT, (PY~)~ - (Py2)TlT: y1 E pi(A + B) and 
y?. E ,uj(A - B) where ,uj = pi}. 
Note that if only some of the eigenvalues and eigenvectors of R(A) are 
needed it is not necessary to find all the eigenvalues and eigenvectors of 
A(l) f W). 
Similarly it is easily shown that Eq. (6) is equivalent to 
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[A(l) - B(il)l(x1 - Px,) = 0, 
Q(4 [ 
Xl + px, 






A(]*) + B(1) 
QV) =%$ liQi = 21,2vecilJp 
21’2P44 
I Pbv 
To solve Eq. (B), solve the eigenproblems of A(1) - B(1.) and Q(n) and then 
compute the eigenvectors of R(il) from those of A(1) - B(il) and Q(1) in 
a manner exactly analogous to that described for solving Eq. (5). The 
proof that this gives the solution of Eq. (6) is also exactly analogous to 
that for Eq. (5). 
By applying the above results to the matrix R*(L)R(A), it is easy to 
show that the eigenvalues of R*(I)R(il) are those of [A*(l) - B*(n)][A(J.) - 
B(n)] together with those of either [A*(1) + R*(/?)]LA(ii) + B(L)] or 
Q*(n)Q(l) according as n is even or odd. This result is needed in [l]. 
If the time required to solve the eigenproblem is proportional to n3, 
step 2 of the proposed algorithm (and the corresponding step when n is 
odd) takes only a quarter of the time required to solve Eqs. (5) or (6) by 
standard methods. When P = I or J the time taken by steps 1, 3, 4, and 
5 is negligible. The algorithm also reduces storage requirements. For a 
computer with two level storage still further saving is possible as the two 
smaller matrices used here need not both be in the high speed store 
simultaneously. When all the eigenvectors are needed the proposed 
algorithm may be useful even when P is a (known) full matrix. 
Further advantages of the algorithm depend on the following theorem. 
For simplicity, Theorem 1 refers only to the case n even. An exactly 
analogous theorem is true when n is odd [when Eq. (8) must be compared 
with Eq. (S)]. The only change in this case is that A(A) + R(A) and 
Ai + Bi are everywhere replaced by Q(A) and Qi respectively. The 
modifications required in the proof for this case are obvious. 
THEOREM 1. (i) For 0 6 i < p, Ri is positive definite (respectively 
positive se&definite, nonsiqwlar) if and only if both Ai + Bi a& Ai - Bi 
aye also positive definite (respectively positive semidefinite, nonsixgular). 
(ii) If P* = P( = P-l) then for 0 < i < p, Ri is Hermitian (respectively 
skew-Hermitiax, normal) if and only if both Ai + Bi and Ai - Bi aye 
Hermitian (respectively skew-Hermitian, normal). 
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(iii) If P = J and, for some i, Ri is a band matrix of bandwidth 2r + 1, 
then the only nonzeyo elements in Bi are i?a the bottom right Y x Y triangle 
and hence Ai + Bi and Ai - Bi aye both band matrices of bandwidth 27 + 1. 
(iv) The number of linearly independent eigenvectors of R(ii) is the sum 
of the numbers of linearly independent eigenvectors of A(1) + B(2) and 
A(1) - B(A). 
(v) Let P = P* a?zd let & be an eigenvalue of either A(1) + B(il) OY 
A(1) - B(i) with corres$onding left aged right eigenvectors zl* and z2 zahere 
zl*zl = z2*+ = 1. Then corresponding to the eigenvalue iii of R(1) there 
aye left and right eigenvectors z3* and zq which satisfy z3*z4 = zl*ze and 
.zg*zg = zq*zq = 1. 
(vi) Let P* = P and let C(n) = CL0 jliC, be a matrix such that at 
least one of the matrices C(A) + A(ii) & B(I) has q repeated eigenvalues. 
Then there is a matrix D(n) = CfZ=04iDi z&h ljCillE = IIDillE, i = 
0,. . , p, such that R(L) + D(1) also has q repeated eigenvalues. 
Proof. (i) Replacing R(il) by Ri - ,U in the results proved above 
shows that the eigenvalues of Ri are those of Ai + Bi together with those 
of Ai - Bi. The result follows. 
(ii) This follows immediately from consideration of the partitioned 
forms of Ri* and R,*Ri. 
(iii) This follows immediately from the definition of J and the 
location of the nonzero elements of Bi J when Ri has band structure. Note 
that a centrosymmetric band matrix must have the band centered on the 
principal diagonal. Note also that when n is odd, only the bottom right 
(Y - 1) x (Y - 1) triangle of Bi may be nonzero. 
(iv) This follows from the relationship established between the eigen- 
vectors of R(1) and those of A@) + B(1). 
(v) Put 23% = (zi*, 5 ~*P)/2l/~ and z4* = (~a*, * z2*P)/2112, choos- 
ing the + or - sign according as zi* and ze are eigenvectors of A (ii) + 
B(A) or A(il) - B(A). It follows from the relationship established between 
the right eigenvectors of R(I) and those of A(1) & B(1), and analogous 
results (similarly proved) for the left eigenvectors, that za and z4 have all 
the required properties. 
(vi) Let 6Ri (respectively 6R(jl), SA(;1), sB(n)) denote the change 
in Ri (respectively R(1&), A(1), B(A)) resulting from changes of 6A, in Ai 
and 6Ri in Bi. Then, by definition of the Euclidean matrix norm [15, p. 571, 
l/6Ri(lE2 = l/WllE2 + 11c%P1/,2 + ((Pc%11,2 + IIJ’WP$C~ = 211WlE2 + 
2)1~%3,1\.~ = l16Ai + 6B,/lE2 + ((6Ai - 6BillE2. But, for any value of 
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6~4, & 6B,, SA, f 6Bi may be zero. Also R(I) + BR(A) has 4 repeated 
eigenvalues if (but not only if) either of the matrices A(A) + &l(n) f 
[B(l) + dB(A)] has 4 repeated eigenvalues. The result follows. q 
It follows from (v) and (vi) of Theorem 1 (and their analogues for 12 odd) 
and standard perturbation theory 115, pp. 68-931 that the eigenproblems, 
(7) or (8), to be solved in the proposed method are at least as well condi- 
tioned numerically as the original eigenproblem, (5) or (6). (See [14] for 
a connection between existence of nearly orthogonal left and right eigen- 
vectors and closeness to a matrix with repeated eigenvalues.) Note that 
the converse of (vi) is not true. It is possible for eigenvalues of A (1) + B(A) 
to be arbitrarily close (or equal) to those of A(1) - B(l) (so that R(1) has 
arbitrarily close or equal eigenvalues) when neither A(i) + B(l) nor 
A(1) - B(A) is close to any matrix with repeated eigenvalues. In this case 
the proposed method should be much more satisfactory for computing 
the corresponding eigenvectors than direct application of some standard 
algorithm to R(A). 
Many centrosymmetric matrices occurring in applications are Hermitian 
(usually real symmetric). Eigenvalues of Hermitian matrices (in fact all 
normal matrices) are well conditioned and there are many excellent 
methods for computing the eigensystems of Hermitian matrices [15] (some 
of which have been modified for skew-Hermitian matrices [ll]). Advantage 
may be taken of the symmetry of Ri and RO in Eq. (2) if one of them is 
positive definite (or, less conveniently, positive semidefinite) [la], as is 
frequently the case in applications. Generally Eq. (2) is simplest if at least 
one of R, and R, is nonsingular. It follows from Theorem 1, (i) and (ii), 
that the matrices to be solved in the proposed method will preserve any 
of these desirable properties of R(il). 
Centrosymmetric band matrices arise in the numerical solution of 
certain differential equations. The preservation of bandwidth shown by 
Theorem 1 (iii) is important because of the great savings in time and 
computer storage afforded by band structure. Theorem 1 (iii) ensures 
more than preservation of band width. Matrices arising in the solution 
of partial differential equations by finite difference methods are not 
normally full band matrices but have block band structure and the nonzero 
submatrices also have band structure. Theorem 1 (iii) ensures that most 
of the corresponding nonzero submatrices of A(1) & B(A) will retain this 
band structure. It also ensures that for any centrosymmetric matrix R(il) 
with band width 2r + 1, A@) + B(I) and A(1) - B(J.) will differ from 
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each other only in the extreme bottom right Y x Y triangle, a fact which 
may be used to economize further on time and storage. 
3.SYMMETRYOFEIGENVECTORS 
DEFIKITION. A vector x = (x,,..., x,)’ is termed symmetric if xi = 
x n+l-_i, i = 1,. . . , n and skew symmetric if xi = - x,+~_~, i = 1,. . . , n. 
Let S be the set of all vectors which aye either symmetric OY skewsymmetric. 
THEOREM 2. (i) If a matrix is centrosymmetric, every eigenspace has 
a basis co&sting of vectors in S. 
(ii) If an n x n matrix has n linearly independent eigenvectors in S, 
the matrix is centrosymmetric. 
Proof. (i) It is readily deduced from results of Sec. 2 that every 
eigenspace of a centrosymmetric matrix of even (respectively odd) order 
has a basis consisting of vectors of one or both of the forms [yz’, (J y)‘]’ 
or [yT, - (J y) TT {respectively [yT,tc, (_I ATIT or [yT, 0, - (J y)'lT}. 
The result follows. 
(ii) Symmetric and skewsymmetric vectors are characterized by the 
equations x = Jx and x = - Jx respectively. In either case, if x is an 
eigenvector of a matrix R, Rx = ;Ix and R Jx = I. Jx for the same scalar A. 
Hence JRJx - Rx = ;Ix - l.x = 0. But this is true for n linearly in- 
dependent vectors and R is n x n. Hence R = JRJ. This is precisely 
the condition that R be centrosymmetric. n 
It follows from Theorem 2 that a nondefective n x n matrix is centro- 
symmetric if and only if it has n linearly independent eigenvectors in 
S. In particular an n x n Hermitian matrix has n linearly independent 
eigenvectors in S if and only if every element is equal to the complex 
conjugate of its mirror image in the secondary diagonal. However, the 
converse of Theorem 2(i) is not true, as is shown by the matrix 
[ 
a+1 -1 
1 i a-l ’ 
where a is any scalar. 
The statement and proof of the following theorem use the notation 
of Sets. 1 and 2. 
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THEOREM 3. Let R, and R, be tridiagonal, Hermitian, centrosymmetric 
(2m + 1) x (2m + 1) matrices with R, positive definite and let Eq. (2) have 
eigenvalues ii, < ii, < * . . < lzrn. Then corresponding to iii (where 0 < 
i < 2m) there is an eigenvector of Eq. (2) which is symmetric if i is an even 
integer and skewsymmetric if i is odd. 
Proof. Let R(A) = AR, + R,. Clearly B(I) = 0 in this case and 
hence A(A) - B(A) is an m x WL principal minor of Q(1). By Theorem 1 
and the remarks preceding it, Q. and Qi are Hermitian and Qi positive 
definite. Hence the eigenvalues of A(A) - B(1) separate those of Q(A). 
But the eigenvectors of R(A) corresponding to eigenvalues of Q(A) are 
symmetric and those corresponding to eigenvalues of A(A) - B(A) are 
skewsymmetric. (See Section 2.) The result follows. q 
We conclude with an application of the preceding results to the 
numerical solution of differential equations. Much of the literature on 
numerical solution of differential equations is concerned with convergence 
results which give no bounds for the truncation error in specific cases. 
Where such bounds are known they usually involve high order derivatives 
of the unknown function and do not allow the computation of rigorous 
numerical error bounds. Yet surprisingly little attention has been given to 
the following question. What qualitative properties of an exact solution of a 
given differential equation will always be shared by an approximate solution 
obtained by a given method? Differential equations are often solved 
numerically when qualitative rather than quantitative information about 
the solution is desired. Yet answers to the above question are known only 
in isolated cases, mainly when the exact solution of the equation is known 
(see for example [2]). In the case of eigenvalue problems good bounds 
may often be obtained for eigenvalues but the position with eigenfunctions 
is much less satisfactory. We now use Theorem 3 to show that certain 
standard methods of solving certain Sturm-Liouville problems yield 
computed eigenfunctions which share an important qualitative property 
with the (unknown) true eigenfunctions. 
Consider the eigenvalue problem 
(fI+‘)’ + (Yz - f3)+ = 0, on [- a9 aI, 
where fl, fz, f3 are given realvalued even functions with fl’, f2, and f3 
continuous and fI > 0, f2 > 0 on [- a, a], with boundary conditions 
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cl&- a) - c24(- a) = 0 = c,+‘(a) + w$(U)> Pb) 
where the constants cr and cs are not both zero. Let the eigenvalues of 
Eq. (9) be 3,e < ;1r < & < * . . . Then it is easily shown that &, the eigen- 
function corresponding to &, is an even function if i is even and an odd 
function otherwise. [The proof uses the uniqueness theorem, the easily 
proved fact that &- t) = c&(t) f or some constant ci, and the classical 
result that c#~ has i zeros in (- a, a) .] 
Let 0 = a,, < a, < * * * < urn = a. Apply the Ritz method [2] to 
Eq. (9) by extremizing 
where 4 is required to satisfy the boundary conditions (9b) and d”(t) = 0 
for - a < t < a except possibly when t = & a, (i = 0,. . . , m - 1) and 




U,,_( + (t + UJ(cr,,l_i - %_i)/(Ui - ai-11, - ai G t G - ai-1 
u,+i-1 + (t - %l)(%,i - %+i-1)/k% - %l)> ai- < t < ai, 
i = l,..., nt, where the values u,+~ and GC,_~ of C#J at ui and - a, are 
parameters determined by the extremization. Note that eta and c(snz are 
eliminated by the boundary conditions which require 
ClMl Cl~Zm-1 
u” = Ic, + cg(u, - a,_,)] ’ uzm = [Cl + c2(um - a,_,)] . 
(We assume for simplicity cl + cz(un - a,_,) # 0. This is always true 
when a, - u,_~ is sufficiently small.) Define x = (c(n CQ,. . ., a2n-l)T. 
Then the approximate solutions of Eq. (9) defined by this procedure are 
given by an equation of the form (2) where R(1) = AR, + R. is (2m - 1) x 
(2~ - 1) and it is easy to show that R, and R, are centrosymmetric. The 
proof is illustrated by the case cr = 0. Direct calculation shows that 
R(I) = [rij(l)] is given then by 
Y m*i,m*i@) = jk* 4 + [f&t 4 - MIk w - d2>(% - %l)-2 a 
ai- 
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ai+ 
+ 1 {flkt 4 + [fkk 4 - lf2kk 41(%+1 - 4”> 
ii 
* (a,+1 -a&2&, i=O,...,m-1, 
ai 
= - I {flkt 4 + rfskt 4 - ~fdzt 41(% - 4kLl - 41 
ai- 
. (U< - a,_l)-2dt, i = 1,. . ., m - 1. 
Since the fi are even functions, R, and RI are centrosymmetric. Moreover 
it is known that, even without the restriction that the fi be even, R, and 
R, are real symmetric tridiagonal matrices and that, when cica 3 0 (or 
when cica < 0 and a, - a,_, is sufficiently small), - RI is positive 
definite. Let the eigenvalues of Eq. (2) be il, < * * * < &m_-2. Then by 
Eq. (10) and Theorem 3, the computed eigenfunction corresponding to 
Ai will be either an even function or an odd function according as i is even 
or odd. But rli is the approximation to & yielded by the Ritz method. 
Hence the computed eigenfunctions share an important qualitative 
property with the exact eigenfunctions. 
Similar results may be proved for finite difference methods. Three 
distinct standard finite difference methods for solving Eq. (9) are illustrated 
by Eq. (5.3.3) of [S] and Eqs. (1.3) and (2.1) of 191. (See also [7].) In every 
case it may be proved that the solution defined by the difference scheme 
is given by the solution of Eq. (2) where RI and R, are tridiagonal (actually 
RI is a pure diagonal matrix in these cases) real symmetric (2~2 - 1) x 
(2~2 - 1) centrosymmetric matrices and RI is positive definite, and the 
successive components of the eigenvector x represent the values of the 
computed eigenfunction at - a,_,, - anl_2,. . . , a,,_,. Hence these 
methods also give computed eigenfunctions which are odd or even accord- 
ing as the corresponding exact eigenfunctions are odd or even. 
So far in this discussion of differential equations no mention has been 
made of round-off errors. Even in the few cases where, in the absence of 
round-off errors, the computed solutions of a differential equation would 
preserve exactly some qualitative property of the exact solutions, round- 
off errors normally disturb this pattern. If, in the above methods of 
solving Eq. (9), Eq. (2) were solved by classical methods, round-off errors 
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would normally mean that the computed eigenfunctions were not exactly 
even or odd functions. However, if Eq. (2) is solved by the method 
described in Sec. 2 it is easily shown that, despite both round-off and 
truncation errors, the computed solutions preserve exactly this qualitative 
property of the true solutions. 
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