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Abstract
Learning to read words aloud is a major step towards becoming a reader. Many
children struggle with the task because of the inconsistencies of English spelling-
sound correspondences. Curricula vary enormously in how these patterns are
taught. Children are nonetheless expected to master the system in limited time (by
grade 4). We used a cognitively interesting neural network architecture to examine
whether the sequence of learning trials could be structured to facilitate learning.
This is a hard combinatorial optimization problem even for a modest number of
learning trials (e.g., 10K). We show how this sequence optimization problem can
be posed as optimizing over a time varying distribution i.e., defining probability
distributions over words at different steps in training. We then use stochastic
gradient descent to find an optimal time-varying distribution and a corresponding
optimal training sequence. We observed significant improvement on generalization
accuracy compared to baseline conditions (random sequences; sequences biased
by word frequency). These findings suggest an approach to improving learning
outcomes in domains where performance depends on ability to generalize beyond
limited training experience.
1 Introduction
Experiences unfold through time, and learning happens along the way. How learning events are
sequenced has an important impact on knowledge acquisition. Educational curricula incorporate
sequential structure at multiple scales such as the organization of a single class, the arc of a semester,
or the trajectory of a degree-granting program. Our research addresses whether machine learning out-
comes can be improved by optimizing the sequence of learning experiences in a complex knowledge
domain. Gains in the efficiency of learning could mitigate limitations on human learning arising from
perception, attention, memory, and other aspects of human cognition [1, 25].
Preprint. Under review.
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The production of serially ordered behavior has been studied since Lashley’s [14] classic work (see,
e.g., [2]). Interleaving is a simple example of how ordering of learning experiences affects learning
outcomes [9, 11, 12, 19, 23, 27]. In other cases, the sequence is determined by structure of the to-be-
learned material. In elementary mathematics, for example, relations among addition, multiplication,
and division dictate the order in which they are taught, allowing instruction to emphasize how one
concept or operation participates in understanding the next, more sophisticated one. Other work
has suggested that starting simple and increasing problem complexity over time can help people
learn more quickly while emphasizing structure that supports generalization [1]. Benefits have been
demonstrated in a variety of learning paradigms, including computational experiments involving
shape recognition and other perceptual tasks, as well as language [7, 20, 26].
Our research examined whether the sequence of learning trials could be optimized in an artificial
neural network trained on a complex problem: learning the correspondences between the written
and spoken forms of words in English. Mastering these correspondences is an important step in
becoming a skilled reader. The material is difficult to teach and there is little agreement about how to
do it. Many children struggle at this early stage, with negative downstream effects on literacy and
life experiences [28]. Spelling-sound correspondences in English are systematic (letters and letter
combinations represent sounds) but inconsistent (numerous forms deviate from central tendencies).
This quasiregular structure [29] exists at most levels of language [4]. The spelling-sound system does
not exhibit any obvious internal structure on which to base a learning sequence. The system consists
of numerous patterns differing in unit size, frequency, and consistency across words. The question
then is whether the sequence of learning experiences (training trials) can be ordered in a manner that
facilitates acquiring this foundational knowledge.
In this paper, we approach sequence optimization as a gradient based optimal control problem for
machine learning (i.e., machine teaching [35]). Given a learning algorithm, a pool of examples to
choose from, and a target model to train, a machine teacher seeks to design a curriculum that conveys
the solution efficiently [34]. However, most of the problems tackled so far in this domain work under
a batch setting [34, 15] or for short training sequences [30].
Our objective is to discover a training sequence such that the generalization performance of the
learner is maximized given a fixed sequence length of 10,000 words. Critically, this is too short
to establish reading proficiency—a critical constraint analogous to the time pressure experienced
by children. Yet, the sequence is long enough to represent a useful amount of experience in early
development and to pose a hard combinatorial problem, given that we explore sequences with as
many as 1,000 unique words in any order. A sequence of this length represents the quantity of words
a child would experience from reading ≈ 80 books appropriate to an early reader.
The main contributions of this paper are as follows. First, we formalize the problem of learning to
read aloud as an optimal control problem. We then show how a teacher can solve this problem in two
steps: 1) using stochastic gradient descent to find optimal distribution of the words at different steps
(time varying distribution) of the sequence, 2) sampling an optimal sequence from the optimal time
varying distribution. Finally, we experiment with two ecologically valid vocabularies composed of
either words a child or an adult is likely to encounter. Our results show significant improvement over
training sequences sampled using metrics that reflect the prevalence of words in a child or adult’s
language environment.
2 Related Work
2.1 Optimal Control for Machine Learning
Optimal control for machine learning (i.e., machine teaching) has been studied in many settings
including cognitive psychology and education [35]. Patil et al. [21] demonstrated that ideal training
sets (i.e., batches) can be discovered for machine learners, and that different batches are ideal for
learners with different constraints imposed. Singla et al. [32] trained human participants on visual
classification problems with a machine teacher that greedily maximizes a submodular surrogate
objective function to select examples from an ideal set. The participants were modeled as selecting
among decision rules stochastically, guided by feedback on their accuracy. Participants trained by the
machine teacher were significantly more accurate at classifying subsequent untrained images. This
work was extended in [17] to explore the utility of additional instructive feedback.
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An iterative version of machine teaching is explored in [16]. Here, the student is modeled as a linear
learner, and the teacher can observe the characteristics of this learner during different training rounds
and choose the next training example appropriately. Sen et al. [30], and Rau, Sen and Zhu [24]
directly optimize the training sequence using hill climb search over a short sequence (T = 60).
Sequences could be optimized to efficiently train an artificial neural network to identify chemistry
molecule representations, and the sequences discovered by the search were more effective than those
designed by human teachers.
2.2 Reading Development
Early reading development rests on the ability of the child to learn as much as possible about how
print and speech are related in order to move on to the more important, subsequent aspects of reading,
namely comprehension [28]. This creates an important issue for education: how can early reading
experiences be structured to support speedy development, including the capacity to generalize [5]?
The prevailing theory embodied in commercial reading curricula assumes that learners need to start
with the smallest words that contain the most predictable spoken patterns, growing over time to be
taught about longer words and larger, less predictable patterns of print.
Programs of instruction vary in their approach, in part because no comprehensive theory of how to
structure the learner’s print environment over time exists. There are a variety of theories concerning
which aspects of sublexical structure children learn to read, and in what order [33], though no theory
exists in this domain that deals with the corresponding teaching problem. This is not suprising
given its combinatorial complexity. Making optimal choices about what to introduce into the child’s
experience and when requires experimentation over high dimensional aspects of language structure
and how that structure can be introduced over time.
3 Preliminaries
3.1 Vocabulary and Feature Vectors
We represent a vocabulary of monosyllabic words with V . Each word in V has an orthographic
input (o ∈ {0, 1}260) and a phonological output (y ∈ {0, 1}200) representation. The input and output
patterns can represent up to 10 letters and 8 phonemes, respectively. Each letter is encoded as a 26
dimensional one-hot vector. Each phoneme is encoded as a 25 dimensional vector of articulatory
features that accommodate all English speech sounds. Each phoneme is encoded as m ∈ {0, 1}25,
such that each articulatory feature is either set or not.
Words are encoded such that the first vowel always occurs in the fourth letter or phoneme position.
For example Vcoals = (__coals___, __kolz__). Notice that oa maps to the single vowel phoneme o.
The fifth letter position was also reserved for vowel representation: Vduct = (__ca_t____, __k@t__).
Note that padding ‘_’ is denoted by zero vectors in both input and output.
3.2 Cognitive Model
We employ an ANN architecture with a long history of relevance in the cognitive science literature on
reading development (Figure 1) [22, 29]. It is a fully-connected feed-forward network with a single
hidden layer (100 units) and sigmoid activation functions on all hidden and output units. Our research
builds on previous efforts to study teaching within a connectionist framework [10], specifically
examining whether the sequence of learning trials can be optimized to support development. The
learner’s environment consists of monosyllabic words that are presented one at a time, all letters
simultaneously in parallel. This allows for the use of a relatively simple, non-recurrent network while
preserving essential aspects of early visual word recognition and its development, namely that a
monosyllabic word can be taken in on a single visual fixation.
The learning procedure is defined by the dynamics xt+1 = f(xt,ut). Here, xt ∈ Xt is the state
of the model before training round t. In our setup, it is the vector of weights of the ANN. The
control input ut is the orthographic, phonological representation pair for a word in the training pool:
ut ≡ (ot,yt) ∈ U ⊂ V . This item is picked by a teacher and presented to the learner for training
at round t. The function f defines the evolution of the state under external control. Here, it is a
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Figure 1: ANN cognitive model. It takes as input the orthographic representation of a word and
predicts the phonological representation. ai indicates the i-th position of the input character vector.
The continuous output vector is first decoded into individual phonemes, and then the complete
phonological representation.
backpropagation function with Nesterov momentum and cross entropy loss function. The training
round t ranges from 0 to T − 1 where the time horizon T is fixed at 10K.
After training is complete, the model can be used to make predictions denoted by yˆ = A(xT ,o).
Here yˆ ∈ [0, 1]200. We decode yˆ by first identifying individual phonemes. Let M denote the set of
all possible phonemes (including padding). Given a continuous vector mˆj ∈ [0, 1]25, we decode
it to a phoneme by m′j = argminm∈M (‖mˆj −m‖2). Let y′ ≡ [m′1, . . . ,m′8] i.e., y′ denote the
concatenation of the decoded phonemes. Then the prediction is correct if y′ = y. We use the function
ρ : [0, 1]200 → {0, 1}200 to denote the complete decoding procedure i.e., y′ = ρ(yˆ).
3.3 Teacher’s Cost Functions
The teacher takes into consideration two separate costs while designing a training sequence: a running
cost and a terminal cost. The running cost (denoted by gt(xt,ut)) identifies how difficult/easy a
problem is to teach to the learner. The terminal cost on the other hand is defined on the final state of
the learner i.e., the trained model:
gT (xT ) =
1
|E|
∑
(o,y)∈E
1(ρ(A(xT ,o)) 6= y) (1)
Here, E = V − U is a test set and 1(·) is the indicator function. The terminal cost estimates how
well the learner generalizes to unseen examples.
4 Optimal Control Problem
In this section we define the teacher’s optimal control problem and propose a solution. The teacher’s
objective is to find a sequence of control inputs (training example sequence) that reduces the total
cost. We consider all examples to be equally difficult/easy. As the time horizon T is fixed, total
running cost is also fixed. This reduces the teacher’s objective to
min
u0,...,uT−1
gT (xT )
s.t. xt+1 = f(xt,ut),ut ∈ U,∀t
x0 given (2)
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We propose a gradient based solution to this problem in two steps. We start by defining a time varying
distribution over the examples in U . We assume the teacher has a start multinomial P = (p1, . . . , pK)
and an end multinomial Q = (q1, . . . , qK) over U . Here, K = |U |. At training round t = 0, . . . , T ,
the teacher uses an interpolated multinomial:
Rt = (T − t)/T ∗ P + t/T ∗Q (3)
The teacher will then draw ut ∼ Rt and train the learner with this example. (P,Q) then defines
the time varying distribution. We call this a time varying distribution as Rt changes at each training
round. We find an optimal value for this pair: (P ∗, Q∗) = argmin(P,Q)E[ψ(P,Q)]. Here ψ(P,Q)
denotes the terminal cost of a sequence drawn from the interpolated multinomials in (3) defined by
(P,Q). As ψ(P,Q) is stochastic, we minimize over the expected terminal cost. After identifying
(P ∗, Q∗) we sample multiple sequences from the time varying distribution and pick the best one to
solve (2).
This two step procedure has multiple advantages over solving (2) directly. First, (2) is a combinatorial
optimization problem. Such problems are hard to solve in practice, especially for long sequences.
Using a time varying distribution on the other hand allows us to optimize over a continuous space.
Moreover, directly solving the combinatorial optimization problem does not allow us to easily identify
why a particular sequence is better than others. But finding (P ∗, Q∗) allows us to readily understand
different properties of good sequences. For example, by inspecting P ∗, Q∗ and R∗t we can identify
examples that are more important during the various training rounds.
Because (P,Q) are themselves multinomial distributions, they have a natural normalization constraint
and are bounded. We circumvent this issue by reparametrizing P as (α1, . . . , αK−1, αK = 1) ∈ RK ,
unconstrained. Note that the last element is a constant 1. We recoverP byPi = expαi/
∑K
j=1 expαi.
Similarly Q is reparametrized as (β1, . . . , βK−1, βK = 1) ∈ RK . We now optimize z =
(α1, . . . , αK−1, β1, . . . , βK−1) ∈ R2K−2: z∗ = argminz∈R2K−2 E[`(z)]. E[`(z)] denotes the ex-
pected value of the terminal cost function when training sequences are sampled using z. We find z∗
by using stochastic gradient descent (sgd) with momentum
Γs+1 = γΓs + η∇E[`(zs)]
zs+1 = zs − Γs+1 (4)
Here, η and γ are step size and momentum respectively. Γ0 is set to 0. ∇E[`(zs)] is the gradi-
ent of E[`(zs)] with respect to zs. We estimate ∇E[`(zs)] by using finite difference stochastic
approximation[8]:
∇E[`(zs)] ≈ Ev[(E[`(zs + δv)]− E[`(zs)])v](2K − 2)/δ (5)
Here, v ∈ R2K−2 is a uniformly random unit vector and δ > 0. Note that the outer expectation is
taken over v.
5 Experiments and Results
In this section, we empirically evaluate our proposed solution. We compared our results against
multiple baselines where the words are sampled with respect to their natural frequency in the
environment. We ran sgd with momentum in two steps. First we found an optimal distribution (P¯ ∗)
from which the words can be drawn. Note that this is not a time varying distribution. Here, P¯0 was
initialized as a uniform vector. We ran sgd with momentum again to find the optimal time varying
distribution by initializing (P0, Q0) with (P¯ ∗, P¯ ∗).
5.1 Datasets
We constructed two different training corpora of monosyllabic words, one using prevalence statistics
relevant for adults and the other for children. Child words were selected if they appeared at least twice
in the corpus of 250 children’s books, and if a word possessed an age of acquisition (AOA) rating of
9 years old or younger from relevant norms [13]. Additionally, words needed to have a string length
of greater than one and contain an orthographic vowel (e.g., the word "hmm" was discarded despite
being included by the above criteria). This yielded a vocabulary of 2869 words in total. In order to
have a corresponding set of words for comparison to the primary child set, we followed a similar
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(a) child (b) adult
Figure 2: Efficiency for different training pool sizes. Average efficiency peaks at training pools of
size 200. The black bar shows the 25th and 75th percentile.
procedure using prevalence statistics for adult texts. The top 1000 most frequent monosyllabic words
were selected from the Corpus of Contemporary American English (COCA) [6] regardless of their
presence in the child set. An additional 1869 words were selected by their rank frequency past the
1000th most frequent monosyllabic word in COCA, skipping words that were present in the child
set. This sampling strategy was used in order to minimize the dependence of the two sets without
skipping too many very common words. This resulted in a comparison set with 947 words (34%)
also appearing in the child set.
Each vocabulary is divided into a training pool and test set. First, we chose how many words should
be a part of the training pool, evaluating training pools of different sizes. For a particular size K, we
randomly divided the vocabulary into a training pool and a test set. Then we batch trained the ANN
cognitive model on this training pool to convergence and calculated the number of words that are
correctly predicted by the trained model in the test set. We represent this value with c. For this batch
training we used a learning rate of 0.1 for faster convergence. We evaluated efficiency of size K as
c/K. This process was repeated 100K times to find the average efficiency for a particular K. We
performed this experiment for K = {100, 200, . . . , 1000}. The results are shown in Figure 2. It can
be seen that on average K = 200 is the most efficient and hence this particular K value is used. We
also used K = 1000 for further experiments as children are expected to encounter a larger variety of
words in a classroom setting. For a fixed K, we chose the training pool/test set split that resulted in
the largest test set accuracy in the aforementioned experiment.
5.2 Hyperparameters
For the ANN cognitive model we used a learning rate of 0.02 and a Nesterov momentum of 0.9.
These values were motivated by previous explorations in this domain [5]. For sgd with momentum in
(4), we set η = 0.01 and γ = 0.9. We set δ = 0.01 to estimate ∇E[`(zs)] in all experiments. We
approximated Ev[(E[`(zs + δv)]− E[`(zs)])v] in (5) by sampling 20 and 100 uniform random unit
vectors v for K = 200 and K = 1000 respectively.
5.3 Baselines
To compare our results we considered multiple baselines drawn from data that convey the prevalence
of words in our experimental corpora in speech and print, many of which were also used for sampling
words for inclusion in the corpora. Given that printed and spoken language varies according to the
audience for which it is designed, we gathered data for our words relevant to both adult and child
audiences and from spoken and printed sources. Child-directed speech data were taken from the
CHILDES database [18]. A baseline derived from word frequencies in child-directed text was also
used, drawing from the same source that was used in sampling our child-directed words described
previously (The Wisconsin Children’s Book Corpus). AOA data [13] were used for estimates of the
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(a) child,K = 200 (b) adult,K = 200
(c) child,K = 1000 (d) adult,K = 1000
Figure 3: Average test accuracy for different distributions sampled over 1000 sequences. The error
bars show standard error. The optimal sequence test accuracy for each distribution is presented with
an ‘*’ above each bar.
age at which words were learned from non-print based sources. A baseline from adult-directed text
frequencies utilized the COCA [6], a common large database used for text frequencies. Paralleling
the child-directed sources, values for child-directed speech were also used as a baseline, utilizing data
from the SUBTLEXus databases [3]. While SUBTLEXus isn’t strictly a speech database, these data
represent usage in movies, which we take to be speech-like. Additionally, we implement a baseline
using a uniform sampling probability over all candidate words, not favoring any particular word
in the selection process. The sampling probabilities drawn from these baselines serve as relevant
comparisons for our optimized probabilities.
5.4 Results
The expected test set accuracy of the optimal distributions, along with the baseline models, are
presented in Figure 3. These results show that we were able to find time varying distributions that
are significantly better than the baselines. The gains are higher for K = 200 than K = 1000. It
should also be noted that the overall test accuracy values found using K = 200 are significantly
lower than that of K = 1000. This is not surprising given that more irregular words are incorporated
into the K = 1000 training pool, meaning that they are not in the generalization set. But in all cases
the average test accuracy for (P ∗, Q∗) is statistically better than that of P¯ ∗ and the other baselines
(p < 0.001 for student’s t-test). The corresponding optimal sequence test set accuracy values are
presented with ‘*’ in the same Figure. Not surprisingly, the optimal sequence found using (P ∗, Q∗)
is always the best one.
In trying to determine those aspects of words that make them well suited to enhance learning, we
calculated a number of word-level variables that might help us understand the distributions of P ∗
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and Q∗. Orthographic neighborhoods were calculated as Levenshtein Distance with DLev = 1.
Phonological neighborhoods were determined by the number of words sharing the same orthographic
body (i.e., the ushed in hushed) and phonological rime (i.e., the /2St/ in /h2St/ for hushed). For
example, rushed is a neighbor of hushed but pushed is not, despite sharing its body. Phonological
density refers to the number of features on (i.e., equal to one) for a given word’s target phonological
representation. Finally, three measures of Shannon Entropy were calculated, representing estimates
of the predictability of a given orthographic unit’s associated phonological code[31]. The entropy
of the oncleus unit (orthographic onset plus orthographic nucleus) is calculated with respect to any
consonants that come before the orthographic vowel segment plus the vowel segment (i.e., the broo
in brook). Vowel entropy is calculated for the orthographic vowel segment (i.e., the oo in brook). And
the rime entropy is calculated for the orthographic vowel and everything that follows it (i.e., ook in
brook). Vowel entropy is calculated for the orthographic vowel segment (i.e., the oo in brook), and
the rime entropy is calculated for the orthographic vowel and everything that follows it (i.e., ook in
brook). Three word prevalence measures are also included (AOA, child text frequency, and adult text
frequency).
Table 1: Correlations between word-level variables and mean of P ∗ and Q∗. Correlations calculated
as Spearman’s ρ, and bolded if p < .05.
Variable Child, K = 200 Adult, K = 200 Child, K = 1000 Adult, K = 1000
Orthographic length 0.01 0.16 0.02 0.01
Phonological length 0.1 0.23 0.05 0.02
Orthographic neighbors 0 -0.1 -0.05 0.02
Phonological neighbors 0.02 -0.08 -0.11 -0.03
Phonological density 0.11 0.15 0.05 0.02
Morphology 0.05 -0.14 0.05 0.02
Oncleus entropy 0.03 0.14 -0.01 0.02
Vowel entropy 0.07 0.22 0.03 0.02
Rime entropy -0.18 0 -0.05 0
Age of acquisition 0.05 0.11 0 -0.01
Child text frequency -0.02 -0.12 0.04 0.02
Adult text frequency 0.03 -0.12 -0.04 0
A few observations can be made about these correlational results in an attempt to understand what
makes a word beneficial for learning. Orthographic and phonological length correlate with average
sampling probability in the adult, K = 200 condition. Some conditions tended to optimize for the
predictability of subword orthographic units with respect to their phonology, namely the models
trained on a candidate pool of 200 words. However, the particular unit differs across conditions. The
child, K = 200 condition is associated with higher sampling probabilites for rimes (word endings),
and the corresponding adult condition with word-initial segments (onclei) and vowels. This connects
with findings in the reading development literature that have documented varying and sometimes
conflicting findings about the location of statistical regularities that influence behavior in reading
development [31, 33]. Little is explained by the structural properties included here for the conditions
in with larger candidate pools. Only the number of phonological neighbors seem to be related to
mean of P ∗ and Q∗ and only in the child model for the models trained with 1000 eligible words.
6 Conclusion
We have demonstrated a gradient based optimal control approach for discovering long sequences that
achieves efficiency gains above and beyond batch optimization and frequency-weighted sampling.
Compared to the prior state of the art, which was restricted to applications with short sequences,
successful optimization over T = 10, 000 with as many as 1, 000 unique elements is a noteworthy
advance.
The learning environments employed in our simulations were constructed for their relevance to
development as established from prevalence statistics for child and adult print and speech. We find an
optimal time varying distribution defined using two distributions over training words, which can be
used to establish good training sequences for the learner. Having done so in a cognitive architecture
that simulates visual word recognition and development [29, 22], this is potentially a first step towards
practical applications in reading education [28].
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While variability in selection probabilities assigned to words across candidate pools indicate words
that are useful for learning and performance, the structural properties that lead to their utility need to
be studied further. The distributions for P ∗ and Q∗ across conditions aren’t substantially different in
the optimization attempts reported here, despite success in optimizing relative to several motivated
comparison conditions including a P ∗ only distribution. In future work, more needs to be done
to explore the effects of defining the time varying distribution using more than two distributions,
positioned in ways throughout the sequence that may show advantages over the linear interpolation
scheme employed here. This includes experimentation with non-linear interpolation functions over
the distributions to define Rt.
Nonetheless, our results show the possibility and potential of optimizing the sequence of words
an early developing reader is exposed to in order to enhance learning, including generalization to
untaught words.
Broader Impact
Reading is a fundamental cognitive skill that impacts all aspects of short and long term human
development starting early in life. Our work seeks to develop solutions for improving literacy
outcomes through the use of efficient and scalable computational methods that can be applied to
reading development for early, emerging readers. As a result, our work is for the common good and
is oriented towards ameliorating the challenges posed by learning in complex deep orthographies
(like English) in an effort to counter the deleterious effects of illiteracy related to this property of the
system as well as other factors. We understand that one size does not fit all and the sequence found by
our current approach may not benefit all learners due to individual differences. However, these are the
first steps in taking into consideration variability across individual learners when defining sequences
that support learning. We do not believe that the data reported on here draw from any particular
cognitive or other biases. Biases are only relevant insofar as they are reflected in the frequency of use
represented in the prevalence data we draw from in our methods, and the use of these data is very
common across psychological, educational, and computational fields. Hypothetically, our work could
be applied to training set poisoning in a way that could be harmful. While this is not the focus of our
work, we acknowledge the possibility of the technology being misapplied in ways that might have
negative consequences in applications where a nefarious user poisons a training sequence to fool a
machine learning system.
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