Introduction
Let J(n denote the set of all n x n complex matrices. For A £ Jin, let A(ix, ... , ir) denote the submatrix of A formed by deleting the rows and columns ix, ... ,ir of A. Concerning the eigenvalues of a Hermitian matrix and those of its principal submatrices, we have the following well-known interlacing theorem (e.g. [2] or [3, pp. 185-188] ). Theorem A. Let H bean nxn Hermitian matrix with eigenvalues Xx < ■■• < X" and 1 < r < n -1 be fixed. Then there exists a unitary matrix U such that UHU* (I, ... , r) has eigenvalues tjx < ■■• < nn-r if and only if (1) Xj <t]j <Xj+r , j = l.n-r .
The eigenvalues of H are the roots of the equation det(A7 -H) = 0. A more general setting is to consider the roots of (2) det(XC -H) = 0 where C is positive definite. It is known (see [6] or Theorem 1 in Section 2) that there is a Hermitian H such that the roots of (2) are Xx < ■ ■ ■ < Xn and the roots of (3) det((XC-H)(l,... ,r)) = 0 are r¡\ < ■ ■ ■ < n"-r if and only if (1) is satisfied. Instead of just one, let us consider several principal submatrices at the same time. In [5] , Thompson proved the result below when n = • • • = rk = 1. It was generalized to the case when r{ = • • • = rk in [1] , but actually the proof there can be modified so as to obtain the following theorem. Theorem B. Let H be an nx n Hermitian matrix with eigenvalues Xx <■■■ < Xn, and r\,... ,rk (k >2) be positive integers such that r\ + ••• + rk < n . Then as U varies over all unitary matrices, the eigenvalues n\1' < • • • < t¡"_ri of the principal submatrix UHU*(rx -\-h r,_i + 1,... , rx H-\-r¡) of UHU*, for I < i < k, independently assume all values permitted by the interlacing inequalities (4) Xj < rjf < XJ+r¡ , j = 1, ... , n-n , i= I, ... , k , if and only if each distinct eigenvalue of H has multiplicity at least rx-\-\-rk .
In this paper, we consider the parallel problem for the pencil XC -H. The result when T\ = • • • = rk = 1 is given in [6] . Here, making use of Theorem B, we solve the problem for the general case (see Theorem 2 in Section 2).
In our discussion, let / and O be, respectively, the identity and zero matrices of appropriate order. The direct sum of matrices A and B is denoted by A © B, and let diag(Ai, ... , Xn) be the diagonal matrix with diagonal entries Xx, ... , Xn. Let ( , ) denote the Euclidean inner product on C" .
Results
Throughout this section, let C be an n x n positive definite matrix and suppose C = XX* where X is invertible. As the roots of (2) are exactly the eigenvalues of X~XHX*~X , we easily obtain the following lemma. Hence, we know that the roots of (3) are exactly the eigenvalues of c7diag(Al5 ... ,Xn)U*W*(l,... ,r).
The result follows from Lemma 1 and Theorem A. □ By Lemma 1, we easily obtain the following lemma.
Lemma 2. Let H be an nx n Hermitian matrix, and suppose Xo is a root of (2) with multiplicity m. Then rank(A0C -H) = n -m . 
, X". This is the case irrespective of the choice of , ?7"_,-2. If ri +r2 = n so that no ^33 appears, then z = zi and thus zi = 0 gives a contradition. We now assume rx+r2 < n . As X"I-An is positive semidefinite and 733 is invertible, we conclude that Xn is an eigenvalue of ^33. If Ari < A"_i, let F be a unitary matrix such that VAnV* = diag(aj, ... , a"_r,_r2_i, Xn). 
