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ABSTRACT
The contents of this paper reflect a portion of the conference tutorial on the application of response surface methodology to simulation. In this paper we will present an outline of the methodology and give a simple example of its application to a two variable optimization problem.
In the tutorial itself we will discuss the methodology in greater detail and discuss an additional application to a six variable optimization problem. The examples are taken from the simulation of a semiconductor manufactutig line.
INTRODUCTION
This is a discussion of the application of the statistical methodology of response surface exploration to simulation. Speciilcally, it is a discussion of the methodology summarized in the book "Empirical Model Building and Response Surfaces" by Box and Draper (1987) . We assume that the simulation model has K continuous parameters 61, ... . 6~and that we are interested in a performance characteristic, C(O 1, ,.. , d~), of the model, which is the expected value of an output random variable, Y(Ol, ... . 0~). In the examples we will consider, C is a cost function derived from the expected cycle time in a model of a semiconductor manufacturing line. The cycle time is the time from beginning of manufacture to completion. We are interested in "exploring" the surface C((I1, ... . OK). Y(61, ... . 19~) will be the sample mean of the cost function over a simulation run. The methodology we will describe involves the "classical" application of experimental design based on standard least squares theory.
We assume that C(tll, ... . 19~) is smooth enough so that it can be approximated by either a f~st or second degree polynomial over the sequence of regions of experimental activity.
The methodology is sequential in nature with each successive experiment building on the results and insights of earlier experiments. Thus, it is ideally suited to simulation because of the relative ease with which data can be obtained in the simulation context. In section 2 we will discuss the fitting of fwst order polynomials.
In section 3 we will discuss the fitting of second order polynomials (quadratics). In section 4 we will combine the results of sections 2 and 3 and discuss the optimization problem; i.e., the location of maxima or minima. We will give a simple example illustrating the technique on a semiconductor manufacturing model with two variables. The talk will go into much gyeater detail than the paper in all aspects of the methodology.
Further, in the talk, in addition to the two variable example, we will give a six variable example.
FIRST ORDER MODELS
In fitting a f~st order model we assume that, in the region over which we conduct the experiment, C(e,, ... . OK) can be approximated by a function of the form K C(e,, ... ,6K)=~+~akekf (1) k=l i.e. by a fust order polynomial.
To explore this hypothesis the methodology uses 2 level fractional factorial designs with center points.
In these designs a rectangular region of the (61, ... . 13~) space is defined by specifying two levels for each of the parameters, i.e. by specifying 19~1 < ekz k = 1, ... . K. These sets of levels would be such that, in the context of the application, it would make sense to explore a fwst order model over the region so defined. Draper. The information fi.mction is a function of 2k -P, rC, r, and the total number of center points.
Once the central composite design has been generated, the runs are made and the results are analyzed.
The coefficients are generated, confidence intervals produced, and the model checked using standard least squares methodology.
The fitted second order model will have a stationary point. The experimenter will be interested in the characteristics of this stationary point and its location relative to the region of the design. There are two canonical forms of the model which are usefid for interpreting the stationary point and the behavior of the fitted surface in the region of the design.
In the type A canonical form the axes are rotated so as to remove the cross product terms. We generated such a function by assuming the cost to be given by C(el, eJ = R(el, eq) + 2oo@~-1)2+ 1200(1 -62)2 This cost function is plotted in figure 2 . This function was developed to provide an example for the methodology.
We wanted a fi.mction which possessed a minimum in a region of feasible values for the parameters.
Its 
The Experiment
In the work to be described next, we used an exper- We started the process of finding the minimum of C(f?l, 64 in a region in the immediate vicinity of the base case. We ran a 2 level experiment (with center points) with the levels of 01 being 1 and 1.2 and the levels of 62 being .9 and 1. We ran a fidl factorial design replicated 5 times with 5 center points. Hence, we have to make the appropriate transformation to generate a sequence of points along the direction of steepest descent starting from the center of the initial design, the point (01, /32)= (1.1, .95).
We explored C(61, 19Z)along this path to estimate the point at which it assumes a minimum. This estimated minimum point will be the center of the second design.
In estimating this minimum point we estimated C(61, 02) at a sequence of eight equally spaced points each separated by a unit distance in (xl, x2) coordinates.
At each point we made 16 replications (i.e. 16 simulated runs).
The estimates of C(t?l, Q along with 950/0 cotildence intervals are shown in figure  3 . Notice there is a shallow minimum at the ftih point.
We selected the location of this ffith point as the center for the second design.
It is located at the Figure 6 we have plotted the contour function of the fitted quadratic over the experimental region.
The best way to view the behavior of the tit in this case is in terms of the type B canonical form. The contours of constant cost are ellipses centered at the minimum point. This has been a brief discussion on the application of the response surface exploration methodology of Box and Draper (1987) 
