On the uselessness of quantum queries  by Meyer, David A. & Pommersheim, James
Theoretical Computer Science 412 (2011) 7068–7074
Contents lists available at SciVerse ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
On the uselessness of quantum queries
David A. Meyer a, James Pommersheim a,b,∗
a Project in Geometry and Physics, Department of Mathematics, University of California/San Diego, La Jolla, CA 92093-0112, United States
b Department of Mathematics, Reed College, Portland, OR 97202-8199, United States
a r t i c l e i n f o
Article history:
Received 8 April 2010
Received in revised form 19 May 2011
Accepted 28 June 2011
Communicated by M. Hirvensalo
Keywords:
Computational learning theory
Oracle problem
Query complexity
Lower bound
a b s t r a c t
Given a prior probability distribution over a set of possible oracle functions, we define
a number of queries to be useless for determining some property of the function if the
probability that the function has the property is unchanged after the oracle responds to the
queries. A familiar example is the parity of a uniformly random Boolean-valued function
over {1, 2, . . . ,N}, forwhichN−1 classical queries are useless.We prove that if 2k classical
queries are useless for some oracle problem, then k quantum queries are also useless. For
such problems, which include classical threshold secret sharing schemes, our result also
gives a new way to obtain a lower bound on the quantum query complexity, even in cases
where neither the function nor the property to be determined is Boolean.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Many computational problems involve queries to an oracle (calls to a subroutine) that evaluates some function f at the
argument x passed to it and returns the result f (x). Typically, the task is to use the oracle to determine some property of the
unknown function. An important example for quantum computation is PERIOD FINDING [1,2] (the ABELIAN HIDDEN SUBGROUP
PROBLEM [3,4]), where the function is invariant under addition of some constant to its argument and the task is to find that
constant. Another example is CONCEPT LEARNING, where there is some set (the concept class) of Boolean-valued functions and
the task is to identify exactly which one (the concept) the oracle is evaluating [5]. Grover’s UNSTRUCTURED SEARCH problem
[6] is an instance of concept learning, where the possible functions each take the value 1 for exactly one argument and the
value 0 for all other arguments.
A natural goal is tominimize the number of queries to the oracle needed to solve the problem; this minimum is the query
complexity of the problem. An alternative goal is to maximize the probability of determining the desired property of f using
no more than some fixed number of queries, k. Although this probability is clearly non-decreasing in k, when it does not
increase with additional queries, we might say that these queries provide no information, or describe them as useless.
For example, consider Deutsch’s problem, in which f : {1, 2} → Z2 and the property to be determined is f (1) + f (2)
(modulo 2) [7]. If f is chosen uniformly at random, then the prior probabilities for the value of this sum are each 1/2. In this
case, a single classical query is useless: the posterior probabilities for the value of the sum are unchanged after the oracle
responds to either query. A single quantum query, on the other hand, is not useless: used properly, it identifies the value of
the sum with probability 1 [8].
But this raises a natural question: Can quantum queries be useless? In this paper, we formalize the notion of uselessness
and study problems for which the answer to this question is ‘‘yes’’. Our main result is a relation between the uselessness
of classical and quantum queries: if 2k classical queries provide no relevant information about f , then k quantum queries
provide no relevant information about f .
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Themaximumnumber of queries that is useless will always be a lower bound for the query complexity; thus our analysis
provides a newmethod for finding a lower bound for the quantumquery complexity of any problem forwhich some number
of classical queries is useless.
For clarity, we mention that throughout this paper, we use the phrase ‘‘query complexity’’ to refer to bounded error
query complexity. This notion requires a quantum algorithmwith the property that for any chosen f , the algorithm outputs
the correct answer with probability at least 2/3 (or any number bounded away from 1/2), without reference to a prior
distribution on f . It is easy to see that such a quantum algorithm cannot be useless in the sense of the definition in Section 2.
A familiar problem to which our results apply is PARITY, a generalization of Deutsch’s problem in which N ∈ N is fixed, an
arbitrary function f : {1, . . . ,N} → Z2 is chosen uniformly at random, and the property to be determined is the (modulo
2) sum of the values of f . This problem is an example of a black box oracle problem, in which the values f (1), . . . , f (N) form
an unknown N-bit string. Since N − 1 classical queries reveal no information about the parity of this string, our result says
that ⌊(N−1)/2⌋ quantum queries are also useless. This implies that the quantum query complexity must be at least ⌈N/2⌉.
Beals et al. obtain this same lower bound using the polynomial method, and note that this bound is realized by a quantum
algorithm that applies the solution to Deutsch’s problem to the function values in pairs [9].1
PARITY is a simple example of a classical threshold secret sharing scheme. In the oracle problem framework, a classical
(k,N) threshold secret sharing scheme [11] can be described as a set of functions f : {1, . . . ,N} → Y together with some
property of f that can be determined by any k distinct classical queries, but aboutwhich no k−1 classical queries provide any
information. So as a corollary of our main theorem, we find that any classical (k,N) threshold secret sharing scheme defines
an oracle problem for which ⌊(k− 1)/2⌋ quantum queries are useless and which therefore has quantum query complexity
at least ⌈k/2⌉.
Thus our results also give new quantum lower bounds, e.g., for POLYNOMIAL INTERPOLATION, a threshold secret sharing
scheme introduced by Shamir [11]. Here the function f is a polynomial function of degree k over Zp, with k + 1 < p,
and the problem is to determine f (0). The theory of polynomials easily implies that k + 1 classical queries suffice, but k
queries yield no information. Applying our general results, this implies that ⌊k/2⌋ quantum queries yield no information
and thus at least ⌊k/2⌋ + 1 quantum queries are necessary.
As this problem exemplifies, our formulation includes oracles that return more than a single bit in response to a query;
it is thus more general than the one in which query complexities of Boolean functions are studied. Moreover, as indicated
in the discussion of Deutsch’s problem above, our formulation also includes a prior probability distribution over possible
oracles. As such it includes the more commonly studied cases of total and partial functions as special cases: the former has a
constant probability distribution over all functions, while the latter has a two-valued probability distribution that vanishes
on disallowed functions.
Furthermore, themethodsweuse to prove themain theoremare new. In the Appendix,we showhowan existingmethod,
the polynomial lower boundmethod [9], together with an observation of Buhrman et al. [12], can be used to prove a special
case of our theorem, namely the case in which we wish to compute a Boolean function, or partial Boolean function, of an
N-bit string. But these existing methods do not appear to suffice to prove our theorem in complete generality, i.e., in their
current form they do not apply to the case in which the set Y has more than 2 elements, nor to the case in which we wish
to compute more than just a Boolean classification of the allowed functions.
We also note the independent work of Kane and Kutin [13], in which the authors study the quantum query complexity
of the polynomial interpolation problem. For this purpose, the authors prove a theorem similar to our Theorem 1 using the
polynomial lower bound method. In that work, the codomain Y is allowed to be an arbitrary finite set, but problems are
restricted to learning a Boolean function. A model of random queries is also introduced in [13], and the authors prove a
lower bound for quantum query complexity in this context.
2. The definition of uselessness
Let X and Y be finite sets, and let C ⊆ Y X be a subset of the set of all functions from X to Y . Boolean-valued functions,
i.e., Y = Z2, are commonly studied—in computational learning theory, for example, where C is called a concept class [5].
Suppose that the class C is partitioned into disjoint subclasses Cj, j ∈ J . In the learning problems

C, {Cj | j ∈ J}, µ

we
are considering, an element f is chosen from C according to an arbitrary, but known, prior probability distribution µ, and
the task is to determine to which subclass Cj the function f belongs. Information about f is available only via an oracle that,
given a query x ∈ X , returns the value of f (x). To formalize the action of this oracle we begin by recalling some standard
notation:
Let H = CX ⊗ CY ⊗ CZ , where Z is a finite set.2 The three tensor factors represent query, response, and auxiliary
registers, respectively. We assume that Y is an abelian group, and that the quantum oracle Of acts on H by addition of
f (x) into the response register. (Everything in the following, however, can be carried out more generally in the permutation
1 Farhi et al. obtained the same results using a different method [10].
2 Many authorswouldwriteC|X | wherewe havewrittenCX .We prefer our choice since it is compatiblewith the named computational basis {|x⟩ | x ∈ X},
labeled by elements of X rather than by nonnegative integers.
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model introduced in [14].) Thus the action of the oracle Of : H → H is specified by the following permutation of the
computational basis
Of : |x, y, z⟩ → |x, y+ f (x), z⟩.
A general k-query quantum learning algorithm can now be described as follows: An initial state is prepared with density
matrix ρ0 ∈ H ⊗ HĎ. The algorithm passes this state to the oracle, which acts by Of ; then the algorithm acts by some
unitary operator U1, independent of f ; and the state is again passed to the oracle; etc. After the kth call to the oracle, the
algorithm applies a last unitary operator Uk to arrive in the final state
ρf = UkOfUk−1 . . .U1Of ρ0OĎf UĎ1 . . .UĎk−1OĎf UĎk . (1)
The last step is a POVM {Πs} indexed by an arbitrary set S. Somemap S → J , which is part of the algorithm (and independent
of f ), specifies the subset Cj to which we conclude f belongs. (Notice that the unitary operator Uk is unnecessary, since it
could be incorporated into the measurement. It is notationally convenient, however, to include it.)
Our main result concerns situations in which no information about the part Cj to which the function f belongs can be
derived from some number of classical or quantum queries. We now make this notion precise.
Definition (Classical Version). Let

C, {Cj | j ∈ J}, µ

be a learning problem as described above. Then we say that k classical
queries yield no information, or are useless, if for any x1, . . . , xk ∈ X and y1, . . . , yk ∈ Y ,
µ

f ∈ Cj | f (xi) = yi, i = 1, . . . , k
 = µ(f ∈ Cj), for all j ∈ J.
That is, the probability of f being in any of the sets Cj is independent of the knowledge of any k function values.
Definition (Quantum Version). Let

C, {Cj | j ∈ J}, µ

be a learning problem as described above. Then we say that k
quantum queries yield no information, or are useless, if for any k-query quantum algorithm with initial state ρ0, unitary
operations U1, . . . ,Uk, and measurement {Πs},
µ(f ∈ Cj | s) = µ(f ∈ Cj), for all s ∈ S, j ∈ J .
That is, the probability of f being in Cj is independent of any measurement taken after k calls to the oracle.
3. From classical to quantum uselessness
Having made these definitions precise, we can state our main result.
Theorem 1. Let

C, {Cj | j ∈ J}, µ

be a learning problem. Suppose that 2k classical queries are useless. Then k quantum queries
are useless.
Example 1 (PARITY). As we described in the Introduction, Theorem 1 applies to PARITY: Let N ∈ N, and let C be the set of all
functions from {1, . . . ,N} to Z2 with a uniform prior distribution. Partition C into C0 and C1 according to the sum of the
values of f . Then it is easy to see that N − 1 classical queries are useless. Thus, by Theorem 1, ⌊(N − 1)/2⌋ quantum queries
are also useless. Since PARITY can be solved with ⌈N/2⌉ quantum queries (using repeated XORs, i.e., solutions to Deutsch’s
problem), the quantum query complexity of PARITY for exact solution is exactly ⌈N/2⌉, reproving a result of Farhi et al.
[10] and Beals et al. [9]. Theorem 1 tells us a little more, namely that using 1 fewer query than this there is no quantum
algorithm that succeeds with probability greater than 1/2, a result that we show in the Appendix also follows from the
analysis of unbounded error quantum query complexity of Boolean functions by Montanaro et al. using more complicated
machinery [15].
Example 2. Generalizing Deutsch’s problem in a different direction than does PARITY, let C be the set of all functions from
{1, 2, 3} to Z3 with a uniform prior distribution. Let C = Ceven ⊔ Codd, where a function f is defined to be even or odd
depending on whether the size of the image of f is even or odd. Notice that the prior probability Pr(f ∈ Ceven) = 2/3, not
1/2. It is straightforward to check that two classical queries yields no information. Thus, by Theorem 1, a single quantum
query is useless. (It turns out that two quantum queries suffice to solve this problem with probability 1. This result and
generalizations will be the subject of a subsequent publication [16].)
Example 3 (POLYNOMIAL INTERPOLATION). Shamir’s example of a threshold secret sharing scheme [11] provides a distinct family
of examples. Let p be prime; let p− 1 > k ∈ N; and let
C =

f : {1, . . . , p− 1} → Zp
 f (x) = k−
i=0
aixi for ai ∈ Zp

.
Letµ be the uniform distribution on C; this is equivalent to choosing each ai independently and uniformly at random in Zp.
For j ∈ Zp, let Cj = {f ∈ C | f (0) = j}. Since the unknown polynomial f has degree k, interpolation of the k values obtained
by k classical queries, together with any value for f (0), identifies f . Since the value for f (0) is chosen uniformly at random,
this means that any k classical queries alone give no information aboutCj. So Theorem 1 tells us that ⌊k/2⌋ quantum queries
are useless. As with PARITY, this implies a lower bound for the quantum query complexity of POLYNOMIAL INTERPOLATION:
Theorem 2. For POLYNOMIAL INTERPOLATION, ⌊k/2⌋ quantum queries are useless, and hence the quantum query complexity of
POLYNOMIAL INTERPOLATION is at least ⌊k/2⌋ + 1.
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4. Proof of the main theorem
The proof of Theorem 1 rests upon the following lemma:
Lemma. Let

C, {Cj | j ∈ J}, µ

be a learning problem. If 2k classical queries are useless, then for any j,−
f∈Cj
µ(f )ρf = µ(Cj)
−
f∈C
µ(f )ρf ,
where ρf is defined by Eq. (1).
Proof. First note that any matrix B ∈ H ⊗ HĎ has rows and columns indexed by X × Y × Z . Since Of is a permutation
matrix, it is easy to express the entries of the matrixOf BO
Ď
f in terms of the matrix B. If L = (x, y, z) andM = (u, v, w), then
(Of BO
Ď
f )L,M = BfL,fM , (2)
where for the triple L = (x, y, z), we define fL = (x, y− f (x), z).
Let ρi denote the state after the ith query and after applying Ui, as in Eq. (1). Then
ρi = UiOf ρi−1OĎf UĎi ,
and from Eq. (2) and matrix multiplication, it follows that
(ρi)L,M =
−
L′,M ′
(Ui)L,L′(ρi−1)fL′,fM ′(U
Ď
i )M ′,M , (3)
with the sum taken over all L′,M ′ ∈ X × Y × Z . Now apply Eq. (3) iteratively:
First,
(ρ1)L,M =
−
L1,M1
(U1)L,L1(ρ0)fL1,fM1(U
Ď
1 )M1,M .
Note that the quantity being summed depends only on the indices L, M , L1 and M1, and the two function values f (x1) and
f (u1), where x1 and u1 are the first coordinates of L1 andM1, respectively. (It also depends on ρ0 and the unitary matrix U0,
but these are fixed.)
Second,
(ρ2)L,M =
−
L1,M1,L2,M2
(U2)L,L2(U1)fL2,L1(ρ0)fL1,fM1(U
Ď
1 )M1,fM2(U
Ď
2 )M2,M .
Here the quantity being summed depends on the indices L, M , L1, L2, M1 and M2, and the four function values f (x1), f (x2),
f (u1) and f (u2).
Continuing in this manner, the final density matrix after k queries, ρk = ρf , is given by
ρf =
−
I
QI

f (x1), . . . , f (xk), f (u1), . . . , f (uk)

,
where the sum is taken over all tuples I = (L1, . . . , Lk,M1, . . . ,Mk) ∈ (X × Y × Z)2k, and QI

f (x1), . . . , f (xk), f (u1), . . . ,
f (uk)
 ∈ H ⊗HĎ is a matrix that depends only on the index I and the 2k function values shown.
Thus, for any j ∈ J ,−
f∈Cj
µ(f )ρf =
−
I
−
f∈Cj
µ(f )QI

f (x1), . . . , f (xk), f (u1), . . . , f (uk)

. (4)
Regrouping, the right-hand side of Eq. (4) becomes−
I
−
{yi},{vi}
µ

f ∈ Cj and f (xi) = yi, f (ui) = vi, i ∈ {1, . . . , k}

QI(y1, . . . , yk, v1, . . . , vk),
with the inner sum taken over all y1, . . . , yk, v1, . . . , vk ∈ Y . But by the hypothesis that 2k classical queries yield no infor-
mation,
µ

f ∈ Cj and f (xi) = yi, f (ui) = vi, i ∈ {1, . . . , k}
 = µ(Cj)µf (xi) = yi, f (ui) = vi, i ∈ {1, . . . , k}.
Thus Eq. (4) becomes−
f∈Cj
µ(f )ρf = µ(Cj)
−
I,{yi},{vi}
µ

f (xi) = yi, f (ui) = vi, i ∈ {1, . . . , k}

QI(y1, . . . , yk, v1, . . . , vk). (5)
Summing Eq. (5) over all j gives−
f∈C
µ(f )ρf =
−
I,{yi},{vi}
µ

f (xi) = yi, f (ui) = vi, i ∈ {1, . . . , k}

QI(y1, . . . , yk, v1, . . . , vk),
whence the lemma follows. 
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Proof of Theorem 1. The statement of the theorem is that the probability of f being in Cj does not change if s is observed
after k queries, i.e., for any j ∈ J and s ∈ S, we need to show that−
f∈Cj
µ(f | s) = µ(Cj).
To prove this, calculate the probability of f having been the chosen function conditioned on having observed s, using Bayes’
Theorem:
µ(f | s) = Tr(ρfΠs)µ(f )∑
g∈C
Tr(ρgΠs)µ(g)
Thus,
−
f∈Cj
µ(f | s) =
Tr
∑
f∈Cj
µ(f )ρf

Πs

Tr
∑
g∈C
µ(g)ρg

Πs
 . (6)
Applying the lemma, the quotient on the right-hand side of Eq. (6) reduces to µ(Cj), establishing the theorem. 
5. Conclusion
As we noted in the Introduction, Theorem 1 implies a lower bound on the quantum query complexity of certain learning
problems:
Theorem 3. Let

C, {Cj | j ∈ J}, µ

be a learning problem. Suppose that 2k classical queries are useless. Then the quantum query
complexity of the problem is at least k+ 1.
The uselessness of some number of quantum queries in learning problems with two subclasses also has a consequence
for amplified impatient learning [17]: If in addition to the membership oracle (the oracle that returns function values), we
have access to an equivalence oracle (an oracle that accepts as input a value of j ∈ J and gives a yes–no answer to the
question of ‘‘Is f ∈ Cj?’’ ), a commonly studied situation in computational learning theory [18], we can implement amplitude
amplification [6,19–22] after any number of quantum queries. If k quantum queries to the membership oracle are useless,
however, amplitude amplification works exactly as well if it is implemented immediately, i.e., after no quantum queries, as
when it is implemented after k or fewer quantum queries.
These results encourage further investigation of the quantum query complexity of, and quantum algorithms for, learning
problems in which some number of classical queries are useless. These include problems in the families exemplified by
Examples 2 and 3. We will address some of these questions in a forthcoming paper [16].
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Appendix
In this appendix, we focus on the special case in which we are trying to compute a Boolean function, or partial Boolean
function, of N-bit strings. That is, we assume that (a) the concept class C consists of Boolean-valued functions, i.e., the
codomain is Y = {0, 1}; and (b) the partition of C has exactly two parts C = C0 ⊔C1. We show that the polynomial method
of [9], together with an observation of [12], can be used to prove Theorem 1 for this special case. Similar ideas appear in
Section 3 of [15]. As noted in the Introduction, it seems that these ideas cannot be used to prove Theorem 1, which is not
limited by restrictions (a) or (b).
We base our proof of this special case of Theorem 1 on the following result, which gives a general relation between
k-query quantum algorithms and 2k-query classical algorithms.
Theorem 4. Suppose

C, {Cj | j ∈ J}, µ

is a learning problem, as described above, such that Y = {0, 1} and J = {0, 1}. Given a
k-query quantum algorithm, for each N-bit string f of function values computed by the oracle, denote by p(f ) the probability that
the quantum algorithm outputs 0. Then there exists a positive real number T and a 2k-query (randomized) classical algorithm
whose output probability for f is given by
pclassical(f ) = 1T

p(f )− 1
2

+ 1
2
.
That is, for each f , the bias of the classical algorithm away from 12 is T
−1 times the bias of the quantum algorithm away from 12 .
Note that this theorem does not require the existence of a prior distribution on C.
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Proof. For convenience, we will assume that X = {1, . . . ,N}, and we will identify Y X with N-bit strings f =
f (1), . . . , f (N)

. C is then a subset of N-bit strings. Suppose we are given any k-query quantum algorithm. Then the
arguments of [9] show that there exists a squarefree polynomial p(f ) of degree at most 2k with real coefficients such that
for any f ∈ C evaluated by the oracle, p(f ) is the probability that the quantum algorithm outputs 0.
We now change variables, so as to identify functions from {0, 1}N → {0, 1} with functions {−1, 1}N → {−1, 1}.
Specifically, we introduce the polynomial
q(w1, . . . , wN) = 2p

w1 + 1
2
, . . . ,
wN + 1
2

− 1.
Then q(w) is a squarefree polynomial of degree at most 2k with real coefficients, and has the property that for any
w ∈ {−1, 1}N , the probability that the corresponding f ∈ {0, 1}N leads to an output of 0 is equal to p(x) = 1 + q(w)/2.
As a squarefree polynomial, q(w)may be written as a linear combination of squarefree monomials:
q(w) =
−
S
qˆ(S)wS,
where the sum is over all subsets S of {1, . . . ,N} of size less than or equal to 2k, andwS = Πi∈Swi. The coefficients qˆ(S) are
the Fourier coefficients of qwith respect to the group {±1}N , whose characters are thewS . We set T =∑S |qˆ(S)|.
Wenow introduce a classical algorithm, following the observation of Buhrman et al. [12]. First note that the absolute value
of qˆ/T defines a probability distribution on the subsets S of {1, . . . ,N} of size less than or equal to 2k. Begin by picking a
random subset S according to this distribution. By invoking the classical oracle atmost 2k times, computewS . Then according
to whether sign

qˆ(S)

wS is 1 or−1, output 0 or 1, respectively.
We claim that for any f ∈ C ⊆ {0, 1}N , the probability that this classical algorithm outputs 0 equals pclassical(f ) =
p(f )− 12

/T + 12 . To see this, note that the probability of outputting 0 is−
S
|qˆ(S)|
T
δS,
where δS = 1 if sign

qˆ(S)

wS = 1, and 0 otherwise. This simplifies to−
S
|qˆ(S)|
T

sign(qˆ(S))wS + 1
2

= 1
2T

T +
−
S
qˆ(S)wS

= T + q(w)
2T
= 1
T

p(f )− 1
2

+ 1
2
,
as desired. 
As a consequence we have the following special case of Theorem 1:
Corollary 5. For any learning problem

C, {Cj | j ∈ J}, µ

as described above, with Y = {0, 1} and J = {0, 1}, if 2k classical
queries are useless, then k quantum queries are useless.
Proof. Suppose that 2k classical queries are useless. Given any k-query quantum algorithm, consider the corresponding
2k-query classical algorithm given by Theorem 4. Since this algorithm is useless, the probability of f ∈ C0 given that the
algorithm outputs 0 is equal to the prior probability that f ∈ C0. That is, we have∑
f∈C0
µ(f )

p(f )− 12

/T∑
f∈C
µ(f )

p(f )− 12

/T
=
−
f∈C0
µ(f ).
It follows that∑
f∈C0
µ(f )p(f )∑
f∈C
µ(f )p(f )
=
−
f∈C0
µ(f ).
In other words, the quantum algorithm is also useless. 
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