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Open Hypermedia Systems are designed to allow links to be authored and followed
on top of any media format. The link structures are held separately from the documents
in a software component called a Link Server. As hypermedia has matured as a research
topic attention has turned to standardising the way in which components talk to Link
Servers in order to provide interoperability.
The Open Hypermedia Systems Working Group took up this challenge and proposed
an Open Hypermedia Protocol (OHP). However, the scope of this proposal proved to be
too large and the protocol was divided into domain speciﬁc parts (Navigational, Spatial
and Taxonomic Hypermedia), tackling each domain differently, but consistently. It is
questionable whether this step was the correct one, as the domains share many similar
features.
In this thesis I present a detailed examination of the information spaces that the OHP
was attempting to model (from all these considered hypertext domains), which incorpo-
rates notions of both behaviour and context. This examination looks at what it means to
navigate around the many dimensions of information, across these domains, and reveals
a cohesive and continuous structure that I call the Information Continuum.
The Fundamental Open Hypermedia Model (FOHM) is presented, which is capa-
ble of representing the structures of this continuum in a consistent and meaningful way.
FOHM is coupled with an agent infrastructure to produce an implementationthat demon-
strates the model being used for cross-domain interoperability.iii
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work as a basis to consider the semantic content and syntactic form of any interoper-
ability attempt. Finally it describes the FOHM model and presents the FOHM SoFAR
implementation.
Chapter 2 presents a review of past hypermedia research and systems in order to
provide a context for the following interoperability work.
Chapter 3 describes the OHP deﬁnition that I ﬁrst worked on and helped evolve into
OHP-Nav. It also describes the implementation and subsequent demonstration of inter-
operability at Hypertext’98 in Pittsburgh, PA.
Chapter4buildson thisOHP-NavdeﬁnitiontopresentOHP-Service, aparallelproto-
col developed by Sigi Reich and myself for the dynamic discovery and invocation of ser-
vices. It also looks at parallel work in the ﬁeld of Structural Computing. Together these
two research threads throw up questions about the nature of hypermedia functionality
and the place of the OHP suite in a world where generic communication infrastructures
are beginning to emerge.
Chapter 5 tackles the issues of communication and syntax. In particular exploring
the separation of semantic content from syntactic constraints and turning to the agent and
human worlds of communication for inspiration.
Chapter 6 examines what it means to navigate through information systems. Exam-
ining the different roles of hypermedia domains in the information world and producing
a conceptual model of the information continuum.
Chapter 7 builds on this conceptual model to produce FOHM, a Fundamental Open
Hypermedia Model, capable of consistently and sensibly encoding the structures from
any of the three domains explored. This involves examining what unique properties each
domain brings to the hyperstructure, including internal link structure and a dependance
on context.
Chapter8presentstheSoFARagentframeworkdevelopedbyotherresearcherswithin
the IAM group and explains how this infrastructure facilitated a prototype FOHM imple-
mentation. The lessons of this implementation are explored and the FOHM approach is
compared to that of Structural Computing to see in which ways they are compatible.
Chapter 9 concludes this thesis, drawing together the various threads of research and
evaluating the interoperability possibilitiesin future information, or structural systems. It
also describes some of the future work possibilities including the exploration of context
and behaviour within FOHM.6
1.4 Declaration
Althoughthis entire thesis is the author’s personal view of the hypermedia ﬁeld, the work
described has been conducted within the common research efforts of the OHSWG. The
original contributions are described in Chapters 5, 6, 7 and 8, while Chapter 4 describes
work undertaken with the assistance of Sigi Reich and Jon Grifﬁth. The exceptions to
this are Sections 5.3 and 8.2 which draw on other research ﬁelds and Section 7.3.2 which
describes work undertaken alongside Sigi Reich and Luc Moreau within the research
group at Southampton.9
a variety of versions and displayed in a variety of styles.
Considering these differences Yankelovich and Meyrowitz require a system to pro-
vide tools for:
￿ Promoting connectivity
￿ Promoting audio visualization
￿ Creating and revising documents
￿ Browsing, searching, customising, and retrieving information
￿ Preserving the historical integrity of information
In his classic survey (Conklin, 1987), Conklin maintains that links are the essential
feature of a hypertext system and that other common features (such as text processing
facilities and windowed views) are merely an extension of this basic concept. He also
acknowledges the extension of hypertext to other media (hypermedia) in which the ele-
ments that are networked together can be text, graphics, digital sound, animations or any
other type of data.
Conklin also discusses the advantages and disadvantages of hypertext. He concludes
that there are two fundamental problems in hypertext systems. The ﬁrst is described as
disorientation or the ‘lost in space’ problem (van Dam, 1988). This results from having
to deal with a non-linear path, the reader must know both where they are within the
network and where they are going. As hypertext offers more degrees of freedom then
linear text, more dimensions in which one can move, it is easier for a reader to become
lost or disorientated.
The second problem involvesthe cognitiveoverheadneeded to create, name and keep
track of links. This is described as the ‘cognitive overload’ problem. It is important in
a hypertext system that the system itself does not distract the reader from the actual
material.
However, Conklin also summarises the advantages of hypertext:
￿ The ease of tracing reference material either forward to a referent or backward to
the reference.
￿ The ease of creating new references and the ability of a user to generate their own
networks or annotate someone else’s.
￿ The information structuring abilities of hypertext tools, both hierarchical and non-
hierarchical.
￿ The facility to support global views on a large amount of data, supporting easy
reconstructing of large or complex documents.15
documents in a sensible manner and a Node Browser allows the viewing of single nodes
within the system.
Specialist commands are available within the system to allow Neptune to function as
a practical CAD system. Forexamplethe‘linearizeGraph’ functionﬂattensa hierarchical
document so that it is suitable for producing hard copies for distribution.
Neptune’s version control did not stretch to branching, a feature that the authors ac-
knowledged was important in a real world setting.
The functioning of the HAM was further explained in the 1988 Communications of
the ACM (Campbell & Goodmann, 1988). The HAM offers seven categories of opera-
tions that can be applied to a variety of objects:
￿ Create operations. These create new HAM objects, each object is given a unique
identiﬁer and is also given a creation time (the ﬁrst entry in its version tree);
￿ Delete operations mark objects as deleted, but the objects themselves remain as
historical entities. The last version entry being the time of deletion;
￿ Destroy operations free all the space previously required for an object;
￿ Change operations modify data within an existing object again making an entry in
that objects version history;
￿ Get operations retrieve data from existing objects. The operation takes both a
unique identiﬁer and a version time for the object to be retrieved;
￿ Filter operations selectively retrieve information from a given graph. It takes a
predicate, a version time and a list of attributes and returns objects that fulﬁl the
appropriate conditions for the speciﬁed version time;
In addition there are several operations that do not quite ﬁt into these categories.
These include string-searching functions, context merging algorithms and transaction
management.
The team behind the HAM hoped that it represented a ﬁrst step toward a standard
terminology and storage model that would form the basis for future hypermedia systems.
2.4 Issues for Second Generation Systems
In 1988 Frank Halasz, one of the creators of Notecards, drew a line under the successes
of these earlier works and proposed ‘Seven issues for the next generation of Hypermedia
Systems’ (Halasz, 1988). He describes NLS/Augment and ZOG as ﬁrst generation sys-
tems, originally mainframe based, with support for large teams of collaborating knowl-
edge workers. He also deﬁnes second generation systems such as Notecards, Intermedia,35
The power of the Web lies in its simplicity. The Uniform Resource Locator (URL)
allows any object on the Internet to be identiﬁed via a relatively simple text string. The
ﬁrst half of this string resolves via a Domain Name Service (DNS) lookup to the Inter-
net Protocol (IP) number of a particular machine and the remaining text acts as a local
identiﬁer for the web server waiting on that machine (normally a path and ﬁle name).
Coupled with the Hypertext Markup Language (HTML) which allows URLs to be
embedded in text and images, this creates a basic framework in which to provide hy-
pertext. However, it has been argued that the Web is nothing more then a distributed
ﬁle system (N¨ urnberg & Ashman, 1999) and that its hypermedia functionality does not
match up with that speciﬁed by early pioneers as being fundamental to a hypermedia
system (Bush, 1945; Engelbart, 1963; Nelson, 1987).
Common problems include a lack of support for hyperstructures (i.e. all HTML ﬁles
hold their links in isolation and cannot be easily processed), a lack of support for naviga-
tion (only binary, one-way links are supported) and the problem of broken links, where
pages are deleted or moved and their references become invalid.
However the fundamental simplicity of the Web has provided a springboard for a vast
array of more sophisticated tools that add functionality to the Web as a whole. Search
engines index web pages and provide easy, if non-exhaustive, starting points to seek
information. Web crawlers trawl over thousands of pages, either compiling, or searching
and indexing data. Web servers have been extended to provide for server side processing
which enables HTML to be used as a deliverymechanism for non-hypertextapplications,
such as on line shopping and banking.
The Web has grown to become much more that a basic hypertext system, it is a
cultural phenomenon that forms a cornerstone of information delivery over the Internet
on a par socially with television and radio; one that promises to do much more in the
future. It is perhaps ironic then, that it still does not fully achieve the goals set down by
those early pioneers.
2.8 Movement within Information Spaces
Hypermedia systems are based on the notion that people wish to move through the in-
formation stored on their computer systems. However the methods of movement, ori-
entation and travel (collectively referred to here as ‘Navigation’) have altered over the
years. Transforming from early ideas on linking (as an analogy of associational thought)
to more comprehensive structural provision.41
systems and the examination of structure and navigation within such systems, it forms a
cornerstone of future hypermedia research.44
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Figure 3.2: Example of Data Model
A link is an object which represents a connection between zero or many endpoints. A
link may, or may not, have a type (e.g. ‘deﬁnes’). In many systems traversing a link may
cause some process to run, as well as, or instead of, causing the focus to move to some
point at the end of the link.
An endpoint is an object which holds the attributes of the end of a link. Typically
an endpoint will hold a traversable direction which might be source, destination or bi-
directional. For example Figure 3.2 shows two links, one of which has source and desti-
nation endpoints and the type ‘deﬁnes’, and the other which has two bi-directional end-
points and the type ‘supports’. Thus the link ‘supports’ may be traversed from Endpoint4
to Endpoint3 and vice versa, while the link ‘deﬁnes’ can only be traversed from End-
point1 to Endpoint2.
A dataref references a node and deﬁnes the point within that node at which the ap-
plication which shows the data should indicate some kind of persistent selection which
will be a hypertext ‘hotspot’. The words ‘anchor’ and ‘button’ were deliberately avoided
as those terms have been somewhat overloaded in the past. A dataref therefore consists
of a node identiﬁer and a location speciﬁer or LOCSPEC. A dataref may be associated
with zero or more endpoints. For example, a user may make a number of datarefs before
associating any of them with any endpoint of any link. Also, one dataref might be shared
amongst more than one endpoint, and these endpoints might belong to different links.
A node identiﬁer (nodeID) uniquely identiﬁes one node.
A node is a wrapper object which holds the meta-data about some content data in-
cluding the information about where to ﬁnd the ﬁle or ﬁles which make up that content
data. This content data is deﬁned by a content speciﬁcation or CONTENTSPEC.
A location speciﬁer (LOCSPEC) holds the information that deﬁnes the position at58
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The CSF must know the following things per system:
￿ Security information
￿ Application to Mime type map
The CSF must know the following things per application:
￿ Security information
￿ Caching settings
￿ Presentation settings
￿ Mime types supported
￿ Internet awareness
￿ Supported scripting
￿ Multiple or single document view
The CSF must know the following things per user:
￿ Security information
￿ Presentation settings
￿ Application to mime type map
The exact nature of the Security information was never deﬁned. It was accepted
however that some security information would need to be stored and so it is included
above.
It was important that the CSF knew if each application supported single documents
(e.g. Netscape Navigator) or multiple documents (e.g. Microsoft Word) so that it knew
if it needed to launch a separate instance of that application should a second document
come through to it. Also, although an application may be Internet aware, the CSF may
choose never to allow it to retrieve its own documents (e.g. for caching reasons).
One of the problems that we faced while developing the CSF was the correct launch-
ing of applications with documents. The process involved launching the required pro-
gram and then waiting for it to connect back to the CSF. Once it had connected the
DisplayNodeContent message could then be sent to cause it to load the document.
TheproblemishowdoestheCSF knowwhichconnectingapplicationistheoneitjust
launched. In OHP it is possible to follown-ary links, creating the need to launch multiple
documents at once. Thus it is not sufﬁcient to expect the next connecting application to
be the one just launched. Short of adopting a peer to peer architecture the best solution
is for the launched application to send a CSF protocol message to the CSF, letting the63
client without having to use a CSF. Instead it redistributed the functionality around other
client side components. The same process could be applied to the SSF proposed above.
A more balanced role for a CSF (or CSF functionality) was summarised well by
Anderson (Anderson, 1998). He identiﬁed the following important client side roles:
1. Process Invocation. Invoking clients as they are required (e.g. by cross application
linking).
2. Session Management. Keeping track of users and their preferences. The CSF is
also in a good position to keep track of how compliant each application actually is
(e.g. does it only understand launch requests or does it know the entire OHP suite).
3. ProtocolShim. The originalOHP draftincludedthenotionofa shimthatconverted
proprietary protocols to OHP and vice versa. Rather then implementing this for
each client this functionality could be provided by the CSF once and used by all
applications that spoke that particular protocol.
4. Service Provision. Providing tools for link creation and displaying link endpoints
for user selection. Again useful to prevent each client from having to provide that
functionality itself.
5. Proxy Support. The CSF is in an ideal position to provide caching to the system,
both of ﬁles and also of meta-data.
The result of all this work with the CSF was to regard it not as a single application
but as a collection of components that may or may not be present. Therefore it would
be possible to provide all the services required using a single CSF process (as in the
Southampton system), or to distribute that functionality amongst the clients themselves.
Either implicitly (as in the Danish system) or by using some agreed client to client pro-
tocol for launching and caching (such as the proposed T3 protocol (Østerbye & Wiil,
1998)).
3.4 The Deﬁnition of OHP-Nav in IDL
OneofthethingsthatbecameclearfromtheOHSWGsexperienceswithtaggedmessages
and later XML was that there was a need for an independent deﬁnition of OHP-Nav, one
that could be translated into any particular syntactic language. With respect to this idea,
the OHSWG also worked on an Interface Deﬁnition Language (IDL) deﬁnition which
maps the existing OHP-Nav XML DTD to a CORBA compliant IDL. The full deﬁnition
can be found in Appendix C.
There are basically three different ways of implementing a mapping of the asyn-
chronous ASCII based navigational protocol to a CORBA interface deﬁnition.64
1. OHP-Nav messages passed as ASCII strings: ASCII messages could be passed
between communicationobjects that would support the navigationalinterface. The
advantage of this approach is a precise mapping of messages between the XML
deﬁnition and the IDL deﬁnition. Only the communication mechanism would be
different. The disadvantages of this approach include the need for message parsing
and the additional overhead for naming. Additionally, we lose many of CORBA’s
beneﬁts such as typed objects and regular ﬂow of execution.
2. OHP-Nav messages as typed method calls on communication objects: This ap-
proach requires that OHP-Nav messages are mapped onto IDL method deﬁnitions.
The advantage of this approach is that the IDL mapping is still very close to the
XML speciﬁcation and that at the same time we receive the beneﬁts of CORBA
suchastypedobjectsandahighlevelofcommunicationabstraction. The disadvan-
tage is that dedicated communication objects are still needed for communicating
messages. These objects have to be ‘exported’ and ‘known’ by all the participating
components.
3. Pure CORBA implementation: This approach takes full advantage of CORBA. It
is characterised by deﬁning all hypertext objects and their behaviour as interfaces
and by implementinga set of components thatpublish and support those interfaces.
Therefore OHP-Nav clients, link servers, CSFs and SSFs (if present) will all sup-
port a different set of interfaces. For example, a server would support all hypertext
object interfaces, the notiﬁcational interface, etc. While a client would support
only the notiﬁcational interface.
In this deﬁnition of the OHP-Nav IDL we mapped OHP-Nav messages to IDL meth-
ods. However, in CORBA we can return objects from method calls. This means, for
many of the methods, that we do not have to rely on a return message. For example, a
‘createEndPoint()’ call will return an endpoint object directly to the caller. This is dif-
ferent to the purely asynchronous way ASCII messages are being communicated over
sockets. In this case the ‘createEndPoint()’ message would be sent from a client to a
server and the server would answer it with an ‘endPointDef()’ message.
By using this technique we are somewhere in between the second and third ap-
proaches. ThisenablesustoimitatetheXMLdeﬁnitionwithoutsacriﬁcingallofCORBA’s
beneﬁts. Before we can follow the third approach entirely we, as a community, would
have to agree on further issues such as the naming of objects and the structure of the
object model.65
3.5 Summary
The development of OHP into OHP-Nav and the subsequent demonstration at Hypertext
’98 provided a focus of work for the OHSWG with the objective of showing interop-
erability between systems and to help eventually reﬁne the speciﬁcation to a releasable
standard.
In this chapter I have explored this evolution, seen the deﬁnitions that were made and
examined some of the problems that became evident during the development of the early
prototype. With this work completed the OHSWG began to concentrate on particular
areas of the protocol and the research effort became much less focused.
In the next chapter I will look at some of the missing areas of OHP-Nav, including
NamingandCommunicationInfrastructure, anddescribemywork ontheevolutionofthe
SCRIPTSPEC opaque into a ﬁrst class Computation object, deserving of its own OHP
subset.92
￿ Writing efﬁcient socket communications is a very difﬁcult task, involving threads,
polling, etc. It is very easy to produce inefﬁcient communication systems.
￿ Such libraries have to be rewritten for every application. This results in the risk
of a bad implementation, where data is not properly formatted or parsed. The
CORBA approach with a stub compiler avoids this problem by generating code
automatically.
￿ It becomes extremely difﬁcult to deal with non-protocol data and requests, such as
routing information for mobile agents, garbage collection or session management.
Both approaches to interoperability have their advantages and disadvantages. An
on the wire protocol has the ‘taste’ of the Internet community and a simplicity that is
very appealing, while the programming API allows further techniques to be transparently
added (i.e. mobility, etc.). In both cases, a data model has to be adopted. The data model
speciﬁes the type of data and its associated meaning (in terms of primitives) exchanged
during communications. The datamodel doesnot specify thesyntaxof data(thisdepends
on the approach: e.g. XML over sockets).
Even given a data model and some communication medium, there remains the need
for some type of infrastructure over which that model can be discussed by a variety of
components. This infrastructure is different from the network and itself may run inde-
pendently over different lower network protocols (sockets, rmi, etc.). It could be imple-
mentedeither in a message passingform or asan API. Ineffect it isa frameworkin which
components can discover each other and exchange data.
OHP-Nav, as described in Chapter 3, managed to achieve a framework effect via a
standard message header and an understanding about the transport layer across which
the messages ﬂow (in this case the number of header bytes on a TCP/IP stream). But at
the Hypertext ’98 demonstration it became apparent that this was not powerful enough
to deal with the communication requirements between components. For example, there
was no way to register your existence or notify others of events.
What was needed was a communications layer below OHP that would add some
communicative context to messages. If this was deﬁned separately from OHP-Nav then
it may be shared by the entire OHP set and therefore allow components of many different
domains to converse. E.g. an OHP-Nav client could talk to an OHP-Space server.
We basically envisaged a layered protocol architecture for OHP as shown in Fig-
ure 5.1.
This involves taking the current deﬁnition and dividing it into two parts (the upper
two layers). The uppermost layer is the content of the message, an object from the data107
Mammalia￿ Aves (birds)￿ Beaked￿
By Genus￿ By Features￿
Animals￿
Jaws￿
Figure 6.3: Example Taxonomy
they should be further sub-divided. The ﬁrst view is that this should be done by Genus,
grouping the lion and the platypus together as mammals and the duck on its own as a
bird. The second view disagrees and believes instead that they should be categorised
according to their features. So the platypus and the duck are grouped together, as they
have beaks, and the lion on its own as it has jaws.
There are two important rules that govern the shape of taxonomies.
1. Whenever a taxonomy splits via perspectives the same artifacts can be reached
down each branch, it is merely their categorization that changes.
2. All categories are single parented within a single taxonomy (i.e., an artifact may be
in two categories only when each parent category is within a different taxonomy as
demonstrated in Figure 6.4).
Artifacts can be added to categories and also removed. Categories are organized
hierarchically so categories may be added and removed as well. Categories cannot be
circular, as this is semantically meaningless (Dyke, 1991). In addition some set like
operations are also required so as to reason about multiple taxonomies, such as set union
and intersection.
6.3 Information Spaces
The partitioningof systems into hypertext domains, as described above, seems very natu-
ral, as does the division of OHP into a suite of similar protocols. In Chapter 5 I described109
Figure 6.5: Visualising an Information Space
is analogous to that of a Spatial Hypertext system, but extended logically into the third
dimension. Nodes are represented as spheres, grouped together in composites within
the space (with colour representing the structure of the composite, i.e. lists, matrixes
etc.). Links are shown as lines between the nodes. Notice that they are in addition to the
composite structures and may pass seamlessly through them.
It is important to distinguish between our three basic rendering dimensions and a
three dimensional reality. In the case of the rendering space it is possible for an object to
exist in more than one location, i.e. a node may belong inside more than one composite.
Indeed in many systems a node may exist several times within a single composite, for
example a slide may appear several times within a single presentation.
Withsomethoughtit soon becomes apparent thatsuch a representation is incomplete.
What about situations where the structure around the nodes varies according to context?
For example in adaptive hypermedia systems different links may become visible on a
users second visit to a node than on their ﬁrst. In addition how do we represent the
change in the system over time and how do we represent the different domains? In fact
we need to extend the dimensionality of our model to include these other aspects.
As our rendering space occupies three dimensions already we must resort to a hyper
cube in order to represent the other axes. Figure 6.6 shows the six apparent dimensionsof
hypermedia by displaying them in a six dimensional hyper cube. In this hyper cube each
of the inner dimensions, the three sides of cubes 1, 2, 3 and 4, represent the 3D rendering
spaces. The three extra dimensions represent behaviour, time and context respectfully.
A user’s view on a system depends not only on what area their viewers are currently118
Perhaps the most important result that arises from our consideration of the Informa-
tion Continuum is the idea that all the domains of hypertext are related in some funda-
mental way, such that navigation across those behavioural dimensions is possible. In
Section 5.2 I stated that separation of a communication infrastructure from the rest of
OHP would allow us to concentrate on the semantic content of conversations. This se-
mantic language is essentially an agreement that components will discuss the world in a
particular way, using particular terms.
For example, when a member of the public takes their car to a mechanic, there is a
certain vocabulary of terms used to discuss the situation (concepts such as ‘car’, ‘engine’
etc.). When informationcomponentsdiscusshypertextstructuretheyneed a similarcom-
mon lexicon of terms and associated meanings. If hypertext domains are all reﬂections
of a common world then the best semantic language would describe these fundamental
structures and enable components to interoperate across domains and users to navigate
the information spaces in new and innovative ways.131
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Figure 7.8: Alternative Implementations of Perspective
in different contexts.
Interestingly this is exactly the same structure as the ‘concept’ discussed in Sec-
tion 6.3.2. A structure that binds alternative views together across the contextual axes
of the information continuum. Thus in FOHM a perspective is viewed as just another
typed association. Because of this the FOHM model of perspective contains some prop-
erties that are very desirable when dealing with contextual systems:
1. The ability to link to a speciﬁc node, whatever the contextual considerations (link-
ing across context). This is achieved by linking to the node itself.
2. The ability to link to a node that is determined by context. This is achieved by
linking to the perspective that contains the choice of nodes.
3. Everything about the structure can change in context. Including the type of that
object (e.g. linking to a perspective could result in a data object in one context but
result in an association object in another)
However FOHM only gives a framework in which context can operate, it does not
deﬁne context itself. For example it does not have an explicitmechanism for determining
on arrival to an association which members are visible. This is because the deﬁnition of
these mechanisms is an open ended and tricky question. One that is beyond the scope
of this thesis. Instead FOHM places the context mechanism into opaque or black-box
objects and then concentrates on placing them correctly.
FOHM assumes the existence of two types of black-box object. Both are considered
to be proﬁles, where a proﬁle is an object that contains contextual information.134
3. How Taxonomic Perspectives suggest a model of context that is constant with our
notion of contextual dimensions (see Section 6.3.1) and which allows us to link to
concepts as well as across context to a particular instance of an object.
FOHM is a powerful way to express hyperstructures, but on its own it does not pro-
vide interoperability. To do that an implementation of FOHM must be created based on
some existing infrastructure, over which FOHM structures can be discussed.141
Parent Space￿
Currently Selected￿
Object￿
Main View￿
Selection's￿
Attributes￿
Parent's Attributes￿
Figure 8.3: The Spatial FOHM client
To represent the Spatial structures I chose to use a three dimensional display where
the users could see through one level of structure (i.e. could see inside any composites)
and could navigate by ‘zooming in’ to any composite by double clicking on it, or could
zoom out by double clicking on the empty background. In addition to the main display
users could also see two smaller three dimensional views. One of which continually
showed the parent composite in which their view currently resided and the second of
which showed the selection of the moment (made by single clicking on an object). Both
these secondary views also show the attributes of the objects in question. Figure 8.3
shows a screen shot of the Spatial Client, displaying structures retrieved from the FOHM
storage agent. The search dialog (on the bottom right hand side of the ﬁgure) provides a
mechanism for users to ﬁnd spaces within the system to act as starting points.
Theclient’sdisplaywaschosentocomplementthe6Dmodeldescribedinsection6.3.1.
Here, as in previous ﬁgures representing that model, different structures are shown in
different colours and shapes. Using this type of display means that the only spatial char-
acteristics available for the type of explicit internal structure described in Section 7.3.4
are structural ones such as ‘position’, since colour and shape are ‘used up’ by the display
engine.
As previously mentioned creation support is limited by the lack of a spatial parser.144
Figure 8.5: Navigating through two Spaces to a Node146
Link￿
Creation￿
Pane￿
Figure 8.6: Creating a Link and Viewing it as a Space160
When OHP was written it was already thought that it would form part of an open
system. Section 3.1.2 describes the architectural assumptions of the original OHP. In
particular its dependance on the CSF, not only as a shim for non-compliant systems but
also as a nexus for hypermedia functionality in the system.
A CSF was a crucial part of the Southampton OHP system described in Section 3.2.1
which was used for the Hypertext ’98 demonstration of interoperability. Conﬁguring the
CSF was non-trivial and Section 3.2.2 describes the additional protocol that was needed
to manage it.
Section 3.3 raises the question that if we have a CSF why do we not have an Server
Side Function (SSF)? The answer seems to be that both components are optional in the
system according to the functionality the programmer wishes to place into the clients.
For this reason the CSF was dropped from the assumed architecture.
This architecture was expanded with the notion of a Component Based Open Hy-
permedia System (CB-OHS). Section 4.2.1 describes how the philosophy of Structural
Computing introduces the notion of multiple structure servers (as opposed to a single
OHP server) over a communal storage back end.
The architecture of the OHP-Service aware Solent system is described in 4.4.1. In the
Solent system components register the protocols they can understand with each other and
use a dynamic discovery mechanism to discover other components that speak the same
protocol that they do. Section 4.4.3 describes how this dynamic component approach
allowed us to run multiple versions of a protocol at the same time, as well as using the
same infrastructure with different protocols (i.e. OHP-Service and OHP-Nav).
I was becoming convinced that the OHSWGs interoperability effort was becoming
side tracked by the issues of architecture and protocol design. Section 4.6 describes how
I came to think of such architecture concerns as separate from hypermedia ones.
Once this distinction had been made I was free to examine general communication
infrastructures. The case of an API verses an on-the-wire approach is made in Section5.2
and the idea of operations as a basis for communication is challenged in Section 5.3.3
which introduces the notion of performative and proposition based communication.
Section 8.2.1 describes the architecture of SoFAR, the agent framework used to im-
plement the FOHM model, which uses this performative approach to allow components
(or agents) to communicate in a dynamic, ad-hoc manner.
As a way of returning to this work’s OHP roots, Section 8.4.1 describes FOHM’s re-
lationship to Structural Computing and how the model might integrate with the CB-OHS163
opinion.
The 6D Model presented in Section 6.3.1 describes context as an information dimen-
sion, alongside time and behaviour. Section 6.3.2 builds on this view and describes how
navigation and context are common across all dimensions of the information space of all
spaces (the Information Continuum).
With the realisation that the time and behaviour dimensions are just part of an n-
dimensional context space came the idea, presented in Section 6.3.2, that context is a
composite that contains all versions of an object. In essence it represents a common con-
cept object. Section 6.3.2 draws a parallel between this concept object and a contextual
link (a link across one or more dimensions of the continuum) leading to the conclusion
that contextual links are the mechanism that binds objects together as a common concept
across these dimensions.
Once context has been so placed within the hyperstructure it becomes possible to
think where else it should be invoked. Section 6.3.3 examines the idea of temporally
inﬁnite media (such as a TV broadcast) as opposed to a ﬁnite stream. Whilst the later
is orthogonal to real time (i.e. they do not share the same time line as the user or the
hyperstructure), in the inﬁnite case they share the same notion of time. This poses the
question; are temporal anchors actually contextual anchors, anchored to the entire stream
but within a context that deﬁnes there temporal position?
Finally, Section 7.4.3 describes the way in which the FOHM model has expanded
the Taxonomic idea of perspectives into a framework for context that relies on opaque
‘proﬁle’ objects (a user proﬁle, a data proﬁle and a ‘magic function’ to compare them).
9.2 Future Work
In this thesis I have presented an argument that moves across the working deﬁnitions of
three communication protocols or models.
The ﬁrst was OHP-Nav, the Navigational specialisation of the OHP draft proposal.
The second was OHP-Service a further specialisation protocol for the deﬁnition and in-
vocation of opaque Service objects. The realisation that such dynamic functionality be-
longed to a general communications infrastructure sparked an exploration into the In-
formation Continuum which resulted in the third deﬁnition; FOHM, a model capable of
supporting all three of the hypertextdomains currently beingconsidered by the OHSWG.
However there is still work that could be done based around FOHM. To begin with,
before FOHM can be used as a basis for interoperability, or applied to the OHP work, it167
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Figure 9.1: FOHM Symmetry
movies. But when the diagram is turned upside down it becomes apparent that the movie
‘Jaws’ is acting as a link between the two Association objects. It would seem that the
only difference between a Data object and an Association is that Data objects have more
complex internal structure.
Consider a HTML page which contains a bulleted list of embedded links to three
movies (shown in Figure 9.2. In this case isn’t the HTML itself acting as a structured
link between those documents?
There is a rather beautiful symmetry at work here that treats Data and Associations in
exactly the same way. It indicates that the reason the Web got it wrong is not because it
uses HTML as a data format but because HTML should be a link descriptionformat. One
that includes lots of human readable semantics and presentation detail as well as some
way to allow machines to understand the structure. The question I leave open for future
research is whether or not emerging web standards such as XML might actually correct
that mistake.168
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Figure 9.2: List as an Association and as a Data object
9.3 Interoperability in the Future
The work described within this thesis is based on the premise of the original OHP draft.
That hypermedia clients should have a standard way of talking to hypermedia servers.
The pursuit of this seemingly simple goal has taken me down a long but proﬁtable
road. Firstly I have expanded the notion of what it means to interoperate. I have achieved
this by abandoning the simple client to server assumptions of the original draft in favour
of a more general notion of hypermedia components talking to one another.
Secondly I havebroadened our ideas about communication. Recognising hypermedia
as just one case of service provision over a universal communications infrastructure.
Most importantly I have examined hypermedia itself and explored the information
space formed by the union of the various domains. I have called this the Information
ContinuumandproducedFOHM,amodelthatiscapableofrepresentingallthestructures
in the continuum in a consistent and interoperable manner.
The use of hypermedia in the world is changing. Originally seen as a single machine
application, the web forced hypermedia researchers and developers to thinkin distributed
terms. In the future hypermedia will change again, as pervasive computing environments
bring it to us at many different levels, on your desktop, on your television, on your PDA
and on your mobile phone.
Throughoutthischangewe mustneverlose sightofwhathypermediaisallabout. Itis
about helping people engage and interact with dynamic, living information. We can only
ever achieve this if we focus on providing continuous and consistent structure whatever
the domain, or the device. It is by understanding this continuum of information, and by169
seeking ways in which people can navigate and comprehend it, that we take another step
towards Bush’s vision and ﬁnally start to encompass the great record.