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Supraleitende Qubits sind elektrische Schaltkreise die im Millikelvin-
Temperaturbereich betrieben werden und auf Josephson-Kontakten basie-
ren. Sie erlauben schnelle Operationen mittels herkömmlicher Mikrowel-
lenelektronik und Tieftemperaturkühlung und sind ein Kandidat für die
Realisierung eines universellen Quantencomputers. In dieser Arbeit ver-
wenden wir Methoden der optimalen Steuerung um die Leistung von Quan-
tengattern in skalierbaren Transmonqubit-Architekturen zu verbessern. Wir
zeigen wie ein Multiqubitgatter für die Quantensimulation effizient ange-
wendet wird, nutzten digitale Basisfunktionen um die Anzahl der Pulspara-
meter in der Optimierung zu reduzieren und simulieren Dekohärenzeffekte
für analytische Pulsformen eines perfekten Verschränkers. Das Hauptau-
genmerk der Arbeit liegt auf der Anpassung und Anwendung optimaler
Steuerungsmethoden für die Integration des Steuerungsschaltkreises mit
dem supraleitende Qubit auf einem gemeinsamen Chip. Unter Verwen-
dung von Ideen und Bauteilen aus dem Gebiet der supraleitenden konven-
tionellen Computer nutzen wir optimale Steuerung mit nur einem Bit an
Amplitudenauflösung um Pulssequenzen für schnelle Quantengatter zu
finden, leiten realisierbare Systemparameter ab und sowie Bedingungen
für analytische Pulssequenzen. Dies hat das Potenzial die Verkabelung der
Mikrowellensteuerung und die gesamte Wärmeentwicklung auf dem Chip
zu reduzieren und erlaubt eine einfache Skalierbarkeit wenn die Anzahl
der Qubits weiter wächst.
Abstract
Superconducting quantum bits are integrated circuits operated at Milli-
kelvin temperatures and rely on Josephson junctions as their key element.
They allow fast operations through standard room-temperature microwave
electronics and cryogenic cooling and are currently pursed for the realiza-
tion of universal quantum computers. In this thesis we use optimal control
methods to improve the performance of quantum gates in scalable architec-
tures consisting of transmon qubits. We show how to apply a multi-qubit
gate for quantum simulation efficiently, use digital basis functions to re-
duce the number of pulse parameters in the optimization and simulate
the effects of decoherence for analytical pulse shapes performing a perfect
entangling gate. The main part focuses on tailoring and applying optimal
control methods for an on-chip integration of the control circuitry with the
superconducting qubit. This borrows ideas and devices developed in the
field of superconducting conventional computers, and we use optimal con-
trol with only a single-bit of amplitude resolution to find trains of pulses
for fast quantum gates, derive reasonable system parameters and extract
conditions for analytic pulse trains. This has the potential to reduce the
wiring of microwave control lines and the overall heat load on the chip,
allowing for easier scalability when the number of qubits continues to grow.
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Quantum computation is a rapidly growing field, and superconducting
qubits are one of the promising candidates to exhibit quantum supremacy
in the near term future. This will allow us to solve certain computational
problems which cannot be solved efficiently with conventional comput-
ers. We start with some basics about quantum computation, define the
computational basis and introduce the gate model. This is followed by the
quantization of electrical circuits and the introduction of Josephson junction
qubits, which are the building blocks of superconducting quantum devices.
We briefly discuss the theory of open quantum systems and conclude with
optimal control theory, explaining the two numerical algorithms we use
throughout this work.
1.1. Quantum computation
We give a very brief introduction to the field of quantum computation. This
part mainly follows the work of Nielsen and Chuang [1], which is highly
recommended for a deeper understanding of the topic. The basic element











= e1 . (1.1)
In analogy to conventional computation this is called a qubit (quantum
bit). These two states build the computational basis, and the two basis
states correspond to the states of a conventional bit. However, in quantum
mechanics each normalized superposition of the two basis states forms
another state in the underlying Hilbert space, and two states that only differ
in their global phases are indistinguishable. Therefore, we can describe each





















Figure 1.1.: Bloch sphere with the two computational states |0〉 and |1〉 at the poles,
and a pure state |ψ〉 resting on the surface of the sphere, defined through the angles
θ and ϕ.
The angles can take the values 0 6 θ 6 pi and 0 6 φ < 2pi, and they
determine the state uniquely. Written in such a way, a qubit state is described
by a point on the unit sphere, which is also known as the Bloch sphere and
shown in Figure 1.1. The vector pointing from the origin onto the surface is
called the Bloch vector. This allows to describe the unitary dynamics of the
qubit as rotations of the Bloch vector.
For an array of qubits the basis states spanning the underlying Hilbert
space are formed by the tensor product of the single-qubit computational
states
|n1〉 ⊗ |n2〉 ⊗ · · · ⊗ |nN〉 = |n1n2 . . .nN〉 . (1.3)
Each ni takes the values 0 and 1, andN is the number of qubits. This results
in 2N basis states, and every normalized superposition of the basis states is
again a quantum state. However, this lacks a nice graphical representation
such as the Bloch sphere for a single qubit, due to the vast amount of






then the state of each individual qubit
∣∣ψ(i)〉 can again be represented by a
Bloch vector. In general this is not the case, and states that are not product
states are called entangled states. Written in the Schmidt decomposition
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∣∣∣ψ(i)j 〉 , (1.5)
such that at least two Schmidt ceofficients αj are not zero. Otherwise |Ψ〉
would be a product state. Entangled states play a key role in quantum
computation and quantum information, and they have baffled even the
most brilliant minds [2]. An example of an orthogonal set of two-qubit
entangled states are the four Bell states∣∣Φ±〉 = |00〉 ± |11〉√
2
∣∣Ψ±〉 = |01〉 ± |10〉√
2
. (1.6)
These states are also known to be maximally entangled, since the absolute
values |αj| of the non-vanishing Schmidt coefficients are equal [3].
1.1.1. Single-qubit gates
Having defined the building block of quantum computers, we can now
think about performing operations on the qubits. According to the laws
of quantum mechanics, the time evolution of quantum states is unitary
and so must be the gates we can apply on the qubits. For conventional
computation, there are two reversible gates acting on a single bit, namely












The identity operator leaves the bit unaltered, and the NOT gate flips the






























The gates X, Y and Z are just the Pauli matrices which obey the commutation
relations
[X, Y] = 2iZ [Y,Z] = 2iX [Z,X] = 2iY . (1.9)
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The Hadamard gate H can be understood as basis change operator between
the eigenstates of Z and X. The phase gate S and the pi/8 gate T change the
relative phase between the basis states. It should be noted that this list is
somehow redundant, i. e., two concatenated pi/8 gates return the phase gate
S = T 2. Furthermore, H and T gates are enough to construct all the Pauli
gates, as well as any rotation on the Bloch sphere up to the desired precision.
Therefore, H and T gate are said to be universal. An arbitrary rotation of the
Bloch vector is defined through the rotation operator
Rnˆ (θ) = exp (−iθ (nxX+ nyY + nzZ) /2) . (1.10)
Each single-qubit gate can be written as rotation operator around a normal-
ized axis nˆ = (nx,ny,nz)
>, with rotation angle θ and omitting the global
phase factor.
1.1.2. Two-qubit gates
Single-qubit gates already allow for more operations compared to conven-
tional gates on a single-bit, but one thing that makes quantum computing
special is entanglement between two qubits. We introduce perfect entan-
glers, i. e., gates that take some initial product state |ψ〉 = |ϕ〉 |χ〉 and return
a maximally entangled state |Ψ〉 = (|ϕ1〉 |χ1〉+ |ϕ2〉 |χ2〉) /
√
2. One example
for a perfect entangler is the controlled-Z (CZ) gate
UCZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 , (1.11)
which performs a phase shift of pi on the state |11〉. To see that this is indeed
a perfect entangler, we start with the product state
|ψ〉 = 1
2
(|0〉+ |1〉) (|0〉+ |1〉) . (1.12)
Applying the CZ gate turns this into the maximally entangled state
|Ψ〉 = 1
2
|0〉 (|0〉+ |1〉) + 1
2
|1〉 (|0〉− |1〉) , (1.13)
which we cannot write as a product state because of the minus sign. We
also see that the CZ gate is symmetric, i. e., control and target qubit can be





Figure 1.2.: The CNOT gate and its decomposition into CZ and Hadamard gates
in the circuit representation, showing the equivalence between the two entanglers
up to local rotations. Each horizontal line represents a qubit, single-qubit gates are
drawn as boxes, controlled operations as vertical lines connecting the control (dot)
and target qubit, and time increases from left to right.
interchanged arbitrarily. Another way to show that the CZ gate is indeed a
perfect entangler is to use the geometric picture of two-qubit gates [4]. Any
two-qubit gate is called locally equivalent to the CZ gate if it only differs in
single-qubit operations. Such a gate is the controlled-NOT (CNOT) gate
UCNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 , (1.14)
which swaps the state of the second qubit depending on the state of the
first qubit. In Figure 1.2 we show the circuit representation of the CNOT
gate and its decomposition into a CZ gate and two Hadamard gates. Each
horizontal lines corresponds to a qubit, and single-qubit gates are drawn
as boxes, except for the NOT gate, where we use the symbol ⊕ instead.
A black dot marks the control qubit and is connected to the target qubit
by a vertical line. By convention, the time axis points from left to right.
Now we see that instead of performing the CNOT gate directly, we can first
perform a Hadamard gate on the target qubit, followed by a CZ gate and
another Hadamard gate on the target qubit. It turns out that the CNOT gate,
together with the Hadamard and T gate, form a universal set and therefore
they are sufficient to construct arbitrary multi-qubit gates up to the desired
precision [1].
1.1.3. Measurement of states
Equipped with the definition of qubit states and the multi-qubit operations
that can be performed on them, the last step is to readout the state of the
system. We start with the general single-qubit state |ψ〉 = a |0〉+b |1〉, where
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a and b are complex coefficients such that |ψ〉 is normalized. The measure-
ment of |ψ〉 is done in the computational basis |0〉 and |1〉. Measuring the
state leads to an outcome of 0 with probability |a|2 and an outcome of 1
with probability |b|2. After the measurement the qubit is either in the state
|0〉 or |1〉, with probability |a|2 and |b|2, respectively. Such a measurement is
known as projective measurement. If we want to measure in a different ba-
sis we first apply the corresponding unitary operation onto the qubit before
the measurement. For example, to measure in the eigenbasis of the X gate
we apply a Hadamard gate on the qubit, which maps the state a |0〉+ b |1〉
onto the state
(a+ b) |0〉+ (a− b) |1〉√
2
. (1.15)
Now the probabilities to measure |0〉 and |1〉 are |a+ b|2/2 and |a− b|2/2,
respectively. These probabilities are the same as the ones we would get by
measuring the initial state in the eigenbasis of X. In case of a maximally
entangled two-qubit state the measurement outcome of the first qubit deter-
mines the measurement outcome of the second qubit. Measuring the first
qubit of the Bell state
∣∣Ψ±〉 leads to an outcome of 0 with probability 1/2
and to an outcome of 1 with the same probability, such that the two-qubit
state after the measurement is |01〉 or |10〉, respectively. Therefore, we can
use entanglement between two qubits to determine the state of the second
qubit by a single measurement of the first qubit.
1.1.4. Criteria for a universal quantum computer
Now that we have defined all the necessary operations on the qubits, we
can write down the necessary requirements to realize a physical machine
to perform useful quantum computations. These requirements are known
as the DiVincenzo criteria [5]. First we need a scalable system with well
characterized qubits, so the system parameters need be known accurately.
This includes the interaction between different qubits, couplings to non-
computational states and interactions with external fields. Once we have
defined the mathematical subspace of coupled two-level systems, the qubits
need to be initialized into a well known state for quantum computation.
It is sufficient if we can prepare each qubit in the state |0〉 and apply the
necessary unitary gates afterwards. To implement an algorithm a universal
set of gates with low error probability is needed. We have already discussed
different single- and two-qubit gates. Although H, T and CNOT gates are
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sufficient for quantum computation, being able to perform other single-
and multi-qubit gates directly would not harm if their error is low, since
decomposition into a few basic gates increases the runtime of the algorithm.
Furthermore the measurement must be reliable to read out the state and
retrieve the outcome of an algorithm. It is also possible to use measurement
for initialization, such that we can trigger the unitary initialization operation
on a measurement outcome. Finally, we need a low decoherence rate to
protect the qubits long enough from interactions their environment. Every
open quantum system suffers from decoherence which leads to the loss
of quantum information, but quantum systems cannot be built completely
isolated; otherwise we would loose the ability to control these systems from
the outside. Strictly speaking, we would not be able to initialize the state,
perform the required gates and measure the qubits. Quantum devices need
to be designed such that calculations are safe from these environmental
disturbances, and the clock rate for operations on the quantum computer
must be much higher than the decoherence rate.
1.2. Superconducting qubits
Superconducting qubits are artificial atoms made of superconducting cir-
cuits with non-linear elements. The mathematical description is covered in
circuit quantum electrodynamics (CQED), the superconducting analogue
to conventional QED, describing the interaction between atoms and light.
1.2.1. The quantum LC-oscillator
We start with the LC-oscillator, which is a closed loop electrical circuit built
out of an inductance L serially connected to a capacitance C, as can be seen




Figure 1.3.: The LC-oscillator, with voltage V against ground and current I.
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In analogy to the mechanical oscillator, the capacitance C plays the role of
the "mass", the reciprocal inductance 1/L the one of the "spring constant",
and the fluxΦ takes the role of the "position". The conjugate variable of the




= CΦ˙ , (1.21)








Now we quantize the circuit, with the condition that the Heisenberg
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holds. We can define the raising and lowering operators a† and a such that
the Hamiltonian reads







with the minimum energy being E0 =  hω/2 and the angular frequency
ω = 1/
√
LC of the oscillator. With the Heisenberg uncertainty in equation


















L/C is the intrinsic impedance of the LC-oscillator. The uncer-
tainty relation for the flux and charge operators reads





= 1. Therefore, the quantum LC-oscillator is the circuit ana-
logue of the quantum mechanical oscillator. However, in quantum comput-
ing we need qubits, and these cannot be built from the LC-oscillator, since
the energy gap between neighbouring energy levels is always the same.
In such a case it is not possible to address a specific transition between
two neighbouring energy levels exclusively. Therefore, we need non-linear
elements in our circuit to break the symmetry of the LC-oscillator and to
define a two-level subspace for the qubit.
1.2.2. The Josephson junction
A non-linear element in superconductors is the Josephson junction. The
junction is made of a superconductor that is interrupted with a short gap of
an insulating (non-superconducting) material (SIS). In Figure 1.4 the circuit
diagram of the Josephson junction is shown. The junction has an intrinsic
capacitance CJ shunted in parallel to the inductance LJ of the junction. The
current across the Josephson junction is [8]
I = I0 sin (ϕ) , (1.27)
with the critical current I0 and the phase difference ϕ between the two sites
of the junction. In the presence of a voltage the phase difference changes in
time [7]





Figure 1.4.: The circuit diagram of a Josephson junction, with inductance LJ and
parallel intrinsic capacitance CJ.
For superconductors the current across the junction is maintained through
Cooper pairs, which carry a charge of q = −2e. Therefore, the flux quantum













The Hamiltonian of the Josephson junction reads [7]
H = −EJ cos (ϕ) , (1.31)
with the Josephson coupling energy EJ which measures the ability of Cooper





which can be obtained from I = ∂H/∂Φ.
1.2.3. The Cooper pair box
In Figure 1.5 we show the circuit diagram of the Cooper pair box qubit. The
Josephson junction is capacitively coupled to a voltage source, such that the
circuit forms a superconducting island between the gate capacitance Cg and
the Josephson junction with intrinsic capacitance CJ. The Hamiltonian for
the Cooper pair box reads [7]







1.2. Superconducting qubits 11
−+V LJ,CJ
Cg
Figure 1.5.: The Cooper pair box qubit. The box with the cross is a shorthand
notation for the Josephson junction with intrinsic capacitance.
























− EJ cos (ϕ) . (1.37)
In the limit of high Josephson energies EC/EJ  1 we can use perturbation
theory for small ϕ ≈ 0, which is the so called transmon regime [9] of the












which is basically a Duffing oscillator. It yields for the eigenenergies












6m2 + 6m+ 3
)
, (1.39)
with the energy difference between two neighbouring levels growing lin-
early with the state index
Em − Em−1 =
√
8ECEJ − ECm . (1.40)
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The Hamiltonian can be rewritten in terms of the raising and lowering
operators, and omitting all off-diagonal terms lead to













with  hω10 = E1 − E0 and ∆ = ω21 −ω10.
1.3. Optimal control theory
In optimal control we are faced with the problem of having a system with
some variable parameters and the task to optimize these parameters such
that a given cost function is minimized. Optimal control has been applied
in a variety of systems for decades [10]. Optimization is mainly done with
numerical methods, which for large system sizes is often the only choice.
Analytical solutions can be retrieved from analysis of numerical solutions,
or used as seeds for numerical optimization for systems derived from solved
problems. In here we want to present two numerical methods of optimiza-
tion we will use later in this work. The first method is a gradient ascent
search for pulse shapes known as GRAPE [11], and the second method is a
general gradient free global search method existing in plenty of variations
in the family of genetic algorithms [12].
1.3.1. Pulse optimization with gradient ascent
Gradient based optimization algorithms have proven to often outperform
gradient free methods. Here we want to introduce one of the workhorses
of pulse shape optimization, which is known as GRadient Ascent Pulse
Engineering (GRAPE) [11]. In its simplest form, we have a time independent
drift Hamiltonian H0 andM control Hamiltonians Hk with time dependent
amplitudes uk(t). The total system Hamiltonian then reads
H (t) = H0 +
M∑
k=1
uk (t)Hk . (1.42)
The task is to find control fields such that a given initial state |Ψ0〉 is trans-
formed into the desired target state |ΨF〉 under the unitary transformation
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with the time ordering operator T and using  h = 1. The fidelity function
measures how well the final state |ΨT 〉 = UT |Ψ0〉matches the desired target
state through the state overlap |〈ΨF|ΨT 〉|2. However, this would optimize
the unitary operator only for the chosen input state. A state independent




∣∣∣Tr{U†FUT}∣∣∣2 = 1d2 |〈UF|UT 〉|2 , (1.44)
with the desired unitary operatorUF and its dimension d. In the last step we
have written the Hilbert-Schmidt scalar product between the two operators
as inner product of the vectorized matrices (see Appendix A.1). This fidelity
measure also has the advantage that it is independent of global phases in the
unitary operator. In GRAPE the control vector {uk (t)} is approximated via
piecewise constant (PWC) control amplitudes ukj. The PWC amplitudes are
samplings of the analytic shape uk(t) at the midpoint of each time interval.
Gradient search
Now we want to define a gradient for the fidelity function in terms of the
PWC amplitudes ukj we use in the gradient search. The time evolution of










|Ψ (t)〉 . (1.45)
In the following we use N discrete time steps with unit length
∆t = T/N . (1.46)















| 〈U†j+1 . . .U†NUF︸ ︷︷ ︸
=λj
|Uj . . .U1︸ ︷︷ ︸
=ρj




where we have introduced the forward and backward evolution operators




























= −i∆tHkUj . (1.50)
The GRAPE algorithm then works as follows:
1. Initialize the pulses ukj.
2. Calculate the fidelity Φ and terminate if Φ lies above a given thresh-
old.




4. Update the controls ukj and go back to 2.
The update rule for the control vector at each iteration is
ukj 7→ ukj + ε ∂Φ0
∂ukj
, (1.51)
where ε is the step size of the update.
Filtering
The control vector found by GRAPE usually does not match the pulse shape
that reaches the quantum systems. This is due to the limitations of the
arbitrary waveform generator (AWG) used to create the pulse shapes itself,
as well as damping in the control lines through the different temperature
regimes from room temperature electronics to reach the cryogenic cooled
system. Here we take into account this effect in terms of linear filtering of
the control pulses [13]. Let skl be the controls after the filtering process. The
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with the window function wk,l−j, which we allow to be different for each
control k. We also use a symmetric window functions, i. e. wl = gl+M/2,
withM being the window size and gl is a vector storing the function values


















Im (〈UF|UT 〉 〈λl|Hkρl〉) . (1.54)
With the help of the chain rule the gradient of the fidelity with respect to

















Therefore, we calculate the gradients for the filtered controls first before we
get the gradients for the unfiltered controls and can apply the update rule.
1.3.2. Genetic algorithms
We have already mentioned that gradient based algorithms are faster than
gradient free optimization methods. However, it is not always possible to
obtain a gradient for the system. This may be due to unknown system pa-
rameters or the way the system is simulated, such that the system dynamics
are not characterized well enough. Genetic algorithms [12, 14], on the other
hand, are a well established optimization method. It is a very versatile tool
to attack global optimization problems for complicated control landscapes.
Genetic algorithms have been applied successfully in a variety of systems,
like analog quantum optimal control, e. g., to optimize laser pulses to control
molecules [15].
Within the genetic algorithm framework, every solution for the varia-
tional parameters of the control problem is encoded into a genome. This
might be a string of boolean, integer or real numbers. For pulse shape op-
timizations, each real valued control amplitude ujk can be encoded as bit
string, which we refer to as a gene, and the latter are concatenated to a
genome. Another possibility is to encode the control vector directly, such
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that the genome is a string of real values. We mainly focus on genomes
that contain genes of boolean type with size one, such that the genome is
a simple bit string. Each genome is a more or less good solution to our
problem. The fitness of a genome measures how well the genome solves the
problem and we choose the fidelity function as fitness measure.
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Figure 1.6.: Crossover of two genomes, with the parental genomes marked in dif-
ferent colours. Each genome is cut at the third position and the tails of the genomes
are exchanged.
Now we can define two basic operations on the genomes. The first one
includes pairs of genomes to breed new genomes. The crossover of two
genomes cuts each of them at a random position and concatenates the first
part of the first genome with the second part of the second genome and the
first part of the second genome with the second part of the first genome.
We restrict the random position of the cut to be the same for both genomes,
such that each genome is of the same length. Figure 1.6 shows the crossover
operation between two genomes. The crossover operation is independent of
the genome type and can be extended to include multiple cuts per genome
[16], and one can restrict the cut position to not destroy single genes.
0 010 100 10 110 0 1 00
Figure 1.7.: Mutation of a bit-string genome. At the second and seventh position,
marked in red, the bit in the genome is flipped.
The second, even more basic operation involving only a single genome
is mutation. For each gene in the genome we throw a coin and change the
gene depending on the outcome. For a simple bit, this is just a bit flip at
the given position, and for real numbers we increment the value by a small
amount. The mutation rate defines how strong the coin is biased and is
usually chosen to be low to keep the overall pattern of a genome. Figure 1.7
shows a genome consisting of single bits undergoing some mutation.
Equipped with these operations on the genomes, the genetic algorithm
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works as follows:
1. Initialize a population of genomes of size N.
2. Select a subset 6 N of genomes from the population for mating them
via crossover with probability pmate.
3. Mutate all genomes with probability pmutate.
4. Decode the genomes to retrieve their fitness values.
5. Select, depending on their fitness value, the genomes that make it to
the next generation and go back to 2.
The algorithm terminates if we find a genome with a fitness value above
a certain threshold. The selection process for the crossover operation allows
for multiple copies of genomes with high fitness values. Such a selection
process is roulette wheel selection, where the selection probability is pro-
portional to the fitness value. The decoding process turns the genomes into
the controllable system parameters we are optimizing, with which in turn
the time evolution of the system and the fidelity are calculated. The final se-
lection process we choose is a survival of the fittest of the mutated genomes.
We point out that at each step in the algorithm a variety of parameters can
be changed. For example, we could mate all genomes in the population
without prior selection, and only the mated genomes make it to the next
generation, depending on a final fitness based selection process like roulette
wheel. Also, one can choose a subset of genomes which are fixed and only
get extinct if better genomes are found.
1.4. Open quantum systems
Quantum systems often cannot be viewed as isolated systems alone. As we
have already discussed in Section 1.1.4, the interaction with the environment
of the quantum device is unavoidable. Here we want to describe the basic
model to take environmental effects into account, which is the Lindblad
master equation for the density matrix [3].
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1.4.1. Liouville space






∣∣Ψj〉〈Ψj∣∣ wj > 0 , (1.56)
with weights wj > 0. The normalization condition for the density matrix
reads
tr{ρ} = 1 , (1.57)
and the weights must satisfy
∑
jwj = 1. If all but one wj are zero, the state
described by the density matrix is called a pure state. In this case the density
matrix description of the state is equivalent to the description by the wave
function. Otherwise, if at least two wj > 0, the density matrix describes a







[H, ρ] , (1.58)
which follows directly from the Schrödinger equation and the definition of
the density matrix in equation 1.56. The density matrix at time t starting in
the initial state ρ0 reads
ρ (t) = E(t)(ρ0) = U(t)ρ0U
†(t) , (1.59)
where E(t) maps density matrices onto density matrices. While the wave
function is an element of the Hilbert space H, the density matrix is an ele-
ment of the Liouville space L. The latter is defined as the space of operators
for which the Hilbert-Schmidt scalar product is finite and can be written as
Cartesian product of the Hilbert space with itself
L = H ⊗H . (1.60)
Together with the Hilbert-Schmidt scalar product the Liouville space itself
forms a Hilbert space.
Now we write the density matrix as vector in Liouville space. Using the






















∣∣Ψ∗j ,Ψj〉 , (1.61)
1.4. Open quantum systems 19
where we have used the shorthand notation |l〉⊗|k〉 = |l,k〉, and the complex
coefficients αjk are given by the underlying wave functions∣∣Ψj〉 =∑
k
αjk |k〉 αjk ∈ C . (1.62)









AjlρlmBmk |k, j〉 = (B> ⊗A) |ρ〉 . (1.63)
It follows for the unitary transformations and the effect of the Hamiltonian∣∣∣UρU†〉 = (U∗ ⊗U) |ρ〉
|Hρ〉 = (1⊗H) |ρ〉
|ρH〉 = (H> ⊗ 1) |ρ〉 . (1.64)










1.4.2. Lindblad master equation
A closed quantum system embedded into an environment is described by
the Hamiltonian of the system HS, the Hamiltonian of the bath HB and the
interaction between system and environment HSB. However, while the sys-
tem is approximately well characterised, the environment adds a plethora
of degrees of freedom, and it is ambitious to attempt a solution of the com-
plete system. Furthermore, we are only interested in the evolution of the
small quantum system, which is described by the reduced density matrix
ρS = trB ρ , (1.66)
where the partial trace is taken over the bath degrees of freedom. Then
we want to get a differential equation for the reduced density matrix that
describes the time evolution accurately. One such equation is given by the
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Lindblad master equation, although requiring strong assumptions on the
system-bath interactions [3]. First, we apply the Born approximation, which
requires the interaction between system and bath to be weak, such that the
influence of the system on the bath is almost negligible, and we can write
ρ ≈ ρS ⊗ ρB. The Markov approximation assumes that the time derivative
of the density matrix at time t only depends on the state of the system at
that time, i. e., no memory effects occur in the system. In a last step, fast
oscillating terms are averaged out within the rotating wave approximation.


























where ρ is the density matrix of the system and H its Hamiltonian, omitting
the index S for the system. The operators Li are the Lindblad operators
leading to decoherence of the system. The general effect of these is a decay
of off-diagonal elements in the density matrix (dephasing) and a change of
the diagonal elements (relaxation). Therefore, depending on the initial state
ρ0 and the Lindblad operators, dephasing transforms pure states into mixed
states. The factor γi is the decoherence rate of the corresponding Lindblad


























The number of independent Lindblad operators is at most N2 − 1, where
N is the dimension of the Hilbert space. The Lindblad master equation
ensures that the resulting map E(t) describing the time evolution of the
density matrix is completely positive and trace preserving. To measure the
fidelity of a map ET compared to the ideal map EF we start with the trace




〈UF|UT 〉∗ 〈UF|UT 〉 = 1
d2
〈U∗F ⊗UF|U∗T ⊗UT 〉 , (1.69)
and replacing the unitary map U∗T ⊗UT with the actual map describing the




〈EF|ET 〉 . (1.70)
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We note that the map EF = U∗F ⊗UF describes the unitary target evolution.
1.5. Outline
The outline of this thesis is as follows: In Chapter 2 we introduce single-flux
quantum (SFQ) pulses to control qubits and use a genetic algorithm to opti-
mize single-qubit gates. In Chapter 3 we derive reasonable parameters for
the implementation of optimized SFQ pulses. Using GRAPE, we optimize a
three-qubit gate in a von Neumann based architecture for superconducting
qubits in Chapter 4. In Chapter 5 we use digital basis functions for single-
and two-qubit gates within a GRAPE optimization. Finally, in Chapter 6
we compare two implementation of a perfect entangler and how well they
perform under the influence of Markovian decoherence.
2. Optimal control with single flux
quantum pulses
Superconductor based rapid single flux quantum (RSFQ) technology was
originally pursued for ultra-high-speed conventional computing platforms
[18, 19, 20, 21]. It is able to generate high frequency identical voltage pulses
with high reproducibility up to operations at 750 GHz. Compared to semi-
conductor electronics, the digital information is accurately represented by
single flux quanta (SFQ). The high frequencies are possible through the
fast switching time of the Josephson junctions, that lies in the picosecond
range. Furthermore, there is the availability of interconnections which al-
lows transmission of data pulses over long distances and close to the speed
of light with low dissipation. Possible applications are telecommunications,
supercomputers, sensing, digital signal processing and high-precision mea-
surements [20], to name a few.
For superconducting qubits, SFQ pulses allow on-chip control and read-
out for quantum computers based on Josephson devices [22, 23, 24, 25, 26,
27]. With control pulses of picosecond duration, RSFQ shows potential for
fast quantum gates [28]. Then again, the timing of SFQ pulses is a major
challenge [29]. For single frequency sequences of SFQ pulses DC/SFQ con-
verters allow time equidistant pulse trains. More complex sequences can
be loaded into shift registers [30, 31]. Those integration capabilities make
RSFQ technology compatible with extending quantum processors [32, 33].
Present day control schemes of superconducting qubits rely heavily on
room-temperature electronics; the analog signals are transmitted through
filters into the cryostat where the qubit resides at Millikelvin temperatures.
This leads to a heavy physical overhead, especially for extensibility from
several to hundreds or thousands of qubits. But with on-chip integration the
ability to create perfectly matched gate pulses via high amplitude resolution
is lost. Conventional controls also have a high power consumption. On the
other hand, the power consumption in RSFQ is low (eRSFQ) [34].
Some of the ideas and figures presented in this chapter have been published in [17].
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In the following we develop the key ideas to use SFQ pulses to drive su-
perconducting qubits directly. The SFQ drive is a control with only a single
bit of amplitude resolution. Given a high frequency clock, we commonly
decide for each time interval if there is a pulse or not. Although it is possible
to change the voltage shape of SFQ pulse, i. e., changing the width to height
ratio while keeping the area constant [25], and furthermore, using pulse
with different area via tuning the coupling capacitance to the qubit, this
does not seem to be feasible within the time scale of a single quantum gate,
but in-between gates. Furthermore, this adds more complexity to our circuit,
which we try to avoid. However, we want to point out that the parameters
used in our simulations can give some insight into key relations between
the circuit parameters for optimization of pulse sequences.
2.1. SFQ logic
In semiconductor computer science, logical 0 and 1 are defined by the
voltage. In the field of RSFQ based supercomputers, the logical 0 and 1
are defined by SFQ pulses within a time frame, i. e., for a logical 1 an SFQ
pulse has occurred in the given time frame. Equation 1.17 gives the relation
between flux and voltage
dΦ
dt
= V , (2.1)





The flux itself and therefore the superconducting phase are quantized [19]
Φ = nΦ0 . (2.3)
Now an SFQ pulse is defined by the voltage pulse across a Josephson junc-
tion [35, 19, 21] ∫
V(t)dt = Φ0 , (2.4)
where the area of the time integrated voltage has the size of a single flux
quantum. Since the SFQ pulse is defined via voltage pulse shapes, one could
use them to drive a transmon via a capacitor, similar to Figure 1.5 for general
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with the energy splitting  hω10. Driving the qubit with a voltage pulse leads
to a control Hamiltonian of the form
H1 ∼ i(a† − a) = Y , (2.6)
which is proportional to the Pauli-Y operator in the two-level description.
The lowering and raising operator of the qubit are a and a†, respectively.









whereCg is the gate capacitance andCB the bias capacitance of the transmon








2.2. The DANTE sequence
In the limit of very short driving times ∆t τ = 2pi/ω10, the voltage pulse
leads to a rotation on the Bloch sphere around the y-axis






where the angle is given by





We refer to this type of pulse shape as a hard pulse. Let us now define the
two basic operations we can perform within RSFQ, with  h = 1. First, a free
evolution of the qubit for a time t













Figure 2.1.: The effect of the first two steps of the DANTE sequence on the |0〉 state.
After a full precession of duration τ around the z-axis, applying an SFQ pulse to the
transmon leads to a rotation of the state vector by a small angle θ = pi/N around
the y-axis. Repeating this N times performs a complete flip of the Bloch vector
from |0〉 to |1〉.
which is up to a global phase just a rotation around the z-axis with angle
−ω10t. The other operator is an applied voltage pulse, taking into account
any generalization for a finite pulse width ∆t for later calculations




e−iω10∆t sin(θ/2) e−iω10∆t cos(θ/2)
]
. (2.13)
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δ(t− jτ) , (2.16)























Figure 2.2.: Spectrum of the DANTE sequence with varying number of pulses N.
Increasing the number of pulses narrows the bandwidth of the drive frequency
and its higher harmonics, as well as decreasing the magnitudes of the side-lopes.
such that after each full precession of the Bloch vector a hard pulse is ap-
plied. This is basically an analogue of an rectangular pulse shape with the
qubit energy spacing as carrier frequency. In Figure 2.1 we visualize the
effect of the DANTE sequence on the Bloch vector. The nominal rotation
angle is defined as α = θN = Ω0N∆t, where N is the number of pulses.
Figure 2.2 shows the spectrum for different number of pulses. The more
pulses are included, the narrower gets the bandwidth and the amplitudes
of the sideband frequencies, such that long sequences with many pulses
lead to a better drive of only the desired frequency. The resulting unitary
for the qubit reads
UT = [U0 (nτ− ∆t)U1]
N . (2.17)
For the pi/2 gate we have Nθ = pi/2, and for the pi gate Nθ = pi. The gate
time scales linearly with the number of pulses, i. e., tg = Nτ.
2.3. Leakage
For a two level system the DANTE sequence works perfectly well if the
delay between each pulse is exactly nτ and the number of pulses isN = α/θ.
















Figure 2.3.: Infidelity of the DANTE sequence for the target gatesUpi andUpi/2 and
for different values of the anharmonicity ∆, with varying number of pulses and a
fixed drive frequency of 1/τ. Increasing the number of pulses N increases the gate
time to tg = Nτ and decreases the pulse amplitudes to pi/N and pi/2N for the two
target gates Upi and Upi/2, respectively. The oscillation in the fidelity is determined
through the anharmonicity and the drive frequency.
comparing the energy differences between the first and second excited state
to the ground state and the first excited state. Therefore, we have to take














0 0 00 ω10 0
0 0 2ω10 + ∆
 , (2.18)
with the anharmonicity ∆ = ω21−ω10 and the energy splittingω21 between
the second and first energy level. The last equation holds for a three level
system, i. e., a qutrit. Since we have defined the drive via the qubit lowering
and raising operator, its form does not change and we get for the qutrit
H1 ∼ i





Driving with this Hamiltonian will eventually lead to leakage out of the
computational subspace spanned by the two lowest states |0〉 and |1〉 into















Qutrit, UpiQutrit, Upi/2Qubit, UpiQubit, Upi/2
Figure 2.4.: Infidelity of the DANTE sequence for the target gates Upi and Upi/2,
with Gaussian pulse shapes and varying number of pulses. For the qubit approxi-
mation the fidelity is limited through the Gaussian shape of the SFQ pulses, but
this error is by orders of magnitude lower than the error that arises through the
interaction with a third level within the qutrit model.
the second excited state |2〉 and vice versa. Our goal is then to find SFQ
sequences which reduce this effect.
Besides the additional level, we also use a more physical pulse shape for
our first proof of principle. We choose a Gaussian with a standard deviation
of σt = ∆t/10. This has the advantage that the bandwidth is no longer
infinite. The pulse shape reads with 2tc = ∆t











Ω(t)dt = θ , (2.20)
where erf() guarantees normalization. The target gate for the qutrit is of the
form
UF = ΠQ
cos(α/2) − sin(α/2) 0sin(α/2) cos(α/2) 0
0 0 eiϕ
ΠQ , (2.21)
with an arbitrary phase ϕ for the leakage level and the projector onto the
computational subspace ΠQ = Π0 + Π1. This definition of the target gate
allows us to ignore the phase of the leakage level and measure the fidelity in
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which also ignores any global phase.
Figure 2.3 shows the infidelity dependence of the DANTE sequence on
the number of pulses and the anharmonicity for the two gates under con-
sideration, Upi and Upi/2. The rotation angle of each individual pulse is
θ = α/N and depends on the number of pulses N. We see that the fidelity
increases with the number of pulses, and the oscillation frequency of the
fidelity is proportional to the anharmonicity for fixed driving frequency
1/τ. Additionally, higher anharmonicities lead to better fidelities, which
follows from the frequency spectrum of the DANTE sequence in Figure 2.2.
Figure 2.4 shows the infidelity dependence of the number of pulses for a
fixed anharmonicity ∆ = −ω10/25. The Gaussian pulse shape limits the
reachable fidelity in the qubit case, but is still orders of magnitude better






















Figure 2.5.: Time slicing of the evolution. In each frame, the control amplitude
Ω(t) either has a Gaussian shape (1) or vanishes (0). Therefore, only two unitary
operators Ui need to be calculated, each with a duration of 2tc (here: tc = τ/40).
The delay between two consecutive pulses is always an integer multiple of 2tc.
In a previous section we have defined the two basic operations, i. e., U0(t)
and U1, describing the free evolution and the effect of an SFQ pulse, respec-
tively. Here we want to introduce the bit string representation which will
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Time [τ]
Figure 2.6.: Bit-string representation of the pulse sequence before (top) and after
(bottom) the optimization for a gate time of tg = 100 τ to flip the Bloch vector
completely. A vertical black line indicates the time when a pulse is applied and
white space the time delay between consecutive pulses.
be used for optimization. Given a fast clock with frequency fclock = 1/2tc,
in each time interval of duration ∆t = 2tc the evolution of our transmon
is either described by the free evolution operator U0(2tc), i. e. no pulse is
applied, or U1(2tc). The total time evolution is then given by
UT = Π
1
i=NUai = UaNUaN−1 · · ·Ua1 (2.23)
with ai being either 0 or 1. An example for three consecutive time intervals
is shown in Figure 2.5. The database that the unitaries are chosen from
contains only two entries











with H(t) = H0 +u(t)H1 and T the time ordering operator. Any adjustment
in the experiment can be captured in the database and all characterization
of the pulses has to be done once in order to find these two database entries.
The operator U1 is defined such that a hard pulse with u(t) = θδ(t)/2 has
its peak at the beginning of a new pixel, which maximizes the effect of the
Y-rotation. Otherwise the whole sequence needs to be shifted in time. The
total time evolution can therefore be encoded into a single bit string. For
example, for the DANTE sequence [36, 32] with tc = τ/40 we get
ai =
{
1 if (i− 1) mod 20 = 0
0 else
. (2.26)
The pulse sequence is already encoded into a bit string, and a gradient
cannot be easily defined since the pulse shape is fixed. Only the pulse delays












Figure 2.7.: The convergence of the genetic algorithm, starting with the DANTE
sequence. At each iteration, a new population of different pulse sequences is bred
from their parents, while the best solution of a generation with the lowest infidelity
is kept until either the algorithm finds a better one or a given threshold is exceeded.
are variable, but then again, the number of pulses is fixed. Therefore we
use a genetic algorithm to optimize the pulse sequence, which we have
introduced in Section 1.3.2. We search for a local minimum in the control
landscape starting with the DANTE sequence described earlier [36, 32].
If we reach the target fidelity or the maximum number of iterations the
algorithm stops. The parameters of our optimization are shown in Table 2.1.
Finding good values is a difficult task, partially because the effect on the
search is not fully understood yet. However, it is common practice for
most optimization problems to choose a high crossover and a low mutation
probability [16]. We also point out that if we set the population size to one,




Number of genomes to select for mating 64
Maximum allowed iterations 200 000
Target fitness 0.9999
Elitism 1
Table 2.1.: Parameters used in the genetic algorithm.









































 (t) P- 2f (t)
Figure 2.8.: Population dynamics of aUpi gate for the initial (index i) and optimized
(index f) pulse sequence, starting in the |0〉 (a) and |1〉 state (b). The average leakage
into the third level is shown in (c). While the oscillation of the leakage population
with 2pi/|∆| is apparent in the DANTE sequence, this is distorted in the optimized
evolution with the gain of leakage suppression to the final gate time.









































 (t) P- 2f (t)
Figure 2.9.: Population dynamics of a Upi/2 gate for the initial (index i) and opti-
mized (index f) pulse sequence, starting in the |0〉 (a) and |1〉 state (b). The average
leakage into the third level is shown in (c).
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simulated annealing algorithm [39]. The only difference left is that there is
no global temperature defined that decreases with the number of iterations,
and choosing the new sequence only depends on the fitness value, not on
the iteration number as in simulated annealing.
Using that algorithm and setting our gate fidelity as the fitness measure
for the genomes in the genetic algorithm we found the solutions for the se-
quence shown in Figure 2.6 and for the populations shown in Figure 2.8 and
Figure 2.9. The algorithm mainly corrects for leakage into the third energy
level, which always leads to an increase in the number of pulses. This is
due to the fact that part of the excitation is pumped into the third level and
has to get pumped back. The leakage effect also leads to phase error in the
computational subspace. A minor reason is the noideal pumping at high fre-
quencies due to the Gaussian pulse shape. We encounter a broad variation
over different runs indicating the presence of an abundance of local traps.
This is consistent with the common observation that, in principle, trap-free
control landscape [40] develops traps when the space of the available pulse
shapes is strongly constrained.
Leakage into the second level is defined as follows: we calculate the
average population of being in the second state starting in the states |0〉 and















with A(t) = ΠQU(t)ΠQ being the time evolution operator projected onto
the qubit subspace. The average leakage population is shown in Figure 2.8
and Figure 2.9 as well, with oscillatory behaviour for the DANTE sequence
and reduction of the final leakage of the optimized sequence.
2.4.1. Timing errors
The release of SFQ pulses timed by the clock can be distorted by inevitable
timing jitter [41]. This leads to small delays of the actual time the pulse
is applied. Therefore we expect a decrease in fidelity when such effects
are taken into account. Here we show the influence of timing jitter for the
optimized sequence for the Upi gate at tg = 100τ and the Upi/2 gate at
tg = 50τ.



























Figure 2.10.: The infidelity of the optimized sequence for aUpi gate (top) and aUpi/2
gate (bottom) and timing errors of the SFQ pulses, with a gate duration of 100τ
(top) and 50τ (bottom). The timing jitter of each pulse either is uncorrelated, with
constant variance (external clock), or depends on the last applied pulse (internal
clock). For each value of σ the infidelities have been averaged over 1000 runs of
the time evolution.
To take the jitter errors into account we shift each applied pulse in time
by a small amount δt and each pulse U1 is replaced by U ′1, with
U ′1 = U0(−δt)U1U0(δt) . (2.28)
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If δt is positive, the pulse reaches the qubit with a delay, while a negative δt
leads to a pulse that is applied too early. The values of δt are set randomly
by a normal distribution with mean µ = 0 and standard deviation σ. This
σ depends on the type of the implemented clock. For an external clock, the
standard deviation of each time delay is independent of the preceding pulse.
Therefore we can keep it constant. If we implement the clock internally on
the chip, each pulse is triggered by its predecessor. For the kth pulse the
standard deviation therefore reads
√
kσ.
In Figure 2.10 the infidelity for different values of σ is shown for the
Upi gate and for the Upi/2 gate. For each value of σ, the fidelity of the time
evolution has been averaged over 1000 runs. As can be seen, the external
clocking scheme is more robust by an order of magnitude of the standard
deviation. It is still within the target fidelity for jitter times within 3 % of the
pulse width ∆t. For the internal clock, the same condition holds, but with
an order of magnitude less robustness, i. e., around 0.3 %. If the jitter time is
of the same order as the pulse width, the infidelity is still on the same scale
as where we started our optimization, for the external clock. We therefore
conclude that an external clock should be used in favour of an internal one
for future devices.
2.4.2. Quantum speed limit
Every quantum system undergoes some decoherence, which leads to a loss
of information in the system. Typical time scales of decoherence of transmon
qubits lie in the range of several microseconds [42]. Therefore it is important
to be able to perform as many gates as possible before decoherence comes
into play. With the genetic algorithm we search for speed limits for the
given set of parameters. The speed limit is the minimal time we need to
implement the single-qubit gate with SFQ pulses for a given target fidelity.
In Figure 2.11 we show the speed limit for the system at hand for the Upi
gate and the Upi/2 gate, which we obtained through optimization with the
genetic algorithm. For each gate time the pulse width is kept constant, and
the number of bits decreases with the gate duration. The genetic algorithm
stops as soon as we reach a fidelity ofΦ > 0.9999 or the maximum number
of iterations. We have also included optimizations for the doubled pulse
amplitude of θ = pi/50. The speed limit lies approximately below a gate
time of tg = 30τ, i. e., less than 600 bits for a clock frequency of fclock = 20/τ,
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Figure 2.11.: The infidelity for different gate durations τ, with a constant pulse
width of 2tc = τ/20. The pulse sequences for the Upi and Upi/2 gates have been
optimized with a genetic algorithm, for pulse amplitudes of pi/100 and pi/50. The
algorithm halts as soon as a fidelity Φ > 0.9999 has been reached. The data show
that doubling the pulse amplitudes from pi/100 to pi/50 does not lead to faster gates.
The minimal gate duration required lies below 30τ and is independent of the target
gate.
∆ [38]. We also point out that the speed limit is independent of θ and the
target gate.
In Figure 2.12 we show the robustness of the four optimized sequences at
the approximate speed limit of tg = 30τ for an external clock. We see that
even at the speed limit the sequences show the same behaviour as they did
for longer gate times. Also, driving with higher amplitudes leads to less
robust sequences.
2.5. Summary
To conclude, we have successfully developed and applied an optimal con-
trol method for pulses with only a single bit of amplitude resolution which
is not covered in [10]. Finding the right binary string leads to minimization
of the leakage error in the transmon system and thus gate control precision
compatible with the requirements of fault-tolerant quantum computing.

















Figure 2.12.: The infidelity of the optimized sequences at a gate duration of tg =
30τ for uncorrelated timing errors with standard deviation σ. The pulse sequences
with the higher pulse amplitude pi/50 are less robust against timing jitter than the
sequences with the lower pulse amplitude pi/100.
The results presented here show a fidelity improvement of several orders
of magnitude over equal pulse spacing sequences while being robust un-
der external timing jitter. RSFQ shift registers are needed to perform the
optimized sequence and are an essential part of on-chip SFQ qubit control.
This makes the underlying SFQ pulse platform together with the single-bit
optimal-control theory a possible and attractive candidate for an integrated
control layer in a quantum processor.
3. Implementing optimized digital
control in RSFQ
The optimization technique presented in the previous chapter allowed us
to apply fast and robust single-qubit gates to leakage with just a single bit
control resolution. This makes high fidelity single-qubit gates reachable with
RSFQ systems. But they also set some conditions for the design parameters.
For example it must be possible to drive at high frequencies and to readout
and apply pulses at arbitrary time slots. Here we want to use more realistic
designs, derived from latest technology, to get closer to a practical single-
qubit control realization. We also derive some conditions that analytic pulse
sequences should meet and compare it with DANTE.
3.1. Shift registers
We study the influence of the shift register size on the qubit gate. In the most
simple case, a shift register can be seen as a temporary storage device that
is loaded and read out sequentially. They have been designed and tested
successfully in RSFQ [30, 31]. The RSFQ clock sets the times at which a bit is
read out, and every other bit is shifted forward by one position. Other types
of shift registers exist as well in semiconductor electronics, like serial-in
parallel-out (SIPO), parallel-in serial-out (PISO) and parallel-in parallel-out
(PIPO), which read in sequentially and read out in parallel, read in parallel
and read out sequentially, or read in and out in parallel, respectively. They
might be available for RSFQ in the future, too. In the previous chapter,
we basically operated a shift register at a frequency of 20/τ and bit sizes
ranging from 5 to 2000, with a minimum required size of below 600 bits for
the quantum speed limit.
As a first example, we use a smaller frequency of 8/τ and a bit length
of 256, which leads to a gate time of tg = 32τ. We let the target angle α
Some of the ideas and figures presented in this chapter have been published in [43].
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Figure 3.1.: Infidelity for different phasesϕ and rotation angles α. The shift register
size is 256 with a pulse width of τ/8 and a pulse amplitude of pi/100.
and phase ϕ vary and optimize each sequence up to an infidelity of 10−4 if
possible. The result is shown in Figure 3.1. The target gate reads
UF =
 cos(α/2) −(cosϕ+ i sinϕ) sin(α/2) 0(cosϕ− i sinϕ) sin(α/2) cos(α/2) 0
0 0 0
 , (3.1)
i. e., we implement a Y-rotation forϕ = 0 and an X-rotation forϕ = pi/2. We
obtain that there is a maximum rotation angle α 6 3pi/4 and that the reach-
able fidelity depends on the phase ϕ, with a minimum for the clockwise
Y-rotation. To obtain this data, we have adjusted the mutation rate to 2/npix,
where npix is the shift register size, such that a mutation of a bit string in
the genetic algorithm has a Hamming distance of two, i. e., approximately
two bits in a bit string are flipped.
3.1.1. Pulse width
Having seen that at low frequency there is a maximal reachable rotation
angle, we want to see if there is the possibility to vary the frequency with
fixed shift register size to see if we can reach a bigger angle. But first we
have to change the target gate. We make the target gate independent of the
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Figure 3.2.: Infidelity for different pulse widths 2tc and rotation angles α for a
fixed shift register size of 256 bits. We see that there is a maximal rotation angle
and a minimal pixel length, where the latter is proportional to the gate time and is
lower bounded by the anharmonicity.
phase ϕ by restricting it to Y-rotations. The target gate for arbitrary rotation
angle reads
UF =
cos(α/2) − sin(α/2) 0sin(α/2) cos(α/2) 0
0 0 0
 . (3.2)
Now, in a second step, we point out that if we want to implement the
identity operation, the simplest case would be to not apply a pulse at all.
However, for varying pulse widths and fixed shift register size we have gate
times that are tg 6= nτ, with n ∈ N. This leads to a decrease of the fidelity,




















cos (ϕ0 −ϕ1) | 〈0|U†FUT |0〉| | 〈1|U†FUT |1〉| , (3.3)
with the phases ϕ0 and ϕ1 of 〈0|U†FUT |0〉 and 〈1|U†FUT |1〉, respectively. The
fidelity function we are using is sensitive to relative phases between the
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Figure 3.3.: Infidelity for different pulse widths 2tc and rotation angles α for a
fixed shift register size of 256 bits, but a pulse amplitude of pi/50. In this case the
rotation angle is only limited by the gate time, i. e., reasonable low frequencies.
levels in the computational subspace. Now setting α = 0, i. e., setting the














and we see that the fidelity oscillates with the chosen gate time. To correct
for this effect we are using the following target gate instead which we obtain






This is equivalent to implement the target gate in a frame rotating with ω10.
Then we just have to keep track of the gate times and waiting times between
gates, i. e., correct the phase errors in software.
Again we use a fixed size shift register with 256 bits and amplitude pi/100.
We let the pixel duration vary from τ/20 to τ/5. As can be seen in Figure 3.2,
there is the same limit for the maximal rotation angle we obtained from
Figure 3.1, which lies around α 6 3pi/4. Also, a lower driving frequency
does not have a major effect on the maximal rotation angle. However, at
frequencies that are too high the gate time falls below the critical value












pi/100, Upi pi/100, Upi/2 pi/50, Upi pi/50, Upi/2
Figure 3.4.: Speed limit for the low frequency clock with ν = 8/τ. Except for the
Upi gate with pulse amplitude pi/100, the speed limit is still below 30τ.
defined through the anharmonicity, i. e., tg < 2pi/|∆|. We conclude from
the data that for a pulse amplitude of pi/100 we have to perform two Upi/2
gates to get a Upi gate with a 256 bit shift register. However, higher pulse
amplitudes do not need high frequency pulses trains, and the gate time sets
the only limit, as we can see in Figure 3.3. But, as we have discussed in the
previous chapter, these are less robust compared to the pi/100 pulses.
3.1.2. Shift register size
Now we analyse the shift register size depending on the reported speed
limit. Therefore, we use three default values for the pulse width, namely
τ/20, τ/8 and τ/5. For each we optimize the sequence up to the target
fidelity to find a speed limit for the pulse amplitudes pi/50 and pi/100 and
the two target gates Upi and Upi/2. The results are shown in Figure 2.11,
Figure 3.4 and Figure 3.5. From the numerical optimization we obtain how
the constraint to lower frequency components limits the speed limits for the
different gates and pulse amplitudes. While for frequency components with
20/τ the speed limits where the same, we already see that for a maximal
frequencies of 8/τ pulse with amplitude pi/100 drastically increase the gate
time for the Upi gate. For a maximum frequency of 5/τ, we can achieve the












pi/100, Upi pi/100, Upi/2 pi/50, Upi pi/50, Upi/2
Figure 3.5.: Speed limit for a clock frequency of ν = 5/τ. TheUpi/2 gate for the high
amplitude pi/50 is still below 30τ, while the Upi/2 gate with pulse amplitude pi/100
and the Upi gate with pulse pulse amplitude pi/50 have approximately the same
speed limit, and the Upi gate with pulse amplitude pi/100 is shifted to even further


















Figure 3.6.: Speed limit for the Upi/2 gate and three different clock frequencies in
dependence of the shift register size. Lower frequencies allow for shorter shift
registers, trading off increased gate times.
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anharmonicity limited gate time only for the high amplitude pi/50 pulses
for theUpi/2 gate. From these we conclude that frequency limited sequences
can be compensated by higher pulse amplitudes, but the anharmonicity
limit always holds.
In Figure 3.6 we see that for the high frequency gates we need much
longer shift registers, while low frequency optimized gates can be accom-
plished with smaller shift registers. Here we have only considered the Upi/2
gate. For smaller pulse amplitudes the shift register needs to be larger, if
this effect is not compensated by higher frequencies, which then are the
limiting factor for minimal shift register sizes. Therefore, there is a trade-off
between short shift registers operated at low frequencies and short gate
times. From the data, a shift register of 256 bits, driven at a maximum fre-
quency of 8/τ and a pulse amplitude of either pi/50 or pi/100 seems to be a
good compromise.
3.1.3. Power consumption
Another point we have to address is the number of pulses we apply. Obvi-
ously, the number of pulses applied in the DANTE sequence per time period
τ is one. However, for the optimized sequences we use more pulse per cycle,
on the one hand to correct for errors in the unitary gate, on the other hand
for decreasing the gate time. In Figure 3.7 we show the number of pulses
per cycle time τ in dependence of the gate time for the optimized sequences,
for both the Upi and the Upi/2 gate. For short pulse widths τ/20 the average
number of pulses slightly decreases with the gate time, while the number
of pulses is usually higher than for longer pixel durations. For the latter the
average number of pulses per cycle is almost independent of the gate time,
showing only a slight decrease for the Upi/2 gate. Also the average number
of pulses does not depend on the pulse amplitude. Therefore, limiting the
maximal clock frequency helps to keep the average pulse number low and
reducing the overall power consumption of the circuit.









































Figure 3.7.: Average number of pulses for (a) the Upi gate and (b) the Upi/2 gate.
While short pulse widths allow for a higher number of pulses, for smaller frequen-
cies the number of pulses is almost independent of the gate time.
3.2. Higher level leakage
So far we have only taken a single leakage level as error source into account,
which we where able to correct with numerical optimized pulse sequences.
Now we want to see the impact if we include higher levels into our model.
For this we include the next two energy levels in the Duffing oscillator ap-
proximation of the transmon qubit. Therefore, the anharmonicity is constant





























Figure 3.8.: The maximal obtainable population of each leakage level, depending
on the gate duration, with a pulse amplitude of θ = pi/100 for the Upi gate (top)
and the Upi/2 gate (bottom). Additionally, the average leakage error 1−ΦL and the
infidelity 1 −Φ are shown.















0 0 0 0 0
0 ω0 0 0 0
0 0 2ω0 + ∆ 0 0
0 0 0 3ω0 + 3∆ 0
0 0 0 0 4ω0 + 6∆
 , (3.6)
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and the control Hamiltonian is
H1 ∼ i(a† − a) ≈ i













0 0 0 2 0
 . (3.7)
We are using the same parameters as before, with an anharmonicity of
∆ = −ω10/25 and a pixel length of τ/8. In Figure 3.8 we show the maximum
population of each leakage level for the low pulse amplitude pi/100, and
in Figure 3.9 for the pulse amplitude of pi/50. The maximum population
is defined as the highest probability a state can be obtained in during the
gate operation. Additionally, we show the average leakage error, which is
defined as







A = ΠQUTΠQ , (3.8)
and the infidelity. Comparing the figures we deduce that a smaller pulse
amplitude reduces the amount of leakage into higher levels. This makes
them preferable for robust gate implementations. For the given parameters,
the infidelity for the larger pulse amplitude is one order of magnitude
higher. Additionally, the Upi gate is more prone to leakage errors compared
to the Upi/2 gate.
We now use the optimized sequences for the Upi and Upi/2 gate for both
pulse amplitudes, add the two extra levels and rerun the genetic algorithm
again to get a high fidelity gate for more than just one leakage level. The
results are shown in Figure 3.10. One obtains that including higher levels
shifts the speed limit slightly to longer gate times. In principle, higher
leakage levels are not a general problem, as long as the chosen gate time is
set to spare some buffer to take higher level distortions into account.
3.3. A complete set of single qubit gates
Here we show how to implement the basic single qubit gates with RSFQ.
These are the Hadamard gate, the phase gate and the T gate [1]. Let us start














(I− iY)Z . (3.9)



























Figure 3.9.: The maximal obtainable population of each leakage level, depending
on the gate duration, with a pulse amplitude of θ = pi/50 for the Upi gate (top) and
the Upi/2 gate (bottom). Additionally, the average leakage error 1 − ΦL and the
infidelity 1 −Φ are shown.
As can be seen, it can be decomposed into a Z-gate, followed by a Ry(pi/2)
rotation. The latter we have shown how to implement with the 256 bit – 8/τ
RSFQ architecture. The Z gate can be written in terms of a Z-rotations
Z = iRz (pi) . (3.10)
Writing the free evolution operator for arbitrary durations t leads to
U0 (t) = e−iω10t/2Rz (−ω10t) . (3.11)












pi/100, Upi pi/100, Upi/2 pi/50, Upi pi/50, Upi/2
Figure 3.10.: Speed limit for the Upi and Upi/2 gate with the five lowest levels of the
transmon. Due to higher level leakage the speed limit is slightly shifted to longer
gate times.
Settingω10t = pi, i. e., t = τ/2 leads to
U0 = −iRz (−pi) = Z , (3.12)
Therefore we need 256+4 bits, with the first four bits set to zero and the
other 256 bits set by the optimization. Implementing the phase gate and the
T gate works similar, with
S = eipi/4Rz (pi/2) , (3.13)
forω10t = 3pi/2, i. e., t = 3τ/4, and
T = eipi/8Rz (pi/4) , (3.14)
forω10t = 7pi/4, i. e., t = 7τ/8. We have to point out that this is only feasible
due to the fact that the pixel duration is a multiple of eight times the qubit
frequency. For other clock frequencies, where a certain number of pixels
represent exactly one period, Z gate, phase gate and T gate are not directly
implementable. For example, the clock frequency 20/τ allows no direct T
gate implementation with a shift register, and the clock frequency 5/τ does
not even allow a direct implementation of the Z gate. These gates can only
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be performed by waiting the correct amount of time, and therefore need
more bookkeeping of the gate and waiting times.
Instead of implementing the family of Z-rotations through the free evo-
lution operator, we can use an X- and Y-rotations instead. An arbitrary X
rotation can be performed by
Rx(θ) = S
−1Ry(θ)S , (3.15)
i. e., the X gate is just one precession period longer than the Y gate, if the shift
register bit-string is only optimized for the Y gate. Now we can decompose
the T gate into
T = eipi/8Ry (pi/2)Rx (−pi/4)Ry (−pi/2) . (3.16)
For a 256 bit shift register and a clock frequency of 8/τ, the T gate can
therefore be implemented in less than 100τ.
3.4. Spectral decomposition
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Figure 3.11.: Bit-strings for the Upi and Upi/2 gate at 100τ and 50τ, respectively. The
clock frequency is 8/τ.
To get a better idea of the pulse sequence, we want to check the spectrum of
it to see if we can deduce any useful information to find an analytic descrip-
tion. The initial and optimized bit-strings for the Upi and the Upi/2 gate are
shown in Figure 3.11, for a clock frequency of 8/τ. Their spectrum is shown
in Figure 3.12. Additionally, we show the bit-string and Fourier spectrum
for the 32τ Upi/2 gate in Figure 3.12. As can be seen, the optimization does
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Figure 3.12.: Spectrum for the Upi gate (a) and Upi/2 gate (b), at 100τ and 50τ, re-
spectively. The bottom plot shows the optimized bit-string and spectrum for the
32τ optimized Upi/2 gate, all for a clock frequency of 8/τ
not follow a specific pattern, such that the amplitude of the higher harmon-
ics of the driving frequency are decreasing but still present in the spectrum,
while other frequency components do not show any structure at all. The
only frequency that that can be easily identified is the qubit frequency 1/τ.
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It is therefore easier to use shift register instead of multi-frequency pulse
sequences.
3.5. Magnus expansion
So far we have optimized the pulses sequences only numerically. While this
works if we use shift registers, we could gain some insight into the dynamics
if we could come up with an analytical solution. While the latter we cannot
provide and this leaves some work to be done in the future, at least we
can formulate the problem in a way to get some conditions the analytic

























Figure 3.13.: Bloch dynamics for the Upi gate before (a) and after (b) optimisation,
in a frame rotating with ω10 and a gate time of 100τ. For the Upi/2 gate (c) shows
the dynamics before and (d) after optimisation for a gate time of 50τ. The three
input states are sampled with period τ, and the shift register frequency is 8/τ.
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hard pulses, although the derived method could be in principle extended
for soft pulses.
We start by analysing the Bloch dynamics for the Upi and Upi/2 gate for
the gate times tg = 100τ and tg = 50τ, respectively. Figure 3.13 shows the
time evolution for the three input states |0〉, (|0〉+ |1〉)/2 and (|0〉+ i |1〉)/2,
i. e., the eigenstates of the Pauli operators with eigenvalue 1, which are
noted as Z+, X+ and Y+. The time evolution is sampled with a rate 1/τ, and
the numerically optimized solutions are shown as well. As we can see from
the DANTE sequence the rotation axis is slightly tilted away from the y-axis
to the negative z-direction. Next to the population leakage into the second
level this is the other major error the genetic algorithm optimizes away. As
an example, the optimal solution for 8/τ lets the Y+ state also explore its
surroundings before returning back into the initial state. The states Z+ and
X+ do not follow a straight line on the sphere but deteriorate around the
ideal line, but end up in the right target state. Obviously, the optimized
solution appears to introduce some randomness in the pulse sequence to
average out the effects of leakage errors.
3.5.1. Effective Hamiltonian
To analyse the origin of these errors, we use the technique of multiple pulse
decoupling [44]. But instead of writing an effective Hamiltonian for the
free evolution, we do seek for an effective Hamiltonian for the pulse. We
note that the time evolution operator of an arbitrary sequence containing N
pulses can always be written as
UT = U0(tN − tN−1)U1U0(tN−1 − tN−2) . . .U0(t1 − t0)U1U0(t0) , (3.17)
with ti − ti−1 being the time difference between between pulse i and i+ 1
(counting the pulses from 1 to N). We can expand the equation above by
noting that we can replace each free evolution operators with
U0(ti − ti−1) = U0(ti)U
−1
0 (ti−1) . (3.18)
This leads to the following time evolution operator of an arbitrary sequence
UT = U0(tN)U
−1
0 (tN−1)U1U0(tN−1) . . .U(t1)U
−1(t0)U1U(t0)
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with the pulses in the interaction frame
U¯1,n = U
−1
0 (tn)U1U0 (tn) . (3.20)
Basically, we compute the pulse sequence in the interaction frame and then
go back to the lab frame with the final rotation U0(tN). The final rotation
can be omitted if we optimize the gate in the frame rotating with the qubit
frequency, since we measure the fidelity in the computational subspace and
allow for arbitrary phases of the leakage level. The Hamiltonian of the pulse







0 (tn)H1U0 (tn) , (3.21)
with H1 = Ω0Y/2 and θ = Ω0∆t. While this is up to the hard pulse approx-




U¯1,n = exp (−iHeffN∆t) . (3.22)
The Magnus expansion [45] allows to get the effective Hamiltonian as a








We only go to second order in the Magnus expansion, although we should
be aware that it is not guaranteed that the Magnus expansion converges.






















The first order is the time average of the interaction Hamiltonian and the
second order is the time average of the ordered commutators. From these
we want to derive some conditions that an analytic solution should match,
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such that the pulse sequence works perfectly in second order. For the qutrit































e−iω21tm = 0 , (3.27)
with the number of pulses N, the rotation angle θ of each pulse and the
target angle α. We allow a phase ϕ to occur in the first condition, such that
we can perform rotations around an arbitrary axis on the equator of the
Bloch sphere. The first condition leads to the desired rotation with the right
angle, and the second condition ensures that no transition from the first to
the second level occurs. If both conditions hold the time evolution operator
in first order of the effective Hamiltonian reads
e−iHeff,1N∆t =
 cos(α/2) −eiϕ sin(α/2) 0e−iϕ sin(α/2) cos(α/2) 0
0 0 1
 , (3.28)
which for ϕ = 0 is the rotation around the y-axis and for ϕ = pi/2 around
the x-axis. For the second order effective Hamiltonian we have to calculate






−2i sin (ω10(tm − tn)) 0 −
√
2e−i(ω10tm+ω21tn)









0 −4i sin (ω21(tm − tn)) 0
−
√
2ei(ω10tn+ω21tm) 0 4i sin (ω21(tm − tn))
 .
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The first two conditions ensure that there is no rotation axis tilt in the z-
direction, and the last condition prevents direct transitions from the ground
state to the second level. Strictly speaking, the average over the ordered
commutators has to vanish, such that H(2)eff = 0. We should mention that the
third order effective Hamiltonian has only non-vanishing coefficients for
|0〉〈1|, |1〉〈0|, |1〉〈2| and |2〉〈1|, the same case as forH(1)eff . This pattern continues
for higher orders, so if we would take all orders into account the sum over




eff = 0 , (3.31)








〈1|H(2i+1)eff |2〉 = 0 . (3.32)
However, as we have mentioned earlier, we approximate the effective
Hamiltonian only to second order in the Magnus expansion.
3.5.2. The DANTE sequence
Now we want to see how well the DANTE sequence performs in terms
of the Magnus expansion. Therefore we set the times to tn = mnτ and
the rotation angle to θ = Ω0∆t = α/N, where we allow for lower driving
frequencies by setting the free evolution time to mτ, with m ∈ N. The













with the dimensionless anharmonicity δ = ∆/ω10. Choosing δ = −1/25 and
settingN = 25, 50, . . . lets the coupling terms between the first and second
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state vanish, and so in first order of the Magnus expansion the DANTE
sequence works perfectly. We also obtain that the oscillation of the fidelity
in Figure 2.3 are proportional to 1/mδ. The unitary operator is the desired
Y-rotation
e−iHeff,1N∆t =
cos(α/2) − sin(α/2) 0sin(α/2) cos(α/2) 0
0 0 1
 . (3.34)
Note that if we drive at times such that δm ∈ N holds, we also drive the












0 −4i sin (2piδ(m− n)) 0√
2ei2piδn −
√
2ei2piδm 0 4i sin (2piδ(m− n))
 .




































The last term is approximated for largeN. This terms scales with 1/Nδ, and
we see that indeed the rotation axis is tilted and we have leakage into the
second level. If we want to improve the DANTE sequence we have to make
sure to let these terms decay faster than 1/Nδ, while keeping the perfect
result from the effective first order.
3.6. Summary
We have seen that restricting the maximal frequency to 8/τ in the genetic
algorithm still allows us to apply high-fidelity pi/2-rotations with short shift
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register of 256 bits. For such short gate times a resonant pulse train would
require much higher pulse amplitudes and lead to strong leakage and low
fidelities. Including higher levels,i. e., moving from the qutrit to a five level
qudit model, increases the speed limits slightly, but higher level leakage
in the original sequence are a minor concern and can be easily captured
with another run of the genetic algorithm. The frequency analysis of the
optimized sequences reveals that the qubit frequency 1/τ is always present
in the spectrum, but the amplitudes of higher harmonics in a resonant pulse
train decrease over the course of the optimization. On average the optimized
SFQ pulse trains contain around three pulses per qubit cycle, i. e., a pulse
repetition rate of 3/τ. With the help of the Magnus expansion we derived
sufficient conditions that a pulse train needs to satisfy in the second order
approximation of the effective Hamiltonian. Resonant pulse trains such as
DANTE are first order approximations at best.
Possible extensions of the single-qubit SFQ driving scheme could include
a tunable coupler between voltage drive and transmon qubit [46], which
would allow different pulse sequence envelopes compared to the rectan-
gular window we have used in this work, such as a Gaussian or a Hann
window. The area of the pulse shape that drives the qubit would then de-
pend on the time, although changes of the coupling strength would happen
on time scales & τ, while the pulse width is still τ. Two-qubit gates could
probably be implemented within the cross-resonance scheme [47, 48], which
only requires a single rectangular voltage pulse of the control qubit resonant
with the target qubit to perform an entangling gate locally equivalent to the
CNOT gate.
4. A three-qubit gate for quantum
simulations
Quantum simulation is based on the idea to simulate a complex quantum
system with another engineered quantum system. Unlike universal quan-
tum computers, these devices are build to solve specific problems and might
be the first realizable systems to take advantage of quantum computing prin-
ciples. Using quantum mechanics to simulate nature has originally been
proposed by Feynman [50]. Here we want to implement the iFredkin gate
on a quantum device, which is a key requirement for the simulation of the
Fermi-Hubbard model proposed in [51]. We focus on an implementation
with tunable transmon qubits and fixed coupling strengths. However, with
the emergence of the tunable bus for fixed frequency qubits developped at
IBM [52], this might be also a potential candidate for the desired quantum
simulator.
4.1. The iFredkin gate
The iFredkin gate is a three-qubit entangling gate which performs a con-
trolled-iSwap operation on two target qubits:
UiFredkin =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 i 0
0 0 0 0 0 i 0 0
0 0 0 0 0 0 0 1

. (4.1)
The name of the gate is chosen due to its similarity to the Fredkin gate [1],
which performs a controlled-swap operation. Like the swap gate the iSwap
Some of the ideas and figures presented in this chapter have been published in [49].
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gate is a two-qubit gate that flips the excitation from the first to the second




1 0 0 0
0 0 i 0
0 i 0 0
0 0 0 1
 . (4.2)
In contrast to the swap gate the iSwap gate is a perfect entangler [53, 54].
This can be seen by starting with the product state
|Ψin〉 = (a |0〉+ b |1〉) (c |0〉+ d |1〉) (4.3)
and performing the iSwap operation to obtain the final state
|Ψout〉 = (c |0〉+ id |1〉)a |0〉+ (ic |0〉+ d |1〉)b |1〉 , (4.4)
which is maximally entangled if a = b = c = d = 1/
√
2. In contrast,
applying the swap operation on the input state returns again a product
state
|Ψout〉 = (c |0〉+ d |1〉) (a |0〉+ b |1〉) . (4.5)
Another property of the iSwap gate is that it conserves the number of ex-
citations in the system, and this holds for the iFredkin gate as well. Now
the goal is to implement the iFredkin gate on a three-qubit system, using
numerical optimization of pulse shapes within GRAPE (see Section 1.3.1).
4.2. Directly coupled qubits
As a first step we capacitively couple three superconducting transmon
qubits together to get the basic triangle structure shown in Figure 4.1. This
is the basic element of the quantum simulator where the iFredkin operation
is performed. It consist of the control qubit P and two register qubits S1 and
S2, with controllable frequencies and fixed coupling strengths. In the full
simulator an array of register qubits S with nearest neighbour couplings
would be used, and the control qubit P is coupled to all of them to per-
form the necessary iFredkin gates for the simulation of the Fermi-Hubbard
model [51]. For now we focus on the three-qubit model in the rotating wave
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S1 S2
P
Figure 4.1.: Coupling three qubits directly with each other to implement the
iFredkin-gate, where qubit P takes the role of the control qubit. Not shown are
the flux control lines of the qubits to change their frequencies.
approximation. The Hamiltonian of this system conserves the number of
































Each qubit is coupled to the remaining two qubits with coupling strength
gij, has a controllable frequencyωi(t)/2pi and a fixed anharmonicity ∆i in
the Duffing oscillator approximation of the transmon qubit [9]. The opera-
tors b†i and bi are the raising and lowering operator of the ith qubit. Since
both the iFredkin and the Hamiltonian are number conserving, it should be
possible to implement the iFredkin gate with this architecture. Furthermore,
optimal control methods have been demonstrated successfully on three
qubit gates [55]. But we point out that the system is not fully controllable,
such that arbitrary single-qubit bit flip operations would need additional
control lines and tailored microwave pulses.
To find the optimal detuning sequence of the three qubits we work in a
frame rotating with the control qubitωR = ω1 (see Appendix A.2), with the
system parameters we use for the simulations listed in Table 4.1. The initial
ωi/2pi ∆i/2pi giP/2pi giS1/2pi giS2/2pi
Qubit P 6.5 GHz −200 MHz - 30 MHz 30 MHz
Qubit S1 7.5 GHz −300 MHz 30 MHz - 30 MHz
Qubit S2 8.5 GHz −400 MHz 30 MHz 30 MHz -
Table 4.1.: Parameters used in the direct coupling case to implement the iFredkin
gate.









































Figure 4.2.: The three Z-controls, including a 4 ns buffer on each side and filtered
by a Gaussian window function with standard deviation σ = 0.4 ns. We allow the P
qubit to be tunable as well. The bottom picture shows the spectrum of the controls.
frequency of the control qubit P is ω1/2pi and therefore the initial and final
detuning of P from the rotating frame frequency is δP/2pi = 0. Likewise, the
detunings of the register qubits are defined as δSi(t) = ωSi(t) − ω1. The
time steps in the simulation have a duration of δt = 0.1 ns and the control
pulses to tune the qubit frequencies have a resolution of 1 ns, typical for
arbitrary waveform generators (AWG). We are also filtering the controls




























Figure 4.3.: Time evolution of the populations in the two-excitation subspace, start-
ing in (a) |101〉 and (b) |110〉, respectively. Shown are the swap of population be-
tween the states |110〉 and |101〉, the population of the state |011〉, and the probability
that one of the qubits is excited into its second level P|2〉 = |200〉+ |020〉+ |002〉.
with a Gaussian window function with a standard deviation of σ = 0.4 ns.
To ensure that the pulse shapes start and end at the initial qubit frequencies
we add a buffer of 4 ns at the beginning and the end of each pulse. Since the
number of excitations is a conserved quantity, the maximum excitation of
the system is n = 3, and for each qubit the three lowest energy levels are
taken into account. Therefore, the dimension of the simulated Hilbert space















Figure 4.4.: Speed limit of the iFredkin gate for the Φ = 0.9999 threshold. The
asymmetric case has been calculated for the parameters in Table 4.1, while for the
symmetric case all anharmonicities are set to −200 MHz.
is d = 17, and the dimension of the computational subspace is N = 8, such




∣∣∣Tr{U†iFredkinΠQU (tg)ΠQ}∣∣∣2 . (4.7)






Figure 4.2 shows the optimized control pulses an their spectrum found by
GRAPE to perform the iFredkin operation with a trace fidelity ofΦ > 0.9999.
Once the qubits are brought close to resonance, the pulse shapes oscillate
with various frequencies and low amplitudes around the resonance point. In
Figure 4.3 we show the populations of the qubit states in the two-excitation
subspace in which the excitation swap occurs. The states are labelled as
|nPnS1nS2〉, where each ni is the number of excitations in the ith qubit. We
point out that over the course of the time evolution almost every state car-
ries a large amount of excitation probability at some point, including the
second excited state of each qubit. Finally, we can approximately find a
speed limit for the iFredkin gate, shown in Figure 4.4. As can be seen, the
speed limit is just above 40 ns, which is very close to two-qubit gates for
qubits with tunable frequencies [56]. One effect of approaching the speed
limit is the symmetry breaking of the control pulses in Figure 4.2. We also
calculate the the speed limit where each qubit has the same anharmonicity
of ∆ = −200 MHz, which we refer to as the symmetric case. For a fidelity
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threshold of Φ = 0.9999 this shows no major difference for the best achiev-
able gate duration. But we see that the speed limit does not reveal a sharp
cut-off. Taking into account that the duration of the buffer could possibly be
reduced, which we can see from Figure 4.2 and Figure 4.3, the speed limit
of the iFredkin gate seems to lie just above 2pi/g = 33.3 ns.
4.3. Coupling qubits via a resonator
P
S1 S2 S3 S4
Figure 4.5.: The RezQu-architecture to implement the iFredkin-gate, where qubit P
takes the role of the control qubit. Each qubit is coupled to a common transmission
line, and is shifted in and out of resonance to perform the desired gate. Not shown
are the flux control lines of the qubits to change their detuning from the bus.
In the previous section we have shown that is possible to implement
the iFredkin gate with tunable transmon qubits and fixed couplings only.
However, it is not straightforward to scale this system to include a larger
system register S. While nearest-neighbour coupling between the S qubits
is possible within a linear chain and therefore iSwaps between the S qubits,
the control qubit P needs to be coupled to each S qubit as well to perform
the iFredkin gates. Coupling a single qubit to every other qubit over large
distances directly is a nontrivial task. Besides, we want to avoid crosstalk
Qubit P Qubit S1 Qubit S2
ωi/2pi 7.5 GHz 8.0 GHz 8.5 GHz
δi/2pi 1.0 GHz 1.5 GHz 2.0 GHz
∆i/2pi −200 MHz −300 MHz −400 MHz
gi/2pi 30 MHz 45 MHz 60 MHz
Table 4.2.: RezQu parameters used for the iFredkin gate with a bus frequency at
ωB/2pi = 6.5 GHz.
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between qubits in the register S that do not take part in the iFredkin op-
eration, such that the coupling strength between register qubits should be
tunable. Therefore, we should think about a modified architecture. One
way to couple superconducting qubits over long distances can be done
with transmission line resonators. The RezQu architecture [57, 58, 59, 60]
is built out of frequency tunable qubits coupled to a common transmission
line. This allows to couple the control qubit P to every S qubits with such a
transmission line, by tuning their frequencies to bring them on resonance
for interaction and turn of the coupling by bringing them out of resonance.
Here we use the RezQu architecture as a potential candidate for a scal-
able simulation device. Pulse shapes found by numerical methods, such
as GRAPE, have proven to be faster than analytical control pulses on this
architecture [56]. We will work in the resonant regime, i. e., the qubits are
brought on resonance with the transmission resonator to interact with each
other. The difference to the dispersive regime, where the bus is always de-
tuned from the qubits is discussed in Chapter 6. Again we will work in the
rotating frame, this time rotating with the bus angular frequency ωR = ωB.
Each transmon qubit frequency is tunable and the coupling strengths are
fixed, as has been the case in the previous section. The Hamiltonian of the
RezQu architecture, where the coupling between each qubit is mediated by


























Here, a and bi are the bus and qubit lowering operators, respectively. Each
of the detunings δi = ωi −ωB of qubit i from the bus is controllable. The
parameters of the device used for the simulation are listed in Table 4.2. In
all runs the controls have a time resolution of typical AWGs of 1 ns, with
fine steps of 0.1 ns for the time evolution. Additionally, the pulse shapes
are filtered by a Gaussian window with a bandwidth of 331 MHz (standard
deviation σ = 0.4 ns). For each qubit, the first three energy levels are taken
into account. Again we are only interested in the correct evolution of the
computational subspace and use the same trace fidelity function as in the
previous section.
In Figure 4.6 we show the optimized qubit-bus detuning for the imple-
mentation of a iFredkin gate. The time evolution of the populations is shown
in Figure 4.7 and the speed limit for the 0.9999 fidelity in Figure 4.8. The











































Figure 4.6.: The three Z-controls, including a 4 ns buffer on each side and filtered
by a Gaussian window function with standard deviation σ = 0.4 ns. The coupling
between the qubits is mediated by a bus resonator. The bottom picture shows the
spectrum of the controls.
states are labelled as |nB;nPnS1nS2〉, with the number of excitation in the
bus nB. As can be seen, the pulse shapes are highly symmetric [56], as are
the resulting time evolutions of the populations. The pattern of the con-
trols is similar to that of Figure 4.2, showing low amplitude oscillations
once all qubits are close to resonance. Approaching the speed limit leads




























Figure 4.7.: Time evolution of the populations in the two-excitation subspace, start-
ing in (a) |0; 101〉 and (b) |0; 110〉, respectively. Shown are the swap of popula-
tion between the states |0; 110〉 and |0; 101〉, the population of the state |0; 011〉,
the probability that one of the qubits is excited into its second level P|0;2〉 =
|0; 200〉 + |0; 020〉 + |0; 002〉, and the probability that the bus is excited PBus =
|1; 001〉 + |1; 010〉 + |1; 100〉 + |2; 000〉. It can be clearly seen that the iFredkin im-
plementation makes heavy use of excitations in the resonator.
to the typical deterioration of the pulse shape symmetry. As can be seen
from Figure 4.7, most of the population resides in the bus resonator while
the qubits are on resonance with the bus. Leakage into the second excited
state of each qubit plays also an important role in the gate implementation














Figure 4.8.: Speed limit for the iFredkin and iSwap gate for the three frequency
tunable qubits in the RezQu architecture for the fidelity thresholdΦ = 0.9999. In
case of the iSwap the P qubit is kept out of resonance with the bus and the S qubits,
showing that the unconditioned two-qubit gate can be implemented in less than
half the time of the iFredkin gate.
of the numerical pulse and is of the same order as the qubit populations,
which we have already seen in Figure 4.3. The speed limit shown in Fig-
ure 4.8 proves that the iFredkin gate can easily be implemented below a
gate time of tg = 60 ns. This time scale is typical for analytic two-qubit pulse
shapes, i.e., the Strauch sequence [61, 56]. As a comparison we also show the
speed limit of a simple iSwap between the two S qubits, where the control
qubit P is brought to a parking frequency of 10 GHz. This shows the typical
achievable two-qubit speed limit, and that the time critical operation is the
conditioning of the iSwap with P in the iFredkin gate. It might be possible
to decrease the gate time with non-gradient based global search methods,
such as genetic algorithms (see Section 1.3.2), which requires a lot more
system resources for optimization. On the other hand, swapping two bits is
limited by the coupling strength g. Taking the lowest value g = 30 MHz as
a reference, i.e. the coupling of the control qubit to the bus, the speed limit
of the iFredkin gate lies approximately at
√
22pi/g = 47.14 ns.
4.4. Summary
We have implemented the iFredkin gate for quantum devices with only
Z-controls. As the results show, fast three-qubit gates are reachable with
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optimal control methods, with gate times that compare to two-qubit gates.
Within the RezQu architecture it is therefore possible to implement the re-
quired iFredkin gates on a system register S with a single control qubit
P, needed for efficient simulation of the Fermi-Hubbard model [51]. The
disadvantage of the presented methods is that we have to detune all remain-
ing qubits far away of the resonator, since the latter contains most of the
excitation. Furthermore, it is not possible to parallelize iFredkin operation
on different pairs of system qubits, due to the crosstalk over the bus. But, as
coherence times keep increasing, sequential iFredkin gates are less harmful
and perform faster than their decomposition into single- and two-qubit
gates, so it should be possible to use the RezQu architecture in the near term
future for quantum simulation.
5. Optimal control with digital basis
functions
Optimal pulse shapes found by GRAPE often lack a simplified description,
since every control pixel is optimized individually. Using a set of basis func-
tions to parametrize the control pulse can help to understand the optimal
solution, and to find a description where much less parameters need to be
optimized. A standard parametrization is the decomposition into a Fourier
series. Depending on the hardware, amplitudes, phases and frequencies
can be optimized. With the help of the chain rule it is straightforward to
implement the GRAPE algorithm using analytic functions [62]. Here, we
parametrize the control pulse through a basis set of digital sine waves,
which are known as Walsh functions [63]. These functions can only take the
values ±1 within the function domain.
5.1. Walsh functions
Before we define the Walsh functions through an explicit construction for-
mula we introduce the Rademacher functions [64] first. These are digital
sine functions and have the form
Rn (x) = sgn (sin (2npix)) n > 0 , (5.1)
where the domain is the open interval x ∈ [0, 1). The function values are
either 1 or −1 and constant within each subinterval [l/2n, (l+1)/2n), where





f (x)g (x) dx , (5.2)
and the Rademacher functions are orthonormal∫ 1
0
Ri (x)Rj (x) dx = δij . (5.3)

















0 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1
x
Figure 5.1.: The first 16 Walsh functions in sequency order. Incrementing the func-
tion index adds another sign flip and changes the symmetry relative to the mid-
point x = 1/2. The digital sine and cosine functions are marked in red.
However, the Rademacher functions are not complete and therefore do not
form a basis set. This can be seen by choosing the piecewise constant (PWC)
function f(x) = R2(x)R1(x) and decompose it into Rademacher functions.













= 0 . (5.4)
As this example shows, multiplying two different Rademacher functions
returns a new function. If we do all possible multiplications of the first m







The values bj ∈ {0, 1} are determined through the binary representation
of the function index n =
∑m
j=1 bj2
j−1, and the number of subintervals is
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N = 2m. The orthonormal property of the Walsh functions follows directly
from the Rademacher functions and reads∫ 1
0
Wi(x)Wj(x)dx = δij . (5.6)
Multiplying two different Walsh functions returns again a Walsh function,
which we deduce from equation 5.5 and R2i(x) = 1. For N subintervals we
getN orthonormal Walsh functions, and therefore the Walsh functions form
a basis set of the PWC functions with step length 1/N.
Despite the simple construction formula in equation 5.5, it is worth to sort
the Walsh functions differently, such that the index of the function is equal
to the number of sign changes in the interval [0, 1). The Walsh functions
in sequency order can be constructed by the following recursive formula
[63, 66]
w2j(x) = wj(2x) + (−1)jwj(2x− 1)
w2j+1(x) = wj(2x) − (−1)jwj(2x− 1) , (5.7)
with w0(x) =W0(x) = R0(x) and w1(x) =W1(x) = R1(x) = H(x). The latter
is also known as the Haar wavelet [67]
H(x) =

1 0 6 x < 12
−1 12 6 x < 1
0 else
(5.8)
and gives rise to the wavelet decomposition of the interval [0, 1). Similar to
equation 5.5, one can also find an explicit construction for the sequency or-
dered Walsh functions. Therefore, we introduce the digital cosine functions
rn (x) = sgn (cos (2npix)) n > 0 . (5.9)






where n is again decomposed into its binary representation. We note that
using the Gray code [65] decomposition of n in equation 5.5 instead of
the binary decomposition would also lead to the sequency ordered Walsh
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functions. Figure 5.1 shows the first 16 Walsh functions in sequency order.
Indeed, the number of sign changes grows linearly with the index of the
function, and neighbouring functions have even and odd symmetry relative
to the midpoint x = 1/2 of the interval. This symmetry relation can be
expressed through
wn(1 − x) = (−1)nwn(x) . (5.11)
Therefore, even and odd indices label the even and odd Walsh functions,
respectively, as well as an even and odd number of sign changes. Given an










5.2. Fast Walsh transformation
For the following sections we discretize the open interval [0, 1) intoN = 2m
equally sized subintervals [l/N, (l+ 1)/N), with l = 0, . . . ,N− 1. Then the





wi(xl)wj(xl) = δij , (5.14)
Parley Sequency Hadamard

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

Table 5.1.: Different orderings of the Walsh functions and their transformation
matrices for N = 4. Each matrix row corresponds to a discrete Walsh function.
Note that all three matrices are symmetric.

































































Figure 5.2.: The fast Walsh transformation of a vector x with the final vector y in
sequency order. The + and − at each node indicate the sign of the addend. The
alignment of the components of y gives rise to a third scheme to label the Walsh
functions, namely the Hadamard order.
where xl = (l + 1/2)/N is the midpoint of the corresponding subinterval.
Given a vector x = [x0, x1, . . . , xN−1]>, the transformation into the Walsh
basis reads
y = Tx , (5.15)
with the transformation matrix
T =

1 1 · · · 1





1 −1 · · · −1
 . (5.16)
The nth row of this matrix is the nth Walsh function, sampled at the mid-
point of each subinterval. We point out that the transformation matrix is
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symmetric T> = T , which is independent of the specific ordering, and the







T 2x . (5.17)
Analogue to the fast Fourier transformation (FFT) a fast Walsh transforma-
tion (FWT) can be defined [66]. As an example, we apply the algorithm for
N = 4 on the input vector x = [x0, x1, x2, x3]>:
a0 = x0 + x1
a1 = x0 − x1
a2 = x2 + x3
a3 = x2 − x3
→
y0 = a0 + a2
y1 = a0 − a2
y2 = a1 − a3
y3 = a1 + a3
. (5.18)
The generalization to higher dimensions N = 2m for an arbitrary m > 1
should be straightforward and is done graphically for N = 8 in Figure 5.2.
The alignment of the output vector y in Figure 5.2 is called Hadamard order
of the Walsh functions, while the entries of y are labelled corresponding
to the sequency order. In the Hadamard order the transformation matrix T
takes the form of a general Hadamard matrix of dimension N = 2m. Table
5.1 lists the three orderings encountered for the Walsh functions and their
corresponding transformation matrix for N = 4. If requested, one can nor-
malize the output vector y by multiplying with 1/
√
N, making forward and
backward transform fully symmetric. The FWT reduces the computational
cost from O(N2) for the direct application of T to O(N log(N)). Also, only
pairwise addition and subtraction occurs, and no multiplication with phase
factors is needed, mapping real vectors onto real vectors.
5.3. Gradient ascent with Walsh functions
To use the Walsh decomposition in the GRAPE algorithm, the size of the
control vector ukj must be N = 2m, which matches the number of intervals
of the N/2 highest Walsh functions wN/2(x) . . .wN−1(x). The time spacing
between two successive sample points is τ = tg/N, with tg being the gate
time. Now the kth control vector can be decomposed into a finite series of
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The update rule for the Walsh coefficients is
akn → akn +  ∂Φ
∂akn
, (5.21)
with the gradient of the fidelity functionΦwith respect to the Walsh coeffi-



















The last equation is the FWT of the gradient of the fidelity function with
respect to the control vector ukj. At each iteration of the GRAPE algorithm
the gradient is calculated and the Walsh amplitudes akn are updated ac-
cording to equation 5.21, before the control amplitudes ukj are set through
the FWT of akn. We can also use some filter process of the piecewise con-
stant controls and include a buffer at the beginning and end of the pulses to
allow smooth pulse shapes. However, the buffer pixels are excluded from
the Walsh transformation and the chain rule in equation 5.22.
The decomposition in equation 5.12 is not limited to Walsh functions, and
also allows us to use analytic controls [62]. Furthermore, instead of using the
midpoint sampling method in GRAPE and calculating the unitary matrix
Uj for each pixel through exponentiation, one could solve the Schrödinger
equation with any ordinary differential eqaution (ODE) solver, for example
the Runge-Kutta method [68]. This can reduce the total amount of pixels
needed to compute the time evolution operators with high accuracy. Addi-
tionally, instead of doing a backwards evolution to compute the gradient of
∂U/∂ukn , one can solve the dynamic equation for the gradient ∂U/∂ukn
in parallel with the Schrödinger equation. This is done in the Gradient Opti-
mization for Analytic conTrols (GOAT) algorithm [69]. However, the choice
of the parametrization is a priori not affected by the algorithm itself, but
GOAT can reduce the computational cost dramatically if fast oscillating
analytic functions are used and high accuracy is required.

























Figure 5.3.: The control amplitudes resembling the DRAG pulse shape. The four
inner pixels are determined by the Walsh amplitudes, and on each side a buffer
pixel is added (unfilt), before the controls are filtered by a Gaussian window with
σ = 0.53 ns (filt).
5.3.1. The numerical DRAG pulse
As a first demonstration, we use GRAPE and the Walsh parametrization
to find a numerically optimized pulse shape for the driven single-qubit
system that lead to the developement of the analytic Derivative Removal
by Adiabatic Gate (DRAG) method [70]. The Hamiltonian in the rotating
wave approximation (RWA) in a frame rotating with the frequencyωQ/2pi













The qubit is driven by two control pulses with envelopesΩX(t) andΩY(t)
and at a frequency of ωQ/2pi. The anharmonicity between the second and
third level is set to ∆/2pi = −400 MHz. The goal is to implement the NOT





∣∣∣TrU†FU(tg)∣∣∣2, with UF = [X 00 0
]
. (5.24)
The target fidelity is set to Φ = 0.9999 and the gate time is tg = 6 ns.
For each control only two of the four possible Walsh functions are used:



















ΩX -ΩX ΩY -ΩY
Figure 5.4.: The absolute Walsh amplitudes of the DRAG pulses, color-coded for
positive and negative values. ForΩX andΩY only the even and odd functions are
used, respectively. The X-control has a positive and a negative Walsh component,
while the Y-control only has positive Walsh components.
the even pair w0(x) and w2(x) for the X-control and the odd pair w1(x)
and w3(x) for the Y-control. A buffer pixel is added on each side, and a
Gaussian filter is applied on the controls with standard deviation of σ =
0.53 ns (bandwidth of 250 MHz) to allow for a smooth beginning and end
of the pulse. The time resolution of the Walsh functions is 1 ns, and 10
subpixels per control pixel are used for the time evolution of the system.
Figure 5.3 shows the result of the GRAPE optimization for the pulse shapes.
As can be seen, the filtered controls of the numerical pulse shapes resemble
the DRAG solution of the system, with the Y-control being approximately
the scaled derivative of the X-control. In Figure 5.4 we show the Walsh
amplitudes of the optimized controls. The number of Walsh functions for
each pulse is sufficient to achieve the desired fidelity, and we are able to
reduce the number of optimization parameters to four compared to the
standard GRAPE method which uses eight parameters.
5.3.2. The CZ gate
As another demonstration we want to implement the CZ gate in the RezQu
architecture [59], which we have introduced in Section 4.3. For two qubits


















Figure 5.5.: Infidelities for different numbers of Walsh functions N. GRAPE con-
verges for at least N = 16, corresponding to a time resolution of τ = 2 ns. Higher
time resolutions allow for more Walsh functions and a faster convergence.
the Hamiltonian in a frame rotating with the frequency of the bus ωB/2pi


























with the qubit-bus detuning δi = ωi − ωB. The system parameters are
listed in Table 5.2. For the optimization we allow up to 128 Walsh functions.
Setting the gate time to 32 ns, this requires a time resolution of τ = 0.25 ns
for the control pixels, and we set the subpixel duration to dt = 0.125 ns.
Again, we use the same Gaussian filter as in the previous case and add a
Qubit 1 Qubit 2
ωi/2pi 6.6 GHz 6.5 GHz
δi/2pi 0.5 GHz 0.4 GHz
∆i/2pi -200 MHz -167 MHz
gi/2pi 30 MHz 25 MHz
Table 5.2.: RezQu parameters used in the Walsh example with a bus frequency of
ωB/2pi = 6.1 GHz.




















δ1 -δ1 δ2 -δ2
Figure 5.6.: The absolute Walsh amplitudes for N = 16, color-coded for positive
and negative values. The odd components do not contribute to the pulse shape
and can be neglected for further optimizations, leading to at most 16 parameters
that GRAPE needs to optimize. The PWC ansatz needs 32 parameters for the same
time resolution.
buffer of 4 ns duration on each side, for a total gate time of tg = 40 ns. The
CZ gate embedded into the system reads
UF = |0; 00〉〈0; 00|+ |0; 01〉〈0; 01|+ |0; 10〉〈0; 10|− |0; 11〉〈0; 11| , (5.26)
such that the bus resonator remains in the ground state. Therefore follows





The first step is to figure out how coarse we can make the time resolution
τ before GRAPE does not converge any more. This reduced the number of
Walsh functions each pulse can be made of. Figure 5.5 shows the conver-
gence of GRAPE for different numbers of Walsh functions ranging from
N = 4 to N = 128, which relates to time resolutions between τ = 8 ns and
τ = 0.25 ns. The GRAPE algorithm succeeds in finding optimal pulses if at
least the first 16 Walsh functions are given. Including higher order Walsh
functions allows GRAPE to converge faster, but at the cost of more parame-
ters to optimize. A time resolution τ = 2 ns is therefore sufficient, which is





















δ1, unfiltδ1, filtδ2, unfiltδ2, filt
Figure 5.7.: Control pulses for N = 16, using only even Walsh functions in the
GRAPE optimization. Both the PWC controls with buffer (unfilt) and the Gaussian
filtered controls (filt) are shown.
easily accessible with microwave control hardware. Examining the Walsh
amplitudes for N = 16 in Figure 5.6 shows that only the even functions
contribute to the control pulse. Therefore the pulse shapes are symmetric
relative to half the gate time tg/2, and the odd Walsh functions w2n+1(t)
are dismissed in further GRAPE optimizations. This reduces the number
of parameters by a factor of two compared to the standard piecewise con-
stant approach for the same time resolution. Figure 5.7 shows a GRAPE
optimization of the pulses where only even Walsh functions have been used.
Now we are trying to reduce the number of parameters even further.
Depending on the absolute value of the Walsh amplitudes in Figure 5.6,
we reduce the number of Walsh functions step-by-step. We use the optimal
result from Figure 5.7 as a starting point for each optimization, set the Walsh
amplitudes we want to dismiss to zero and run GRAPE again. This process
is continued until the algorithm does not succeed to find an optimal pulse
shape anymore. The results for the pulse shapes are shown in Figure 5.8 and
for the Walsh amplitudes in Figure 5.9. We manage to skip three Walsh func-
tions for δ1 and one for δ2. This leaves us with 12 parameters to optimize,
compared to the 32 parameters we have for the standard PWC optimization
for a τ = 2 ns time resolution.





















δ1, unfiltδ1, filtδ2, unfiltδ2, filt
Figure 5.8.: Control pulses for N = 16, using only five (δ1) and seven (δ2) Walsh

















δ1 -δ1 δ2 -δ2
Figure 5.9.: The absolute value of the Walsh amplitudes forN = 16, color-coded for
positive and negative values. Odd and some even components have been neglected,
leading to a total number of twelve parameters; five for the first control (δ1) and
seven for the second (δ2), which are sufficient for GRAPE to succeed.
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5.4. Summary
We have introduced the Walsh functions and extended GRAPE to use the
Walsh parametrization for control pulses, with the goal to reduce the num-
ber of optimization parameters. The given examples show that a suitable
parametrization can lead to a significant simplification of the optimization
problem and pulse description for the problem at hand. Due to their digital
nature, Walsh functions are easy to implement in conventional electron-
ics. Only the time resolution which is dictated by the number of intervals
and the gate time sets a limit for possible implementations. Furthermore, it
should be straightforward to exchange the GRAPE algorithm with GOAT
for optimizing the Walsh amplitudes.
6. Resonant and dispersive CZ gate
We present two implementations of the CZ gate on the RezQu architecture.
The gate is performed by carefully tuning the qubit frequencies and using
the second excited level of one transmon to accumulate the necessary phases.
Such a sequence is known as the Strauch gate [61] for freuqency tunable
qubits and is adapted from the Cirac-Zoller gate [71] in ion traps. In the
resonant implementation we perform the gate between the bus and the first
qubit, preceded and succeeded by a swap of excitations between the second
qubit and the bus. In the second case we work in the dispersive regime and
implement the gate directly between the qubits, making use of the virtual
photon coupling mediated by the resonator. While in the first case the gate
can be performed faster due to the stronger coupling, the second case is
more robust against Purcell decay in the resonator.
6.1. Resonant gate
As we have already discussed in Chapter 4, the RezQu architecture con-
sists of a two ore more transmon qubits coupled to a common transmission
line [57, 58, 59, 60]. For each qubit the detuning from the bus can be con-




















Figure 6.1.: Energy level diagram of the two-qubit RezQu architecture. The detun-
ings can be controlled to bring the qubit levels in resonance with the bus, while the
anharmonicities stay fixed.
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Figure 6.1 shows the energy diagram with the variable detunings. We use a
three-level approximation for each transmon, such that the Hamiltonian in

















with the projector Π(i)j and the hopping element Π
(i)
j,k . Label i refers to the
qubit and the labels j and k to the energy level. The controllable detuning
from the bus is defined as
δ
(i)





j − jωB + ju
(i)(t) , (6.2)
with the ith control field u(i)(t). For the transmon the coupling strength
to the bus is set to g(i)j =
√
jgi, and in Table 6.1 we list the parameters of
the system we use in our simulations. The states are labelled as |nB;n1n2〉,
where the first index is the bus excitation, the second index the excitation of
the first qubit Q1 and the last index the excitation of the second qubit Q2.
Since the qubits are not directly coupled to each other, the CZ gate is
implemented as follows: First, qubit Q2 is brought in resonance with the
bus. This leads to an iSwap gate between the bus and the qubit when
the timing is done right, and the excitation from the qubit is transferred
to the resonator. Next, the detuning of qubit Q1 is changed such that its
second level is on resonance with the bus. If so, the state |1; 10〉 exchanges
its energy with |0; 20〉, and after twice the swap time the state |1; 10〉 has
accumulated a phase shift of pi. Therefore, a CZ gate between bus and qubit
Q1 is performed. Swapping the excitation between a bus/qubit and the
second level of a qubit is known as Strauch sequence [61]. Finally, we have
to swap back the excitation from the bus to the qubit Q2, again by detuning
Qubit 1 Qubit 2
ωi/2pi 6.6 GHz 6.5 GHz
δi/2pi 0.5 GHz 0.4 GHz
∆i/2pi −200 MHz −167 MHz
gi/2pi 30 MHz 25 MHz
Table 6.1.: The RezQu parameters for the Strauch gate implementation with a bus
frequency atωB/2pi = 6.1 GHz.





















Figure 6.2.: The pulse shape for a resonant Strauch sequence. First, the second
qubit is brought in resonance with the bus for a swap of qubit excitation, then the
second level of the first qubit is brought in resonance with the bus to accumulated
the necessary phase shift. Finally, the excitation is swapped back from the resonator
to the second qubit.
the frequency of the second qubit. Then, up to local phases, we implemented
a CZ gate between qubit Q1 andQ2. Figure 6.2 shows the time dependent
detunings of this sequence. We refer to this sequence as resonant Strauch
gate, since qubits and bus are always brought onto resonance to perform
the desired swap and phase operations.
For the simulation we use erf-function pulse shapes with a standard
deviation of σ = 0.53 ns and set the gate time to tg = 52 ns. The difficulty
lies in tuning to the right frequency values of the qubits to bring then
in resonance with the bus and timing the duration of the pulses, since
interaction with other levels leads to perturbations of the ideal case [60]
through unwanted couplings and phase accumulation. The target gate takes
into account local phases and is set to
UCZ =

1 0 0 0
0 eiϕ2 0 0
0 0 eiϕ1 0
0 0 0 −ei(ϕ1+ϕ2)
 , (6.3)
where ϕ1 and ϕ1 are the local phases of qubit Q1 and Q2, respectively.
By tuning the parameters carefully we are able to reach a trace fidelity of
Φ = 0.989.
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6.2. Dispersive gate
Another way to apply a CZ gate is to work in the dispersive regime [72]. In
general this is a unitary transformation of the system such that the qubit-bus
coupling terms are replaced by an effective qubit-qubit coupling. In most
cases it is sufficient to approximate the transformation into second order
of a small parameter. This approximation can be applied if the coupling





∣∣∣δ(i)j − δ(i)j−1∣∣∣ (6.4)
holds. However, the approximation is no longer unitary. The Hamiltonian
(6.1) can be split into two parts [73]
H = H0 + V , (6.5)






















We want to point out that the Hamiltonian is block diagonal and commutes






j [H0,N] = [V ,N] = 0 . (6.8)
In the dispersive limit the interaction term V is assumed to be a small
perturbation of the bare states. Now we apply the dispersive transformation
[73, 72] onto the Hamiltonian
HD = e−SHeS (6.9)
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The generator also commutes with the number operator [S,N] = 0. Using
the Baker-Campbell-Hausdorff formula one gets
HD = e
−SHeS = H+ [H,S] +
1
2






This transformation is also known as Schrieffer-Wolff-Transformation [74].














0 = 0) (6.12)
yields for the first commutator in (6.11)
V = − [H,S] . (6.13)
Up to second order in the small coupling g(i)j the effective Hamiltonian then
reads
Heff = H0 +
1
2
[V ,S] . (6.14)

















































































The first and second term are the ac-Stark and Lamb shift, respectively, the
third term is the virtual photon interaction between the two qubits and
the last term describes two-photon interactions between the qubits and the
resonator. We observe that for N = 0 the transformation does not change
the energy, and the ground state remains dark to radiation processes [75].
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However, this changes for N > 0 when the system is excited. Writing out



























reveals that we get a negative energy shift of the bus level if none of the
qubits is excited, and a positive energy shift for a qubit excitation, which
is used for system characterization and readout [76, 77]. Furthermore, we
see that the coupling between the qubits scales with g2/δ. For the Strauch
sequence we want to accumulate the pi-phase through the states |0; 11〉
and |0; 20〉. In the second order dispersive regime, the N = 2 subspace
Hamiltonian splits into two blocks: The first block is spanned by the states
where one excitation resides in the bus and the other excitation in one of the
qubits, with the Hamiltonian
HN=2eff =
δ(2)1 + 2χ(2)1 − χ(2)2 − χ(1)1 λ(1)1 λ(2)1 δ(1)1 +δ(2)12








and the same coupling strength as in the N = 1 case. The second block



























































h.c. · · · −2χ(1)1 − 2χ(2)1

.
We note that the effect of the two-photon coupling between the qubits and
the bus is rather small, and the major contribution to the perturbation stems
from the unwanted coupling of the |0; 11〉 to the |0; 02〉 state.
Figure 6.3 shows the pulse shape for the Strauch gate for a gate time of
































Figure 6.3.: Strauch sequence in the dispersive regime. The second level of the first
qubit is brought in resonance with the first level of the second qubit, such that a
Strauch gate is performed.













The detuning of the second qubit Q2 is kept constant, and equation 6.20
gives an iterative formula for the detuning of the first qubit δ(1)1 , with the
detuning of the second level δ(1)2 = 2δ
(1)
1 +∆
(i). The simulation is done with
the full Hamiltonian to minimize the effects of the dispersive approximation.
With careful adjustment of the parameters we achieve a trace fidelity of
Φ = 0.998.
6.3. Decoherence
Every quantum system undergoes some decoherence. Here we want to
compare how the two CZ gate implementations suffer from Purcell decay
of the resonator and qubit relaxation. We model the decoherence mechanism
by a Lindblad master equation [3]
∂ρ
∂t








and make the assumptions of a cold bath,i. e., we are only taking the decay
of excitations into account. For finite temperatures the interaction with the
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environment would also lead to random excitations of the system with
small probability. The dissipators are defined as















Therefore κ describes the photon loss rate of the resonator. The qubits are
prone to decoherence as well. First, the T1 decay due to radiationless relax-

























and T1 = 1/γ1 is the relaxation time constant. Additionally, we have a pure
































holds, omitting the qubit index for simplicity in the last equation. Now the










We perform two simulations with T2 = 0 and T2 = T1 and let κ and γ1
loop through several orders of magnitude. Figure 6.4 shows the increase of
infidelity of the resonant CZ gate for T2 = 0 and for T2 = T1, and Figure 6.5
shows the infidelities of the dispersive CZ gate for different values of the
Purcell decay rate and the qubit relaxation rate for T2 = 0 and for T2 = T1. In
the dispersive regime the Lindblad operators change due to the dispersive
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Figure 6.4.: Increase of infidelity for different parameter values for the resonant CZ
gate, with T2 = 0 (top) and T2 = T1 (bottom).
transformation of the system. In second order we get for the effective Purcell























We see that through the transformation the Purcell decay also leads to a
small relaxation of both qubits in first order of λ(i)j , and in second order
the decay rate depends on the qubit state. The number operator of the bus
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Figure 6.5.: Increase of infidelity for different parameter values for the dispersive
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Here we observe a similar pattern to the Hamiltonian, with qubit-bus in-
teractions in first order and in second order qubit-qubit interactions and



































































































































and we see that this leads to various decay mechanism in first order, like
dressed decay of the resonator and decay mechanisms that include two-
photon transitions. In second order appears a decay channel of the second
qubit depending on the state of the first qubit and the first qubit decay


































































Similar to the number operator of the bus we get qubit-bus interaction
terms, qubit-qubit interaction terms and dressed bus energy terms. The Tϕ
dephasing operator transforms to





































































































Again qubit-bus interactions appear in first order and qubit-qubit interac-
tions in second order. Besides the dressed resonator energy in second order
we also get two-photon interaction terms between the qubit and the bus.
Figure 6.6 shows the difference in fidelity of the resonant and the disper-
sive gate. We see that the dispersive gate only works better if the Purcell
decay rate is κ > 10−5 and qubit relaxation processes are slow. Otherwise
the resonant gate outperforms the dispersive gate. The disadvantage of
the resonant gate is that it needs more parameter tuning and is more error
prone to unwanted transitions out of the computational subspace. But the
dispersive gate lacks of speed (in our simulations four times longer) and the
allowed detunings are restricted to keep the qubit frequencies far detuned
from the resonator.
6.4. Extended dispersive regime
With either the tunable detuning or higher transmon levels we can reach
the regime where the approximation
∣∣∣δ(i)j − δ(i)j−1∣∣∣ g(i)j is no longer valid.
Therefore we have to account higher order terms of the transformation to
find an analytic expression that allows us to decouple the qubits from the
bus for all regimes. We will not show the complete diagonalization here,
which requires careful analysis of very high orders of the transformation.
These terms can get very long, so instead we write out the effective Hamil-
tonian in fourth order for the two transmons coupled to the resonator. First
we start with the exact diagonalization for a qubit coupled to a resonator.
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Fidelity difference
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Figure 6.6.: Difference of the fidelity for different values of the Purcell decay rate
and the qubit relaxation rate, for T2 = 0 (top) and T2 = T1 (bottom). The solid lines
show the cut-off where the dispersive gate works better than the resonant gate for
strong Purcell decay rates.













and if g is small one gets the approximation we used earlier in Section
6.2. We note that this solutions still holds if g/δ diverges. Now for two
transmons we focus on theN = 1 case, i. e. the transmons can be interpreted
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as two-level systems, making this the first generalization of the effective
decoupling of the bus. The second generalization stems from higher levels
in the transmons, which will only affect the decoupling forN > 2. With the











We note that the following conditions hold
[Si,N0] = [Ni,Si] [Vi,N0] = [Ni,Vi] [H0,N0] = [H0,Ni] = 0 , (6.36)
with Si and Vi the generator and interaction term for each qubit, i. e., the
generator reads S = S1 + S2 and the interaction term V = V1 + V2. Now we
give the full dispersive transformation for the RezQu architecture up to 4th
order in λi, assuming g as (large) perturbation of the diagonal Hamiltonian
H0 and therefore counting it as first order term

















In here, we use the convention λ(i)1 = λi (not be confused with the notation
we used earlier). For the N = 1 subspace we get for the diagonal terms
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which only contain even orders. The qubit-bus coupling terms contain only
odd order terms and read















































and the qubit-qubit coupling is again of even order and reads
〈0; 01|Heff|0; 10〉 ≈ g2λ1 + g1λ2 − (δ1 + δ2)2 λ1λ2




































and going to third order still leaves some coupling terms between the bus
and the qubits, i. e.

















which cannot be compensated since higher orders cannot cancel these terms.
Therefore the analytic expression of λi must contain some parameters from
the other qubit j 6= i, such that it is a function of the three number operators
Nk, both coupling constants gk and the detunings δk.
For N = 2 the general expressions are getting a bit more complicated.
Beside having two qubits coupled to the bus, each of them contains a second
energy level. We have already seen in Section 6.2 that in second order terms
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appear that couple the second excited state of each qubit to the second
excited state of the bus resonator, i. e., the two-photon transition terms. To
compensate for this we have to add a another term to the generator which











such that the effective Hamiltonian for N = 2 in second order is obtained
through
Heff ≈ H0 + V + [H0,S] + [V ,S] + 12 [H0,S]
(2) + [H0, T ] . (6.44)
We not that in the N = 1 subspace the generator T vanishes and terms in
that subspace are not affected. Setting λ(i)1 = λi, λ
(i)
2 = Λi and η
(i) = ηi, we
get for the six energy terms
〈0; 02|Heff|0; 02〉 ≈ 2δ2 + ∆2 + 2
√
2g2Λ2 − (δ2 + ∆2)Λ22








〈0; 20|Heff|0; 20〉 ≈ 2δ1 + ∆1 + 2
√
2g1Λ1 − (δ1 + ∆1)Λ21

































and we see that in second order the diagonal elements are not affected by
the extension of the generator. For the coupling terms between bus and
qubits we get
〈0; 02|Heff|1; 01〉 ≈
√
2g2 − (δ2 + ∆2)Λ2
〈0; 20|Heff|1; 10〉 ≈
√
2g1 − (δ1 + ∆1)Λ1
〈0; 11|Heff|1; 01〉 ≈ g1 − δ1λ1
〈0; 11|Heff|1; 10〉 ≈ g2 − δ2λ2
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and the virtual photon couplings between the qubits are
〈0; 02|Heff|0; 11〉 ≈ g1Λ2 +
√
2g2λ1 −
δ1 + δ2 + ∆2
2
Λ2λ1
〈0; 11|Heff|0; 20〉 ≈ g2Λ1 +
√
2g1λ2 −
δ2 + δ1 + ∆1
2
Λ1λ2
〈1; 01|Heff|1; 10〉 ≈ g2λ1 + g1λ2 − δ1 + δ22 λ1λ2 . (6.47)
Now the virtual two-photon transition terms contain the second order coef-
ficients ηi























2η1(2δ1 + ∆1) .
(6.48)
If we would stop here, we can determine ηi such that the two-photon
transition terms vanish, and the λ(i)j are chosen according to Section 6.2.
Now we include third and fourth order terms as well. For this we have to
extend the generator even further
S = S(1) + S(2) + S(3) + S(4) , (6.49)
with S(1) = S and S(2) = T and the index indicates the lowest order of the




























































which compensates for two-photon two-qubit-bus coupling terms. The










































































































For N = 2 the third and fourth order terms of the effective Hamiltonian are
given in Appendix A.3. We note that in fourth order every single- and two-
photon coupling term appears in the effective Hamiltonian at least once,
such that the given set of parameters λi, Λi, ηi, ξi and ζ are sufficient
to decouple the two qubits from the bus for N = 2, and they have to
be chosen properly such that the unwanted coupling terms vanish for all
orders. However, finding a general analytic solution is a non-trivial task if
no approximations are made.
6.5. Summary
We have seen that with the help of the dispersive transformation we can
implement effective CZ gates between qubits directly by tuning their fre-
quency on resonance with each other. But they are more time consuming
compared to the resonant implementation and therefore need better robust-
ness of the qubits against decoherence. Using X- and Y-controls and optimal
control methods can reduce the gate time of locally equivalent perfect entan-
glers in the dispersive regime for fixed frequency qubits [79]. Leaving the
dispersive regime and engineering the qubit frequencies close on resonance
with the bus decreases the gate time even further [80]. Therefore, optimal
control methods will eventually allow finding the global optimum for gates
robust against decoherence error for only frequency tunable qubits as well.
But without an analytic decoupling transformation valid for resonant, dis-
persive and intermediate regimes these numerical pulse shapes always lack
an explanation for their effective qubit interaction strength.
7. Conclusion
Superconducting qubits have been pursed for quantum computation for
several decades. Coherence times continue to increase and at the time of this
writing superconducting devices contain around tens of qubits. Still, build-
ing a universal quantum computer is far from realization, even a logical
qubit has not been realized yet. As the number of qubits keeps growing, scal-
ing the electronics for control and readout surrounding the device becomes
more and more of an issue.
In Chapter 2 we have presented a novel method to optimize single-qubit
gates with SFQ pulses and intensified their analysis in Chapter 3. The SFQ
controls allow for better scalability of superconducting qubits and combine
the latter with the field of conventional superconducting computers, where
SFQ pulses are the building block of the computing architecture, defining
the logical bits. The nature of SFQ pulses needs novel optimal control meth-
ods, since they do not allow for pulse shape optimization like in external
microwave controls. Therefore, we have used digital optimal control with
only a single-bit of amplitude resolution to compensate for leakage effects in
the qubit. Speed limits of this control method are almost as close to the limits
set by the system parameters as in AWG controlled systems. Furthermore,
a reasonable set of parameters is given to use shift register for loading opti-
mized pulse sequences, which enable to apply a complete set of single-qubit
gates on SFQ driven transmon qubits. An analytic approximation for pulse
sequences through the Magnus expansion allows us to derive conditions for
composite SFQ pulse trains. Two-qubit gates like the cross-resonance gate
should in principle be straightforward to implement. Therefore, is is possi-
ble to restrict controls to SFQ pulse trains and to achieve almost the same
controllability as for microwave pulse shapes used in nowadays control of
superconducting qubits. This could pave the way for a scalable quantum
device with low power consumption and less wiring through control lines.
As mentioned before, using external microwave controls is state of the art
for gate operations on superconducting qubits. In Chapter 4 we have shown
how to implement the iFredkin gate in two superconducting architectures
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with only frequency tunable qubits. The direct coupling of qubits shows
only a small speed advantage compared to the RezQu architecture where the
qubits are all coupled through a common transmission line. The latter allows
for easier scalability and gives a reasonable solution to the requirement of
coupling a specific single control qubit to all other qubits, while being able
to control the interaction strength between the remaining qubits as well. We
also see that optimized control pulses make the three-qubit gates as fast as
two-qubit gates, and that the weak point in terms of gate duration is having
the gate between two register qubits controlled by the state of the third
qubit. In all, the direct implementation of three-qubit gates outperforms
decomposition into single- and two-qubit gates due to tailored microwave
pulses. It is therefore possible to see such a device being realized as part of
a quantum simulator for the Fermi-Hubbard model in the near term future.
Parametrization of numerical pulse shapes can help to understand the
underlying processes during the gate performance. In Chapter 5 we have in-
troduced the Walsh functions and combined them with the GRAPE method.
Restricting to digital basis function can approximate AWG with their limited
time resolution. Still, Walsh functions show symmetries similar to Fourier
decompositions. The results of the numerical optimization make it clear
that reducing the number of parameters and choosing specific digital func-
tions with proper symmetries whenever possible is feasible. Furthermore,
digital functions are easy to produce with electronics and this might lead to
the development of more specialized hardware for microwave controlled
superconducting qubits.
In Chapter 6 we have investigated the differences of a resonant and a dis-
persive implementation of the CZ gate. Simulations of the Lindblad master
equation for the RezQu architecture reveal that the resonant implemen-
tation of the analytic gate in most cases works better than its dispersive
counterpart, except when the cavity has a very low quality factor. While in
the dispersive regime less parameters need to be tuned, they are also more
constraint to specific frequency ranges. The resonant gate on the other hand
allows for much more variety in the control parameters and is less prone
to decoherence of the qubits due to its faster operational speed. We have
also shown how to possibly extend the dispersive transformation to a gen-
eral decoupling transformation to work in the dressed frame for both gate
implementations. This leaves some work for the future to find analytical ex-
pressions for parameters in the generators of the transformation that allow
to retrieve the effective qubit-qubit interaction strengths. Numerical optimal
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control allows to find faster gates already, but analytic methods require a
proper decoupling transformation, also to find a suitable parametrization
of the pulse shapes and in return a faster and more robust optimization of
the gates.
In all, this work summarizes several techniques to improve various quan-
tum gates with optimal control methods for standard microwave control
and digital control for extensible superconducting architectures with high-
fidelity gates. While quantum simulation of small systems might soon be
realizable with tailored microwave pulses found by optimal control, univer-
sal quantum computation requires still a lot of improvements on fabrication
and scalability of quantum devices, as well as on external electronics and
cooling of large chips. Superconducting conventional computation shows
how to reliably fabricate large numbers of Josephson junctions for RSFQ
circuitry, and with the number of qubits increasing on-chip integration of
SFQ control could solve parts of the scalability issues.
A. Methods
A.1. Vectorization
We use the column-major order for vectorization of a matrix, i. e., each
column of the matrix is stacked to a column vectora00 a01 a02a10 a11 a12
a20 a21 a22
→ [a00 a10 a20 a01 a11 a21 a02 a12 a22]T
(A.1)





ajk |j〉〈k| → |A〉 =
∑
jk
ajk |k, j〉 . (A.2)
The vectorization of the Hilbert-Schmidt scalar product reads




Since operators can be transformed into row or column vectors, writing out




a∗lmbjk 〈m, l|k, j〉 (A.4)
reveals for the adjoint operator
〈A| = |A〉† =
∑
jk













cklaijbjk |l〉〈k|⊗ |i〉〈j| |k, j〉︸ ︷︷ ︸
=|l,i〉
= CT ⊗A |B〉 . (A.6)
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A.2. Rotating Frame
The rotating frame is a special transformation from the Schrödinger or lab
frame into an interaction frame [81]. The wave function at time t in the
rotating frame is the wave function in the lab frame without the trivial
(non-interacting or static) rotation accumulated over time t∣∣ψR (t)〉 = R† (t) |ψ (t)〉 . (A.7)
Now the time derivative of the wave function in the rotating frame obeys
the Schrödinger equation∣∣ψ˙R (t)〉 = R˙† (t) |ψ (t)〉− iR† (t)H (t) |ψ (t)〉
= R˙† (t)R (t)
∣∣ψR (t)〉− iR† (t)H (t)R (t) ∣∣ψR (t)〉 (A.8)
with the Hamilton operator
HR (t) = R† (t)H (t)R (t) + iR˙† (t)R (t)
= R† (t)H (t)R (t) − iR† (t) R˙ (t) . (A.9)
For a system consisting of a single element with dimension d, for example





with the projector Πn onto the nth state. The time derivative reads
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If we setωi = ωR, i. e., every frame rotates with the same frequency, we get
− iR† (t) R˙ (t) = −ωRn , (A.14)
with the number operator n =
∑N
i=1 ni. For a two-level system with Hamil-
tonian




the rotating frame Hamiltonian reads




(1− Z) . (A.16)
A.3. Dispersive Hamiltonian
Here we give the third and fourth order effective Hamiltonians of the disper-
sive transformation in the subspace N = 2, which is defined in Section 6.4.
The six eigenstates of the unperturbed Hamiltonian are |0; 02〉, |0; 11〉, |0; 20〉,
|1; 01〉, |1; 10〉 and |2; 00〉. Note that we can obtain the two-level approxima-
tion of the qubits from the three-level case by setting Λi = 0, ηi = 0, ξi = 0
and ∆i = 0, and ignoring all terms that include the states |0; 02〉 and |0; 20〉.
In third order we have six single-photon qubit-bus coupling terms. These
are the same coupling types as in the interaction Hamiltonian V , and they
should vanish if the parameters are properly chosen. The coupling terms
including the second level of the qubits read






























+ 2g2η2 − (3δ2 + ∆2)λ2η2 (A.17)






























+ 2g1η1 − (3δ1 + ∆1)λ1η1 . (A.18)
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Next we have the coupling terms where both qubits are excited











































































and finally the transitions involving the second resonator level






























































































In third order appear two-photon coupling terms which include the second
level of one qubit and the first level of the other qubit and the bus. To com-
pensate for this unwanted terms we have added the third order generator
S(3) (defined in Section 6.4) and get










+ 2g1η2 − (δ1 + 2δ2 + ∆2)λ1η2 + (δ1 − 2δ2 − ∆2)ξ2 (A.23)
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+ 2g2η1 − (δ2 + 2δ1 + ∆1)λ2η1 + (δ2 − 2δ1 − ∆1)ξ1 .
(A.24)
Now we continue with the fourth order terms. We start with the diagonal
elements of the Hamiltonian. For the second level of each qubit we get

































η2 − 2δ2λ2Λ2η2 − 2(2δ2 + ∆2)η22
(A.25)

































η1 − 2δ1λ1Λ1η1 − 2(2δ1 + ∆1)η21 .
(A.26)
With both qubits excited the corresponding element reads





























































































and for a single excitation in the bus we have










































































η2 + 2(2δ2 + ∆2)λ2Λ2η2 (A.28)










































































η1 + 2(2δ1 + ∆1)λ1Λ1η1 . (A.29)
Finally, for both excitations in the resonator we get the element













































































2λ1 −Λ1)η1 + 2g2(2
√
2λ2 −Λ2)η2
− 2(δ1 + ∆1)λ1Λ1η1 − 2(δ2 + ∆2)λ2Λ2η2
+ 2(2δ1 + ∆1)η21 + 2(2δ2 + ∆2)η
2
2 . (A.30)
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We continue with the coupling terms describing single-photon transitions.
For the virtual qubit-qubit couplings we get the three terms













































+ (g1λ2 + g2λ1)η2 −




3δ2 + ∆2 − δ1
2
λ2ξ2 (A.31)













































+ (g1λ2 + g2λ1)η1 −































































































5δ1 + 3∆1 + δ2
3
λ2Λ1η1 +





2 (g1ξ1 + g2ξ2)
+
3δ1 + 2∆1 − δ2
2
Λ1ξ1 +
3δ2 + 2∆2 − δ1
2
Λ2ξ2 . (A.33)
Now we have a look at the virtual two-photon transitions, starting with the
qubit-qubit term






























2δ2 + ∆2 + δ1 − ∆1
3
λ1Λ1η2 −
2δ1 + ∆1 + δ2 − ∆2
3
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2δ1 + ∆1 + ∆2
2
Λ2ξ1 −
2δ2 + ∆2 + ∆1
2
Λ1ξ2 . (A.34)
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The two-photon qubit-bus couplings which should vanish for properly
chosen parameters read
















































(6δ1 + 4δ2 + 2∆2)λ21 + 2(5δ2 + ∆2)λ
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2δ2 + ∆2 − 2δ1√
2
λ1ξ2 (A.35)
















































(6δ2 + 2∆1 + 4δ1)λ22 + 2(5δ1 + ∆1)λ
2














Finally, there is a term appearing in fourth order which couples both first
levels of the qubit with the second level of the bus, for which we have
designed the generator S(4)













































































































2(δ1 + δ2)ζ . (A.37)
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