Abstract-a 3D reconstruction using stereo cameras still becomes an issue among researchers specialized in computer vision. The corresponding pixel between two images from stereo camera needs to be estimated accurately. One of the widely used methods is Semi-Global Matching (SGM), which uses mutual information (MI) in the form of entropy between two pixels to determine the level of similarity based on the smallest energy (lower cost). The reconstruction result shows the percentage of registered pointcloud is equal to 62.11% where the observation distance ranges are between 1 to 4 meters. In this research, a nearest-neighbor filter is utilized to improve the pointcloud quality where the variations of the neighbor's number are 4 to 128 pixels. The results show that this technique can eliminate the outliers up to 4.9% with the standard deviation of nearestneighbor distances means equals to 1.0.
I. INTRODUCTION
In general, computer vision only sees a 2D object based on image color and intensity due to the reflection of the light sources illuminating the object. 3D object reconstruction based on stereo camera requires the disparity value of the corresponding pixels. The 2D computer vision techniques from the single camera cannot calculate the difference value. Recently, the implementation of 3D reconstruction technology is already widely needed at various areas, including geological mapping [1] , [2] , the inspection of products in the industry [3] , and robotics [4] , [5] . One of the techniques that has been known and often used for projecting a 3D object is a laser scanner (LIDAR), as has been done by [6] , [7] which has a high degree of accuracy, but still costly to implement. A stereo vision technique to obtain 3D images using the concept of disparity is the method which low-cost among others. 3D reconstruction of the object using a computer stereo vision is about how the computer perceives the object of observation as seen from two different sides just like the human eye [8] . A stereo vision system uses two cameras, as shown in Fig. 1 . Ideally, the two cameras are separated by a short distance and mounted almost parallel to each other. The stereo vision algorithms utilize the disparity of the two corresponding pixels of stereo images to calculate the depth value. Parameter calibration of the stereo cameras can be used to determine the 3D spatial relationship of corresponding pixels, resulting in a disparity map and provide more detailed data to identify objects, detect defective products, guide the robot movement toward a goal, and so forth. In this paper, we introduce a 3D object reconstruction method using stereo cameras utilize Semi-Global Matching algorithms (SGM) for projecting two stereo images into a single 3D image accurately. This technique is expected to become one of the methods for 3D object reconstruction which is cheap and reliable. This paper is composed of few sections. Section 2 describes the stereo camera calibration methods to get the intrinsic and extrinsic parameters and the working principle of SGM algorithm to map the disparity in the framework of the 3D reconstruction. Section 3 describes the results of the calibration to obtain the low rate of re-projection error. Moreover, it is also presented the results of a 3D object reconstruction based on calibration parameters and the implementation of SGM algorithm. Section 4 describes the conclusions based on the results of 3D reconstruction experiments using a stereo camera utilizes the SGM algorithm.
II. METHODS

A. Research Flow
Research on 3D reconstruction using stereo camera needs some critical stages. The first stage is the calibration of the stereo camera. The second stage is the acquisition and preprocessing of the 2D stereo images. The third stage is to build a map of disparities using SGM algorithm. The fourth stage is a 3D reconstruction using disparity map and calibration parameters. The last step is a refinement on 3D images to eliminate the outlier points using the nearest neighbor filter as it is done by [9] , [10] . Fig. 2 gives an overview of the research flow from the initial stage to the final stage. The calibration phase aims to obtain the information about the parameters of the camera and conducted in the first stage because the next step requires the camera parameter information as an input. The camera parameters are used to eliminate the radial and tangential distortions of 2D image acquisition which generated in the second stage (preprocessing). The radial distortion is caused by the deflection of rays on the camera lens, while the tangential distortion is caused by the lenses and the camera sensor which are not perpendicular. Ideally, there are no radial and tangential distortion types for pinhole cameras, because it does not use a lens. This study uses the camera which has a lens so that we consider the distortion coefficients in the calibration parameters to correct the two types of distortion. The third stage is the most critical step which determines the quality of the reconstruction. At this juncture, the two stereo images that contain no distortion are matched using the algorithm of SemiGlobal Matching (SGM) at the pixel level [11] to generate the disparity map as a raw material for the 3D reconstruction stage. The fourth step is 3D reconstruction that requires the information of camera parameters to build a 3D image pointcloud in world coordinates (XYZ) based on the disparity map. The fifth stage is to improve the quality of the pointcloud using a nearest neighbor filter. The refinement result shows the recognizable reconstructed object. 
B. Camera Prototype
The camera also determines the quality of 3D reconstruction result. Two cameras are configured as a stereo camera and must be identical, which have the same hardware specifications, such as resolution, the number of pixels, and the type of sensor. Similarly, the use of lens must have the same specs including a focal length and optical formats. These specs are to synchronize the perception of two cameras to the object so that the result of 3D reconstruction is getting the best performance. Fig. 1 shows two identical cameras which are configured to be a stereo camera. Table I describes the specifications of the camera and lens.
C. Camera Calibration
Camera calibration is also known as camera resectioning. That is the process of getting the parameters of the sensor and the camera lens to capture the object images. These parameters are used to correct camera distortion (radial and tangential). In a stereo camera system, the parameters are used to project the object of observation in 3D coordinates, or specify the location of the camera in 3D coordinates about the images position in the real coordinate.
The camera parameters which obtained from calibration process consist of the intrinsic, extrinsic and distortion coefficient. In this study, camera calibration process uses a checkerboard as a calibration pattern, which has constructed from of 9x7 squares with an area of 52 mm 2 for each square as shown in Fig. 3 . Apart from being used to obtain the camera parameters, the checkerboard is applied to determine the value of the reprojection error between the projection points to the real coordinate points. The value of the re-projection error indicates the quality of the calibration results. This experiment uses the 12 combinations of checkerboard image pairs as stereo camera calibration input with the variation of distance (translation) and orientation (rotation).
Mathematically, the camera parameters are written in the form of a matrix P which has two elements, extrinsic and intrinsic. While the matrix of distortion coefficients has its own, because the distortion coefficients are only used on the camera that has a lens. Since this study uses the camera with a lens, image correction process uses the camera distortion coefficients. The matrix model (P) of the camera is defined by (1):
R and t are the extrinsic parameters, which represent the camera rotation vector and the camera translation vector, respectively. Additionally, K is the intrinsic parameter. Fig. 4 illustrates the benefit of camera parameters to transform the real object in 3D coordinate about the camera coordinate in 3D coordinate as well, into a 2D image projection in the form of the disparity map.
Object transformation in the world coordinates into pixel coordinates as shown in Fig. 4 is defined by using (2) below:
[x y] is the pixel coordinate of the 2D image by a scaling factor s. It is obtained by multiplying the camera parameter with the world coordinates of the object [12] .
1) The intrinsic parameter is the parameter of the camera which provides information of the sensor model including the value of focal length, optical point, and skew coefficient. Intrinsic parameter matrix (K) defined by (3):
are the scale factors of the focal length of the camera, s is a skew coefficient of the image captured by the sensor, while ( x c , y c ) is the coordinate of the sensor midpoint (optical point/principal point). All values are in pixels unit.
2) The extrinsic parameter is the parameter of the camera which provides information about the rigid transformation of 2D projection images to the 3D coordinates (world). The rigid transformation consists of rotation and translation. Rotation function is defined by the matrix vector R (R x , R y , R z ) and a translation function is specified by the matrix vector t (t x , t y , t o ). The reference point of transformation is on the Z axis of the optical point camera.
3) Distortion Coefficient is the parameter of the camera which provides information about the distortion coefficients of the lens. There are two types of distortion coefficients, such as radial distortion and tangential distortion [13] . Radial distortion coefficient (k) indicates the intensity of the 2D image distortion due to the bending of light rays by the lens; the negative value indicates a pincushion distortion and the positive value indicates a barrel distortion. The coefficient of tangential distortion (p) shows the coefficient of alignment between the sensor and the camera lens. The coefficients are used to correct distortion in the 2D image so that the two types of distortion (radial and tangential) can be eliminated. This stage is part of the pre-processing stage as depicted in Fig. 2 . To obtain the corrected pixel coordinates of the radial distortion (xk , y k ) by using the equations denoted by (4)(5): . Similarly, to obtain the corrected pixel coordinates of the radial distortion (x p ,y p ) using the equation defined by (6)(7): 
D. Semi-Global Matching (SGM) Algorithm
This algorithm was firstly introduced by [11] to determines the similarity between the two images in the operation of pixels. In general, the corresponding pixels are based on the difference in intensity which sensitive to the lighting, the reflection, the recording process, and so forth. Semi-Global Matching (SGM) algorithm uses mutual information (MI) of the two images. The concept of mutual information has been used to match the stereo images based on correlation by [14] and Graph Cuts by [15] . The results show that the matching process is not sensitive to the differences in the lighting and reflections as occurs in the conventional matching method.
MI which used as the basis for the matching process is defined by the value of the entropy (H) of the two stereo images, as defined by (8) 
While the joint entropy value is calculated based on the method proposed by [15] , as defined by (10) below:
n and
define the number and the distribution probability of the pixel p which is matched in the epipolar line respectively.
( )
is the 2D Gaussian convolution of the two pixels which are mutually matched.
Semi-Global Matching algorithm runs on every horizon epipolar of the two stereo images which have been corrected (rectified). Each step of matching calculates the value of matching cost based on the MI as defined in equation (2) . Then the lowest value of matching price is chosen to determine the location of the corresponding pixels. Ideally, the SGM algorithm search for the corresponding pixels in each epipolar line of the stereo image, but it requires a significant computational time. Therefore, the matching can be done in some points of pixels coordinate, and the rest can be predicted in a linear way to get the disparity map of the stereo image. This matching method reduces a computational time, but it requires the input images which have low distortion values.
E. Disparity to 3D Image Transformation
The disparity image represents the distance of the two corresponding pixels of the left image and a right image. The disparity value is converted into depth value (Z axis of the camera) to get the 3D image pointcloud. These process needs the information in the form of camera parameters to change the disparity value into the depth value, as shown in Fig.2 stage-4 . Z values are sought for each pixel (x,y) on the disparity image. The pointcloud (X, Y, Z) are determined based on the (11-13):
f is the focal length, B is the baseline, D is the disparity, R is the row of the pixel, C is a column of the pixel, CR is the center row of the disparity image, and CC is the center column of disparity image. The accuracy of the estimated value Z can be measured based on the re-projection error value (e p ) which is obtained during the calibration process. Based on (11), assuming a depth value Z is the already known (ground truth), the value of D can be calculated. Thus, the accuracy of the estimated Z (ΔZ) can be calculated based on the equation defined by (14) .
Equation (14) can be used to evaluate the calibration parameters on the results of 3D reconstruction. If ΔZ provides value which cannot be accepted, the re-calibration phase should be performed.
III. RESULTS AND DISCUSSIONS
A. The Calibration Results
The results of stereo camera calibration determine the quality of the 3D reconstruction. The value of re-projection error is used as the standard of quality of the calibration. For calibration purpose, a checkerboard is set in 12 different distances and orientations. Table II describes the intrinsic parameters of the camera obtained from the calibration process. Based on the values shown in Table II and refer to (3), the fundamental matrix (K) for each of the camera can be calculated. The stereo camera can project the 12 positions of the objects (checkerboard) in world coordinates about the coordinates of the camera based on translation and rotation matrix which have obtained. The radial and tangential distortion coefficients obtained from calibration stage are used to correct stereo images using an equation defined by (4-7) as shown in Table III. The accuracy of the re-projection is defined by the mean value of re-projection errors. Fig. 5 shows the re-projection errors rates of 12 object positions during calibration. The result shows the average amount of re-projection errors is 0.16 pixels. With re-projection error value < 0.2 pixels, it can be concluded that the calibration results are good enough and the calibration parameters can be used for the next stage.
The results of stereo image correction based on the distortion coefficients shown in Table III can be evaluated from the corrected image as shown in Fig. 6 .
B. Disparity Map
The disparity map is a 2D image which each pixel represents the difference of position between two pixels that match in the stereo image. The stereo image used to create the disparity map should be corrected first of all distortion (radial and tangential) before the matching process using SGM algorithm. The stereo image which has been corrected and rectified, make it eligible of the two images to be matched on each epipolar line. So that, the disparity value of the two corresponding pixels can be calculated in the right way. Fig . 7 shows the experimental results of generating the disparity maps within the interpretation ranges to get the best results approaching ground truth value. Fig. 7(c) shows the best disparity image than others, which uses the disparity range 0 to 64 pixels. The blue color indicates the region where the disparity values are not detected because corresponding pixels are not found in the area. The small value in disparities produces a high value of Z, even infinite (zero gaps). In contrast, large values in disparities provide a little value of Z, which marked with colors closer to the red. The location of the chair is closer to the camera than the bookshelf. Part of the seat which close to the camera tends to be a red, compared with the bookshelf tends to away from red.
Based on the result, this study concludes that the range of disparity value is calculated based on the maximum distance of the object which is observed, such as focal length, baseline, and the pixel size of the sensor as defined by (11) . 
C. The Results of 3D Reconstruction
Once a good disparity map was obtained, the next is to project it into the 3D image pointcloud, which transforms the disparity map in pixels into pointcloud in meters by using (11) (12) (13) as shown in Fig. 8 . Ideally, the results of 3D reconstruction produce a pointcloud as many as 309700 points, according to the total pixels of the stereo image which have been corrected by 475 x 652 pixels. However, not all disparities come up with an acceptable value, for example, the value is too large (-infinite or +infinite). So those points have to be removed. Fig.  8 shows the pointcloud which has been selected based on a range of distance (Z) between 1-4 meters. Selection in pointcloud produces registered points with the number of 192000 pixels and unregistered points with the number of 117360 pixels. Thus, the percentage of the registered points of 62.11% and the remaining of 37.89% is the unregistered points. The percentage of the registered points can still go down because pointcloud has not been cleaned from the outliers yet. Table IV shows the comparative results of the refinement stage against the pointcloud using a nearest-neighbor filter with variations in the number of neighbor between 4-128 pixels and the standard deviation value of the mean of nearest-neighbor distance = 1.0.
The experimental results of the pointcloud refinement utilizing nearest-neighbor filters by varying the amount of the neighbors, there is a rise in the percentage of outliers. However, the increase in the proportion of outliers is not proportional to the increase in the number of neighbors used to reduce outlier. Significant additions to the number of neighbors do not make a significant reduction in the percentage of outliers.
IV. CONCLUSIONS
The quality of the 3D reconstruction using stereo camera is very sensitive to the input parameters of the camera. A small error value of re-projection gives better reconstruction quality. In this study, we get the value of the re-projection error is 0.16 pixels, which is still below 0.2 pixels taken as a rule of thumb on the calibration of the stereo camera. 3D object reconstruction using a stereo camera which performs A SemiGlobal Matching (SGM) algorithm is one of the methods to find the corresponding pixels, which is using the mutual information (MI) in the form of entropy between pixels to determine the level of similarity based on the smallest energy (lower cost). The reconstruction result shows the percentage of registered pointcloud is equals to 62.11% within the observation distance ranges between 1 to 4 meters. The pointcloud refinement method applies the nearest-neighbor filter; with the variations in the number of neighbors between 4-128 pixels. The result shows that it can eliminate the outliers up to 4.9%.
