In motor cortex, 2 types of deep layer pyramidal cells send their axons to other areas: intratelencephalic (IT)-type neurons specifically project bilaterally to the cerebral cortex and striatum, whereas neurons of the extratelencephalic (ET)-type, termed conventionally pyramidal tract-type, project ipsilaterally to the thalamus and other areas. Although they have totally different synaptic and membrane potential properties in vitro, little is known about the differences between them in ongoing spiking dynamics in vivo. We identified IT-type and ET-type neurons, as well as fast-spiking-type interneurons, using novel multineuronal analysis based on optogenetically evoked spike collision along their axons in behaving/resting rats expressing channelrhodopsin-2 (Multi-Linc method). We found "postspike suppression" (~100 ms) as a characteristic of ET-type neurons in spike auto-correlograms, and it remained constant independent of behavioral conditions in functionally different ET-type neurons. Postspike suppression followed even solitary spikes, and spike bursts significantly extended its duration. We also observed relatively strong spike synchrony in pairs containing IT-type neurons. Thus, spiking dynamics in IT-type and ET-type neurons may be optimized differently for precise and coordinated motor control.
Introduction
In voluntary movements, the primary and secondary motor cortices (M1 and M2, respectively) are thought to shape motor information cooperatively with other cortical and subcortical areas (e.g., dorsolateral striatum and ventral thalamus), ultimately sending this information to the spinal cord. Accordingly, cortical pyramidal cells must communicate with other excitatory and inhibitory neurons via their excitatory synapses, not only locally within intracortical microcircuits, but also globally among those cortical and subcortical areas (Rouiller et al. 1993) to shape optimal motor information (Isomura et al. 2009; Saiki et al. 2014) . In deep layers (especially layer 5) of M1 and M2, there are 2 distinct types of pyramidal cells with specific morphologies and axonal projections (Greig et al. 2013; Shepherd 2013; Harris and Shepherd 2015) . Intratelencephalic (IT)-type neurons send axonal projections bilaterally to other areas in the telencephalon (cerebral cortex and striatum), but never outside it. In contrast, pyramidal tract (PT)-type neurons send projections to ipsilateral, but never contralateral, cortex and striatum, as well as down to the ipsilateral thalamus, pontine nucleus, and contralateral spinal cord (Wilson 1987; Cowan and Wilson 1994; Reiner et al. 2003; Morishima and Kawaguchi 2006; Ballion et al. 2008) . Because PT-type neurons do not necessarily reach the PT, however, hereafter we designate them as extratelencephalic (ET)-type neurons to avoid confusion (see Terminology in Materials and Methods).
In the deep layer microcircuit, both IT-type and ET-type neurons innervate their own types of neurons via their recurrent collaterals, and the IT-type neurons innervate ET-type neurons unidirectionally (Morishima and Kawaguchi 2006; Morishima et al. 2011; Otsuka and Kawaguchi 2011; Kiritani et al. 2012 ; see also Brown and Hestrin 2009 for sensory cortex). In vitro, ETtype neurons exhibit less spike adaptation (Suter et al. 2013) , stronger reciprocal synaptic connections (Morishima et al. 2011) , and greater short-term synaptic facilitation (Morishima et al. 2011; Kiritani et al. 2012 ) than IT-type neurons. Such intralaminar interactions among these neurons may be engaged in shaping different spike outputs to intra-and extratelencephalic targets (cf., Morita et al. 2012 Morita et al. , 2013 . In fact, in behaving animals, ET-type neurons seem to encode actual movements more directly than IT-type neurons (monkeys: Bauswein et al. 1989; Turner and DeLong 2000; rabbits: Beloozerova et al. 2003; mice: Li et al. 2015) . However, it remains poorly understood how the IT-type and ET-type neurons generate their own distinct spike dynamics during ongoing brain operation in vivo.
In this study, we characterized spike activity and synchrony of IT-type and ET-type pyramidal cells and fast-spiking (FS) inhibitory interneurons in the deep layer of M1 and M2 of behaving/resting rats. We efficiently identified the types of pyramidal cells using a multineuronal analysis based on a collision test for antidromic spikes along their specific axonal projections (Wilson 1987; Cowan and Wilson 1994; Mallet et al. 2006; Ballion et al. 2008; Li et al. 2015; Ushimaru and Kawaguchi 2015) in transgenic (Tg) rats expressing channelrhodopsin-2 (ChR2) (Tomita et al. 2009 ). This novel approach successfully revealed the in vivo spike dynamics of these neuron types.
Materials and Methods

Animal Preparation
All experiments were approved by the Animal Research Ethics Committee of Tamagawa University (animal experiment protocol H22/27-32), and carried out in accordance with the Fundamental Guidelines for Proper Conduct of Animal Experiment and Related Activities in Academic Research Institutions (Ministry of Education, Culture, Sports, Science and Technology of Japan) and the Guidelines for Animal Experimentation in Neuroscience (Japan Neuroscience Society). All surgery was performed under appropriate isoflurane anesthesia, and all efforts were made to minimize suffering. Our procedures for animal experiments were established in our previous studies (Isomura et al. 2009; Kimura et al. 2012; Isomura et al. 2013; Saiki et al. 2014; Kimura et al. 2017) .
Adult Tg rats expressing ChR2-Venus under the control of Thy1.2 promoter in the nervous system (W-TChR2V4 line; N = 10 rats for recordings, male, 233-280 g, Tomita et al. 2009 ; see also our whole-brain expression map in Supplementary Figs 1-3) were kept in their home cage under an inverted light schedule (lights off at 9 AM; lights on at 9 PM). These rats were briefly handled by an experimenter (10-30 min, twice) in advance. Under 2.0-2.5% (4.5% for induction) isoflurane anesthesia (Univentor 400 anesthesia unit, Univentor), they had chamberframes (CFR-1, Narishige) surgically attached to their skulls with tiny anchor screws (M1, 2 mm long, stainless steel) and dental resin cement (Super-Bond C&B, Sun Medical; Unifast II, GC Corporation). Their body temperatures were maintained at 37°C in an animal warmer (BWT-100, Bio Research Center) during anesthesia. Three Teflon-coated silver wires (A-M systems; 180 µm in diameter) were implanted above the cerebellum (2 reference electrodes and 1 ground electrode). Analgesics and antibiotics were applied postoperatively as required (meloxicam, 1 mg/kg s.c., Boehringer Ingelheim Japan; gentamicin ointment, 0.1% us. ext., MSD).
After full recovery from surgery, rats were deprived of drinking water in their home cage, where food was available ad libitum. They were able to obtain sufficient amount of water as a reward for their daily task performance and resting in the laboratory (3 training sessions, followed by only 2 or 3 recording sessions). When necessary, an agar block (containing 15 mL water) was given to the rats in the home cage to maintain them at >80% of original body weight (Saiki et al. 2014; cf., Schwarz et al. 2011 , for water control).
Behavioral Adaptation
In this study, it was necessary to record spike activity of many neurons stably and for long periods in unanesthetized (behaving or resting) rats in a head-fixed condition (Supplementary Fig. 4A ,B; SR-10R, jointly developed with Narishige, Japan). Therefore, we primarily adapted 10 rats to the head-fixed condition for recording experiments for 3 days (2-5 h a day). In the adaptation period, they were just additionally allowed to learn to perform a simple forelimb movement task, in which they voluntarily manipulated (push, hold, and pull) a spout-lever with their right forelimb under head fixation to acquire reward water (see Kimura et al. 2012; Saiki et al. 2014; Kimura et al. 2017 for details). They learned the rule of the behavioral task in the 3 days using our automatic multirat task-training system (custom-made by O'hara & Co., Ltd).
Once the rats completed the adaptation and task learning, they underwent a second surgery for recording and stimulation under anesthesia. Two tiny holes (1.0-1.5 mm in diameter) for recording were made in the skull and dura mater above left M1 (caudal forelimb area; 1.0 mm anterior, 2.5 mm lateral from the bregma) and left M2 (rostral forelimb area; 3.5 mm anterior, 2.4 mm lateral; Paxinos and Watson 2007; Saiki et al. 2014; Kimura et al. 2017) . Additional holes for stimulation were made above right (contralateral) M1, right M2, right dorsolateral striatum (0.0-1.0 mm anterior, 3.5-4.0 mm lateral), and ventral nuclei of left (ipsilateral) thalamus (2.3-3.5 mm posterior, 1.5 mm lateral; only in the last 6 rats). All holes were immediately covered with silicon sealant (DentSilicone-V, Shofu). On the following day, they were transferred to a single-rat behavioral experiment system (Task Forcer, O'hara & Co., Ltd) for electrophysiological experiments.
Electrophysiological Recording
We obtained multineuronal (multiple isolated single-unit) recordings from individual neurons in the output layer (layer 5) of left M1 and M2 (Isomura et al. 2009 Saiki et al. 2014) , while the rats were performing the behavioral task or simply resting. Supported by agarose gel (2% agarose-HGT, Nacalai Tesque) on the brain, a 16-channel silicon probe (A2 × 2-tet-3 mm-150-150-121/312, with 4 tetrode-like arrangements on 2 shanks; or LFP8 + TetrodeSD, with 2 tetrode-like arrangements and 8 extraelectrodes on 1 shank; NeuroNexus Technologies; Supplementary Fig. 4C,D) and a 32-channel silicon probe (a32-Isomura-6-14-r2-A32, with 7 tetrode-like arrangements and 4 extraelectrodes on 2 shanks; NeuroNexus Technologies; Supplementary Fig. 4E ) were precisely inserted one-by-one, vertically into left M1 and at an angle of 5-10°posterior into M2, up to 1250 μm deep (putative layer 5, based on Supplementary  Fig. 7a in Isomura et al. (2009) , but could be contaminated with layer 6; see Terminology). Insertions were performed using fine micromanipulators (SM-25A, Narishige; 1760-61, David Kopf Instruments) on the stereotaxic frame SR-10R (Narishige), at least 1 h before the start of recording experiment. Besides the above experiments, we obtained similar multineuronal recordings, but without collision tests, from the posterior parietal cortex (PPC) and primary visual cortex (V1) of unanesthetized rats (N = 3 each) to evaluate spike activity of putative IT-and ETtype neurons (see Supplementary Fig. 14C-F) .
The 16-channel and 32-channel signals, including local field potential (LFP) and neuronal spikes, were amplified with 2 main amplifiers (16 ch: MEG-6116, Nihon Kohden and 32 ch: FA-32, Multi Channel Systems; final gain, 1000 or 2000; band-pass filter, 0.5 Hz to 10 kHz) through a lab-made 16-channel headstage (gain 1, voltage-follower) and a 32-channel head-stage (HS-36, Neuralynx; gain 1), respectively. Throughout the recording experiment, the amplified signals were digitized at 20 kHz with two 32-channel hard-disc recorders (LX-120, TEAC), which also simultaneously digitized the lever position tracked by an angle-encoder and the events of optogenetic stimulation.
Optical (Optogenetic) Stimulation
Along with the insertion of silicon probes, 2 optical fibers (FT400EMT, FC, Thorlabs; NA 0.39, internal/external diameters 400/425 μm; Supplementary Fig. 4F ) for stimulation were put on the surface of right (contralateral) M1 and M2 ( Supplementary  Fig. 8A ,B), and another 2 optical fibers (FT200EMT, FC, Thorlabs; NA 0.39, 200/225 μm) were inserted into right dorsolateral striatum (2000-00 μm deep, vertically; Supplementary Fig. 8C ) and left (ipsilateral) thalamus (4500-00 μm deep at an angle of 10-15°l ateral and 5-20°anterior, toward the ventrolateral and ventromedial nuclei; Supplementary Fig. 8D ) using micromanipulators (SM-25A, Narishige). A brief pulse of blue light (460 nm) was applied through each of the 4 optical fibers to evoke antidromic spikes in specific axonal projections from the IT-or ET-type neurons in left M1 or M2 (IT-type: contralateral M1, M2, and striatum; ET-type: ipsilateral thalamus). The light pulse was generated by an ultra-high-power LED light source (UHP-Mic-LED-460, FC, Prizmatix Ltd), which was triggered by a stimulator (SEN-8203, Nihon Kohden) every 2-3 s at first. We manually searched for candidate IT-or ET-type neurons by finding antidromic-like (all-or-none and no-jittering) spike responses to optical stimulation on an oscilloscope (TDS2004C, Tektronix). The intensity of the light pulse was adjusted by changing the duration (0.1-2.0 ms, typically 1.0 ms), with the goal of making the antidromic-like spikes visible most reliably on the oscilloscope. Also, we checked whether they were elicited constantly by repetitive stimuli at 4-10 ms intervals (frequency-following test). Once we considered a neuron as a candidate, its spontaneously occurring spikes, detected using a window discriminator (WD-2, Dagan; or WD-2010, custom-made by O'hara & Co., Ltd), were used as a source to trigger antidromic stimulation with a delay (1.0-2.0 ms) for the collision test.
The collision test was, at the time, just tentative to readily accumulate spike collision data that would be sufficient for post hoc analysis to complete multineuronal collision tests (see below). We repeated such tentative collision tests channel-bychannel (16 + 32 channels) for each of the 4 stimulation areas during the recording experiment.
Spike Isolation
Multineuronal recording data were processed offline to isolate spike events of individual neurons in each tetrode-like arrangement (hereafter, tetrode) of silicon probes (Isomura et al. 2006 (Isomura et al. , 2009 Saiki et al. 2014; Kimura et al. 2017) . Briefly, spike candidates were detected by filtering and thresholding 4-channel signals in each tetrode. The high-pass filter was designed to subtract Gaussian-smoothed signals (σ = 0.25 ms) from the raw signals. A negative peak of filtered signal X that was below the threshold −5 SD was detected as a spike candidate; here SD is the robustly estimated standard deviation of noise, SD = median(|X|)/0.6745. The spike candidates were automatically clustered by the spike-sorting software EToS, using wavelet transform and robust variational Bayes procedures (Takekawa et al. 2010 (Takekawa et al. , 2012 ; http://etos.sourceforge.net/). The spike clusters were further combined, divided, and/or discarded manually to refine single-neuron clusters, based on the presence or absence of refractory periods (<2 ms) in their own autocorrelograms (ACGs) and cross-correlograms (CCGs) with other clusters, using the manual clustering software Klusters and the viewing software NeuroScope (Hazan et al. 2006) . Consequently, every spike cluster finally showed a clean refractory period in its ACG and no refractory periods in its CCGs with others ( Supplementary Fig. 7 ). We analyzed spike data only from tetrodes in which at least one neuron seemingly passed the tentative collision test.
Spike Collision Analysis
A collision test is an excellent electrophysiological technique to determine whether spikes in a recorded neuron are evoked antidromically or synaptically (Swadlow 1998 ; see also Fig. 1A) ; consequently it is able to identify IT-and ET-type neurons in rodents in vivo (Wilson 1987; Cowan and Wilson 1994; Mallet et al. 2006; Ballion et al. 2008; Li et al. 2015; Ushimaru and Kawaguchi 2015) . When spike activity of a single neuron is recorded near its soma in a brain area, an electrical stimulus to its target area may directly evoke an antidromic spike response that is detectable several to 10 milliseconds later. Alternatively, it can indirectly evoke a synaptic spike response via axons from nearby or distant neurons. In this test, the target stimulation is triggered immediately by the detection of a single spike occurring spontaneously at the soma. If the spike response is antidromic, it would no longer be detected due to collision of the orthodromic (triggering) spike with the antidromic spike along the axon (Fig. 1A) .
In this study, we established the Multi-Linc (multi-areal/multineuronal light-induced collision) method (Fig. 1B) , in which we substituted multiareal optogenetic stimulation for one-site electrical stimulation in a collision test, and multiareal multineuronal recordings for single-unit recording, to efficiently analyze spike activity in cortical projection neurons. Notably, we used Tg rats expressing ChR2 ubiquitously throughout the brain, allowing us to skip time-consuming procedures such as viral vector infection, in utero electroporation, or crossing of driver and reporter rats. In the Multi-Linc method, we performed post hoc identification of a spike cluster as the IT-or ET-type neuron as follows ( Supplementary Fig. 9 ).
After the spike clusters were finally settled, we compared filtered tetrode (4 ch) traces that had no spikes prior to the stimulus (control traces) with those that had a spike of one spike cluster occurring prior to it (test traces) using MATLAB (The MathWorks) ( Supplementary Fig. 9A ). The spike was regarded as a signal to trigger the stimulation with a delay, even if the spike accidentally preceded the stimulation. The tentative collision tests in the experiment increased such triggering spikes for post hoc analysis. If we found antidromic-like (all-or-none and no-jittering) spike responses with short latency in many of the control traces, we set a time window for counting the possible antidromic spikes, based on a clear dissociation between averaged control and test traces due to the presence or absence of spikes ( Supplementary Fig. 9B ). In the test traces, the trigger spikes of the spike cluster should precede the stimulation within a delay corresponding to the latency of possible antidromic spike responses. Then, we obtained the distribution of most-negative points (spike or noise in individual events) within the time window in the largest-amplitude channel of control and test traces (N ≥ 8 each). The presence or absence of spikes was determined by the cut-off threshold defined in a receiver operating characteristic (ROC) curve for the distribution of mostnegative points within the time window ( Supplementary Fig. 9C ), so that we obtained spike and no-spike counts in the control and test events ( Supplementary Fig. 9D ). We analyzed only spike clusters with control spike probability above 50% and with test spike probability less than half of the control ( Supplementary Fig. 9E ). The spike missing by collision test (i.e., passing the collision test) was statistically justified by a 2 × 2 chi-square test (P < 0.05) for spike and no-spike counts in control and test events. Incompleteness of spike collision may be explained by unavoidable false-positive spikes due to the definition of cut-off threshold in the ROC analysis or accidental contamination of spikes by others within the time window. Thus, perfect spike collision would be difficult in definition in this multichannel analysis.
The latency of antidromic spikes was defined as the time (ms) from the onset of stimulation to the median (the second quartile, 50%) of their peak positions within the time window ( Supplementary Fig. 9D ). Their jitter was defined as the time (ms) between the first (25%) and the third (75%) quartiles of their peak positions within the time window. In this way, we judged these spikes to be antidromic or not based on collisional disappearance of antidromic spikes (collision test; Supplementary Fig. 9D , E), as well as their all-or-none properties, the absence of jitters (constant latency test; <0.5 ms; Supplementary Fig. 9D ), and high reliability (frequency-following test; optionally, if applicable in the tentative collision test; Supplementary Fig. 9F ). We repeated this post hoc analysis in every stimulation area (3 to 4 areas), every spike cluster (typically, 5 to 15 clusters a tetrode), and every available tetrode (at most 4 + 7 tetrodes).
Spike Activity Analysis
In each identified/unidentified neuron (spike cluster), basal spiking properties and functional activity in relation to behavioral task performance (if available) were analyzed using MATLAB as follows. All the spikes occurring for 1 s after optical stimulation were excluded from spike data for later analyses. The ongoing (all averaged) spike rate and spike duration for individual spike clusters were defined in the same manner as in our previous studies (Isomura et al. 2009 Saiki et al. 2014; Kimura et al. 2017) . The spike clusters other than the identified IT-and ET-type neurons were then classified as regular-spiking (RS)-type and FS-type neurons according to spike duration (>0.6 ms for RS-type). As expected, all of the ITand ET-type neurons, with 3 exceptions (IT, 2; ET, 1), satisfied the criteria for RS-type neurons, and the remaining 3 were included among the FS-type neurons for reliable analyses of identified neurons. Temporal features of spike ACGs were evaluated by simply defining "peak ACG bias" and "baseline ACG bias" as median value (ms) within the time window of peak period (from 0 to +50 ms) and baseline period (from +50 to +250 ms) in the ACG, respectively. A smaller peak ACG bias (toward 0 ms) denotes phasic (burst-like) spiking, whereas a larger bias (toward +50 ms) denotes tonic (nonburst) spiking. A larger baseline ACG bias (toward +250 ms) denotes a transient spike decrease up to +50-100 ms ("postspike suppression"), whereas smaller bias (toward +50 ms) denotes no such a decrease. To estimate the usefulness of these features for neuron classification, we decoded whether each neuron was ET-type or IT-type, based on the spiking features: baseline ACG bias (b), peak ACG bias (p), ongoing spike rate (r), and spike duration (d), using a linear support vector machine (function "fitcsvm( )" in Statistics and Machine Learning Toolbox of MATLAB). The decoding accuracy was evaluated with the error rate for the best decoder fitted to all identified neurons, and also with the expected error rate by cross validation (leave-one-out procedure). The decoders were constructed for the feature subspaces of all combinations from b, p, r, and d (2 4 -1 = 15 combinations). The best feature combination was determined to minimize the expected error rate with cross validation ( Supplementary Fig. 10C-E) . Each pseudocolor display of ACG (Fig. 4A, etc. ) was subjected to a Gaussian filter (σ = 50 ms, in 0.05 ms bins) and normalized against the mean value within the baseline period (+50 to +250 ms). Moreover, we demonstrated a relationship between spikes following standard spikes (0 ms) with interspike intervals (ISIs) prior to the standard spikes in a raster plot in which spike trains were sorted by the preceding ISIs (Fig. 5A , etc.), and then evaluated the dependencies of ACG features on the preceding ISIs (at 9 bins from 5 × 10 0 to 5 × 10 1.8 ms) in individual neurons ( Supplementary Fig. 12 ).
In some experiments, we examined functional (task-related) spike activity in relation to behavioral performance of forelimb movements (Saiki et al. 2014; Kimura et al. 2017) . Spike trains were aligned with the onsets (0 ms) of lever push (followed by ≥500 ms hold time; ranging from −500 to +1000 ms) and pull (following ≥500 ms hold time; from −1000 to +500 ms) during task performance (≥50 trials with total ≥100 spikes). Task-related activity was defined by the task relevance index (P < 10 −3 ) using the Kolmogorov-Smirnov (KS) test as described previously (Saiki et al. 2014; Kimura et al. 2017 ). Task-related activity was further classified as Hold-related or Push/Pull-related based on the peak position (Push, within −500 to +50 ms; Pull, −50 to +500 ms; Hold, remaining hold time).
Spike Synchrony Analysis
Spike synchrony between 2 neurons (all 10 pair groups among IT-, PT-, FS-, and RS-type neurons) was evaluated by monitoring CCG peaks. In the CCG for each neuron pair, we defined the standard neuron as the one with fewer spikes (at least 200), and the other neuron as the target. Thus, the CCG represents the distribution of spikes of the target neuron that were aligned with every spike of the standard neuron (at 0 ms). The peak value (maximal spike count) within the test window (−20 to +20 ms, in 5-ms bins; 8 candidate bins) was statistically compared with the peak value in control windows (−100 to −80 ms and +80 to +100 ms, in 5-ms bins; 8 candidate bins) in the CCG using a 2 × 2 chi-square test (P < 0.01). We did not assess negative peaks in the CCG. Each pseudocolor display of CCG (Fig. 7 ) was subjected to a Gaussian filter (σ = 50 ms, in 0.05 ms bins) and normalized against its peak value (defined as 100%). Peak latency in the CCG was defined as the time (ms) from the center (0 ms) to the filtered peak (absolute value). Peak width was defined as the duration (ms) above half amplitude (i.e., 50% of the amplitude between the peak and the minimum). Peak strength was defined as the difference (%) between the peak (100%) and the mean in the control windows.
Histological Observations
After the recording experiments, the rats were perfused intracardially with cold saline followed by 4% formaldehyde in 0.1 M phosphate buffer under deep anesthesia with urethane (2-3 g/kg, i.p.). Brains were postfixed and sliced coronally into 50-μm serial sections using a microslicer (VT1000S, Leica). The sections were mounted on slides and Nissl-stained with Neutral Red (Nacalai Tesque). Optical fiber and electrode tracks were checked in the motor cortex, striatum, and thalamus under a microscope (BX51N, Olympus).
In preliminary experiments, the fluorescence of ChR2-Venus (green) with fluorescent Nissl staining (red) in fixated brain tissues (50 μm thick; N = 2 rats) was observed on a confocal laserscanning microscope (LSM510 META; Zeiss). The expression of ChR2-Venus mRNA in the whole brain (10-μm sections; N = 3 rats) was visualized by in situ hybridization using a digoxigenin (DIG)-labeled antisense probe (using DIG RNA Labeling Mix; Roche Diagnostics) for the 27-641 bp region of ChR2 and an alkaline phosphatase (AP)-conjugated anti-DIG antibody (anti-DIG-AP, sheep, Fab fragments; Roche Diagnostics) (Fukabori et al. 2012) .
Statistics
Data in the text and figures are expressed as means ± SD (unless otherwise mentioned) and sample number (N). We used appropriate statistical tests with post hoc analyses when applicable: that is, paired or unpaired t-tests, one-way or twoway ANOVAs with Tukey's test, chi-square tests with residual analysis, and Kolmogorov-Smirnov (KS) tests. The differences were considered statistically significant when P < 0.05. See Results for details.
Terminology
We prefer to use the term "ET-type" in this article rather than the conventional term "PT-type" that has been established and used broadly by many researchers (for review, see Shepherd 2013; Harris and Shepherd 2015) . This is because the PT-type neurons of motor cortex do not always project to the spinal cord through the PT, and those of sensory and association cortices (V1 and PPC in Supplementary Fig. 14C-F) never go through it. In addition, we cannot exclude the possibility that our ET-type neurons in layer 5 are contaminated with cortico-thalamic (CT)-type neurons from layer 6, although this is unlikely judging from their higher spike rates, shorter spike latencies (Sirota et al. 2005) , and middle-depth locations ( Supplementary Fig. 7a in Isomura et al. 2009 ).
Results
Preparation for Identification of Axon Projection by Spike Collision
In this study, we established the Multi-Linc method, which allows us to record spike activity of multiple neurons individually in different areas and to electrophysiologically and optically identify their axonal projections to different areas in Thy1.2-ChR2-Venus Tg rats (Fig. 1A,B ; see Materials and Methods for details). These Tg rats express ChR2-Venus under the control of the Thy1.2 promoter in many PNS and CNS neurons (Tomita et al. 2009 ), and we confirmed that in our hands the adult rats expressed ChR2-Venus ubiquitously throughout the whole brain ( Fig. 1C;  Supplementary Fig. 1A) . In situ hybridization revealed that a large number of neurons indeed expressed abundant ChR2 mRNA in many brain structures including the cerebral cortex, thalamus, hippocampus, and cerebellum ( Fig. 1D,E; Supplementary Figs. 1B-D, 2, 3 ). In particular, most of the layer 5 neurons of M1 and M2 expressed ChR2 mRNA at high levels (Fig. 1F) . Therefore, these Tg rats, which required neither viral vector infection nor in utero electroporation, provide a useful platform for multiareal optical (optogenetic) stimulation of axonal targets using our Multi-Linc method.
In preliminary experiments using awake head-fixed Tg rats ( Supplementary Fig. 4A,B) , we recorded neural responses including multiunit activity (MUA) and LFP through a 16-channel silicon probe in left M1 (Supplementary Fig. 4C ). We determined optimal conditions for optical stimulation (to right M1) such as fiber diameter (optimal: 200/225 and 400/425 µm, compared with 100/125 and 1000/1035 µm) and illumination intensity (optimal: 5-10 mW for <2 ms) ( Fig. 1G,H ; N = 4 rats; Supplementary Fig. 4F ). Although both standard electrical stimulation and optical stimulation equivalently evoked fast MUA responses (perhaps including antidromic spikes), optical stimulation had the advantage that it never induced artifacts in the recording channels ( Fig. 1H ; Supplementary Fig. 5 ; e.g., probability of fast MUA responses: electrical [0.2 mA, N = 4] 0.24 ± 0.21, optical [400/425 µm, 6 mW, N = 4] 0.20 ± 0.23, t-test, t(6) = 0.243, P = 0.81). Moreover, we confirmed that optical stimulation was spatially limited to right M1 under our optimal stimulating conditions (roughly 1-2 mm resolution); control stimulation above the callosal M1-M1 pathway (en route) significantly delayed the fast MUA response and current-source density responses, suggesting virtually no unexpected antidromic stimulation of the adjacent cortex and white matter ( Fig. 1I; Supplementary Figs . 4F,6A-D; fast MUA latency: M1 5.2 ± 1.8 ms, en route 8.5 ± 2.9 ms, N = 6, paired t-test, t(5) = 3.56, P < 0.017). This spatial limitation is well supported by precise somatotopic M1 mapping by optogenetic stimulation of Thy1-ChR2 Tg mice, which have a smaller and thinner motor cortex (Hira et al. 2009) . No epileptic activity was observed after the single pulses of optogenetic stimulation (Supplementary Fig. 6E ).
Identification of 2 Types of Cortical Projection Neurons
We utilized the Multi-Linc method to examine the spike activity of IT-and ET-type motor cortex neurons in Tg rats behaving or resting under head fixation. We recorded spike activity of individual neurons simultaneously in layer 5 of left M1 and M2 through 16-and 32-channel silicon probes ( Supplementary Fig.  4C-E) ; using an offline spike-clustering procedure, we isolated a total of 1189 neurons from 95 tetrodes analyzed in 24 sessions (N = 10 rats) (Table 1; Supplementary Fig. 7 ). Two optical fibers (diameter, 400/425 µm) touched the surface of right (contralateral) M1 and M2, and the other 2 (200/225 µm) were inserted into the right dorsolateral striatum and the left (ipsilateral) thalamus (in 6 of 10 rats) for optogenetic stimulation ( Fig. 1G ; Supplementary Fig. 6A,B) . Thus, we systematically looked for antidromic spike responses for contralateral intratelencephalic (for IT-type; 4 corticocortical and 2 corticostriatal) and ipsilateral extratelencephalic (for ET-type; 2 CT) projections in these neurons ( Fig. 2A; Supplementary Fig. 8) . Figure 2B and C shows representative tetrode traces of antidromic spikes (black) and their disappearance due to collision with spontaneous spikes belonging to the same cluster (orangeyellow) in IT-type (M1 to contralateral striatum) and ET-type (M2 to ipsilateral thalamus) projection neurons. For the collision test, the spikes must display an all-or-none property and a sufficient duration (>0.6 ms), features of RS-type (putative pyramidal) neurons. Unlike in a classical collision test, the tetrode traces could be contaminated with spikes from other neurons in multineuronal recording. Therefore, spike collision was evaluated by practical criteria using a statistical test for spike probability change (Supplementary Fig. 9A -E; see Materials and Methods for details). Neurons that passed the collision test were further checked using a constant latency test ( Fig. 2E; Supplementary  Fig. 9D ; spike jitter <0.5 ms, mostly 0.1 ms despite of~1-ms optical stimulation; that is, synaptic 0.66 ± 0.89 ms [N = 328 tests], antidromic 0.14 ± 0.08 ms (120), t-test, t(446) = 10.5, P < 0.001) and a frequency-following test (Supplementary Fig. 9F ; spiking at 100-250 Hz). In contrast, a lack of spike collisions and wide spike jitter were observed in an FS-type M2 interneuron, suggesting synaptic activation (Fig. 2D) . In this way, we identified a total of 104 neurons as IT-type (N = 76) or ET-type (N = 28) pyramidal cells in M1 and M2 (Table 1 ; see also Supplementary  Fig. 10A ). As expected, these cells were always exclusively classified into 1 of the 2 types (e.g., Morishima and Kawaguchi 2006) . Some IT-type neurons (M1, N = 3; M2, N = 6) had contralateral projections to both the cortex and striatum. Importantly, the latency of antidromic spikes was much shorter in ET-type neurons than in IT-type neurons in both M1 and M2 ( Fig. 2F ; M1: IT 7.3 ± 3.0 ms (N = 33 projections), ET 2.9 ± 0.7 ms (9), t-test, t(40) = 7.51, P < 0.001; M2: IT 11.1 ± 3.4 ms (52), ET 4.7 ± 2.8 ms (19), t(69) = 7.32, P < 0.001; also t(83) = 5.24, P < 0.001 between M1 IT and M2 IT), consistent with previous studies (rats/mice: Mallet et al. 2006; Ballion et al. 2008; Li et al. 2015; monkeys: Bauswein et al. 1989; Turner and DeLong 2000; Pasquereau and Turner 2011) . These observations strongly support the reliability of our identification of IT-and ET-type neurons using the Multi-Linc method. Number of analyzed tetrodes (both neuron types could be identified in the same tetrodes). 
Spike Properties and Functions in IT-and ET-Type Neurons
In addition to IT-and ET-type neurons, we obtained RS-type neurons (M1 and M2, N = 930) and FS-type interneurons (N = 155) that did not pass the collision test in multineuronal recording data from the same animals (see Materials and Methods). The ongoing (averaged) spike rate of each neuron was plotted against its spike duration in these 4 types of neurons (Fig. 3A) . IT-and ET-type neurons were situated within the distribution of RS-type neurons. The spike rates of ET-type neurons were obviously higher than those of IT-type neurons (IT 0.85 ± 1.00 Hz, ET 2.01 ± 1.17 Hz, t-test, t(102) = 4.99, P < 0.001), and the spike durations of ET-type neurons also tended to be slightly shorter than those of IT-type neurons (IT 1.00 ± 0.12 ms, ET 0.96 ± 0.12 ms, t(102) = 1.48, P = 0.14). How do these neurons participate in behavioral functions? All of the recorded rats were unanesthetized and usually relaxed (resting) under the head fixation, although several occasionally attempted a lever manipulation with their right forelimb during the recording sessions. In M1 and M2 of these rats, Hold-related neurons exhibited significant spike increases during the lever-holding period and Push/Pull-related neurons exhibited spike increases during the lever-pushing/pulling period, as previously reported (Saiki et al. 2014 ). Both the IT-and ET-type neuron groups contained Hold-related and Push/Pullrelated neurons similarly ( Fig. 3B,C; IT: Hold N = 15, Push/Pull N = 19, others (not related with task) N = 10; ET: Hold N = 8, Push/Pull N = 9, others N = 8; χ 2 (2,69) = 0.75, P = 0.68). These neurons might be functionally involved in motor preparation and execution, as observed in the murine anterior lateral motor cortex (Li et al. 2015) . The FS-type neurons mostly exhibited Pull/Push-related activity ( Fig. 3C , inset; see also Isomura et al. 2009; Saiki et al. 2014 ).
Specific and Stable Postspike Suppression in ET-Type Neurons
In the hippocampus, pyramidal cells and interneurons can be separated simply based on differences in the spike ACG, which is correlated with the extent of spike bursting (Csicsvari et al. 1999) . On the other hand, neocortical pyramidal cells exhibit broad ACG variants with or without spike bursting (Barthó et al. 2004) . Therefore, we focused on the shape (temporal features) of ACG in the IT-, ET-, and FS-type cortical neurons to characterize their spiking properties in vivo. Unexpectedly, we observed noticeable suppression in spiking up to 100 ms before and after standard spikes (0 ms) in the ACGs of ET-type neurons, but only rarely in those of IT-or FS-type neurons ( Fig. 4A ; red arrowheads). This characteristic "postspike suppression" was observed consistently in ET-type neurons of M1 and M2 across animals, regardless of the presence or absence of spike bursting (a peak around 0 ms in ACG). The suppression was unlikely to have resulted from periodic repeating of spike activity during synchronous oscillations, such as alpha and beta oscillations, because it did not appear repeatedly in longer time-scale ACGs ( Supplementary Fig. 11B ).
To quantify these features of the ACG, we introduced 2 simple indices: peak ACG bias (median at 0-50 ms) and baseline ACG bias (median at 50-250 ms), representing spike burstiness (toward 0 ms) and postspike suppression (toward 250 ms), respectively ( Fig. 4B ; see Materials and Methods for details). In contrast to those of IT-type neurons, the baseline ACG biases of ET-type neurons were localized above the middle of the range (150 ms) whereas the peak ACG biases were scattered, indicating that postspike suppressions were the common feature of the ACGs (peak ACG bias: IT 22.5 ± 7.7 ms, ET 20.7 ± 6.8 ms, t-test, t(102) = 1.10, P = 0.28; baseline ACG bias: IT 139.4 ± 15.5 ms, ET 157.2 ± 9.6 ms, t-test, t(78) = 7.03, P < 0.001 [F-test, F(75,27) = 2.61, P < 0.003]).
We next investigated whether the ACG shapes of IT-and ET-type neurons were altered depending on their behavioral conditions, that is, resting versus task-performing (Fig. 4C) . Although spike bursting was changed to some extent, postspike suppression in ACGs appeared in both the rest and task periods, irrespective of the task-related functions, in most ET-type neurons that were available for analysis. In contrast, the suppression was observed in only a few IT-type neurons in the 2 periods. Indeed, such behavioral conditions (rest or task) did not affect the distribution in baseline ACG biases between the IT-and ET-type neurons (Supplementary Fig. 10B ; rest: IT 137.6 ± 16.4 ms [N = 75], ET 157.8 ± 14.1 ms (28), t-test, t(101) = 5.77, P < 0.001 [F-test, F(74,27) = 0.74, P = 0.19]; task: IT 134.7 ± 29.1 ms (55), ET 157.2 ± 12.0 ms (26), t-test, t(79) = 4.91, P < 0.001 [F-test, F(54,25) = 0.17, P < 0.001]). Thus, the postspike suppression of the ET-type neurons was persistent and robust with respect to large changes in behavioral conditions. If this information is combined with ongoing spike rate (Fig. 3A) , the 2 neuron types could be separated more cleanly in 3D space (Supplementary Fig. 10C ). In fact, our decoding analyses using linear support vector machines revealed that the best separation of IT-and ET-type neurons was obtained with a combination of baseline ACG bias, peak ACG bias, and ongoing spike rate ( Supplementary Fig. 10D ,E; error rate = 0.154 in cross validation). The separation was at the chance level with only spike rate and spike duration (error rate = 0.269), suggesting significant contribution of those ACG features to it. In particular, baseline ACG bias seemed most critical for effective separation. As for spatial distribution, IT-and ET-type neurons were collected from similar recording depths in putative layer 5 ( Supplementary Fig. 10A ). Moreover, in more superficial layers, only 1 of 12 neurons exhibited postspike suppression (preliminary observation using extra channel data). Taken together, these observations indicate that postspike suppression is a unique and stable spike feature of ET-type neurons in vivo, and may thus be useful for neuron classification.
Postspike Suppression is Affected by Spike Bursting
To identify the factors underlying postspike suppression, we investigated whether this phenomenon depends on the preceding Figure 3B ,C. Lack of ACG data particularly in the task-performing periods of IT-type neurons was due to poor task performance in early-recorded rats, in which stimulation was not applied to the thalamus (thereby only few missing ET-type neurons). Note that postspike suppression was stably observed in both behavioral states in functionally different ET-type neurons.
ISI and spike bursting in each spike event. Figure 5A shows raster plots of spikes in which spike events are sorted by ISIs prior to standard spikes (0 ms), corresponding to the ACGs shown above, in typical IT-and ET-type neurons. IT-type neurons, which were bursty, never exhibited the postspike suppression for any ISI. In contrast, ET-type neurons, which also appeared bursty in the ACG, exhibited postspike suppression (b in the plot) up to 70 ms following solitary standard spikes with long (>100 ms) ISIs. No periodically repeated spiking was seen in the distribution of long ISIs. This suppression appeared constantly at this range of ISIs, but was remarkably extended (a) up to 140 ms following bursting spikes (asterisks) with short (<10 ms) ISIs. We observed similar ISI/burst-dependent changes in suppression across the ET-type neurons ( Supplementary Fig. 11) .
Furthermore, we estimated postspike suppression and spike burstiness as a function of the preceding ISIs in both IT-and ETtype neurons. For postspike suppression, the baseline ACG biases were significantly dependent on the ISIs (5 × 10 0 to 5 × 10 1.8 ms)
in ET-type, but not IT-type, neurons ( Fig. 5B; Supplementary Fig.  12A ,B, panel d; IT, one-way ANOVA, F(8,618) = 0.59, P = 0.78; ET, F(8,235) = 4.16, P < 0.001). Importantly, the baseline ACG biases were constantly longer in ET-type neurons than in IT-type neurons across the ISIs ( Fig. 5B ; two-way ANOVA, neuron-type, F(1,8) = 75.0, P < 0.001). They were also longer in bursty neurons (ID1-10) than nonbursty neurons (ID11-28) of ET-type neurons across the ISIs ( Supplementary Fig. 12B , panel d; two-way ANOVA, bursty vs. nonbursty in ET-type, F(1,8) = 28.9, P < 0.001). Thus, postspike suppression was a specific feature of ET-type neurons, and was longer by spike burstiness under any preceding ISI condition. For spike burstiness, peak ACG biases were dependent on ISIs in both neuron types ( Supplementary Fig. 12A ,B, panel b; IT, one-way ANOVA, F(8,592) = 4.75, P < 0.001; ET, F(8,212) = 13.5, P < 0.001), and the peak ACG biases were similar between them (two-way ANOVA, neuron-type, F(1,8) = 1.85, P = 0.21). On closer inspection, we sometimes found asymmetric spike bursting that was biased toward increasing spikes in both neuron types (Supplementary Fig. 13 ; 8 IT-type and 4 ET-type neurons), even though decreasing spikes could be expected for the IT-type neurons from their in vitro properties of spike adaptation (Suter et al. 2013 ) and short-term synaptic depression (Morishima et al. 2011; Kiritani et al. 2012) . Peak and baseline spike rates (at 0-50 and 50-250 ms, respectively; normalized by mean value) were also dependent on ISIs in both neuron types ( Supplementary  Fig. 12A ,B, panels a and c; peak period: IT, one-way ANOVA, F(8,648) = 12.0, P < 0.001; ET, F(8,242) = 8.87, P < 0.001; baseline period: IT, F(8,648) = 6.92, P < 0.001; ET, F(8,242) = 14.0, P < 0.001), and again, they did not differ between types (data not shown). Thus, both neuron types exhibited similar spike burstiness in the ACG analyses, although it remains unclear whether they included an intrinsically bursting property, which is sometimes observed specifically in ET-type neurons in vitro (e.g., Christophe et al. 2005 ).
Postspike Suppression is Useful for Provisional Neuron Classification
IT-and ET-type neurons are 2 major classes of pyramidal cells in layer 5 of rat motor cortex (Morishima and Kawaguchi 2006) . Therefore, most of our RS-type neurons should belong to either of these 2 types. Given that postspike suppression is a specific feature of the ET-type neurons, RS-type neurons that exhibit suppression in their ACGs should exhibit higher ongoing spike rates than those with no suppression, as expected from our results ( Fig. 3A; Supplementary Fig. 10C-E ) and previous studies in monkeys (spike rate: Bauswein et al. 1989; Turner and DeLong 2000; Pasquereau and Turner 2011) . In this way, we should be able to verify the specificity of postspike suppression to a certain type of RS-type population. Figure 6A shows ACGs of RS-type neurons with (putative ET-type) or without (putative IT-type) postspike suppression, which were classified according to a criterion with baseline ACG bias (<150 ms and >150 ms for putative IT-and ET-type, respectively) and peak ACG bias (<25 ms for both types). Many of our identified neurons (Fig. 4B) were indeed correctly classified using this simple criterion (error rates, 29.8% [14 of 47] and 15.0% [3 of 20] for identified ITand ET-type neurons, respectively). We found that the spike rates of putative ET-type neurons were indeed significantly higher than those of putative IT-type neurons ( Fig. 6B ; putative IT-type 0.58 ± 1.07 Hz [N = 232], putative ET-type 1.18 ± 1.16 Hz (211), t-test, t(441) = 5.71, P < 0.001). Spike duration did not significantly differ between these 2 populations. A similar result was obtained from comparison of the spike rate between putative IT-and ET-type subgroups with spike bursting ( Supplementary  Fig. 14A 
Spike Synchrony Among Cortical Projection Neurons and Interneurons
One of the advantages of our Multi-Linc method is that it can reveal spike interactions of identified projection neurons with other neurons in simultaneous multineuronal recordings. Exploiting this ability, we examined pairwise spike synchrony between IT-, ET-, and FS-type neurons by statistically detecting a peak (within ±20 ms) of the CCG in each neuron pair (60 ITtype, 24 ET-type, 123 FS-type, and 736 RS-type neurons available for analysis; see Materials and Methods for details). Figure 7A shows 2 examples of spike synchrony in CCGs of an IT-IT pair (upper) and an ET-ET pair (lower). We observed such spike synchronies in a substantial number of neuron pairs within the same area (i.e., M1 or M2) (Fig. 7B, Supplementary  Fig. 15 analysis, IT-FS P < 0.001, FS-FS P < 0.001). This observation is consistent with the fact that FS-type interneurons contribute to spike synchrony more frequently than pyramidal cells. Is there any difference among these neuron types in spike synchrony itself? Because significant spike synchrony appeared in only a small number of neuron pairs in each combination, we roughly compared several properties of spike synchrony among 3 groups: neuron pairs containing IT-, ET-, and FS-type neurons (Fig. 7C,D) . We observed no difference among the 3 groups in the latency of the CCG peak (absolute lag from 0 ms) ( Fig. 15 ; IT-IT 39.4 ± 32.9 ms; ET-ET 23.8 ± 30.9 ms; KS test, D = 0.38, P < 0.017). The width of the CCG peak (duration above 50% peak amplitude) was also similar among them ( Fig. 7D, middle; IT-X 34.0 ± 23.2 ms; ET-X 31.8 ± 11.4 ms; FS-X 37.9 ± 19.6 ms; one-way ANOVA, F(2,222) = 1.75, P = 0.18). However, the strength of the CCG peak (relative height from baseline, i.e., analogous to signalto-noise [S/N] ratio) differed significantly among them (Fig. 7C ,D, right; IT-X 65.7 ± 18.5 ms; ET-X 55.4 ± 16.4 ms; FS-X 47.6 ± 17.8 ms; one-way ANOVA, F(2,222) = 18.1, P < 0.001). IT-joined neuron pairs had stronger CCG peaks than the ET-joined pairs (Tukey's test, P < 0.05), whose CCG peaks were, in turn, stronger than those of FS-joined pairs (P < 0.05). In short, the spike synchrony in pairs containing IT-type neurons exhibited temporally similar properties to those of ET-type neurons in vivo, but with a higher S/N ratio.
Discussion
In this study, we investigated the in vivo spiking dynamics of IT-and ET-type pyramidal cells in the deep layer (putatively layer 5) of M1 and M2 in behaving or resting rats. The 2 types of neurons were efficiently identified by multineuronal analysis combined with optogenetically evoked spike collision tests ( Fig. 1A,B ; Multi-Linc method). We confirmed that spike latency and spike rate of ET-type neurons were obviously shorter and higher, respectively, than those of IT-type neurons (Figs 2F and 3A) , as shown previously (Bauswein et al. 1989; Turner and DeLong 2000; Mallet et al. 2006; Ballion et al. 2008; Pasquereau and Turner 2011; Li et al. 2015) . This supports the idea that ETtype neurons are not the layer 6 pyramidal cells (CT-type; usually, long spike latency and very low spike rate; Sirota et al. 2005) , and also strongly supports the reliability of our identification of axonal projections. We observed postspike suppression specifically in the ACGs of identified ET-type neurons ET-type (pink) than in putative IT-type (green) neurons. Spike rates and durations are plotted on the same distribution as shown in Figure 3A. ( Fig. 4A) . The postspike suppression was consistently observed independently of behavioral conditions ( Fig. 4C ; task-performing or resting/sleeping) in functionally different ET-type neurons ( Fig. 4C ; Hold-, Push/Pull-, or no-task-related). Furthermore, it readily occurred even after solitary standard spikes, and was remarkably extended following bursting spikes in bursty ET-type neurons (Fig. 5A,B) . As expected, postspike suppression was associated with higher spike rates in a fraction of putative pyramidal cells (Fig. 6A,B) . We also observed spike synchrony in neuron pairs with more or less any combination of IT-, ET-, FS-, and RS-type neurons (Fig. 7A,B) ; in particular, neuron-pair groups containing IT-type neurons had a higher S/N ratio in the CCG than other groups (Fig. 7C,D) . These observations suggest that the IT-and ET-type motor cortex neurons employ different spiking dynamics to send motor information to other cortical and subcortical areas.
To date, several studies have characterized spike burstiness in IT-and ET-type neurons using peak analysis of ACGs or ISI distributions (Mallet et al. 2006; Pasquereau and Turner 2011; Ushimaru and Kawaguchi 2015) . In our ACG analyses, we did not detect any large difference in spike burstiness itself between the 2 types ( Supplementary Fig. 12A,B) . Instead, we observed postspike suppression (around 100 ms) specifically and stably in most ET-type neurons, consistent with the skewness of the ISI distribution in corticopontine neurons of anesthetized rats (Ushimaru and Kawaguchi 2015) . It is unlikely that this suppression resulted merely from cortical synchronous oscillations (e.g., slow waves at 1-3 Hz, sleep spindles at 12-14 Hz, beta at 14-30 Hz), both because it rarely exhibited periodicity with multiple peaks/troughs in the ACGs ( Supplementary  Fig. 11B ) or multiple inflection points in the cumulative ISI curves (Fig. 5A) , and because it was robust with respect to behavioral changes (Fig. 4C ) but was dramatically extended by spike bursting of a single neuron (Fig. 5A) . What, then, is the mechanism underlying the postspike suppression of ET-type neurons? One possibility involves their intrinsic membrane potential properties. ET-type neurons discharge basically in a tonic (nonadapting) pattern in vitro (Morishima and Kawaguchi 2006; Suter et al. 2013 ), leading to a linear input-output response (Suter et al. 2013 ). However, they specifically express hyperpolarization-activated currents (I h ) (Sheets et al. 2011) , which may filter synaptic inputs and generate electrical resonance, potentially causing their own spiking dynamics. In addition, their bursting spikes (Ushimaru and Kawaguchi 2015) could enhance afterhyperpolarization, possibly extending postspike suppression. Alternatively, inhibitory synaptic inputs via recurrent circuits may bring about postspike suppression in ET-type neurons. Indeed, ET-type neurons receive inhibitory GABAergic inputs from non-FS-type as well as FS-type interneurons (Tanaka et al. 2011) . It might also be affected by intralaminar or interareal excitatory inputs to ET-type neurons in M1 (Morishima et al. 2011; Hooks et al. 2013; Ueta et al. 2013 Ueta et al. , 2014 Suter and Shepherd 2015) .
It has been theoretically proposed that ET-type neurons, using their strong recurrent excitation and facilitation, can sustain past information for learning in the form of sustained spiking activity (Morita et al. 2012 (Morita et al. , 2013 . This attractive hypothesis, however, seems unlikely (or at least too simple) because postspike suppression would interrupt sustained activity in every ETtype neuron. Rather, the spiking dynamics of these neurons are advantageous for sending temporally precise outputs to subcortical structures to achieve optimal motor control. The conduction velocity in ET-type neurons is very fast, and its variation is narrow ( Fig. 2F ; Mallet et al. 2006; Ballion et al. 2008; Li et al. 2015) . In addition, these neurons produce action potentials with short duration at a high rate ( Fig. 3A ; Suter et al. 2013) . Along with these spike properties, postspike suppression would add "temporal contrast" to their spike signals, which might also make them more sharply synchronous ( Supplementary Fig. 15 ). Thus, the spiking dynamics of ET-type neurons seem suitable for fast and precise formation of motor commands in vivo. Conversely, IT-type neurons have slower conduction velocities (Fig. 2F ) and lower spike rates (Fig. 3A) , and lack postspike suppression (Fig. 4A) . However, these neurons exhibit spike synchrony with better S/N ratios (Fig. 7C,D) . These properties may guarantee robust cortical communications between hemispheres, for example, using their spike synchrony in global gamma oscillations. In any case, in practical terms, postspike suppression is a useful spike signature for collecting ET-type-like pyramidal cells in the motor cortices, and possibly even in other cortical areas, in behaving animals ( Fig. 6; Supplementary Fig. 14) . For example, our criterion with the peak ACG bias and baseline ACG bias can be a useful tool to characterize unidentified cortical neurons. Moreover, this approach becomes more effective if combined with other spiking features ( Supplementary Fig. 10C-E) .
In this study, we conceptually established the Multi-Linc method for efficiently identifying axonal projections of recorded neurons in several areas utilizing spike collision (Wilson 1987; Cowan and Wilson 1994; Mallet et al. 2006; Ballion et al. 2008; Li et al. 2015; Ushimaru and Kawaguchi 2015) . This was accomplished by a combination of multineuronal recordings in multiple areas (M1 and M2) and multiareal optogenetic stimulations (cM1, cM2, cSt, and iTh) in ChR2-expressing Tg rats (Tomita et al. 2009 ). The advantages of this method are as follows: (1) axonal projections from individual neurons of several areas can be identified in parallel in the same session (Table 1) ; (2) unlike in conventional electrical stimulation, neither electrical artifacts nor electrolytic lesions ( Fig. 1H; Supplementary Figs . 5 and 8) occur; and (3) the ChR2 Tg animals make it possible to test optogenetically evoked spike collisions flexibly in the whole brain (Supplementary Figs. 1-3) without requiring preparatory steps such as viral vector infection or in utero electroporation. Spike clustering in each tetrode (not a single cluster in each electrode) made it possible to isolate closely spaced ChR2-expressing neurons in the Tg animals, enabling multiple pathway identifications for many neurons (cf., single pathway identification by viral vector infection in Li et al. (2015) ). Unlike juxtacellular recording methods, Multi-Linc does not require any axonal visualization of recorded neurons (Isomura et al. 2009 Oyama et al. 2013) . Moreover, its deeper accessibility and higher time resolution give it an advantage over two-photon microscopic calcium imaging with tracer injection for multiareal analysis of synchronous spike outputs.
We demonstrated the antidromic identification of IT-and ET-type neurons by stimulating the contralateral telencephalon and ipsilateral extratelencephalon, respectively, as the first step in development of the Multi-Linc method. The technique still has room for its optimization, for example, in regard to the spatial specificity of optogenetic stimulation. First, the direction of light illumination could be restricted by right-angled reflection with a mirror or upward diffuse reflection with metallic paint on the tip of the optical fiber ( Supplementary Fig. 4F ). Second, focal illumination with a condensing lens could be more tightly localized than diffused illumination through an optical fiber. Third, axonal terminal-specific expression of ChR2 molecules would improve the spatial specificity of optogenetic stimulation. Furthermore, the efficiency of obtaining projection neurons passing the post hoc collision test would be dramatically enhanced if we could automate the selection of stimulation sites and timings for tentative collision tests in each recording experiment; currently, we perform these selections manually, in a channel-by-channel manner (see Materials and Methods). These technical improvements will eventually pave the way for a "high-throughput" Multi-Linc method capable of revealing a global view of interareal spike communications in behaving animals, at a single-cell level and with millisecond time resolution.
