Abstract: This paper investigates stabilization issue for decomposable dissipative discretetime switched systems. Firstly, the decomposable dissipativity is discussed for discrete-time switched systems (DSS). Then, uniform stabilization conditions are derived for a ρ-geometric decomposable dissipative DSS. The results are then specialized to the linear DSS with quadratic supply rate. The linear matrix inequality (LMI) conditions for ρ-geometric dissipativity are derived. These LMI conditions are used to design feedback controllers to stabilize uniformly the linear ρ-geometric decomposable dissipative DSS. Finally, one example is given for illustration.
INTRODUCTION
Stability and stabilization issues are often linked to dissipative systems. The dissipativity concept was initially introduced by Willems (1972a Willems ( , 1972b in his seminal twopart papers in terms of an inequality involving a storage function and a supply rate. The extension of the work of Willems to the case of affine nonlinear systems was carried out by Moylan (1976,1980) . Isidori (1989,1991) studied the dissipativity and stabilization of nonlinear continuous systems based on geometric nonlinear system theory. Recently, Haddad et al. (2001 Haddad et al. ( ,2004 Haddad et al. ( ,2005 have developed dissipativity concepts for nonlinear impulsive dynamical systems, left-continuous dynamical systems and discrete large-scale nonlinear dynamical systems and time-delay systems. Liu et al. (2003 Liu et al. ( , 2007 have studied the robust dissipativity and stabilization problem for dissipative impulsive dynamical systems. Although researchers have extended the notions of classical dissipativity theory using generalized storage functions and supply rates for impulsive hybrid systems, there are few dissipativity results published for other kinds of hybrid systems. Switched system is one typical kind of hybrid systems. Stability analysis for switched systems has become one of active research topics in recent years, see Branicky (1998) , DeCarlo et al. (2000) , Hespanha et al. (2005) , Liberzon (2003) , Peleties et al. (1999) , Margaliot (2006) , Zhai et al. (2001) , Bacciotti et al. (2005) , Mancilla-Aguilar (2006) , etc. However, there are few stability and stabilization results for dissipative switched systems. Recently, Zefran, Bullo and Stein (2001) discussed the stability and invariance problem using passivity of a hybrid system. Zhao and Hill (2008) have investigated dissipativity property for switched systems by using cross-supply rate. Liu and Hill (2010) related stability for discrete-time switched systems (DSS). It has been noted in Liu and Hill (2011) that the decomposable dissipativity is one kind of dissipativity property. By using the subsidiary supply rate and the decomposition of supply rate, it can explain the changes of "energy" of activated and inactivated subsystems in a DSS and thus derives less conservative stability conditions. In the spirit of this consideration, in this paper, we aim to study the stabilization problem for decomposable dissipative DSS. By the decomposition of supply rate, the conditions of feedback stabilization for general decomposable dissipative DSS are derived. Then further conclusions are drawn by specializing the obtained results to the case of linear DSS with quadratic supply rates.
PRELIMINARIES AND DECOMPOSABLE DISSIPATIVITY OF DSS
Let R n the n-dimensional real vector space, R + = [0, +∞), and N = {0, 1, 2, · · · }. Function A function ϕ : R + → R + is of class-K 0 (ϕ ∈ K 0 ) if it is continuous and is zero at zero. It is of class-K if it is of class-K 0 and is strictly increasing. It is of class-K ∞ if it is of class-K and unbounded. For matrix P ∈ R n×n , denote P > 0 (P ≥ 0) if P is a positive definite matrix (nonnegative definite matrix).
Consider the discrete-time switched system (DSS):
where t ∈ N, x(t) ∈ R n is the system state; σ :
mi is the i-th subsystem G i control input, where U i is a set of all admissible control inputs u i ; and y i (t) ∈ R li is the i-th subsystem G i output;
A switching law Σ of system (1) is characterized by:
where t k ∈ N, t 0 < t 1 < t 2 < · · · < t k < · · · ≤ +∞, in which t 0 is the initial time, t k is the k-th switching time, and σ(t k ) = i k ∈ I. We assume that there is no switching between any two adjacent switching times t k and t k+1 , k ∈ N. The sequence {(t k , i k )} in Σ may or may not be infinite. In the finite case, we set t k+1 = +∞ for some k ∈ N. Denote N [t k , t k+1 ) = {t : t ∈ N, t k ≤ t < t k+1 }. When t ∈ N [t k , t k+1 ), σ(t) = σ(t k ) = i k , i.e., the i k -th subsystem G i k is activated and thus the state of the whole system is defined by G i k . Hence, under Σ, a solution x(t) to (1) is a trajectory with initial point (t 0 , x 0 ), and for any t ∈ N [t k , t k+1 ), it is defined by the subsystem G i k .
Thus, we define u ∈ U, y ∈ Y as the input and output of system (1), respectively.
Definition 2.1. Function γ is called a supply rate if
li × R + → R with γ(0, 0, t) ≡ 0 for any t ∈ R + . The supply rate γ is said to be completely summable if for any t ∈ N and any (u, y) ∈ U × Y, the series ∞ j=0 |γ(u(t + j), y(t + j), t + j)| < +∞. Definition 2.2. Under Σ, for ρ ≥ 1, DSS (1) is said to be ρ-geometric dissipative (ρ-GD) (dissipative if ρ = 1), w.r.t. the supply rate γ(u, y, t) if there exists a continuous function V : N × R n → R + with V (t, 0) = 0 for all t ∈ N, called a storage function (or energy), such that
where x(t), t ≥ t 0 is a solution to (1) with x(t 0 ) = x 0 .
In this paper, for simplicity, we denote:
Remark 2.1 (i) In the literature, the supply rate is mostly time-invariant. In Definition 2.2, we take γ(u, y, t) as timevarying function. Moreover, (3) is equivalent to: for t ≥ t 0 ,
(4) (ii) The notion of ρ-GD is proposed by Haddad et al. (2001) for discrete-time systems. Obviously, the 1-GD implies dissipativity of (1). (iii) By Definition 2.2, for any Σ, if (1) is ρ-GD (resp., dissipative) under the supply rate γ, then, every G i is ρ-GD (resp., dissipative) under the supply rate γ(u| i , y| i , t), where
T . (iv) Definition 2.2 is a gnenral notion of dissipativity for switched systems. For DSS (1), the state x(t) is driven only by the activated subsystem G σ(t) . Moreover, all subsystems share the same state x(t) and the change of x(t) will lead to the changes of energy not only for the activated but also for inactivated subsystems. Since the input and output of whole system only occur in the activated subsystem, the energy change in inactivated subsystems is achieved via the activated subsystem G σ(t) . Thus, from the changes of energy, the supply rate γ(u, y, t) should be decomposed into two parts: the main one γ σ(t) (u σ(t) , y σ(t) , t) which satisfies the requirement of the activated subsystem and the subsidiary one φ σ(t) (u σ(t) , y σ(t) , t) for the inactivated subsystems, i.e., decomposition of supply rate:
γ(u, y, t) = γ σ(t) (u σ(t) , y σ(t) , t) + φ σ(t) (u σ(t) , y σ(t) , t). (5) With respect to the above decomposition, it needs two energy functions V σ(t) andV σ(t) to satisfy the requirement of dissipativity. V σ(t) is for γ σ(t) , which is from the activated subsystem, andV σ(t) for φ σ(t) from inactivated subsystems. Thus, the general energy V is:
is called an energy distribution of (1), andV σ(t) as the energy complement of V σ(t) . Definition 2.3. For the given supply rate γ(u, y, t) and
. (8) Here, γ σ is called as the main supply rate, and φ σ is called as the subsidiary supply rate. (7) is called as the main dissipation inequality, and (8) is called as the subsidiary dissipation inequality. Example 2.1. Consider N cylinder water tanks G i , i = 1, 2, · · · , N , where all tanks are connected each other via pipes in the bottom of every tank. Let x(t) be the height of water in the tanks, then
The total energy V in this system is directly proportional to the volume of all cylinders, hence we take V as:
Since the output y = 0, we take the supply rate as: γ(u, y, t) = u σ(t) + e −t , and let the main supply rate be γ σ(t) = s σ(t) s u σ(t) , and the subsidiary supply rate
. Hence, this practical switched system is decomposable dissipative w.r.t. the supply rate γ. Remark 2.2. The inequality (7) implies every G j is dissipative w.r.t. γ j . Moreover, by (6), we have
Thus, the decrement ofV σ(t) (t, x) stands for the decrement of energy of those inactivated subsystems. Theorem 2.1. For system (1), if it is ρ-GDD (decomposable dissipative if ρ = 1) w.r.t. the supply rate γ, then it is ρ-GD (dissipative if ρ = 1) under same γ.
Proof. See Liu and Hill (2011) . Remark 2.3. By Theorem 2.1, the decomposable dissipativity is one special property of dissipativity.
STABILIZATION OF DECOMPOSABLE DISSIPATIVE DSS
In this section, we investigate the uniform stabilization issue for a decomposable dissipative DSS.
Theorem 3.1. Assume that every subsystem G j of DSS (1) is ρ j -GD, where ρ j > 1, with respect to supply rate γ j and storage function
(ii) there exists φ σ(t) (u σ(t) , y σ(t) , t) with φ σ(t) (0, 0, t) = 0,
(iii) there exist output feedback controls
Then, DSS (1) is ρ-GD under the supply rate γ and energy V , where ρ = min 1≤j≤N {ρ j } and γ = γ σ(t) (u σ(t) , y σ(t) , t)+ φ σ(t) (u σ(t) , y σ(t) , t). Moreover, DSS (1) is uniformly stabilized by this output feedback control law.
Proof. Since ρ j > 1, j = 1, · · · , N , we have ρ > 1.
For any t ∈ N [t k , t k+1 ), where i k = σ(t k ), by the ρ j -GD of subsystem G j and (ii), we get
Since σ(t) = i k when t ∈ N [t k , t k+1 ), it follows from (13) and condition (iii) that ∆ ρ V (t) ≤ ργ(u(t), y(t), t). Thus, by Definition 2.2, we get that DSS (1) is ρ-GD under the supply rate γ(u, y, t).
Now we show that system (1) is uniformly stabilized by the output control law. By (13) and condition (iii), we get
which implies that
(15) Thus, for any ǫ > 0, let ζ < ϕ −1 (ϕ(ǫ)) independent of t, then, it follows from (15) and (10) that x(t 0 + k) < ǫ for any x 0 satisfying x 0 ≤ ζ and all k ∈ N. Therefore, system (1) is uniformly stable for the control inputs u σ(t) (t) = ψ σ(t) . Moreover, it follows from (13) and (iii) that
Thus, by (10) and (16), we get that
holds uniformly for t 0 . Hence, DSS (1) is uniformly stabilized by the output control law. 2
Remark 3.1. (i) In Theorem 3.1, if φ σ(t) ≤ 0, then by (9) in Remark 2.2, we get ∆ ρVσ(t) (t) ≤ ρφ σ(t) , which implies that DSS (1) is ρ-GDD w.r.t. the supply rate γ.
(ii) From Theorem 3.1, if φ σ(t) ≤ 0, it permits γ σ(t) ≥ 0. In this case, it permits the activated subsystems are unstable while the whole system is still stable. By the decomposition of supply rate, we can explain this case. The energy increased by activated subsystems (due to γ σ(t) ≥ 0) will be dissipated by those inactivated subsystems (due to φ σ(t) ≤ 0) and thus the total energy of whole system is still decreasing. In the literature, see Zhao and Hill (2008) , it often needs the non-positive condition of the supply rate for activated subsystems to guarantee the stability.
Theorem 3.2. Assume DSS (1) is decomposable dissipative w.r.t. the supply rate decomposition γ = γ σ(t) + φ σ(t) and energy distribution (V 1 , · · · , V N ) satisfying (10). Moreover, if there exist state feedback controls u i = ψ i (x, t), withψ i (0, t) ≡ 0, t ≥ t 0 , such that one of the following conditions holds, then DSS (1) is uniformly stabilized.
(i) Under Σ, there exist scalar functions µ i : N → R + , i ∈ I, and ψ ∈ K 0 such that
where ∞ k=1 λ k = +∞, µ(t) = min 1≤i≤N {µ i (t)} and λ k = µ(t 0 + k), k ∈ N. (i*) Under Σ, there exist nonnegative constants µ k satisfying ∞ k=0 µ k = +∞, and ψ ∈ K such that
Proof. By dissipation inequalities (7)- (8) and (i), we get that for t ≥ t 0 , ∆V (t) ≤ −µ(t)ψ(V (t, x(t))). 
This contradicts the fact that m(t) = V (t, x(t)) is positive definite, and hence a = 0, i.e., lim k→∞ m(k) = lim t→∞ V (k, x(k)) = 0. By (10), ||x(k)|| ≤ ϕ −1 (V (k, x(k))). It yields that lim k→∞ ||x(k)|| = 0. Hence, (1) is uniformly attractive. Thus, DSS (1) is stabilized uniformly by the state feedback controls u i =ψ i (x, t), i = 1, · · · , N . If (i*) holds and ψ ∈ K, we show that system (1) is also
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uniformly attractive. Since (1) is uniform stable, for ǫ > 0, there exists δ(ǫ) such that x(k) < ǫ for all k ∈ N when x 0 < δ. We claim that for any ̺ > 0, without loss of generality, letting ̺ > δ, if x 0 ≤ ̺, then, there exists integer k 1 with 0 ≤ k 1 ≤ k * such that x(k 1 ) < δ, where k * is determined by
Since ∞ k=0 µ k = +∞, (21) holds by sufficient large positive integer k * . If it is not true, then we get x(k) ≥ δ, 0 ≤ k ≤ k * . By Theorem 2.1, (1) is dissipative with respect to supply rate γ = γ σ(t) + φ σ(t) . It follows from the dissipativity and (19) that for k ∈ N,
It follows from (i*) and (21)- (22) 
It is a contradiction with the fact that V (t, x) ≥ 0. Hence, for some integer k 1 satisfying 0 ≤ k 1 ≤ k * , x(k 1 ) < δ holds. Thus, for all k ≥ k * , we obtain x(k) < ǫ. Therefore, (1) is uniformly attractive and hence DSS (1) stabilized uniformly. 2 Remark 3.2. (i) In the literature, for asymptotic stability, the right side of (18) often requires to be −ψ(V (t, x)), whereψ ∈ K. Here, in (18), it relaxes to µ(t)ψ(V (t, x(t))), ψ ∈ K 0 .
(ii) In Theorems 3.1-3.2, if σ(t) can be replaced by σ(t) = 1, 2, · · · , N , then, all the results in Theorems 3.1-3.2 are true under any switching law. For a given switching law, choosing the suitable supply rates and control inputs helps to stabilize the switched systems.
SPECIALIZATIONS TO LINEAR DSS
In this section, we specialize the results of Section 3 to the case of linear DSS with quadratic supply rate.
Consider the linear DSS as:
where
The quadratic main supply rate γ σ and quadratic subsidiary supply rate φ σ are given by
Lemma 4.1. Assume that there exist nonnegative definite matrices P i ∈ R n×n , i = 1, · · · , N , such that the following LMIs hold for t ≥ t 0 , (26) where
Moreover, the linear DSS (23) is decomposable dissipative w.r.t. the quadratic supply rate γ(u, y, t) and storage function V (x) given by:
Proof. It is easy to obtain the results. The details are omitted here due to limited space. 2
Theorem 4.1. Assume there exist matrices P i ≥ 0 such that P = N i=1 P i is positive definite and the LMIs (26) in Lemma 4.1 hold, and moreover, if there exist matrices K i (t) ∈ R mi×n and functions µ i :
Then, linear DSS (23) is decomposable dissipative w.r.t. γ(u, y, t) and V (x) given by (27)- (28), respectively. Moreover, the state feedback control law
stabilizes uniformly the system (23), if, in addition, ∞ k=1 λ k = +∞, where for any fixed t ∈ R + , µ(t) = min 1≤i≤N {µ i (t)} and λ k = µ(t 0 + k), k ∈ N. Proof. The decomposable dissipativity of this DSS can be derived directly from Lemma 4.1.
In the following, we show that for t ≥ t 0 ,
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And we obtain that
Thus, it follows from (33)- (34) and (29) that
Therefore, by Theorem 3.2, the results of this theorem follow readily.
2
Under the switching law Σ, assume Ψ σ(t) > 0 for any t ≥ t 0 , and there exist P i ≥ 0, i = 1, · · · , N , with P = N j=1 P j > 0, such that LMIs (26) hold. Moreover, there exist matricesK i (t) ∈ R mi×n and nonnegative scalar function µ i , i = 1, · · · , N, such that, for every t ≥ t 0 , the following LMIs are satisfied:
37) stabilizes uniformly the system (23) if, in addition, ∞ k=1 λ k = +∞, where for any fixed t ∈ R + , µ(t) = min 1≤i≤N {µ i (t)} and λ k = µ(t 0 + k), k ∈ N. Proof. By Schur complements and Theorem 4.1, one can obtain the result. 2
Theorem 4.2. Assume that there exist matrices P i ≥ 0, i = 1, · · · , N, with P = N i=1 P i > 0 and for some constant ρ i ≥ 1, under Σ, the LMIs hold for t ≥ t 0 ,
And moreover, if there exist matrices
Then, DSS (23) is ρ-GDD w.r.t. γ and V given by (27)-(28), respectively, where ρ = min i∈Ω {ρ i }. Moreover, the output feedback control law
stabilizes uniformly the system (23) if in addition ρ > 1. By LMIs (38) and the similar proof of Lemma 4.1, we get
which means that every subsystem G i is ρ i -GD w.r.t. γ i (u i , y i , t) and V i . Moreover, under switching law Σ given by (2), by LMIs (38) and the similar proof of Lemma 4.1, for any t ≥ t 0 , the subsidiary dissipation inequalities:
hold. Moreover, it follows from (39) that for
Hence, by Theorem 3.1, the results of the theorem follows.
Corollary 4.2. AssumeQ i (t) > 0, i = 1, · · · , N, and there exist matrices P i ≥ 0, with P = N j=1 P j > 0, such that, for some constants ρ i ≥ 1, LMIs (38) in Theorem 4.2 hold. Moreover, there existK i (t) ∈ R mi×n , i = 1, · · · , N , such that LMIs hold:
Then, the output feedback control law 
The matrices in (24)-(25) are: Q 1 = 4, S 1 = 0, R 1 = −I;Q 1 = 3,Š 1 = 0,Ř 1 = −(1 − 1 2 e −t )I; Q 2 = 4, S 2 = 0, R 2 = −I;Q 2 = 3,Š 2 = 0,Ř 2 = −(1 − 1 2 e −t )I, where I is the 3 × 3 identity matrix. Then, by solving LMIs (27), we obtain: Hence, by Lemma 4.1 and Remark 4.1, under any switching law Σ, this DSS is decomposable dissipative w.r.t. the storage function and quadratic supply rate. Moreover, we see that Ψ i = 7 > 0, i = 1, 2. Therefore, we can design the state feedback controller by employing Corollary 4.1. Let P = P 1 +P 2 , by Corollary 4.1, the state feedback controller (u 1 , u 2 ) = (K 1 x, K 2 x) satisfies
2 )C i T C i + µ i · P ≤ 0, t ∈ R + , i = 1, 2.
(46) Solving (46), we can take µ 1 = µ 2 = 0.001, and there exist many (K 1 , K 2 ) satisfying (46). Hence, by Corollary 4.1, for any switching law Σ, state feedback controller (u 1 , u 2 ) = (K 1 x, K 2 x) stabilizes uniformly this decomposable dissipative DSS. In the simulation, let the initial condition be t 0 = 0, x 0 = (−0.5, 1.0, 0.4)
T . Firstly, we take K 1 = (0, −0.03, 0.02) and K 2 = (0.01, −0.01, 0.01), which clearly satisfy (46). The switching law is chosen as: Σ 1 = {(t 1 , 1) ∪ (t 2 , 2) ∪ (t 3 , 1) ∪ (t 4 , 2) ∪ (t 5 , 1)}, where t 1 = 1, t 2 = 2, t 3 = 3, t 4 = 5, t 5 = 7. Fig.1 illustrates that, under this switching law, the state feedback controller (u 1 , u 2 ) = (K 1 x, K 2 x) stabilizes this dissipative system. Then, taking K 1 = (0.5, 0.2, −0.8), and K 2 = (−0.5 0.6 − 0.7), which do not satisfy (46), Fig.2 illustrates that the state feedback controller (u 1 , u 2 ) = (K 1 x, K 2 x) fails to stabilize this dissipative system, where the switching law is: Σ 1 = {(t 1 , 1)∪ (t 2 , 2) ∪ (t 3 , 1) ∪ (t 4 , 2) ∪ (t 5 , 1) ∪ (t 6 , 2) ∪ (t 7 , 1) ∪ (t 8 , 2) ∪ (t 9 , 1) ∪ (t 10 , 2)}, where t 1 = 1, t 2 = 3, t 3 = 5, t 4 = 7, t 5 = 9, t 6 = 11, t 7 = 13, t 8 = 15, t 9 = 17, t 10 = 19. 
