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Extraction de Connaissances dans les Données
Depuis l’apparition des bases de données dans les années 60, l’augmentation
des capacités des solutions de sauvegarde fait exploser le volume de données
stockées sous forme numérique dans le monde. On estime souvent qu’il double
tous les vingt mois [Kod97]. Cette évolution exponentielle a été confirmée ré-
cemment dans une étude de l’université de Californie de Berkeley qui fait état
d’une augmentation de 114% entre 1999 et 2002 de la quantité d’information
produite annuellement sur disque dur dans le monde [LV03]. Dans les années
90, cette accumulation d’informations dans les bases de données a motivé le dé-
veloppement d’un nouveau champ de recherche : l’Extraction de Connaissances
dans les bases de Données (ECD). L’ECD consiste à mettre en évidence des
connaissances nouvelles, valides, et potentiellement utiles dans de grandes bases
de données [FPSM91]. Ce domaine d’étude emprunte à la fois à la statistique, à
l’analyse de données, et à l’intelligence artificielle [HMS01] [HK00]. D’un point
de vue général, les spécificités des applications de l’ECD découlent du fait que
les données étudiées proviennent de bases de données :
– les volumes de données sont grands, voire colossaux1, et résident non pas
en mémoire centrale mais en mémoire secondaire (disque, bande) ;
– conséquemment, et dans un souci d’efficacité, les applications de l’ECD
sont fortement couplées aux systèmes de gestion de bases de données ;
– dans le cas général, les données en entrée d’une application d’ECD sont
des données brutes d’exploitation, avec tout ce que cela implique (données
redondantes, erronées, incomplètes, réparties, dynamiques, en flux, etc.),
et non pas des données collectées et préparées en vue d’une analyse.
De plus, l’ECD vise à produire des résultats qui s’adressent directement à des
utilisateurs métier (experts des données étudiées), et non à des statisticiens.
L’intelligibilité des résultats relève donc d’une attention toute particulière en
ECD.
1La taille d’une base de données se mesure aujourd’hui en gigaoctets pour les bases
moyennes (230 octets soit environ un milliard d’octets), et en téraoctets pour les bases les
plus grandes (240 octets soit environ mille milliards d’octets). D’après l’étude de référence de
Winter Corporation (www.wintercorp.com), la plus grande base de données d’entreprise du
monde est en 2005 l’entrepôt de données de Yahoo Search Marketing (référencement payant
sur Internet), avec 100 téraoctets pour 385 milliards d’enregistrements. L’entrepôt de données
de France Télécom était en tête du classement dans l’édition précédente de l’étude (2003).
1
2 Introduction
Le processus d’ECD se déroule en trois étapes [FPSS96] :
– le pré-traitement, qui consiste à "nettoyer" et à mettre en forme les don-
nées2 (sélection des données, élimination des doublons, élimination des
valeurs aberrantes, gestion des valeurs manquantes, transformation des
variables, création de nouvelles variables, etc.) ;
– la fouille de données (data mining), étape moteur de l’ECD qui consiste à
identifier les motifs qui structurent les données, ou produire des modèles
explicatifs ou prédictifs des données ;
– le post-traitement, qui consiste à mettre en forme et évaluer les résultats
obtenus (appelés connaissances), et à les faire interpréter et valider par
l’utilisateur.
Ce processus est itératif et hautement interactif [FPSS96] [ST96a]. L’utilisa-
teur y est impliqué à chaque étape, tant pour effectuer des choix (quels pré-
traitements ? quels paramètres pour l’algorithme de fouille de données ? quels
post-traitements ?) que pour examiner si nécessaire les données, les résultats
intermédiaires, ou les connaissances produites.
Règles d’association
En sciences cognitives, de nombreuses théories de représentation de la
connaissance sont fondées sur les règles [HHNT86]. D’une manière générale, les
règles sont des propositions de la forme "si prémisse alors conclusion", notées
prémisse → conclusion. Elles ont l’avantage de représenter les connaissances de
manière explicite (contrairement aux modèles connectionnistes par exemple), et
sont d’ailleurs le modèle prépondérant de nombreuses applications d’intelligence
artificielle, en particulier les systèmes experts. En ECD, une des principales
méthodes produisant des connaissances sous forme de règles est l’extraction de
règles d’association, introduite par Agrawal, Imielienski et Swami [AIS93]. Etant
donnée une table dans une base de données relationnelle, les règles d’associa-
tion sont des tendances implicatives prémisse → conclusion où la prémisse et
la conclusion sont des expressions qui portent sur les attributs de la table et
indiquent les valeurs qu’ils doivent prendre. Ces règles signifient que si un en-
registrement de la table vérifie la prémisse, alors il vérifie sûrement également
la conclusion. L’une des premières applications des règles d’association, et sans
doute la plus connue, a été l’étude du panier de la ménagère. Elle consiste à dé-
couvrir des combinaisons de produits qui sont souvent achetés ensemble dans un
supermarché, du type "si un client achète des huîtres, alors il achète sûrement
aussi du muscadet".
Depuis l’algorithme de référence d’Agrawal et Srikant [AS94a], nommé
Apriori, de nombreux algorithmes ont été développés pour extraire efficacement
des règles d’association (voir [HGN00] pour une synthèse). Ces algorithmes va-
lident les règles avec deux mesures : le support et la confiance. Le support est la
proportion d’enregistrements de la table qui vérifient la prémisse et la conclusion
(par exemple, 1% des clients achètent des huîtres et du muscadet), tandis que la
confiance est la proportion d’enregistrements qui vérifient la conclusion parmi
2Dans le cas où les données proviennent non pas d’une base d’exploitation mais d’un
entrepôt de données, une partie du pré-traitement est déjà réalisée.
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ceux qui vérifient la prémisse (par exemple, 90% des clients qui achètent des
huîtres achètent du muscadet). Les algorithmes de découverte de règles d’as-
sociation exécutent tous la même tâche déterministe : étant donnés un seuil
minimal de support et un seuil minimal de confiance, produire l’ensemble ex-
haustif de toutes les règles qui possèdent un support et une confiance supérieurs
aux seuils. Ces algorithmes ont la particularité d’être non supervisés, c’est-à-
dire qu’ils ne nécessitent pas qu’on leur précise des attributs endogènes mais
au contraire envisagent toutes les combinaisons possibles d’attributs pour la
prémisse et pour la conclusion. Cette nature non supervisée fait la force des
règles d’association : les algorithmes ne requièrent aucune connaissance préa-
lable sur les données de la part de l’utilisateur (idéal pour débuter une étude
sur des données), et surtout ils peuvent découvrir des règles que l’utilisateur juge
intéressantes alors même qu’elles sont constituées de combinaisons d’attributs
auxquelles il n’aurait pas nécessairement songé. Cependant, la nature non super-
visée de la découverte de règles d’association constitue également la principale
limite de la méthode. La quantité de règles générée par un algorithme croît en
effet exponentiellement avec le nombre d’attributs décrivant les données. Dans
la pratique, les volumes de règles obtenus sont prohibitifs, atteignant rapidement
plusieurs centaines de milliers de règles.
Post-traitement des règles : comment faire face au
volume de règles ?
Du fait des grandes quantités de règles que produisent les algorithmes de
fouille de données, le post-traitement est une étape nécessaire mais difficile dans
un processus de recherche de règles d’association. Il consiste en une seconde
opération de fouille, mais alors que la fouille de données est réalisée automa-
tiquement par des algorithmes combinatoires, la fouille de règles est générale-
ment laissée à la charge de l’utilisateur. En pratique, il est très laborieux pour
ce dernier de rechercher des connaissances intéressantes dans les listes de règles
obtenues à la sortie des algorithmes.
Différentes solutions ont été proposées pour aider l’utilisateur dans sa tâche.
– De nombreux indices de qualité ont été développés afin d’évaluer les règles
selon différents points de vue [BSGG04] [Fre98] [BMS97] [PS91]. Ils per-
mettent à l’utilisateur d’identifier et de rejeter les règles de faible qualité,
mais aussi d’ordonner les règles acceptables des meilleures aux plus mau-
vaises.
– Une autre solution consiste à organiser une exploration interactive des
règles pour l’utilisateur [FR04] [TA02] [MLW00] [KMR+94]. Plusieurs lo-
giciels et langages de requêtes ont été conçus dans cette optique.
– La tâche de l’utilisateur peut également être facilitée en lui soumettant des
représentations visuelles des règles [HHC03] [HW01] [Leh00] [WWT99].
Elles facilitent la compréhension et accélèrent l’appropriation des règles
par l’utilisateur.
Malgré ces différents travaux, plusieurs problèmes demeurent. Tout d’abord,
les indices de qualité sont nombreux et souvent redondants entre eux [LMV+04]
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[TKS04] [VLL04]. La signification de ces indices n’est pas non plus très claire
fréquemment pour l’utilisateur. D’une manière générale, il est difficile de choisir
quels indices appliquer.
Ensuite, l’interactivité dans le post-traitement de règles d’association est
souvent pauvre : les interactions ne sont pas pleinement adaptées à la tâche
de l’utilisateur, et en particulier elles ne tiennent pas compte de la spécificité
des données, c’est-à-dire le fait qu’il s’agisse de règles. Pour mieux prendre
en considération les efforts cognitifs de l’utilisateur, le processus d’ECD doit
être considéré non pas sous l’angle des algorithmes de fouille de données mais
sous l’angle de l’utilisateur, comme un système d’aide à la décision centré sur
l’utilisateur [BA96].
Enfin, les représentations visuelles de règles sont généralement peu interac-
tives, voire même statiques. Elles sont utilisées comme un outil complémentaire,
pour présenter les résultats sous une forme plus compréhensible, mais ne per-
mettent pas de fouiller les ensembles de règles. De plus, les indices de qualité in-
tégrés dans ces représentations sont peu nombreux (trois au maximum, souvent
deux) et faiblement mis en valeur, alors que ce sont des indicateurs essentiels
pour le post-traitement des règles.
Apports de la visualisation
La visualisation d’information [CMS99] [Spe00] consiste à représenter des
informations abstraites sous forme visuelle afin d’améliorer la cognition pour
une tâche donnée (c’est-à-dire l’acquisition et l’utilisation de nouvelles connais-
sances). Contrairement à la visualisation scientifique qui s’attache à représenter
des entités réelles, la visualisation d’information porte sur des informations abs-
traites. Il s’agit donc de donner une représentation visuelle à des informations
qui n’induisent aucune représentation évidente. Si la visualisation d’information
est un champ d’étude large et ancien qui trouve ses origines dans la cartographie
et les graphiques statistiques, elle constitue aujourd’hui une discipline à part en-
tière, qui emprunte également à la psychologie cognitive et à la sémiotique, ainsi
qu’aux interfaces homme-machine et à l’imagerie de synthèse.
La visualisation améliore la cognition grâce aux capacités perceptives du
système visuel humain. Sans entrer dans des considérations relevant de la psy-
chologie cognitive ou de la neurophysiologie, on peut dire que d’une manière
générale, la visualisation [CMS99] [War00] [CRC03] :
– facilite l’identification de ressemblances,
– facilite l’identification de structures,
– facilite l’identification de singularités,
– facilite la mémorisation,
– oriente la réflexion de l’utilisateur et facilite la génération d’hypothèses,
– et tout ceci sur des données qui peuvent être très volumineuses.
En particulier, certaines informations visuelles sont traitées de manière incons-
ciente et très rapide par le cerveau, sans même réduire sa disponibilité pour
d’autres tâches (on parle de perception pré-attentive). C’est le cas par exemple
de la position, de la taille, ou de la couleur [Ber67] [CMS99]. Ainsi, il est instan-
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tané de trouver sur une carte météorologique le temps qu’il fera le lendemain
dans sa ville, ou bien de déterminer parmi les trente dernières années celle qui
a été la plus pluvieuse sur un histogramme pluviométrique. Exécuter les mêmes
tâches à partir d’informations textuelles est en revanche une activité consciente,
qui nécessite plus de temps, et qui consomme une partie des "ressources" du
cerveau.
Avec l’avènement de l’informatique, la visualisation est devenue dynamique,
il s’agit d’une activité interactive. Dans sa théorie écologique de la perception
[Gib79], Gibson établit que la perception est indissociable de l’action : il faut
agir pour percevoir et percevoir pour agir [HBL01]. Ainsi, la visualisation d’in-
formation étudie non seulement les meilleures représentations à produire pour
améliorer la cognition, mais aussi les meilleures interactions à mettre en oeuvre
sur ces représentations [CMS99] [Spe00].
Contributions de la thèse
Les contributions de la thèse se déclinent en quatre thèmes. Tout d’abord,
nous étudions deux solutions pour assister l’utilisateur dans le post-traitement
des règles d’association : la mesure de la qualité des règles, et la visualisation
interactive des règles (la seconde approche exploite la première). Nous propo-
sons ensuite d’adapter l’extraction des règles au caractère interactif du post-
traitement en développant des algorithmes spécifiques pour l’extraction locale
des règles. Enfin, ces trois approches sont mises en oeuvre au sein de l’outil de
visualisation ARVis (Association Rule Visualization).
1. Mesure de la qualité des règles
Nous formalisons les notions de règle et d’indice de règle, puis réalisons une
classification inédite des nombreux indices de la littérature. En clarifiant
leur signification, une telle classification permet d’aider l’utilisateur à
choisir les indices pertinents pour son besoin. Nous proposons également
de nouveaux indices aux propriétés originales : l’indice probabiliste d’écart
à l’équilibre, l’intensité d’implication entropique, et le taux informationnel.
2. Visualisation interactive des règles
Nous établissons une méthodologie pour la visualisation interactive des
règles d’association, nommée Rule Focusing. Elle est conçue pour faciliter
la tâche de l’utilisateur confronté à de grands ensembles de règles en pre-
nant en compte ses capacités de traitement de l’information. Dans cette
méthodologie, l’utilisateur explore par lui-même des petits ensembles suc-
cessifs de règles au moyen d’une visualisation interactive pourvue d’opé-
rateurs de navigation adaptés. Cette approche est fondée sur :
– des principes de visualisation d’information pour la construction de re-
présentations efficaces [Ber67], et plus particulièrement pour la mise en
valeur des indices de qualité ;
– des principes cognitifs de traitement de l’information dans le contexte
des modèles de décision [Mon83].
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3. Extraction locale des règles
Nous développons des algorithmes spécifiques pour l’extraction locale des
règles, qui permettent de n’extraire que les ensembles de règles que l’uti-
lisateur souhaite visualiser. Ces algorithmes exploitent des contraintes
puissantes qui restreignent drastiquement l’espace de recherche. Ils
donnent la possibilité de s’affranchir des limites des algorithmes d’extrac-
tion exhaustifs comme Apriori. Ainsi, en explorant les règles, l’utilisateur
dirige à la fois l’extraction et le post-traitement des connaissances.
4. Outil de visualisation 3D ARVis
ARVis est un outil opérationnel pour la visualisation interactive des règles
d’association, qui met en oeuvre les trois approches précédentes. Il permet
d’explorer de grands volumes de règles et d’identifier les connaissances per-
tinentes. L’outil repose sur une visualisation intuitive en trois dimensions
qui supporte de grands ensembles de règles décrits par plusieurs indices.
Organisation de la thèse
Cette thèse est constituée de trois parties comprenant chacune deux cha-
pitres. La première partie étudie les règles en tant qu’entité statistique pure-
ment conceptuelle, c’est-à-dire indépendamment des algorithmes de fouille de
données utilisés pour les générer (il peut s’agir autant de règles d’association que
de règles de classification issues d’arbres de décision ou d’algorithmes d’induc-
tion). Cette partie est plus particulièrement consacrée à l’évaluation de la qualité
des règles. Dans le chapitre 1, nous définissons les notions de règle et d’indice
de règle et proposons notre classification des trente principaux indices. Dans le
chapitre 2, nous présentons nos nouveaux indices : l’indice probabiliste d’écart
à l’équilibre, l’intensité d’implication entropique, et le taux informationnel. Pour
chaque indice, nous décrivons sa construction et étudions ses propriétés.
La deuxième partie est consacrée à l’extraction et au post-traitement des
règles d’association. Dans le chapitre 3, nous nous intéressons aux deux prin-
cipales catégories d’algorithmes d’extraction de règles d’association : les algo-
rithmes exhaustifs et les algorithmes à contraintes. Nous passons en revue leurs
caractéristiques puis comparons les deux approches. Le chapitre 4 concerne
la méthodologie Rule Focusing pour la visualisation interactive des règles d’as-
sociation. Nous y réalisons un état de l’art sur le post-traitement des règles
d’association, puis étudions deux tendances récentes de la visualisation d’infor-
mation : les représentations 3D et la réalité virtuelle. Pour développer notre
méthodologie, nous nous référons à des principes de visualisation d’information
et des principes cognitifs de traitement de l’information.
La troisième partie est dédiée à l’outil de visualisation ARVis. Dans le cha-
pitre 5, nous présentons les fonctionnalités des deux versions d’ARVis qui ont
été réalisées, puis détaillons leur implémentation, et enfin exposons quelques
exemples d’utilisation. Dans le chapitre 6, nous décrivons les algorithmes mis
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Les mesures de qualité de règles aident l’utilisateur à trouver des connais-
sances intéressantes dans les grands volumes de règles produits par les algo-
rithmes de fouille de données. Ces mesures permettent :
– d’évaluer les règles selon différents points de vue,
– de rejeter celles qui sont trop mauvaises (utilisation d’un seuil de qualité
minimale),
– d’ordonner celles qui sont acceptables des meilleures aux plus mauvaises.
Il existe deux catégories de mesures : les mesures subjectives (orientées utili-
sateur) et les mesures objectives (orientées données). Les mesures subjectives
prennent en compte les objectifs de l’utilisateur et ses connaissances a priori sur
les données [LHCM00] [PT99] [ST96b]. En revanche, seuls les cardinaux dus à
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la contingence des données interviennent dans le calcul des mesures objectives.
Parmi ces dernières, on trouve aussi bien des mesures fréquentielles rudimen-
taires que des mesures fondées sur des modèles probabilistes, en passant par
des mesures issues de la théorie de l’information ou des mesures statistiques
usuelles de liaison [Gui04]. Dans cette thèse, nous nous intéressons aux mesures
objectives de qualité de règles, que nous appelons plus simplement indices de
règle. En effet, la subjectivité du post-traitement de règles est prise en compte
dans notre méthodologie d’exploration de règles non pas par l’intermédiaire de
mesures subjectives de qualité mais au moyen d’outils interactifs (voir chapitre
4).
Après avoir introduit la terminologie et les notations utilisées dans le cha-
pitre, nous présentons le concept de règle en section 1.2. La section 1.3 formalise
la notion d’indice de règle et recense les principaux indices de la littérature. En-
fin, nous réalisons en section 1.4 une classification inédite des indices de règle.
En clarifiant leur signification, une telle classification aide l’utilisateur à choisir
les indices pertinents pour son besoin.
1.1 Terminologie et notations
Nous considérons un ensemble E de n individus décrits par un ensemble V de
variables qualitatives (il peut également s’agir de variables quantitatives discré-
tisées). En ECD, E est stocké sous forme de table dans une base de données rela-
tionnelle. Au moyen d’un codage disjonctif complet, l’ensemble V peut être rem-
placé par un ensemble I de variables booléennes de la forme variable=modalité.
Ces nouvelles variables sont appelées des items dans la terminologie des règles
d’association1. Par exemple, à partir de la variable couleur_des_yeux qui pos-
sède les trois modalités marron, bleu, et vert, on construit trois items : cou-
leur_des_yeux=marron, couleur_des_yeux=bleu, et couleur_des_yeux=vert.
Une conjonction d’items, comme par exemple (couleur_des_yeux=marron ∧
couleur_des_cheveux=brun), est appelée un itemset. Il s’agit également d’une
variable booléenne. La négation d’un itemset n’est pas un itemset puisque c’est
une disjonction :
(couleur_des_yeux = marron ∧ couleur_des_cheveux = brun)
=
(couleur_des_yeux = marron ∨ couleur_des_cheveux = brun)
Cependant, il s’agit aussi d’une variable booléenne.
Soit a une variable booléenne qui est un itemset ou une négation d’itemset.
La variable a est la négation de a. Nous notons A l’ensemble des individus de
E qui vérifient a, et na le cardinal de A. Le complémentaire de A dans E est
l’ensemble A de cardinal na (voir figure 1.1). La probabilité de l’événement a
est vrai est notée P(a). Elle est estimée par la fréquence empirique (estimateur
du maximum de vraisemblance) : P(a) = nan .
1Le mot "item" ("article" en français) est issu de l’étude du panier de la ménagère, appli-
cation bien connue des règles d’association qui consiste à découvrir les combinaisons d’articles
qui sont souvent achetés ensemble dans un supermarché. Dans cette application, les individus
désignent un passage à la caisse. Ils sont appelés "transactions".
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1 nab nab na
0 nab nab na
nb nb n
0 et 1 désignent respectivement la fausseté et la vérité.
Tab. 1.1 – Table de contingence croisant deux variables a et b
La ventilation des n individus de E selon deux variables booléennes a et b
est donnée par la table de contingence croisant a et b (tableau 1.1), dans laquelle
un effectif nab désigne le nombre d’individus vérifiant à la fois a et b. On a les
relations suivantes entre les effectifs :
– nab + nab = na,
– nab + nab = nb,
– nab + nab = na,
– nab + nab = nb,
– na + na = nb + nb = n.
1.2 Règles
1.2.1 Liaisons entre variables qualitatives
Nous distinguons deux types de liaisons entre deux variables qualitatives
nominales (voir tableau 1.2) :
– les liaisons entre variables (éventuellement) multimodales, qui traitent
identiquement les différentes modalités de chaque variable ;
– les liaisons entre variables (nécessairement) binaires, qui ne traitent pas
identiquement les deux modalités de chaque variable.
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Tab. 1.2 – Différentes liaisons entre deux variables qualitatives nominales
Une liaison entre deux variables multimodales n’est pas affectée par la permu-
tation des modalités d’une des variables (les mesures de liaison associées sont
invariantes par cette permutation ; elles sont plutôt utilisées en classification
supervisée où le modèle recherché doit expliquer toutes les modalités de la va-
riable classe). En revanche, pour deux variables binaires v1 et v2, si l’on note v1
et v2 les variables issues respectivement de v1 et v2 par permutation des deux
modalités (v1 et v2 sont les négations de v1 et v2 dans le cas booléen), alors
la liaison entre v1 et v2 est différente de la liaison entre v1 et v2 d’une part, et
différente de la liaison entre v1 et v2 d’autre part (les mesures de liaison entre
variables binaires donnent des valeurs différentes).
Cette distinction entre les deux types de liaisons est importante car elle
justifie que les mesures de liaison entre variables multimodales sont en général
moins adaptées à l’évaluation des liaisons entre variables binaires. En effet, en
traitant identiquement toutes les modalités, ces mesures ne distinguent pas vé-
rité et fausseté, absence et présence, homme et femme, etc. Ainsi, elles évaluent
identiquement les liaisons entre v1 et v2, entre v1 et v2, et entre v1 et v2. Cepen-
dant, si la liaison entre v1 et v2 est forte, alors intuitivement les liaisons entre
v1 et v2 et entre v1 et v2 doivent être faibles. Ceci n’interdit pas de pouvoir uti-
liser des mesures entre variables multimodales sur des variables binaires, mais
dans ce cas il faut nécessairement utiliser des mesures entre variables binaires
en complément, afin de lever les symétries indésirables.
1.2.2 Définition d’une règle
Une règle est un cas particulier de liaison entre variables binaires : il s’agit
d’une liaison orientée entre variables booléennes2.
Définition 1.1 Une règle est un couple de variables booléennes (a, b) noté
a → b où a et b sont des itemsets ou négations d’itemsets qui n’ont pas d’item
2Il est commun de considérer qu’une règle est implicitement une liaison de bonne qualité (si
la règle est mauvaise pour les mesures de qualité utilisées, on dit intuitivement qu’il n’y a pas
de règle). Dans cette partie de la thèse, étant donné que nous nous intéressons au problème
de l’évaluation des règles, nous avons préféré définir une règle comme un simple couple de
variables, indépendamment de toute considération sur la qualité, et dissocier la construction
syntaxique d’une règle de son évaluation.
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Fig. 1.2 – Diagramme de Venn pour la règle a → b
en commun. Elle traduit la tendance de b à être vrai quand a est vrai, et peut se
lire de la manière suivante : "si un individu vérifie a alors il vérifie sûrement b".
a est la prémisse de la règle et b sa conclusion. Les exemples d’une règle sont les
individus de A ∩ B, c’est-à-dire ceux qui vérifient la prémisse et la conclusion,
tandis que les contre-exemples sont les individus de A ∩ B, ceux qui vérifient
la prémisse mais pas la conclusion (figure 1.2). Une règle est d’autant meilleure
qu’elle admet beaucoup d’exemples et peu de contre-exemples.
Par conséquent, à partir de deux variables a et b il est possible de construire
huit règles différentes :
– a → b,
– a → b,
– a → b,
– a → b,
– b → a,
– b → a,
– b → a,
– b → a.
Pour une règle a → b, a → b est la règle contraire, b → a est la règle réciproque,
et b → a est la règle contraposée.
1.2.3 Support et confiance
Le support évalue la généralité d’une règle. Il s’agit de la proportion d’indi-
vidus qui vérifient la règle dans le jeu de données [AIS93] :
support(a → b) = nab
n
La confiance évalue la validité d’une règle. Il s’agit de la proportion d’individus
qui vérifient la conclusion parmi ceux qui vérifient la prémisse [AIS93] :
confiance(a → b) = nab
na
La confiance estime la probabilité conditionnelle que la variable b soit réalisée
sachant que la variable a est réalisée. Elle peut aussi être interprétée comme le
taux de réussite de la règle.
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Le support et la confiance sont des indices simples, mais ils constituent les
deux mesures les plus communément utilisées pour évaluer des règles. Tout
d’abord parce qu’ils sont grandement intelligibles. Ensuite parce qu’ils sont à la
base des algorithmes d’extraction de règles d’association (voir chapitre 3).
1.2.4 Cas particulier des règles logiques
Une règle logique est une règle qui n’admet aucun contre-exemple : nab = 0.
Sa confiance vaut donc 1. Une telle règle signifie "si un individu vérifie la pré-
misse, alors il vérifie systématiquement la conclusion". Ceci se traduit dans
l’ensemble des individus par une inclusion : la règle logique a → b est équiva-
lente à A ⊆ B (figure 1.3). Une règle logique est aussi équivalente à sa règle
contraposée.
Fig. 1.3 – Diagramme de Venn pour la règle logique a → b
La recherche de règles logiques dans des jeux de données a déjà été envisagée,
par exemple dans [GD86] ou dans le système CHARADE [Gan91]. Cependant,
une règle logique est extrêmement fragile puisque le moindre contre-exemple
suffit à l’invalider, alors que les jeux de données réels sont largement bruités. De
plus, les exceptions d’une règle peuvent s’avérer dignes d’intérêt pour l’utilisa-
teur. En conséquence, on choisit en ECD de relaxer la contrainte logique et de
tolérer des contre-exemples dans les règles.
1.2.5 Modélisation des règles
De même que la table de contingence de deux variables binaires est définie
par la donnée de quatre effectifs indépendants, une règle peut être modélisée
par quatre paramètres. Communément (comme le souligne Freitas [Fre99], il
s’agit généralement dans la littérature d’une hypothèse implicite), on utilise
comme paramètres de modélisation na, nb, n et un effectif de la distribution
jointe des deux variables comme nab ou nab
3. Comme Piatetsky-Shapiro [PS91],
3Certains auteurs font l’hypothèse que n est une constante, et ne considèrent donc que
trois paramètres de modélisation. Cependant, ceci interdit de comparer des règles issues de
bases de données différentes.
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nous choisissons comme quatrième paramètre le nombre d’exemples nab. Chaque
règle a → b est donc modélisée par (nab, na, nb, n)4. Dans la suite, nous ne
distinguons pas une règle de son modèle : (a → b) = (nab, na, nb, n). L’ensemble
R des règles possibles est le sous-ensemble de N4 suivant :
R = { (nab, na, nb, n) | na ≤ n, nb ≤ n, max(0, na+nb−n) ≤ nab ≤ min(na, nb) }
Le choix des paramètres de modélisation est important puisque, même si tous
les choix sont équivalents, il conditionne l’étude des liaisons entre variables en
induisant un certain point de vue pour les simulations numériques des mesures.
Par exemple, imaginons que l’on s’intéresse au comportement d’une règle lorsque
nab varie. Si nab et na font partie des paramètres de modélisation choisis, alors
on aura tendance à fixer na et donc à considérer que nab = na − nab diminue
quand nab augmente. En revanche, si nab et nab font partie des paramètres
choisis, on aura tendance à fixer nab et donc à considérer que na = nab + nab
augmente avec nab.
1.3 Indices de règle
1.3.1 Définition
De nombreux indices de règle ont été développés pour compléter le support
et la confiance qui, utilisés seuls, ne permettent d’évaluer que certains aspects
de la qualité des règles [Fle96] [Gui00] [BMS97]. Ci-dessous, nous proposons une
définition de la notion d’indice de règle.
Définition 1.2 Un indice de règle (mesure objective de qualité de règles) est
une fonction I
∣∣∣∣ R −→ R(nab, na, nb, n) 7→ I(nab, na, nb, n) qui est croissante avec nab
et décroissante avec na lorsque les autres variables sont fixes. Les variations ne
sont pas strictes.
Dans ce chapitre, nous avons recensé un maximum de mesures qui sont tradi-
tionnellement utilisées comme indices de règle. Elles sont listées dans le tableau
1.3. Les mesures issues de la théorie de l’information n’y sont pas présentes car
elles font l’objet d’une étude spécifique au chapitre 2 (ce sont généralement des
mesures de liaison entre variables multimodales et non binaires).
La définition 1.2 est suffisamment générale pour englober toutes les mesures
du tableau 1.3. Elle est également suffisamment spécifique pour rejeter les me-
sures de liaison entre variables multimodales (les symétries de ces mesures font
qu’elles ne peuvent satisfaire aux sens de variation de la définition). Un indice
de règle doit en effet être une mesure de liaison entre variables binaires puis-
qu’une règle est une liaison entre variables binaires. Jaroszewicz et Simovici
[JS01] soulignent ainsi qu’une règle doit être évaluée uniquement sur les items
qui y apparaissent et non sur la distribution jointe complète de la prémisse et de
4Il est à noter que les similarités sont généralement modélisées différemment. Dans [Ler81],
Lerman choisit une modélisation par les paramètres nab, nab, nab, n.
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indice d’Ochiai nab√nanb [Och57]
indice de Kulczynski 12 (
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na
+ nabnb ) [Kul27]
Les fonctions entropiques Ib/a=1 et Ia/b=0 sont définies chapitre 2 page 50.
Tab. 1.3 – Les principaux indices de règle
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la conclusion, comme le font les mesures de liaison entre variables multimodales.
Appliquée à une règle, une mesure de liaison entre variables multimodales ne
différencierait pas les exemples des contre-exemples, puisqu’elle traite identique-
ment vérité et fausseté (voir section 1.2.1). Par là même, elle ne permettrait pas
non plus de distinguer les règles contraires a → b et a → b alors même qu’elles
ont des significations opposées.
Les sens de variation d’un indice de règle avec nab et na ont été soulignés à
l’origine par Piatetsky-Shapiro [PS91] en tant que propriétés souhaitables d’un
indice. Nous les considérons ici comme les fondements de la notion d’indice de
règle. Piatetsky-Shapiro considère aussi qu’un bon indice doit décroître avec
nb. Cette condition est trop contraignante pour apparaître dans une définition
générale des indices de règle comme la définition 1.2, puisque certains indices ne
dépendent pas de nb. Plus généralement, en ce qui concerne les variations par
rapport à nb et n, un indice de règle n’a pas de comportement précis :
– Certains indices ne dépendent pas de n, comme le taux d’exemples et de
contre-exemples, la moindre-contradiction, ou l’indice d’Ochiai.
– Certains indices croissent avec n, comme l’indice d’inclusion, l’indice de
Yule, l’indice de Rogers et Tanimoto, rule-interest.
– Certains indices décroissent avec n comme le support.
– Certains indices ne sont pas monotones avec n comme la nouveauté.
– Certains indices ne dépendent pas de nb, comme la confiance, l’indice de
Sebag et Schoenauer, le support.
– Certains indices décroissent avec nb, comme le multiplicateur de cotes,
collective strength, l’indice de Jaccard (nous verrons par la suite que tous
les indices que nous qualifions d’écart à l’indépendance décroissent avec
nb).
1.3.2 Comparaison aux indices de similarité
Il existe en analyse de données une famille de mesures nommées indices de
similarité, utilisée pour l’étude d’individus décrits par des variables binaires
(appelées caractères). Les indices de similarité ont pour but d’évaluer la ressem-
blance entre deux individus ou deux caractères. Lerman en donne la définition
suivante [Ler81].
Définition 1.3 Nous notons S le sous-ensemble de N4 suivant : S ={
(nab, nab, nab, n) | nab + nab + nab ≤ n
}
. Un indice de similarité est
une fonction Is
∣∣∣∣ S −→ R(nab, nab, nab, n) 7→ Is(nab, nab, nab, n) qui est positive, sy-
métrique en nab et nab, croissante avec nab et décroissante avec nab lorsque les
autres variables sont fixes. Les variations sont strictes.
Dans le tableau 1.3, les indices de Russel et Rao (support), Sokal et Michener
(support causal), Rogers et Tanimoto, Jaccard, Dice, Ochiai, et Kulczynski sont
des indices de similarité. Ci-dessous, nous montrons qu’un indice de similarité
est un indice de règle.
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Démonstration 1.1 Soit Is un indice de similarité. Etant donné
(nab, na, nb, n) ∈ R, nous avons (nab, na − nab, nb − nab, n) ∈ S.
Nous pouvons donc définir la fonction I suivante de R dans R :
∀ (nab, na, nb, n) ∈ R, I(nab, na, nb, n) = Is(nab, na − nab, nb − nab, n)
La fonction I est un indice de règle si elle croît avec nab et décroît avec na lorsque
les autres variables sont fixes. Faisons croître nab avec na, nb, et n constants.
na−nab et nb−nab décroissent. Or Is croît avec sa première variable et décroît
avec ses deuxième et troisième variables. Donc I croît.
Faisons croître na avec nab, nb, et n constants. Is décroît avec sa deuxième
variable, donc I décroît.
En revanche, un indice de règle, même positif et symétrique par permutation
des variables, n’est pas un indice de similarité. Par exemple, le lift peut décroître
lorsque nab augmente avec nab, nab, et n constants.
1.3.3 Evaluation et sélection des indices
Plusieurs auteurs se sont intéressés aux propriétés qu’objectivement un bon
indice doit vérifier [PS91] [Fre99] [TKS04] [LT04] [GCB+04]. Dans le cadre de
leur participation au groupe de travail GafoQualité de l’action spécifique STIC
[BSGG04], Gras et al. et Lallich et Teytaud proposent plusieurs critères d’éva-
luation des indices, dont les principaux sont :
– valeur de l’indice quand les variables a et b sont indépendantes,
– valeur de l’indice pour une règle logique,
– variations de l’indice avec nb,
– variations de l’indice quand tous les effectifs sont dilatés,
– symétrie de l’indice pour une règle et sa réciproque,
– symétrie de l’indice pour une règle et sa règle contraire,
– symétrie de l’indice pour une règle et sa contraposée,
– concavité/convexité de l’indice pour nab = 0
+,
– intelligibilité de l’indice,
– facilité à fixer un seuil d’acceptation des règles,
– sensibilité de l’indice aux règles très spécifiques.
La classification des indices de règle que nous proposons à la section 1.4 réutilise
certains des critères ci-dessus (ceux qui nous paraissent essentiels pour saisir la
signification des indices) tout en en adjoignant d’autres.
D’autres travaux présentent des études comparatives formelles ou expérimen-
tales5 des indices [BA99] [TK00] [TKS04] [VLL04]. Bayardo [BA99] montre que
pour nb fixé, un certain nombre d’indices sont redondants et il suffit d’utiliser le
support et la confiance pour mettre en évidence les meilleures règles. Tan et al.
[TK00] [TKS04] comparent entre eux des indices symétriques ou symétrisées6
5Les approches expérimentales consistent à comparer les indices sur des jeux de règles.
Les résultats dépendent cependant des données dont sont issues les règles et des biais induits
par les paramètres des algorithmes d’extraction de règles (seuils de support et de confiance,
nombre maximal d’items dans une règle, prise en compte ou non des négations d’items).
6Les indices n’évaluent pas une règle au sens strict puisqu’ils jugent de la même façon une
règle et sa réciproque : I(a → b) = I(b → a).
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selon différents critères formels et sur des jeux de règles synthétiques. Les indices
se révèlent tantôt redondants, tantôt contradictoires, et aucun ne surclasse si-
gnificativement tous les autres. Vaillant et al. [VLL04] quant à eux réalisent une
étude expérimentale approfondie en comparant une vingtaine d’indices sur diffé-
rentes bases de règles. Ils mettent en évidence trois groupes d’indices similaires
globalement stables sur les bases considérées.
Tous ces travaux s’accordent à dire qu’il n’existe pas d’indice idéal. Certaines
caractéristiques des indices peuvent être appropriées à certaines applications sur
certaines données pour certains utilisateurs, mais pas à d’autres applications sur
d’autres données pour d’autres utilisateurs. Plus précisément, la pertinence d’un
indice dépend de l’idée que l’utilisateur se fait d’une règle de bonne qualité sur
les données étudiées et pour son application. Le choix des indices à appliquer
sur les règles doit donc être effectué par l’utilisateur, sinon avec lui, en fonction
de ses préférences (l’utilisation d’indices objectifs de qualité n’annule pas le
caractère hautement subjectif du post-traitement de règles). Afin de l’assister
dans sa sélection parmi la multitude d’indices candidats, Lenca et al. [LMV+04]
proposent d’appliquer une méthode d’aide multicritère à la décision. Après que
l’utilisateur ait exprimé ses préférences sur des critères tels que ceux listés plus
haut, la méthode lui fait une recommandation sous la forme d’un ordre partiel
sur les indices.
1.4 Classification des indices de règle
Dans cette section, nous proposons une classification des indices de règle
selon trois critères : l’objet de l’indice, la portée de l’indice, et la nature de
l’indice. Ces critères nous paraissent essentiels pour appréhender la signification
des indices, et donc aussi pour aider l’utilisateur à choisir quels indices appliquer.
1.4.1 Objet d’un indice de règle
Nous avons vu qu’une règle est d’autant meilleure qu’elle admet beaucoup
d’exemples et peu de contre-exemples. Ainsi, pour na, nb et n donnés, la qua-
lité de a → b est maximale lorsque nab = min(na, nb) et minimale lorsque
nab = max(0, na +nb−n). Entre ces situations extrêmes, il existe deux configu-
rations intéressantes dans lesquelles les règles apparaissent comme des liaisons
non orientées et peuvent donc être considérées comme neutres ou inexistantes :
l’indépendance et l’équilibre. Une règle qui se trouve dans l’une de ces configu-
rations est à rejeter.
Indépendance
Les variables binaires a et b sont indépendantes si et seulement si P(a∩ b) =
P(a)×P(b), soit n.nab = nanb. Dans ce cas, chaque variable n’apporte aucune
information sur l’autre, puisque la connaissance de la modalité prise par l’une
des variables n’influe pas sur la distribution de probabilités de l’autre variable :
P(b\a) = P(b\a) = P(b) et P(b\a) = P(b\a) = P(b) (idem pour les probabilités
de a et a sachant b ou b). En d’autres termes, la connaissance de la modalité prise
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Tab. 1.6 – Corrélation négative entre a et b
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par l’une des variables laisse intacte notre incertitude concernant la modalité
prise par l’autre variable.
Pour deux variables a et b données, il existe une unique situation d’indé-
pendance, commune aux huit règles a → b, a → b, a → b, a → b, b → a,
b → a, b → a, et b → a. La table de contingence de deux variables indépen-
dantes est donnée tableau 1.4. Il existe deux façons de s’écarter de la situation
d’indépendance :
– soit les variables a et b sont corrélées positivement (P(a∩b) > P(a)×P(b)),
et ce sont alors les quatre règles a → b, a → b, b → a, et b → a qui
apparaissent dans les données ;
– soit les variables a et b sont corrélées négativement (P(a ∩ b) < P(a) ×
P(b)), et ce sont alors les quatre règles contraires qui apparaissent dans
les données : a → b, a → b, b → a, et b → a.
Cette dichotomie entre les règles et leurs règles contraires s’explique par le fait
que deux règles contraires sont contravariantes, puisque les exemples de l’une
sont les contre-exemples de l’autre, et réciproquement. Ainsi, si l’une possède
plus d’exemples et donc moins de contre-exemples qu’à l’indépendance, alors
l’autre possède moins d’exemples et plus de contre-exemples qu’à l’indépen-
dance, et réciproquement. Les tables de contingence 1.5 et 1.6 illustrent respec-
tivement une corrélation positive et une corrélation négative entre a et b avec
na, nb et n fixés et un degré de liberté unique noté ∆. Les règles sont repré-
sentées sur les tables par des flèches. Par exemple, une flèche de la cellule nab
vers la cellule nab illustre la migration des effectifs (par rapport à la situation
d’indépendance) de la cellule nab vers la cellule nab, et représente donc la règle
a → b.
Equilibre
Nous définissons l’équilibre d’une règle a → b comme la situation où la




[BGGB04] [BGBG05a]. Dans cette situation, l’événement a = 1 est dans les
données autant concomitant avec b = 1 qu’avec b = 0. Une règle a → b à








Tab. 1.7 – Effectifs à l’équilibre de b vis-à-vis de a = 1
L’équilibre nab = nab est une situation définie non pas pour les deux va-
riables a et b mais pour la variable b vis-à-vis du littéral a = 1. Ainsi avec deux
variables, il existe quatre équilibres différents, chacun étant commun à deux
règles contraires. Le tableau 1.7 donne les effectifs pour l’équilibre de b vis-à-vis
de a = 1 sous la forme d’une demi-table de contingence, tandis que les tableaux
1.8 et 1.9 montrent les deux façons de s’écarter de cette situation d’équilibre













1 na2 −∆ na2 + ∆ na
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Tab. 1.9 – Déséquilibre de b en faveur de b = 0 vis-à-vis de a = 1
avec nb fixé et un degré de liberté noté ∆. Si a = 1 est plus concomitant avec
b = 1 qu’avec b = 0 alors c’est la règle a → b qui apparaît dans les données, si-
non il s’agit de a → b. On retrouve ici la contravariance des règles contraires : si
l’une est meilleure qu’à l’équilibre alors l’autre est moins bonne qu’à l’équilibre,
et réciproquement.
Indices d’écart à l’indépendance et d’écart à l’équilibre
L’existence de deux notions de neutralité différentes pour les règles montre
que la qualité objective des règles doit être évaluée selon (au moins) deux points
de vue complémentaires : l’écart à l’indépendance et l’écart à l’équilibre. Il s’agit
d’écarts orientés, en faveur des exemples et en défaveur des contre-exemples.
Du point de vue de l’écart à l’équilibre, une règle a → b avec un bon écart
signifie :
"Quand a est vrai, alors b est très souvent vrai."
Du point de vue de l’écart à l’indépendance en revanche, une règle a → b avec
un bon écart signifie :
"Quand a est vrai, alors b est plus souvent vrai (qu’à l’accoutumée)."
L’écart à l’équilibre est un constat absolu, alors que l’écart à l’indépendance est
une comparaison relativement à une situation attendue (caractérisée par nb).
Définition 1.4 Un indice de règle I mesure un écart à l’indépendance si





, na, nb, n) = constante
Définition 1.5 Un indice de règle I mesure un écart à l’équilibre si et seule-




, na, nb, n) = constante
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D’un point de vue général, un indice d’écart à l’équilibre est utile pour
prendre des décisions sur b ou faire des prédictions sur b (sachant ou ima-
ginant que a est vrai, b est-il vrai ou faux ?), tandis qu’un indice d’écart à
l’indépendance est utile pour découvrir des liaisons entre a et b (la vérité de a
influence-t-elle la vérité de b ?).
Exemple. Considérons une règle fumer → cancer (fumer provoque le cancer)
évaluée au moyen de la confiance et du lift. Son écart à l’équilibre est mesuré
par une confiance de 40%, ce qui signifie que 40% des personnes qui fument
développent un cancer ; son écart à l’indépendance est mesuré par un lift de
10, ce qui signifie que fumer augmente les risques de développer un cancer d’un
facteur 10. Une personne qui fume et qui cherche à savoir si elle risque de
développer un cancer est plutôt intéressée par l’écart à l’équilibre. En revanche,
une personne qui ne fume pas mais qui hésite à commencer est plutôt intéressée
par l’écart à l’indépendance. ¤
L’indépendance se définit à l’aide des quatre paramètres nab, na, nb, et n,
alors que l’équilibre ne se définit qu’à l’aide des paramètres nab et na. Ainsi,
les indices d’écart à l’indépendance sont des fonctions des quatre paramètres
(en particulier, ils décroissent tous avec nb). En revanche, les indices d’écart à
l’équilibre ne sont généralement pas fonctions de nb et de n. Les seules exceptions
à ce principe sont l’indice d’inclusion et la moindre-contradiction :
– L’indice d’inclusion est fonction de nb et n. Il associe en effet deux indices
de règle, l’un relatif à la règle directe (fonction de nab et na), et l’autre à
la règle contraposée (fonction de nab et nb, c’est-à-dire de n−na−nb +nab
et de n − nb). C’est la contribution de la contraposée qui introduit une
dépendance envers nb et n dans l’indice d’inclusion. Cet indice est présenté
en détails au chapitre 2.
– La moindre-contradiction est fonction de nb. C’est un indice hybride qui,
par son numérateur, s’annule à l’équilibre comme les indices d’écart à
l’équilibre, et, par son dénominateur, décroît avec nb comme les indices
d’écart à l’indépendance.
Dans la pratique, les indices d’écart à l’indépendance et à l’équilibre facilitent
la validation des règles. Tout d’abord, ils permettent de repérer aisément les
règles qui doivent nécessairement être rejetées :
– pour un indice d’écart à l’indépendance Iidp prenant la valeur vidp à l’in-
dépendance, si une règle r vérifie Iidp(r) ≤ vidp, alors r doit être rejetée
car elle est établie entre deux variables corrélées négativement ;
– pour un indice d’écart à l’équilibre Ieql prenant la valeur veql à l’équilibre,
si une règle r vérifie Ieql(r) ≤ veql, alors r doit être rejetée car elle possède
plus de contre-exemples que d’exemples.
Ensuite, les indices d’écart à l’indépendance et à l’équilibre facilitent la fixation
d’un seuil σ pour le filtrage des règles. En effet, pour que ce seuil soit pertinent,
il doit vérifier σ > vidp si le filtrage porte sur les valeurs prises par un indice
d’écart à l’indépendance, et σ > veql si le filtrage porte sur les valeurs prises par
un indice d’écart à l’équilibre.
Les notions d’écarts à l’équilibre et à l’indépendance ne sont pas nouvelles
en tant que telles. D’une part, de nombreux indices de règle mesurent un écart à
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(A) nb ≥ n2 (B) nb ≤ n2
Fig. 1.4 – Deux cas de figure possibles pour l’équilibre et l’indépendance
l’équilibre, aux premiers desquels la confiance. Dans la littérature sur les règles
d’association, l’écart à l’équilibre est souvent appelé "force", "puissance", "vali-
dité", ou "qualité inclusive" de la règle. D’autres part, les indices qui permettent
de mesurer un écart à l’indépendance sont encore plus nombreux. La mesure de
l’écart à l’indépendance est d’ailleurs classique en statistique.
Comparaison des préordonnances
Soient Iidp et Ieql deux indices de règle qui mesurent respectivement un écart
à l’indépendance et un écart à l’équilibre. Les valeurs fixes prises à l’indépen-








, na, nb, n) = veql (1.2)
Nous cherchons ici à exhiber deux règles r1 et r2 qui sont ordonnées différem-
ment par Iidp et Ieql, c’est-à-dire Iidp(r1) ≤ Iidp(r2) et Ieql(r1) ≥ Ieql(r2). Pour
ce faire, nous mettons ci-dessous en évidence deux familles de règles qui sont
toujours ordonnées différemment.
Considérons une règle (nab, na, nb, n). En faisant varier nab avec na, nb, et
n fixes, on peut distinguer deux cas de figure différents pour la règle (voir figure
1.4) [BGGB04] [BGBG05a] :
– Si nb ≥ n2 (cas 1), alors nanbn ≥ na2 , et donc la règle passe à l’équilibre
avant de passer à l’indépendance quand nab augmente.
– Si nb ≤ n2 (cas 2), alors nanbn ≤ na2 , et donc la règle passe à l’indépendance
avant de passer à l’équilibre quand nab augmente.




n . La règle est entre équilibre
et indépendance. Plus précisément :
– Dans le cas 1, on a na2 ≤ nab ≤ nanbn . Un indice de règle étant une fonction
croissante avec nab lorsque les autres variables sont fixes, on obtient d’après
1.1 et 1.2 :
Iidp(nab, na, nb, n) ≤ vidp et Ieql(nab, na, nb, n) ≥ veql (1.3)
La règle est à rejeter du point de vue de son écart à l’indépendance mais
elle est acceptable du point de vue de son écart à l’équilibre.
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– Dans le cas 2, on a nanbn ≤ nab ≤ na2 . De la même façon, on obtient
d’après 1.1 et 1.2 :
Iidp(nab, na, nb, n) ≥ vidp et Ieql(nab, na, nb, n) ≤ veql (1.4)
La règle est à rejeter du point de vue de son écart à l’équilibre mais elle
est acceptable du point de vue de son écart à l’indépendance.
Ainsi, pour exhiber deux règles r1 et r2 qui sont ordonnées différemment par
Iidp et Ieql, il suffit de choisir r1 entre équilibre et indépendance dans le cas 1
et r2 entre équilibre et indépendance dans le cas 2, c’est-à-dire :


















(n1 = n2 si l’on désire choisir deux règles issues du même jeu de données)
Les inégalités 1.3 et 1.4 appliquées respectivement à r1 et r2 donnent :
Iidp(r1) ≤ vidp ≤ Iidp(r2) et Ieql(r2) ≤ veql ≤ Ieql(r1)
Exemple. Considérons les règles r1 = (800, 1000, 4500, 5000) et r2 =
(400, 1000, 1000, 5000) évaluées par la confiance (indice d’écart à l’équilibre)
et le lift (indice d’écart à l’indépendance). La confiance vaut 0.5 à l’équilibre, et
le lift vaut 1 à l’indépendance. Il vient :
confiance(r1) = 0.8 et lift(r1) = 0.9
confiance(r2) = 0.4 et lift(r2) = 2
La règle r1 est bien évaluée par la confiance mais mal évaluée par le lift, alors
que la règle r2 est bien évaluée par le lift mais mal évaluée par la confiance. On
a confiance(r1) ≥ confiance(r2) et lift(r1) ≤ lift(r2). ¤
Un indice d’écart à l’indépendance et un indice d’écart à l’équilibre n’in-
duisent donc pas le même préordre sur R. Ceci montre qu’un indice de règle (à
moins d’être constant) ne peut pas mesurer à la fois un écart à l’indépendance
et un écart à l’équilibre. Cela confirme également que les deux écarts sont deux
aspects différents de la qualité des règles : l’écart à l’équilibre peut être bon
sans que l’écart à l’indépendance ne le soit, et réciproquement. Etonnamment,
même si cette idée est sous-jacente à divers travaux concernant les règles d’as-
sociation, il nous semble qu’il n’a jamais été clairement énoncé que la qualité
objective des règles réside de façon complémentaire dans les deux notions d’écart
à l’indépendance et d’écart à l’équilibre.
Comparaison des filtres
Nous comparons maintenant les pouvoirs filtrant d’un indice d’écart à l’équi-
libre Ieql et un indice d’écart à l’indépendance Iidp (utiliser un indice de règle
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(A) cas 1 (nb ≥ n2 ) (B) cas 2 (nb ≤ n2 )
Fig. 1.5 – Comparaison des indices de Ganascia et Loevinger
(E : équilibre, I : indépendance)
en tant que filtre consiste à ne retenir que les règles qui respectent un seuil
minimal). Afin que la comparaison soit équitable, nous supposons que les deux
indices ont des comportements similaires :
– même valeur pour une règle logique,
– même valeur à l’équilibre/indépendance,
– même vitesse de décroissance en fonction des contre-exemples.
Par exemple, Ieql peut être l’indice de Ganascia et Iidp l’indice de Loevinger.
Les cas de figure 1 et 2 présentés à la section précédente sont possibles :
– Dans le cas 1, on a nanbn ≤ na2 . Cela signifie que pour na, nb et n donnés,
la quantité de contre-exemples nécessaire pour atteindre l’indépendance
(nab =
nanb
n ) est plus faible que la quantité de contre-exemples nécessaire
pour atteindre l’équilibre (nab =
na
2 ). Dans le cas 1, Iidp est donc plus
filtrant que Ieql, comme l’illustre la figure 1.5.(A).
– Dans le cas 2, on a nanbn ≥ na2 . Cela signifie que pour na, nb et n donnés,
la quantité de contre-exemples nécessaire pour atteindre l’équilibre est
plus faible que la quantité de contre-exemples nécessaire pour atteindre
l’indépendance. Dans le cas 2, Ieql est donc plus filtrant que Iidp, comme
l’illustre la figure 1.5.(B).
En d’autres termes, dans le cas 1 c’est Iidp qui contribue à rejeter les mauvaises
règles, tandis que dans le cas 2 c’est Ieql. Ceci montre que les indices d’écart
à l’équilibre et d’écart à l’indépendance doivent être considérés comme complé-
mentaires. En particulier, il ne faut pas négliger les indices d’écart à l’équilibre
au profit des indices d’écart à l’indépendance quand les réalisations des variables
étudiées sont rares. Dans cette situation, en effet, pour peu que l’utilisateur ne
s’intéresse pas aux règles portant sur les non-réalisations (ce qui en général se
vérifie dans la pratique), le cas 2 est plus fréquent que le cas 1. De nombreux
auteurs citent pourtant parmi les propriétés majeures d’un bon indice de règle
le principe suivant (énoncé à l’origine dans [PS91]) : "un indice doit s’annu-
ler (ou prendre une valeur fixe) à l’indépendance" [TKS04] [GCB+04] [LT04]
[LMV+04]. Ce principe nie totalement la notion d’écart à l’équilibre ; l’utiliser
revient à considérer que les indices d’écart à l’indépendance mesurent mieux la
qualité des règles que les indices d’écart à l’équilibre.
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Tab. 1.10 – Classification des indices de règle selon leur objet
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Classification des indices selon l’objet
Dans notre classification, l’objet d’un indice est la notion mesurée par celui-
ci. Il peut s’agir d’un écart à l’équilibre ou d’un écart à l’indépendance (voir
tableau 1.10). Il existe cependant des indices qui ne mesurent aucun des deux
écarts : les indices de similarité7 de Rogers et Tanimoto, Jaccard, Dice, Ochiai,
Kulczynski, Russel et Rao (support), et Sokal et Michener (support causal).
Dans la classification, nous créons donc une troisième catégorie pour les indices
de similarité. Parmi eux, le support met en évidence un aspect supplémentaire
de la qualité des règles : leur généralité/spécificité. Le support causal peut éga-
lement être considéré comme une mesure de généralité/spécificité, mais pour
une règle et sa contraposée. Les indices d’Ochiai et de Kulczynski sont respec-
tivement les moyennes géométriques et arithmétiques entre les confiances de
a → b et de b → a. La signification des autres indices de similarité ne peut pas
s’exprimer en termes de règle de manière évidente.
1.4.2 Portée d’un indice de règle
Quasi-implication
De prime abord, on peut penser qu’une règle est une approximation de l’im-
plication logique (ou implication matérielle) qui admettrait des contre-exemples,
ce qu’on appelle communément une "quasi-implication". Cependant, une règle
et une implication ne sont en fait pas si analogues. Il suffit pour s’en persua-
der de comparer les tableaux 1.11.(A) et (B), qui représentent respectivement
la table de contingence de la règle a → b et la table de vérité de l’implication
logique a ⊃ b. Les cas qui possèdent le même rôle pour la règle et l’implication
sont les cas (a = 1 et b = 1) et (a = 1 et b = 0) : les premiers vérifient la règle
et l’implication, et les seconds les contredisent. En revanche, les cas (a = 0 et
b = 1) et (a = 0 et b = 0) ne jouent pas le même rôle pour a → b et a ⊃ b : ils
vérifient l’implication mais ne sont pas pour autant des exemples pour la règle.
En fait, pour a → b, ces cas n’ont pas de rôle défini [LT04]. Une règle traduit
en effet uniquement la tendance de la conclusion à être vraie quand la prémisse
est vraie. Le fait que les cas (a = 0 et b = 1) et (a = 0 et b = 0) vérifient
l’implication est souvent considéré comme un paradoxe de l’implication logique
(une prémisse fausse peut impliquer n’importe quelle conclusion). Des paradoxes
comme celui-ci ont motivé le développement de logiques non classiques visant à
représenter plus fidèlement la "logique" de sens commun, et dans lesquelles l’im-
plication ne donne pas lieu (ou donne moins lieu) à des énoncés contre-intuitifs.
Il s’agit des logiques modales et des logiques conditionnelles (voir [Gui99] pour
une introduction), ainsi que des logiques de pertinence [Dun86].
Une implication logique a ⊃ b est équivalente à sa contraposée b ⊃ a. Ainsi,
il est possible d’effectuer des déductions :
– soit en affirmant la prémisse a (Modus ponens) – c’est la forme directe de
l’implication qui est utilisée (a ⊃ b),
7Remarquez que certains indices mesurant un écart à l’indépendance sont parfois considérés
comme faisant partie des indices de similarité (indice de Yule, corrélation). Nous préférons les
classer à part puisque selon nous, ils évaluent plus qu’une simple ressemblance entre caractères.

















(A) Table de contingence
de la règle a → b
(B) Table de vérité de
l’implication logique a ⊃ b
Tab. 1.11 – Comparaison d’une règle avec l’implication logique
– soit en niant la conclusion b (Modus tollens) – c’est la forme contraposée
de l’implication qui est utilisée.
Par contre, dans le cas général, une règle a → b n’est pas équivalente à sa
contraposée b → a : la tendance de la conclusion à être vraie quand la prémisse
est vraie n’est pas forcément identique à la tendance de la prémisse à être
fausse quand la conclusion est fausse. En particulier, certains indices de règle
peuvent mesurer des qualités très différentes pour une règle et sa contraposée8.
L’utilisateur peut cependant interpréter que le sens de la règle réside, comme
pour une implication logique, autant dans la forme directe que dans la forme
contraposée. Dans ce cas, il est légitime de ne pas évaluer la liaison découverte
dans les données en tant que simple règle. Plus précisément, derrière la notation
a → b, Kodratoff fait la distinction entre deux types de liaisons de sémantique
implicative pouvant être découvertes dans des données [Kod00] :
– Certaines liaisons notées a → b expriment pour l’utilisateur une descrip-
tion, comme "les corbeaux sont noirs" (corbeau → noir). Elles doivent
être infirmées chaque fois que (a = 1 et b = 0) est observé, et confirmées
chaque fois que (a = 1 et b = 1) est observé. Comme le suggère le paradoxe
de Hempel9, les cas (a = 0 et b = 0) qui confirment la contraposition ne
sont pas pris en compte.
– Certaines liaisons notées a → b expriment pour l’utilisateur une cau-
salité, comme "inhaler de l’amiante provoque le cancer du poumon"
(inhaler_amiante → cancer_poumon). Elles doivent être infirmées
chaque fois que (a = 1 et b = 0) est observé, et confirmées chaque fois
que (a = 1 et b = 1) ou (a = 0 et b = 0) est observé.
Les liaisons qui expriment des descriptions correspondent précisément à la
définition des règles donnée dans ce chapitre (tendance de b à être vrai quand a
est vrai). En revanche, une liaison qui exprime une causalité n’est pas une règle
au sens strict : en considérant les cas (a = 0 et b = 0) comme des exemples,
elle traduit à la fois la règle a → b et la règle contraposée b → a. Les liaisons
8Par exemple avec (nab, na, nb, n) = (750; 800; 900; 1000), on a confiance(a → b) = 93 %
et confiance(b → a) = 50 %.
9Le paradoxe de Hempel réside dans le fait qu’un énoncé comme "Tous les corbeaux sont
noirs" (logiquement équivalent à "Tout ce qui n’est pas noir n’est pas corbeau") est confirmé
par l’observation d’une chaise blanche, d’une chaussure marron, d’un courant d’air...















Tab. 1.12 – Table de contingence de la quasi-implication a ⇒ b
exprimant des causalités approximent donc mieux que les règles l’implication
logique. Pour cette raison, nous les appellons des quasi-implications, notées a ⇒
b.
Définition 1.6 (liaison exprimant une causalité dans [Kod00]) Une
quasi-implication est un couple de variables (a, b) noté a ⇒ b. Les exemples
d’une quasi-implication sont les individus de A ∩ B et de A ∩ B, tandis que
les contre-exemples sont les individus de A ∩ B (voir tableau 1.12). a ⇒ b est
donc équivalente à sa contraposée b ⇒ a. Une quasi-implication est d’autant
meilleure qu’elle admet beaucoup d’exemples et peu de contre-exemples.
Nous appelons indice de quasi-implication une mesure de qualité de quasi-
implication. Du fait que les quasi-implications expriment pour l’utilisateur une
causalité, elles doivent pouvoir être utilisées pour faire des "quasi-déductions"
autant dans le sens direct que par contraposition. Les valeurs I(a ⇒ b) prises
par un indice de quasi-implication doivent donc rendre compte de la qualité des
deux règles a → b et b → a à la fois : I(a ⇒ b) = I(a → b) = I(b → a).
Définition 1.7 Un indice de quasi-implication est un indice de règle I qui
vérifie I(a → b) = I(b → a), c’est-à-dire :
I(nab, na, nb, n) = I(n− na − nb + nab, n− nb, n− na, n)
C’est sur cette idée de faire valoir la contraposée que Gras [GKCG01] a
construit un indice de quasi-implication qui combine explicitement les écarts à
l’équilibre de la règle et de la contraposée (par exemple avec la moyenne ou le
minimum). Cet indice, appelé indice d’inclusion, est aussi utilisé dans un autre
indice de quasi-implication : l’intensité d’implication entropique (voir chapitre
2).
Idéalement, si l’utilisateur est intéressé par des liaisons exprimant des des-
criptions, alors il est préférable d’employer des indices de règle (au sens strict)
et d’éviter les indices de quasi-implication, dont les valeurs sont "parasitées"
par la qualité de la contraposée. Au contraire, si l’utilisateur est intéressé par
des liaisons exprimant des causalités, alors il vaut mieux employer des indices
de quasi-implication et éviter les indices de règle, qui peuvent attribuer à une
règle et sa contraposée des valeurs différentes voire même contradictoires. Il
est cependant peu probable dans la pratique que l’utilisateur ne soit intéressé
dans les données que par une seule de ces deux catégories de règles. A priori,




















(A) Table de contingence
de la quasi-conjonction a ↔ b
(B) Table de vérité de
la conjonction logique a ∧ b
Tab. 1.13 – Comparaison d’une quasi-conjonction avec la conjonction logique
ce n’est que quand l’utilisateur a lu et interprété une règle qu’il peut juger si sa
contraposée est pour lui pertinente ou pas.
Quasi-conjonction
Par analogie avec la quasi-implication qui approxime l’implication logique
(qui est une disjonction), nous définissons une nouvelle liaison entre variables
qui approxime la conjonction logique : la quasi-conjonction.
Définition 1.8 Une quasi-conjonction est un couple de variables (a, b) noté
a ↔ b. Les exemples d’une quasi-conjonction sont les individus de A∩B, tandis
que les contre-exemples sont les individus de A ∩ B et A ∩ B. a ↔ b est donc
équivalente à sa réciproque b ↔ a. Une quasi-conjonction est d’autant meilleure
qu’elle admet beaucoup d’exemples et peu de contre-exemples.
La table de contingence de la quasi-conjonction a ↔ b et la table de vérité
de la conjonction logique a ∧ b sont données dans les tableaux 1.13.(A) et (B).
Comme pour la quasi-implication et son homologue logique, les trois quarts des
cas sont traités de la même façon :
– les cas (a = 1 et b = 1) vérifient la quasi-conjonction et la conjonction,
– les cas (a = 1 et b = 0) et (a = 0 et b = 1) contredisent la quasi-conjonction
et la conjonction,
– seuls les cas (a = 0 et b = 0) sont considérés différemment : ils contredisent
la conjonction mais n’ont pas de rôle défini pour la quasi-conjonction.
Une quasi-conjonction a ↔ b traduit autant la règle a → b que la règle réci-
proque b → a. Par analogie avec les indices de quasi-implication, nous proposons
d’utiliser comme indices de quasi-conjonction les indices de règle qui évaluent à
la fois a → b et b → a.
Définition 1.9 Un indice de quasi-conjonction est un indice de règle I qui
vérifie I(a → b) = I(b → a), c’est-à-dire I(nab, na, nb, n) = I(nab, nb, na, n).






















(A) Table de contingence
de la quasi-équivalence a ⇔ b
(B) Table de vérité de
l’équivalence logique a ≡ b
Tab. 1.14 – Comparaison d’une quasi-équivalence avec l’équivalence logique
Un indice de quasi-conjonction quantifie la concomitance des variables. En
particulier, un indice de similarité est un indice de quasi-conjonction, puisqu’un
indice de similarité est, d’une part, un indice de règle (voir démonstration 1.1
page 17) et, d’autre part, symétrique par permutation des variables a et b.
En revanche, un indice de quasi-conjonction, même positif (comme le lift par
exemple), n’est pas un indice de similarité selon la définition qu’en donne Lerman
[Ler81].
Si l’utilisateur donne intuitivement du sens à la règle b → a quand il lit une
règle a → b de bonne qualité, il est préférable d’employer des indices de quasi-
conjonction plutôt que des indices de règle au sens strict, qui peuvent attribuer
à une règle et sa réciproque des valeurs différentes voire même contradictoires.
En revanche, si l’utilisateur fait la différence entre une règle et sa réciproque,
alors il vaut mieux éviter les indices de quasi-conjonction.
Quasi-équivalence
Définition 1.10 Une quasi-équivalence est un couple de variables (a, b) noté
a ⇔ b. Les exemples d’une quasi-équivalence sont les individus de A∩B et A∩B,
tandis que les contre-exemples sont les individus de A ∩B et A ∩B. a ⇔ b est
donc équivalente à sa contraposée b ⇔ a et à sa réciproque b ⇔ a. Une quasi-
équivalence est d’autant meilleure qu’elle admet beaucoup d’exemples et peu de
contre-exemples.
La table de contingence de la quasi-équivalence a ⇔ b et la table de vérité de
l’équivalence logique a ≡ b sont données dans les tableaux 1.14.(A) et (B) (voir
aussi [ZZ96]). L’analogie est forte puisque tous les cas sont traités similairement :
– les cas (a = 1 et b = 1) et (a = 0 et b = 0) vérifient la quasi-équivalence
et l’équivalence,
– les cas (a = 1 et b = 0) et (a = 0 et b = 1) contredisent la quasi-
équivalence et l’équivalence.
Une quasi-équivalence repose sur les quatre règles a → b, b → a, b → a, et
a → b. Nous proposons d’utiliser comme indices de quasi-équivalence les indices
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Fig. 1.6 – Les indices de règle selon leur portée
de règle qui évaluent ces quatre règles à la fois.
Définition 1.11 Un indice de quasi-équivalence est un indice de règle I
qui vérifie I(a → b) = I(b → a) = I(b → a) = I(a → b), c’est-à-dire :
I(nab, na, nb, n) = I(nab, nb, na, n)
= I(n− na − nb + nab, n− nb, n− na, n)
= I(n− na − nb + nab, n− na, n− nb, n)
Les indices de quasi-équivalence sont à la fois des indices de quasi-implication
et des indices de quasi-conjonction (voir figure 1.6). Ils en possèdent donc les
avantages et les inconvénients. Un indice de similarité n’est pas systématique-
ment un indice de quasi-équivalence. Parmi ceux étudiés dans ce chapitre, seuls
les indices de Sokal et Michener et de Rogers et Tanimoto en font partie.
Dans la littérature sur les règles, le terme "équivalence" est souvent as-
socié non pas aux indices de quasi-équivalence mais aux indices de quasi-
conjonction. Par exemple, Lerman et Azé [LA04] considèrent que les indices
de quasi-conjonction décrits ici évaluent une "similarité d’équivalence a ⇔ b",
et Gras et al. [GGGP02] définissent une notion de "quasi-équivalence entre va-
riables" qu’ils évaluent avec un "indice entropique d’équivalence" qui est en fait
un indice de quasi-conjonction tel que décrit précédemment.
Classification des indices selon la portée
Dans notre classification, la portée d’un indice est l’entité concernée par le
résultat de la mesure. Il peut s’agir d’une règle, d’une quasi-implication, d’une
quasi-conjonction, ou d’une quasi-équivalence. La classification des indices selon
leur portée est donnée dans le tableau 1.15.
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Tab. 1.15 – Classification des indices de règle selon leur portée
1.4.3 Nature d’un indice de règle
Notre troisième et dernier critère de classification est la nature descriptive
ou statistique des indices de règle. Il est aussi recensé dans [LT04] et dans
[GCB+04].
Indices descriptifs
Les indices descriptifs (ou fréquentiels) ne varient pas avec la dilatation des
effectifs (quand tous les effectifs des données sont augmentés ou diminués selon
la même proportion). Ils vérifient I(nab, na, nb, n) = I(α.nab, α.na, α.nb, α.n)
pour toute constante α strictement positive, et ne permettent donc pas de choisir
entre les deux règles (nab, na, nb, n) et (α.nab, α.na, α.nb, α.n)10. Ces indices
prennent en compte les tailles des ensembles d’individus A, B, et A∩B unique-
ment de manière relative (par les probabilités P(a), P(b), P(a∩b)) et non de ma-
nière absolue (par les effectifs na, nb, nab). Ce caractère purement descriptif peut
sembler pénalisant au premier abord. Toutefois, il est légitime qu’il existe un
point de vue selon lequel deux règles (nab, na, nb, n) et (α.nab, α.na, α.nb, α.n)
soient considérées de même qualité.
Les indices de règle issus de la théorie de l’information (indices entropiques)
10Dans le cadre de l’utilisation d’un indice descriptif avec un seuil de filtrage σ, une façon
de neutraliser les effets de la cardinalité des données est de choisir pour σ une fonction σ(n).
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sont tous des indices descriptifs. Ils sont étudiés au chapitre 2.
Indices statistiques
Les indices statistiques sont ceux qui varient avec la dilatation des
effectifs. Ils tiennent compte de la taille des phénomènes étudiés, c’est-à-
dire que les cardinaux des données sont considérés de manière absolue.
Statistiquement, une règle est en effet d’autant plus fiable qu’elle est éva-
luée sur un grand volume de données. Parmi les indices de règle de nature
statistique, il existe une catégorie spécifique : les mesures qui évaluent la
significativité statistique des règles. Plus rigoureusement, c’est la significativité
statistique de l’écart à l’indépendance ou de l’écart à l’équilibre qui est mesurée.
¦ Mesures de significativité statistique
Ces mesures fondées sur un modèle probabiliste comparent la distribution obser-
vée des données à une distribution théorique. Dans [Ler81], Lerman développe
une méthode de classification hiérarchique nommée AVL (analyse de la vrai-
semblance des liens). Deux mesures de significativité statistique sont issues de
cette méthode :
– l’indice de vraisemblance du lien de Lerman P(Nab < nab) [Ler81],
– l’intensité d’implication de Gras P(Nab > nab) [Gra96],
où Nab et Nab sont les variables aléatoires du nombre d’exemples et du nombre
de contre-exemples sous l’hypothèse H0 d’indépendance entre a et b. Ces in-
dices quantifient respectivement l’invraisemblance de la grandeur du nombre
d’exemple nab et l’invraisemblance de la petitesse du nombre de contre-exemples
nab, eu égard à l’hypothèse H0. Bien que chacun de ces indices puisse être in-
terprété comme le complément à 1 de la probabilité critique (p-value) d’un test
d’hypothèse (unilatéral respectivement à droite et à gauche), il ne s’agit pas
ici de tester l’hypothèse d’indépendance H0 mais bien d’utiliser cette hypothèse
comme référence pour évaluer et ordonner les liaisons entre variables.
Lerman [Ler81] propose trois modélisations probabilistes fondées sur diffé-
rentes hypothèses de tirage pour exprimer H0. Selon celle qui est retenue, les
variables aléatoires suivent soit une loi hypergéométrique, soit une loi bino-
miale, soit une loi de Poisson. Pour étudier des règles, la modélisation la moins
appropriée est la modélisation hypergéométrique. Par ses symétries, elle fait de
l’indice de vraisemblance du lien et de l’intensité d’implication un même indice
de quasi-équivalence, alors que comme le soulignent Zighed et Rakotomalala
[ZR00], "l’étude de la rareté des contre-exemples n’est pas simplement le dual
de l’étude de l’abondance des exemples". Nous avons finalement choisi dans ce
chapitre (voir tableau 1.3 page 16) de retenir pour l’indice de vraisemblance du
lien la modélisation poissonienne, qui est la plus asymétrique [Ler81]. La mo-
délisation poissonienne a aussi l’avantage d’être adaptée à l’étude de variables
dont les réalisations sont rares, ce qui convient bien à l’ECD où les bases de
données considérées peuvent atteindre de très grandes tailles. Pour l’intensité
d’implication, la modélisation communément utilisée est aussi celle de Poisson,
qui maximise la dissymétrie par permutation des variables a et b. L’indice de
vraisemblance du lien IV L et l’intensité d’implication II s’écrivent alors res-
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pectivement :
IV L(a → b) = P(Poisson(nanb
n
) < nab)
II(a → b) = P(Poisson(nanb
n
) > nab)
Avec la modélisation poissonnienne, l’indice de vraisemblance du lien évalue la
quasi-conjonction a ↔ b, et l’intensité d’implication évalue la quasi-implication
a ⇒ b. Les deux indices mesurent bien sûr un écart à l’indépendance. Etant
donné que ce sont des probabilités, ils ont l’avantage de faire référence à une
échelle de valeurs intelligible (échelle de probabilités), ce qui n’est pas le cas
de beaucoup d’indices de règle. De tels indices facilitent également la fixation
d’un seuil pour le filtrage des règles, puisque si σ est le seuil utilisé pour retenir
toutes les règles vérifiant IV L(a → b) > σ ou II(a → b) > σ, alors α = 1− σ a
le sens du risque d’erreur de première espèce d’un test d’hypothèse (on choisit
α ∈ {0.1%, 1%, 5%} généralement dans un test).
Par ailleurs, le test le plus communément utilisé pour éprouver l’hypothèse
d’indépendance entre deux variables qualitatives a et b est le test d’indépen-
dance du chi-deux. La probabilité critique de ce test s’écrit P(χ2p > χ
2
0), où la
statistique χ2p suit la loi du chi-deux à p degrés de liberté (p = 1 dans le cas
de variables binaires), et l’indice de liaison χ20 est calculé sur toute la table de
contingence croisant a et b :
χ20 =












(nab − nanbn )2
nanb
n
Le complément à 1 de cette probabilité critique peut être utilisé comme mesure
de la liaison entre a et b [Sap90]. L’avantage de cette mesure est qu’elle ne dépend
pas des degrés de liberté (contrairement à l’indice empirique χ20). Cependant,
c’est une mesure de liaison entre variables multimodales, puisque χ20 en est elle-
même une (voir tableau 1.2 page 12). La probabilité critique du test du chi-deux
ne différencie pas les exemples des contre-exemples, et il ne peut donc s’agir d’un
indice de règle au sens de la définition 1.2.
Si la prise en compte de la taille des phénomènes étudiés fait la force des me-
sures de significativité, ceci constitue aussi leur principale limite : elles tendent
à être peu discriminantes quand les cardinaux étudiés sont grands (de l’ordre de
103) [EP96]. En effet, au regard d’effectifs importants, même des écarts triviaux
peuvent s’avérer statistiquement significatifs. Dans le cadre de l’évaluation de
règles, les deux principales approches pour palier à ce manque de discrimination
sont les suivantes :
– Lerman propose d’adapter l’indice de vraisemblance du lien [Ler91] et
l’intensité d’implication [LA04] pour qu’ils tiennent compte du "contexte".
Plus précisément, les indices sont normalisés vis-à-vis de l’ensemble des
valeurs qu’ils prennent sur les données considérées. Ces indices "dans le
contexte" ne sont pas étudiés dans ce chapitre car pour mesurer la qualité
d’une règle, ils requièrent la totalité de l’ensemble de règles à évaluer. Ce
ne sont donc pas des fonctions de (nab, na, nb, n) uniquement.
– Gras propose de moduler l’intensité d’implication par un indice descriptif
entropique au sein d’une nouvelle mesure : l’intensité d’implication
entropique [GKCG01] [GKB01] [BKGG04]. Elle est présentée en détails
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au chapitre suivant.
¦ Autres indices de nature statistique
Les mesures de significativité statistique mises à part, il existe des indices de
règle qui sont de nature statistique mais ne reposent pas sur un modèle pro-
babiliste. Ces indices sont au nombre de trois (voir formules tableau 1.3 page
16) :
– l’indice rule-interest de Piatetsky-Shapiro [PS91],
– la contribution orientée au χ2 de Lerman [Ler81], notée q(a → b),
– l’opposé de l’indice d’implication de Gras [Gra96], noté −ii(a → b) 11.
La contribution orientée au χ2 et l’indice d’implication interviennent dans les
calculs de l’indice de vraisemblance du lien et de l’intensité d’implication quand
on fait le choix d’approximer la loi de Poisson par une loi normale. En effet, ils
correspondent respectivement à la valeur nab centrée et réduite selon Nab et à
la valeur nab centrée et réduite selon Nab dans la modélisation poissonienne. Ils
sont liés par la relation suivante : ii(a → b) = q(a → b). Ces indices peuvent être
interprétés comme une contribution orientée au χ2 de la table de contingence
croisant les variables a et b : χ2 = q(a → b)2+q(a → b)2+q(a → b)2+q(a → b)2
[Ler81]. q(a → b) est orienté en faveur des exemples, tandis que ii(a → b) est
orienté en faveur des contre-exemples.
1.4.4 Classification
La classification des indices de règle selon l’objet, la portée, et la nature
est donnée dans le tableau 1.16. Certaines cellules du tableau sont vides. Tout
d’abord, un indice de similarité étant symétrique par permutation des variables,
il ne peut s’agir ni d’un indice de règle au sens strict, ni d’un indice de quasi-
implication au sens strict. Ensuite, il n’existe aucun indice de quasi-conjonction
ou de quasi-équivalence qui mesure un écart à l’équilibre. De tels indices pour-
raient être développés, mais ils nécessiteraient d’associer des règles dont les
équilibres sont différents. Contrairement à l’indépendance, l’équilibre d’une règle
a → b n’est en effet ni l’équilibre de b → a, ni celui de b → a, ni celui de a → b.
Le seul indice qui combine des équilibres différents (en l’occurrence ceux d’une
règle et de sa contraposée) est l’indice d’inclusion.
Alors que l’on considère généralement que les indices de règle sont très nom-
breux, pour ne pas dire trop, la classification montre qu’il existe en fait peu
d’indices de règle au sens strict. En particulier, le seul indice d’écart à l’indé-
pendance qui porte sur des règles au sens strict est le multiplicateur de cotes
[LT04]. Par ailleurs, il n’existe aucun indice statistique qui mesure l’écart à
l’équilibre. Nous en proposons un dans le chapitre suivant.
1.5 Conclusion
En définissant les notions de règle et d’indice de règle, ce chapitre établit un
cadre formel pour l’étude des règles. Dans ce cadre, nous avons pu comparer
11Il est nécessaire de prendre l’opposé pour que les fortes valeurs soient associées aux règles
admettant peu de contre-exemples, et ainsi obtenir un indice de règle.
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les règles aux concepts connexes que sont les similarités, les implications, et les
équivalences. Nous avons également réalisé une classification inédite des princi-
paux indices de règle de la littérature selon trois critères : l’objet, la portée, et
la nature.
– L’objet est la notion qui est mesurée par l’indice. Il peut s’agir d’un écart
à l’équilibre, d’un écart à l’indépendance, ou plus anecdotiquement d’une
similarité. Ecart à l’équilibre et écart à l’indépendance sont deux aspects
différents mais complémentaires de la qualité des règles.
– La portée est l’entité concernée par le résultat de la mesure. Il peut
s’agir d’une unique règle, ou bien d’une règle et de sa contraposée (quasi-
implication), ou bien d’une règle et de sa réciproque (quasi-conjonction),
ou bien d’une règle et de sa contraposée et de sa réciproque (quasi-
équivalence).
– La nature est le caractère descriptif ou statistique de l’indice.
Ces trois critères nous paraissent essentiels pour appréhender la signification
des indices. Ainsi, la classification permet d’aider l’utilisateur à choisir quels
indices appliquer pour valider les règles. Elle amène par exemple à se demander
si l’utilisateur s’intéresse uniquement à des règles au sens strict, ou bien si la
contraposée et la réciproque peuvent faire sens pour lui. Il est également per-
tinent de se demander si l’utilisateur désire mesurer des écarts à l’équilibre ou
des écarts à l’indépendance, ou bien les deux. En l’absence d’indication de la
part de l’utilisateur, il nous paraît judicieux d’employer conjointement un in-
dice descriptif d’écart à l’équilibre, un indice statistique d’écart à l’équilibre, un
indice descriptif d’écart à l’indépendance, et un indice statistique d’écart à l’in-
dépendance. Selon nous, un tel quadruplet d’indices permet de mesurer quatre














– indice de Sebag et
Schoenauer,
– taux des exemples et
contre-exemples,
– estimateur laplacien de
probabilité conditionnelle,





– multiplicateur de cotes













– indice de Yule,































– support ou indice de
Russel et Rao,
– indice de Jaccard,
– indice de Dice,
– indice d’Ochiai,
– indice de Kulczynski
– support causal ou indice
de Sokal et Michener,
– indice de Rogers et
Tanimoto
La nature des indices est indiquée par le style de la police : les indices en italique sont statistiques, les autres sont descriptifs.
Tab. 1.16 – Classification des indices de règle
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Dans ce chapitre, nous présentons trois nouveaux indices de règle : IPEE,
l’intensité d’implication entropique, et le taux informationnel. Ils possèdent tous
les trois des caractéristiques originales, c’est pourquoi nous leur consacrons un
chapitre à part entière. Le premier indice, nommé IPEE, est le seul indice d’écart
à l’équilibre qui soit de nature statistique. Il est fondé sur un modèle probabiliste
et évalue la significativité de l’écart à l’équilibre. L’intensité d’implication entro-
pique, quant à elle, est une extension de l’intensité d’implication mieux adaptée
aux grands jeux de données. Elle prend en compte à la fois l’écart à l’équilibre
et l’écart à l’indépendance. Enfin, le taux informationnel est une mesure fondée
sur la théorie de l’information. Elle possède la particularité unique de rejeter
simultanément les mauvais écarts à l’équilibre et les mauvais écarts à l’indépen-
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Fig. 2.1 – Tirage aléatoire d’un ensemble X sous hypothèse d’équiprobabilité
entre les exemples et les contre-exemples
dance. Pour chacun des trois indices de règle, nous décrivons sa construction et
étudions ses propriétés.
2.1 IPEE, un indice probabiliste d’écart à l’équi-
libre
Nous avons vu au chapitre précédent qu’il n’existe aucun indice statistique
qui mesure l’écart à l’équilibre. Pourtant, les indices statistiques ont l’avantage
de prendre en compte les cardinaux des données de manière absolue. Statisti-
quement, une règle est en effet d’autant plus fiable qu’elle est évaluée sur un
grand volume de données. De plus, un indice statistique, lorsqu’il est fondé sur
un modèle probabiliste, fait référence à une échelle de valeurs intelligible (échelle
de probabilités), ce qui n’est pas le cas de beaucoup d’indices de règle. Un tel
indice facilite également la fixation d’un seuil pour le filtrage des règles, puisque
le complément à 1 du seuil a le sens du risque d’erreur de première espèce d’un
test d’hypothèse (on choisit α ∈ {0.1%, 1%, 5%} généralement dans un test).
Pour ces différentes raisons, nous proposons un nouvel indice de règle qui me-
sure l’écart à l’équilibre tout en étant de nature statistique. Plus précisément,
cet indice évalue la significativité de l’écart à l’équilibre, là où l’intensité d’im-
plication ou l’indice de vraisemblance du lien évaluent la significativité de l’écart
à l’indépendance.
2.1.1 Modèle aléatoire
Etant donnée une règle a → b, nous cherchons à mesurer la significativité
statistique de l’écart à l’équilibre de la règle. La configuration d’équilibre étant
définie par l’équirépartition dans A des exemples A ∩B et des contre-exemples
A ∩ B, l’hypothèse de référence est l’hypothèse H0 d’équiprobabilité entre les
exemples et les contre-exemples. Associons donc à l’ensemble A un ensemble
aléatoire X de cardinal na tiré dans E sous cette hypothèse : P(X ∩ B) =
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P(X ∩ B) (voir figure 2.1). Le nombre de contre-exemples attendu sous H0 est
le cardinal de X ∩ B. Il s’agit d’une variable aléatoire, notée Nab, dont nab est
une valeur observée. La règle a → b est d’autant meilleure que la probabilité
que le hasard produise plus de contre-exemples que les données est grande.
Définition 2.1 L’indice probabiliste d’écart à l’équilibre (IPEE) d’une
règle a → b est défini par :
IPEE(a → b) = P(Nab > nab | H0)
Une règle a → b est dite admissible au seuil de confiance 1 − α si IPEE(a →
b) ≥ 1− α.
Fig. 2.2 – Représentation de IPEE en fonction de nab
(E : équilibre)
IPEE quantifie donc l’invraisemblance de la petitesse du nombre de contre-
exemples nab eu égard à l’hypothèse H0. En particulier :
– si IPEE(a → b) vaut 0, alors il est invraisemblable que les caractères
(a et b) et (a et b) soient équiprobables (l’écart à l’équilibre de la règle est
significatif mais orienté en faveur des contre-exemples) ;
– si IPEE(a → b) vaut 0.5, alors il est vraisemblable que les caractères
(a et b) et (a et b) soient équiprobables (l’écart à l’équilibre de la règle
n’est pas significatif) ;
– si IPEE(a → b) vaut 1, alors il est invraisemblable que les caractères
(a et b) et (a et b) soient équiprobables (l’écart à l’équilibre de la règle est
significatif et orienté en faveur des exemples) ;
Ce nouvel indice peut être interprété comme le complément à 1 de la probabilité
critique (p-value) d’un test d’hypothèse (et α comme le risque de première
espèce de ce test). Toutefois, à l’instar de l’intensité d’implication et de l’indice
de vraisemblance du lien (où H0 est l’hypothèse d’indépendance entre a et b), il
ne s’agit pas ici de tester une hypothèse mais bien de l’utiliser comme référence
pour évaluer et ordonner les règles.
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2.1.2 Expression analytique
Dans le cadre d’un tirage avec remise, Nab suit une loi binomiale de para-
mètres 12 (autant de chances de tirer un exemple que de tirer un contre-exemple)
et na. IPEE s’écrit donc :






IPEE ne dépend ni de nb, ni de n puisque l’hypothèse d’équilibre H0 ne se définit
pas à l’aide de nb et de n (contrairement à l’hypothèse d’indépendance). Il est
à noter que la significativité statistique de l’écart à l’équilibre pourrait aussi
être mesurée en comparant non pas les contre-exemples mais les exemples :
IP̂EE(a → b) = P(Nab < nab | H0). Cependant, les distributions binomiales
de paramètre 12 étant symétriques, les deux indices sont identiques :









CKna = IP̂EE(a → b)
ou` K = na − k
Quand na > 15, la loi binomiale peut être approximée par une loi normale,
et IPEE s’écrit alors :















est la valeur observe´e.
L’effectif centré réduit n˜ab peut être être interprété comme la contribution orien-
tée au χ2 d’adéquation entre la distribution observée exemples/contre-exemples
et la distribution uniforme : χ2 = n˜ab
2. Ceci constitue une analogie forte avec
l’intensité d’implication et l’indice de vraisemblance du lien, puisque dans la
modélisation poissonnienne associée à ces indices, les valeurs centrées réduites
de nab et nab peuvent être interprétées comme des contributions orientées au χ
2
d’indépendance entre a et de b [Ler81].
2.1.3 Propriétés
IPEE est un indice de règle au sens de la définition 1.2. Ses principales
propriétés sont décrites dans le tableau 2.1. L’indice est représenté en fonction du
nombre de contre-exemples dans la figure 2.2, et comparé dans la figure 2.3 aux
principaux indices d’écarts à l’équilibre : la confiance, la moindre-contradiction,
et l’indice d’inclusion. Nous pouvons voir que :
– IPEE réagit faiblement aux premiers contre-exemples (décroissance lente).
Ce comportement est intuitivement satisfaisant pour un indice statistique
puisqu’un faible nombre de contre-exemples ne saurait remettre en cause
la règle [GCB+04].
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Objet écart à l’équilibre
Portée règle au sens strict
Nature statistique
Domaine de variation [0 ; 1]
Valeur pour les règles logiques 1− 12na
Valeur pour les règles à l’équilibre 0.5
Valeur pour les règles à l’indépendance < 1
Tab. 2.1 – Propriétés de IPEE




Dans les figures 2.4, les effectifs des données sont multipliés par un coefficient
γ à partir d’une configuration initiale. Les indices sont représentés en fonction
de γ. Ces figures montrent qu’à proportion exemples/contre-exemples fixée, les
indices sont constants sauf IPEE dont les valeurs sont d’autant plus extrêmes
(proches de 0 ou 1) que na est grand1. En effet, de par sa nature statistique, l’in-
dice prend en compte la taille des phénomènes étudiés : plus na est grand, plus
on peut avoir confiance dans le déséquilibre exemples/contre-exemples observé
dans les données, et plus on peut confirmer (figure 2.4.(A)) ou infirmer (figure
2.4.(B)) la bonne qualité de la règle. En particulier, pour IPEE, la qualité d’une
règle logique dépend de na (voir tableau 2.1). Ainsi IPEE a l’avantage de ne
pas attribuer systématiquement la même valeur aux règles logiques. Ceci per-
met de différencier et hiérarchiser les règles logiques. Parmi les indices d’écart à
l’équilibre (voir tableau 1.16 page 39), seuls la moindre-contradiction et IPEE
possèdent cette caractéristique : la moindre-contradiction différencie les règles
logiques selon nb (l’indice favorise les conclusions rares), tandis que IPEE diffé-
rencie les règles logiques selon na (l’indice favorise les prémisses fréquentes).
IPEE porte sur des règles au sens strict et ne possède donc aucune symétrie.
On a toutefois la relation suivante :




(le dernier terme est négligeable quand na est grand)
Comme nous l’avons vu au chapitre 1, les mesures de significativité statis-
tique tendent à être peu discriminantes quand les cardinaux étudiés sont grands
(de l’ordre de 103), car même des écarts triviaux peuvent s’avérer statistique-
ment significatifs au regard d’effectifs importants. Comme l’illustre la figure 2.5,
IPEE ne déroge pas à la règle : quand na est grand, l’indice tend à évaluer que les
règles sont soit très bonnes (valeurs proches de 1), soit très mauvaises (valeurs
1Quand la modélisation retenue est gaussienne, ce comportement est visible directement
sur n˜ab : n˜ab =
√
na(1− 2× confiance).
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Fig. 2.3 – Représentation des indices d’écart à l’équilibre en fonction de nab
(na = 200, nb = 300, n = 1000, nab ∈ [0 ; 200])
(A) na = 200× γ, nb = 400× γ, (B) na = 200× γ, nb = 400× γ,
nab = 97× γ, n = 1000× γ, nab = 103× γ, n = 1000× γ,
γ ∈ [1 , 50] γ ∈ [1 , 50]
Fig. 2.4 – Représentation des indices d’écarts à l’équilibre en fonction de la
dilatation des effectifs
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Fig. 2.5 – Représentation de IPEE avec la dilatation des effectifs
(na = 20× γ, nab ∈ [0× γ ; 20× γ], γ ∈ {1; 5; 40; 1000})
proches de 0). Dans ce cas, pour affiner le filtrage des meilleures règles, il faut
utiliser en supplément de IPEE une mesure descriptive. En revanche, contraire-
ment à l’intensité d’implication ou à l’indice de vraisemblance du lien, IPEE ne
dépend pas de n. L’indice est donc autant sensible aux règles spécifiques ("pé-
pites de connaissances") qu’aux règles générales, et a l’avantage d’être adapté à
l’étude des petites bases de données comme des grandes.
2.2 L’intensité d’implication entropique
L’intensité d’implication est un indice de quasi-implication développé par
Gras [Gra96] et qui est au fondement d’une méthode d’analyse exploratoire de
données nommée analyse statistique implicative [GKB01]. Cet indice quantifie
l’invraisemblance de la petitesse du nombre de contre-exemples nab eu égard à
l’hypothèse d’indépendance entre a et b. Comme toutes les mesures de signifi-
cativité statistique, cet indice est peu discriminant quand les cardinaux étudiés
sont grands (voir chapitre 1). Pour résoudre ce problème, Gras et al. ont pro-
posé dans [GKCG01] de moduler les valeurs de l’intensité d’implication par un
indice de quasi-implication descriptif fondé sur l’entropie de Shannon : l’indice
d’inclusion. Le nouvel indice ainsi formé s’appelle intensité d’implication entro-
pique. Il a la particularité de prendre en compte à la fois l’écart à l’équilibre et
l’écart à l’indépendance.
2.2.1 Rappels sur l’intensité d’implication
Modèle aléatoire
Pour une règle a → b, l’intensité d’implication compare le nombre de contre-
exemples nab observé dans les données au nombre de contre-exemples attendu
sous l’hypothèse H0 d’indépendance entre a et b. Associons donc aux ensembles
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Fig. 2.6 – Tirage aléatoire de deux ensembles indépendants X et Y
A et B deux ensembles indépendants X et Y tirés aléatoirement dans E et de
mêmes cardinaux que A et B : |X| = na et |Y | = nb (figure 2.6). Le nombre
de contre-exemples attendu sous H0 est le cardinal de X ∩ Y . Il s’agit d’une
variable aléatoire, notée Nab, dont nab est une valeur observée. La règle a → b
est d’autant meilleure que la probabilité que le hasard produise plus de contre-
exemples que les données est grande.
Définition 2.2 L’intensité d’implication ϕ d’une règle a → b est définie
par :
ϕ(a → b) = P(Nab > nab | H0)
Une règle a → b est dite admissible au seuil de confiance 1−α si ϕ(a → b) ≥ 1−α.
Fig. 2.7 – Représentation de l’intensité d’implication en fonction de nab
(I : indépendance)
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Expression analytique
Lerman a montré dans [Ler81] qu’en fonction des hypothèses de tirage rete-
nues, la variable aléatoire Nab suit soit la loi hypergéométrique de paramètres
(n, na, nb), soit la loi binomiale de paramètres (n,
nanb
n2 ), soit la loi de Poisson de
paramètre nanbn . Comme indiqué au chapitre 1 page 35, nous choisissons dans
cette thèse la distribution de Poisson. En posant λ = nanbn , l’intensité d’impli-
cation s’écrit :







Quand λ > 15, la loi de Poisson peut être approximée par une loi normale, et
l’intensité d’implication s’écrit alors :














est la valeur observe´e.
n˜ab est appelé indice d’implication [Gra96]. Son opposé est un indice de règle
(voir chapitre 1).
2.2.2 L’indice d’inclusion, un indice descriptif fondé sur
l’entropie
Gras a développé l’indice d’inclusion spécialement pour l’associer à l’inten-
sité d’implication. Afin que l’association soit cohérente, il fallait que l’indice
d’inclusion évalue des quasi-implications, comme l’intensité d’implication. Pour
cela, Gras a fondé l’indice d’inclusion sur deux écarts à l’équilibre :
– l’écart à l’équilibre de la règle à évaluer a → b, associé au déséquilibre
entre les exemples A ∩B et les contre-exemples A ∩B,
– l’écart à l’équilibre de la règle contraposée b → a, associé au déséquilibre
entre les exemples A ∩B et les contre-exemples A ∩B.
Comme nous l’avons vu dans le chapitre 1, l’équilibre d’une règle n’est pas l’équi-
libre de sa contraposée (contrairement à l’indépendance qui, elle, est commune
aux deux règles).
Une mesure bien connue pour évaluer les déséquilibres de façon non linéaire
est l’entropie de Shannon [SW49]. Considérons l’expérience aléatoire qui consiste
à vérifier si b est vrai quand a est vrai. L’incertitude moyenne de l’expérience
est donnée par l’entropie conditionnelle H(b / a = 1) de la variable b sachant la
réalisation de a 2 :










2Les fonctions entropiques associent des variables et des réalisations de variables. Pour
plus de clarté, les réalisations d’une variable booléenne a sont notées a = 1 et a = 0 dans les
fonctions entropiques, et non pas a et a comme dans les autres notations.
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Similairement, l’entropie conditionnelle H(a / b = 0) quantifie l’incertitude
moyenne de l’expérience aléatoire qui consiste à vérifier si a est faux quand b
est faux :










L’indice d’inclusion utilise les entropies conditionnelles H(b/a = 1) et H(a/b =
0) pour mesurer les écarts à l’équilibre d’une règle et de sa contraposée. Des
règles de bonne qualité du point de vue de l’écart à l’équilibre engendrent des
entropies faibles. Pour obtenir une mesure unique, les entropies sont combinées
par la moyenne géométrique :√
(1−H(b/a = 1))(1−H(a/b = 0))
Les compléments à 1 permettent d’associer les règles de bonne qualité aux va-
leurs fortes et non aux valeurs faibles. Pour renforcer le contraste entre les petites
et les grandes entropies, celles-ci sont élevées à la puissance d’un nombre réel
fixé ω ≥ 1 :
2ω
√
(1−H(b/a = 1) ω)(1−H(a/b = 0) ω)
Par leur symétrie, les entropies conditionnelles H(b/a = 1) et H(a/b = 0)
évaluent identiquement un déséquilibre en faveur des exemples et un déséquilibre
en faveur des contre-exemples : H(b/a = 1) = H(b/a = 1) et H(a/b = 0) =
H(a/b = 0). Afin d’obtenir un indice de règle selon la définition 1.2, seul le
déséquilibre en faveur des exemples doit être retenu. Pour cela, comme dans
[GKB01] et [BKGG04], nous considérons qu’une règle est sans intérêt lorsque les
contre-exemples sont plus nombreux que les exemples, et annulons les termes 1−




Une autre solution est proposée dans [GKCG01] mais elle est moins intuitive et
engendre un indice de règle moins filtrant.
Définition 2.3 L’indice d’inclusion τ d’une règle a → b est défini par :












































L’indice d’inclusion présente l’originalité d’être le seul indice d’écart à l’équi-
libre qui porte sur des quasi-implications (voir classification 1.16 page 39). Il
s’annule dès que l’écart à l’équilibre de la règle ou de sa contraposée n’est pas




ω est un paramètre de sélectivité de l’indice d’inclusion qui peut être ajusté
en fonction des données étudiées : plus ω est faible, plus l’indice d’inclusion
décroît rapidement avec les contre-exemples, et plus le filtrage des règles est
sévère (figure 2.8). En analyse statistique implicative, c’est généralement ω = 2
qui est retenu. Ce choix engendre un indice d’inclusion qui réagit faiblement aux
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Fig. 2.8 – Représentation de l’indice d’inclusion en fonction de nab
premiers contre-exemples, ce qui est pour Gras une proriété fondamentale d’un
bon indice de règle [GCB+04]. Comme dans le chapitre 1, nous choisissons dans
la suite ω = 2.
2.2.3 Association des deux indices
L’association de l’intensité d’implication et de l’indice d’inclusion crée un in-
dice de quasi-implication, nommé intensité d’implication entropique, qui est de
nature statistique (grâce à l’intensité d’implication) tout en restant discriminant
quand les cardinaux étudiés sont grands (grâce à l’indice d’inclusion). L’asso-
ciation des deux mesures est réalisée par la moyenne géométrique [GKCG01].
Définition 2.4 L’intensité d’implication entropique φ d’une règle a → b
est définie par :
φ(a → b) =
√
ϕ(a → b)× τ(a → b)
2.2.4 Propriétés
Intensité d’implication
Les principales propriétés de l’intensité d’implication sont résumées dans le
tableau 2.2. Dans la figure 2.9, l’indice est représenté en fonction du nombre de
contre-exemples et comparé aux principaux indices d’écarts à l’indépendance :
l’indice de Loevinger, le lift, et la corrélation. Nous pouvons voir que :
– L’intensité d’implication réagit faiblement aux premiers contre-exemples
(décroissance lente). Ce comportement est intuitivement satisfaisant pour
un indice statistique puisqu’un faible nombre de contre-exemples ne sau-
rait remettre en cause la règle [GCB+04].
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Fig. 2.9 – Représentation des indices d’écart à l’indépendance selon nab
(na = 200, nb = 500, n = 1000, nab ∈ [0 ; 200])
(A) na = 200× γ, nb = 300× γ, (B) na = 200× γ, nb = 300× γ,
nab = 136× γ, n = 1000× γ, nab = 144× γ, n = 1000× γ,
γ ∈ [1 , 20] γ ∈ [1 , 20]
Fig. 2.10 – Représentation des indices d’écarts à l’indépendance en fonction de
la dilatation des effectifs
Objet écart à l’indépendance
Portée quasi-implication
Nature statistique
Domaine de variation [0 ; 1]




Valeur pour les règles à l’équilibre < 1
Valeur pour les règles à l’indépendance 0
Tab. 2.2 – Propriétés de l’intensité d’implication
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Fig. 2.11 – Représentation de l’intensité d’implication avec la dilatation des
effectifs
(na = 20× γ, nb = 75× γ, n = 100× γ,
nab ∈ [0× γ ; 10× γ], γ ∈ {1; 5; 40; 1000})
Objet écart à l’équilibre
Portée quasi-implication
Nature statistique
Domaine de variation [0 ; 1]






Valeur pour les règles à l’équilibre 0
Valeur pour les règles à l’indépendance ≤ 1√
2
Tab. 2.3 – Propriétés de l’intensité d’implication entropique




Dans les figures 2.10, les effectifs des données sont multipliés par un coef-
ficient γ à partir d’une configuration initiale. Les indices sont représentés en
fonction de γ. Seule l’intensité d’implication est de nature statistique et prend
en compte les cardinaux des données de manière absolue : plus le coefficient
multiplicateur γ est grand, plus l’écart à l’indépendance observé dans les don-
nées est statistiquement significatif, et plus on peut confirmer (figure 2.10.(A))
ou infirmer (figure 2.10.(B)) la bonne qualité de la règle. Cependant, comme le
montre la figure 2.11, l’intensité d’implication devient peu discriminante quand
les cardinaux étudiés sont grands.
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(A) nb ≥ n2 et na ≤ n2 (B) nb < n2 ou na > n2
Fig. 2.12 – Représentation de l’intensité d’implication entropique selon nab
Fig. 2.13 – Représentation de l’intensité d’implication entropique avec la dila-
tation des effectifs
(na = 20× γ, nb = 75× γ, n = 100× γ,
nab ∈ [0× γ ; 10× γ], γ ∈ {1; 5; 40; 1000})
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Intensité d’implication entropique
L’intensité d’implication entropique prend en compte à la fois l’écart à l’in-
dépendance et l’écart à l’équilibre. Toutefois, selon la classification du chapitre
1, l’intensité d’implication entropique est uniquement un indice d’écart à l’équi-
libre puisqu’elle ne prend une valeur fixe (en l’occurrence 0) qu’à l’équilibre et
non à l’indépendance. Comme nous l’avons vu au chapitre 1 page 25, un in-
dice de règle ne peut pas mesurer à la fois un écart à l’équilibre et un écart à
l’indépendance.
Considérons une règle a → b. En faisant varier nab avec na, nb, et n fixes,
on peut distinguer deux comportements différents pour l’intensité d’implication
entropique :
– Si nb ≥ n2 et na ≤ n2 , alors l’indépendance est atteinte avant les équi-
libres de la règle et de sa contraposée quand nab augmente. L’intensité
d’implication entropique décroît progressivement avant de s’annuler (fi-
gure 2.12.(A)).
– Sinon, l’équilibre de la règle et/ou celui de sa contraposée est atteint
avant l’indépendance quand nab augmente. L’intensité d’implication
entropique décroît rapidement et s’annule au premier des deux équilibres,





2 ) (figure 2.12.(B)).
L’intensité d’implication entropique est de nature statistique et varie avec la
dilatation des effectifs. Cependant, elle reste discriminante quand les cardinaux
étudiés sont grands (voir figure 2.13).
2.3 Le taux informationnel, un indice de règle en-
tropique
Parmi les mesures utilisées en ECD pour évaluer la qualité des règles, les
indices issus de la théorie de l’information [SW49] sont particulièrement intelli-
gibles et utiles puisqu’ils peuvent être interprétés en termes d’information. Plus
précisément, comme le soulignent Smyth et Goodman [SG91], il existe un paral-
lèle intéressant dans l’utilisation de la théorie de l’information entre les systèmes
de communication et l’évaluation des règles. Dans les systèmes de communica-
tion, un canal de communication possède une forte capacité s’il peut transmettre
une grande quantité d’information de la source au récepteur. Pour une règle, la
liaison est de bonne qualité si la prémisse procure beaucoup d’information sur la
conclusion. Smyth et Goodman parlent de contenu informationnel (information
content) d’une règle [SG92].
Les mesures issues de la théorie de l’information traditionnellement utili-
sées pour évaluer la qualité des règles sont l’entropie conditionnelle de Shannon
[CN89], l’information mutuelle moyenne [JS01], le coefficient d’incertitude de
Theil [The70] [RZN01] [TKS04], la J-mesure [SG92], et l’indice de Gini [BA99]
[JS01]. Ces mesures entropiques ne sont cependant pas des indices de règle
au sens de la définition 1.2. Il s’agit en effet de mesures de liaison entre va-
riables multimodales (voir chapitre 1 à la page 11), qui traitent identiquement
exemples et contre-exemples. En particulier, elles ne permettent pas de distin-
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guer les règles contraires a → b et a → b alors même qu’elles ont des significa-
tions opposées. Ces mesures sont davantage adaptées à l’évaluation de règles de
classification en apprentissage supervisé, où le modèle recherché doit expliquer
toutes les modalités de la variable classe.
Une première démarche pour l’élaboration d’un indice de règle entropique
est l’indice d’inclusion de Gras [GKCG01] (présenté à la section 2.2.2 page 49).
Il s’agit d’un indice d’écart à l’équilibre. Ici, nous proposons d’utiliser l’entropie
pour développer une mesure d’information qui est un indice d’écart à l’indépen-
dance. Ce nouvel indice, appelé taux informationnel, a la particularité unique de
permettre à la fois le rejet de l’équilibre et le rejet de l’indépendance. Après un
rappel des travaux antérieurs sur l’évaluation des règles par la théorie de l’infor-
mation, nous présentons le taux informationnel à la section 2.3.2, puis étudions
ses propriétés. Le nouvel indice est comparé à d’autres mesures en section 2.3.4.
2.3.1 Mesures entropiques pour l’évaluation des règles
Rappels sur l’entropie
Notons V une variable aléatoire discrète à valeurs dans un ensemble D. Dans
sa théorie de l’information [SW49], Shannon formalise la notion d’information
de la manière suivante :
la quantité d’information de l’événement V = v où v ∈ D est
I(V = v) = − log2 P(V = v) (mesure´e en bits)
Objectivement, plus un événement est incertain et plus sa réalisation apporte
de l’information (ou vu sous un autre angle : plus un événement est incertain et
plus sa prédiction nécessite de l’information). Par suite, l’entropie3 de la variable




−P(V = v). log2 P(V = v)
L’entropie est maximale quand toutes les modalités sont équiprobables, et nulle
quand l’une des modalités est certaine. H(V ) est une mesure de la dispersion
de la distribution de probabilité de V .
Bien qu’il existe d’autres mesures d’entropie, nous utilisons dans la suite












avec l’extension H(a) = 0 lorsque na = 0 ou na = n. L’entropie conditionnelle
d’une variable a sachant l’événement b = 1 est définie par :










3Cette mesure est nommée ainsi car elle est identique à l’entropie d’un système en ther-
modynamique à une constante multiplicative près (les états du système correspondant aux
réalisations de la variable). Ce changement d’échelle revient à changer la base du logarithme,
et donc à utiliser une autre unité d’information que le bit.
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Fig. 2.14 – Représentation de l’entropie de Shannon H(a)
Remarquez que les fonctions entropiques associent des variables et des réalisa-
tions de variables. Pour plus de clarté, les réalisations d’une variable booléenne
b sont notées b = 1 et b = 0 dans les fonctions entropiques, et non pas b et b
comme dans les autres notations.
Principales mesures
Les mesures issues de la théorie de l’information traditionnellement utilisées
pour évaluer la qualité des règles sont l’entropie conditionnelle de Shannon (uti-
lisée dans l’algorithme CN2 [CN89]), l’information mutuelle moyenne [JS01], le
coefficient d’incertitude de Theil [The70] [RZN01] [TKS04], la J-mesure [SG92],
l’indice de Gini [BA99] [JS01], et l’indice d’inclusion [GKCG01]. Pour une règle
a → b, l’entropie conditionnelle mesure l’information moyenne de la variable b
sachant que a est vrai :










L’information mutuelle moyenne (diminution d’entropie de Shannon, aussi ap-
pelée gain d’entropie ou simplement information mutuelle) mesure l’information
moyenne partagée par les variables a et b :
IM(a, b) = H(b)− P(a).H(b/a = 1)− P(a).H(b/a = 0)

























Le coefficient d’incertitude u de Theil mesure le taux de réduction d’entropie
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La J-mesure est la part de l’information mutuelle moyenne relative aux événe-












































L’indice d’inclusion est fondé sur les entropies conditionnelles H(b/a = 1) et
H(a/b = 0) (voir section 2.2.2).
La quantité d’information que a = α donne sur b
Considérons la quantité d’information donnée par un événement a = α sur
une variable b (α ∈ {0; 1}). Nous notons M(a = α, b) les mesures de cette quan-
tité d’information. Blachman [Bla68] a étudié les M(a = α, b) dont l’espérance
mathématique est l’information mutuelle moyenne entre les variables a et b :
IM(a, b) = Eα{M(a = α, b)} (2.1)
Les deux mesures les plus utilisées sont les suivantes (voir figure 2.15) :
j(a = α, b) = P(b/a = α). log2
P(b/a = α)
P(b)
+ P(b/a = α). log2
P(b/a = α)
P(b)
i(a = α, b) = H(b)−H(b/a = α)
Blachman montre que j est unique en tant que mesure non-négative qui vérifie
l’égalité 2.1, tandis que i est unique en tant que mesure anti-symétrique4 qui
vérifie l’égalité 2.1. Dans [BGGB04], nous avions introduit la mesure i sous le
nom de gain informationnel.
La mesure j est l’entropie croisée entre les distributions a priori et a poste-
riori de b. Elle est traditionnellement admise comme "la" mesure de la quantité
d’information que a = α donne sur b. En particulier, la J-mesure [SG92] est
directement issue de j : J = j×P(a = α). Bien que la mesure i ait une interpré-
tation plus aisée (il s’agit de la diminution d’entropie sur b due à l’événement
a = α), on lui préfère j car i peut s’annuler en dehors de l’indépendance. Ce




Afin de supprimer la symétrie introduite par l’entropie dans la mesure i,
nous proposons d’utiliser une fonction entropique orientée Ĥ appelée entropie
réduite (voir figure 2.16) [BGGB04].
4i est anti-symétrique vis-à-vis des distributions de la variable b a priori P = {P(b)} et a
posteriori Q = {P(b/a = α)} : i(P, Q) = −i(Q, P )
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Fig. 2.15 – Représentations des mesures j et i
(I : indépendance)
Fig. 2.16 – Représentation de l’entropie réduite Ĥ(a)
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Définition 2.5 L’entropie réduite Ĥ(a) d’une variable binaire a est définie
par :
– si na ≤ n2 alors Ĥ(a) = 1,
– si na ≥ n2 alors Ĥ(a) = H(a).
On définit similairement l’entropie réduite conditionnelle d’une variable binaire
b sachant la réalisation de a :
– si nab ≤ na2 alors Ĥ(b/a = 1) = 1,
– si nab ≥ na2 alors Ĥ(b/a = 1) = H(b/a = 1).
L’entropie H(a) d’une variable a peut s’écrire comme la somme de deux
entropies réduites :
H(a) = Ĥ(a) + Ĥ(a)− 1
Contrairement à H, Ĥ est une mesure asymétrique qui évalue différemment un
déséquilibre en faveur de a et un déséquilibre en faveur de a : Ĥ(a) 6= Ĥ(a).
Plus précisément, si a est plus fréquent que a (nan ≥ nan ), alors :
– l’entropie réduite Ĥ(a) mesure l’entropie de a : Ĥ(a) = H(a) ;
– l’entropie réduite Ĥ(a) vaut 1.
Si a est moins fréquent que a (nan ≤ nan ), alors les rôles sont inversés. En d’autres
termes, Ĥ mesure une "incertitude orientée" en faveur d’une des modalités,
au sens où si cette modalité n’est pas la plus probable alors l’incertitude est
considérée comme maximale.
Indice TI
En introduisant l’entropie réduite Ĥ dans la mesure i, nous obtenons :
i(a = 1, b) = Ĥ(b) + Ĥ(b)− Ĥ(b/a = 1)− Ĥ(b/a = 1)
D’où :
i(a = 1, b) = î(a = 1, b) + î(a = 1, b)
avec î(a = 1, b) = Ĥ(b)− Ĥ(b/a = 1)
L’indice i qui mesure une diminution d’entropie H est donc la somme de deux
diminutions d’entropie réduite Ĥ :
– î(a = 1, b) qui est la diminution d’entropie réduite sur b due à a = 1,
– î(a = 1, b) qui est la diminution d’entropie réduite sur b due à a = 1.
Contrairement aux mesures i et j, î a l’avantage d’être un indice de règle au
sens de la définition 1.2 :
î(a = 1, b) = î(a → b) (voir figure 2.17)
Plus î(a → b) est élevé, plus l’événement a = 1 apporte d’information en faveur
de b = 1 et plus la qualité de la règle est garantie. Si î(a → b) est négatif,
cela signifie que l’événement a = 1 n’apporte aucune information en faveur de
b = 1, et même qu’il en "retire". En d’autres termes, l’incertitude est moindre
à prédire b = 1 au hasard qu’à prédire b = 1 en utilisant la règle. Selon nous, î
est la mesure de ce que Smyth et Goodman appellent le contenu informationnel
des règles [SG92].
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Fig. 2.17 – Représentation de l’indice de règle î en fonction de nab
Par ailleurs, à l’instar de la contribution orientée au χ2 de Lerman [Ler81]
(voir chapitre 1 page 37), î permet de distribuer l’information mutuelle moyenne
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n .̂i(a → b) est la contribution orientée de la règle a → b à l’information mu-
tuelle moyenne. Chaque règle participe à l’information mutuelle moyenne en
apportant ou retranchant sa part d’information. Comme le χ2, l’information
mutuelle moyenne peut aussi s’écrire avec les contributions des quatre règles
contraires.
Pour ces différentes caractéristiques, nous proposons de retenir l’indice î pour
mesurer la qualité des règles. Cependant, î a le désavantage d’avoir une valeur
maximale qui n’est pas fixe mais dépend de nb, ce qui rend difficile la com-
paraison de règles avec des conclusions différentes. Pour faciliter le filtrage des
règles les plus informatives, nous normalisons î en attribuant le score maximal
1 aux meilleures règles. Ceci revient à calculer le taux de réduction de l’entropie
réduite Ĥ [BGGB04].
Définition 2.6 Le taux informationnel5 (TI ) d’une règle a → b est défini
par :
TI(a → b) = Ĥ(b)− Ĥ(b/a = 1)
Ĥ(b)
si nb 6= 0
La mesure n’est pas définie si nb = n, mais ces règles sont évidemment à rejeter
(̂i est d’ailleurs nul pour ces règles). Une règle est dite informative si son taux
informationnel est strictement positif.
5Directed Information Ratio (DIR) dans [BGGB05]
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Objet écart à l’indépendance
Portée règle au sens strict
Nature descriptive
Domaine de variation ]−∞ ; 1]
Valeur pour les règles logiques 1
Valeur pour les règles à l’équilibre 1− Ĥ(b)−1 ≤ 0
Valeur pour les règles à l’indépendance 0
Tab. 2.4 – Propriétés de TI
Prise en compte de la contraposée dans l’indice TIC
En associant les taux informationnels d’une règle et de sa contraposée au sein
d’une mesure synthétique, l’indice de règle TI peut être dérivé en un indice de
quasi-implication. Afin que le contenu informationnel de la quasi-implication soit
nul dès que la règle ou sa contraposée n’est pas informative, nous avons choisi
d’utiliser la moyenne géométrique pour combiner les deux taux informationnels
en rejetant tous les taux négatifs.
Définition 2.7 Le taux informationnel modulé par la contraposée
(TIC ) d’une règle a → b est défini par :
TIC(a → b) =
√
TI(a → b)× TI(b → a) si TI(a → b) ≥ 0 et TI(b → a) ≥ 0
TIC(a → b) = 0 sinon
2.3.3 Propriétés
Taux informationnel TI
Les principales propriétés de TI sont données dans le tableau 2.4. TI est
une fonction décroissante convexe du nombre de contre-exemples. Il fait par-
tie des indices de règle "exigeants" qui diminuent rapidement dès les premiers
contre-exemples et permettent ainsi de mieux hiérarchiser les bonnes règles (plus
grande dispersion des valeurs). Comme les mesures entropiques, TI est de nature
descriptive.
Considérons une règle a → b. En faisant varier nab avec na, nb, et n fixes,
on peut distinguer deux comportements différents pour TI [BGGB04] :
– Si nb ≥ n2 , alors l’indépendance est atteinte avant l’équilibre quand nab
augmente. Le taux informationnel s’annule à l’indépendance puis admet
des valeurs négatives (figure 2.18.(A)).
– Si nb ≤ n2 , alors l’équilibre est atteint avant l’indépendance quand nab
augmente. Le taux informationnel s’annule mais n’admet pas de valeurs
négatives (figure 2.18.(B)).
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(A) nb ≥ n2 (B) nb ≤ n2
Fig. 2.18 – Représentation de TI en fonction de nab
Au sens des définitions 1.4 et 1.5 du chapitre 1, TI est un indice d’écart à
l’indépendance et non d’écart à l’équilibre. Cependant, TI permet de repérer à
la fois les situations d’indépendance et d’équilibre des règles. En effet, dans ces
situations, TI prend des valeurs négatives ou nulles (voir tableau 2.4). En ne
retenant que les taux informationnels strictement positifs (règles informatives),
l’utilisateur rejette donc toutes les règles dont l’écart à l’indépendance est
mauvais (règles entre variables corrélées négativement), mais aussi toutes
les règles dont l’écart à l’équilibre est mauvais (règles qui possèdent plus de
contre-exemples que d’exemples). La mesure doit donc être utilisée avec un
seuil strictement positif pour filtrer les règles. A notre connaissance, TI est le
seul indice de règle qui puisse rejeter à la fois indépendance et équilibre avec
un seuil fixe. C’est une approche tout à fait originale pour l’évaluation de la
qualité des règles.
Exemple. Nous reprenons l’exemple de la section 1.4.1 page 25, qui porte sur
les règles r1 = (800, 1000, 4500, 5000) et r2 = (400, 1000, 1000, 5000). Le lift
(indice d’écart à l’indépendance qui vaut 1 à l’indépendance) permet de rejeter
r1 mais pas r2 :
lift(r1) = 0.9 < 1 et lift(r2) = 2 > 1
En revanche, la confiance (indice d’écart à l’équilibre qui vaut 0.5 à l’équilibre)
permet de rejeter r2 mais pas r1 :
confiance(r1) = 0.8 > 0.5 et confiance(r2) = 0.4 < 0.5
Le taux informationnel permet quant à lui de rejeter les deux règles :
TI(r1) ' −0.5 ≤ 0 et TI(r2) = 0 ¤
Taux informationnel modulé par la contraposé TIC
Les principales propriétés de TIC sont données dans le tableau 2.5. C’est
aussi une mesure qui décroît rapidement dès les premiers contre-exemples. Le
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Objet écart à l’indépendance
Portée quasi-implication
Nature descriptive
Domaine de variation [0 ; 1]
Valeur pour les règles logiques 1
Valeur pour les règles à l’équilibre 0
Valeur pour les règles à l’indépendance 0
Tab. 2.5 – Propriétés de TIC
Fig. 2.19 – Les mesures entropiques utilisées pour évaluer des règles
taux informationnel TIC d’une quasi-implication est nul dès qu’une des deux
règles qui la constitue n’est pas informative. Ainsi, TIC permet de repérer à la
fois les situations d’équilibre pour la règle ou sa contraposée et les situations
d’indépendance.
2.3.4 Comparaisons à d’autres mesures
Comparaisons formelles
Dans cette section, nous comparons le taux informationnel TI aux mesures
issues de la théorie de l’information traditionnellement utilisées pour évaluer la
qualité des règles : l’entropie conditionnelle de Shannon, l’information mutuelle
moyenne, le coefficient d’incertitude de Theil, la J-mesure, et l’indice de Gini.
Etant donné que les quatre dernières mesures sont très similaires (voir figure
2.19), nous n’en considérons qu’une seule parmi les quatre dans les comparaisons
qui suivent. Nous choisissons la J-mesure, qui est la plus utilisée dans le contexte
des règles d’association. En ce qui concerne l’entropie conditionnelle, pour une
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(A) nb ≥ n2 (B) nb ≤ n2








T10.I4.D5k 12 5000 97688
T10.I4.D100k 1000 100000 478894
PANNES 92 2883 43930
PROFILS 30 2299 28938
Tab. 2.6 – Caractéristiques des données
règle a → b ce n’est pas la fonction H(b/a = 1) décrite à la section 2.3.1 qui
est représentée dans les comparaisons, mais la fonction complémentaire 1 −
H(b/a = 1). En effet, contrairement aux autres mesures, H(b/a = 1) attribue
ses plus petites valeurs aux meilleures règles (pour générer des règles de qualité,
l’algorithme CN2 cherche à minimiser H(b/a = 1) [CN89]).
Les figures 2.20.(A) et 2.20.(B) comparent TI à l’entropie conditionnelle et
à la J-mesure quand le nombre de contre-exemples nab augmente. Les figures
illustrent clairement que l’entropie conditionnelle et la J-mesure ne sont pas
des indices de règle, puisqu’elles peuvent croître quand les contre-exemples aug-
mentent. De plus, la J-mesure repère l’indépendance (elle s’y annule) mais pas
l’équilibre (elle peut même prendre des valeurs élevées à l’équilibre), alors que
l’entropie conditionnelle repère l’équilibre (elle s’y annule) mais pas l’indépen-
dance (elle peut même prendre des valeurs élevées à l’indépendance). Dans tous
les cas, filtrer les règles sur TI avec un seuil strictement positif suffit pour rejeter
à la fois équilibre et indépendance. Comme l’illustre la figure 2.20.(B), TI est
analogue à l’entropie conditionnelle quand nb ≤ n2 (les fonctions sont partiel-
lement identiques). C’est ce qui permet à TI de s’annuler à l’équilibre quand
nb ≤ n2 .
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T10.I4.D5k T10.I4.D100k
PANNES PROFILS
Fig. 2.21 – Distributions des mesures sur les ensembles de règles
Comparaisons expérimentales
Nous comparons les distributions de TI aux distributions d’autres mesures
sur un ensemble de règles d’association extraites à partir de quatre jeux de
données (décrits dans le tableau 2.6). Les deux premiers jeux de données ont
été créés à l’aide du générateur6 de données synthétiques d’IBM décrit dans
[AS94a], qui simule des achats dans un supermarché. Les deux autres jeux de
données sont une base de données de pannes d’ascenseurs fournie par une société
de maintenance, et une base de profils psychologiques utilisée en gestion des res-
sources humaines, appartenant à la société PerformanSe SA7. Les règles ont été
extraites à l’aide de l’algorithme Apriori [AS94a] avec un seuil de support faible
pour éviter l’élimination prématurée de règles potentiellement intéressantes (voir
chapitre 3 pour plus de détails sur l’algorithme Apriori).
Puisque nous souhaitons ici comparer les distributions des mesures, nous
choisissons des mesures qui, comme TI, ont 1 pour valeur maximale. Parmi les
mesures entropiques, seule l’entropie conditionnelle satisfait à cette condition.
Nous ajoutons donc à nos comparaisons deux indices de règle qui vérifient cette
condition : la confiance et l’indice de Loevinger (voir définitions dans le tableau
6http ://www.almaden.ibm.com/software/quest/Resources/index.shtml
7www.performanse.fr
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(A) échantillon de règles (B) échantillon de règles
extrait de T10.I4.D5k extrait de PANNES
Fig. 2.22 – Deux échantillons de règles représentés en coordonnées parallèles
1.3 page 16). Ils mesurent respectivement un écart à l’équilibre et un écart à
l’indépendance. Comme le montre la figure 2.21, le taux informationnel TI est
l’indice le plus filtrant : pour les quatre jeux de données, quel que soit le seuil
choisi entre 0 et 1, TI élimine plus de règles que les autres mesures. Ceci est
particulièrement utile pour le post-traitement de grands ensembles de règles.
Expliquons pourquoi TI est un indice très filtrant. Dans les figures 2.22
en coordonnées parallèles, chaque ligne brisée représente une règle. La figure
2.22.(A) montre des règles représentatives de T10.I4.D5k qui sont jugées bonnes
par la confiance mais pas par l’indice de Loevinger, alors que la figure 2.22.(B)
exhibe des règles de PANNES qui sont jugées bonnes par l’indice de Loevinger
mais pas par la confiance. En prenant en compte équilibre et indépendance, TI
donne de mauvaises valeurs à toutes ces règles.
2.4 Conclusion
Nous avons présenté dans ce chapitre trois nouveaux indices de règle aux
propriétés originales.
– L’indice probabiliste d’écart à l’équilibre IPEE est l’unique indice d’écart à
l’équilibre qui soit de nature statistique. Fondé sur un modèle probabiliste,
il évalue la significativité statistique de l’écart à l’équilibre.
– L’intensité d’implication entropique est une version de l’intensité d’impli-
cation corrigée pour rester discriminante sur les grands jeux de données.
Elle tient compte à la fois de l’écart à l’équilibre et de l’écart à l’indépen-
dance.
– Le taux informationnel est un indice de règle fondé sur la théorie de l’infor-
mation. Il permet de rejeter à la fois les règles dont l’écart à l’équilibre est
mauvais (règles qui possèdent plus de contre-exemples que d’exemples) et
les règles dont l’écart à l’indépendance est mauvais (règles entre variables
corrélées négativement). Des comparaisons expérimentales montrent que
le taux informationnel est une mesure très filtrante, ce qui est utile pour
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le post-traitement de grands ensembles de règles.
Ces trois indices ne sont pas concurrents : alors que le taux informationnel est
un indice descriptif (comme toutes les mesures entropiques), IPEE et l’intensité
d’implication employés conjointement permettent de réaliser une évaluation sta-
tistique complète des règles. IPEE peut être vu comme l’analogue de l’intensité
d’implication pour l’écart à l’équilibre.
D’un point de vue plus pratique, le taux informationnel et l’intensité d’im-
plication entropique sont des mesures perfectionnées qui combinent de multiples
propriétés. Elles sont tout à fait adaptées aux cas où l’utilisateur ne souhaite
employer qu’un seul indice de règle synthétique qui puisse évaluer simultané-
ment plusieurs aspects de la qualité des règles. Bien qu’elles combinent moins
de propriétés que le taux informationnel ou l’intensité d’implication entropique,
des mesures comme l’intensité d’implication ou IPEE présentent en revanche
l’avantage d’être plus intelligibles. Elles conviennent plus aux post-traitements
de règles où divers indices sont utilisés conjointement. Dans un tel cas, il est
en effet préférable d’employer des indices intelligibles qui mesurent des aspects
"orthogonaux"8 de la qualité des règles, plutôt que des indices perfectionnés
mais moins intelligibles. L’outil de visualisation de règles présenté en partie 3
exploitant plusieurs indices, ceci explique pourquoi, parmi les trois mesures pro-
posées dans ce chapitre, nous avons choisi de n’intégrer que IPEE à cet outil
(accompagné entre autres de l’intensité d’implication).
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En ECD, l’une des principales techniques produisant des connaissances sous
forme de règles est l’extraction de règles d’association, introduite par Agrawal,
Imielienski et Swami [AIS93]. Les algorithmes d’extraction de règles d’asso-
ciation exécutent tous la même tâche déterministe : étant donnés un seuil de
support minimal et un seuil de confiance minimale, produire l’ensemble exhaus-
tif de toutes les règles qui possèdent un support supérieur au seuil (contrainte
de généralité) et une confiance supérieure au seuil (contrainte de validité). De
nombreuses généralisations et adaptations des règles d’association ont aussi été
étudiées, dont les principales sont les règles d’association numériques (portant
sur des variables quantitatives) [SA96a] [FMMT01], les règles d’association gé-
néralisées (exploitant une hiérarchie de concepts) [SA95] [HF95], et les motifs
séquentiels extraits à partir de données temporelles [SA96b] [MTV97] [Zak01].
Depuis l’algorithme de référence d’Agrawal et Srikant [AS94a], nommé
Apriori1, de nombreux algorithmes ont été proposés pour extraire efficacement
des règles d’association. En parallèle, des méthodes ont été développées pour
extraire des règles "sous contraintes", c’est-à-dire avec d’autres contraintes que
1L’année où Apriori fut publié, un algorithme analogue a été proposé par Mannila, Toivo-
nen, et Verkamo [MTV94]. Les deux approches ont été réunies dans [AMS+96].
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celles du support et de la confiance. Ce chapitre passe en revue les deux types
d’algorithmes d’extraction de règles d’association.
3.1 Terminologie et notations
Nous reprenons le vocabulaire et les notations de la partie précédente :
– E est un ensemble de n individus décrits par un ensemble I = {i1, i2, ..., ip}
de variables booléennes appelées items. E est stocké dans une table dans
une base de données relationnelle (de par sa taille, E ne tient pas en
mémoire centrale).
– Une conjonction d’items est appelée un itemset, comme par exemple (i1 ∧
i4 ∧ i5). Il s’agit également d’une variable booléenne.
– Etant donnés deux itemsets a et b, nous notons na le nombre d’indivi-
dus qui vérifient a, et nab le nombre d’individus qui vérifient à la fois a et b.
De plus, nous appelons k-itemset un itemset de longueur k, c’est-à-dire un
itemset qui contient k items. Etant donné un itemset a, l’itemset b est un sur-
itemset de a si tous les items de a sont présents dans b. a est alors un sous-itemset
de b.
3.2 Règles d’association
Définition 3.1 (d’après [AS94a]) Une règle d’association est un couple
de variables booléennes (a, b) noté a → b où a et b sont des itemsets qui n’ont
pas d’item en commun.
Les règles d’association sont un cas particulier des règles introduites au cha-
pitre 1 (définition 1.1 page 12) pour deux raisons.
– Tout d’abord, les règles d’association ne s’établissent qu’entre des itemsets
et jamais entre des négations d’itemsets. Elles ne contiennent donc jamais
de disjonction, mais uniquement des conjonctions. Quelques extensions
des règles d’association aux disjonctions ont toutefois été proposées (voir
par exemple [NCJK01]).
– Ensuite, les algorithmes d’extraction de règles d’association ne prennent en
compte que la vérité des items, et jamais leur fausseté, qui est considérée
comme moins intéressante2. Ainsi, les règles d’association ne peuvent pas
contenir de négations d’items. Dans la pratique il s’agit rarement d’une
restriction, car si la fausseté d’un item particulier se révèle intéressante
pour une application, il suffit :
– soit d’intervertir dans les données l’item et sa négation,
– soit, si l’on souhaite conserver à la fois l’information vérité et l’informa-
tion fausseté, de rajouter parmi les variables qui décrivent les données
2La première application des règles d’association a été l’analyse du panier de la ménagère,
qui consiste à découvrir des combinaisons d’articles qui sont souvent achetés ensemble dans
un supermarché. Dans cette application, la fausseté des items (un article n’est pas acheté par
un client) est beaucoup trop fréquente devant la vérité (un article est acheté par un client),
ce qui explique qu’elle ne soit pas prise en compte.
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la négation de l’item.
La prise en compte systématique de la négation pour tous les items
dépasse le cadre classique de l’extraction de règles d’association, mais a
fait l’objet de différents travaux [SON98] [BBJ00] [WZZ04].
L’extraction de règles d’association est fondée sur deux mesures, le support
et la confiance [AIS93]. Nous rappelons ci-dessous leurs définitions.
– Le support évalue la généralité d’une règle. Il s’agit de la proportion d’in-
dividus qui vérifient la règle dans le jeu de données :
support(a → b) = nab
n
– La confiance évalue la validité d’une règle. Il s’agit de la proportion d’in-
dividus qui vérifient la conclusion parmi ceux qui vérifient la prémisse :
confiance(a → b) = nab
na




Etant donné un seuil de support minimal σsp, un itemset a est dit fréquent si
support(a) ≥ σsp. Etant donné un seuil de confiance minimale σcf , une règle
a → b est dite valide si confiance(a → b) ≥ σcf .
3.3 Algorithmes exhaustifs
Soient σsp et σcf les seuils de support et de confiance fixés par l’utilisateur.
Les algorithmes exhaustifs pour l’extraction de règles d’association se déroulent
en deux étapes successives :
1. Trouver tous les itemsets fréquents au seuil σsp.
2. A partir des itemsets fréquents, générer toutes les règles d’association
valides au seuil σcf .
Les différences de performances entre les algorithmes dépendent principale-
ment de la première étape, qui domine les coûts en temps et en mémoire des
algorithmes [NLHP98]. C’est donc sur l’étape 1 que se portent tous les efforts
pour l’optimisation des algorithmes d’extraction de règles d’association. L’étape
2, quant à elle, est identique quel que soit l’algorithme considéré.
3.3.1 Algorithme Apriori
Extraction des itemsets fréquents
La taille de l’espace de recherche pour l’extraction des itemsets fréquents
est exponentielle avec le nombre p d’items (il y a potentiellement 2p − 1 item-
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sets fréquents). Pour réduire cet espace, l’algorithme Apriori [AS94a] tire profit
d’une propriété d’anti-monotonie du support (voir figure 3.1) :
si un itemset n’est pas fréquent, aucun de ses sur-itemsets n’est fréquent.
L’extraction des itemsets fréquents est ainsi réalisée niveau par niveau (recherche
en largeur d’abord) : pour déterminer l’ensemble Fk des k -itemsets fréquents,
l’algorithme construit un ensemble Ck de k -itemsets candidats (c’est-à-dire sus-
ceptibles d’être fréquents) à partir de l’ensemble Fk−1 des (k -1)-itemsets fré-
quents extraits au niveau précédent (voir algorithme 3.1). Plus précisément, à
chaque niveau k, l’algorithme effectue deux opérations :
1. La génération de Ck à partir de Fk−1 (lignes 5 et 6 dans l’algorithme
3.1) : Pour construire les k -itemsets candidats, les (k -1)-itemsets fréquents
sont combinés entre eux. A partir de deux (k -1)-itemsets qui possèdent k -
2 items en commun, on génère un k -itemset en regroupant tous les items
(avec suppression des k -2 doublons). Par exemple, deux 3-itemsets (i1 ∧
i3 ∧ i4) et (i1 ∧ i3 ∧ i7) permettent de générer le 4-itemset candidat (i1 ∧
i3 ∧ i4 ∧ i7).
2. L’élagage de Ck pour déterminer Fk (lignes 7 à 13 dans l’algorithme
3.1) : Dans un premier temps, on élague Ck en réutilisant la propriété
d’anti-monotonie. En effet, un k -itemset candidat ne peut être fréquent
que si tous ses sous-itemsets de longueur k -1 sont eux-mêmes fréquents.
Tous les candidats qui ne respectent pas cette condition sont supprimés
de Ck (procédure élagagePréliminaire() dans l’algorithme 3.1). Dans
un deuxième temps, les données sont lues (un passage sur la table en base
de données) afin de déterminer le support des itemsets candidats, par le
biais d’un comptage de leurs occurrences (ligne 12). Fk est formé de tous
les itemsets candidats qui sont effectivement fréquents (ligne 13).
Au final, l’algorithme fournit l’ensemble des itemsets fréquents mais aussi leurs
supports. Ceux-ci sont nécessaires pour calculer par la suite les indices de règle.
Pour les cas où l’utilisateur n’est intéressé que par l’ensemble des itemsets fré-
quents et non par leurs supports, des algorithmes d’extraction des itemsets
fréquents maximaux ont été développés [Bay98] [GZ01] [Bur01] [TNHB00]. Les
itemsets fréquents maximaux sont les itemsets fréquents dont aucun sur-itemset
n’est fréquent. Ils permettent de retrouver facilement les itemsets fréquents,
puisque l’ensemble des itemsets fréquents est l’ensemble des itemsets fréquents
maximaux et de leurs sous-itemsets.
Dans la pratique, l’efficacité de l’algorithme Apriori dépend du seuil de sup-
port utilisé et des données étudiées. D’un point de vue qualitatif, on qualifie
les données de "creuses" (respectivement "denses") quand la vérité des items
est peu fréquente (respectivement très fréquente) en comparaison à la fausseté
(proportion des 1 par rapport aux 0 dans la matrice booléenne). Pour un seuil
de support donné :
– plus les données sont creuses, plus la propriété d’anti-monotonie est efficace
pour réduire l’espace de recherche, et plus l’algorithme peut supporter un
nombre élevé d’items décrivant les données ;
– plus les données sont denses, moins la propriété d’anti-monotonie est ef-
ficace pour réduire l’espace de recherche, et moins l’algorithme supporte
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i1 i2 i3 i4 i5
1 1 1 1 0
1 1 0 0 1
0 1 1 1 1
0 0 1 1 1
0 1 1 1 0
(A)
Seuil de support utilisé : 35
F1 = { i2 , i3 , i4 , i5 }
C2 = { i2∧ i3 , i2∧ i4 , i2∧ i5 , i3∧ i4 , i3∧ i5 , i4∧ i5 }
F2 = { i2 ∧ i3 , i2 ∧ i4 , i3 ∧ i4}
C3 = { i2 ∧ i3 ∧ i4 }
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Fig. 3.1 – Réduction de l’espace de recherche pour l’extraction des itemsets
fréquents dans l’algorithme Apriori
L’algorithme traite les données (A) contenant 5 individus décrits par 5 items.
Les ensembles d’itemsets candidats et fréquents pour le seuil de support mini-
mal 35 sont donnés en (B). L’espace de recherche complet pour l’extraction des
itemsets fréquents est représenté en (C). Seuls les itemsets entourés en rouge
sont effectivement explorés par l’algorithme (leurs occurrences sont comptées
dans les données). Le support de ces itemsets (en nombre d’occurrences) est
indiqué entre parenthèses.
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un nombre élevé d’items dans les données.
Si l’explosion combinatoire du nombre d’itemsets fréquents rend l’algorithme
inutilisable, la seule façon de pouvoir traiter les données est d’augmenter le
seuil de support.
Entrées : – BD, base de données,
– σsp, seuil de support minimal
Sorties : – L, ensemble de couples (i, sp(i))
où i est un itemset et sp(i) son support
1 F1 = extraireItemsFréquents(BD, σsp) ;
2 n = nombreIndividus(BD) ;
3 k = 2 ;
4 tant que Fk−1 6= ∅ faire
5 //Génération de Ck à partir de Fk−1 :
6 Ck = générerItemsetsCandidats(Fk−1) ;
7 //Elagage de Ck pour déterminer Fk :
8 Ck = élagagePréliminaire(Ck, Fk−1) ;
9 pour chaque individu ∈ BD faire
10 pour chaque i ∈ Ck faire




(i, i.compteurn ) | i ∈ Ck et i.compteurn ≥ σsp
}
;




16 retourne L ;
Algorithme 3.1: Extraction des itemsets fréquents dans Apriori
Génération des règles d’association
A partir d’un itemset fréquent i, l’algorithme construit toutes les règles de la
forme a → b où a et b sont deux sous-itemsets de i qui ne possèdent pas d’item
en commun et qui redonnent i par conjonction : a ∧ b = i. La confiance d’une
telle règle est calculée de la manière suivante : confiance (a → b) = support(i)support(a) .
Le fait que i soit un itemset fréquent garantit que son sous-itemset a l’est aussi,
et donc que son support est connu (déterminé à l’étape d’extraction des itemsets
fréquents). Les règles retournées par l’algorithme sont celles dont la confiance
est supérieure au seuil de confiance minimale σcf . Le support de b, qui a aussi
été déterminé à l’étape d’extraction des itemsets fréquents, peut être utilisé pour
calculer d’autres indices de règle que le support et la confiance (voir partie 1).
Par exemple, considérons l’itemset fréquent i2 ∧ i3 ∧ i4 de la figure 3.1. A
partir de cet itemset, on peut générer les six règles suivantes :
– i2 ∧ i3 → i4 (confiance = 100%)
– i2 ∧ i4 → i3 (confiance = 100%)
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– i3 ∧ i4 → i2 (confiance = 75%)
– i2 → i3 ∧ i4 (confiance = 75%)
– i3 → i2 ∧ i4 (confiance = 75%)
– i4 → i2 ∧ i3 (confiance = 75%)
Avec un seuil de confiance minimale σcf = 90%, seules les deux premières règles
sont valides et retournées par l’algorithme.
3.3.2 Autres algorithmes
L’algorithme DIC [BMUT97] est une version assouplie de Apriori dans la-
quelle les passages sur les données ne sont pas affectés exclusivement à un seul
niveau k de k -itemsets. Le principe de base est le suivant : au cours d’un passage
sur les données, si le compteur des occurrences d’un itemset est déjà suffisam-
ment élevé pour que l’on sache que celui-ci est fréquent, alors l’itemset peut
d’ores et déjà être utilisé pour générer des candidats du niveau supérieur. Ainsi,
le comptage des occurrences d’un k -itemset candidat est démarré dès que les
compteurs de tous ses sous-itemsets de longueur k− 1 sont suffisamment élevés
vis-à-vis du seuil de support. Si le comptage du nouveau candidat débute sur le
x -ième individu, il s’arrêtera sur le (x -1)-ième individu lors du passage suivant
sur les données. Au final, DIC effectue moins de passages sur les données que
Apriori.
L’algorithme Partition [SON95] est fondé sur un partitionnement des don-
nées en plusieurs corpus qui peuvent tenir en mémoire centrale. Pour qu’un
itemset soit fréquent dans les données complètes, il doit l’être au moins sur
un corpus. Partition analyse donc chaque corpus à la manière d’Apriori, mis
à part que les supports des itemsets ne sont pas déterminés par comptage des
occurrences. En effet, les corpus sont écrits dans un format mieux adapté au
traitement en mémoire centrale, qui intervertit individus et variables : au lieu
de décrire chaque individu par les items, on décrit chaque item par la liste
des individus qui le vérifient, appelée id-liste (chaque individu est désigné par
un identifiant id). Chaque itemset possède également son id-liste, et le nombre
d’occurrences d’un itemset est donné par le nombre d’entrées dans son id-liste.
Ainsi, pour déterminer le support d’un itemset i dans un corpus, il suffit de
calculer l’intersection entre les id-listes de deux de ses sous-itemsets a et b tels
que i = a∧ b. Après avoir analysé tous les corpus, Partition vérifie pour chaque
itemset qui a été trouvé fréquent sur un corpus s’il est bien fréquent dans les
données complètes. En définitive, l’algorithme effectue deux passages sur les
données complètes : un pour le partitionnement et un pour la vérification.
L’algorithme FP-growth [HPY00] a été développé pour traiter des données
denses. Il travaille non pas directement sur les données mais sur une représen-
tation condensée des données, appelée FP-tree. La représentation est construite
en parcourant l’ensemble des itemsets en profondeur d’abord (contrairement à
Apriori qui recherche en largeur). Cette étape de construction nécessite deux
passages sur les données. Ensuite, l’algorithme génère tous les itemsets fréquents
en mémoire centrale à partir de la représentation, si celle-ci peut tenir en mé-
moire.
Des comparaisons des principaux algorithmes d’extraction de règles d’asso-
ciation sont réalisées dans [HGN00] et [GZ03] sur des jeux de données réels et
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synthétiques variés. Elles montrent que si les performances relatives des algo-
rithmes peuvent varier selon les données étudiées, il n’existe pas un algorithme
qui soit globalement meilleur que les autres.
3.4 Algorithmes à contraintes
3.4.1 Contraintes
En parallèle aux algorithmes exhaustifs ont été développés des algorithmes
qui extraient les règles d’association "sous contraintes", c’est-à-dire avec des
contraintes supplémentaires à celles du support et de la confiance. Avec des
contraintes, l’utilisateur peut spécifier aux algorithmes les caractéristiques des
règles qu’il recherche (s’il y a plusieurs contraintes, elles sont associées par
conjonction). Dans le cadre de l’étude du panier de la ménagère, les contraintes
peuvent être par exemple :
1. les règles doivent conclure sur un produit dont le prix vaut au moins σ,
2. le prix total des produits en prémisse doit être inférieur au prix total des
produits en conclusion,
3. les règles ne doivent comporter que des produits textiles.
Ces exemples illustrent deux points importants. D’une part, les contraintes étu-
diées dans la littérature portent souvent sur une grandeur numérique qui carac-
térise les items (le prix des produits dans les exemples 1 et 2). D’autre part,
les contraintes sont souvent exprimées à l’aide d’une hiérarchie de concepts dé-
crivant les items ou une partie des items (dans l’exemple 3, une taxonomie des
produits qui distingue entre autres les produits textiles).
Les algorithmes à contraintes utilisent les contraintes pour réduire l’espace
de recherche à l’étape d’extraction des itemsets fréquents (l’étape de généra-
tion des règles reste identique aux algorithmes exhaustifs). Pour cela, ils tra-
duisent les conjonctions de contraintes exprimées sur les règles en conjonctions
de contraintes exprimées sur les itemsets3. Dans la suite, nous nous intéressons
à l’étape d’extraction des itemsets fréquents, et considérons que les contraintes
sont directement exprimées sur les itemsets.
Un algorithme à contraintes est optimisé pour une certaine classe de
contraintes. Les deux principales classes de contraintes qui ont été étudiées sont
les contraintes anti-monotones et monotones.
– Les contraintes anti-monotones sont définies par la propriété suivante :
si un itemset vérifie une contrainte anti-monotone, alors tous ses sous-
itemsets la vérifient aussi. Comme nous l’avons vu précédemment, la
contrainte du seuil de support minimal est une contrainte anti-monotone.
– Les contraintes monotones sont définies par la propriété suivante : si un
itemset vérifie une contrainte monotone, alors tous ses sur-itemsets la véri-
3Comme souligné dans [JB02], certaines contraintes sur les règles ne peuvent être traduites
sur les itemsets (c’est le cas par exemple de la contrainte de confiance minimale). De telles
contraintes ne sont donc pas utilisées pour réduire la taille de l’espace de recherche lors de
l’extraction des itemsets fréquents. Les algorithmes les prennent en compte uniquement après
la génération des règles, pour filtrer l’ensemble des règles obtenues.
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fient aussi. Une contrainte monotone est donc la négation d’une contrainte
anti-monotone (et vice versa).
Des exemples de contraintes sont données dans le tableau 3.1.
Contraintes monotones Contraintes anti-monotones
i ∈ S i 6∈ S
S ⊇ I S ⊆ I
mini∈S(xi) ≤ v mini∈S(xi) ≥ v




(∀i ∈ S, xi ≥ 0) (∀i ∈ S, xi ≥ 0)
longueur(S) ≥ v longueur(S) ≤ v
S est un itemset corrélé4 support(S) ≥ σsp
i est un item, I un ensemble d’items, v est une valeur numérique,
chaque item i possède une caractéristique numérique xi.
Tab. 3.1 – Quelques contraintes monotones et anti-monotones sur un itemset S
3.4.2 Algorithmes
Les algorithmes à contraintes sont pour la plupart des généralisations
d’Apriori. Ils parcourent l’ensemble des itemsets en largeur d’abord (notons
tout de même que FP-growth a été adapté en algorithme à contraintes [PH00]
[LLN02]). En fonction des contraintes utilisées, l’élagage engendré sur l’espace
de recherche n’est pas le même. Les deux paragraphes ci-dessous expliquent
comment les contraintes anti-monotones et monotones sont exploitées dans les
algorithmes.
– Puisque Apriori est conçu pour tirer profit d’une contrainte anti-
monotone, les contraintes anti-monotones peuvent être exploitées effica-
cement dans une structure d’algorithme issue d’Apriori. Une contrainte
anti-monotone peut être prises en compte :
– soit après la génération des itemsets candidats (entre les lignes 7 et 8
dans l’algorithme 3.1 page 76), si le test de la contrainte sur les itemsets
ne nécessite pas de lire les données ;
– soit après le passage sur les données (à la place de la ligne 13 dans
l’algorithme 3.1 page 76), si le test de la contrainte sur les itemsets
nécessite d’avoir lu les données (comme la contrainte de support
minimal, qui est testée ligne 13).
– Les contraintes monotones sont exploitées lors de la génération des
4Un itemset est dit "corrélé" au seuil α si P(χ2p > χ
2
0
) ≤ 1 − α, où χ2
0
est calculé sur la
table de contingence croisant les variables qui apparaissent dans l’itemset (non pas les items
binaires mais les variables d’origine qui, elles, peuvent être multimodales). Bien qu’il s’agisse
d’ensembles non ordonnés d’items et non de liaisons orientées entre items, Brin et al. nomment
ces itemsets "correlation rules" [BMS97] ou "dependence rules" [SBM98].
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candidats (procédure générerItemsetsCandidats() à la ligne 6 de
l’algorithme 3.1), mais elles sont moins évidentes à utiliser. Pour que les
performances soient bonnes, il faut en effet que la contrainte permette
d’énumérer l’ensemble des itemsets qui la vérifient uniquement à partir
de la liste des items, sans avoir à consulter les individus dans les don-
nées. Nous nommons fonction génératrice (member generating function
dans [NLHP98]) une procédure d’énumération adéquate. Par exemple, les
contraintes syntaxiques5 (définies uniquement à l’aide des items) disposent
toutes d’une fonction génératrice (comme une procédure pour énumérer la
liste des itemsets qui possèdent un item particulier), indépendamment du
fait qu’elles soient monotones ou pas. Le problème est que les contraintes
monotones ne disposent pas toutes d’une fonction génératrice. De plus,
comme indiqué dans [JB02], une contrainte monotone peut amoindrir
l’efficacité de l’élagage réalisé par les contraintes anti-monotones (voir
exemple ci-dessous). Dans cette situation, l’introduction de la contrainte
monotone dans le processus d’extraction des itemsets fréquents contribue
à augmenter la taille de l’espace de recherche au lieu de la diminuer.
Une approche qui peut même s’avérer plus efficace consiste à prendre en
compte la contrainte en post-traitement, c’est-à-dire après l’extraction
des itemsets fréquents, pour filtrer les résultats obtenus (degré zéro de
l’extraction sous contraintes).
Exemple. Considérons des données décrites par un ensemble d’items
I = {i1, i2, i3}. La contrainte anti-monotone C1 est une contrainte de
support minimal, et la contrainte monotone C2 est une contrainte qui
exige que les itemsets contiennent l’item i1. A la fin de la première
itération de l’algorithme (niveau k = 2), l’ensemble des itemsets vérifiant
les deux contraintes est F2 = {i1 ∧ i2 , i1 ∧ i3}. L’itemset i2 ∧ i3 n’est
pas dans F2 puisque, comme il ne vérifie pas la contrainte C2, il n’a pas
été généré comme itemset candidat. A l’itération suivante (niveau k = 3),
l’ensemble des itemsets candidats C3 = {i1 ∧ i2 ∧ i3} est généré, puis il
doit être élagué. Supposons que i2∧ i3 ne vérifie pas C1. Cette information
est inconnue par l’algorithme puisque cet itemset n’a pas été généré
comme candidat au niveau inférieur. Il est donc impossible de prévoir
que i1 ∧ i2 ∧ i3 ne vérifie pas non plus C1. Dans le doute, i1 ∧ i2 ∧ i3 est
conservé dans C3 et sera compté dans les données. Le problème réside
donc dans le fait que certains itemsets peuvent être écartés par une
contrainte monotone C2 alors qu’ils auraient permis à une contrainte
anti-monotone C1 d’élaguer des pans entiers de l’espace de recherche. ¤
Ces principes généraux pour l’exploitation des contraintes se retrouvent
dans différents travaux. L’algorithme CAP proposé dans [NLHP98] est opti-
misé pour des conjonctions de contraintes anti-monotones et de contraintes suc-
cintes (une classe de contraintes qui ont l’avantage de posséder une fonction
génératrice). Dans [JB02] est présenté un algorithme générique qui exploite des
conjonctions de contraintes anti-monotones et monotones. Plusieurs algorithmes
sont également proposés dans [SVA97] pour des conjonctions ou disjonctions
de contraintes syntaxiques qui imposent (contrainte monotone) ou interdisent
(contrainte anti-monotone) la présence d’un item dans les itemsets. Les algo-
5Ces contraintes sont aussi appelées métarègles [KHC97], ou templates [KMR+94].
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rithmes développés dans [BMS97] et [GLW00] exploitent la contrainte monotone
des "itemsets corrélés"4 avec d’autres contraintes (au moins une anti-monotone),
mais ils n’extraient que les itemsets minimaux. Au final, malgré ces différents
travaux, trouver la meilleure façon d’exploiter des combinaisons de contraintes
anti-monotones et monotones quelles que soient les données reste un problème
ouvert.
3.5 Quelle approche choisir ?
Si l’utilisateur veut exploiter des contraintes pour cibler un profil de règles
qui l’intéresse, deux solutions s’offrent à lui :
1. exécuter un algorithme à contraintes ;
2. exécuter un algorithme exhaustif, puis appliquer les contraintes lors des
post-traitements pour filtrer les règles produites [HG02] [GdB99].
La solution 1 présente deux avantages. Tout d’abord, l’utilisateur peut fixer
des contraintes qui élaguent grandement l’espace de recherche, ce qui permet
d’éviter de consommer des ressources et du temps pour des règles qui n’inté-
ressent pas l’utilisateur. Si l’explosion combinatoire du nombre d’itemsets fré-
quents rend impossible l’exécution des algorithmes exhaustifs, la seule façon
de pouvoir traiter les données avec le même seuil de support est ainsi d’es-
sayer une approche par contraintes. Ensuite, puisque l’élagage ne repose pas
que sur la contrainte de support minimal, il est possible avec les algorithmes à
contraintes d’utiliser des seuils de support plus faibles (ou de traiter des données
plus denses). Par exemple, des règles très spécifiques peuvent être découvertes
par un algorithme à contraintes alors qu’elles n’auraient jamais pu être extraites
par un algorithme exhaustif de type Apriori, à cause de l’explosion combinatoire.
Les règles très spécifiques traduisent souvent des tendances dans les données to-
talement inconnues pour l’utilisateur, ce qui en fait pour lui des connaissances
précieuses [Fre98].
Mais la solution 2 a aussi ses avantages. Le premier est que, nous l’avons vu,
les algorithmes à contraintes ne peuvent pas toujours exploiter les contraintes
non anti-monotones de manière optimale, si bien que prendre en compte ces
contraintes après l’étape d’extraction des itemsets fréquents peut s’avérer plus
rapide (ce qui revient à la solution 2). Le second avantage tient à la nature inter-
active et itérative de l’ECD. Lors d’un processus d’ECD, l’utilisateur effectue de
multiples extractions successives, chaque nouvelle requête dépendant des résul-
tats des extractions précédentes. Si un algorithme exhaustif parvient à s’exécuter
jusqu’à son terme, alors tous les itemsets fréquents sont extraits une fois pour
toute et disponibles pour toute requête ultérieure. Quelle que soit la succession
d’extractions que l’utilisateur demandera par la suite, il suffira pour y répondre
(du moment que le seuil de support n’est pas abaissé) de générer les règles à par-
tir des itemsets déjà extraits, ce qui est l’étape rapide de l’extraction de règles
d’association. En conséquence, à condition que l’étape d’extraction des itemsets
fréquents puisse s’exécuter complètement, que l’utilisateur s’accommode de la
durée de cette étape, et qu’il accepte de ne pas diminuer le seuil de support
minimal par la suite, la solution 2 peut aussi favoriser les temps de réponses
[HG02] [GdB99].
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3.6 Conclusion
Les algorithmes qui ont été développés pour l’extraction de règles d’asso-
ciation se répartissent en deux catégories : les algorithmes exhaustifs et les al-
gorithmes à contraintes. Dans l’absolu, aucune des deux approches ne surpasse
clairement l’autre, les performances en temps et en mémoire dépendant des pa-
ramètres d’extraction et des données étudiées. Dans la pratique, un algorithme
exhaustif est une solution convenable si les données étudiées sont creuses ou si
l’utilisateur peut s’accommoder d’un temps de traitement long. Sinon, il n’y a
pas de marche à suivre générale. La majorité des logiciels d’ECD implémentent
uniquement des algorithmes exhaustifs.
Nous verrons au chapitre 6 que dans l’outil d’exploration de règles réalisé
dans le cadre de cette thèse, nous avons opté pour des algorithmes à contraintes
mais qui exploitent uniquement des classes très spécifiques de contraintes, qui
élaguent grandement l’espace de recherche.
Visualisation interactive des
règles : Proposition d’une
méthodologie 4
“Data graphics can do much more than simply substitute for small
statistical tables. At their best, graphics are instruments for reasoning
about quantitative information. Often the most effective way to describe,
explore, and summarize a set of numbers –even a very large set– is to look
at pictures of those numbers. Furthermore, of all methods for analyzing
and communicating statistical information, well-designed data graphics are
usually the simplest and at the same time the most powerful.”
Edward R. Tufte (The Visual Display of Quantitative Information, 1983).
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Les algorithmes de fouille de données produisent des règles d’association
en si grandes quantités que l’utilisateur ne peut généralement pas les exploiter
directement. En analyse du panier de la ménagère par exemple, il n’est pas
rare d’obtenir des millions de règles portant sur plusieurs milliers d’items. Le
post-traitement des résultats se révèle donc particulièrement crucial avec les
règles d’association : de son efficacité à aider l’utilisateur à explorer cette masse
d’information dépend la réussite de tout le processus ECD.
Dans les travaux dédiés au post-traitement des règles d’association, c’est
souvent par visualisation des règles que s’effectue le post-traitement. Plus géné-
ralement, la visualisation est un moyen efficace d’introduire de la subjectivité
dans chaque étape du processus ECD [FGW01]. Les représentations visuelles
peuvent être exploitées :
– soit en tant que méthode de fouille de données à part entière, ce qui est
souvent appelé visual data mining [Kei02] ;
– soit en collaboration avec des algorithmes de fouille de données pour facili-
ter et accélérer l’analyse des données étudiées, des résultats intermédiaires,
ou des connaissances produites [Agg02] [Shn02] [HHC03].
La visualisation des règles d’association rentre dans ce dernier cas de figure.
Dans ce chapitre, nous proposons une méthodologie pour la visualisation
interactive des règles d’association, conçue pour faciliter la tâche de l’utilisateur
confronté à de grands ensembles de règles. Elle est fondée sur :
– des principes de visualisation d’information pour la construction de repré-
sentations visuelles efficaces [Ber67] ;
– des principes cognitifs de traitement de l’information dans le contexte des
modèles de décision [Mon83].
Après un état de l’art sur le post-traitement des règles d’association, nous pré-
sentons en section 4.2 des travaux de visualisation d’information concernant
l’élaboration d’outils de visualisation, et plus particulièrement la conception des
représentations. La section 4.3 est consacrée plus particulièrement à deux ten-
dances récentes de la visualisation d’information qui peuvent s’avérer utiles pour
l’exploration de grands ensembles de règles : les représentations 3D et la réalité
virtuelle. Enfin, nous étudions en section 4.4 les contraintes cognitives de l’uti-
lisateur lors du post-traitement des règles d’association, puis proposons notre
méthodologie pour la visualisation interactive des règles d’association.
4.1 Post-traitement des règles d’association : état
de l’art
A la sortie des algorithmes de fouille de données, les ensembles de règles d’as-
sociation sont de simples listes textuelles. Chaque règle consiste en un itemset
qui constitue la prémisse, un itemset qui constitue la conclusion, et les valeurs
numériques du support et de la confiance (voir chapitre 3). Les trois principales
approches pour le post-traitement des règles d’association sont les suivantes :
1. évaluer, ordonner, et filtrer les règles avec des indices autres que le support
et la confiance ;
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2. organiser une exploration interactive des règles pour l’utilisateur ;
3. représenter les règles sous forme graphique.
La première partie de cette thèse est entièrement consacrée à l’approche 1. Ci-
dessous, nous nous intéressons aux approches 2 et 3.
4.1.1 Exploration interactive des règles
Explorateurs de règles
Différents "explorateurs de règles" ont été développés pour aider l’utilisa-
teur dans le post-traitement des règles. A l’instar des explorateurs de fichiers, ce
sont des interfaces interactives qui présentent l’information sous forme textuelle.
L’idée a d’abord été proposée par Mannila et al. [KMR+94], puis implémentée
dans le logiciel TASA pour l’analyse des pannes d’un réseau de télécommunica-
tion [KMT96]. A l’aide de l’explorateur de règles intégré à TASA, l’utilisateur
peut isoler les règles qui l’intéressent en ajustant des seuils sur des indices de
règle et en spécifiant certaines contraintes syntaxiques (contraintes indiquant
les items qui doivent apparaître ou ne pas apparaître dans les règles). Dans
[MLW00], l’explorateur exploite un résumé de l’ensemble des règles obtenu par
la méthode de [LHM99]. En sélectionnant une règle dans le résumé, l’utilisa-
teur peut accéder aux règles plus spécifiques correspondantes. L’exploration des
règles passe donc par la visite du résumé.
Fig. 4.1 – L’explorateur de règles IRSetNav
[FR04]
Plus récemment, un explorateur de règles doté de nombreuses fonctionnalités
a été présenté dans [FR04] (figure 4.1). Il permet de filtrer les règles par des
contraintes syntaxiques plus ou moins générales, puisqu’elles peuvent prendre
en compte une taxonomie des items. L’outil propose également à l’utilisateur de
programmer les indices de règle de son choix pour trier et filtrer les règles. De
plus, l’utilisateur a la possibilité de sauvegarder les règles qu’il juge intéressantes
au fur et à mesure de son exploration. Un autre explorateur de règles est présenté
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dans [TA02], mais il ne s’agit pas d’un outil générique. Il est destiné à l’analyse
de données d’expression de gènes issues de puces à ADN, et repose sur un
système de contraintes syntaxiques très complet pouvant prendre en compte
une taxonomie des gènes.
Certains explorateurs de règles exploitent des indices de règle subjectifs, et
peuvent ainsi tirer profit des connaissances de l’utilisateur sur les données. Par
exemple, dans [LH96] et [LHWC99], l’explorateur ordonne les règles ou classe
les règles en catégories selon qu’elles contredisent plus ou moins les croyances
de l’utilisateur. Ces croyances sont exprimées différemment dans les deux ap-
proches.
– Dans [LH96], les croyances sont constituées des règles que l’utilisateur a
jugées valides lors des explorations précédentes. Ces règles sont converties
dans une représentation floue (fuzzification), sous le contrôle de l’utilisa-
teur, pour plus de souplesse lors de la comparaison aux autres règles.
– Dans [LHWC99], une syntaxe est proposée pour que l’utilisateur puisse
exprimer ses croyances avec différents degrés de précision. Une taxonomie
des items peut être exploitée.
La principale limite des explorateurs de règles réside dans le mode de présen-
tation textuel, qui ne convient pas à l’étude de grandes quantités de règles. Ces
outils ont également le défaut de n’implémenter qu’un faible nombre d’indices
de règle (trois maximum, souvent deux, mis à part [FR04]). Comme nous l’avons
vu en partie 1, la qualité des règles se mesure pourtant selon de multiples points
de vue.
Langages de requête
Le concept de base de données inductive a été introduit par Imielinski et
Mannila dans leur article fondateur [IM96]. L’idée est d’enrichir les systèmes
de gestion de bases de données pour qu’ils intègrent les méthodes de fouille de
données. En d’autres termes, il s’agit de développer un langage de requêtes pour
la fouille de données, généralisation de SQL qui permettrait de créer et mani-
puler les données mais également les connaissances extraites des données (des
classifieurs, des ensembles de règles, les clusters issus de segmentations, etc.).
Pour l’utilisateur, tout se passe comme s’il requêtait une base contenant à la fois
données et connaissances, sans se soucier de savoir si les connaissances sont ef-
fectivement stockées dans la base ou bien générées dynamiquement à partir des
données. Les bases de données inductives sont donc un projet ambitieux, mais
difficile. Malgré les recherches effectuées depuis 1996 (bien souvent sur l’extrac-
tion de motifs fréquents –voir par exemple [Rae02] et [JB02]), de nombreux défis
restent à relever. L’évaluation et l’optimisation des requêtes, en particulier, sont
ardues. Avec les règles d’association par exemple, nous avons vu au chapitre 3
qu’il est difficile d’optimiser l’extraction des règles pour des contraintes qui, par
essence, ne sont pas connues à l’avance (voir section 3.5 page 81).
Dans le cadre des bases de données inductives, plusieurs langages de requête
ont été développés pour créer et manipuler des règles d’association, comme
MSQL [IV99], DMQL [HFW+96], MINE RULE [MPC98], et XMINE [BCKL02].
Ces langages permettent d’effectuer l’extraction et/ou le post-traitement des
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Fig. 4.2 – Une matrice itemset-à-itemset
règles d’association sous le contrôle de l’utilisateur. Toutefois, pour ce qui
concerne le post-traitement des règles, les langages de requête sont peu pra-
tiques (voir [BBMM02] pour une étude expérimentale), de la même façon que
SQL utilisé seul ne convient pas à l’analyse de données.
4.1.2 Visualisation des règles
Les méthodes et outils de visualisation de règles décrits ci-dessous com-
portent généralement des fonctionnalités basiques de tri et de filtrage des règles,
en fonction des items qui les constituent ou bien selon quelques indices de règle
(peu d’indices en fait : le support, la confiance, et parfois une troisième mesure
comme le lift).
Une première méthode de visualisation des règles d’association est la repré-
sentation par matrice. [HW01] et le groupe de recherche Quest1 [AAB+96], ainsi
que les logiciels DBMiner2 [Han98], MineSet3 [BQK97], Enterprise Miner4, et
DB2 Intelligent Miner Visualization5, en donnent différentes implémentations.
Dans une matrice itemset-à-itemset (figure 4.2), chaque colonne correspond à
un itemset en prémisse et chaque ligne à un itemset en conclusion. Une règle
entre deux itemsets est symbolisée dans la cellule à l’intersection par un objet
2D ou 3D dont les caractéristiques graphiques (généralement les dimensions et
la couleur) représentent des indices de règle. Cette technique de visualisation a
été améliorée en matrices item-à-règle [WWT99], où chaque ligne correspond à
un item et chaque colonne à une règle (figure 4.3). La cellule à l’intersection d’un
item et d’une règle est pleine ou vide suivant que l’item appartient ou non à la
règle, la couleur de remplissage indiquant si l’item participe à la prémisse ou à
la conclusion. La matrice est complétée par deux lignes qui indiquent le support
et la confiance de chaque règle par la hauteur de barres dessinées en trois di-
mensions. Par rapport aux matrices itemset-à-itemset, les matrices item-à-règle
sont moins encombrées et permettent une meilleure représentation des règles de
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Fig. 4.3 – Une matrice item-à-règle dans [WWT99]
Fig. 4.4 – Un graphe d’items
qu’elles atteignent des tailles considérables dans le cas de grands ensembles de
règles portant sur de nombreux items.
Les ensembles de règles d’association peuvent également être visualisés à
l’aide d’un graphe6 orienté (voir [KMR+94], [RR00], et les logiciels DBMiner2
[Han98], CHIC7 [CG05], et DB2 Intelligent Miner Visualization5). Dans ce type
de représentations, les noeuds et les arcs symbolisent respectivement les items
et les règles (voir figure 4.4 où les lettres désignent des items). Les indices de
règle sont données par les arcs, par exemple avec la couleur ou l’épaisseur. Dans
[HDH+], la méthode est implémentée en 3D avec un algorithme de type masses-
6Pour des règles de plus de deux items, il s’agit en fait d’un hypergraphe : les arcs peuvent
contenir plusieurs branches pour relier plusieurs items en prémisse à plusieurs items en conclu-
sion.
7www.ardm.asso.fr/CHIC.html
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Fig. 4.5 – Un graphe d’itemsets
ressorts8 qui optimise le placement des noeuds dans l’espace. Si la représentation
par graphe a le mérite d’être très intuitive, elle admet deux principales limites.
D’abord, elle fait implicitement apparaître les règles comme des relations tran-
sitives, alors que dans le cas général, les règles ne sont pas transitives (avec la
plupart des indices de règle, la qualité des règles ne se propage pas par tran-
sitivité). Ensuite, elle ne convient pas non plus à la visualisation de grands
ensembles de règles portant sur de nombreux items : le graphe est surchargé
de noeuds et d’arcs qui se croisent, d’autant plus si des règles de plus de deux
items sont considérées. En réponse à ce problème est proposée dans [Leh00] une
représentation dynamique qui est un sous-graphe du treillis des itemsets. Dans
ce graphe, les noeuds ne représentent pas les items mais les itemsets, de telle
façon qu’une règle (A ∧ B) → (C) est symbolisée par un arc entre les noeuds
(A∧B) et (A∧B∧C) (figure 4.5). Le graphe résultant est acyclique et comporte
plus de noeuds mais moins de croisements d’arcs. L’utilisateur peut développer
dynamiquement le graphe à sa guise en interagissant avec les noeuds.
Les autres méthodes de représentation de règles d’association ne concernent
pas la visualisation de l’ensemble exhaustif des règles qui peuvent être extraites
à partir d’un jeu de données. Etant donné quelques variables9, ces méthodes
ne représentent que le sous-ensemble des règles qui comportent uniquement
ces variables. Elles permettent une étude approfondie d’un nombre limité de
règles (la représentation devient rapidement inexploitable si trop de variables
sont considérées), en particulier en montrant comment elles sont affectées par
le changement des modalités des variables. Par exemple, la représentation dite
en mosaïque pour les tables de contingence (mosaic display) a été adaptée aux
règles d’association dans [HW01], chaque règle étant représentée par un rec-
tangle dont l’aire est le support et la hauteur est la confiance (voir figure 4.7).
Des techniques inspirées des coordonnées parallèles sont également utilisées pour
visualiser des règles d’association [KT01] ou de classification10 [HAC00]. Les
8Les noeuds sont considérés comme les masses, et la raideur du ressort entre deux masses
est égal à la fréquence jointe (support) des deux items correspondant. Le graphe obtenu
correspond à un état d’équilibre du système masses-ressorts. Ce type d’algorithme de dessin
de graphe a été proposé initialement dans [Ead84].
9Nous rappelons que nous distinguons dans nos appellations les notions de variables et
d’items (voir chapitre 1). Les variables sont les descripteurs qui se trouvent dans les données
d’origine, elles peuvent être multimodales. Les items sont les descripteurs binaires issus du
codage disjonctif des variables, chaque item correspondant à une modalité d’une variable.
10Les règles de classification sont des règles qui concluent toutes sur la même variable.
Contrairement aux règles d’association, les règles de classification sont extraites par des algo-
rithmes supervisés.
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(a) DBMiner [Han98] (b) Mineset3
(c) Enterprise Miner4 (d) DBMiner [Han98]
(e) DB2 Intelligent Miner Visualization5 (f) PerformanSe-FELIX [Leh00]
Fig. 4.6 – Visualisation de règles d’association par matrices (a, b, c) ou graphes
(d, e, f) dans quelques logiciels
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Fig. 4.7 – Représentation en mosaïque pour les règles (d’après [HW01])
Les règles représentées portent sur les items heineken, coke, et chicken en prémisse, et
sardines en conclusion. La prémisse et la conclusion des règles se lisent respectivement
sur l’axe horizontal et sur l’axe vertical. Le premier rectangle à gauche indique que
la règle (heineken = 0 ∧ coke = 0 ∧ chicken = 0) → (sardines = 1) possède une
confiance d’environ 40% (partie inférieure du rectangle), tandis que la règle contraire
(heineken = 0 ∧ coke = 0 ∧ chicken = 0) → (sardines = 0) possède une confiance
d’environ 60% (partie supérieure du rectangle). Le dernier rectangle à droite indique
quant à lui une règle beaucoup plus forte : (heineken = 1 ∧ coke = 1 ∧ chicken =
1) → (sardines = 1) avec une confiance d’environ 100%. La règle contraire possède
une confiance quasi-nulle.
variables sont représentées par des axes parallèles sur lesquels sont répartis les
items, et chaque règle est symbolisée par une ligne brisée qui coupe les axes
parallèles au niveau des items qu’elle contient. Les indices de règle peuvent être
indiqués par l’épaisseur ou la couleur de la ligne, ou bien par des axes supplé-
mentaires.
4.2 Visualisation d’information
4.2.1 Modélisation des outils de visualisation
Dans [CMS99], Card, Mackinlay, et Shneiderman proposent un modèle géné-
rique des outils informatiques de visualisation d’information. Il consiste en une
suite de traitements interactifs permettant de passer des données en entrée à
une visualisation en sortie : les transformations sur les entrées, puis l’encodage
graphique, puis les transformations sur la vue (voir figure 4.8). Les données
en entrée sont un ensemble d’individus décrits par des variables qui peuvent
être qualitatives nominales, qualitatives ordinales, ou quantitatives. L’utilisateur
contrôle chacune des transformations en interagissant avec l’outil de visualisa-
tion (directement dans l’interface où s’affiche la vue, ou bien dans une interface
séparée).
1. Les transformations sur les entrées sont les traitements à effectuer sur les
données avant qu’elles ne soient visualisées (sélection d’individus ou de
11www.inxight.com
92 Chapitre 4 - Visualisation interactive des règles
Fig. 4.8 – Modèle de [CMS99] pour la visualisation d’information
sans distorsion avec distorsion
Fig. 4.9 – Exemple de distorsion fish eye
Fig. 4.10 – Visualisation d’un arbre dans un plan hyperbolique
avec le logiciel Inxight StarTree11
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variables, regroupement d’individus, formatage de variables, ordonnance-
ment des modalités d’une variable, etc.). Pour ce qui concerne ces transfor-
mations, les techniques d’interaction les plus courantes sont les suivantes :
– le filtrage dynamique (introduit dans [WS92]), qui consiste à sélection-
ner les individus à visualiser par des requêtes dynamiques (l’affichage
est mis à jour instantanément) portant sur les variables et soumises
généralement par l’intermédiaire de cases à cocher (pour des variables
qualitatives) ou de sliders (pour des variables quantitatives) [AS94b] ;
– le détail à la demande, qui consiste à choisir un élément dans la re-
présentation et à faire apparaître des informations supplémentaires le
concernant (souvent dans une fenêtre de type pop-up ou infobulle) ;
– le brushing, qui consiste à inclure dans ou exclure de la visualisation
tout un sous-ensemble d’individus sélectionnés par l’utilisateur à l’aide
du pointeur [Wil96].
2. L’encodage graphique est le coeur de la visualisation d’information : il
s’agit de réécrire les données sous forme d’objets graphiques en associant
à chaque variable dans les données une variable graphique (une position,
une longueur, une aire, une couleur, une luminosité, une saturation12,
une forme, une texture, un angle, une courbure...). Les objets graphiques
peuvent être de zéro à trois dimensions, c’est-à-dire un point, une
ligne, une surface, ou un volume. L’évolution des objets dans le temps
(modification des variables graphiques) peut constituer une dimension
supplémentaire.
Pour ce qui concerne l’encodage graphique, les interactions consistent à
modifier les associations entre données et graphisme (comme par exemple
changer de variable sur un axe). Une interface classique pour cela consiste
à présenter à l’utilisateur un graphe dont les noeuds symbolisent les
variables des données et les variables graphiques, et dont les arcs sont
fixés par l’utilisateur pour indiquer les associations choisies.
3. Les transformations sur la vue concernent la présentation des objets gra-
phiques à l’utilisateur. La vue affichée à l’écran peut être en 3D (même si
les objets graphiques ne sont pas en 3D) ou en 2D. Pour ce qui concerne les
transformations sur la vue, les techniques d’interaction les plus courantes
sont les suivantes :
– le contrôle du point de vue, qui s’effectue par translation, rotation, ou
zoom, et peut être exocentrique (l’utilisateur déplace la représentation
alors que le point de vue est fixe) ou bien égocentrique (l’utilisateur
déplace le point de vue alors que la représentation est fixe) ;
– les vues multiples (overview+details), qui permettent à l’utilisateur
d’avoir une vue globale et une vue détaillée sur la même représentation
par deux fenêtres (le brushing effectué dans une vue est aussi visible
dans l’autre, c’est ce qu’on appelle le linking+brushing) [Shn96] ;
– les techniques dites focus+context qui intègrent les détails dans la vue
globale en les révélant autour du focus (point d’intérêt) de l’utilisateur,
12Ce que l’on appelle communément "couleur" regroupe en fait trois notions différentes :
la couleur (est-ce rouge ? jaune ? bleu...), la luminosité (est-ce plus ou moins clair ?), et la
saturation (est-ce plus ou moins intense ?) [Wil05].
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soit par affichage direct (fish eye filtrant, introduit dans [Fur86]),
soit par distorsion de la vue (fish eye déformant [SB92] et plans
hyperboliques13 [LRP95], voir figures 4.9 et 4.10).
Certaines techniques combinent plusieurs types de transformations. Par
exemple, le zoom sémantique est un zoom (transformation sur la vue) qui
change les données visualisées (transformation sur les entrées) : plus l’utili-
sateur zoome et plus le niveau de détail des données s’élève [HBL01]. Il est
donc possible de zoomer continuellement tant que le niveau de détail le plus
faible n’est pas atteint. Ce type d’outils de visualisation est appelé interfaces
zoomables.
Au regard du modèle de Card, Mackinlay, et Shneiderman, nous pouvons
formaliser les différences entre les méthodes de post-traitement de règles d’as-
sociation ainsi :
– les méthodes d’exploration de règles (section 4.1.1) sont réduites aux trans-
formations sur les entrées ;
– les méthodes de visualisation de règles (section 4.1.2) comportent bien sûr
un encodage graphique et des transformations sur la vue, mais restent
pauvres en ce qui concerne les transformations sur les entrées.
Comme nous le verrons à la section 4.5, la méthodologie proposée dans cette
thèse pour le post-traitement de règles instancie le modèle dans ses trois com-
posantes.
4.2.2 Principes de visualisation de Bertin
Plusieurs auteurs ont proposé des classifications des encodages graphiques
dans le but de déterminer les encodages les plus efficaces en fonction des va-
riables à représenter. Parmi ces travaux, ceux de Cleveland [CM84] puis Wil-
kinson [Wil05] font référence pour ce qui concerne les graphiques statistiques
(diagrammes, nuages de points, etc.). Un second courant est issu de la carto-
graphie, avec les travaux de MacEachren [Mac95] et surtout Bertin, dont la
Sémiologie graphique [Ber67] est considérée comme la première théorie structu-
rale des graphiques. Bien que Bertin couchait ses représentations sur du papier,
ses principes font toujours référence pour la visualisation sur ordinateur. Pour
ce qui concerne la visualisation, nous nous appuyons principalement dans cette
thèse sur les travaux de Bertin.
Les variables graphiques étudiées par Bertin dans [Ber67] sont la position, la
taille, la luminosité, la texture, la couleur, l’orientation, et la forme. La position
13Le plan hyperbolique est un plan possédant toutes les propriétés du plan euclidien mis
à part que par un point extérieur à une droite on peut tracer plusieurs parallèles. Un tel
plan peut être défini de la manière suivante : les points du plan hyperbolique sont les points
intérieurs d’un disque (euclidien), et les droites du plan hyperbolique sont les cercles perpendi-
culaires au disque. L’intérêt des plans hyperboliques pour la visualisation est qu’ils permettent
de représenter des entités non bornée (comme une droite) dans une surface de visualisation
bornée.
14La variation d’orientation des traits est sélective s’il s’agit de traits isolés, ou bien de
traits juxtaposés pour représenter des lignes (lignes hachurées), mais pas s’il s’agit de traits
juxtaposés pour représenter des surfaces (surfaces hachurées).

















associative sélective ordonnée quantitative
Position ¥ ¥ ¥ ¥
Taille ¥ ¥ ¥
Luminosité ¥ ¥




Les ¥ indiquent quelles variables graphiques sont adaptées
à la représentation de quelles variables dans les données.
Tab. 4.2 – Adéquation entre variables graphiques et variables à représenter
(d’après Bertin [Ber67])
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joue un rôle particulier en visualisation puisqu’il s’agit de l’information visuelle
perceptivement dominante dans une représentation [Ber67] [CMS99] [Wil05].
Les six autres variables (voir tableau 4.1) sont appelées "variables rétiniennes"
par Bertin car il est possible de percevoir leurs variations sans mettre à contri-
bution les muscles du système optique, contrairement à la position. Pour ce qui
concerne la taille, il est à noter que cette variable graphique désigne davantage
des surfaces que des longueurs. En effet, comme l’écrit Bertin, "c’est la variation
de surface qui constitue le stimuli sensible de la variation de taille" [Ber67]. Les
encodages graphiques fondés sur des surfaces sont donc plus pertinents que les
encodages fondés sur des longueurs. Remarquez que dans certains cas, la varia-
tion de surface se ramène à la variation d’une seule longueur (comme dans un
diagramme en barres, où tous les rectangles ont un côté de même longueur).
Afin d’estimer les différentes possibilités d’encodage avec ces sept variables
graphiques, Bertin identifie quatre attitudes envisageables pour une personne
face à des données [Ber67] :
– la perception associative, lorsque l’utilisateur cherche à regrouper les dif-
férentes modalités d’une variable nominale pour pouvoir les repérer toutes
ensemble ;
– la perception sélective, lorsque l’utilisateur cherche à distinguer les diffé-
rentes modalités d’une variable nominale ;
– la perception ordonnée, lorsque l’utilisateur cherche à percevoir l’ordre des
modalités d’une variable ordinale ;
– la perception quantitative, lorsque l’utilisateur cherche à percevoir les rap-
ports entre les valeurs d’une variable quantitative.
Bertin synthétise ses principes de visualisation dans le tableau 4.2, qui montre
l’adéquation entre variables graphiques et variables à représenter.
4.3 Visualisation d’information en 3D et en réa-
lité virtuelle
4.3.1 2D ou 3D?
Le choix entre représentations 2D et 3D en visualisation d’information reste
une question ouverte [CMS99] [Che04]. Ceci s’explique en particulier par le fait
que l’efficacité d’une visualisation dépende grandement de la tâche de l’utili-
sateur [CFB91]. De plus, si les représentations 3D sont bien souvent plus at-
trayantes, l’utilisation de la 2D a en sa faveur une longue et fructueuse expé-
rience en visualisation d’information. D’une manière générale, les avantages de
la 2D sur la 3D sont les suivants :
– Les représentations 2D sont plus faciles à appréhender que les représenta-
tions 3D. Il est en effet très facile de se "perdre" dans une représentation
3D (d’où l’intérêt de placer des points de repère dans la scène et de brider
les possibilités de navigation de l’utilisateur) [Che04]. De plus, la percep-
tion de la profondeur dans une représentation 3D n’est pas triviale (par
exemple, un objet de taille moyenne à l’écran représente-t-il un petit objet
à l’avant de la scène ou un gros objet à l’arrière de la scène ?). Générale-
ment, du fait de la profondeur, une représentation 3D comporte également
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des occultations entre les objets graphiques qui la composent.
– Les capacités de traitement requises pour produire et faire évoluer une
représentation sont généralement moins élevées dans le cas de la 2D que
dans le cas de la 3D [HHC03]. En particulier, la simulation de la notion
de profondeur dans une représentation 3D impose de calculer les perspec-
tives, les incidences des ombres et des lumières, le rendu des textures, les
occultations, etc.
– Les représentations 2D peuvent être explorées avec des interfaces clas-
siques clavier/souris, alors que les interfaces de navigation dédiées aux
scènes 3D (qui peuvent prendre en compte jusqu’à six degrés de liberté)
sont moins répandues, beaucoup moins standardisées, et moins simples
d’utilisation (voir [FMP01] pour un tour d’horizon). Les interfaces logi-
cielles qui permettent de naviguer dans des scènes 3D à l’aide d’une simple
souris sont généralement jugées peu efficaces.
Cependant, les avantages de la 3D sont les suivants :
– Alors qu’une représentation 2D est restreinte aux dimensions de l’écran,
la dimension supplémentaire en 3D offre un point de vue vers l’infini,
créant ainsi un large espace de travail pouvant contenir une grande quan-
tité d’information15 [CMS99]. Dans cet espace, les informations les plus
importantes peuvent être placées à l’avant de la scène (objets les plus
visibles) et ainsi mises en valeur par rapport aux informations moins im-
portantes placées derrière (objets moins visibles). C’est pour cette raison
que les représentations 3D sont parfois considérées comme des approches
focus+context.
– Les objets d’une représentation 3D peuvent être plus complexes qu’en
2D. Ils possèdent plus de caractéristiques graphiques, et donc peuvent
symboliser plus d’informations. En particulier, dans une représentation
2D, un objet n’est visible que sous un seul point de vue, alors qu’en 3D il
est possible d’observer différentes faces du même objet.
– La navigation (contrôle du point de vue) dans une scène 3D est très
intuitive, puisqu’il est possible de laisser l’utilisateur se "promener" dans
la scène. L’utilisation de systèmes de visualisation immersifs comme un
visiocube (cave) ou un visiocasque accentue encore davantage le caractère
pseudo-naturel de la navigation de l’utilisateur [FMP01] [WS02].
Peu de recherches sont consacrées à la comparaison entre 2D et 3D. Pour ce
qui concerne la visualisation statique (non interactive) de graphes statistiques,
les représentations 3D (bien souvent des diagrammes en cylindres ou en paral-
lélépipèdes à la place de diagrammes en barres) sont généralement déconseillées
depuis les influentes publications de Tufte [Tuf83] et Cleveland [CM84]. Pour-
tant, les travaux de psychologie expérimentale de Spence [Spe90] et Carswell
et al. [CFB91] montrent qu’il n’existe pas de différence significative de préci-
sion entre la 2D et la 3D pour la comparaison de grandeurs numériques. Sous
certaines conditions, l’information est même traitée plus rapidement lorsqu’elle
est représentée en 3D plutôt qu’en 2D [Spe90]. Pour la perception de tendances
15Toutefois, qu’il s’agisse de 2D ou de 3D, le nombre de pixels à l’écran est le même. Ainsi,
une représentation 3D ne peut contenir plus d’objets qu’une représentation 2D qu’au prix
d’occultations entre objets et d’une moindre résolution des objets éloignés.
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générales dans les données (croissance ou décroissance), les résultats expérimen-
taux de [CFB91] font également état d’une amélioration des temps de réponse
avec la 3D, mais au détriment de la précision.
D’autres travaux comparent 2D et 3D dans le cadre de la visualisation in-
teractive. Dans [CM01], Cockburn et McKenzie s’intéressent au rangement et
à la recherche de favoris (raccourcis vers des pages internet) dans un espace
de visualisation 2D ou 3D. Avec l’interface 2D, les temps de traitement des
utilisateurs sont meilleurs mais pas significativement. L’évaluation subjective
des interfaces par les utilisateurs montre en revanche une préférence significa-
tive pour la 3D (ce que Spence [Spe90] et Carswell et al. [CFB91] pressentent
également mais sans l’évaluer). Enfin, Ware et Franck [WF96] comparent vi-
sualisation statique de graphes 2D et visualisation interactive de graphes 3D,
c’est-à-dire avec possibilité de changer le point de vue sur le graphe (l’idée à la
base de ce choix est que l’interactivité est indispensable en 3D pour pourvoir élu-
cider les occultations). Leurs travaux font état d’une augmentation significative
de l’intelligibilité des graphes 3D par rapport aux graphes 2D. Plus précisément,
leur expérience consiste à demander à des utilisateurs s’il existe un chemin de
longueur deux entre deux noeuds choisis aléatoirement dans un graphe. Avec
les graphes 3D, le taux d’erreur est diminué d’un facteur 2.2 pour des temps de
réflexion comparables. Si l’on ajoute la vision stéréoscopique, le taux d’erreur
est même diminué d’un facteur 3. On considère généralement que seule la sté-
réoscopie permet d’exploiter pleinement les caractéristiques des représentations
3D.
4.3.2 Réalité virtuelle
Un système de réalité virtuelle (RV) est un outil informatique de simula-
tion qui permet à l’utilisateur de s’extraire virtuellement du monde réel pour
changer de temps, de lieu, et d’interactions [FMP01] [CB03]. Il associe quatre
composantes [FMP01] :
– l’interaction en temps réel
– avec un monde virtuel représenté en 3D
– par des interfaces sensorielles et/ou motrices
– pour permettre l’immersion pseudo-naturelle de l’utilisateur dans le
monde virtuel.
L’immersion pseudo-naturelle de l’utilisateur signifie que l’utilisateur agit
dans le monde virtuel comme il agirait dans le monde réel. C’est une notion
en partie subjective. Un système de réalité virtuelle n’a cependant pas vocation
à simuler le réel le plus fidèlement possible. Etant donnée la fonction que le
système doit simuler (par exemple le pilotage d’un avion, un acte chirurgical,
une opération de soudure), l’accent doit être mis sur les caractéristiques du
système qui jouent un rôle important dans cette fonction [FMP01]. Ainsi, dans la
simulation de la visite d’un musée, un ascenseur peut être modélisé grossièrement
(par exemple avec une interaction de type menu, sans même "rentrer" dans
l’ascenseur), alors que dans une simulation destinée à la thérapie des personnes
claustrophobes, l’utilisation d’un ascenseur doit être simulée précisément.
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En comparaison aux interfaces informatiques de base, les interfaces utilisées
en réalité virtuelle sont moins répandues. Elles ont la particularité de pouvoir
concerner tous les sens de l’utilisateur. Les interfaces sensorielles sont celles qui
transmettent des stimulis sensoriels du système vers l’utilisateur : il peut s’agir
par exemple d’enceintes, d’écrans, de cabines de projection, mais aussi de gants à
retour tactile, de gants à retour thermique, de diffuseurs d’odeurs. Les interfaces
motrices, quant à elles, transmettent des réponses motrices de l’utilisateur vers
le système : capteurs de localisation, souris 3D, gants de données, bras à retour
d’effort (phantom), tapis roulant. De nombreuses applications utilisent aussi
leurs propres interfaces "artisanales".
Au delà du fait qu’il s’agisse d’une mauvaise traduction de l’Anglais "virtual
reality16", l’expression "réalité virtuelle" est discutable car les environnements
de réalité virtuelle ne simulent pas toujours la réalité mais peuvent aussi re-
présenter des mondes imaginaires ou symboliques (le caractère pseudo-naturel
de l’immersion relève alors de la métaphore). Par exemple, la réalité virtuelle
commence à être utilisée en visualisation d’information, où elle permet d’ex-
plorer des données volumineuses et multi-dimensionnelles au moyen d’interfaces
visuelles immersives. Ces interfaces procurent un grand champ visuel, générale-
ment couplé à la vision stéréoscopique. Elles peuvent être [FMP01] [WS02] :
– un grand écran (stéréoscopie avec lunettes) ;
– une visiosalle, c’est-à-dire un système de projection sur écran semi-
cylindrique ou sur trois écrans de la taille d’un mur (stéréoscopie avec
lunettes) ;
– un visiocube (ou cave), c’est-à-dire une cabine cubique avec images pro-
jetées sur quatre ou six faces (stéréoscopie avec lunettes) ;
– un visiocasque, c’est-à-dire un casque équipé d’un capteur de localisation
et de deux petits écrans à haute résolution pour la vision stéréoscopique.
4.3.3 Applications 3D et RV en visualisation d’informa-
tion
Une des représentations 3D les plus courantes en visualisation d’information
est le nuage de points 3D (figure 4.11). Il est proposé dans de nombreux logiciels
d’analyse de données. La principale innovation par rapport à la 2D est l’utili-
sation du rendu volumique, une technique classique en visualisation scientifique
(en particulier en imagerie médicale) qui consiste à n’afficher que les voxels17
qui représentent une certaine densité de matière. Cette technique a été adaptée
aux nuages de points 3D dans [Bec97], faisant de l’opacité de chaque voxel une
fonction de la densité de points (figure 4.11).
La 3D trouve aussi des applications en visualisation de graphes. Elle permet
de représenter plus de noeuds, mais bien sûr uniquement au prix d’occultations.
Les arbres coniques sont l’un des exemples les plus connus de cette approche.
Ils ont été introduits dans [RMC91] pour la visualisation de structures hiérar-
chiques. Ce sont des arbres interactifs dessinés en 3D, verticalement (cone trees)
ou horizontalement (cam trees, voir figure 4.12). Dans cette représentation, les
16Contrairement à sa version française, l’expression anglaise n’est pas un oxymoron. Une
traduction plus adaptée aurait été par exemple "quasi-réalité" ou "pseudo-réalité" [Tis01].
17Le voxel est l’élément atomique d’une scène 3D, équivalent 3D du pixel.
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sans rendu volumique avec rendu volumique
Fig. 4.11 – Exemples de nuages de points 3D
Fig. 4.12 – Arbre conique
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Fig. 4.13 – Visualisation d’un arbre par métaphore botanique
Fig. 4.14 – Visualisation d’un arbre dans un espace hyperbolique
[Mun00]
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noeuds fils sont placés circulairement autour du noeud père de façon à former un
cône dont le diamètre décroît avec la profondeur de l’arbre. Quand l’utilisateur
sélectionne un noeud dans l’arbre, une rotation amène le noeud au premier plan
de la scène, ce qui permet d’explorer la hiérarchie. Une approche radicalement
différente des arbres 3D est celle présentée dans [KvdWW01], qui repose sur
une métaphore botanique (figure 4.13). Enfin, les travaux de Munzner sur les
arbres et graphes 3D exploitent les propriétés des espaces hyperboliques, géné-
ralisation des plans hyperboliques13 en 3D [Mun00]. Visuellement, les graphes
dessinés dans ces espaces tiennent dans des sphères (voir l’exemple d’un arbre
dans la figure 4.14). Il s’agit d’une approche focus+context : la partie du graphe
située vers le centre de la sphère est grossie, tandis que les parties du graphe
situées vers les bords de la sphère sont peu détaillées.
Les mondes virtuels (parfois appelés "cyber-espaces" [Che04]) constituent
un autre courant important de la visualisation d’information en 3D. Il s’agit de
représenter l’information par des objets répartis dans un grand espace affiché en
3D au sein duquel l’utilisateur peut naviguer (contrôler le point de vue). La na-
vigation est d’ailleurs l’interaction fondamentale dans ce type de visualisation.
La création de mondes virtuels en visualisation d’information repose générale-
ment sur la métaphore de la galaxie d’information [Kro96] [CSBD97] ou bien
sur la métaphore du paysage d’information [And95] [RCL+98] (figures 4.15 et
4.16). La différence entre les deux métaphores réside dans le fait que dans un
paysage d’information, la dimension hauteur dans la position des objets ne peut
pas être utilisée pour représenter une information. En effet, les objets sont posés
sur un sol afin d’optimiser leur visibilité et de diminuer les occultations. Le sol
peut être représenté pour faciliter la localisation des objets dans l’espace (en
particulier, plus un objet est proche de la ligne d’horizon et plus il est éloigné).
La galaxie d’information, quant à elle, ressemble plus à un nuage de points dans
lequel les points (0D) sont remplacés par des objets (1D, 2D, ou 3D). Diverses
applications ont montré l’efficacité des mondes virtuels pour l’exploration de
grands corpus de données, dont les plus connues sont l’explorateur de fichiers
FSN de Silicon Graphics (réutilisé dans MineSet18 pour la visualisation des
arbres de décision), l’explorateur de documents hypertexte Harmony [And95],
et le système de visualisation d’Internet de Bray [Bra99] (voir figures 4.17 et
4.18).
Les premières applications de la réalité virtuelle en visualisation d’informa-
tion font également leur apparition. Parmi elles, on trouve VRGobi, un système
d’exploration de données multi-dimensionnelles en visiosalle [SCK+97]. Il implé-
mente en version 3D les fonctionnalités de base du logiciel d’analyse de données
XGobi19. VRGobi permet ainsi de projeter les données en un nuage de points 3D
(avec linking+brushing), et de naviguer au sein de ce nuage. Le système TIDE
[JL01] propose le même type de représentation (figure 4.19), mais il est fondé
sur une architecture de travail collaboratif qui permet à plusieurs utilisateurs
distants d’explorer ensemble les données. Placé dans un visiocube ou une visio-
salle, chaque utilisateur peut "voir" les autres utilisateurs par le biais d’avatars,
et discuter avec eux. Il peut également pointer une partie des données pour les
montrer aux autres utilisateurs.
18www.purpleinsight.com
19www.research.att.com/areas/stat/xgobi/
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Fig. 4.15 – Exemple de visualisation avec la métaphore de la galaxie d’informa-
tion
Fig. 4.16 – Exemple de visualisation avec la métaphore du paysage d’informa-
tion
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Fig. 4.17 – L’explorateur de fichiers FSN
Fig. 4.18 – Visualisation de sites Internet dans [Bra99]
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Fig. 4.19 – Exploration d’un nuage de points avec TIDE
Fig. 4.20 – Exploration d’un hypercube OLAP avec DIVE-ON
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Fig. 4.21 – Exploration d’un nuage d’objets dans [NVGB03]
Fig. 4.22 – Exploration d’un nuage d’objets dans [AMG+03]
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D’autres systèmes utilisent la métaphore de la galaxie. Par exemple, DIVE-
ON [AZJ01] permet de visualiser un hypercube OLAP dans un visiocube, la
position et la taille des objets représentant respectivement les dimensions et
les faits de l’hypercube (figure 4.20). Trois dimensions seulement étant prises
en compte pour placer les objets, l’hypercube est projeté en un cube. L’utili-
sateur peut naviguer au sein du cube et appliquer les opérateurs classiques de
l’analyse OLAP. Deux autres approches exploitant la métaphore de la galaxie
sont proposées dans [NVGB03]20 et [AMG+03]. Ce sont des systèmes d’explo-
ration de données qui affichent en stéréoscopie un nuage d’objets au sein duquel
l’utilisateur peut naviguer (figures 4.21 et 4.22). Conçu plus particulièrement
pour l’exploration de données multimédia, le système de [AMG+03] supporte
également l’affichage d’images et la lecture de sons et de vidéos. Si l’approche
de [NVGB03] est testée dans des équipements coûteux comme un visiocube et
une visiosalle, la solution présentée dans [AMG+03] a été développée dans un
souci de minimisation du prix. En particulier, l’interface visuelle utilisée est un
moniteur d’ordinateur classique, l’accent étant mis davantage sur les interfaces
motrices (capteur de localisation et gant de données). Au final, cette solution
montre qu’il est aussi possible de réaliser une application de réalité virtuelle
pour un coût abordable (moins de 10 000 euros dixit les auteurs).
4.4 Contraintes cognitives de l’utilisateur lors du
post-traitement des règles
4.4.1 Tâche de l’utilisateur
Lors du post-traitement des règles d’association, l’utilisateur se trouve face
à de grands ensembles de règles décrites par des indices. La tâche de l’utilisateur
consiste alors à fouiller les règles pour trouver des connaissances intéressantes
pour la prise de décision. Pour cela, il a besoin d’interpréter les règles dans sa
sémantique métier et d’évaluer leur qualité. Les deux indicateurs pour la prise
de décision sont donc la syntaxe des règles (les items qui prennent part dans
chaque règle) et les indices.
La tâche de l’utilisateur est difficile pour deux raisons. Tout d’abord, la pro-
fusion de règles à la sortie des algorithmes de fouille de données interdit toute
exploration exhaustive. Ensuite, de par leur nature non supervisée, les règles
d’association sont typiquement utilisées lorsque l’utilisateur ne connaît pas as-
sez précisément ce qu’il recherche pour pouvoir l’exprimer dans la terminologie
des données. Il ne peut donc pas spontanément formuler des contraintes qui
isoleraient directement les règles qui l’intéressent.
4.4.2 Hypothèses sur le traitement cognitif de l’informa-
tion
D’après l’hypothèse de rationalité limitée (bounded rationality) [Sim79], un
processus de prise de décision peut être vu comme la recherche d’une structure de
203DVDM : www.idi.ntnu.no/˜hrn/3dvdm/ et www.cvmt.dk/projects/3dvdm/
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dominance. Plus précisément, l’utilisateur confronté à un ensemble d’options dé-
crites par plusieurs attributs essaie de trouver une option qu’il considère comme
dominante, c’est-à-dire une option qu’il juge meilleure que les autres d’après sa
représentation courante du contexte de décision [Mon83]. Ce modèle de prise
de décision peut être utilisé pour le post-traitement des règles d’association en
considérant les règles comme un type particulier d’options, avec les items et les
indices de règle comme attributs. Selon Montgomery [Mon83], l’utilisateur isole
un nombre limité d’options potentiellement intéressantes et réalise des compa-
raisons entre elles. Ceci s’effectue à de multiples reprises durant le processus de
prise de décision. En particulier, il souligne que "le processus de prise de décision
acquiert une certaine direction dans le sens où plusieurs options et attributs re-
çoivent davantage d’attention que les autres [...]. La direction du processus peut
être donnée plus ou moins consciemment. Des changements de direction peuvent
avoir lieu plusieurs fois durant le processus, particulièrement quand l’utilisateur
peine à trouver une structure de dominance."
Par ailleurs, dans [Ban94] est proposée une méthodologie d’ECD appelée
attribute focusing qui s’appuie sur des résultats expérimentaux concernant le
comportement de l’utilisateur pendant le processus d’ECD. Cette méthodologie
est fondée sur un filtre automatique qui détecte par des mesures statistiques
un petit nombre d’attributs potentiellement intéressants. Ce filtre guide l’atten-
tion de l’utilisateur sur un sous-ensemble des données de taille réduite et donc
plus intelligible. L’intérêt de cibler un petit nombre d’attributs pour le traite-
ment cognitif de l’information a aussi été grandement confirmé par les travaux
sur les stratégies de décision (voir par exemple l’heuristique de la base mobile
dans [BM92]). En effet, du fait de ses capacités cognitives limitées, l’utilisateur
n’examine à chaque instant qu’une petite quantité d’information.
De ces différents travaux sur le traitement cognitif de l’information, nous
établissons trois principes sur lesquels repose notre méthodologie pour le post-
traitement des règles d’association :
P1. permettre à l’utilisateur de cibler son attention sur un sous-ensemble limité
de règles, décrit par un petit nombre d’attributs (items et indices de règle) ;
P2. permettre à l’utilisateur d’effectuer des comparaisons entre les règles du
sous-ensemble ;
P3. permettre à l’utilisateur de changer de sous-ensemble de règles à n’importe
quel moment pendant le post-traitement.
4.5 La méthodologie Rule Focusing pour la vi-
sualisation interactive des règles
Notons R l’ensemble complet des règles produites par un algorithme ex-
haustif d’extraction de règles d’association. Notre méthodologie pour le post-
traitement des règles d’association, nommée méthodologie RF (pour Rule Focu-
sing), est conçue pour faciliter la tâche de l’utilisateur confronté à des ensembles
R de grande taille. Elle consiste à laisser l’utilisateur naviguer dans R à sa guise
en explorant des sous-ensembles limités de règles au moyen d’une représentation
graphique des règles et de leurs indices. En d’autres termes, l’utilisateur dirige
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Fig. 4.23 – Des explorations locales successives dans l’ensemble R des règles
par tâtonnements successifs une suite d’explorations locales visuelles en
fonction de son intérêt pour les règles (figure 4.23). Ainsi, l’ensemble R est ex-
ploré sous-ensemble après sous-ensemble, de telle façon que l’utilisateur n’ait
jamais à l’appréhender dans sa globalité. A chaque étape de la navigation21,
l’utilisateur doit prendre une décision pour choisir le prochain sous-ensemble à
visiter. C’est par là même que s’exprime la subjectivité de l’utilisateur dans le
post-traitement des règles.
La méthodologie RF intègre les principes cognitifs de la section 4.4.2 de la
manière suivante.
– Des relations permettent de cibler les sous-ensembles et naviguer entre eux
(principes P1 et P3). Nous les nommons relations de voisinage.
– L’utilisateur visualise les sous-ensembles pour les visiter (principe P2).
Entre autres facilitations cognitives, la visualisation simplifie en effet les
comparaisons entre informations quand l’encodage graphique est bien
choisi [CRC03].
Les relations de voisinage et la méthode de visualisation doivent prendre en
compte les deux indicateurs impliqués dans la tâche de l’utilisateur : la syntaxe
des règles et les valeurs des indices (voir section 4.4.1).
4.5.1 Relations de voisinage
Les relations de voisinage définissent comment les sous-ensembles de règles
sont constitués (principe cognitif P1) et comment l’utilisateur peut passer d’un
sous-ensemble à un autre (principe P3). En tant que vecteurs de la navigation
pour l’utilisateur, ces relations sont un élément fondamental de la méthodologie
RF. Elles sont définies de la manière suivante : dans l’ensemble des règles R, une
relation de voisinage associe chaque règle à un sous-ensemble limité de règles,
qui sont qualifiées de voisines (figure 4.24). Donc avec x relations, l’utilisateur
peut atteindre x sous-ensembles de règles voisines à partir d’une règle, et à par-
tir d’un sous-ensemble contenant y règles, il peut atteindre x.y sous-ensembles
21Nous appelons "navigation" le fait de passer d’un sous-ensemble à un autre, alors que
"exploration" se réfère au processus entier supervisé par notre méthodologie, c’est-à-dire la
navigation parmi les sous-ensembles et les visites des sous-ensembles (explorations locales).
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Fig. 4.24 – Une relation de voisinage associe chaque règle à un sous-ensemble
de règles
voisins possibles. Pour naviguer d’un sous-ensemble à un autre, l’utilisateur doit
effectuer deux choix : quelle relation de voisinage appliquer, et sur quelle règle.
D’un point de vue mathématique, les relations de voisinage sont des relations
binaires dans l’ensemble R des règles (relations non symétriques dans le cas gé-
néral). Toujours dans le but de faciliter la tâche de l’utilisateur, nous choisissons
des relations de voisinage qui font sens pour l’utilisateur :
∀(r1, r2) ∈ R2, (r1)est_voisin_de(r2) ⇔
(
l’utilisateur juge que r1 est proche
de r2 selon un certain point de vue
)
Toute relation qui possède une sémantique pertinente pour l’utilisateur peut
être envisagée comme relation de voisinage. Conséquemment, avant de débuter
le post-traitement des règles, la participation de l’utilisateur est nécessaire pour
définir les relations à utiliser.
Voici par exemple quatre relations de voisinage (r1)est_voisin_de(r2) en-
visageables :
1. r1 est voisin de r2 si et seulement si r1 et r2 possèdent la même conclusion ;
2. r1 est voisin de r2 si et seulement si r1 est une exception22 de r2 ;
3. r1 est voisin de r2 si et seulement si r1 possède une prémisse plus géné-
rale que celle de r2 (la figure 4.25 illustre un graphe de cette relation de
voisinage) ;
4. r1 est voisin de r2 si et seulement si r1 possède le même support et la
même confiance que r2 à 0.05 près.
22Les exceptions d’une règle r sont toutes les règles qui possèdent la même prémisse que r
mais augmentée d’un item supplémentaire, et qui concluent sur la même variable que r mais
pas sur le même item. Par exemple, la règle (jour = vendredi) → (de´jeuner = poisson)
admet pour exception (jour = vendredi ∧ date = 25de´cembre) → (de´jeuner = dinde).
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Les relations de voisinage 1, 2, et 3 sont fondées sur la syntaxe des règles, tandis
que la relation 4 repose sur deux indices de règle. Par ailleurs, la relation 1 est une
relation d’équivalence, alors que la relation 2 n’est ni réflexive, ni symétrique, ni
transitive. La relation 3 est uniquement transitive, et la relation 4 est réflexive
et symétrique mais pas transitive.
Fig. 4.25 – Graphe de la relation 3
pour un ensemble R de cinq règles (les lettres désignent des items)
L’originalité de la méthodologie RF, en comparaison avec les autres
méthodes d’exploration de règles (décrites section 4.1.1), réside principalement
dans le concept de relation de voisinage. Avec un explorateur de règles ou un
langage de requêtes, l’utilisateur peut atteindre n’importe quel sous-ensemble
de règles mais à condition qu’il puisse spécifier explicitement les contraintes
qui le délimitent. Avec la méthodologie RF, la spécification des contraintes est
implicite puisque intégrée dans les relations de voisinage, qui peuvent être vues
comme des classes de contraintes. Nous pensons que l’application de relations
de voisinage facilite davantage la tâche de l’utilisateur que la spécification
explicite de contraintes.
Exemple. Considérons la scène suivante dans un processus de post-traitement
de règles.
L’utilisateur trouve une règle intéressante (A ∧ B ∧ C) → (D), où les lettres
désignent des items. Il pense que la combinaison de ces quatre items est
pertinente mais souhaiterait changer l’ordre des items pour vérifier si les règles
(A∧B∧D) → (C), (A∧C∧D) → (B), et (B∧C∧D) → (A) ne sont pas mieux
évaluées par les indices (et pourquoi pas également les règles (A∧B) → (C∧D),
(A ∧ C) → (B ∧D)...).
Avec la méthodologie RF, l’utilisateur peut accomplir ce scénario en une seule
interaction. Pour cela, il a uniquement besoin de la relation de voisinage "r1 est
voisin de r2 si et seulement si r1 et r2 possèdent les mêmes items". En revanche,
si l’utilisateur emploie un langage de requêtes pour réaliser le post-traitement
des règles, alors il doit taper une requête ad hoc pour récupérer chacune des
règles désirées. S’il utilise un explorateur de règles, alors il doit retrouver chaque
règle manuellement par l’interface graphique. Dans les deux cas, la tâche de
l’utilisateur peut s’avérer fastidieuse. ¤
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4.5.2 Visualisation des règles
Dans la méthodologie RF, l’utilisateur visualise les règles pour pouvoir plus
facilement les comparer entre elles (principe cognitif P2). Nous reprenons le
modèle de Card, Mackinlay, et Shneiderman (voir section 4.2.1 page 92) pour
décrire cette visualisation. Les données en entrée du modèle sont ici l’ensemble
de règles R.
Transformations sur les entrées
Nous profitons du fait que l’utilisateur concentre son attention sur des
sous-ensembles pour ne visualiser que le sous-ensemble en cours d’explo-
ration. Ainsi, ce sont les relations de voisinage qui réalisent les trans-
formations sur les entrées en ciblant les sous-ensembles. Des opérateurs
interactifs doivent être intégrés à la visualisation pour que l’utilisateur
puisse "activer" les relations.
Encodage graphique
Un défaut important des méthodes de visualisation exposées dans la sec-
tion 4.1.2 est qu’elles mettent très peu en valeur les indices de règle, alors
même que ce sont des informations primordiales pour la validation des
règles. Par exemple, les méthodes de visualisation par matrice, par graphe,
et par coordonnées parallèles utilisent la couleur pour représenter certains
indices de règle, alors que ce choix d’encodage graphique pour des variables
quantitatives est connu pour être mauvais en visualisation d’information23
[Ber67] [Tuf83]. Dans la méthodologie RF, pour encoder les indices de règle
de manière pertinente, nous nous référons aux principes de visualisation
de Bertin [Ber67] (voir section 4.2.2 page 94). En ce qui concerne les va-
riables quantitatives, ils indiquent qu’un encodage efficace doit s’effectuer
avec des positions ou des tailles. En particulier, la position est l’informa-
tion visuelle perceptivement dominante dans une représentation [Ber67]
[CMS99] [Wil05] ; elle devrait être utilisée pour les indices les plus impor-
tants.
Une autre limite des méthodes de visualisation exposées dans la section
4.1.2 est le faible nombre d’indices de règle qu’elles encodent (trois maxi-
mum, souvent deux). Comme nous l’avons vu en partie 1, la qualité des
règles se mesure pourtant selon de multiples points de vue. Pour la mé-
thodologie RF, nous nous référons à la classification 1.16 de la page 39 et
proposons d’encoder au moins quatre indices : un indice descriptif d’écart
à l’équilibre, un indice descriptif d’écart à l’indépendance, un indice statis-
tique d’écart à l’équilibre, et un indice statistique d’écart à l’indépendance.
Comme nous l’avons indiqué au chapitre 1, un tel quadruplet d’indices per-
met selon nous de mesurer quatre aspects fortement "orthogonaux" de la
qualité des règles.
23Faute d’encodage aussi attractif, l’utilisation de la couleur pour représenter des variables
qualitatives ordinales est très souvent "tolérée" quand les modalités sont peu nombreuses
[Spe00] [Wil05]. Ceci peut en particulier s’appliquer à des variables quantitatives comme les
indices de règle si l’on accepte de les discrétiser. En toute rigueur, une telle solution est à
rejeter puisque les couleurs n’induisent aucun ordre universel, leur ordonnancement est propre
à chacun [Ber67] [Tuf83].
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Transformations sur la vue
Les travaux en perception visuelle montrent que l’être humain a une per-
ception d’abord globale d’une scène, avant de porter son attention sur les
détails [HBL01] (c’est ce qui a motivé le développement des approches
overview+details et focus+context décrites à la section 4.2.1). Ceci se re-
trouve en particulier dans une formule bien connue énoncée par Shneider-
man et considérée le mantra de la visualisation d’information : "overview
first, zoom and filter, then details on demand" [Shn96]. Dans la méthodo-
logie RF, l’utilisateur doit donc pouvoir passer aisément d’une vue globale
à une vue détaillée en interagissant avec la visualisation.
4.6 Conclusion
Dans ce chapitre, nous avons présenté la méthodologie Rule Focusing (RF )
pour la visualisation interactive des règles d’association. Elle est conçue pour
faciliter la tâche de l’utilisateur confronté à de grands ensembles de règles en
prenant en compte ses capacités de traitement de l’information. Pour cela, la
méthodologie combine les trois principales approches qui sont traditionnelle-
ment proposées pour faciliter le post-traitement des règles : indices de règle,
interactivité, et représentation visuelle.
La méthodologie RF consiste à laisser l’utilisateur explorer par lui-même des
petits ensembles successifs de règles au moyen d’une visualisation interactive
des règles et de leurs indices. En d’autres termes, l’utilisateur dirige une suite
d’explorations locales visuelles en fonction de son intérêt pour les règles.
Ainsi, un ensemble volumineux de règles est exploré sous-ensemble après sous-
ensemble, de telle façon que l’utilisateur n’ait jamais à l’appréhender dans sa
globalité. Cette approche est fondée sur :
– les principes cognitifs de traitement de l’information de Montgomery dans
le contexte des modèles de décision [Mon83] ;
– les principes de visualisation d’information de Bertin pour la construction
de représentations efficaces [Ber67].
Sur la base des principes cognitifs de Montgomery, nous développons le concept
de relation de voisinage entre règles : des relations faisant sens pour l’utilisateur
qui lui permettent d’isoler des sous-ensembles de règles limités et de naviguer
entre les sous-ensembles. Ces relations de voisinage constituent une originalité
forte de notre méthodologie en comparaison aux autre approches d’exploration
de règles. Quant aux principes de visualisation de Bertin, nous les utilisons pour
mettre en valeur les indices de règle et faciliter la reconnaissance des meilleures
règles dans notre méthodologie.
Dans la prochaine et dernière partie de cette thèse, nous présentons une
implémentation de la méthodologie RF nommée ARVis.
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Troisième partie
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La méthodologie RF présentée dans le chapitre 4 définit des principes de
base pour l’élaboration d’un outil d’exploration de règles d’association. La mé-
thodologie peut cependant être implémentée de multiples façons. En particulier,
diverses possibilités sont envisageables pour les relations de voisinage et pour
l’encodage graphique. Dans ce chapitre, nous décrivons les choix qui ont été ef-
fectués pour mettre en oeuvre la méthodologie RF dans l’outil de visualisation
ARVis (Association Rule Visualization).
Dans les sections 5.2 et 5.3, nous présentons les fonctionnalités des deux
versions d’ARVis qui ont été réalisées. Pour cela, nous nous référons au modèle
des outils de visualisation de Card, Mackinlay, et Shneiderman [CMS99], qui met
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en évidence trois composantes : les transformations sur les entrées, l’encodage
graphique, et les transformations sur la vue (voir chapitre 4 à la page page 92).
Nous détaillons ensuite l’implémentation d’ARVis, et enfin décrivons quelques
exemples d’utilisation.
5.1 Terminologie et notations
I est l’ensemble des items décrivant les données étudiées, et R est un en-
semble de règles d’association extrait à partir de ces données, et décrit par des
indices de règle. Sans nuire à la généralité de nos propos, nous considérons que
R contient uniquement des règles à conclusion simple, c’est-à-dire ne compor-
tant qu’un seul item en conclusion. Cette restriction est souvent effectuée en
recherche de règles d’association (dans la définition initiale des règles d’associa-
tion [AIS93], une règle ne comporte d’ailleurs qu’un seul item en conclusion).
Spontanément, l’utilisateur porte en effet davantage d’intérêt à de telles règles
qu’à des règles à conclusion multiple, qui sont moins intelligibles.
Dans cette partie de la thèse, nous adoptons une notation ensembliste pour
les itemsets plutôt qu’une notation logique utilisant des conjonctions : un itemset
(A∧B ∧C) est noté comme l’ensemble (A,B,C). Ceci nous permet de pouvoir
effectuer des opérations ensemblistes sur les itemsets. En conséquence, une règle
(A ∧B ∧ C) → (D ∧ E) est notée (A,B,C) → (D, E).
5.2 ARVis version 1.1
La première version d’ARVis qui a été développée (présentée dans [BGB03c]
et [BGB03d]) n’implémente la méthodologie RF que partiellement. Elle fait
suite aux travaux de thèse de Lehn sur la visualisation des règles d’association
par des graphes [Leh00], travaux qui ont débouché sur la réalisation de l’outil
PerformanSe-FELIX.
(a) (b)
Fig. 5.1 – Exemple d’un graphe d’itemsets
5.2.1 Transformations sur les entrées
Dans PerformanSe-FELIX, l’utilisateur visualise les règles par un graphe
d’itemsets (voir chapitre 4 à la page 89). Pour explorer les règles, il peut
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développer le graphe à sa guise, soit en faisant apparaître les sur-itemsets
d’un itemset, soit en faisant apparaître les sous-itemsets d’un itemset. Par
exemple, avec un ensemble de cinq items I = {A, B,C, D,E}, à partir d’une
règle (A,B) → (C) l’utilisateur peut faire apparaître les règles plus spécifiques
(A,B, C) → (D) et (A,B, C) → (E) (figure 5.1.(b)), ou bien les règles plus
générales (A) → (B) et (B) → (A) (figure 5.1.(a)). Ces deux approches sont
reprises dans ARVis 1.1 sous la forme des relations de voisinage suivantes.







X ∪ y → z
∣∣∣ z ∈ I \ (X ∪ y)}







X \ z → z
∣∣∣ z ∈ X}
(Dans un souci de simplicité, les relations de voisinage ne sont pas définies
dans ce chapitre comme des relations binaires sur R mais comme des fonctions
Π de R vers 2R qui associent à chaque règle le sous-ensemble de ses voisines.
Par ailleurs, les majuscules X désignent des itemsets et les minuscules y dési-
gnent des items. Nous notons X∪y au lieu de X∪{y} et X\y au lieu de X\{y}.)















(A) → (B) ; (B) → (A)
}
¤
La relation de voisinage Π1 se nomme Chaînage avant car elle s’apparente
aux inférences réalisées par un moteur d’inférence en chaînage avant (voir fi-
gure 5.2) : quand une règle X → y est activée, le fait y entre dans la base de
connaissances et peut donc être utilisé avec X pour activer de nouvelles règles
et inférer de nouveaux faits z. Le chaînage arrière ne peut être envisagé avec
des règles à conclusion simple. Quant à la relation de voisinage Généralisation
de la prémisse, elle est complémentaire à Chaînage avant. En effet, après avoir
appliqué Chaînage avant sur une règle r, on peut retrouver r en utilisant Gé-
néralisation de la prémisse (figure 5.3). Il s’agit d’une réciprocité partielle entre
les deux relations.
Dans ARVis 1.1, les relations de voisinage Π1 et Π2 sont utilisées conjoin-
tement au sein d’une relation de voisinage globale Π = Π1 ∪ Π2. Ainsi, chaque
sous-ensemble de règles contient deux catégories de règles :
– les règles spécifiques, issues de Π1,
– les règles générales, issues de Π2.
Nous verrons par la suite (section 5.2.2) que les deux types de règles sont clai-
rement séparés dans la visualisation.
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Fig. 5.2 – Moteur d’inférence en chaînage avant
Fig. 5.3 – Exemple de réciprocité partielle des relations Chaînage avant et
Généralisation de la prémisse
5.2.2 Encodage graphique
Comme nous l’avons vu en partie 2, les corpus de règles d’association sont
généralement très volumineux. Afin de supporter de grandes quantités de règles
tout en mettant en évidence les meilleures d’entre elles, nous avons choisi une
représentation 3D pour implémenter la méthodologie RF. Plus précisément, la
visualisation de chaque sous-ensemble de règles repose sur la métaphore du
paysage d’information (information landscape [And95]) présentée au chapitre 4
à la page 102. Dans le paysage 3D, une règle est représentée par l’objet graphique
suivant : une sphère posée au-dessus d’un cône.
Comme le préconise la méthodologie RF (voir section 4.5.2 page 112), nous
optons pour un encodage graphique qui s’appuie sur des positions et des tailles
pour mettre en valeur les indices de règle. Dans un paysage d’information, la
position d’un objet pourrait nous permettre d’encoder deux indices. Cependant,
étant donné que des règles différentes peuvent présenter les mêmes valeurs d’in-
dices, il est nécessaire de laisser une dimension libre pour pouvoir répartir les
objets dans l’espace et éviter qu’ils ne se chevauchent (cette technique est appe-
lée jitterring lorsque les valeurs prises sur la dimension libre sont fixées aléatoi-
rement). Un seul indice de règle est donc encodé par la position dans ARVis. De
plus, afin de faciliter la perception de la profondeur dans l’espace 3D, les objets
sont disposés sur une arène semi-circulaire1. Ceci revient à lier profondeur et
1Un choix similaire est effectué dans le gestionnaire de favoris Data Mountain de Microsoft
Research, où le sol du paysage est un plan incliné [RCL+98].
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hauteur : plus un objet se situe à l’arrière de la scène et plus il est placé en
hauteur (figure 5.4). L’arène permet également de réduire les occultations entre
objets. Au final, nous optons pour l’encodage graphique suivant (figure 5.5) :
– la position de l’objet représente l’intensité d’implication,
– la surface visible du cône représente la confiance,
– la surface visible de la sphère représente le support,
– la couleur de l’objet représente une moyenne pondérée de la confiance et
de l’intensité d’implication, ce qui donne une idée synthétique de la qualité
de la règle.
L’encodage graphique met fortement en évidence les règles de bonne qua-
lité, dont la visualisation et l’accès sont facilités par rapport aux règles plus
mauvaises. Plus précisément, une grande sphère rouge posée sur un haut cône
à l’avant de l’arène (sur les marches basses) représente une règle dont le sup-
port, la confiance et l’intensité d’implication sont élevés, tandis qu’une petite
sphère bleue posée sur un cône bas au fond de l’arène (sur les marches hautes)
représente une règle dont les trois mesures sont faibles. En outre, des étiquettes
textuelles complémentaires sont affichées au-dessus de chaque objet pour don-
ner le nom de la règle correspondante. Elles indiquent également les valeurs
numériques du support, de la confiance et de l’intensité d’implication.
Dans ARVis 1.1, étant donné que la relation de voisinage combine spéciali-
sation et généralisation, chaque paysage 3D contient deux arènes : une pour les
règles spécifiques et une pour les règles générales. Afin de bien dissocier les deux
types de règles, les deux arènes sont placées face à face et l’utilisateur débute
l’exploration de chaque paysage entre les deux arènes. De plus, le paysage que
l’utilisateur peut faire apparaître en appliquant une relation de voisinage sur
une règle est affiché en version rétrécie dans la sphère correspondante (figure
5.5). Ces objets miniatures visibles par transparence assistent l’utilisateur dans
sa navigation en lui permettant par exemple d’anticiper qu’un sous-ensemble
contient des règles de bonne qualité, ou au contraire ne contient aucune règle2.
5.2.3 Transformations sur la vue
Au début de la visite d’un paysage 3D, l’utilisateur est placé au centre des
deux arènes, et bénéficie ainsi d’un point de vue global sur les règles d’une
arène. Lors de cette vision d’ensemble, il est aisé de localiser les meilleures
règles. L’utilisateur peut ensuite visiter librement le paysage pour examiner les
règles de plus près en modifiant le point de vue sur la scène.
2Dans un souci d’intelligibilité de l’affichage, les objets représentant des règles spécifiques
ne contiennent en version rétrécie que des règles spécifiques, tandis que les objets des règles
générales ne contiennent que des règles générales. L’anticipation sur le prochain paysage à
afficher ne porte donc que sur une seule des deux arènes.













Fig. 5.5 – Encodage graphique dans ARVis 1.1
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5.3 ARVis version 1.2
ARVis 1.2 est l’implémentation la plus complète de la méthodologie RF.
Contrairement à la version 1.1, elle propose de multiples relations de voisinage
et utilise un indice descriptif d’écart à l’équilibre, un indice descriptif d’écart à
l’indépendance, un indice statistique d’écart à l’équilibre, et un indice statistique
d’écart à l’indépendance pour évaluer les règles (ce que la méthodologie RF
préconise, voir section 4.5.2 page 112).
5.3.1 Transformations sur les entrées
Huit relations de voisinage sont proposées dans ARVis 1.2, la plupart d’entre
elles étant des relations de spécialisation ou de généralisation. Spécialisation
et généralisation sont en effet les deux processus cognitifs fondamentaux pour
la génération de nouvelles règles (voir l’étude des processus de raisonnement
dans [HHNT86]). Les relations de voisinage dans ARVis 1.2 ont également la
particularité d’intégrer des indices de règle :
– le support (indice de similarité),
noté sp,
– la confiance (indice descriptif d’écart à l’équilibre),
noté cf ,
– le lift (indice descriptif d’écart à l’indépendance),
noté li,
– l’intensité d’implication (indice statistique d’écart à l’indépendance),
noté ii,
– IPEE (indice statistique d’écart à l’équilibre),
noté ip.
Chaque indice est associé à un seuil minimal et un seuil maximal fixés par
l’utilisateur afin de filtrer les règles :
minsp, mincf , minli, minii, et minip
maxsp, maxcf , maxli, maxii, et maxip
Les seuils peuvent être modifiés par l’utilisateur à tout instant pendant la navi-
gation dans R. Pour définir les relations de voisinage, nous regroupons tous les
seuils au sein de la fonction booléenne BonneQualite´ :
∀ r ∈ R, BonneQualite´(r) ⇔


minsp ≤ sp(r) ≤ maxsp et
mincf ≤ cf(r) ≤ maxcf et
minli ≤ li(r) ≤ maxli et
minii ≤ ii(r) ≤ maxii et
minip ≤ ip(r) ≤ maxip


Bien que la plupart des outils de règles d’association n’en proposent pas, les
seuils maximaux facilitent la tâche de l’utilisateur. Par exemple, les règles
5.3 - ARVis 1.2 125
de très fort support et très forte confiance sont souvent déjà connues des
utilisateurs ; les supprimer permet de mettre en évidence des règles plus
intéressantes.
¦ Relations de spécialisation








∣∣∣ z ∈ I\(X∪y) ∧ BonneQualite´(X∪z → y)}








∣∣∣ z ∈ I\(X ∪ y) ∧ BonneQualite´(X∪z → y)} 3








∣∣∣ z ∈ I\(X∪y) ∧ BonneQualite´(X∪y → z)}
Exemples. L’ensemble des items est I = {A,B, C, D,E}. Ici, nous faisons
























(A,B, C) → (D) ; (A,B, C) → (E)
}
¤
Dans [HHNT86], Holland et al. soulignent qu’une règle trop générale
peut être spécialisée en deux types de règles complémentaires : les règles
exceptions et les règles concordantes. Les règles exceptions visent à expliquer
les contre-exemples de la règle générale, tandis que les règles concordantes
visent à mieux expliquer les exemples. Par exemple, une règle "Si X est un
chien alors X est gentil" peut être spécialisée en deux règles "Si X est un chien
et X est muselé alors X est méchant" et "Si X un chien et X n’est pas muselé
alors X est gentil". L’intérêt des règles exceptions en ECD a été largement
confirmé (voir par exemple [HLSL00] et [SZ05]). Sur la base de ces deux
types de spécialisation, nous proposons les relations de voisinage Spécialisation
concordante et Spécialisation d’exception. La relation Chaînage avant est quant
à elle reprise de ARVis 1.1 (voir description section 5.2.1).
3y désigne ici n’importe quel item provenant de la même variable que y mais présentant
une modalité différente. Par exemple, si y est l’item couleur_des_yeux=bleu, alors y peut être
couleur_des_yeux=marron ou couleur_des_yeux=vert.
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Fig. 5.6 – Réciprocité partielle de Spécialisation concordante et Généralisation
(pour un ensemble de cinq items I = {A,B,C, D,E})








X \ z → y
∣∣∣ z ∈ X ∧ BonneQualite´(X \ z → y)}







X \ z → z
















(A,B) → (C) ; (A,C) → (B) ; (B,C) → (A)
}
¤
La relation Généralisation consiste à simplifier la prémisse d’une règle
(processus de simplification des conditions décrit dans [HHNT86]). Elle est
complémentaire à Spécialisation concordante, puisque après avoir appliqué
Spécialisation concordante sur une règle r, on peut retrouver r en utilisant
Généralisation (figure 5.6). La relation Généralisation de la prémisse est quant
à elle reprise de ARVis 1.1 (voir description section 5.2.1).
¦ Autres relations








∣∣∣ z ∈ I \X ∧ BonneQualite´(X → z)}








∣∣∣ z ∈ I \ y ∧ BonneQualite´(z → y)}
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(A,B) → (C) ; (A,C) → (B) ; (B,C) → (A)
}
¤
Les relations Prémisse commune et Conclusion commune préservent
la prémisse et changent la conclusion, ou vice versa. Items communs per-
met de permuter les items dans une règle. Toutes les règles produites par
cette relation sont vérifiées par la même population d’individus dans les données.
Imaginons que l’utilisateur applique une relation de voisinage Π sur une règle
r. Ceci génère et affiche un nouveau sous-ensemble S = Π(r) contenant toutes
les règles voisines de r selon Π. Nous appelons r la règle de transition, car c’est
elle qui permet le passage d’un sous-ensemble à un autre. En fonction de la
relation Π choisie, S peut contenir ou ne pas contenir la règle de transition (les
relations de voisinage ne sont pas nécessairement réflexives –voir chapitre 4).
Dans ARVis 1.2, nous ajoutons systématiquement la règle de transition à tout
sous-ensemble généré par une relation de voisinage. Ceci permet de pouvoir
effectuer des comparaisons entre la règle de transition et ses règles voisines.
Par exemple, avec la relation de voisinage Généralisation, il est intéressant de
comparer une règle à ses voisines afin de repérer les items superflus dans la règle
(ceux dont la suppression ne dégrade pas la qualité de la règle). Réciproquement,
avec la relation Spécialisation concordante, comparer une règle à ses voisines
permet de vérifier si l’ajout d’un nouvel item en prémisse améliore ou non la
prédiction de la conclusion.
5.3.2 Encodage graphique
ARVis 1.2 reprend la métaphore du paysage d’information de la version 1.1,
avec les mêmes objets graphiques : une sphère posée au-dessus d’un cône. Ces
derniers sont également disposés sur une arène afin de faciliter la perception
de la profondeur dans l’espace 3D et de réduire les occultations entre objets.
Chaque paysage 3D ne contient par contre qu’une seule arène. En effet, les
relations de voisinage dans ARVis 1.2 étant plus nombreuses, elle sont utilisées
indépendamment les unes des autres et non pas conjointement comme dans
ARVis 1.1.
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L’encodage graphique de ARVis 1.2 diffère de celui de la version 1.1 puisqu’il
intègre les cinq indices de règle précédemment énoncés : support, confiance, lift,
intensité d’implication, et IPEE. Comme le préconise la méthodologie RF (voir
section 4.5.2 page 112), nous optons pour un encodage graphique qui s’appuie
sur des positions et des tailles pour mettre en valeur les indices de règle (figure
5.7) :
– la position de l’objet représente le support,
– la surface visible du cône représente la confiance,
– la surface visible de la sphère représente le lift (dans un souci d’homogé-
néité vis-à-vis des autres indices, le lift est normalisé entre 0 et 1),
– la luminosité de la sphère représente l’intensité d’implication,
– la luminosité du cône représente IPEE.
Ainsi, la sphère est dédiée aux indices d’écart à l’indépendance, tandis
que le cône est dédié aux indices d’écart à l’équilibre. L’encodage rend
clairement identifiables les règles de bonne qualité, dont la visualisation et l’accès
sont facilités par rapport aux règles plus mauvaises. Les sphères ne contiennent
pas d’objets miniatures permettant d’anticiper la navigation, puisque ARVis
1.2 propose huit relations de voisinage et qu’il n’est pas possible de prévoir
celle que l’utilisateur va appliquer. Par ailleurs, dans chaque paysage, la règle
de transition est représentée par un objet semi-transparent pour être distinguée
des autres règles et ainsi permettre les comparaisons.
Cet encodage graphique ne fait pas appel à la couleur, contrairement à l’en-
codage adopté dans ARVis 1.1. En effet, comme nous l’avons vu au chapitre 4,
la couleur est adaptée à l’encodage de variables nominales mais elle est généra-
lement déconseillée pour l’encodage de variables ordinales ou quantitatives (voir
tableau 4.2 page 95). Si nous avons tout de même décidé d’utiliser la couleur
dans ARVis 1.1, c’est parce que l’information correspondante y est redondante
(moyenne des indices de règle), ce qui en diminue le caractère stratégique. Pour
représenter l’intensité d’implication et IPEE dans ARVis 1.2, nous employons,
à la place de la couleur, la luminosité4 qui, elle, est adaptée à l’encodage de
variables ordinales. Pour cela, les deux indices de règle sont discrétisés en cinq
modalités (il est conseillé de ne pas représenter plus de six ou sept modalités
avec la luminosité comme avec la couleur [Ber67] [Wil05]). Comme dans ARVis
1.1, les valeurs précises des indices sont indiquées sur les étiquettes textuelles
au-dessus des objets.
5.3.3 Transformations sur la vue
ARVis 1.2 reprend les transformations sur la vue de la version 1.1 : l’utili-
sateur peut visiter librement le paysage 3D en modifiant le point de vue sur la
scène. Au début de la visite d’un paysage, il est placé devant l’arène, et bénéficie
ainsi d’un point de vue global sur les règles. Par rapport à ARVis 1.1, des aides
à la visite des paysages sont ajoutées sous la forme de points de vue prédéfinis
dans le paysage, donnant une vision globale de l’arène (comme ceux montrés
4La couleur constante choisie est le rouge. Les objets peuvent donc varier du blanc au noir
en passant par des teintes rouges. Cependant pour que les étiquettes textuelles (écrites en
noir) restent visibles, nous faisons varier les objets du blanc jusqu’à un rouge saturé, sans aller
jusqu’au noir.
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Fig. 5.8 – Architecture logique d’ARVis
Fig. 5.9 – Architecture physique d’ARVis
dans la figure 5.4 page 122) ou une vision rapprochée de chaque objet. Un menu
listant toutes les règles permet d’afficher directement le point de vue rapproché
sur l’objet correspondant. Ainsi, ARVis 1.2 permet à l’utilisateur de trouver les
règles qui l’intéressent que ses critères de recherche soient fondés sur les indices




ARVis 1.1 et 1.2 sont construits sur une architecture client-serveur trois-
tiers (figures 5.8 et 5.9) :
– le serveur de données est le système de gestion de bases de données rela-
tionnelles PostgreSQL5,
– la couche applicative est un script écrit en Perl et exécuté par un serveur
HTTP via une passerelle CGI6,
– le client est un navigateur internet.
C’est sur le client que s’effectue la visualisation des sous-ensembles de règles par
l’utilisateur (affichage et visite des paysages 3D). Le script Perl est quant à lui
composé de deux modules.
– Un premier module prend en charge l’extraction des règles (et des valeurs
5www.postgresql.org
6Common Gateway Interface est un protocole standard permettant d’interfacer un serveur
HTTP avec des applications.
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d’indices) en implémentant des algorithmes à contraintes adaptés aux rela-
tions de voisinage. Ce module est interactif : il produit les sous-ensembles
de règles à la demande, au fur et à mesure de la navigation de l’utilisateur
(aucune règle n’est produite à l’avance).
– Un second module prend en charge la génération des paysages 3D. Il s’agit
également d’un module interactif qui génère les paysages au fur et à mesure
de la navigation de l’utilisateur (aucun paysage n’est généré à l’avance).
Contrairement à l’extraction de règles, la génération des paysages ne nécessite
aucun accès à la base de données et est très peu consommatrice en temps.
Le chapitre 6 est entièrement dédié au module d’extraction. Ci-dessous, nous
décrivons le module de génération des paysages ainsi que l’implémentation de
la visualisation sur le client.
5.4.2 Génération des paysages sur le serveur
Un monde virtuel en VRML
ARVis génère les paysages 3D en VRML (Virtual Reality Modeling Lan-
guage). Il s’agit d’un langage de référence (norme ISO) pour la description
de mondes virtuels et interactifs en 3D, créé en 1995 et promu par le Web3D
Consortium. A l’origine, VRML était destiné à devenir le standard de diffusion
de scènes 3D sur Internet. Ceci ne s’est pas réalisé puisque le langage n’a jamais
réussi à s’imposer face aux développements propriétaires. Cependant, VRML
n’en reste pas moins aujourd’hui le format universel pour les contenus 3D, im-
plémenté par tous les logiciels de création et d’édition 3D. La dernière version du
langage (dialecte XML nommé X3D ou eXtensible 3D, normalisé en 2004) est
évolutive, c’est-à-dire qu’elle accepte l’ajout de nouvelles fonctionnalités. Elle
est intégrée à la norme audio/vidéo MPEG-4, qui supporte ainsi les contenus
3D.
Les mondes virtuels écrits en VRML peuvent être affichés et explorés au
moyen d’outils de visualisation appelés navigateurs VRML. Ces outils disposent
de primitives de navigation standards (marcher, voler, examiner, etc.), activables
à la souris ou au clavier, qui modifient le point de vue de l’utilisateur sur le
monde virtuel. Dans ARVis, le navigateur VRML est un module d’extension
(plug-in) qui équipe le navigateur internet sur le poste client.
Pour chaque paysage à visualiser, ARVis génère le code VRML :
– du sol,
– du ciel,
– d’une source de lumière,
– de l’arène (ou des arènes pour ARVis 1.1 )
– des objets graphiques (cône et sphère) accompagnés de leurs étiquettes
textuelles,
– dans ARVis 1.2, des points de vue prédéfinis pour la vision globale de
l’arène et pour la vision rapprochée de chaque objet.
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Fig. 5.10 – Le placement des objets est déterminé en coordonnées cylindriques
(r, θ, z).
Création des objets et arènes
La taille d’un objet moyen dans un monde virtuel VRML doit être de l’ordre
d’une unité de longueur VRML7. Ainsi, l’encodage graphique d’ARVis est tra-
duit de la manière suivante en VRML :
– pour la sphère, rayon =
√




– pour le cône, hauteur = 2× confiance et rayon = 0.4,
– pour la position, l’algorithme de placement (algorithme 5.1) fournit les
coordonnées du point de référence qu’est le centre de la base du cône
(voir figure 5.10).
L’arène est le morceau de parabole d’équation (z = r
2−100
80 , r ∈ [10; 40], θ ∈
[0; pi]) en coordonnées cylindriques. Les coordonnées (r, θ, z) retournées par l’al-
gorithme de placement correspondent à des points de cette parabole. Les valeurs
7On considère généralement qu’une unité de longueur VRML dans un monde virtuel équi-
vaut à un mètre dans le monde réel. Cette convention facilite le partage des objets virtuels
dans la communauté des programmeurs VRML en garantissant une cohérence entre les tailles
des objets (par exemple on peut modéliser une maison en VRML et utiliser une bibliothèque
d’objets VRML pour la meubler sans risquer qu’une armoire soit aussi grande que la maison).
Toutefois, elle ne convient qu’à la représentation du monde réel à taille humaine (majorité des
applications du VRML).
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Fig. 5.11 – L’étalement des objets est maximisé dans chaque zone.
de r et de z sont déterminées à partir de l’indice de règle associé à la position
dans l’encodage graphique (lignes 6 et 7 de l’algorithme 5.1). Les valeurs de θ
en revanche sont calculées de manière à maximiser l’étalement des objets sur
l’arène. En effet, l’arène est divisée du bas vers le haut en quatre zones, et dans
chaque zone les objets sont répartis régulièrement selon des valeurs de θ équi-
distantes (lignes 8 à 19 de l’algorithme 5.1, voir figure 5.11). Pour les cas où
les indices de règle varient faiblement sur le sous-ensemble de règles à visuali-
ser, ARVis intègre une procédure optionnelle de normalisation permettant de
répartir les indices sur des plages de valeurs plus larges. Ceci permet également
d’éviter que les faibles valeurs d’indices conduisent à des objets trop petits pour
être visibles.
La taille de l’arène est identique quel que soit le paysage considéré. De même,
les tailles maximales et minimales des objets sont communes à tous les paysages.
Il aurait pourtant été possible d’adapter la taille de l’arène ou la taille des objets
en fonction du nombre d’objets à afficher dans le paysage. Ceci aurait favorisé la
visualisation des petits sous-ensembles de règles, puisqu’un petit nombre d’ob-
jets aurait autant "rempli" l’écran qu’un grand nombre d’objets. Nous n’avons
pas retenu ce choix dans ARVis afin de préserver les références de l’utilisateur
en termes de position et de taille : dans tous les paysages, les qualités maxi-
males et minimales correspondent toujours aux mêmes positions dans l’arène,
et aux mêmes tailles des objets. Nous pensons que ces invariants visuels favo-
risent l’intelligibilité des paysages de règles. Pour la même raison, les points de
vue prédéfinis pour la vision rapprochée des règles sont systématiquement placés
à la même distance des objets, que ceux-ci soient petits ou grands.
5.4.3 Visualisation des paysages sur le client
L’utilisateur visualise et explore les paysages avec le navigateur VRML du
client. Nous utilisons principalement Cortona8 (voir interface figure 5.12), mais
de nombreux produits équivalents sont disponibles.
8www.parallelgraphics.com
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Entrées : R, ensemble de règles à représenter,
(l’indice à encoder avec la position est noté i)
Sorties : P , ensemble de triplets (r, θ, z) désignant les points de réfé-
rence pour le placement des objets dans le paysage (en coor-
données cylindriques)
1 r, θ, z = 0 ;
2 P = ∅ ;
3 compteurZoneA, compteurZoneB = 0 ;
4 compteurZoneC, compteurZoneD = 0 ;
5 pour chaque re`gle ∈ R faire
6 r = 30× (1− re`gle.i) + 10 ;
7 z = (r2 − 100)÷ 80 ;
8 si re`gle.i > 0.75 alors




11 sinon si re`gle.i > 0.5 alors




14 sinon si re`gle.i > 0.25 alors









20 P = P ∪ (r, θ, z) ;
21 retourne P ;
Algorithme 5.1: Algorithme de placement des objets dans ARVis
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Fig. 5.12 – Interface du navigateur VRML Cortona
Fig. 5.13 – Menu proposant les huit relations de voisinage
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Fig. 5.14 – Interface d’initialisation
Trois types d’interactions sont possibles dans ARVis :
– L’utilisateur peut explorer les paysages de règles soit en se promenant
librement à l’aide des primitives de déplacement du navigateur VRML,
soit en utilisant les points de vue prédéfinis (ARVis 1.2 ). Il suffit de
cliquer sur la sphère d’un objet pour afficher le point de vue prédéfini
pour la vision rapprochée de cet objet. Concrètement, ceci revient à se dé-
placer automatiquement dans le paysage jusqu’à se retrouver face à l’objet.
– L’utilisateur peut filtrer les règles en modifiant les seuils minimaux et
maximaux sur les indices de règle au moyen d’une interface HTML
séparée. Seules les règles qui respectent les seuils sont affichées. Ceci a
pour effet de faire apparaître et disparaître des objets dans le paysage.
– L’utilisateur peut naviguer d’un sous-ensemble de règles à un autre en
appliquant les relations de voisinage. Dans ARVis 1.1, il suffit de cliquer
sur le cône d’un objet pour enclencher la relation de voisinage sur la règle
correspondante. Dans ARVis 1.2, le clique sur le cône d’un objet affiche un
menu proposant les huit relations de voisinage (figure 5.5.1). En appliquant
une relation de voisinage, le sous-ensemble de règles courant est remplacé
par un nouveau sous-ensemble généré par le module d’extraction d’ARVis
(voir chapitre 6). Visuellement, le paysage courant est remplacé par un
nouveau paysage, ce qui donne l’impression de se déplacer virtuellement
au sein de l’ensemble total des règles. Une fonction d’annulation permet
de revenir aux paysages précédemment visités.
En outre, pour débuter ou recommencer une exploration de règles, l’utilisa-
teur choisit un premier sous-ensemble de règles à visiter à l’aide d’une interface
d’initialisation qui consiste en une série de pages HTML dynamiques générées
par le script Perl (figure 5.14). Cette interface permet de construire l’itemset de
son choix et d’afficher le paysage des règles qui contiennent cet itemset en pré-
misse, ou en conclusion, ou bien globalement dans les deux. L’interface permet
également d’indiquer la base de données et la table de données à étudier.
5.5 - Exemples d’utilisation 137
Traits comportementaux Représentation
introversion 6= extraversion ext ∈ {−, 0, +}
détente 6= anxiété anx ∈ {−, 0, +}
remise en cause 6= affirmation aff ∈ {−, 0, +}
détermination 6= réceptivité rec ∈ {−, 0, +}
improvisation 6= rigueur rig ∈ {−, 0,+}
conformisme intellectuel 6= dynamisme intellectuel din ∈ {−, 0,+}
conciliation 6= combativité com ∈ {−, 0, +}
motivation de facilitation 6= motivation de réalisation rea ∈ {−, 0,+}
motivation d’indépendance 6= motivation d’appartenance app ∈ {−, 0, +}
motivation de protection 6= motivation de pouvoir pou ∈ {−, 0, +}
Tab. 5.1 – Traits comportementaux
5.5 Exemples d’utilisation
Les exemples d’utilisation présentés ci-dessous ont été réalisés avec ARVis
1.2, l’implémentation la plus complète de la méthodologie RF. Les données
étudiées proviennent d’une base de données de profils psychologiques appar-
tenant à la société PerformanSe SA. Cette société édite des logiciels d’aide à
la décision pour la gestion des ressources humaines, dédiés à l’évaluation des
comportements et motivations en milieu professionnel. La base de données de
profils psychologiques est utilisée pour étalonner les logiciels. Elle contient les
profils de 4065 personnes (population de référence constituée d’adultes français)
décrits par dix traits comportementaux bipolaires (tableau 5.1). Chacun d’eux
est codé par une variable qualitative possédant trois modalités : +, 0, et – (trait
fortement, moyennement, ou faiblement affirmé).
Les figures illustrant les exemples sont soit des vues globales d’une arène,
soit des vues rapprochées d’une ou deux règles. Les règles pour lesquelles nous
montrons une vue rapprochée sont marquées d’une croix dans les vues globales.
5.5.1 Exemple 1
L’exemple décrit ci-dessous est constitué d’une phase de spécialisation (pen-
dant laquelle on ajoute des items pour mettre en évidence des combinaisons
intéressantes) suivie d’une phase de généralisation (pendant laquelle on sup-
prime les items superflus). Les explorations de règles que nous réalisons avec
ARVis sont couramment constituées de plusieurs phases de spécialisation et de
généralisation qui se succèdent.
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Fig. 5.15.d
Fig. 5.15.e Fig. 5.15.f
Fig. 5.15.g
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Fig. 5.15.h
Fig. 5.15.i Fig. 5.15.j
Fig. 5.15.k
Fig. 5.15 – Paysages de l’exemple 1
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Nous commençons par nous intéresser aux traits comportementaux impli-
qués par la motivation de protection (personnes qui recherchent la sécurité).
Pour cela, nous visualisons le sous-ensemble des règles qui possèdent l’itemset
(pou = −) en prémisse (figure 5.15.a). Dans le paysage, une règle est clairement
mise en évidence avec un objet volumineux et rouge placé à l’avant de l’arène.
Il s’agit de (pou = −) → (anx = +), qui possède en effet de très bonnes valeurs
d’indices de règle (figure 5.15.b). En visitant le paysage, nous constatons qu’il
s’agit de la meilleure règle du sous-ensemble. En particulier, les objets consti-
tués d’un cône rouge et d’une sphère blanche désignent des règles dont l’écart
à l’équilibre est significatif et orienté en faveur des exemples (IPEE élevé) alors
que l’écart à l’indépendance est significatif mais orienté en faveur des contre-
exemples (intensité d’implication faible). Similairement, les objets constitués
d’un cône blanc et d’une sphère rouge désignent des règles dont l’écart à l’indé-
pendance est significatif et orienté en faveur des exemples (intensité d’implica-
tion élevée) alors que l’écart à l’équilibre est significatif mais orienté en faveur
des contre-exemples (IPEE faible). Les luminosités intermédiaires entre blanc et
rouge représentent quant à elles des écarts non significatifs (cas peu fréquent).
Afin de savoir s’il existe d’autres règles qui prédisent l’anxiété plus efficacement,
nous appliquons sur (pou = −) → (anx = +) la relation Conclusion commune.
Dans le nouveau paysage (figure 5.15.c), la règle de transition (pou = −) →
(anx = +) est située en bas à gauche de l’arène, représentée par un objet
semi-transparent. La seule autre règle qui présente une qualité comparable (ob-
jet rouge derrière la règle de transition) possède une confiance de 60%, ce qui
est relativement faible. Tous les autres objets sont constitués d’un cône blanc
(IPEE faible). Ce paysage nous permet donc de constater que la motivation
de protection est le meilleur caractère qui implique l’anxiété. Afin d’en savoir
plus sur cette population anxieuse qui recherche la sécurité, nous appliquons
sur (pou = −) → (anx = +) la relation Chaînage avant. Le nouveau paysage
présente toutes les règles qui possèdent (anx = +, pou = −) en prémisse (fi-
gure 5.15.d). La règle de transition mise à part, les écarts à l’équilibre sont
mauvais ou faibles, mais nous pouvons tenter de maximiser les écarts à l’indé-
pendance. Pour cela, la vue du dessus est pratique. Deux règles sortent du lot :
(anx = +, pou = −) → (app = −) et (anx = +, pou = −) → (rea = +), qui
possèdent les valeurs de lift les plus élevées (2.62 et 2.00 respectivement, voir
figure 5.15.e). La règle (anx = +, pou = −) → (rea = +) concerne la population
anxieuse, motivée par la protection, et motivée par la réalisation (personnes mo-
tivées par la création et l’effort plus que par les objectifs comme l’argent ou la
reconnaissance). Afin de découvrir les caractères impliqués par cette population,
tout en essayant d’améliorer la qualité des règles, nous appliquons la relation
Chaînage avant sur (anx = +, pou = −) → (rea = +).
Le sous-ensemble suivant (figure 5.15.g) contient une règle très bonne et lar-
gement meilleure que les autres : (anx = +, pou = −, rea = +) → (app = −)
(figure 5.15.f). Il est à noter que l’item sur lequel la règle conclut (motivation
d’indépendance) intervenait déjà dans l’une des deux meilleures règles du pay-
sage précédent. Après avoir spécialisé les règles en ajoutant des items, nous
allons maintenant nous concentrer sur ces quatre items et passer à une phase de
généralisation. Tout d’abord, nous appliquons la relation Items communs afin
de vérifier si une combinaison différente des items ne serait pas plus pertinente.
En comparant à la règle de transition, nous pouvons voir sur le nouveau paysage
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que deux combinaisons sont largement meilleures (figure 5.15.h). La meilleure
d’entre elles est la règle (app = −, pou = −, rea = +) → (anx = +) avec
une confiance de 89% et un lift de 3.40 (validés par des indices probabilistes
au maximum), ce qui est tout à fait satisfaisant (figure 5.15.i). Afin de véri-
fier que tous les items en prémisse sont bien utiles pour prédire l’anxiété, nous
appliquons la relation Généralisation. Dans le nouveau paysage (figure 5.15.k),
la meilleure règle est quasiment aussi bonne que la précédente : il s’agit de
(app = −, pou = −) → (anx = +) avec une confiance de 89% et un lift de
3.37 (figure 5.15.j). L’item rea = + était donc superflu. Nous sommes parvenu
à simplifier la règle (et donc à augmenter le support, qui est passé de 6% à 11%)
tout en préservant les valeurs des indices de règle pour la prédiction de l’anxiété.
En appliquant la relation Généralisation une nouvelle fois, nous constatons que
tous les items de la règle sont utiles, puisque les règles (app = −) → (anx = +)
et (pou = −) → (anx = +) sont nettement plus mauvaises (ces règles ont déjà
été visualisées dans le paysage de la figure 5.15.c). Au final, nous retenons donc
la règle (app = −, pou = −) → (anx = +), qui signifie que les personnes qui
recherchent l’indépendance et la sécurité sont généralement anxieuses. L’explo-
ration réalisée avec ARVis a montré non seulement que cette règle est de très
bonne qualité, mais aussi qu’elle est localement dominante (la meilleure dans la
"région" de règles explorée).
5.5.2 Exemple 2
Dans ce nouvel exemple, nous cherchons à prédire l’affirmation de soi. Pour
cela, nous visualisons le sous-ensemble des règles qui concluent sur aff = +
(figure 5.16.a). Dans le paysage, une règle saute aux yeux : il s’agit de (com =
−) → (aff = +), avec une confiance moyenne de 70% et un bon lift de
2.85 (règle indiquée par une croix sur la figure 5.16.a). Afin de visualiser des
règles plus spécifiques qui prédisent l’affirmation de soi, nous appliquons sur
(com = −) → (aff = +) la relation de voisinage Spécialisation concordante. Le
nouveau paysage contient beaucoup de règles de bonne qualité (figure 5.16.b). En
particulier, tous les écarts à l’indépendance et à l’équilibre sont significativement
élevés (tous les objets sont rouges). Pour faciliter la visualisation des meilleures
règles, nous filtrons le sous-ensemble avec un seuil minimal de lift égal à 3. Le
paysage obtenu met en évidence la règle (com = −, rig = −) → (aff = +)
(figure 5.16.c), dont le support est plus élevé que les autres (7% contre environ
3% pour les autres au fond de l’arène). En plus d’un lift supérieur à 3, cette
règle possède une confiance convenable de 76%.
En appliquant à nouveau Spécialisation concordante, nous obtenons des
règles plus spécifiques qui prédisent l’affirmation de soi (figure 5.16.d). Tou-
tefois, ces règles possèdent toutes un très faible support (de l’ordre de 0.1%,
c’est-à-dire environ quatre profils), ce qui nous incite à mettre un terme à la
spécialisation des règles. Il n’est pas nécessaire de généraliser puisque les règles
(com = −) → (aff = +) et (rig = −) → (aff = +) ont déjà été visua-
lisées dans le premier paysage (figure 5.16.a). Au final, nous validons la règle
(com = −, rig = −) → (aff = +), qui signifie que les personnes qui recherchent
la conciliation et s’adaptent bien à l’imprévu ont tendance à s’affirmer. D’après
la méthodologie d’évaluation de PerformanSe SA, et en l’absence d’informations
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Fig. 5.16.d
Fig. 5.16 – Paysages de l’exemple 2
supplémentaires, ces personnes peuvent être décrites a priori comme travaillant
efficacement en environnement incertain, sachant prendre du recul, mais pou-
vant prendre des décisions risquées.
5.5.3 Exemple 3
Nous voulons ici vérifier la règle selon laquelle les personnes qui recherchent
l’indépendance sont rigoureuses : (app = −) → (rig = +). Pour cela, nous visua-
lisons le sous-ensemble des règles qui concluent sur rig = +. Le paysage montre
de nombreuses règles de qualité (figure 5.17.a). A l’aide du menu proposant la
liste des règles, nous affichons directement le point de vue rapproché sur la règle
qui nous intéresse (figure 5.17.b). Il s’agit d’une règle de très faible qualité, avec
de mauvais écarts à l’équilibre et à l’indépendance validés par les indices pro-
babilistes. La liaison entre les traits comportementaux app et rig réside en fait
davantage dans la règle contraire (app = −) → (rig = +).
Afin de tenter d’améliorer la prédiction de rig = + par app = −, nous
appliquons la relation de voisinage Spécialisation concordante. Dans le nouveau
paysage (figure 5.17.d), la meilleure règle est (app = −, pou = +) → (rig =
+), qui possède en particulier une confiance élevée confortée par une valeur de
IPEE au maximum (figure 5.17.e). Cette règle est intéressante, mais avant de
la valider il faut examiner la règle plus générale (pou = +) → (rig = +) afin
de vérifier que pou = + n’est pas à lui seul un bon prédicteur de rig = +.
En revenant au paysage précédent, nous pouvons vérifier que cette règle est de
qualité moyenne (figure 5.17.c). La bonne prédiction de rig = + dépend donc
pleinement des deux caractères app = − et pou = +. Au final, nous retenons
la règle (app = −, pou = +) → (rig = +), qui signifie que les personnes qui
recherchent l’indépendance et sont motivées par le pouvoir sont généralement
rigoureuses. Par rapport aux autre règles du jeu de données, il s’agit d’une règle
très spécifique qui explique une niche dans la population.
5.5 - Exemples d’utilisation 145
Fig. 5.17.a
Fig. 5.17.b Fig. 5.17.c
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Fig. 5.17.d
Fig. 5.17.e
Fig. 5.17 – Paysages de l’exemple 3
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5.6 Conclusion
Dans ce chapitre, nous avons présenté l’outil de visualisation ARVis (Asso-
ciation Rule Visualization), une implémentation de la méthodologie RF. ARVis
permet d’explorer de grands volumes de règles et d’identifier les connaissances
pertinentes. L’outil repose sur une représentation 3D intuitive qui supporte de
grands ensembles de règles décrits par plusieurs indices. Fondée sur la méta-
phore du paysage d’information, cette représentation inédite en visualisation de
règles met en évidence les indices et facilite la reconnaissance des règles de bonne
qualité. Pour ce qui concerne les interactions, plusieurs relations de voisinage
intelligibles réalisant des spécialisations ou généralisations permettent à l’utili-
sateur de guider sa navigation parmi les règles. Les tests d’ARVis sur données
réelles montrent que l’outil aide à découvrir des règles intéressantes et de bonne
qualité, et en particulier des règles localement dominantes (les meilleures dans
la "région" de règles explorée).
Comme l’a montré le chapitre 4, les méthodes et outils de visualisation de
règles sont fondés sur les items et considèrent les indices de règle comme des
informations annexes. La philosophie d’ARVis est toute autre :
– la représentation est principalement fondée sur les indices de règle (les
items apparaissent uniquement dans des étiquettes textuelles) ;
– par le biais des relations de voisinage, l’interaction est principalement fon-
dée sur les items et permet de jouer sur la syntaxe des règles.
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Dans ce dernier chapitre, nous présentons le module d’extraction de règles
d’ARVis. Il s’agit d’un module interactif qui produit à la demande les ensembles
de règles (et les valeurs d’indices) que l’utilisateur souhaite visualiser. Aucune
règle n’est donc produite à l’avance. Cette approche locale qui suit la navigation
de l’utilisateur permet de s’affranchir des limites de l’extraction exhaustive,
c’est-à-dire principalement des temps d’exécution qui peuvent s’avérer rédhi-
bitoires sur des données denses, quand l’explosion combinatoire ne rend pas
l’extraction impossible (voir section 3.5 page 81).
L’extraction locale des règles est réalisée par des algorithmes à contraintes,
conçus spécifiquement pour extraire à la demande les ensembles de règles que
les relations de voisinage engendrent. Les algorithmes à contraintes d’ARVis ont
été écrits dans une optique tout à fait différente des algorithmes à contraintes
présentés au chapitre 3. Alors que ces derniers cherchent à exploiter des classes
de contraintes les plus générales possibles, les algorithmes d’ARVis utilisent
uniquement les contraintes particulières induites par les relations de voisinage,
et sont spécialement optimisés pour ces contraintes.
Nous décrivons deux approches pour l’extraction locale des règles :
– l’extraction sans mémoire, approche basique qui ne sauvegarde pas les
itemsets générés (implémentée dans ARVis 1.1 ) ;
– l’extraction avec mémoire, approche améliorée qui sauvegarde les itemsets
et leurs cardinaux pour pouvoir les réutiliser (implémentée dans ARVis
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1.2 ).
Dans la section suivante, nous présentons les contraintes utilisées dans AR-
Vis. Les sections 6.2 et 6.3 sont ensuite consacrées aux algorithmes d’extraction
sans mémoire et avec mémoire d’ARVis 1.1 et 1.2. Enfin, dans la section 6.4,
nous étudions les temps de réponses d’ARVis 1.2. Tout au long du chapitre, les
relations de voisinage considérées sont celles d’ARVis 1.2 puisqu’elles incluent
celles d’ARVis 1.1.
6.1 Contraintes dans ARVis
Les algorithmes à contraintes utilisent les contraintes pour réduire l’espace
de recherche (voir chapitre 3). Dans ARVis, les relations de voisinage engendrent
deux types de contraintes sur les règles :
– des contraintes syntaxiques, qui indiquent quels items peuvent ou doivent
apparaître en prémisse et conclusion ;
– des contraintes de qualité, qui spécifient un seuil minimal et un seuil maxi-
mal pour chaque indice de règle.
Les contraintes syntaxiques d’ARVis sont des contraintes puissantes qui limitent
drastiquement l’espace de recherche. En effet, si I est l’ensemble des items dé-
crivant les données, alors les contraintes syntaxiques sont vérifiées par au plus
|I| règles. Ainsi, quelle que soit la relation de voisinage choisie par l’utilisateur,
les algorithmes d’extraction de règles d’ARVis ont une complexité polynomiale
en O(|I|) 1.
6.2 Extraction locale sans mémoire (ARVis 1.1 )
L’algorithme pour l’extraction locale sans mémoire est l’algorithme 6.1. Il est
suffisamment général pour être commun à toutes les relations de voisinage (en
particulier, même s’il n’a été implémenté que pour les deux relations de voisinage
d’ARVis 1.1, il est également utilisable pour toutes les relations d’ARVis 1.2 ).
Cet algorithme est organisé en quatre étapes.
– L’étape 1 utilise les contraintes syntaxiques. Comme nous l’avons vu au
chapitre 3, les contraintes dites syntaxiques disposent toutes d’une fonction
génératrice, c’est-à-dire qu’il est possible d’énumérer toutes les règles qui
vérifient une contrainte syntaxique uniquement à partir de la liste des
items, sans avoir à consulter les individus dans les données (voir section
3.4.2 page 79). C’est ce qu’effectue l’étape 1, qui ne requiert ainsi aucune
lecture dans la base de données. C’est aussi la seule étape de l’algorithme
qui dépende de la relation de voisinage Π choisie par l’utilisateur.
– L’étape 2 consiste à déterminer le cardinal de chaque itemset (nombre
d’individus qui vérifient l’itemset dans les données) apparaissant dans les
règles énumérées à l’étape 1. Pour une règle a → b, il faut considérer
1Sauf pour la relation Spécialisation d’exception pour laquelle le nombre de règles est borné
par m|I| et la complexité est en O(m|I|), où m < |I| est le nombre maximum de modalités
pour une variable.
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Entrées : – re`gle, la règle de transition,
– Π, la relation de voisinage,
– seuils, les seuils min/maximaux sur les indices de règle,
– BD, base de données
Sorties : – ensemblere`gles+indices, ensemble de règles
avec les valeurs des indices
1 ensemblere`gles = ∅ ; //ensemble de règles sans indice
2 cardinaux = ∅ ; //cardinaux des itemsets
3 //ETAPE 1 : Construire les règles candidates avec les
contraintes syntaxiques
4 ensemblere`gles = constructionSyntaxique(re`gle,Π) ;
5 //ETAPE 2 : Compter dans la base de données les occurrences
des itemsets des règles candidates
6 cardinaux = compterItemsets(ensemblere`gles,BD) ;
7 //ETAPE 3 : Calculer les indices de règle
8 ensemblere`gles+indices = calculerIndic(ensemblere`gles, cardinaux) ;
9 //ETAPE 4 : Eliminer les règles candidates qui ne respectent
pas les contraintes de qualité
10 ensemblere`gles+indices = filtrer(ensemblere`gles+indices, seuils) ;
11 retourne ensemblere`gles+indices ;
(utilisable pour toutes les relations de voisinage)
Algorithme 6.1: Algorithme pour l’extraction locale sans mémoire
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trois itemsets : la prémisse (de cardinal na), la conclusion (nb), et l’item-
set global [prémisse∪ conclusion] (nab). Les cardinaux sont déterminés en
comptant les occurrences des itemsets dans la base de données, ce qui fait
de cette étape la plus coûteuse en temps de l’algorithme 6.1.
– L’étape 3 consiste à calculer les valeurs des indices de règle à partir des
cardinaux na, nb, et nab déterminés à l’étape 2 (le cardinal n du jeu de
données est aussi nécessaire).
– A l’étape 4 sont exploitées les contraintes de qualité : les règles sont filtrées
sur les valeurs des indices en fonction des seuils.
6.3 Extraction locale avec mémoire (ARVis 1.2 )
L’extraction locale avec mémoire reprend les quatre étapes de l’extraction
locale sans mémoire (algorithme 6.1), mais avec les deux améliorations suivantes.
– Pour améliorer les temps de réponse, un dispositif de sauvegarde progres-
sive des itemsets est implémenté pour éviter d’avoir à compter plusieurs
fois le même itemset dans la base de données.
– Les contraintes de qualité sont exploitées (dans la mesure du possible) dès
l’étape 1 pour réduire encore davantage l’espace de recherche et donc di-
minuer le nombre d’itemsets à compter dans la base de données. Ceci est
rendu possible grâce à la sauvegarde progressive des itemsets : comme
les cardinaux sauvés sont accessibles sans avoir à lire les données, ils
peuvent être exploités directement à l’étape 1 de construction syntaxique
des règles, pour anticiper que certaines règles candidates ne respectent pas
les contraintes de qualité.
6.3.1 Sauvegarde progressive des itemsets
Entrées : – itemset,
– BD, base de données
Sorties : – cardinal, cardinal de l’itemset
Procédure récupérerCardinal()
1 si (itemset déjà sauvegardé) alors
2 retourne itemset.cardinal ;
3 sinon
4 cardinal = compterDansLaBase(itemset,BD) ;
5 //une passe sur les données
6 sauvegarder(itemset, cardinal,BD) ;
7 //sauvegarde progressive
8 retourne cardinal ;
Algorithme 6.2: Procédure récupérerCardinal()
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Le dispositif de sauvegarde progressive des itemsets intervient à l’étape 2 :
chaque fois qu’un itemset a été compté, son cardinal est sauvegardé en base de
données pour éviter d’avoir à le déterminer une nouvelle fois durant la suite de
l’exploration. De cette façon, plus ARVis est utilisé sur un jeu de données, plus
les cardinaux des itemsets sont sauvegardés, et plus l’algorithme d’extraction
locale a de chances de s’exécuter rapidement. Plus précisément, les itemsets
et leurs cardinaux sont sauvegardés dans la base de données dans des tables
spécifiques. Il existe une table par longueur d’itemset, de telle façon que tous les
itemsets de même longueur (possédant le même nombre d’items) sont stockés
dans la même table. Chaque table est munie d’un index B-arbre sur les itemsets.
C’est par la procédure récupérerCardinal() (algorithme 6.2) qu’est implé-
menté le dispositif de sauvegarde progressive des itemsets. Cette procédure est
appelée dans les algorithmes d’extraction avec mémoire pour obtenir les cardi-
naux des itemsets. Avant de compter les occurrences d’un itemset dans la base
de données, elle vérifie si son cardinal n’a pas déjà été déterminé.
6.3.2 Optimisation des contraintes de qualité
L’algorithme sans mémoire 6.1 est suffisamment général pour concerner n’im-
porte quelle relation de voisinage. En revanche, l’extraction avec mémoire dé-
pend fortement de la relation de voisinage considérée. Nous allons donc détailler
plusieurs algorithmes pour l’extraction locale avec mémoire. Plus précisément,
nous distinguons :
1. les algorithmes qui produisent des règles en utilisant uniquement les items
de la règle de transition (pour les relations de voisinage Généralisation,
Généralisation de la prémisse, et Items communs) ;
2. les algorithmes qui produisent des règles en insérant un nouvel item dans
la règle de transition (pour les relations de voisinage Spécialisation concor-
dante, Spécialisation d’exception, Chaînage avant, Prémisse commune, et
Conclusion commune).
Les algorithmes de la première catégorie sont calqués sur l’algorithme sans
mémoire 6.1 : ils utilisent la sauvegarde progressive des itemsets (à l’étape 2)
mais ne présentent aucune optimisation pour les contraintes de qualité. Ces al-
gorithmes produisent en effet peu de règles et s’exécutent très rapidement ; ce
n’est pas sur eux que doit se porter l’effort d’optimisation. Par exemple, si l’uti-
lisateur n’étudie que des règles comprenant moins de cinq items (ce qui semble
raisonnable dans la pratique), alors les algorithmes de la première catégorie ne
produisent jamais plus de cinq règles.
Les algorithmes de la seconde catégorie, en revanche, peuvent produire beau-
coup plus de règles. Ils sont optimisés à l’étape 1 de la manière suivante : les
items à insérer dans la règle de transition sont sélectionnés en fonction des
contraintes de qualité. Ceci permet d’anticiper que certains items, une fois insé-
rés dans la règle de transition, mènent à des règles candidates qui ne respectent
pas les contraintes de qualité.
Exemple. Avec la relation de voisinage Conclusion commune, il est inutile de
générer à l’étape 1 une règle candidate a → b si le cardinal na a déjà été déter-
miné et qu’il ne vérifie pas na ≥ n.minSupportmaxConf . En effet, les contraintes de qualité














L’avantage d’utiliser le niveau 1 (itemsets de longueur 1, c’est-à-dire les items)
par rapport aux autres niveaux pour effectuer ce filtrage sur les règles candi-
dates est que la totalité du niveau 1 est généralement connue du dispositif de
sauvegarde progressive, puisque :
– de par la combinatoire, le niveau 1 est plus restreint que les niveaux qui
lui sont supérieurs ;
– de par les relations de voisinage choisies dans ARVis, le niveau 1 est
fréquemment sollicité par les algorithmes d’extraction.
Dans la suite, nous donnons une description plus détaillée de ces algorithmes
avec mémoire qui sont optimisés à l’étape 1.
Spécialisation concordante
L’algorithme 6.3 permet d’extraire les ensembles de règles délimités par la
relation de voisinage Spécialisation concordante (Π1 selon les notations du cha-
pitre 5). Les contraintes de qualité sont exploitées dès l’étape 1 à la ligne 9.
Cet algorithme est également utilisé pour la relation Spécialisation d’exception
(Π2). Par exemple, avec la variable couleur_des_yeux et les modalités marron,
vert, bleu, on a :
Π2
(










(couleur_des_cheveux = blond) → (couleur_des_yeux = marron)
)
Chaînage avant
L’algorithme 6.4 permet d’extraire les ensembles de règles délimités par la
relation de voisinage Chaînage avant (Π3). Les contraintes de qualité sont ex-
ploitées dès l’étape 1 à la ligne 6. Cet algorithme est également utilisé pour la
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Entrées : – pre´misse, prémisse de la règle de transition,
– conclusion, conclusion de la règle de transition,
– nbreIndividus, nombre total d’individus dans les données,
– minSupport, seuil de support minimal,
– maxSupport, seuil de support maximal,
– minConf , seuil de confiance minimale,
– maxConf , seuil de confiance maximale,
– minLift, seuil de lift minimal,
– maxLift, seuil de lift maximal,
– minIPEE, seuil d’IPEE minimal,
– maxIPEE, seuil d’IPEE maximal,
– minII, seuil d’intensité d’implication minimale,
– maxII, seuil d’intensité d’implication maximale,
– BD, base de données
Sorties : – ensemble, ensemble de règles avec les valeurs des indices
1 ensemble = ∅ ;
2 item ; //item à insérer dans la règle de transition
3 cardinal ; //cardinal de item
4 re`gle ; //règle créée en insérant item
5 //ETAPE 1
6 pour chaque item ∈ BD faire
7 si (item /∈ pre´misse et item /∈ conclusion) alors
8 cardinal = récupérerCardinal(item,BD) ;







11 récupérerCardinal(pre´misse ∪ item,BD) ;
12 récupérerCardinal(pre´misse ∪ conclusion ∪ item,BD) ;
13 //ETAPE 3
14 re`gle = (pre´misse ∪ item → conclusion) ;
15 support = calculerSupport(re`gle) ;
16 confiance = calculerConfiance(re`gle) ;
17 lift = calculerLift(re`gle) ;
18 IPEE = calculerIPEE(re`gle) ;
19 II = calculerII(re`gle) ;
20 //ETAPE 4
21 si (minSupport ≤ support ≤ maxSupport
et minConf ≤ confiance ≤ maxConf
et minLift ≤ lift ≤ maxLift
et minIPEE ≤ IPEE ≤ maxIPEE
et minII ≤ II ≤ maxII) alors
22 ensemble = ensemble ∪{
(re`gle, support, confiance, lift, IPEE, II)
}
;
23 retourne ensemble ;
Algorithme 6.3: Algorithme d’extraction locale avec mémoire pour la re-
lation Spécialisation concordante
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1 ensemble = ∅ ;
2 //ETAPE 1
3 pour chaque item ∈ BD faire
4 si (item /∈ pre´misse et item /∈ conclusion) alors
5 cardinal = récupérerCardinal(item,BD) ;
6 si (cardinal ≥ nbreIndividus×minSupport
et cardinal ≥ minConf × pre´misse.cardinal
et cardinal ≥
nbreIndividus2 ×minSupport÷ pre´misse.cardinal ÷maxLift
et cardinal ≥ nbreIndividus×minConf ÷maxLift
et cardinal ≤
nbreIndividus2 ×maxSupport÷ pre´misse.cardinal ÷minLift
et cardinal ≤ nbreIndividus×maxConf ÷minLift) alors
7 //ETAPE 2
8 récupérerCardinal(pre´misse ∪ conclusion ∪ item,BD) ;
9 //ETAPE 3
10 re`gle = (pre´misse ∪ conclusion → item) ;
11 support = calculerSupport(re`gle) ;
12 confiance = calculerConfiance(re`gle) ;
13 lift = calculerLift(re`gle) ;
14 IPEE = calculerIPEE(re`gle) ;
15 II = calculerII(re`gle) ;
16 //ETAPE 4
17 si (minSupport ≤ support ≤ maxSupport
et minConf ≤ confiance ≤ maxConf
et minLift ≤ lift ≤ maxLift
et minIPEE ≤ IPEE ≤ maxIPEE
et minII ≤ II ≤ maxII) alors
18 ensemble = ensemble ∪{
(re`gle, support, confiance, lift, IPEE, II)
}
;
19 retourne ensemble ;
Algorithme 6.4: Algorithme d’extraction locale avec mémoire pour la re-
lation Chaînage avant
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1 ensemble = ∅ ;
2 //ETAPE 1
3 pour chaque item ∈ BD faire
4 si (item /∈ conclusion) alors
5 cardinal = récupérerCardinal(item,BD) ;
6 si (cardinal ≥ nbreIndividus×minSupport÷maxConf
et cardinal ≥
nbreIndividus2×minSupport÷ conclusion.cardinal÷maxLift





8 récupérerCardinal(conclusion ∪ item,BD) ;
9 //ETAPE 3
10 re`gle = (item → conclusion) ;
11 support = calculerSupport(re`gle) ;
12 confiance = calculerConfiance(re`gle) ;
13 lift = calculerLift(re`gle) ;
14 IPEE = calculerIPEE(re`gle) ;
15 II = calculerII(re`gle) ;
16 //ETAPE 4
17 si (minSupport ≤ support ≤ maxSupport
et minConf ≤ confiance ≤ maxConf
et minLift ≤ lift ≤ maxLift
et minIPEE ≤ IPEE ≤ maxIPEE
et minII ≤ II ≤ maxII) alors
18 ensemble = ensemble ∪{
(re`gle, support, confiance, lift, IPEE, II)
}
;
19 retourne ensemble ;
Algorithme 6.5: Algorithme d’extraction locale avec mémoire pour la re-
lation Conclusion commune







MUSHROOMS 119 8416 23
T10.I4.D100k 100 100000 10
T20.I6.D100k 40 100000 20
Tab. 6.1 – Caractéristiques des données
Conclusion commune
L’algorithme 6.5 permet d’extraire les ensembles de règles délimités par la
relation de voisinage Conclusion commune. Les contraintes de qualité sont ex-
ploitées dès l’étape 1 à la ligne 6.
6.4 Temps de réponse dans ARVis 1.2
La figure 6.1 montre les temps de réponse obtenus sur trois jeux de données
(présentés tableau 6.1) en exécutant un scénario d’exploration avec ARVis 1.2,
c’est-à-dire une suite d’appels aux relations de voisinage. Pour chaque relation
appelée par l’utilisateur, le temps de réponse est le temps nécessaire à ARVis
pour extraire le sous-ensemble de règles avec l’algorithme d’extraction locale
correspondant, et pour générer le paysage (le coût en temps de cette dernière
opération est négligeable devant la première). Les seuils d’indices de règle choisis
dans les scénarios sont donnés dans le tableau 6.2. Pour ces expérimentations,
le serveur applicatif d’ARVis était un SGI Origin 2000 équipé de quatre proces-
seurs RISC R10000 à 250 MHz et de 512 Mo de mémoire.
Le premier jeu de données est la base MUSHROOMS de l’UCI Repository
[BM98]. Il s’agit de données peu volumineuses mais qui sont connues pour être
très corrélées. Le scénario d’exploration réalisé sur ce jeu de données est détaillé
dans le tableau 6.3. Les deux autres jeux de données sont de grandes bases
synthétiques, T10.I4.D100k et T20.I6.D100k. Elles ont été créées à l’aide du gé-
nérateur2 de données synthétiques d’IBM décrit dans [AS94a]. Le jeu de données
T20.I6.D100k est délibérément très dense (en moyenne, chaque individu vérifie
43% des items). Les scénarios d’exploration pour ces deux jeux de données sont
similaires à celui décrit dans le tableau 6.3. Ils ne sont pas détaillés puisque les
données n’ont pas de signification réelle.
Comme le montre la figure 6.1, les temps de réponse tendent à décroître au
fur et à mesure de l’exploration. Ceci est dû au dispositif de sauvegarde progres-
sive des itemsets (pour les expérimentations, les tables contenant les itemsets et
leurs cardinaux étaient vides au début des scénarios). Localement, des augmen-
tations dans les temps de réponse (par exemple à t=6 et t=11 dans le scénario de
la base MUSHROOMS) apparaissent quand les algorithmes d’extraction locale
ont besoin d’une grande quantité d’itemsets qui n’ont pas encore été comptés.
2http ://www.almaden.ibm.com/software/quest/Resources/index.shtml
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MUSHROOMS T10.I4.D100k T20.I6.D100k
minSupport 1% 0.05% 0.05%
maxSupport 100% 100% 100%
minConf 70% 70% 70%
maxConf 100% 100% 100%
minLift 0 0 0
maxLift 100 100 100
minIPEE 0 0 0
maxIPEE 1 1 1
minII 0.5 0 0
maxII 1 1 1
Tab. 6.2 – Seuils utilisés dans les scénarios d’exploration
Dans ce cas, comme dans n’importe quelle procédure d’extraction d’itemsets
fréquents (voir chapitre 3), l’algorithme doit requêter les données.
L’exploration réalisée sur le jeu de données T20.I6.D100k montre que ARVis
peut traiter efficacement les données denses. En particulier, au cours de cette
exploration, des règles très spécifiques contenant jusqu’à 15 items et présentant
un support de 0.07% ont été découvertes. Du fait de l’explosion combinatoire,
de telles règles ne pourraient jamais être extraites dans des données denses avec
un algorithme exhaustif de type Apriori.
6.5 Conclusion
Dans ce chapitre, nous avons adapté l’extraction des règles au caractère in-
teractif du post-traitement de règles dans la méthodologie RF. Pour cela, nous
avons développé des algorithmes spécifiques pour l’extraction locale des règles.
Ce sont des algorithmes qui exploitent les contraintes engendrées par les re-
lations de voisinage, et sont spécialement optimisés pour ces contraintes. Ils
permettent de n’extraire que les ensembles de règles que l’utilisateur souhaite
visualiser, au fur et à mesure de son exploration. L’utilisateur joue ainsi le rôle
d’une heuristique intégrée au sein de la procédure d’extraction de règles d’asso-
ciation. Grâce aux contraintes syntaxiques qui réduisent drastiquement l’espace
de recherche, les algorithmes sont polynomiaux en fonction du nombre d’items.
Cette approche locale donne la possibilité de s’affranchir des limites de l’extrac-
tion exhaustive (par exemple l’algorithme Apriori), c’est-à-dire principalement
des temps d’exécution qui peuvent s’avérer rédhibitoires sur des données denses,
quand l’explosion combinatoire ne rend pas l’extraction impossible. En particu-
lier, même les règles très spécifiques peuvent être étudiées avec les algorithmes
d’extraction locale.
Nous proposons également une stratégie plus perfectionnée pour l’extraction
locale des règles : l’extraction avec mémoire, solution intermédiaire entre extrac-
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tion exhaustive (mémoire pleine) et extraction sous contraintes (sans mémoire).
Les algorithmes d’extraction avec mémoire ont l’avantage de sauvegarder les
cardinaux des itemsets analysés pour pouvoir les réutiliser par la suite. Ceci
permet d’éviter d’avoir à déterminer plusieurs fois le même cardinal. De plus,
les algorithmes d’extraction avec mémoire tirent profit de leurs sauvegardes pour
optimiser l’élagage de l’espace de recherche par les contraintes. Nos expérimen-
tations montrent des temps de réponse qui tendent à diminuer au fur et à mesure








Temps Relation de voisinage Règle de transition




t=1 Chaînage avant CLASS = edible → GILL_SIZE = broad 3
t=2 Chaînage avant CLASS = edible, GILL_SIZE = broad → ODOR = none 4
t=3 Items communs CLASS = edible, GILL_SIZE = broad, ODOR = none → STALK_SHAPE = tapering 3
t=4 Généralisation de la prémisse GILL_SIZE = broad, ODOR = none, STALK_SHAPE = tapering → CLASS = edible 3
t=5 Prémisse commune GILL_SIZE = broad, STALK_SHAPE = tapering → ODOR = none 7
t=6 Conclusion commune GILL_SIZE = broad, STALK_SHAPE = tapering → RING_NUMBER = one 54
t=7 Chaînage avant CLASS = edible, GILL_SIZE = broad, STALK_SHAPE = tapering → ODOR = none 10
t=8 retour + Généralisation de la prémisse CLASS = edible, GILL_SIZE = broad, STALK_SHAPE = tapering → ODOR = none 3
t=9 minConf=60% + Généralisation de la prémisse GILL_SIZE = broad, STALK_SHAPE = tapering → CLASS = edible 2
t=10 Chaînage avant STALK_SHAPE = tapering → GILL_SIZE = broad 8
t=11 Spécialisation d’exception GILL_SIZE = broad, STALK_SHAPE = tapering → CLASS = edible 4
t=12 Chaînage avant GILL_SIZE = broad → CLASS = edible 3
t=13 Chaînage avant CLASS = edible, GILL_SIZE = broad → ODOR = none 4
t=14 Chaînage avant CLASS = edible, GILL_SIZE = broad, ODOR = none → STALK_SHAPE = tapering 10
Tab. 6.3 – Scénario d’exploration pour le jeu de données MUSHROOMS
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Fig. 6.1 – Temps de réponse obtenus sur trois scénarios d’exploration avec
ARVis
Conclusion
Les algorithmes de fouille de données produisent des règles d’association
en si grandes quantités que l’utilisateur ne peut généralement pas les exploiter
directement. Pour identifier des connaissances intéressantes, il est nécessaire à
la sortie des algorithmes de procéder à un post-traitement, consistant en une
seconde opération de fouille. Alors que la fouille de données est réalisée auto-
matiquement par des algorithmes combinatoires, la fouille de règles est laissée
à la charge de l’utilisateur. Il s’agit d’une tâche laborieuse dans la pratique.
Les apports de notre approche
Les contributions de cette thèse peuvent être résumées ainsi :
– nous avons effectué une classification des indices de règle, et proposé de
nouveaux indices ;
– nous avons établi une méthodologie pour la visualisation interactive des
règles d’association ;
– nous avons développé des algorithmes spécifiques pour l’extraction locale
des règles d’association ;
– nous avons réalisé un outil opérationnel pour la visualisation interactive
des règles d’association.
La mesure de la qualité des règles
Notre première contribution est d’avoir établi un cadre formel pour l’étude
des règles en définissant le concept de règle. Surtout, nous avons défini la notion
d’indice de règle à la manière de Lerman avec les similarités [Ler81]. A notre
connaissance, jamais une définition formelle qui puisse couvrir les nombreuses
mesures de la littérature n’en avait été donnée. Nous avons également comparé
les règles aux concepts connexes que sont les similarités, les implications, et les
équivalences. Quand il s’agit de liaisons statistiques, les notions de similarité et
d’équivalence sont souvent amalgamées.
Nous avons réalisé une classification inédite des indices de règle selon trois
critères : l’objet, la portée, et la nature. Ces critères nous paraissent essentiels
pour appréhender la signification des indices, et donc aussi pour aider l’utilisa-
teur à choisir quels indices appliquer. La classification montre qu’il existe peu
d’indices de règle au sens strict. Elle met également en évidence qu’aucun indice
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statistique ne mesure l’écart à l’équilibre.
Enfin, nous avons proposé trois nouveaux indices de règle aux propriétés ori-
ginales : l’indice probabiliste d’écart à l’équilibre IPEE, l’intensité d’implication
entropique, et le taux informationnel. Ces trois indices ne sont pas concurrents :
tandis que le taux informationnel est un indice descriptif, IPEE et l’intensité
d’implication utilisés conjointement permettent de réaliser une évaluation statis-
tique complète des règles. D’un point de vue plus pratique, le taux information-
nel et l’intensité d’implication entropique sont des mesures perfectionnées qui
combinent de multiples propriétés, utiles pour évaluer la qualité à l’aide d’une
valeur unique. En revanche, IPEE est une mesure plus intelligible qui convient
bien aux post-traitements de règles où divers indices sont associés.
La méthodologie Rule Focusing
Nous avons développé une méthodologie pour la visualisation interactive des
règles d’association, nommée Rule Focusing (RF ). Elle est conçue pour faciliter
la tâche de l’utilisateur confronté à de grands ensembles de règles en prenant en
compte ses capacités de traitement de l’information. Cette méthodologie centrée
sur l’utilisateur permet de véritablement fouiller les ensembles de règles.
La méthodologie combine les trois principales approches qui sont tradition-
nellement proposées pour faciliter le post-traitement des règles : indices de règle,
interactivité, et représentation visuelle. Elle consiste à laisser l’utilisateur ex-
plorer par lui-même des petits ensembles successifs de règles au moyen d’une
visualisation interactive des règles et de leurs indices. En d’autres termes, l’uti-
lisateur dirige une suite d’explorations locales visuelles en fonction de son
intérêt pour les règles. Ainsi, un ensemble volumineux de règles est exploré
sous-ensemble après sous-ensemble, de telle façon que l’utilisateur n’ait jamais
à l’appréhender dans sa globalité. Cette approche est fondée sur :
– les principes cognitifs de traitement de l’information de Montgomery dans
le contexte des modèles de décision [Mon83] ;
– les principes de visualisation d’information de Bertin pour la construction
de représentations efficaces [Ber67].
Sur la base des principes cognitifs de Montgomery, nous développons le concept
de relation de voisinage entre règles : des relations faisant sens pour l’utilisateur
qui lui permettent d’isoler des sous-ensembles de règles limités et de naviguer
entre les sous-ensembles. Ces relations de voisinage constituent une originalité
forte de notre méthodologie en comparaison aux autres approches d’exploration
de règles. Quant aux principes de visualisation de Bertin, nous les utilisons pour
mettre en valeur les indices de règle et faciliter la reconnaissance des meilleures
règles dans notre méthodologie.
Algorithmes pour l’extraction locale des règles
Nous avons proposé d’adapter l’extraction des règles au caractère interactif
du post-traitement de règles dans la méthodologie RF. Pour cela, nous avons dé-
veloppé des algorithmes spécifiques pour l’extraction locale des règles. Ce sont
des algorithmes à contraintes qui permettent de n’extraire que les ensembles
Conclusion 165
de règles que l’utilisateur souhaite visualiser, au fur et à mesure de son ex-
ploration. L’utilisateur joue ainsi le rôle d’une heuristique intégrée au sein de
la procédure d’extraction de règles d’association. Grâce à des contraintes puis-
santes qui réduisent drastiquement l’espace de recherche, les algorithmes sont
polynomiaux en fonction du nombre d’items. Cette approche locale donne la pos-
sibilité de s’affranchir des limites de l’extraction exhaustive (par exemple l’algo-
rithme Apriori), c’est-à-dire principalement des temps d’exécution qui peuvent
s’avérer rédhibitoires sur des données denses, quand l’explosion combinatoire ne
rend pas l’extraction impossible. En particulier, même les règles très spécifiques
(concernant une très faible portion des données) peuvent être étudiées avec les
algorithmes d’extraction locale.
Nous proposons également une stratégie plus perfectionnée pour l’extraction
locale des règles : l’extraction avec mémoire, solution intermédiaire entre extrac-
tion exhaustive (mémoire pleine) et extraction sous contraintes (sans mémoire).
Les algorithmes d’extraction avec mémoire ont l’avantage de sauvegarder les
résultats intermédiaires qu’ils produisent pour pouvoir les réutiliser. Ceci per-
met d’éviter d’avoir à générer plusieurs fois les mêmes résultats. De plus, les
algorithmes d’extraction avec mémoire tirent profit de leurs sauvegardes pour
optimiser l’élagage de l’espace de recherche par les contraintes. Nos expérimen-
tations montrent des temps de réponse qui tendent à diminuer au fur et à mesure
que l’utilisateur explore les règles.
L’outil de visualisation 3D ARVis
Nous avons développé un outil opérationnel pour la visualisation interactive
des règles d’association, qui met en oeuvre les trois approches précédemment
décrites. Cet outil nommé ARVis (Association Rule Visualization) permet d’ex-
plorer de grands volumes de règles et d’identifier les connaissances pertinentes.
ARVis repose sur une représentation 3D intuitive qui supporte de grands
ensembles de règles décrits par plusieurs indices. Fondée sur la métaphore du
paysage d’information, cette représentation inédite en visualisation de règles met
en évidence les indices et facilite la reconnaissance des règles de bonne qualité.
Pour ce qui concerne les interactions, plusieurs relations de voisinage réalisant
des spécialisations ou généralisations permettent à l’utilisateur de guider sa
navigation parmi les règles. Les tests d’ARVis sur données réelles montrent
que l’outil aide à découvrir des règles intéressantes et de bonne qualité, et en
particulier des règles localement dominantes (les meilleures dans la "région" de
règles explorée).
Perspectives
Poursuivre la validation d’ARVis sur d’autres données
La validation d’ARVis peut être poursuivie selon deux axes. Tout d’abord,
l’outil peut être testé avec un expert sur d’autres données (une campagne de
tests sur des données de ressources humaines avec un expert de PerformanSe
SA est prévue). Ceci permettrait de conforter nos hypothèses sur la stratégie
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de fouille de règles de l’expert, mais aussi d’envisager de nouvelles relations de
voisinage, soit sur conseil de l’expert (s’il est capable d’expliciter ces relations),
soit par analyse des historiques d’exploration d’ARVis.
Ensuite, à la manière des expérimentations de Cockburn et McKenzie [CM01]
ou Ware et Franck [WF96], il est possible de comparer ARVis à d’autres outils
d’exploration de règles selon un protocole expérimental donné. Ce protocole
peut consister à demander à deux panels d’utilisateurs d’utiliser chacun ARVis
et un autre outil pour exécuter les mêmes tâches d’exploration sur les mêmes
données, comme par exemple retrouver une règle précise ou répondre à une
question portant sur les données. Une telle expérience permettrait de comparer
l’exactitude et la rapidité des réponses des utilisateurs. Pour ce qui concerne plus
particulièrement la représentation, les paysages d’ARVis peuvent être comparés
aux autres types de représentations de règles en demandant aux utilisateurs
d’identifier des règles en fonction de leurs items ou en fonction de leurs valeurs
d’indices.
En outre, ARVis sera dans l’avenir utilisé en vision stéréoscopique immersive
(avec lunettes stéréoscopiques et grand écran). Seule cette technologie permet
en effet de tirer pleinement profit de la 3D. Le choix de la 3D plutôt que la
2D dans cette thèse avait d’ailleurs été largement motivé par la possibilité de
visualisation en stéréoscopie. Cette utilisation d’ARVis sera une application de
réalité virtuelle à part entière.
Approfondir la visualisation interactive des règles
L’exploration des règles peut être améliorée en développant de nouvelles re-
lations de voisinage. En particulier, il serait sûrement utile d’intégrer dans les
relations la possibilité d’utiliser une ou plusieurs hiérarchies d’items. Ceci per-
mettrait de spécialiser ou généraliser les règles non pas uniquement en ajoutant
ou supprimant des items, mais aussi en descendant ou en montant les items dans
la hiérarchie. Un dispositif de mémorisation des règles pourrait également être
mis en place dans ARVis pour donner à l’utilisateur la possibilité de rapidement
retrouver, visualiser, et comparer les règles qu’il a jugées intéressantes lors de
ses explorations passées. Plus généralement, les relations de voisinage créent un
partitionnement des règles en sous-ensembles, mais rien ne garantit qu’il soit
conforme au partitionnement mental que l’utilisateur effectue sur les règles qu’il
explore (et ce malgré nos efforts pour le développement de relations qui font
sens pour l’utilisateur). Ainsi, il serait bénéfique que l’utilisateur puisse créer
ses propres paysages, en y plaçant les règles de son choix.
L’exploration des règles peut également être facilitée en procurant à l’utilisa-
teur une "carte" de la navigation qu’il a effectuée. Cette carte pourrait prendre
la forme par exemple d’un graphe indiquant les relations de voisinage et les
règles de transition qui ont été choisies. Une telle représentation ferait office
d’historique d’exploration, mais surtout permettrait, d’une certaine façon, de
donner à l’utilisateur une vue globale de l’ensemble de règles qu’il visite. Etant
donné que cet ensemble est trop volumineux pour être entièrement calculé, la
vue globale ne serait pas générée a priori mais construite par l’utilisateur au fur
et à mesure de sa navigation.
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L’approche de visualisation interactive présentée dans cette thèse permet de
véritablement naviguer dans la connaissance. Cependant, aujourd’hui seules les
connaissances extraites des données sont prises en compte. L’approche pourrait
être généralisée en autorisant l’introduction de connaissances extérieures, par
exemple sous la forme d’ontologies du domaine étudié, de documents explicatifs
des données, ou bien encore d’annotations écrites par l’utilisateur. Une telle as-
sociation entre connaissances extraites des données et connaissances extérieures
est ambitieuse, mais nous pensons que menée à bien, elle contribuerait à faciliter
l’appropriation des connaissances par l’utilisateur.
Approfondir la mesure de la qualité des règles
Les indices de règle considèrent la prémisse et la conclusion d’une règle
comme un tout, sans discerner les items qui les constituent. Pourtant, il se-
rait intéressant de développer des mesures qui tiennent compte des liaisons entre
chaque item en prémisse et chaque item en conclusion. D’une manière plus géné-
rale, il s’agit là d’un cas particulier du problème de la réduction des redondances
entre règles : étant donnée une règle évaluée par un indice, la valeur de ce même
indice sur une règle plus spécifique ou plus générale est-elle étonnante ou pas ?
L’adaptation de indices de règle à la réduction des redondances mérite d’être
étudiée de manière approfondie.
Un autre axe de recherche concernant les indices de règle consisterait à les
étendre aux règles séquentielles. Les règles séquentielles sont une adaptation
des règles d’association aux données séquentielles (par exemple temporelles)
[MTV97] [Wei02]. Elles sont extraites par des algorithmes combinatoires, et le
problème du volume de règles générées se pose également. Cependant, alors que
les indices de règle sont nombreux, il existe très peu mesures de qualité de règles
séquentielles. En particulier, aucune mesure n’évalue la significativité statistique
de ces règles, alors même qu’une telle mesure permettrait de quantifier l’invrai-
semblance de la petitesse du nombre de contre-exemples eu égard à la longueur
de la séquence étudiée, et aux fréquences d’occurrence de la prémisse et de la
conclusion dans la séquence.
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Résumé :
De nombreuses méthodes d’Extraction de Connaissances dans les Données (ECD) produisent des résultats sous
forme de règles. Les règles ont l’avantage de représenter les connaissances de manière explicite, ce qui en fait des
modèles tout à fait intelligibles pour un utilisateur. Elles sont d’ailleurs au fondement de la plupart des théories de
représentation de la connaissance en sciences cognitives. En fouille de données, la principale technique à base de
règles est l’extraction de règles d’association, qui a donné lieu à de nombreux travaux de recherche.
La limite majeure des algorithmes d’extraction de règles d’association est qu’ils produisent communément de grandes
quantités de règles, dont beaucoup se révèlent même sans aucun intérêt pour l’utilisateur. Ceci s’explique par la
nature non supervisée de ces algorithmes : ne considérant aucune variable endogène, ils envisagent dans les règles
toutes les combinaisons possibles de variables. Dans la pratique, l’utilisateur ne peut pas exploiter les résultats tels
quels directement à la sortie des algorithmes. Un post-traitement consistant en une seconde opération de fouille se
révèle indispensable pour valider les volumes de règles et découvrir des connaissances utiles. Cependant, alors que
la fouille de données est effectuée automatiquement par des algorithmes combinatoires, la fouille de règles est une
tâche laborieuse à la charge de l’utilisateur.
La thèse développe deux approches pour assister l’utilisateur dans le post-traitement des règles d’association :
– la mesure de la qualité des règles par des indices numériques,
– la supervision du post-traitement par une visualisation interactive.
Pour ce qui concerne la première approche, nous formalisons la notion d’indice de qualité de règles et réalisons
une classification inédite des nombreux indices de la littérature, permettant d’aider l’utilisateur à choisir les indices
pertinents pour son besoin. Nous présentons également trois nouveaux indices aux propriétés originales : l’indice
probabiliste d’écart à l’équilibre, l’intensité d’implication entropique, et le taux informationnel. Pour ce qui concerne
la seconde approche, nous proposons une méthodologie de visualisation pour l’exploration interactive des règles. Elle
est conçue pour faciliter la tâche de l’utilisateur confronté à de grands ensembles de règles en prenant en compte ses
capacités de traitement de l’information. Dans cette méthodologie, l’utilisateur dirige la découverte de connaissances
par des opérateurs de navigation adaptés en visualisant des ensembles successifs de règles décrits par des indices de
qualité.
Les deux approches sont intégrées au sein de l’outil de visualisation ARVis (Association Rule Visualization) pour
l’exploration interactive des règles d’association. ARVis implémente notre méthodologie au moyen d’une représen-
tation 3D, inédite en visualisation de règles, mettant en valeur les indices de qualité. De plus, ARVis repose sur
un algorithme spécifique d’extraction sous contraintes permettant de générer les règles interactivement au fur et à
mesure de la navigation de l’utilisateur. Ainsi, en explorant les règles, l’utilisateur dirige à la fois l’extraction et le
post-traitement des connaissances.
Mots-clés :
Extraction de Connaissances dans des bases de Données, visualisation d’information, fouille de connaissances, règles
d’association, exploration des règles, visualisation interactive des règles, mesures de qualité de règles, extraction de
règles sous contraintes
Abstract :
Numerous methods of Knowledge Discovery in Databases (KDD) produce results in the form of rules. Rules have the
advantage of representing knowledge explicitly, which makes them absolutely intelligible models for a user. Besides,
they are a major element of most theories of knowledge representation in cognitive sciences. In data mining, the
main rule-based paradigm is association rules which have received significant research attention.
The main limit of association rule mining algorithms is that they commonly generate large amounts of rules, many
of which do not even have any interest for the user. This is due to the unsupervised nature of these algorithms :
as they consider no endogenous variable, they search for all the possible combinations of variables in the rules. In
practice, the user cannot exploit the results directly at the output of the algorithms. A post-process consisting in a
second analysis is indispensable to validate the sets of rules and discover useful knowledge. However, whereas data
analysis is automatically computed by combinatorial algorithms, rule analysis is a tedious task manually done by
the user.
The thesis develops two approaches for assisting the user in association rule post-processing :
– assessing rule interestingness with numerical indexes,
– supervising the post-process with an interactive visualization.
With regard to the first approach, we define the concept of rule interestingness measure and present a novel clas-
sification of the numerous measures of the literature, helping the user to choose the measures relevant to his/her
application. We also describe three new measures with original properties : the probabilistic index of deviation from
equilibrium, the entropic implication intensity, and the directed information ratio. As for the second approach, we
propose a visualization methodology for the interactive exploration of rules. It facilitates the task of the user faced
with large sets of rules by taking into account his/her information processing abilities. In this methodology, the user
drives the knowledge discovery with appropriate navigation operators by visualizing successive sets of rules described
by interestingness measures.
The two approaches are integrated into the visualization tool ARVis (Association Rule Visualization) for interactive
exploration of association rules. ARVis implements our methodology by means of a 3D representation -the only one
of its kind in rule visualization-which highlights the interestingness measures. Moreover, ARVis relies on a specific
constraint-based rule-mining algorithm allowing to generate the rules interactively throughout the user navigation.
Thus, by exploring the rules, the user drives both the knowledge extraction and the knowledge post-processing.
Keywords :
Knowledge Discovery in Databases, information visualization, knowledge post-processing, association rules, rule ex-
ploration, interactive rule visualization, rule interestingness measures, constraint-based rule-mining
