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problems associated with even-order partial differential equations with distributed
deviating arguments. Our approach is to reduce the high-dimensional oscillation problem
to a one-dimensional oscillation one, and the generalmeans developed by Philos andWong
is used as themain tool. The results obtained here extend and improve some known results
in the literature.
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1. Introduction and preliminaries
In this paper, we consider the following even order neutral-type partial differential equation with distributed deviating
arguments.
∂
∂t
(
r(t)
∂m−1
∂tm−1
[u(x, t)+ c(t)u(x, t − τ)]
)
= a0(t)∆u(x, t)+ a1(t)∆u(x, t − ν)−
∫ b
a
F [t, ξ , u(x, g(t, ξ))]dµ(ξ), (1.1)
(x, t) ∈ Ω × R0 ≡ G,
subject to the following boundary condition
u(x, t) = 0, (x, t) ∈ ∂Ω × R0, (1.2)
where τ and ν are positive constants, m is an even positive integer, ∆ is the Laplacian operator in Rn, R+ = (0,∞),
R0 = [0,∞), Ω is a bounded domain in Rn with a piecewise smooth boundary ∂Ω . The integral of (1.1) is a Stieltjes
one.
Throughout this paper, we assume that the following conditions hold.
(A1) a0(t), a1(t), c(t) ∈ C(R0,R0), 0 ≤ c(t) ≤ 1;
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(A2) g(t, ξ) ∈ C(R0 × [a, b],R) is nondecreasing with respect to t and ξ , and g(t, ξ) ≤ t for ξ ∈ [a, b], and
lim inft→∞,ξ∈[a,b] g(t, ξ) = ∞, (d/dt)g(t, a) exists;
(A3) µ(ξ) ∈ C([a, b],R) is nondecreasing;
(A4) For F ∈ C([t0,∞)×R,R), there exist functions qm(t, ξ) ∈ C([t0,∞)×[a, b],R+), and qm(t, ξ) is not identically zero
for all large t , σ ∈ C([t0,∞),R+), and a constant p ≥ 1 such that
F(t, ξ , u)sign u ≥ qm(t, ξ)|u|p for u 6= 0 and t ≥ t0,
and
σ(t) ≤ min{t, g(t, a)}, σ ′(t) > 0 for t ≥ t0, and lim
t→∞ σ(t) = ∞.
(A5) r ∈ C1([t0,∞),R+), limt→∞
∫ t
t0
r−1(s)ds = ∞, lim inft→∞ r(t) = c > 0. For any ε > 0, there exists a tε > t0, such
that |r ′(t)| ≤ εQ (t) for all t ≥ tε ,
where
Q (t) =
(∫
Ω
φ(x)dx
)1−p ∫ b
a
qm(t, ξ)[1− c(g(t, ξ))]pdµ(ξ),
and the function φ(x) > 0 in x ∈ Ω is the corresponding eigenfunction of the Dirichet problem (2.1) and (2.2) given
in Section 2.
It is well-known that partial functional differential equations (PFDE) arise from many biological, chemical, and physical
systems which are characterized by both spatial and temporal variables and exhibit various spatio-temporal patterns [1,
12]. In past years, the fundamental theory of PFDE has been investigated extensively by many scholars. We refer the reader
to the monograph [12]. On the other hand, we notice that the oscillation theory for high-order PFDE is an object of long
standing interest [1,5,6,10]. However, to the best of our knowledge, there are very few results dealing with the oscillation
of the solutions of Eq. (1.1) in general form, although Wang et al. [10] have obtained some oscillation criteria for boundary
value problems of even order linear PFDE
∂m
∂tm
[u(x, t)+ c(t)u(x, t − τ)] = a0(t)∆u(x, t)+ a1(t)∆u(x, t − ν)−
∫ b
a
q(x, t, ξ)u(x, g(t, ξ))dµ(ξ), (1.3)
(x, t) ∈ Ω × R0 ≡ G.
Obviously, (1.3) is a special form of Eq. (1.1).
The objective of this paper is to establish Kamenev-type oscillation criteria [7] of solutions to the boundary value problem
given by (1.1) and (1.2). Our approach is to reduce the high-dimensional oscillation problem to a one-dimensional oscillation
one, and the general means developed by Philos and Wong is used as the main tool. The results obtained here extend and
improve the main results in [10].
For completeness, we first introduce the following concepts and Lemmas.
Definition 1.1. A function u ∈ C2(G) ∩ C1(G) is said to be a solution of the boundary value problem (1.1) and (1.2), if it
satisfies (1.1) in the domain G and the boundary condition on the boundary.
Definition 1.2. A solution u(x, t) of the boundary value problem (1.1) and (1.2) is said to be oscillatory in the domain G, if
for any positive number tµ there exists a point (x0, t0) ∈ Ω × [tµ,∞) such that the condition u(x0, t0) = 0 holds.
Next, we introduce the general means developed in [8,11], and present some properties which will be used in the proof
of our main results. Let D = {(t, s) : t ≥ s ≥ t0} and D0 = {(t, s) : t > s > t0}. We say that a function H ∈ C(D,R) belongs
to the function class =, written as H ∈ =, if
(H1) H(t, t) = 0 for t ≥ t0, H(t, s) > 0 on D0;
(H2) H has a continuous and nonpositive derivative in D0 with respect to the second variable;
(H3) There exist functions ρ ∈ C1([t0,∞),R+) and h ∈ C(D,R) such that
∂
∂s
[H(t, s)ρ(s)] = −H(t, s)h(t, s), (t, s) ∈ D0.
Let ρ ∈ C([t0,∞),R+) and H ∈ =, we take an integral operator A defined in [11], in terms of H(t, s) and ρ(s) as
AT (ϕ; t) :=
∫ t
T
H(t, s)ϕ(s)ρ(s)ds, t ≥ T ≥ t0, (1.4)
where ϕ ∈ C([t0,∞),R). It is easy seen that the integral operator A satisfies the following properties:
AT (l1h1 + l2h2; t) = l1AT (h1; t)+ l2AT (h2; t); (1.5)
AT (h3; t) ≥ 0 whenever h3 ≥ 0; (1.6)
AT (h′4; t) = −H(t, T )h4(T )ρ(T )+ AT (ρ−1h4h; t). (1.7)
Here, h1, h2, h3 ∈ C([t0,∞),R), h4 ∈ C1([t0,∞),R), and l1, l2 ∈ R.
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The following two lemmas will be needed in proving our results. The first is the well-known Kiguradze’s Lemma [3]. The
second can be easily obtained by Kiguradze and Koplatadze’s Lemma (see [4], Ch. 1).
Lemma 1.1 ([3]). Let u ∈ Cn([t0,∞),R+). If u(n)(t) is of constant sign and not identically zero on any interval of the form
[t∗,∞), then there exists a tu ≥ t0 and integer l, 0 ≤ l ≤ n, with n+ l even for u(n)(t) ≥ 0, or n+ l old for u(n)(t) ≤ 0 such that
l > 0 implies that u(k)(t) ≥ 0 for t ≥ tu, k = 0, 1, . . . , l− 1,
and
l ≤ n− 1 implies that (−1)l+ku(k)(t) > 0 for t ≥ tu, k = l, l+ 1, . . . , n− 1.
Lemma 1.2 ([4]). If the function u(t) is as in Lemma 1.1 and u(n−1)(t)u(n)(t) ≤ 0 for any t ≥ tu, then
u
(
1
2
t
)
≥ 2
1−n
(n− 1)! t
n−1|u(n−1)(t)| for all large t.
2. Main results
In this section, we will state and prove the main results of this paper. It is well known [9] that the smallest eigenvalue α1
of the following Dirichlet problem:
∆u(x, t)+ αu(x, t) = 0 in (x, t) ∈ Ω × R0, (2.1)
u(x, t) = 0 on (x, t) ∈ ∂Ω × R0, (2.2)
is positive and the corresponding eigenfunction φ(x) is positive in x ∈ Ω .
Associated with a solution u(x, t) of the boundary value problem (1.1) and (1.2), we define
U(t) =
∫
Ω
u(x, t)φ(x)dx. (2.3)
Theorem 2.1. If there exists a function H ∈ = and for any k1 > 0 such that
lim sup
t→∞
1
H(t, t0)
At0
(
Q − 1
4
k−1ρ−2|h|2; t
)
= ∞, (2.4)
where
k(t) = p2
1−m
(m− 2)!k
p−1
1 r
−1(t)σm−2(t)σ ′(t),
then every solution of the boundary value problem (1.1) and (1.2) is oscillatory in G.
Proof. Assume that there exists a nonoscillatory solution u(x, t) of the boundary value problem (1.1) and (1.2) and u(x, t) >
0. By the condition (A2), there exists a t1 > µ > 0 such that g(t, ξ) ≥ µ, (t, ξ) ∈ [t1,∞) × [a, b] and u(x, t − τ) > 0,
u(x, g(t, ξ)) > 0, u(x, t − ν) > 0 for (x, t) ∈ Ω × [t1,∞), (x, t, ξ) ∈ Ω × [t1,∞)× [a, b]. Multiplying both sides of (1.1)
by φ(x), and integrating with respect to x over the domainΩ , we have
d
dt
[
r(t)
dm−1
dtm−1
(∫
Ω
uφ(x)dx+ c(t)
∫
Ω
u(x, t − τ)φ(x)dx
)]
+
∫
Ω
∫ b
a
F(t, ξ , u[x, g(t, ξ)])φ(x)dµ(ξ)dx
= a0(t)
∫
Ω
∆uφ(x)dx+ a1(t)
∫
Ω
∆u(x, t − ν)φ(x)dx. (2.5)
Using Green’s formula, we have∫
Ω
∆uφ(x)dx =
∫
∂Ω
(
φ(x)
∂u
∂n
− u∂φ(x)
∂n
)
dω +
∫
Ω
u∆φ(x)dx = −α1
∫
Ω
uφ(x)dx, (2.6)
and ∫
Ω
∆u(x, t − ν)φ(x)dx = −α1
∫
Ω
u(x, t − ν)φ(x)dx, (2.7)
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in which α1 is the smallest eigenvalue of the Dirichlet problem given by (2.1) and (2.2). Note that∫
Ω
∫ b
a
F(t, ξ , u[x, g(t, ξ)])φ(x)dµ(ξ)dx =
∫ b
a
∫
Ω
F(t, ξ , u[x, g(t, ξ)])φ(x)dxdµ(ξ)
≥
∫ b
a
qm(t, ξ)
∫
Ω
up[x, g(t, ξ)]φ(x)dxdµ(ξ). (2.8)
Next we consider (2.8) in the following two cases.
Case 1. When p = 1, (2.8) can be written as∫
Ω
∫ b
a
F(t, ξ , u[x, g(t, ξ)])φ(x)dµ(ξ)dx ≥
∫ b
a
qm(t, ξ)
∫
Ω
u[x, g(t, ξ)]φ(x)dxdµ(ξ). (2.9)
Case 2. When p > 1, using Jensen inequality [2, Theorem 205], we get∫
Ω
up[x, g(t, ξ)]φ(x)dx ≥
[∫
Ω
φ(x)dx
] [∫
Ω
u[x, g(t, ξ)]φ(x)dx∫
Ω
φ(x)dx
]p
=
[∫
Ω
φ(x)dx
]1−p [∫
Ω
u[x, g(t, ξ)]φ(x)dx
]p
,
consequently, (2.8) can be written as∫
Ω
∫ b
a
F(t, ξ , u[x, g(t, ξ)])φ(x)dµ(ξ)dx ≥
∫ b
a
qm(t, ξ)
[∫
Ω
φ(x)dx
]1−p [∫
Ω
u[x, g(t, ξ)]φ(x)dx
]p
dµ(ξ). (2.10)
Hence, we can reduce (2.9) and (2.10) to one form∫
Ω
∫ b
a
F(t, ξ , u[x, g(t, ξ)])φ(x)dµ(ξ)dx ≥
∫ b
a
q(t, ξ)
[∫
Ω
u[x, g(t, ξ)]φ(x)dx
]p
dµ(ξ), (2.11)
where
q(t, ξ) = qm(t, ξ)
[∫
Ω
φ(x)dx
]1−p
.
Combining (2.5)–(2.7) and (2.11), we have, for t ≥ t1,
d
dt
(
r(t)
dm−1
dtm−1
[∫
Ω
uφ(x)dx+ c(t)
∫
Ω
u(x, t − τ)φ(x)dx
])
+
∫ b
a
q(t, ξ)
[∫
Ω
u[x, g(t, ξ)]φ(x)dx
]p
dµ(ξ)
≤ −α1a0(t)
∫
Ω
uφ(x)dx− α1a1(t)
∫
Ω
u(x, t − ν)φ(x)dx.
From (2.3) and (A1), we have
d
dt
[
r(t)
dm−1
dtm−1
(U(t)+ c(t)U(t − τ))
]
+
∫ b
a
q(t, ξ)Up[g(t, ξ)]dµ(ξ) ≤ 0, t ≥ t1. (2.12)
Set
z(t) = U(t)+ c(t)U(t − τ),
then, (2.12) can be written as
(r(t)z(m−1)(t))′ +
∫ b
a
q(t, ξ)Up[g(t, ξ)]dµ(ξ) ≤ 0. (2.13)
From the assumption of c(t) and qm(t, ξ), we have
z(t) ≥ U(t) > 0, (r(t)z(m−1)(t))′ ≤ 0.
So the function r(t)z(m−1)(t) is decreasing and z(m−1)(t) is eventually of one sign. If z(m−1)(t) < 0 eventually, then there
exists a constant δ > 0 such that
r(t)z(m−1)(t) ≤ −δ < 0.
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Integrating the above inequality from t1 to t , we get
z(m−2)(t) ≤ z(m−2)(t1)− δ
∫ t
t1
1
r(s)
ds.
By (A5) we find that z(m−2)(t) ≤ 0, eventually. From Lemma 1.1 (note thatm is even), we get that z(t) < 0 eventually, which
is a contradiction. So z(m−1)(t) ≥ 0 eventually, then again from Lemma1.1 we have z ′(t) ≥ 0 eventually. Thus there exists
a t2 ≥ t1 such that
z ′(t) > 0 and z(m−1)(t) > 0 for t ≥ t2. (2.14)
Since z(t) ≥ U(t) > 0, z ′(t) ≥ 0, we have
z[g(t, ξ)] ≥ z[g(t, ξ)− τ ] ≥ U[g(t, ξ)− τ ],
and thus (2.13) takes the form
(r(t)z(m−1)(t))′ +
∫ b
a
q(t, ξ)zp[g(t, ξ)][1− c(g(t, ξ))]pdµ(ξ) ≤ 0. (2.15)
Since g(t, ξ) is nondecreasing in ξ , we have
g(t, a) ≤ g(t, ξ), t > t0, ξ ∈ [a, b],
thus z[g(t, a)] ≤ z[g(t, ξ)]. Then (2.15) can be written as
(r(t)z(m−1)(t))′ + Q (t)zp[g(t, a)] ≤ 0, (2.16)
where Q (t) is defined as in (A5). Observing that the function r(t)z(m−1)(t) is decreasing for t ≥ t2, by (A5), there exists a
t3 ≥ t2, such that
z(m−1)(t) ≤ 1
r(t)
r(t3)z(m−1)(t3) ≤ 1c r(t3)z
(m−1)(t3), t ≥ t3. (2.17)
From (2.14), (2.16) and (A4) we can get
Q (t)zp(σ (t)) ≤ Q (t)zp[g(t, a)] ≤ −(r(t)z(m−1)(t))′ = −r ′(t)z(m−1)(t)− r(t)z(m)(t). (2.18)
Now, in view of (A5), let
ε = c
2r(t3)
zp[σ(t3)]
z(m−1)(t3)
,
then there exists a t4 ≥ t3 such that, taking into account (2.17) and (2.18), for t ≥ t4,
r(t)z(m)(t) ≤ |r ′(t)|z(m−1)(t)− Q (t)zp[σ(t)] ≤ εQ (t)r(t3)z(m−1)(t3)− Q (t)zp[σ(t)]
≤ Q (t)
(
1
2
zp[σ(t3)] − zp[σ(t3)]
)
= −1
2
Q (t)zp[σ(t3)] ≤ 0.
Thus z(m)(t) ≤ 0 for t ≥ t4. It is easy to check that we can apply Lemma 1.2 for z ′ = u, and conclude that there exists a
t5 ≥ t4 such that
z ′
(
1
2
σ(t)
)
≥ 2
2−m
(m− 2)!σ
m−2(t)z(m−1)(t), t ≥ t5, (2.19)
since z(m−1)[σ(t)] ≥ z(m−1)(t) for t ≥ t5. Put
W (t) = r(t)z
(m−1)(t)
zp(σ (t)/2)
.
Taking into (2.16) and (2.19), we have, for t ≥ t5,
W ′(t) ≤ −Q (t)− p2
1−m
(m− 2)! r
−1(t)σm−2(t)σ ′(t)zp−1
(
1
2
σ(t)
)
W 2(t). (2.20)
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In view of z ′(t) > 0 for t ≥ t5, there exists constant k1 > 0 and T1 ≥ t5 such that z(σ (t)/2) ≥ k1 for t ≥ T1. Thus, (2.20)
takes the following form
W ′(t) ≤ −Q (t)− p2
1−m
(m− 2)!k
p−1
1 r
−1(t)σm−2(t)σ ′(t)W 2(t)
= −Q (t)− k(t)W 2(t). (2.21)
Applying operator AT , t > T ≥ T0, to (2.21), and using (1.7), we have
AT (Q ; t) ≤ H(t, T )ρ(T )W (T )+ AT (ρ−1|h|W ; t)− AT (kW 2; t). (2.22)
Note that
ρ−1|h|W ≤ kW 2 + 1
4
k−1ρ−2|h|2.
Substituting the above inequality into (2.22), we get
AT (Q ; t) ≤ H(t, T )ρ(T )W (T )+ 14AT (k
−1ρ−2|h|2; t), (2.23)
which follows that
AT1
(
Q − 1
4
k−1ρ−2|h|2; t
)
≤ H(t, T1)ρ(T1)W (T1) ≤ H(t, t0)ρ(T1)|W (T1)|.
Now it is easy to see that for all t ≥ T1,
At0
(
Q − 1
4
k−1ρ−2|h|2; t
)
= At0
(
Q − 1
4
k−1ρ−2|h|2; T1
)
+ AT1
(
Q − 1
4
k−1ρ−2|h|2; t
)
≤ H(t, t0)
[∫ T1
t0
Q (s)ρ(s)ds+ ρ(T1)|W (T1)|
]
.
This gives
lim sup
t→∞
1
H(t, t0)
At0
(
Q − 1
4
k−1ρ−2|h|2; t
)
≤
∫ T1
t0
Q (s)ρ(s)ds+ ρ(T1)|W (T1)|,
which contradicts (2.4). This completes the proof. 
Remark 2.1. For (1.3), Theorem 2.1 extends and improves Theorem 2.2 in [10].
Corollary 2.1. Let condition (2.4) in Theorem 2.1 be replaced by
lim sup
t→∞
1
H(t, t0)
At0(Q ; t) = ∞, (2.24)
and
lim sup
t→∞
1
H(t, t0)
At0(k
−1ρ−2|h|2; t) <∞. (2.25)
Then the conclusion of Theorem 2.1 holds.
It is clear that (2.24) is the necessary conditions for (2.4) to hold. In case (2.24) fails, the following theorem may be
applicable.
Theorem 2.2. Let H be as in Theorem 2.1. Suppose that there exist functions φ1, φ2 ∈ C([t0,∞),R) and for any k1 > 0, T ≥ t0
such that
lim sup
t→∞
1
H(t, T )
AT (Q ; t) ≥ φ1(T ), (2.26)
and
lim sup
t→∞
1
H(t, T )
AT (k−1ρ−2|h|2; t) ≤ φ2(T ), (2.27)
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where φ1(t) and φ2(t) satisfy
lim inf
t→∞
1
H(t, T )
AT
(
kρ−2
(
φ1 − 14φ2
)2
+
; t
)
= ∞, (2.28)
and k is as in Theorem 2.1,φ+(s) = max{φ(s), 0}. Then every solution of the boundary value problem (1.1) and (1.2) is oscillatory
in G.
Proof. Proceeding as in the proof of Theorem 2.1. we get that (2.22) and (2.23) hold for t > T ≥ T1. Then, by (2.23), we have
1
H(t, T )
AT (Q ; t)− 14H(t, T )AT (k
−1ρ−2|h|2; t) ≤ ρ(T )W (T ), t > T ≥ T1.
Taking lim sup in the above inequality as t →∞ and applying (2.26) and (2.27), we obtain
φ1(T )− 14φ2(T ) ≤ ρ(T )W (T ),
from which it follows that
1
H(t, T )
AT
(
kρ−2
(
φ1 − 14φ2
)2
+
; t
)
≤ 1
H(t, T )
AT (kW 2; t). (2.29)
On the other hand, by (2.22), we have
1
H(t, T )
AT (kW 2; t)− 1H(t, T )AT (ρ
−1|h|W ; t) ≤ ρ(T )W (T )− 1
H(t, T )
AT (Q ; t).
Thus, by (2.26), we have
lim inf
t→∞
{
1
H(t, T1)
AT1(kW
2; t)− 1
H(t, T1)
AT1(ρ
−1|h|W ; t)
}
≤ ρ(T1)W (T1)− φ1(T1) ≤ C0, (2.30)
where C0 is a constant. According to (2.30), there exists a sequence {tj}∞j=1 ∈ [t0,∞) with limj→∞ tj = ∞ such that for j
large enough, we have
1
H(tj, T1)
AT1(kW
2; tj)− 1H(tj, T1)AT1(ρ
−1|h|W ; tj) ≤ C0 + 1. (2.31)
Now, we claim that
lim inf
t→∞
1
H(t, T1)
AT1(kW
2; t) <∞. (2.32)
If (2.32) does not hold, then
lim inf
t→∞
1
H(tj, T1)
AT1(kW
2; tj) = ∞. (2.33)
So, for j large enough, (2.31) and (2.33) give
AT1(ρ
−1|h|W ; tj)
AT1(kW 2; tj)
− 1 ≥ −1
2
,
that is,
AT1(ρ
−1|h|W ; tj) ≥ 12AT1(kW
2; tj). (2.34)
By the Hölder inequality [2, Theorem 189],
AT1(ρ
−1|h|W ; tj) ≥ [AT1(kW 2; tj)]1/2[AT1(k−1ρ−2|h|2; tj)]1/2. (2.35)
From (2.34) and (2.35), we obtain
1
H(tj, T1)
AT1(k
−1ρ−2|h|2; tj) ≥ 14
1
H(tj, T1)
AT1(kW
2; tj). (2.36)
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By (2.27), the left-hand side of (2.36) is bounded, which contradicts (2.33). Therefore (2.32) holds. Hence, by (2.29),
lim inf
t→∞
1
H(t, T1)
AT1
(
kρ−2
(
φ1 − 14φ2
)2
+
; t
)
≤ lim inf
t→∞
1
H(t, T1)
AT1(kW
2; t) <∞,
which contradicts (2.28). This completes the proof of Theorem 2.2. 
Remark 2.2. Comparing the restricted conditions imposed on H in present paper with k in [11], we can see that the
suppositions on H are less than those on k. Furthermore, the technique of the proof of Theorem 2.2 differs from that of
Theorem 2 in [11].
As Theorems 2.1 and 2.2 are rather general, it is convenient for application to derive a number of oscillation criteria for
the appropriate choice of the functions H and ρ. Next, we give two corollaries.
Corollary 2.2. If there exists λ > 1 and for any k1 > 0, such that
lim sup
t→∞
1
Rλ(t)
∫ t
t0
[R(t)− R(s)]λQ (s)ds = ∞, (2.37)
where R(t) = ∫ tt0 k(s)ds and k(s) is same as in Theorem 2.1, then the conclusion of Theorem 2.1 holds.
Proof. In Theorem 2.1, let
ρ(s) = 1, H(t, s) = [R(t)− R(s)]λ.
Then
h(t, s) = λ[R(t)− R(s)]−1k(s),
and ∫ t
t0
H(t, s)k−1(s)h2(t, s)ds = λ
2
λ− 1 [R(t)]
λ−1.
It follows from (2.37) that
lim sup
t→∞
1
H(t, t0)
At0
(
Q − 1
4
k−1ρ−2|h|2; t
)
= lim sup
t→∞
[
1
Rλ(t)
∫ t
t0
[R(t)− R(s)]λQ (s)ds+ λ
2
λ− 1
1
R(t)
]
= ∞.
By Theorem 2.1, the conclusion of Corollary 2.2 holds. 
Corollary 2.3. Let limt→∞ R(t) = ∞. If there exists φ1 ∈ C([t0,∞),R) and for any k1 > 0, T ≥ t0 such that
lim sup
t→∞
1
Rλ(t)
∫ t
T
[R(t)− R(s)]λQ (s)ds ≥ φ1(T ), (2.38)
and
lim inf
t→∞
1
Rλ(t)
∫ t
T
k(s)[R(t)− R(s)]λφ21(s)ds = ∞, (2.39)
where R(t) and k(s) are same as in Corollary 2.2, then the conclusion of Theorem 2.2 holds.
Proof. Let ρ(t) = 1. As the proof of Corollary 2.2, by (2.38), we have
lim sup
t→∞
1
H(t, T )
AT (Q ; t) = lim sup
t→∞
1
Rλ(t)
∫ t
T
[R(t)− R(s)]λQ (s)ds ≥ φ1(T ),
and
lim sup
t→∞
1
H(t, T )
AT (k−1ρ−2|h|2; t) = 0.
So, let φ2(T ) = 0, by (2.39), then
lim inf
t→∞
1
H(t, T )
AT
(
kρ−2
(
φ1 − 14φ2
)2
+
; t
)
≥ lim inf
t→∞
1
Rλ(t)
∫ t
T
k(s)[R(t)− R(s)]λφ21(s)ds = ∞.
By Theorem 2.2, the conclusion of Corollary 2.3 holds. 
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3. Examples
In final section, we give two examples to illustrate our main results.
Example 3.1. Consider the equation
∂
∂t
[(
1
t1/2
+ 1
)
∂3
∂t3
(
u(x, t)+ 1
2
u(x, t − pi)
)]
= 1
2
(
1+ 1
t1/2
)
∆u(x, t)
+ 1
4t3/2
∆u
(
x, t − 3pi
2
)
−
∫ 1
1
2
ξ
2t
u(x, tξ)(2+ u2(x, tξ))
1+ u2(x, tξ) dξ, (3.1)
(x, t) ∈ (0, pi)× R0 ≡ G,
subject to the following boundary condition:
u(0, t) = 0, u(pi, t) = 0, t ≥ 9, (3.2)
where
m = 4, τ = pi, a = 1
2
, b = 1, ν = 3pi
2
, r(t) = 1
t1/2
+ 1, c(t) = 1
2
,
and
a0(t) = 12
(
1+ 1
t1/2
)
, a1(t) = 14t3/2 , g(t, ξ) = tξ, F(t, ξ , u) =
ξ
2t
u(x, tξ)(2+ u2(x, tξ))
1+ u2(x, tξ) .
Let
ρ(t) = 1, σ (t) = (6t1/2 + 3t)1/3, qm(t, ξ) = ξ2t .
A direct computation follows that
k(t) = 1
24
, R(t) = 1
24
(t − 9), Q (t) = 3
16t
.
It follows from Theorem 41 in [2] that
(t − s)λ ≥ tλ − λstλ−1 for t ≥ s ≥ 1 and λ > 1.
By the above inequality, we obtain that
lim sup
t→∞
1
Rλ(t)
∫ t
9
[R(t)− R(s)]λQ (s)ds = lim sup
t→∞
3
16(t − 9)λ
∫ t
9
(t − s)λ 1
s
ds
≥ lim sup
t→∞
3
16(t − 9)λ
∫ t
9
tλ − λstλ−1
s
ds = lim sup
t→∞
(ln t − ln 9− λ) = ∞,
i.e., (2.37) holds. Thus, by Corollary 2.2, every solution of the problem (3.1) and (3.2) is oscillatory in G.
Example 3.2. Consider the equation
∂
∂t
[(
1
t3/2
+ 1
)
∂3
∂t3
(
u(x, t)+ t
5
1+ t5 u
(
x, t − pi
2
))]
= 1
t
∆u(x, t)+ 1
t2
∆u(x, t − 3
2
pi)− µ
∫ 1
0
(
t3 + 1
t
+ ξ
t
)
u[x, (t4 + ξ)1/5]dξ, (3.3)
(x, t) ∈ (0, pi)× R0 ≡ G,
subject to the following boundary condition:
u(0, t) = 0, u(pi, t) = 0, t ≥ 9, (3.4)
where
m = 4, a = 0, b = 1, τ = pi
2
, ν = 3pi
2
,
r(t) = 1
t3/2
+ 1, c(t) = t
5
1+ t5 , a0(t) =
1
t
, a1(t) = 1t2 ,
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and
F(t, ξ , u) = µ
(
t3 + 1
t
+ ξ
t
)
u[x, (t4 + ξ)1/5], µ ≥ 1, g(t, ξ) = (t4 + ξ)1/5.
Let
ρ(t) = 1, σ (t) = (6t1/2 + 3t2/2)1/3, qm(t, ξ) = t3 + 1t +
ξ
t
.
A straightforward calculation yields that
k(t) = 1
24
t, R(t) = 1
25
(t2 − 81), Q (t) = 1
t
.
Thus,
lim sup
t→∞
1
Rλ(t)
∫ t
T
[R(t)− R(s)]λQ (s)ds = lim sup
t→∞
1
(t2 − 81)λ
∫ t
T
(t2 − s2)λ 1
s
ds ≥ 1
T
.
Now, set φ1(T ) = 1/T , then
lim inf
t→∞
1
Rλ(t)
∫ t
T
k(s)[R(t)− R(s)]λφ21(s)ds =
1
24
lim inf
t→∞
1
(t2 − 81)λ
∫ t
T
(t2 − s2)λ 1
s
ds
≥ 1
24
lim inf
t→∞
1
(t2 − 81)λ
∫ t
T
t2λ − λs2t2(λ−1)
s
ds ≥ 1
24
lim inf
t→∞
(
ln t − ln T − λ
2
)
= ∞.
It is clear that the conditions of Corollary 2.3 are satisfied. Therefore, every solution of the boundary value problem (3.3) and
(3.4) is oscillatory in G.
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