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Abstract
In this paper, we propose a hybrid classical-quantum approach to study the electron
transport in strongly confined nanostructures. The device domain is made of an active
zone (where quantum effects are strong) sandwiched between two electron reservoirs
(where the transport is considered highly collisional). A one dimensional effective mass
Schro¨dinger system is coupled with a drift-diffusion model, both taking into account
the peculiarities due to the strong confinement and to the two dimensional transversal
crystal structure. Interface conditions are built preserving the continuity of the total
current. Self-consistent computations are performed coupling the hybrid transport
equations with the resolution of a Poisson equation in the whole three dimensional
domain. To illustrate this hybrid strategy, we present simulations of a gate-all-around
single-walled Carbon Nanotube Field-Effect Transistor.
Keywords: Quantum-classical coupling, Schro¨dinger equation, drift-diffusion, interface
conditions, effective mass, confined nanostructures, carbon-nanotube FETs.
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1 Introduction
The extreme miniaturization reached in nanoelectronics brings the necessity of using new
models to describe accurately the electron transport. Obviously, in the recent semiconduc-
tor devices, quantum effects play an important role due to the extremely small dimensions.
Nevertheless, some of these quantum effects generally take place in a localized region (for
instance, around the double barrier in resonant tunneling diodes or in the active zone in
short channel transistors). Since quantum transport simulations are complex and above
all computationally expensive, it can be interesting to follow a geometrical hybrid stra-
tegy: use a quantum model in regions where quantum effects are strong and couple it to a
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model governed by classical mechanics in the rest of the device domain. A hybrid strategy
is also motivated by the fact that collisions of charged particles are not easily included
into quantum models but they are relevant for the functioning of devices. In Field-Effect
Transistors FETs, an active zone is sandwiched between two largely doped regions (Source
and Drain) considered as electron reservoirs, and there the transport is expected to be in
a highly collisional regime.
In [4], a coupled kinetic-quantum model has been introduced. A Boltzmann equation
is used to define the density in the classical zones, instead a Schro¨dinger equation is chosen
to describe the density in the quantum domain. So, the transport in the quantum region
is considered ballistic, whereas the classical regions can be highly collisional with an ap-
propriate collision operator. At interfaces, reflection-transmission coefficients are defined
to give the boundary conditions of the Boltzmann equation. Inversely, the distribution
function is used to construct the quantum density. In that paper, the author proves that
the reflection-transmission conditions preserve the current.
Next, in [11], the Boltzmann equation and the reflection-transmission conditions are
replaced by a drift-diffusion equation with appropriate interface conditions. These con-
nection conditions are derived from those of [4] through a diffusive approximation and a
boundary layer analysis. In [3], the strategy to couple the drift-diffusion Schro¨dinger sys-
tem is quite different since the coupling is direct and authors get an analytic expression of
the connection conditions by writing the exact continuity of the current at the interfaces.
Differently, in [11], due to the diffusion approximation, the continuity of the classical and
the quantum current is only preserved up to an order α, where α is the small parameter
of the diffusion approximation. We also mention [12] where a hybrid strategy is studied
with a quantum drift-diffusion equation. We point out that all these hybrid approaches are
different from a “dimensional hybrid coupling” (see [8] e.g.) where electrons are described
by a quantum model in the confined direction and a classical drift-diffusion equation along
the transport direction.
In this paper, we extend the method of [3] to the framework of strongly confined
nanostructure (like nanowires or nanotubes) for which both the quantum transport and
the classical collisional transport need new formulations. Indeed, in these structures, the
dimension of the transversal cross section is so thin that the transport of charged particles is
restricted to the one dimensional longitudinal direction. When the cross–section diameter
is below 3 nm, the strong confinement affects the energy band structure and bulk material
quantities cannot be used in the simulations (see [13], e.g., and references therein). In par-
ticular, the assumption of infinite periodic structure in the wire cross-section, which allows
to derive the usual effective mass theorem, is not reasonable anymore. Using an envelope
function decomposition, a new effective mass approximation, describing the ballistic trans-
port of electrons in ultra-scaled confined nanostructures, has been obtained in [6]. The
model consists of a sequence of one dimensional device dependent Schro¨dinger equations,
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one for each energy band, in which quantities retaining the effects of the confinement and
of the transversal crystal structure are inserted. On another hand, a drift-diffusion model
which describes the confined diffusive transport, taking into account the interactions of
charged particles with phonons, has been derived and analyzed in [18]. It consists of a
single macroscopic equation in which atomistic quantities are integrated. The novelty of
the present paper is to spatially couple the effective mass model [6] with the nanowire
drift-diffusion model [18], preserving the current continuity, as it was announced in the
proceeding [7].
Here, the coupling approach requires to take into account different bands, preserving
the continuity of the total current. Moreover, while in [11, 3] numerical simulations are
performed for a resonant tunneling diode, we consider in this work a strongly confined
nanostructure, where self-consistent computations include the resolution, in the whole three
dimensional device domain, of a Poisson equation describing a slowly varying macroscopic
potential. For an illustration, we have chosen a gate-all-around Carbon Nanotube Field-
Effect Transistor (CNTFET).
Carbon Nanotube (CNTs) are rolled-up sheets of graphene. A pair of indices (n,m),
called the chiral vector, indicates how the sheet of graphene is wrapped. The CNT is
called zig-zag if m = 0, armchair if n = m, and chiral otherwise. The chirality is crucial
in regards to the electronic properties of CNTs. Indeed, if n−m is a multiple of 3, CNTs
are metals. Otherwise, they are semiconductors (see [27, 29] e.g.). Semiconducting CNTs
have emerged as promising candidates to build the future FETs because of their superior
electrical characteristics over usual FETs (see [23, 26, 21, 14, 19] and references therein
for details). The modeling of such devices is very important in order to predict their
behavior, to access their performance limits and to design new configurations. That is
why we propose in this paper a hybrid approach that allows for computationally efficient
numerical simulations, that can be used in a device design framework.
The paper is organized as follows. In Section 2, we present the zig-zag (10,0) single-
walled carbon nanotube used all along this article to illustrate the hybrid approach. We also
define the relevant physical quantities that retain the atomistic description of the strongly
confined cross-section, recalling the model derived in [6] . In Section 3, we describe the
geometrical coupling, detailing the equations in the classical regions (introduced in [18]),
those in the quantum zone (obtained in [6]) and explaining the derivation of interface
conditions. We also present the self–consistent formulation which consists in coupling the
1D transport equations with a 3D Poisson equation. Section 4 describes the iterative
algorithm and the numerical issues. Finally, the numerical experiments are collected in
Section 5. After a description of the gate-all-around CNTFET, we compare the hybrid
approach with the full drift-diffusion model [18] and the full quantum one [6]. In particular,
we discuss the impact of the electron mobility and the influence of interface positions.
3
2 Preliminaries
We are interested in simulations of the electron transport in a semiconducting carbon nan-
otube. More precisely, we consider a gate-all-around CNTFET. To fix ideas, we describe
here the device that will be simulated in the results presented in Section 5. It is how-
ever clear that the model and the numerical algorithm can be applied to general strongly
confined nanostructures (such as silicon nanowires or different CNTs), with different gate
geometries. We consider a (10,0) zig-zag single-walled CNT (see Fig.1 for a representation
of atom positions), surrounded by a layer of dielectric acting as an insulator of 1.4 nm
thickness. The carbon atoms are placed on a circle of 0.78 nm diameter.
Figure 1: 3D (left) and 2D (right) representation of atom positions in a (10,0) “zig-zag”
carbon nanotube. The solid red part corresponds to the atoms in a unit cell.
In [6], a novel quantum effective mass model has been derived by performing an asymp-
totic process which consists in using an envelope function decomposition to obtain a new
effective mass approximation (see also [2] for a similar approach for 3D periodic crystals).
We recall it briefly here. Let us consider an infinite wire defined in a physical domain
R × ωǫ, where ǫ is the typical spacing between lattice sites. As starting point, the trans-
port is described by a scaled Schro¨dinger equation in R × ωǫ containing a potential WL
generated by the crystal lattice, fast oscillating in the scale defined by the crystal spacing,
and a slowly varying external potential V{
i~∂tψ
ǫ = − ~
2
2me
∆ψǫ + 1
ǫ2
WL
(
x
ǫ ,
z
ǫ
)
ψǫ + V
(
x, zǫ
)
ψǫ (x, z) ∈ R× ωǫ,
ψǫ = 0 for z ∈ ∂ωǫ.
(2.1)
Here, ~ is the reduced Planck constant and me is the electron mass. Since the 2D cross-
section ωǫ comprises few ions,WL is considered periodic only in the longitudinal x-direction
(transport direction) and the variable z of the transverse section can be considered as fast
variable, rescaled as z′ = zǫ . Denoting by ω the scaled cross–section, we consider the
following Bloch-type problem (with a quasimomentum equal to 0) in the 3D cell U =
4
(−1/2, 1/2)× ω 
− ~
2
2me
∆χn +WLχn = Enχn,
χn(y, z
′) = 0 on ∂ω, χn 1-periodic in y,∫
U
|χn|
2dydz′ = 1.
(2.2)
Here y denotes the transport variable in the cell. The peculiarity of the strongly confined
structure is reflected in the choice of the unit cell problem (2.2) of Bloch type. We point out
that this unit cell U comprises the entire cross–section of the nanostructure (for instance, in
the case of the (10,0) carbon nanotube structure, it contains all the red atoms highlighted
in Fig.1 by the solid lines that connect them). Thus, the eigenvectors depend on the device
under consideration, for instance on the device geometry, on the number of atoms, on the
chirality, and so on. Moreover, the homogeneous Dirichlet condition imposes confinement
in the transverse directions, while periodicity is considered only in the transport direction.
Consequently, the eigenvectors are 3D quantities but the Brillouin zone and the associated
energy bands are one dimensional.
The asymptotic process [6], by using the functions defined in (2.2) as basis for the
envelope function decomposition, allows to average out not only the lattice potential, but
also the lateral dimension. The quantum electron transport is then modeled by an infinite
set of Schro¨dinger equations, one for each band, where relevant averaged quantities, based
on the Bloch functions, are incorporated. In particular, in the non–degenerate case (i.e.
assuming that all the eigenvalues of the problem (2.2) are simple, as it will be considered
all along this paper), the equations are decoupled and have the form
ı~∂thn(t, x) = −
~
2
2m∗n
∂xxhn(t, x) + Vnn(x)hn(t, x), x ∈ R. (2.3)
The n− th band effective mass m∗n is defined by
me
m∗n
= 1−
2~2
me
∑
n′ 6=n
Pnn′Pn′n
En − En′
, where Pnn′ =
∫
U
∂yχn′(y, z
′)χn(y, z
′) dydz′. (2.4)
Also, the effective potential is given by
Vnn(x) =
∫
ω
V (x, z′)gnn(z
′) dz′, with gnn(z
′) =
∫ 1/2
−1/2
|χn(y, z
′)|2 dy. (2.5)
For the degenerate case, we simply recall that the equations corresponding to the same
eigenvalue are coupled through the potential term, while the kinetic part is diagonal. We
refer to [6] for details.
To complete the description of the nanostructure under consideration, in Fig.2 we
present the energy bands. They are calculated solving in the 3D cell U the eigenvalue
problem for the fibered Hamiltonian
HL(k) = −
~
2
2me
∆− i
~
2
me
k∂y +
~
2k2
2me
+WL (2.6)
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Figure 2: Energy bands obtained for a (10,0) carbon nanotube.
for different wavevector k and with WL as the pseudopotential given in [24]. Piecewise
linear finite elements on prisms with an appropriate non-uniform mesh have been used
(see Fig.6 for an illustration of the 2D cross-section mesh). Fig.2 is in good accordance
with the results presented in Fig.4 in [24] for the same choice of pseudopotential. Notice
that similar results can be provided by different methods (for instance using tight-binding
models [10, 28]). We point out that the model described in [6] does not rely only on
the knowledge of the energy bands. This is only the first step in the construction of the
effective mass model. The important and novel issue is the link between the 1D transport
equations and the 3D confined nanostructure, incorporating the atomistic information of
the 2D cross-section by means of the functions gnn’s. In actual computations, we only
solve problem (2.2), which corresponds to HL(0), in order to obtain the eigenvalues En,
the effective masses m∗n and the functions gnn’s.
In Figs.3 and 4, we present the gnn’s corresponding to the three first conduction bands
for the (10,0) carbon nanotube structure, showing that the gnn’s retain information about
the confinement and the cross-section structure. These same averaged quantities enter in
the diffusive model derived in [18] and used in the following of the paper where we propose
a hybrid strategy coupling the fully quantum model [6] with the diffusive one [18].
3 Electron transport with a hybrid strategy
In this paper, we consider the CNTFET described above. In the transport direction we
consider a channel region sandwiched between largely doped Source and Drain regions.
It is defined by the bounded domain Ω = (xL, xR) × ωǫ, where (xL, xR) is the transport
domain and ωǫ is the two dimensional strongly confined cross–section. The novelty is that
6
Figure 3: gnn(z) for the first conduction band.
Figure 4: gnn(z) for the second (left) and the third (right) conduction band.
we present a hybrid strategy to couple, spatially in the transport direction, the Schro¨dinger
system (derived and tested numerically on a “toy” problem in [6]) with the drift-diffusion
model (introduced and analyzed in [18]). So, we assume that the device domain in the
transport direction x is divided into a quantum zone Q = (xI1 , xI2), with xL < xI1 < xI2 <
xR and a classical zone C = (xL, xR)\Q. The different regions of the domain (xL, xR) are
illustrated in Fig.5.
We assume at this point that the electrostatic potential V is given (and consequently
so is the n− th band effective potential Vnn). We write first the transport equations in the
classical regions, as well as the equations in the quantum region. Afterward, we describe the
interface conditions which preserve the continuity of the total current between the classical
and the quantum domains. Finally, we present the self-consistent Poisson equation.
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Figure 5: Schematic representation of hybrid model regions.
3.1 The classical region
The classical transport is described by the diffusive model for confined nanostructures
which has been derived and analyzed in [18]. Here we consider that stationary nanowire-
drift-diffusion model on the disconnected domain C
d
dx
JC(x) = 0, (3.1)
where the classical current is written in terms of the quasi-Fermi energy ϕ as
JC(x) = −µ(x) ∂xϕ(x) F
(
Vs(x)− ϕ(x)
)
. (3.2)
Here µ is the electron mobility coefficient which, in the particular case of a constant scat-
tering kernel in the collision operator that gives rise to this diffusive model, is defined
by
µ(x) = me µ˜
+∞∑
n=1
e−
(
En+Vnn(x)
)
/(kBT )
m∗n
∑+∞
m=1 e
−
(
Em+Vmm(x)
)
/(kBT )
, (3.3)
where the constant µ˜ = qτme , with τ denoting the relaxation time, can be interpreted as
the low field mobility constant. We notice that the mobility coefficient µ(x) exhibits some
spatial variations due to the variations of Vnn. An analogy can be seen with the electric
field dependent mobility (see i.e. [25, 22]). Moreover, Vs is the effective potential defined
by
Vs(x) = −kBT lnZ(x) with Z(x) =
+∞∑
n=1
e−
(
En+Vnn(x)
)
/(kBT ), (3.4)
where kB is the Boltzmann constant and T is the lattice temperature. Finally, we recall
that the 1D density is defined by
Ns = F (Vs − ϕ), (3.5)
which, in the case of the Boltzmann statistics, is defined by
F (s) = nie
−s/(kBT ), (3.6)
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where ni is the 1D intrinsic density. We point out that the choice to use the quasi-Fermi
energy formulation is crucial, motivated by the fact that we want to find an analytic
expression of the interface conditions, as we will explain in the following.
Dirichlet conditions are given at the boundary, imposing quasi–neutrality between the
density Ns and the background ion density ND. More precisely, denoting by xb the abscissa
at the boundary (b = L or b = R), we take
Ns(xb) =
∫
ωǫ
ND(xb, z)dz, (3.7)
where ND is the prescribed 3D doping density. For the Boltzmann statistics (3.6), the
boundary condition (3.7) leads to
ϕ(xb) = kBT ln
(∫
ωǫ
ND(xb, z)dz
ni
)
+ Vs(xb). (3.8)
Finally, the two disconnected classical zones are connected by means of the conditions
JC(xI1) = JC(xI2) = h(ϕ(xI1))− h(ϕ(xI2)), (3.9)
which relate the quasi-Fermi energy ϕ at the two interface points. If h is a real-valued
and monotonously increasing function, then system (3.1)-(3.2) with boundary conditions
(3.8)-(3.9) is well posed (see [3] and references therein). We will determine the function h
in the following subsections, by means of the quantum expression of the current. Here we
notice that without applied voltage, ϕ(xI1) = ϕ(xI2) and thus JC = 0. We also see that
ϕ(xI1) > ϕ(xI2) gives a positive current and inversely.
Finally, in preparation for self-consistent computations, from Ns we need to define a
charge density for each band. We do so, recalling that the starting point of [18] to obtain the
nanowire-drift-diffusion model (3.1),(3.2) is a sequence of decoupled Boltzmann equations,
one for each band, and that the approximate solution of the n− th band kinetic equation,
up to order 1 in the scaled mean free path parameter, is given by the distribution function
gn(x, k) = Ns(x)
~√
2πm∗nkBT Z(x)
e
−( ~
2k2
2m∗n
+En+Vnn(x))/(kBT ). (3.10)
Using (3.5), (3.6) and (3.4), the previous formula takes the form
gn(x, k) =
ni~√
2πm∗nkBT
e
−
(
~
2k2
2m∗n
+En+Vnn(x)−ϕ(x)
)
/(kBT )
. (3.11)
Proceeding as in [18], we integrate (3.11) over k and we obtain
NnC(x) = F
(
Vs(x)− ϕ(x)
)e−(En+Vnn(x))/(kBT )
Z(x)
. (3.12)
We notice that the sum over all the bands gives the density Ns.
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3.2 The quantum region
The quantum transport in Q is given by the sequence of Schro¨dinger equations (3.13).
The system is considered as an open system in (xI1 , xI2), with Transparent Boundary
Conditions supplementing the equations (see [20], [5], e.g.). To fix ideas, we detail the case
Vnn(xI1) ≥ Vnn(xI2). For each band and for each wave vector k, we consider the following
stationary Schro¨dinger equation
−
~
2
2m∗n
∂xxψ
k
n(x) + Vnn(x)ψ
k
n(x) = En,kψ
k
n(x), in Q, (3.13)
where
En,k =

E+n,k =
~2k2
2m∗n
+ Vnn(xI1) if k > 0,
E−n,k =
~2k2
2m∗n
+ Vnn(xI2) if k < 0.
Defining the coefficients
p±n (k) =
√
~2k2 ∓ 2m∗n(Vnn(xI2)− Vnn(xI1)), (3.14)
the TBCs are written for k > 0 as
∂xψ
k
n(xI1) + ikψ
k
n(xI1) = 2ik and ~∂xψ
k
n(xI2) = ip
+
n (k)ψ
k
n(xI2), (3.15)
and for k < 0, we have
∂xψ
k
n(xI2) + ikψ
k
n(xI2) = 2ik and ~∂xψ
k
n(xI1) = −ip
−
n (k)ψ
k
n(xI1). (3.16)
The reflection and transmission amplitudes rn(k) and tn(k) of the wave functions are
determined by
rn(k) =
1
2
ψkn(xI1) +
i
2k
∂xψ
k
n(xI1) and tn(k) = ψ
k
n(xI2) for k > 0,
rn(k) =
1
2
ψkn(xI2) +
i
2k
∂xψ
k
n(xI2) and tn(k) = ψ
k
n(xI1) for k < 0.
Finally, we define the reflection coefficients as Rn(k) = |rn(k)|
2 and the transmission coef-
ficients Tn(k), corresponding to the proportion of incident electrons which are transmitted,
as
Tn(k) =

p+n (k)
~k |tn(k)|
2 if k > 0,
−
Re
(
p−n (k)
)
~k |tn(k)|
2 if k < 0.
(3.17)
The transmission coefficients have the following properties
Tn(k) +Rn(k) = 1 for all k ∈ R, (3.18)
Tn(k) = Tn
(
− p
+
n (k)
~
)
for all k > 0, (3.19)
Tn(k) = Tn
(
p−n (k)
~
)
for all ~k < −p+n (0), (3.20)
Tn(k) = 0 for all − p
+
n (0) < ~k < 0, (3.21)
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Next, the 1D density carried by the n-th band Nn1D in the Q region is given by super-
imposing the densities of states injected from the reservoirs, that is
NnQ(x) =
∫
R
φn(k)|ψ
k
n(x)|
2dk, x ∈ Q, (3.22)
where φn(k) is a given statistical function which characterizes the electron injection from
reservoirs and whose choice will be discussed in the next subsection.
Finally, the current is defined by
JQ(x) =
+∞∑
n=1
JnQ(x), (3.23)
where the nth band current is given by
JnQ(x) =
q~
m∗n
∫
R
φn(k)I
(
ψkn(x)∂xψ
k
n(x)
)
dk, x ∈ Q. (3.24)
It can be easily seen that the current does not depend on x. Furthermore, using the TBCs
of the Schro¨dinger equation (3.15) and (3.16), as well as the expression of the transmission
coefficients (3.17) with the properties (3.18)-(3.21), JnQ can be expressed in the following
form
JnQ =
q~
m∗n
∫ +∞
0
kTn(k)
(
φn(k)− φn(−
p+n (k)
~
)
)
dk. (3.25)
3.3 The interface conditions
So far, we still did not make an explicit choice for the monotone function h in (3.9) and
for the statistical function in (3.22) and in (3.25). Our choice will lead to the definition of
h in terms of the quantum current JQ.
As statistical function in (3.22) and in (3.25) we choose the distribution function related
to the diffusive model at the interface, (assuming, for the moment, that the quasi-Fermi
energy ϕ is known). More precisely, we take
φn(k) =

gn(xI1 , k) if k > 0,
gn(xI2 , k) if k < 0,
with gn defined in (3.11). Introducing fn as
fn(s) =
ni~√
2πkBTm∗n
e−s/(kBT ), (3.26)
and observing that E−
n,−p+n (k)/~
= E+n,k, we can write (3.25) as
JnQ =
q~
m∗n
∫ +∞
0
kTn(k)fn(En + E
+
n,k)
(
eϕ(xI1 )/(kBT ) − eϕ(xI2 )/(kBT )
)
dk. (3.27)
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Notice that the term containing the quasi-Fermi energy variables enters (3.27) as a multi-
plication factor, and this is crucial to write the interface conditions in an explicit way.
With the definition
h(ϕ) =
+∞∑
n=1
q~
m∗n
∫ +∞
0
kTn(k)fn
(
En + E
+
n,k − ϕ
)
dk. (3.28)
we obtain immediately from (3.23) and (3.27) that
JQ = h(ϕ(xI1))− h(ϕ(xI2)).
We point out that the function h(s) is monotone increasing since fn(s) is monotone de-
creasing. The function h can be expressed explicitly, by means of
h(ϕ) = Θ−1eϕ/(kBT ), (3.29)
where Θ is a positive number defined by
Θ−1 =
+∞∑
n=1
q~
m∗n
∫ +∞
0
kTn(k)fn(En + E
+
n,k)dk. (3.30)
Consequently, imposing JC = JQ, we obtain the final interface conditions
JC(xI1) = JC(xI2) := JC , (3.31)
and
eϕ(xI1 )/(kBT ) − eϕ(xI2 )/(kBT ) = ΘJC . (3.32)
Remark 3.1. The interface conditions (3.31) and (3.32) have been constructed preserving
the continuity between the classical and the quantum current, which is the relevant physical
property. It is however clear that continuity of the charge density is not assured.
3.4 Self-consistent formulation
In order to define the self–consistent electrostatic potential, a 3D charge density is required.
First of all, the 1D charge density of the hybrid model in the n− th band Nn1D is defined
by
Nn1D(x) =
NnQ(x) for x ∈ Q,NnC(x) for x ∈ C,
whereNnQ andN
n
C are given in (3.22) and (3.12), respectively. Then, as in [6] and in [18], the
transformation from the one dimensional transport direction to the entire nanostructure is
done by means of the (properly scaled) quantities gnn’s (2.5). It leads to
ρ(x, z) =
∑
n∈N
Nn1D(x)g
ǫ
nn(z) (x, z) ∈ (xL, xR)× ωǫ, (3.33)
12
where gǫnn(z) =
1
ǫ2
gnn(
z
ǫ ). Finally, the transport equations are coupled with the following
Poisson equation for the electrostatic potential VP
−∇
(
ǫr(z)∇VP (x, z)
)
=
q
ǫ0
(
ND(x, z)− ρ(x, z)
)
, (x, z) ∈ (xL, xR)× ωǫ, (3.34)
where q is the elementary charge, ǫ0 the permittivity in vacuum, ǫr the relative permittivity
and ND the prescribed doping density. Equation (3.34) is then supplemented by bound-
ary conditions at Source and Drain contacts, at the gate contact and at the insulating
boundaries, for which we refer to [6], Section 5.5. Then, V in (2.5) is given by V = −qVP .
4 Algorithm approach
We describe here the numerical issues related to the solution of the coupled 1D transport
equations with the 3D Poisson equation, once the atomistic quantities are computed on
the unit cell, by means of the solution of the eigenvalue problem (2.2). The 3D mesh
for the Poisson equation consists of prisms, with a 2D cross–section triangular mesh as
in Fig.6 and with 151 equally spaced discretization points in the longitudinal direction
(discretization step: 0.2 nm). We point out that the 2D cross–section mesh is the same
as the one used for the solution of the eigenvalue problem (obviously the 3D domain is
different), so that the functions gnn(z
′) are incorporated in the Poisson problem without
resorting to any interpolation. Finally, due to the highly oscillatory behavior of the wave
functions with high energy, a fine mesh size is required for the 1D transport computations.
We take 751 equally spaced discretization points (discretization step: 0.04 nm).
Figure 6: Mesh of the circular cross–section : entire mesh (left) and zoom of the carbon
domain (right).
For a given gate voltage VG, we first consider the whole system for zero applied Drain-
Source voltage VDS and then we increment VDS step by step. Finally, this procedure is
repeated for different gate voltage VG.
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Because of the highly nonlinear coupling between the density and the potential equa-
tions, the inner iteration procedure is done by an iterative method of Gummel type [15].
We detail here the different steps of one iteration of this Gummel type algorithm.
1. Let V oldP be a given approximate electrostatic potential in the finite element space of
piecewise linear polynomials on the prismatic mesh described above.
2. We define the potential energy V = −qV oldP and compute the quantities Vnn (2.5),
Vs (3.4) as well as µ (3.3).
3. For each band n and each wave vector k, we solve on Q the Schro¨dinger equations
(3.13), with the TBCs (3.15). A single equation for k > 0 is first rewritten, by
means of the transformation ψkn(x) = 2ikΨ
k
n(x)/[∂xΨ
k
n(xI1) + 2ikΨ
k
n(xI1)], as an
initial value problem. Then, it is discretized with a Crank–Nicolson scheme, which
is a conservative scheme and avoids numerical dissipation for large k’s. The negative
wave vector case is treated analogously. Then, the transmission coefficients Tn (3.17)
are obtained and, subsequently, the number Θ (3.30) is computed.
4. We solve the stationary drift-diffusion equation (3.1) on C with the boundary con-
ditions (3.8) and the two connection conditions (3.31) and (3.32). The non–linear
equation (3.1) is discretized by means of a mixed finite element scheme in hybrid
form [1], which, after the static condensation process, takes the form
−Dj0ϕj−1 +
(
Dj0 +D
j+1
0
)
ϕj −D
j+1
0 ϕj+1 = 0, (4.1)
where ϕj denotes the value of the approximate quasi–Fermi energy ϕh at the dis-
cretization point xj . The coefficients D0 are given by
Dj0 = D
j
0(ϕh) = −ni
µj + µj−1
2
e
(
ϕj+ϕj−1
2kBT
)
/I(Vs/kBT ), (4.2)
where µj are the values of the given (within this iteration step) functions µ(x) at xj ,
and I(u) =
∫ xj+1
xj
eu(x)dx, which here can be computed exactly, because the (given)
Vs is piecewise linear.
The (globally constant) current is then given by
Jj = D
j
0 ∗
(
ϕj − ϕj−1
)
. (4.3)
The non–linear equation (4.1) is solved by means of a Newton algorithm. We obtain
the quasi-Fermi energy ϕ. We recall that mixed finite elements schemes for the
drift–diffusion in the quasi-Fermi energy formulation have been used in [16, 17].
5. We compute the classical density on each band NnC (3.12), and, using ϕ(xI1), ϕ(xI2)
in (3.22), the quantum density on each band NnQ . Finally, we compute the three
dimensional density ρ (3.33).
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Figure 7: Longitudinal section of the CNTFET.
6. We solve the 3D Poisson equation using piecewise linear finite elements on the pris-
matic mesh described above, modified according to the Gummel iteration algorithm,
as in [9], that is
−∇
(
ǫr(z)∇V
new
P ) =
q
ǫ0
ND −
q
ǫ0
ρ[V oldP ]
(
1 +
q
kBT
(V newP − V
old
P )
)
, in (xL, xR)× ωǫ.
(4.4)
7. We repeat the last five steps until the quantity ‖V oldP −V
new
P ‖L∞ becomes sufficiently
small. Once the convergence is reached, we increment the applied Drain-Source bias
VDS and start a new iteration. For the device presented in Section 5, the convergence
algorithm is not very sensitive to the size of the VDS increment, since the Current–
Voltage characteristics do not present a stiff behavior. We numerically found that a
uniform increment step equal to 0.02 V is a reasonable choice. Moreover, as usual
for MOS devices, the number of Gummel iterations increases for large gate voltages
VG (see Table 1), but convergence is still reached with the same VDS increment.
5 Numerical results
Numerical simulations are carried out for a Carbon Nanotube Field-Effect Transistor CNT-
FET. A section along the transport direction (x-axis) is presented in Fig.7. It contains
a (10,0) zig-zag single-walled CNT (see Fig.1) surrounded by a layer of dielectric SiO2
(ǫr,ox = 3.9) of 1.4 nm thickness (represented in red) acting as an insulator. The relative
permittivity of a CNT is a device dependent quantity, that here has been taken as ǫr,c = 13.
The transport direction is composed of a 10 nm active zone, with a doping concentration
N−D = 10
21 m−3, sandwiched between a 10 nm Source region and a 10 nm Drain region,
with large doping (N+D = 10
27m−3). Finally, a Gate is imposed all-around the transversal
structure to modulate the number of free electrons. In the sequel, two different cases will
be illustrated. In the first case (non-overlap case), the gate is positioned in correspondence
to the active zone (black G in Fig.7), whereas in the overlap case, the gate is 20 nm long
and it acts also on a part of Source and Drain regions (black+grey G).
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In the present simulations, the hybrid interfaces are located at xI1 = 10 nm and xI2 = 20
nm, which correspond to the doping discontinuities. In Subsection 5.4, we will discuss how
the interface position affects the device behavior. The transport-Poisson problem is only
solved for the 9 first conduction bands. This choice is widely sufficient as we will see in
Subsection 5.5. Among these 9 modes, there are degenerate eigenvalues. Nevertheless, the
off-diagonal potentials Vnm (analogous of (2.5)) are virtually zero and it is reasonable to
neglect the coupling of these bands. It amounts to assume that all the eigenvalues are
simple.
5.1 The electron mobility
First, we would like to make some comments about the electron mobility constant µ˜ (3.3).
For strongly confined structures, this is a device dependent physical parameter and a
well established value is not found in the literature. Therefore, we discuss how different
choices affect our simulations with the hybrid strategy. In Fig.8, the output current-voltage
characteristics (for the fixed gate voltage VG = −0.1 V) are presented for different mobility
constants µ˜. The right picture shows the current value for a fixed applied voltage VDS = 0.2
V (which corresponds to a saturation regime).
Figure 8: Mobility influence on the current-voltage characteristics (left) and the saturation
current (right) with the hybrid approach for VG = −0.1 V.
This behavior is peculiar of the hybrid approach. While solving the transport problem
with the drift-diffusion model in the entire longitudinal domain provides a current which
is proportional to the mobility constant, in the hybrid case we observe that for mobilities
larger than 10−3 m2 V −1 s−1 the current is virtually not modified. This means that the
quantum model in the channel region is predominant in the computation of the electron
transport. On the contrary, for smaller mobilities, the hybrid model is able to capture the
limited transport behavior due to the large number of collisions.
In order to choose the value for µ˜ for our simulations, we compare the current-voltage
characteristics for the three possible models (full drift-diffusion model, full quantum model
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and hybrid approach). It turns out that µ˜ = 0.5× 10−4 m2 V −1 s−1 is a reasonable choice.
Indeed, with this choice (see Fig.9), the drift–diffusion current is much smaller than the
two others and the quantum current is higher than the hybrid one. This means on one
hand that ballistic quantum effects are well considered in the active zone. On the other
hand, electron-phonon collisions are taken into account in the reservoirs. Moreover, since
the hybrid current is quantitatively closer to the quantum one, the quantum ballistic effects
are here considered predominant with respect to the collisional effects, which is preferable
in modeling electron transport in a strongly confined structure.
Figure 9: Comparison of the Current-Voltage characteristics between the three approaches
for µ˜ = 0.5× 10−4 m2 V −1 s−1 and VG = −0.1 V.
5.2 Hybrid results for the overlap and non-overlap cases
Now, we present the numerical results obtained with the hybrid approach. First, Fig.10
shows the 3D density for VDS = 0 V and VG = −0.1 V in the overlap case. This figure
allows to visualize the formation of channels between Source and Drain. Also, we observe
the atomic circular cross-section structure of the carbon nanotube, due to the incorporation
of gnn’s (presented in Figs.3-4).
Figs.11-12 represent the self-consistent potential for VDS = 0 V in a 2D slice along the
transport direction (x-axis in the pictures), cutting the cross-section in the middle. Fig.11
corresponds to a gate voltage VG = −0.1 V, whereas Fig.11 corresponds to VG = 0.1 V. We
recover these values at top and bottom boundaries of the pictures (with the reverse sign
since we plot energies expressed in eV). The overlap case is presented in the left figures and
the non-overlap case in the right ones. In both cases, we observe a clear influence of the
gate and of the doping. We detect also the cross-section structure of our device. Indeed, we
recall that the external diameter of the CNT cross–section is 0.92 nm and so, at z1 ≈ ±0.5
nm, the different profiles have relevant variations. Electron channels are apparent between
Source and Drain.
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Figure 10: 3D density (m−3) for VDS = 0 V and VG = −0.1 V.
Figure 11: Potential energy (eV) for VDS = 0 V and VG = −0.1 V : overlap (left) and
non-overlap (right) case.
Figure 12: Potential energy (eV) for VDS = 0 V and VG = 0.1 V : overlap (left) and
non-overlap (right) case.
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1D profiles of the potential for VDS = 0 V are presented for different gate voltages
in Fig.13. These 1D curves are averaged quantities resulting from an integration of 3D
quantities over the 2D wire section divided by the wire section surface. For low gate
voltages, we observe that the potential in the channel has a value close to VG, confirming
that the transport is mainly controlled by the gate. Increasing the gate voltage, the channel
potential energy always decreases but it does not reach VG. In this case, the action of VG
on the potential in the active zone is governed by complex phenomena.
Figure 13: Averaged potential energy (eV) for VDS = 0 V and for different VG : overlap
(left) and non-overlap (right) case.
Finally, in Fig.14, we represent the output characteristics for seven different gate volt-
ages in the overlap case (similar behavior is obtained for the non-overlap case). The current
in the CNTFET increases with the gate potential VG. We notice the two typical regimes:
Figure 14: Current-Voltage characteristics for different gate voltages VG.
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an ohmic regime for values of Drain-Source voltage smaller than a threshold voltage Vth
and a quasi-saturation regime for larger VDS . The value of Vth increases with the gate
potential. Indeed, for VG = 0 V, Vth is about 0.2 V, instead for VG = 0.1 V, it is about
0.4 V. All these results are in accordance with those reported in the literature for similar
devices (see [14, 19, 26] e.g.).
5.3 Comparison of the three approaches
In this part, we shall compare the three approaches: full drift-diffusion model (dashed green
curves in Figs.15–19), full quantum model (dashdotted red curves) and hybrid approach
(solid blue curves). In Figs.15-16, 1D profiles of the potential are presented for VG = −0.1
V, for VDS = 0 V and for VDS = 0.2 V, respectively. The same representation is done
for 1D profiles of the density in Figs.17-18. As previously, the overlap case is presented in
Figure 15: Comparison of the averaged potential energy (eV) for VDS = 0 V and for
VG = −0.1 V : overlap (left) and non-overlap (right) case.
Figure 16: Comparison of the averaged potential energy (eV) for VDS = 0.2 V and for
VG = −0.1 V : overlap (left) and non-overlap (right) case.
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Figure 17: Comparison of the averaged density (m−3) for VDS = 0 V and for VG = −0.1
V : overlap (left) and non-overlap (right) case.
Figure 18: Comparison of the averaged density (m−3) for VDS = 0.2 V and for VG = −0.1
V : overlap (left) and non-overlap (right) case.
the left figures and the non-overlap case in the right ones. The two cases exhibit similar
behaviors. The differences between the three methods are mainly in the active zone and
at the doping discontinuities. In these pictures, differences look rather small but this is
mainly due to the scale of the plots. For a better comparison, it is interesting to plot
average velocities, defined as v(x) = J/[q
∑
nN
n
1D(x)]. In Fig.19, they are calculated for
VG = −0.1 V and VDS = 0.2 V. We observe three distinguishable curves, due not only
to the different current values (see Fig.9), but also to the different densities. Moreover,
for the hybrid approach, Fig.19 allows also to detect discontinuities of the density at the
interfaces, which were not evident in Figs.17-18. We recall, that the interface conditions
(3.31) and (3.32) enforce current continuity, but, as pointed out in Remark 3.1, density
discontinuity may occur.
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Figure 19: Comparison of the averaged velocity (m.s−1) for VG = −0.1 V and VDS = 0.2
V : overlap (left) and non-overlap (right) case.
Now, we want to compare the full quantum model with the hybrid one from a compu-
tational point of view. The full drift-diffusion model is clearly cheaper, but, as we already
mentioned, it does not take into account the relevant quantum effects that are essential
in confined nanostructures. The total execution time necessary for computing a current-
voltage characteristics curve at a fixed gate voltage (from VDS = 0 V up to VDS = 0.2 V)
is approximatively 65% lower with the hybrid approach than with the quantum one. An
obvious reason is that the quantum simulation, that requires the solution of a large number
of Schro¨dinger equations at each iteration step, is performed on a smaller domain. Also,
the hybrid method needs less Gummel iterations to reach convergence, as it is illustrated
in Table 1. This is partly due to the boundary conditions since in the hybrid approach the
quasi-neutral boundary conditions are imposed in a classical macroscopic manner. These
numerical results aim at showing that our choice to use a hybrid approach including device
dependent parameters allows for computationally efficient simulations.
VG = −0.1 V VG = 0.1 V
Schro¨dinger Hybrid Schro¨dinger Hybrid
Nb. Gummel VDS = 0 V 37 10 46 20
iterations VDS = 0.02 V 28 5 31 13
Table 1: Number of Gummel iterations for the quantum model and the hybrid approach.
5.4 Interface positions
We now study the influence of the interface positions on the current. We remind that in
the previous simulations the interfaces were located at xI1 = 10 nm and xI2 = 20 nm (at
doping discontinuities). In Fig.20, we present the current value once the saturation regime
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is reached. This test is run for VG = −0.1 V in the overlap case. We point out that a
similar dependence on the interface position occurs for different gate voltages and we do not
report the pictures. In the left picture, xI2 is fixed at 20 nm and we move xI1 . Inversely, in
the right picture, xI1 is fixed at 10 nm and we move xI2 . The dashdotted red line and the
dashed green line correspond to the current value obtained, respectively, with the quantum
and the drift-diffusion model in the entire longitudinal domain (without interfaces). In the
two pictures, we observe a perceptible lowering of the current when one interface is placed
well inside the active zone. It confirms that quantum ballistic effects play an essential role
in the channel. However, moving the interfaces well inside the reservoirs, we observe two
different behaviors. The current stays almost unchanged when the interface xI2 goes to
Drain, while the current increases up to the quantum value when the interface xI1 reaches
Source. This is not surprising since, once the saturation regime is established, the electrons
flow almost unidirectionally from Source to Drain, and consequently in reservoirs it is the
modeling of the electron transport (quantum ballistic vs classical collisional transport) in
Source that is crucial to determine the current value.
Figure 20: Current saturation obtained with the hybrid approach, moving the left interface
position x1 (left) and the right interface position x2 (right) for VG = −0.1 V.
5.5 Contribution of the different bands
Finally, we check that our initial choice of using only the 9 first conduction bands is relevant.
In Table 2, we present the current distribution between the different bands for four different
cases. In all cases, we see that only the two first bands give a significant contribution to
the total current. This is due to the fact that for our (10,0) zig-zag single-walled CNT, the
energy levels En increase quickly. Notice that in this table we can clearly recognize the
multiplicity of the different En’s.
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VG = −0.1 V VG = 0.1 V
Overlap Non overlap Overlap Non overlap
1st band 2.25×10−2 2.36×10−2 2.09×10−1 2.12×10−1
2nd band 2.24×10−2 2.36×10−2 2.08×10−1 2.11×10−1
3rd band 1.60×10−12 1.69×10−12 1.43×10−11 1.48×10−11
4th band 1.59×10−12 1.68×10−12 1.42×10−11 1.47×10−11
Current 5th band 3.23×10−22 3.40×10−22 3.17×10−21 3.29×10−21
(µA) 6th band 3.21×10−22 3.38×10−22 3.15×10−21 3.27×10−21
7th band 6.27×10−33 6.62×10−33 6.11×10−32 6.36×10−32
8th band 6.25×10−33 6.60×10−33 6.13×10−32 6.34×10−32
9th band 4.14×10−36 4.37×10−36 4.04×10−35 4.20×10−35
Total 4.49×10−2 4.72×10−2 4.18×10−1 4.23×10−1
Table 2: Current distribution in the 9 first conduction bands.
6 Conclusion
In this paper, we propose a hybrid approach in the framework of strongly confined nanos-
tructures. We spatially couple an effective mass Schro¨dinger system with a nanowire
drift-diffusion model, preserving the current continuity. In these one dimensional trans-
port models, the quantum confinement is taken into account averaging the effects of the
two dimensional crystal structure. Simulations of a single-walled Carbon Nanotube Field-
Effect Transistor aim at testing the capability of the approach to describe the electron
transport with strong confinement. The reduced computational effort of this approach
makes it suited for a device design framework.
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