Abstract. We investigate the eigenvalues of the semi-circulant preconditioned matrix for the finite difference scheme corresponding to the secondorder elliptic operator with the variable coefficients given by Using the field of values arguments, we show that the eigenvalues of the preconditioned matrix are clustered at some number. Some numerical evidences are also provided.
Introduction
Consider the second-order elliptic boundary value problem given by The usual central finite-difference scheme [16] to find an approximated solution for (1. 
Here u k,j is the approximated value of u(x, y) at the point (x k , y j ) and g k,j is the value of a g(x, y) at the point (x k , y j ), where g = f, a, b or d, and (x k , y j ) := (kh 1 , jh 2 
are interior nodal points in the domain Ω. It is known that the semi-circulant preconditioner can be constructed by adding circulant elements to the matrix induced by finite difference discretization. In many literature, constructing semi-circulant and circulant preconditioner has been studied widely (see [1] , [6] , [7] , [8] , [9] , [10] , [11] , [12] and [19] ). These preconditioning strategy has been extended to HSS and PSS preconditioners (see [2] and [3] ). Because the finite difference matrixL v which represents the finite difference discretization corresponding to the operator L v on the left-hand side of (1.3) can not be represented as tensor product form, it may be required to set up a semi-circulant preconditioner matrix corresponding to L c given by The aim of this paper is to provide the distribution of eigenvalues and behavior of the extreme eigenvalues of the preconditioned matrix for the case that the coefficients a(x, y) and b(x, y) are continuously differentiable functions on Ω, and d(x, y) is a positive bounded function. These will be assumed throughout this paper. This analysis is based on the way setting up a semi-circulant preconditioner and analyzing the finite difference preconditioner in terms of coefficient functions even if the finite difference preconditioning is well known using the leading terms of the given operator (1.1) (for example, see [17] , [18] ).
The usual central finite-difference scheme which approximates (1.8) with (1.9) is given by . We assume that
Note that the coefficients in (1.9) trivially satisfy the above assumption (1.13). While the matrixL v can not be expressed as a tensor product form, the matrix L c which represents the finite difference discretization corresponding to the operator L c on the left-hand side of (1.10) is easily described as a tensor product form:
where I m k are the identity matrices with the size m k , and T 1 and T 2 are the tridiagonal matrices of order m 1 and m 2 respectively. In particular,
The semi-circulant preconditioner for (1.14) is given by
where C is the circulant matrix corresponding to T 2 given by
In this paper we will proposeŜ c in (1.16) as a semi-circulant preconditioner forL v which is the matrix representation of (1.3). The semi-circulant preconditioning for the equation (1.1) with constant coefficients was analyzed in [5] , [14] and [15] , for example, where more general cases including convection-diffusion dominated flows were discussed. Hence our concern is to analyze the clustering situations of eigenvalues λ and is to approximate extreme eigenvalues λ of the semi-circulant preconditioned matrixŜ
where U is the eigenvector corresponding to λ. This analysis can be done by using the derived formula of eigenvaluesλ of the matrixŜ
which was analyzed in [15] . In this purpose, we represent the eigenvalues λ in (1.17) as follows:
where the l 2 inner product is defined by
Hence, we first investigate the field of values:
which means the preconditioningL v by finite difference matrixL c . This paper consists as follows: In section 2, the finite difference preconditioning for one and two dimensional cases are discussed in terms of coefficients of given differential equations. Finally, the semi-circulant preconditioner is discussed in section 3 with some numerical evidences.
Preconditioning by finite difference
The aim of this section is to get the bounds of eigenvalues of the preconditioned finite difference matrix in terms of coefficients functions given in (1.1) even if a finite difference preconditioner is well known (see, for example, [17] and [18] ). Because the analysis for the 2D case can be derived by the way of analyzing the 1D case, we first consider the following one-dimensional elliptic operators |a (x)| < ∞ and max
i=0 be the uniform knots such that
.
The change of indices with the boundary conditions u 0 = u N +1 = 0 yields that
Since
As a result of (2.6), by taking a(x) = 0 and
which has real valued for any complex numbers u 1 , . . . , u N . For convenience, put
Note 
and
Proof.
Since u k+1ūk − u kūk+1 is pure imaginary number,
Using the fact |Re z| ≤ |z| and Cauchy-Schwarz inequality, we have
For the estimation of |z v |, Cauchy-Schwarz inequality applied to the first term of (2.10) and boundary conditions yield that
Using the so called ε-inequality:
we have
These arguments complete the proof.
The above lemma will be used to estimate the preconditioning results for 
respectively. For any nonzero complex vector
t , the following estimates hold:
where d max is a nonnegative constant such that
Note that
and from (2.15)
Then the real part of W
can be estimated as
and the absolute value of W is
These arguments complete the proof. 
First we note that a similar one dimensional argument yields that (2.20)
where (2.21)
and (2.22)
For the preconditioning operator L c , we have (2.23)
For the convenience, put (2.26)
and (2.27)
and (2.28)
Note that for any complex numbers u 
Also, it follows that
Proof. The similar arguments in the proof of Lemma 2.1 lead to the conclusions. 
where d max is a positive constant such that
and (2.37)
which can be rewritten as
Note that the real part of W can be written as (2.39)
Using (2.30) and (2.32), we have (2.40) Re (ϕ
Hence combining (2.39) with (2.40) yields that
Using (2.31) and (2.33), the estimates of absolute value of W is as follows:
where
Semi-circulant preconditioning
In this section, we will provide the behaviors of eigenvalues of the semicirculant preconditioned matrixŜ 
, where τ j is the eigenvalues of T 1 . Let
Letλ i , i = 1, 2, . . . , m 1 m 2 , be the eigenvalues of (1.18) satisfyinĝ
(a) The m 1 -smallest eigenvaluesλ j satisfy 
Now, let us recall that the field of values W(A) of a given n × n matrix A is defined as Hence if we choose d c so that
These situations yield that all field values ofL −1 cLv cluster around 1, so that all its eigenvalues cluster around 1. Hence one may prove that λ i ∼λ i . Summarizing the above notice, we will put as a theorem here 
We compute the eigenvaluesŜ is chosen as the exact solution to be u(x, y) = sin(2πx) sin(2πy). We compare the semi-circulant preconditioning system with no-preconditioning system in the view of the iteration number of the iterative method and maximum error of the exact solution in Table 3 .1 and 3.2. We use the Bi-CGSTAB method.
We plot the eigenvalues of in Figure 3 
Concluding remark
In the present paper, we analyzed the distribution of eigenvalues of a semicirculant preconditioned matrix based on the leading term and reaction term of the target elliptic operators (1.1) in which the coefficient of reaction term is chosen as the minimum of the given reaction coefficient function. Because of the equivalence of two finite difference matrices in the sense of l 2 -inner product, it may be enough to set up a semi-circulant preconditioner having constant the Bi-CGSTAB iterative method. Further, we hope to investigate the easy method to find the inverse of the semi-circulant preconditioning matrix.
