In first-passage percolation (FPP), one places nonnegative random variables (weights) (t e ) on the edges of a graph and studies the induced weighted graph metric. We consider FPP on Z d for d ≥ 2 and analyze the geometric properties of geodesics, which are optimizing paths for the metric. Specifically, we address the question of existence of bigeodesics, which are doubly-infinite paths whose subpaths are geodesics. It is a famous conjecture originating from a question of Furstenberg and most strongly supported for d = 2 that for continuously distributed i.i.d. weights, there a.s. are no bigeodesics. We provide the first progress on this question in general dimensions under no unproven assumptions. Our main result is that geodesic graphs, introduced in a previous paper of two of the authors, constructed in any deterministic direction a.s. do not contain doubly-infinite paths. As a consequence, one can construct random graphs of subsequential limits of point-to-hyperplane geodesics which contain no bigeodesics. This gives evidence that bigeodesics, if they exist, cannot be constructed in a translation-invariant manner as limits of point-to-hyperplane geodesics.
Introduction
First-passage percolation was introduced by Hammersley-Welsh [20] in 1965 as a model for fluid flow in a porous medium. Since then, it has been studied in other ways: as a random growth model, a particle system, or a random metric space (see [5] for a recent survey). It is this last interpretation we take here, and our main focus will be on geometric properties of optimizing paths in this metric. To define the model, let (t e ) e∈E d be a collection of nonnegative random variables (weights) indexed by the edge set E d of the d-dimensional nearest-neighbor lattice Z d , with d ≥ 2. The collective distribution of these weights is usually taken to satisfy certain technical conditions, like translation invariance or an i.i.d. assumption; these will be described in conditions A and B in Section 1.3. A finite (lattice) path from a vertex x to a vertex y is a sequence of alternating vertices and edges x = v 0 , e 0 , v 1 , . . . , v n−1 , e n−1 , v n = y such that e i has endpoints v i and v i+1 for all i. Given such a path Γ, we define its passage time by T (Γ) = n−1 i=0 t ei , and the (first-)passage time from a vertex x to a vertex y is defined as
where the infimum is over all lattice paths from x to y.
The function T :
is readily seen to be symmetric and to satisfy the triangle inequality, and therefore (Z d , T ) is a pseudometric space. If there are no zero weights in a particular weight configuration, then T is furthermore a metric.
Infinite geodesics in FPP
Our focus is on geodesics, or optimizing paths in the definition of T . For general edge-weights (even ones that are i.i.d.) it is still an interesting open problem to determine exactly for which distributions geodesics exist between any pair of vertices x, y, but our conditions will guarantee that lim n→∞ T (0, Z d \ [−n, n] d ) = ∞ a.s., and this implies a.s. existence of geodesics from [5, Prop. 4.4] . Of particular interest are infinite geodesics: Definition 1. An infinite geodesic is an infinite path whose finite subpaths are geodesics. They come in two varieties: 1. A unigeodesic (geodesic ray) is indexed by N, and 2. a bigeodesic (geodesic line) is indexed by Z.
How many infinite geodesics are there? If we define N to be the maximal number of vertexdisjoint unigeodesics, then N is seen to be translation invariant, so under an ergodicity assumption on (t e ), it is a.s. constant. It is not difficult to show that N ≥ 1 a.s.: let Γ n be any geodesic from 0 to ne 1 . There must be an edge incident to 0 that infinitely many of the Γ n 's take first, and then an edge incident to that one that infinitely many of these Γ n 's take second, and so on. In this way, we find a subsequential limit Γ which is an infinite geodesic. It is considerably more difficult to prove that N ≥ 2, and this was done in increasing generality by Häggström-Pemantle [19] , Garet-Marchand [17] , and Hoffman [21] . Hoffman's work introduced Busemann functions to FPP, which he used later in [22] to improve this bound to N ≥ 2d. This is the best result currently known, and is far from the prediction of N = ∞ in the i.i.d. case that comes from Newman's methods [26] , which use unproven assumptions about the limiting shape. (See [9] for an example of a non-i.i.d. distribution for which N < ∞.)
As for bigeodesics, the following was communicated by Kesten in [23, p. 258] Question (H. Furstenberg) Do there exist doubly infinite geodesics through 0?
It is widely believed that for d = 2, a.s. there are are no bigeodesics when weights (t e ) are i.i.d. and have a common continuous distribution. There are now a few pieces of evidence:
1. Existence of bigeodesics is equivalent to existence of nonconstant ground states for a disordered ferromagnetic Ising model with couplings distributed as t e . See [5, Sec. 4.5.2] for discussion and [16] for physics arguments against the existence of nonconstant ground states.
2. There are heuristic arguments of C. Newman (see [5, Sec. 4.5.1] ) indicating that in any dimensions in which the "wandering exponent" ξ satisfies ξ > 1/2, a.s. there are no bigeodesics. This ξ is defined roughly as the number such that the maximal Euclidean distance D n between any geodesic from 0 to ne 1 and the e 1 -axis satisfies ED n ∼ n ξ . One expects ξ > 1/2 at least in low enough dimensions, and for d = 2, one expects ξ = 2/3. (Also see the recent preprint [3] for work on nonexistence of bigeodesics under the unproved condition χ > 0, where χ is the "fluctuation exponent.") 3. Two preprints (by Basu-Hoffman-Sly [7] and Balázs-Busani-Seppäläinen [6] ) have recently been posted which state results of nonexistence of bigeodesics in a related model, exactly solvable last-passage percolation in two dimensions. In this model, weights are placed on the sites and must be exponentially distributed, one replaces the infimum in the definition of T with supremum, and one considers only oriented paths. Although the model differs from FPP, they are believed to be in the same universality class, and thus these statements should apply to FPP.
Progress on bigeodesics and geodesic measures
There are few rigorous results toward the bigeodesic conjecture. Although bigeodesics have been completely ruled out in two-dimensional half-planes [29] , most other work requires unproven assumptions on the "limit shape" for the FPP model. We briefly describe this shape, leaving a more detailed exposition to Section 2.1. Setting T (x, y) = T ( x , y ) for x, y ∈ R d , where, for example, x = d i=1 x · e i e i , one can show that for any fixed x ∈ R d , g(x) := lim n→∞ T (0, nx) n exists in probability under mild assumptions on the common distribution of (t e ). The resulting function g : R d → R can be shown to be a deterministic norm, so long as there are not too many low-weight edges. The set B = {x ∈ R d : g(x) ≤ 1} is called the limit shape for the model. It is easily seen to be convex and compact, with the symmetries of Z d that fix the origin. Although B is expected to be strictly convex and to have uniformly positive curvature, these properties (or even much weaker ones) have not been demonstrated for any i.i.d. distribution of (t e ). See [5, Ch. 2] for more details.
In [24] , Licea-Newman ruled out the existence of bigeodesics with certain given directions. They showed that in dimension d = 2, for i.i.d. continuously distributed (t e ), there is a set D ⊂ [0, 2π) whose complement has Lebesgue measure zero (this was improved to countable complement by Zerner [28] ) such that P(there is a bigeodesic with directions θ 1 , θ 2 ) = 0 for any θ 1 , θ 2 ∈ D.
(1.1)
Here, a path with vertices (x n ) has direction θ if arg x n → θ as n → ∞, and the directions of a bigeodesic refer to the directions of both of its ends. Although this result requires no unproven assumptions, it only gives information if bigeodesics are known to have directions. This latter claim was shown by Newman [26] under the assumption that the boundary of B has uniformly positive curvature, and an exponential moment assumption on the i.i.d. weights (t e ). In [14] , Damron-Hanson improved (1.1) under an unproven assumption of (local) differentiability of the boundary of B, showing that in dimension d = 2, P(there is a bigeodesic with an end in direction θ) = 0 for any θ ∈ [0, 2π).
(1.2)
A preprint by Ahlberg-Hoffman [1] states a result that improves the differentiability assumption of (1.2). Both this result and (1.1) are only valid for fixed directions, whereas the bigeodesic conjecture is supposed to hold for all θ simultaneously. Without unproven assumptions, there is currently only one technique for analyzing bigeodesics, and it is through measures on geodesics. This idea originated in the geodesic graph measures of Damron-Hanson [13] . We summarize these measures here and leave the complete construction to Section 2.2. Let H be any hyperplane through the origin with a normal vector (direction) ρ and define the shifted hyperplane H α = H + αρ for α ∈ R. We would like to take a.s. limits of geodesics from points to the hyperplanes H α as α → ∞, but since we do not know these limits exist, we take weak limits. For x ∈ Z d , let Γ x (α) be the geodesic from x to H α (optimizing path for T (x, H α ), defined in the obvious way) and let G α be the graph induced by the union of all geodesics in the collection (Γ x (α) : x ∈ Z d ). Because the Γ x (α)'s coalesce if they touch, every directed path in the graph G α is equal to a Γ x (α). This graph is thought of as a random element of a space of directed graphs (the geodesics are directed in the direction they are traveled). Because we want any limit of these graphs to be translation invariant, we average their distributions: for any n ≥ 0, let G * n be the graph obtained on an enlarged space by first sampling an independent uniform random variable U n on [0, n] and then setting G * n = G Un . These graphs are easily seen to be tight, so we can let
where the convergence is in distribution. Any such limit G is called a geodesic graph. In this language, [13, Thm. 6.9] states: Theorem 1.1. Let G be a geodesic graph in dimension d = 2 constructed in any direction ρ. A.s., G has no doubly-infinite directed paths.
Note that any directed path in a geodesic graph G is a geodesic, so the theorem states that geodesic graphs do not support bigeodesics. The above result holds for all directions, like (1.2), but does not require any limit shape assumptions. It was shown only for d = 2 because the proof involves first showing that G has one component a.s., and this requires trapping (planarity) arguments adapted from [24] .
Main results
In this section we state the main result of the paper and some of its consequences. We will use the geodesic graph terminology from the previous section; the complete result will appear in Theorem 2.6 after the construction of geodesic graphs. Our theorems are proved under two different types of assumptions on the distribution of (t e ):
A: The variables (t e ) e∈E d are i.i.d., satisfying the moment condition of Cox-Durrett [12] : if e 1 , . . . , e 2d are the 2d edges incident to the origin, then
Furthermore, the common distribution of (t e ) is continuous.
B: The variables (t e ) satisfy the conditions of Hoffman [22] :
(a) their distribution is ergodic with respect to translations of Z d , (b) their distribution has all the symmetries of Z d , (c) Et d+ e < ∞ for some > 0, and (d) the limit shape B is bounded. Furthermore, the distribution has unique passage times: for any two paths γ, γ with distinct edge sets, P(T (γ) = T (γ )) = 0. Last, the distribution has the upward finite energy property from [13] : for each λ > 0 such that P(t e ≥ λ) > 0, one has
Under these conditions, we have the main result: Theorem 1.2. Assume A or B and let G be a geodesic graph in dimension d ≥ 2 constructed in any direction ρ. A.s., G has no doubly-infinite directed paths.
The formal statement appears in Theorem 2.6, after we have given the full construction of geodesic graphs.
As a consequence of Theorem 1.2, we can build subsequential limiting graphs which do not contain doubly-infinite paths. The construction follows [13, Thm. 1.10] (see Section 7.3 there) in a straightforward manner, so we omit the proof.
Let H be a hyperplane through the origin with normal vector ρ and let H α = H + αρ for α ∈ R. There exists an event A with P(A) = 1 such that for ω ∈ A, the following holds. There exists a (ω-dependent) increasing sequence (α k ) of real numbers with α k → ∞ such that G α k (ω) → G(ω), a directed graph with the following properties.
1. Viewed as an undirected graph, G has no circuits.
2. Each x ∈ Z d has out-degree 1 in G.
3.
For all x ∈ Z d , the set {y ∈ Z d : y → x in G} is finite.
In the above statements, y → x means that there is a directed path from y to x. Furthermore, a sequence of directed graphs (G n ) converges to a directed graph G (written G n → G) if for any given k, the subgraph of G n induced by its intersection with [−k, k] d is equal to the subgraph of G induced by its intersection with [−k, k] d , for all large n.
Remark 1.
It is an important question to determine whether geodesic graphs G in dimension d ≥ 3 have only one component (coalescence of geodesics). We cannot prove (or disprove) this at the present time, although it is known for d = 2 (in [13, Thm. 6.1]). The arguments there use planarity in the form of the trapping argument from [24] . Remark 2. If the graphs G α have an a.s. limit as α → ∞ (limiting geodesics exist from points to hyperplanes), the methods of this paper can be used to prove that this limit G satisfies the properties of Corollary 1.3. Such limits have been shown to exist in dimension d = 2 under differentiability assumptions on B (see [14] ), and on half-planes in dimension d = 2 without any unproven assumptions in [4] . Paraphrased, bigeodesics cannot be constructed in a natural way as limits of point-to-hyperplane geodesics.
Remark 3. To prove Theorem 1.2, we use an "edge-modification" argument which involves technical issues analogous to those from [13] . Because of the added complexity of the proofs in this paper, we have developed an abstract modification procedure in Theorem A.1 in the appendix. We believe that this theorem could be useful for applications in similar settings where one constructs distributional limits of random graphs (for example in the "metastates" of [2, 27] or measures like those of [1] ).
As stated in Remark 1, we do not know how many components are in geodesic graphs in dimensions d ≥ 3. For this reason, the arguments of [13, 24] do not work in our setting. Briefly, the argument of [13] for d = 2 consists of first showing that geodesic graphs have one component (coalescence) and then concluding that any geodesic graph with a doubly-infinite directed path must have several, meeting at so-called encounter points. A well-known result of Burton-Keane [10] then rules out existence of encounter points, and therefore doubly-infinite paths. Because the coalescence argument involves identifying a region between two parallel geodesics and modifying edges in this region, we cannot apply it (one cannot define a "protected" region in R d for d ≥ 3 whose boundary consists mostly of geodesics that cannot be crossed by other geodesics). We need a different approach, relying on the mass-transport principle, and proving that components that have doubly-infinite paths must intersect certain hyperplanes in bounded sets. (See Lemma 3.3.) This crucial property allows us to run a modification argument that severs doubly-infinite paths, and the resulting components can be seen to have properties that violate translation invariance. Our overall approach shows that any component of a geodesic graph must intersect these hyperplanes in unbounded sets. In this way, we can understand the trapping argument of [24] : in two dimensions, if coalescence does not occur, then planarity implies the bounded intersection property, which gives a contradiction.
Organization of the paper
The remainder of the paper is organized as follows. Section 2 describes the setting and definition of geodesic measures, along with properties of the different coordinates (Busemann functions and geodesic graphs) on our enlarged space in the construction. In Section 2.5, we formally state the main result (Theorem 2.6) for geodesic graphs and give a sketch of the (delicate) arguments involved in the proof. Section 3 is devoted to the proof of Theorem 2.6, and begins in Section 3.1 with preliminary lemmas about the structure and sizes of components which have doubly-infinite paths (if they were to exist). Section 3.2 covers the full proof of Theorem 2.6 in the case that the edge-weights are a.s. bounded, and in Section 3.3, we briefly sketch the modifications needed in the (simpler) case that the edge-weights are unbounded.
2 Formal definitions and tools for the proof
Setting
Here we formalize the model and state various standard results that will be used in the proof. First, we take as our probability space Ω = [0, ∞) E d with the product Borel sigma-algebra, and let (t e ) = (t e ) e∈E d be the coordinate variables. The passage times T (x, y) are defined as in the introduction for x, y ∈ Z d and are extended to real points x, y ∈ R d as in Section 1.2. For A, B ⊂ R d , the passage time T (A, B) is defined as the infimum of T (x, y) over all x ∈ A, y ∈ B. The measure P on Ω will be such that either A or B hold for the t e 's. Under either of these assumptions, the shape theorem holds: there exists a deterministic, convex, compact set B in R d such that for each > 0
Furthermore, B has non-empty interior and has the symmetries of Z d that fix the origin. This result was proved in [12] under assumption A and in [8] under B.
The set B is the unit ball of a norm g which satisfies g(x) = lim n→∞ T (0, nx) n a.s. and in L 1 for fixed x ∈ R d , and we can state the shape theorem in the following equivalent form:
lim sup
Note that for x ∈ Z d , we have g(x) ≤ lim n→∞ T (Γ nx )/n, where Γ nx is a deterministic path from 0 to nx with nx 1 many edges. By the law of large numbers, this limit is a.s. equal to x 1 Et e . Therefore we obtain the simple bound
It is elementary to check (see [5, Prop. 4 .4(a)]) that for any configuration (t e ) in which lim n→∞ T (0, Z d \ [−n, n] d ) = ∞, a geodesic exists between any two vertices x, y. This limit condition holds a.s. under A or B, and this follows immediately from the shape theorem above, since the limit shape B is bounded. By continuity of the common distribution of (t e ) under A or by uniqueness of passage times under B, the geodesic between x and y is a.s. unique. Similar statements can be checked in a straightforward manner for point-to-hyperplane geodesics: given any x ∈ Z d and any hyperplane H, there is a unique geodesic from x to H (a path which attains the minimum passage time in the definition of T (x, H)).
Construction of geodesic measures
In this section, we construct the geodesic graphs G and measures on them used in Theorem 1.2. To do this, we fix (for the remainder of the paper) a hyperplane H which is supporting for the limit shape B at some point z 0 ∈ B. Recall that this means that H contains z 0 , and B intersects exactly one component of R d \ H.
We next enlarge the probability space Ω to include edge-weights, passage time differences to hyperplanes, and geodesic graphs. So we set
and the sigma-algebra we use on Ω is the product Borel sigma-algebra. The measures we use will be pushforwards of our original measure P through a family of maps. To define these maps, we define the vector ρ to be the unique element of R d such that our hyperplane H from above satisfies
Then for any α ∈ R, we set
(2.4) (We allow this notation H ρ (α) to apply as above even when ρ ∈ R d is arbitrary.) The map Φ α : Ω → Ω is defined separately for the different coordinates of Ω. Concerning the first, Φ α will map ω to the edge-weight configuration (t e )(ω). For the second, if α ∈ R, we define the configuration
where each entry B α (x, y)(ω) is defined as a difference of passage times
These entries will be referred to as Busemann functions or Busemann increments by analogy to Busemann functions for geodesics (see [5, Ch. 5] ). For the third and final coordinate, we define a geodesic graph configuration η α (ω) as
where each entry η α ( x, y )(ω) is the indicator that the edge x, y is traversed in a geodesic from some point to H ρ (α):
and the measure µ α is the pushforward
. Given the list of definitions above, we can take α → ∞ (moving the hyperplane H ρ (α) to infinity) and formalize the idea of limiting geodesics in the direction of H. We would like to define our geodesic graph measure as lim α→∞ µ α , but we do not know that this limit exists. Therefore we need to take a subsequence. To ensure that any subsequential limit is invariant under translations of the lattice, we need to average the measures. Lebesgue measurability of the function α → µ α (A) for fixed events A follows from the argument of [13, App. A], and so we can define
and let µ be any subsequential limit of the sequence (µ * n ). (It is elementary to check that (µ * n ) is a tight sequence; this follows from the bound |B α (x, y)| ≤ T (x, y).)
An important property of µ is its invariance under translations. Given z ∈ Z d , we define the translation by z on the space Ω as follows. An arbitrary element of Ω we will write as
Note that under the measure µ α , the triple ((t e ), B, η) has the same distribution as ((t e ), B α , η α ) does under P. The translation U z acts on the different coordinates of Ω as
where, for example, e + z is the edge {w + z, v + z}, if e = {w, v}. Given this definition, we have the following lemma.
Proof. The proof is identical to [13, Prop. 3.2] , where the statement is proved for an analogous construction of µ only in two dimensions.
Properties of the Busemann coordinate
In this section, we state properties of the variables (B(x, y)). The proofs of these properties are all identical to those of their two-dimensional analogues in [13] ; the extension to higher dimensions has been discussed in [5, Sec. 5.4 ].
The first result gives some basic properties of B(x, y).
Proposition 2.2. The coordinate (B(x, y)) satisfies the following for x, y, z ∈ Z d :
where ρ was introduced in (2.3) and '·' is the standard dot product.
Proof. Items 1 and 2 correspond to items 1 and 4 of [13, Prop. 3.4] . Item 3 is given in [5, Lem. 5.11] .
Item 3 of the previous proposition gives the mean of B. Because µ is not necessarily ergodic, the large-scale asymptotics of B(x, y) are not necessarily given by ρ · (y − x). Instead, this quantity behaves like · (y − x) for some random . The following is [5, Lemma 5.12].
Theorem 2.3 (Shape theorem for B). There exists a nonzero random vector ∈ R d such that for any > 0,
The vector satisfies the following conditions:
1. µ-almost surely, the hyperplane
is a supporting hyperplane for B at z 0 .
The mean of under µ is ρ:
An important property of is that it is translation invariant. Indeed, for any z ∈ Z d , one has (U z ( ω)) = ( ω), µ-almost surely.
(2.5)
The two-dimensional case of this statement was shown in [13, Theorem 4.2] , and the extension to d dimensions is straightforward.
Properties of the graph coordinate
Given the variables (η( x, y )) from the third coordinate of ω, we construct a directed graph G as follows. The vertex set of G is Z d . A directed edge x, y is an edge of G if and only if η( x, y ) = 1. We write x → z for vertices x, z ∈ Z d if there is a directed path in G from x to z. Proposition 2.4. With µ-probability one, the following statements hold for x, y, z ∈ Z d .
1. Each directed path in G is a geodesic. Therefore, viewed as an undirected graph, G has no circuits.
2. If x → y in G then B(x, y) = T (x, y).
3. If x → z and y → z in G then B(x, y) = T (x, z) − T (y, z).
4.
In G, x has out-degree one.
From items 1 and 4 above, there is exactly one infinite self-avoiding directed path Γ x in G starting at each x ∈ Z d . In the following proposition (which is [5, Theorem 5.14] ), we relate the coordinates (B(x, y)) and (η( x, y )) to the asymptotic direction of the Γ x 's. If (x n ) is a sequence of points in Z d and S ⊂ ∂B, we say that (x n ) is asymptotically directed in S if every subsequential limit of (x n /g(x n )) is contained in S.
Main result for µ and outline of the proof
Here we state the formal version of Theorem 1.2 in terms of the graph G. Given
x is finite. Before giving the proof in the next section, we give an outline of some of the main ideas. The proof will be by contradiction, so we assume in (3.1) that µ(#C b 0 = ∞) > 0. In other words, with positive probability, some components of G contain doubly-infinite directed paths. First we derive some useful properties of such components. In Lemma 3.1, we use a Burton-Keane type argument to prove that a component with a doubly-infinite directed path must a.s. have exactly one. Specifically, one can define a "backbone" B(C) of such a component C with vertex set {x ∈ C : #C b x = ∞} and prove it is a single doubly-infinite directed path. One can then think of the component as consisting of the backbone and then finite directed trees connected to it.
Due to the existence of a backbone, we derive the bounded intersection property in Lemma 3.3 using the mass transport principle. This property states that for certain hyperplanes Hˆ (n) chosen close to H (n) in Lemma 3.2, a.s. the intersection of any component containing a nonempty backbone with these hyperplanes must be bounded. As stated in the introduction, this is the important consequence of existence of bigeodesics that leads to a contradiction.
The most complicated arguments of this paper involve constructing an event A 2 on which to apply an edge-weight modification. This is an event defined by several conditions (in Section 3.2.2) that has the property that when we intersect it with the event that certain edges (in some set E N , which can be taken to be finite due to the bounded intersection property) have large enough weight, then there is a component C of G that contains no vertices on one side of Hˆ (0). In the definition of A 2 , this C corresponds to the component of the point ξ N . We construct A 2 as a superevent of another event A 2 (defined in Section 3.2.1) which has the condition that 0 is on a backbone. Because of this condition, the component of 0 on A 2 has the bounded intersection property, and this allows us to include in the definition of A 2 the requirement that the component C intersects the strip between Hˆ (0) and Hˆ (N ) in a bounded set. (See condition A2'.4(c).) Pictorially, our weight modification "severs the backbone" from the event A 2 to create the component C with the properties listed above.
Once A 2 has been properly defined and intersected with the event {t e ≥ λ for all e ∈ E N } in (3.22), we can complete the proof using a mass transport argument from [13] . For any component, we define its progenitor as one of its vertices which is minimal in a particular ordering of Z d . Because our component C from A 2 does not contain vertices on one side of Hˆ (0) and has bounded intersection with the strip between Hˆ (0) and Hˆ (N ), it has a unique progenitor. However, a.s. there are no progenitors: if all vertices of a component send unit mass to the progenitor, then the progenitor receives infinite mass, but sends out only mass one. This violates the mass transport principle and gives the needed contradiction to complete the proof.
3 Proof of Theorem 2.6
Preliminary lemmas
Here we begin the proof of Theorem 2.6. We will argue by contradiction, so we assume that for some
First we show that any component of G with an infinite backward path must have a unique "backbone." From here on, the term component will refer to a component of the undirected version of G ("weak" component).
Proof. Suppose that for some outcome, C is a component of G such that B(C) = ∅. We will show that each vertex x in B(C) has in-degree one and out-degree one, and that between each pair of vertices in B(C) there is a directed path. First, each x has out-degree one by Proposition 2.4.
If any x has in-degree larger than one, then let y, z be two vertices of B(C) such that y, x and z, x are edges in G. Then x is an "encounter point" in the sense of Burton-Keane [10] : the component C is infinite and connected, but removal of x from C splits C into at least three infinite connected components. These components respectively contain Γ x , C b y , and C b z . The method of [10] implies that no vertex is an encounter point with positive probability, so a.s. any such x must have in-degree at most one. Since #C b x = ∞, x must have in-degree one. To show existence of a directed path, let x, y be distinct vertices in B(C). Since x, y are in the same component, there is a vertex self-avoiding path π from x to y (in the undirected version of G). Traversing the edges of π in order from x to y as e 1 , . . . , e n , we find three possible cases.
1. e 1 is oriented toward x in G. In this case, e 2 must be oriented toward e 1 since otherwise the common endpoint of e 1 and e 2 would have out-degree at least two, which is impossible. Continuing in this way, we see that π is oriented from y to x. In other words, x ∈ Γ y .
2. e n is oriented toward y. By a symmetric argument to that in case 1, π is oriented from x to y, so y ∈ Γ x .
where the intersection ∩ v is understood as a vertex intersection.
Proof. For a given vector such that H (1) is a supporting hyperplane for B, we first note that dist(H − (0), S ) > 0 (here, dist refers to Euclidean distance, and we recall that S was defined in Proposition 2.5). Therefore we can choose a rationalˆ in a -measurable way so that
Now assume for a contradiction that
On this event, we can choose a (random) sequence (
Therefore z a.s. lies in the closure of H − (0). We conclude that (3.3) implies that
which contradicts (3.2) . This shows that (3.3) cannot hold.
For theˆ from Lemma 3.2, the hyperplane Hˆ (α) will contain points of Z d for only certain values of α. Letting K be an integer such that Kˆ · e i ∈ Z for each i = 1, . . . , d, this set of values of α equals α : ∃a 1 , . . . , a d ∈ Z such that i a iˆ · e i = α
The set on the right is the set of all integer linear combinations of the integers Kˆ · e i . By a variant of Bézout's lemma, if we write d for the greatest common divisor of these integers, then (3.4) equals {nd/K : n ∈ Z}. Therefore if we replaceˆ with Kˆ /d, then this set of values of α becomes Z. From this point on, we use this new value ofˆ ∈ Z d . (3.5)
We will also need to know that for each component C of G with a nonempty backbone B(C), C intersects Hˆ (α) in a bounded set. Lemma 3.3. µ-almost surely, the following holds. If C is a component of G such that B(C) is nonempty, then for each n ∈ Z, #(C ∩ v Hˆ (n)) < ∞.
As before, C ∩ v Hˆ (n) is understood to be a vertex intersection. Therefore, if B(C) is nonempty, then for each α ∈ R,
where ∩ means intersection in R d (viewing G as a graph embedded in R d ).
Proof. The second statement follows directly from the first. Indeed, each real intersection point r is on an edge with an endpoint in Hˆ (n) for some n ∈ Z. Furthermore, one has |n − r| ≤ K for some universal K depending only onˆ , so if C ∩ Hˆ (α) is unbounded, we can pick some n ∈ Z such that #(C ∩ Hˆ (n)) = ∞.
For the first statement, we will argue by contradiction, so we assume that
By countable additivity, there is a fixed n ∈ Z such that
Furthermore, there exists n ∈ Z such that
We claim that a.s. on the above event, if we follow B(C) in the forward direction (using the orientation given by the fact that it is a directed path), it has a last intersection with Hˆ (n ). To show this, let x be a vertex in B(C) ∩ v Hˆ (n ) and let π x be the portion of B(C) starting from x and proceeding indefinitely in the forward direction. Note that π x = Γ x . The reason is that these are both paths in G that begin with x and follow out-edges. Since every vertex in G has out-degree 1, the paths must be equal. Now we appeal to Lemma 3.2 to deduce that a.s., π x intersects Hˆ (n ) finitely many times, and so it has a last intersection with this hyperplane. This shows the claim.
Now define A to be the event that there exists a component C such that #(C ∩ v Hˆ (n)) = ∞, #(B(C) ∩ v Hˆ (n )) ≥ 1, and B(C) has a last intersection (in the forward direction) with Hˆ (n ). By the above arguments, µ(A) > 0. We next define a mass-transport function m : where C(x) is the component of G containing x. By the mass transport principle (see [18] and [25, Ch. 8 
and so x∈Z d m(x, 0) is finite a.s.. However, on the event A, there exists y ∈ Z d such that x∈Z d m(x, y) = ∞. Indeed, on A, choose a suitable component C and an infinite sequence (x k ) in C ∩ Hˆ (n). Since Hˆ (n ) = x k + Hˆ (n − n) for each k, the last intersection point y of B(C) with Hˆ (n ) satisfies m(x k , y) = 1 for all k. Since A has positive probability, we get x∈Z d m(x, y) = ∞ with positive probability for some fixed y, and hence also for y = 0. This is a contradiction, and completes the proof.
Next is a related result which gives a more explicit bound on the radius of the intersection of a component with a hyperplane. If C is a component with B(C) = ∅, let x n (C) be the last intersection of B(C) (following B(C) in the forward direction, but now viewing B(C) is a curve in R d , so that this last intersection is a point in R d ) with Hˆ (n). For any x ∈ Z d , let µ(x n (C(0)) ∈ Z d , R(x n (C(0))) ≥ r, 0 = x 0 (C(0))) = µ(x −n (C(0)) ∈ Z d , R(0) ≥ r, 0 = x 0 (C(0))).
In particular, by Lemma 3.3, lim r→∞ sup n µ(x n (C(0)) ∈ Z d , R(x n (C(0))) ≥ r, 0 = x 0 (C(0))) = 0.
Proof. We compute, using translation invariance of µ:
The next and last lemma states that backbones have asymptotic directions. where . . . , y −1 (C), y 0 (C), y 1 (C), . . . is any enumeration of the vertices B(C) in forward order. We write θ(C) for the limit above.
Proof. The existence of "asymptotic velocity" θ is shown in [11] for bi-infinite trajectories in stationary coalescing walk models (of which our graph G is one). See [11, Theorem 2.13 ] and the sentence below its statement.
Absence of infinite backward paths
In this section, we show that the assumption of existence of backward infinite paths (assumption (3.1)) leads to a contradiction. Most of the argument will consist of building an event A 2 with many conditions. These conditions will be introduced one by one. We define S as the supremum of the support of the distribution of t e :
For this section, we assume that S < ∞.
The case when S = ∞ will be sketched in Section 3.3.
Construction of the main event A 2
We begin by noting that, due to Lemma 3.2, equation (3.5), and countable additivity, we can fix a deterministic ϑ ∈ Z d such that
The first step is to show that
To do this, we give the following claim. Consider an outcome in {#C b 0 = ∞,ˆ = ϑ} and note that for any k ∈ N, Lemma 3.2 implies that a.s., x k (C(0)) exists as a point of R d . Claim 3.6. Either x k (C(0)) ∈ Z d , or at least one endpoint of the edge containing x k (C(0)) is a point of the form x n (C(0)) for n ∈ N.
Proof. Suppose that x k (C(0)) / ∈ Z d . Let x be the endpoint of the edge of B(C(0)) containing x k (C(0)) in its interior such that this edge is directed away from x in G. Note that x / ∈ Hˆ (k), because otherwise the entire edge containing x k (C(0)) would be contained in Hˆ (k) and therefore x k (C(0)) (being the last intersection of B(C(0)) with Hˆ (k)) could not be an interior point of the edge. Therefore either x ∈ H + (k) or x ∈ H − (k). The former case cannot occur because if it did, the edge would cross from H + (k) to H − (k), and x k (C(0)) could not be any point of this edge (the backbone would have to cross Hˆ (k) again). We conclude that x ∈ H − (k), and so x = x x·ˆ (C(0)) ∈ Z d . Inequality (3.9) follows directly from the the claim after applying a translation. Indeed, the claim implies that a.s., there exists some point in Z d that is of the form x n (C(0)). Therefore we can find a deterministic w ∈ Z d and n ∈ N such that
Translating by −w, we obtain
(Here we use thatˆ does not change after applying a translation, from (2.5) and the fact that is -measurable.) This implies (3.9). Continuing from (3.9), we next show that there exist c 1 > 0 and infinitely many N ∈ N such that µ(#C b 0 = ∞,ˆ = ϑ, 0 = x 0 (C(0)), x N (C(0)) ∈ Z d ) ≥ c 1 .
(3.10)
To show this, we observe that Claim 3.6 immediately implies that there exists C > 0 such that
Therefore, calling this probability c , we obtain for any k ∈ N,
Since this holds for all k ∈ N, it implies (3.10) with c 1 = c /(2C + 1). Now that we have established (3.10), we need to add more conditions into its associated event. For M , N ∈ N, δ, > 0, and y ∈ Z d ∩ Hˆ (0) with y 1 ≤ M , define A 1 = A 1 (M , N, y, δ, ) as the event that the following occur: 
A1.3 for all vertices
Here, S is the supremum defined in (3.7). We will prove that for some fixed choice of δ, the following holds: for any > 0, there exist y, M , and also c 2 > 0 such that for infinitely many N ,
See Figure 1 for an illustration of the event A 1 . To show (3.12), recall Lemma 3.5, which implies that on the event in (3.10), the direction Θ(C(0)) exists a.s.. Therefore given > 0, we can pick a deterministic D ⊂ R d with 1 -diameter at most /2 and c 3 > 0 such that for infinitely many N ∈ N,
(To do this, cover the unit 1 -ball with finitely many balls of diameter /2 and choose D = D N to be so that the probability is at least c 3 . Then take a subsequence of N such that D N is constant.) For y ∈ Z d ∩ Hˆ (0), define E y as the event that #C b y = ∞, y = x 0 (C(y)), and Θ(C(y)) ∈ D. Note that E 0 contains the event in (3.13) (call it E 0 ). By translation invariance, µ(E y occurs for infinitely many y ∈ Z d ∩Hˆ (0) | E 0 ) = 1, and so µ(E y occurs for infinitely many y ∈ Z d ∩ Hˆ (0) | E 0 ) = 1. Therefore, we can find R > 0 such that µ(∪ 0< y 1≤R E y | E 0 ) > 1/2, where the union is over y ∈ Z d ∩ Hˆ (0). This implies that for infinitely many N ∈ N,
By a union bound, there is c 4 > 0 such that for infinitely many N ∈ N, there exists y N ∈ Z d ∩ Hˆ (0) with 0 < y N 1 ≤ R and
By restricting to a subsequence of values of N , there is one y ∈ Z d ∩ Hˆ (0) with 0 < y 1 ≤ R such that
which is a superevent of the event in (3.14) , and note that for any outcome in F , we have Θ(C(0)) − Θ(C(y)) 1 ≤ /2. So for such outcomes, we can choose a (random) n 0 such that y n (C(0)) y n (C(0)) 1 − y m (C(y)) y m (C(y)) 1 1 ≤ for m, n ≥ n 0 .
(3.15) (Here we have enumerated the vertices so that y 0 (C(0)) = 0 and y 0 (C(y)) = y.) Last, pick a deterministic n 0 such that
Then if A N is the event in (3.14) and G is the event in (3.15) (with our deterministic n 0 ),
Therefore (for infinitely many N ∈ N)
We will now argue that for N large enough and for any outcome in A N ∩ G, condition A1.2 holds. Take such an outcome and note that on this outcome, y = x 0 (C(y)) and 0 = x 0 (C(0)). However, y ∈ B(C(y)) and 0 ∈ B(C(0)), so since y = 0, B(C(y)) = B(C(0)) (and in fact they are disjoint). Since Γ 0 ⊂ B(C(0)) and Γ y ⊂ B(C(y)), we get Γ y ∩ Γ 0 = ∅. Next, for N large, the index n such that y n (C(0)) = x N (C(0)) satisfies n ≥ n 0 . Furthermore, picking any m such that y m (C(y)) 1 = x N (C(0)) 1 , we obtain for N large that m ≥ n 0 as well. Since G occurs, we obtain
x N (C(0)) x N (C(0)) 1 − y m (C(y))) y m (C(y)) 1 1 ≤ .
Therefore x N (C(0)) − y m (C(y)) 1 ≤ x N (C(0)) 1 . This completes the proof that A N ∩ G implies condition A1.2. Last, we need to add condition A1.3 to our events, and it follows directly from the shape theorem. Under our assumption that S, defined in (3.7), is finite, we can pick δ > 0 such that Et e ≤ S − 2δ. (This follows under A because the distribution of t e is continuous and under B because if t e = S with probability one, then uniqueness of passage times fails.) Combining this with (2.2), we obtain g(x) ≤ (S − 2δ) x 1 for all x ∈ Z d . By the shape theorem in (2.1),
for all x ∈ Z d with x 1 sufficiently large with probability one. Now we choose M such that y 1 ≤ M and
(This is the condition A1.3.) Intersecting this event with the event in (3.17), we obtain (3.12) for c 2 = c 2 4 /4. To add the last conditions into our events, we finally define A 2 = A 2 (M, M , N, y, δ, ) (for M , N, y, δ, as in the definition of A 1 , but also with an integer M > 0) as the event that the following occur: Figure 2 : Depiction of the event A 2 . In addition to the conditions of A 1 , we also impose items 2(a-c). In the figure, y is within distance M of the origin. The point y 3 ∈ Hˆ (0) is not, so the path coming from it does not intersect Γ 0 . Similarly, the path coming from y 2 intersects Hˆ (N ) at a distance greater than M from x N (C(0)), so it does not touch Γ 0 . Last, the path coming from y 1 starts outside the set described in 2(c), so it does not intersect Γ 0 either. See Figure 2 for an illustration of the event A 2 .
We will now show that for some fixed choice of δ, the following holds: for any > 0, there exist y, M such that for infinitely many N and some choice of M = M (N ), µ(A 2 ) > 0. (3.18) To do this, first fix δ such that for any > 0, there exist y, M , and c 2 > 0 such that for infinitely many N , (3.12) holds. Next, applying Lemma 3.4, we can pick r 0 > 0 such that sup n µ(x n (C(0)) ∈ Z d , R(x n (C(0))) ≥ r 0 , 0 = x 0 (C(0))) ≤ Now given any > 0, we replace M with max{M , r 0 }, and note that (3.12) still holds. We obtain for this M and infinitely many N, µ(A 1 , 2(a), 2(b)) ≥ 
Modification argument
In this section, we modify the weights for edges in a particular subset of the lattice. These edges will be chosen so that after the modification, the backbone of C(0) is severed, and this will create a minimal element in C(0) in a certain lexicographic ordering. In the next section, we will show that no such minimal element can exist, and this will contradict the assumption of existence of the backbone. To begin, we recall all of the conditions of the event A 2 . For a given > 0, y ∈ Z d ∩ Hˆ (0), integer M with y 1 ≤ M , a number δ > 0, and two integers M, N , A2.1 #C b 0 = ∞,ˆ = ϑ, 0 = x 0 (C(0)), and x N (C(0)) ∈ Z d ; A2.2 Γ y contains a vertex within 1 -distance x N (C(0)) 1 of x N (C(0)), but Γ y ∩ Γ 0 = ∅; For any > 0, we fix y, M such that (3.18) occurs for infinitely many N and M = M (N ) (for the fixed choice of δ > 0 there). Unfortunately we cannot apply the modification lemma directly to the event A 2 because many of its conditions reference C(0), and because C(0) will change after modifying edgeweights, they will not be stable under the modification. Therefore we define a superevent A 2 , which depends on an additional vertex ξ N ∈ Z d ∩ H ϑ (N ), as follows: See Figure 3 for an illustration of the event A 2 . Because A 2 implies ∪ ξ N A 2 , where the union is over ξ N ∈ Z d ∩ H ϑ (N ), a union bound shows that for any > 0, there exist y, M , ξ N with y 1 ≤ M such that µ(A 2 ) > 0 (3.20) for infinitely many N and M = M (N ). Last, we must define the set of edges whose weights we will increase. We would like to keep all geodesics starting from either y or points z satisfying any of A2'.4(a)-(c). Furthermore, we can only modify weights for a finite set of edges. Therefore we define Ξ = Ξ(M, N ) as the set of edges e with both endpoints in 0)) is now labeled as ξ N , and the requirement is that Γ ξ N does not re-enter the region to the left of Hˆ (N ). The paths through the points y i do not intersect Γ ξ N , much like they did not intersect Γ 0 before.
A2.3 for all vertices
In the appendix, we will show that for
one has µ(A 2 , Ξ = E N , t e ≥ λ for all e ∈ E N ) > 0 (3.22) for infinitely many N and M = M (N ). This will be proved as Corollary A.2, and will follow from an abstract edge modification argument stated as Theorem A.1 in Appendix A.
Completing the proof
In this final section, we show that (3.22) leads to a contradiction. To this end, we consider an outcome in the event A 2 ∩ {Ξ = E N , t e ≥ λ for all e ∈ E N } and first prove that
In other words, the edge modification we did in the last section removed the backbone of the cluster of ξ N . To prove (3.23), we argue by contradiction. The reader is encouraged to consult Figure 4 throughout the proof. Suppose that z ∈ Z d with z · ϑ ≤ 0 has Γ z ∩ Γ ξ N = ∅. Because of item A2'.1, Γ z must contain a point whose dot product with ϑ is ≥ N . This means that Γ z must cross the strip between H ϑ (0) and H ϑ (N ), and so we may define w 1 as the last intersection (in R d ) with H ϑ (0) and w 2 as the first intersection (in R d ) with H ϑ (N ) after w 1 . Let v 1 be the first vertex of Γ z after w 1 and let v 2 be the last vertex of Γ z before w 2 . (Note that v 1 = w 1 and v 2 = w 2 may occur.) Note that if π is the segment of Γ z from v 1 to v 2 , then π is contained in the strip between H ϑ (0) and H ϑ (N ).
(3.24)
First we bound the passage time from v 1 to v 2 from above. By the triangle inequality, Figure 4 : Depiction of the proof of (3.23). The passage time T (v 1 , v 2 ) is bounded from above by moving from v 1 to y, then to σ N , then ξ N , then to v 2 . If we assume that Γ z intersects Γ ξ N , then items A2'.4(a-c) imply that v 1 must be close to y, and v 2 must be close to ξ N . Because σ N is chosen on Γ y to be within distance ξ N 1 of ξ N , these considerations lead to the upper bound for T (v 1 , v 2 ) displayed in (3.29).
Hρ (N )
Here, σ N is a vertex of Γ y that is within 1 -distance ξ N 1 of ξ N (as provided by item A2'.2). For large N , we use the definition of S and item A2'.3 to obtain the bound
(3.25)
We use item A2'.4(a) to estimate
Similarly, by item A2'.4(b),
Last, by the definition of σ N ,
Combining (3.26)-(3.28) with the bound σ N − ξ N 1 ≤ ξ N 1 , and placing these in (3.25) , we obtain
Choosing small enough (recalling that δ is fixed), we find
as long as N is sufficiently large. The bound (3.29) implies that the edges of π cannot be completely contained in E N . If that were the case, then we would have
and by items A2'.4(a,b), we would have
This would contradict (3.29) for large N . We are forced to conclude that π (which is constrained by (3.24)) must therefore contain an edge that is not in E N . By the definition of E N , this edge is either (i) in Γ y , or (ii) in Γ z for some z satisfying at least one of the conditions A2'.4(a)-(c), or (iii) has an endpoint outside of S(M, N ). In case (i), since Γ y does not intersect Γ ξ N by item A2'.2, we obtain a contradiction. In case (ii), we also obtain a contradiction since these Γ z 's do not touch Γ ξ N . Finally, in case (iii), a contradiction comes from item A2'.4(c). This proves (3.23). Given (3.23), we can use the mass transport principle to quickly move to a contradiction. Define a relation ≺ on Z d as follows: we say x ≺ y ("x precedes y") if either (a) x · ϑ < y · ϑ or (b) both x · ϑ = y · ϑ and x is less than or equal to y in the lexicographic ordering ("dictionary ordering") of Z d ∩ H ϑ (x · ϑ). Given a component C of G, we say that a vertex x is the progenitor of C if x ∈ C and x ≺ y for all y ∈ C. Note that, due to (3.23), for any outcome in A 2 ∩ {Ξ = E N , t e > λ for all e ∈ E N }, there is a unique progenitor of C(ξ N ). Indeed, each vertex w of C(ξ N ) satisfies w · ϑ > 0, so there is a minimal number r ∈ (0, N ] such that C(ξ N ) shares a vertex with H ϑ (r). By item A2'.4(c), there are only finitely many such vertices, so one of them (the progenitor) is minimal in the lexicographic ordering. Motivated by this, we define the following mass transport function m :
Similarly to (3.6),
By (3.23) and the above discussion,
and so a union bound and translation invariance implies that µ(0 is the unique progenitor of C(0)) > 0. However, on this event, x∈Z d m(x, 0) = x∈C(0) m(x, 0) = ∞, and this contradicts (3.30) and shows that (3.22) cannot hold. However, (3.22 ) was a consequence of assumption (3.1), so we finally conclude that (3.1) is false; that is, Theorem 2.6 holds when S < ∞.
Unbounded case
The unbounded case is actually easier than the bounded case so, in this section, we briefly indicate the (minimal) changes needed to cover it. We henceforth assume that S, the supremum of the support of the distribution of t e , satisfies S = ∞.
In this case, we proceed through the proof as before, but we change condition A2'.3 (and also A2.3) to: A2'.3' for any vertices v, w adjacent to both a vertex of S(M, N ) and a vertex of S(M, N ) c , there is a path connecting v to w which does not use edges that have both endpoints in S(M, N ), and which has passage time at most C.
By choosing the constant C large enough, depending on M and N , it follows that A 2 satisfies the same statement as before: for > 0, there exist y, M , ξ N , C = C(M, N ) with y 1 ≤ M such that µ(A 2 ) > 0 for infinitely many N and M = M (N ). We continue through the proof until (3.22) , at which point we choose λ arbitrary instead of equal to S − δ 2 . To obtain a contradiction, we follow Section 3.2.3. After establishing claim (3.23), the mass transport argument that completes the proof is the same as in the case S < ∞, so we focus on that claim. Defining v 1 and v 2 as before, note that both of these vertices are adjacent to a vertex of S(M, N ) and a vertex of S(M, N ) c , so item A2'.3' above implies
Now a version of Corollary
This bound replaces (3.29) . Next observe that, in this case, π cannot contain any edges of E N , since then we would have T (v 1 , v 2 ) = T (π) ≥ λ = C + 1 > C, a contradiction. Because π must contain an edge that is not in E N , we obtain a contradiction as before (following the last half of the paragraph below (3.29)), and this shows (3.23) . This completes the sketch.
A Modification lemma
In this section, we give a general modification result which states that events A ⊂ Ω 1 × Ω 3 which can be approximated in a certain sense by increasing cylinder events are stable under upward edge-modification. After, in Corollary A.2, we apply this to the events from Section 3.2.2 to conclude inequality (3.22) .
We operate in the general setting of our geodesic measure µ on Ω; we write (n k ) for the sequence such that µ * n k → µ, and recall that S is the supremum of the support of t e . (We allow for the possibility that S = ∞ in Theorem A.1.) We will think of events in the Borel sigmaalgebra of Ω 1 × Ω 3 as being on the full space Ω by allowing the coordinate on Ω 2 to be free. For the general result, we need some definitions. Recall that η α refers to the third coordinate of the map Φ α , from Section 2.2.
1. We say that a Borel measurable A ⊂ Ω 1 × Ω 3 is a graph-cylinder event if it is a finite union of events of the form U × V , where U ⊂ Ω 1 is Borel measurable and V ⊂ Ω 3 is a cylinder event: V = {η(e 1 ) = a 1 , . . . , η(e n ) = a n } for fixed directed edges e i ∈ E d and a i ∈ {0, 1}.
2.
Given an edge e 0 ∈ E d , we say that a Borel measurable A ⊂ Ω 1 × Ω 3 is e 0 -approximable (for µ) if there exists a sequence (A n ) of graph-cylinder events such that µ(A n ∆A) → 0 as n → ∞ and for each n, there exists α 0 = α 0 (n, e 0 , A) such that if α ≥ α 0 and (t e ) ∈ Ω 1 , then ((t e ), η α ((t e ))) ∈ A n implies ((t e ), η α (t e )) ∈ A n (A.1)
The main result states that e 0 -approximable events have positive-probability upward modifications.
Theorem A.1. Let e 0 ∈ E d and λ ∈ [0, S). For any r > 0, there exists s > 0 such that if A is an e 0 -approximable event with µ(A) ≥ r, then
Proof. We will need to approximate A by graph-cylinder events, pull them back to Ω 1 through the map Φ α , and then perform the modification to the pull-back. Then we will push the modification back to Ω 1 × Ω 3 . To do this, we first must check:
Note that there is no requirement for the first coordinate of the graph-cylinder event to lie in a cylinder set. We will be able to prove (A.2) at that level of generality because the marginal of µ * n on Ω 1 is constant in n.
Because graph-cylinder events can be written as a finite disjoint union of events of the form U × V , where U ⊂ Ω 1 is Borel measurable and V ⊂ Ω 3 is a cylinder event, it suffices to check (A.2) for one such event. We will use the π-λ theorem (see [15, Sec. 2.1.1] ) and accordingly, we define, for our fixed cylinder V , the two collections Π = {U ⊂ Ω 1 : U of the form {t ei ∈ [a i , b i ] for i = 1, . . . , n}} and
The sets in Π are cylinder events that are induced by finite-dimensional closed rectangles; note that Π generates the Borel sigma-algebra on Ω 1 . Furthermore, it is plain that Π contains the empty set and is closed under finite intersections, so it is a π-system. Next, we check that Π ⊂ Λ, so let U ∈ Π. Since µ * n k → µ weakly, we can invoke the Portmanteau theorem: we need only show that µ(∂(U × V )) = 0, where ∂(U × V ) is the metric boundary of U × V when viewing Ω 1 × Ω 3 as a metric space. Because ∂(U × V ) ⊂ (∂U × Ω 3 ) ∪ (Ω 1 × ∂V ) and V has empty boundary,
Under A, the weights are continuously distributed, so this probability is zero. Under B, if there is a ∈ R such that P(t e = a) > 0, then by translation invariance, there are two distinct edges e and f such that P(t e = a and t f = a) > 0, and this contradicts uniqueness of passage times. Therefore µ(∂(U × V )) = 0 and by the Portmanteau theorem, U ∈ Λ; that is, Π ⊂ Λ.
Next we prove that Λ is a λ-system. It is plain that it contains the empty set and is closed under complements. Suppose that (U j ) is a sequence of disjoint elements of Λ; we will prove that U := ∪ j U j ∈ Λ. For > 0, choose J such that ∞ j=J+1 P(U j ) < /3. Then letting
Since U j ∈ Λ for each j, this is less than if k is sufficiently large. We conclude that
that is, U ∈ Λ. This implies that Λ is a λ-system. By the π-λ theorem, Λ contains the sigmaalgebra generated by Π, which means that µ * n k (U × V ) → µ(U × V ) for all Borel U ⊂ Ω 1 and cylinder V ⊂ Ω 3 . As we saw above, this implies (A.2). Now that we established (A.2), we can apply results of [13] to complete the proof of Theorem A.1. Let A be e 0 -approximable with µ(A) ≥ r and let (A n ) be the corresponding sequence of graph-cylinder events. Then write for any n and k
The definition of µ * n k gives
To estimate the integrand, which equals P(((t e ), η α ((t e ))) ∈ A n , t e0 ≥ λ), we use the modification result of [13, Lem. 6.6] . It states that under assumption A or B, for each r > 0, there exists c = c(r) such that for all e 0 -increasing events A 0 ⊂ Ω 1 with P(A 0 ) ≥ r/2, one has P(A 0 , t e0 ≥ λ) ≥ cP(A 0 ). (Here, e 0 -increasing means that if (t e ) ∈ A 0 and (t e ) is a configuration agreeing with (t e ) off of e 0 and satisfying t e0 ≥ t e0 , then (t e ) ∈ A 0 .) By the definition of e 0 -approximable, the event {((t e ), η α ((t e ))) ∈ A n } is e 0 -increasing for α ≥ α 0 . Therefore
We last need to estimate the set of α such that the assumption of (A.5) holds. Because µ(A) ≥ r and µ(A∆A n ) → 0 as n → ∞, one has µ(A n ) ≥ 7r/8 for all n greater than some n 0 . Because A n is a graph-cylinder event, (A.2) gives µ * n k (A n ) → µ(A n ) as k → ∞, so µ * n k (A n ) ≥ 3r/4 for all n ≥ n 0 and for all k greater than some k 0 = k 0 (n). The definition of µ * n k then entails that if n ≥ n 0 and k ≥ k 0 , then there is a set S k,n of Lebesgue measure at least rn k /4 such that α ∈ S k,n implies µ α (A n ) ≥ r 2 .
Combining this with (A.5), we obtain for n ≥ n 0 and k ≥ k 0 , α ∈ S k,n and α ≥ α 0 implies µ α (A n , t e0 ≥ λ) ≥ cr 2 .
Putting this back in (A.4), for n ≥ n 0 and k ≥ k 0 ,
Last, we use this with (A.3) to obtain for n ≥ n 0 and k ≥ k 0
Let k → ∞ for fixed n ≥ n 0 and use the fact that A n ∩ {t e0 ≥ λ} is a graph-cylinder event (along with (A.2)) to find
Last, let n → ∞ to get µ(A, t e0 ≥ λ) ≥ cr 2 /8. Putting s = cr 2 /8 completes the proof of Theorem A.1.
Having proved the general modification result, we move to proving inequality (3.22) from Section 3.2.2. We will assume throughout that S < ∞ for simplicity; similar arguments cover the case when S = ∞. Proof. Let e 0 , e 1 , . . . , e r be an enumeration of the edges in E N . We modify the edges one by one, so we start by showing
To use Theorem A.1, we must show that A 2 ∩ {Ξ = E N } is e 0 -approximable. It will be easier to work with an approximation of A 2 which does not reference infinitely many Γ z 's, so we define, for k > 0, the event A 2,k as follows. The conditions of A2'.1-A2'.3 remain unchanged, but A2'.4 is replaced by We must also replace Ξ by Ξ k = Ξ k (M, N ), the set of edges e with both endpoints in S(M, N ) such that both 1. e is not in Γ y and 2. e is not in Γ z for any z satisfying any of the conditions A2'.4k.
Last, we generalize the definition of Γ x for x ∈ Z d so that it is applicable to arbitrary elements η ∈ Ω 3 . To any such η, we can assign a directed graph G as before (induced by the directed edges u, v with η( u, v ) = 1). We define Γ x to be the subgraph of G induced by the edges u, v such that x → u in G. Note that µ-a.s., this agrees with the old definition of Γ x because each x has out-degree one. For this reason and the fact that µ-a.s., directed paths in G are geodesics, we can replace the third item in the definitions of A 2 , A 2 , and A 2,k with the following: for all vertices v ∈ Γ y within 1 -distance ξ N 1 of ξ N and with v − y 1 ≥ M , there is a directed path π y,v in Γ y from y to v such that
Given these new definitions, we first show that for fixed N ,
To do this, we use A 2,k ⊃ A 2 and Ξ k ⊃ Ξ, and bound the left side by the sum
The first term of (A.8) converges to zero since A 2 = ∩ k A 2,k . For the second term, note that Ξ 1 ⊃ Ξ 2 ⊃ · · · ⊃ Ξ and ∩ k Ξ k = Ξ, but since they are all subsets of a finite set, there must be a (random) k 0 such that Ξ k = Ξ for all k ≥ k 0 . This implies the second term converges to zero, and establishes (A.7). Because of (A.7), it suffices to show that for any fixed k, the event A 2,k ∩ {Ξ k = E N } is e 0 -approximable. For this we define the operator π n on Ω 1 × Ω 3 by π n ((t e ), η) = ((t e ), η n,0 ), where η n,0 refers to the configuration which agrees with η on all directed edges with both endpoints in the box Λ n = [−n, n] d and which is equal to 0 for all other directed edges. Note that the graph G in π n ((t e ), η) is a subgraph of the graph for ((t e ), η). (It is obtained by removing all directed edges outside Λ n .) Then, as usual, we set π −1 n (A) = {((t e ), η) : π n ((t e ), η) ∈ A} for any measurable A ⊂ Ω 1 × Ω 3 . We will use these operators to construct graph-cylinder approximations. To this end, we prove that
We begin with the inclusion ⊂. Suppose that A 2,k ∩ {Ξ k = E N } contains some ((t e ), η); we must
show that for all large n, π −1 n A 2,k ∩ {Ξ k = E N } contains ((t e ), η). Condition A2'.1 holds for ((t e ), η n,0 ) by the subgraph property. Similarly, in condition A2'.2, Γ y ∩ Γ ξ N = ∅ in ((t e ), η n,0 ) for each n. Since Γ y contains a vertex within 1 -distance ξ N 1 of ξ N in ((t e ), η), this is also true for ((t e ), η n,0 ) if n is large enough. For A2'.3, since there exist paths π v,y in G for the configuration ((t e ), η) satisfying the bound T (π v,y ) ≤ v − y 1 (S − δ), and the collection of such v is finite, this will also be true in ((t e ), η n,0 ) for large n. Next, A2'.4k holds in ((t e ), η), it also holds in ((t e ), η n,0 ) by the subgraph property.
We are left to show that Ξ k = E N in ((t e ), η n,0 ), so long as n is large. We will do this by showing that for all large n, Ξ k in ((t e ), η) equals Ξ k in ((t e ), η n,0 ). If a directed edge u, v with u, v ∈ S(M, N ) is not in Ξ k in ((t e ), η), then there exists a directed path in some Γ z from items A2'.4k(a-c) from z to u. This path will also be in Γ z in ((t e ), η n,0 ) so long as n is sufficiently large, so u, v / ∈ Ξ k in ((t e ), η n,0 ) for n large enough. Conversely, if u, v / ∈ Ξ k in ((t e ), η n,0 ) for any given n, it is not in Ξ k in ((t e ), η) by the subgraph property.
For the inclusion ⊃, the argument is similar. If A2'.1-4 hold in ((t e ), η n,0 ) for all large n, it is straightforward to check that they hold in ((t e ), η). Furthermore, the arguments of the last paragraph show that if Ξ k = E N in ((t e ), η n,0 ) for all large n, then Ξ k = E N in ((t e ), η). This completes the proof of (A.9).
Having established the equality in (A.9), we unfortunately need one last condition to construct graph-cylinder approximations. For any n, let P n be the event P n = no geodesic from z to H ρ (α) touches e 0 after exiting Λ n for all α ∈ R and z = ξ N , y, or z satisfying any of the conditions A2'.4k ∩ Q,
where Q is the event that lim m→∞ T (0, Z d \ Λ m ) = ∞. Note that P n is measurable relative to the Ω 1 coordinate, (t e ), and on this event, there exists a geodesic between any two points (and between any point and any hyperplane). Furthermore, by the shape theorem (2.1), one has µ (∪ ∞ m=1 ∩ n≥m P n ) = 1. Combining this with (A.9), we obtain meaning that the symmetric difference of the left and right sides has µ-measure zero. We use the right side to construct graph cylinder approximations. Write B n = P n ∩ π −1 n A 2,k ∩ {Ξ k = E N } , so that the right side of (A.10) is ∪ ∞ m=1 ∩ n≥m B n . From countable additivity, given ε > 0, we can choose m 0 , m 1 such that m 0 ≤ m 1 and
The finite intersection above is a graph-cylinder event, so we must show that it satisfies (A.1) in the definition of e 0 -approximable. For this, it is enough to show that for a fixed n, there is α 0 such that if α ≥ α 0 , then ((t e ), η α ((t e ))) ∈ B n implies ((t e ), η α ((t e ))) ∈ B n (A.12) whenever (t e ) is as in the definition of e 0 -approximable. We will show (A.12) for all α, and to do this, we first define Γ x (α) = Γ x (α)((t e )) to be the directed graph Γ x in the configuration ((t e ), η α ((t e ))) and Γ x,n (α) to be the directed graph Γ x in the configuration π n ((t e ), η α ((t e ))). The latter graph is the one obtained from stopping any directed path in Γ x (α) once it first intersects Λ c n . We note here that if ((t e ), η α ((t e ))) ∈ B n , then e 0 / ∈ Γ z (α) for z = ξ N , y, or z satisfying any of the conditions A2'.4k.
(A.13)
Indeed, supposing that ((t e ), η α ((t e ))) ∈ B n , then by definition of Ξ k , we have e 0 / ∈ Γ z,n (α) for z = ξ N , y or z satisfying any of the conditions A2'.4k. However if any such z had e 0 ∈ Γ z (α), this would mean that some geodesic from z to H ρ (α) exits Λ n and then returns to an endpoint of e 0 . This would mean (t e ) / ∈ P n , a contradiction. Now, for (A.12), suppose that ((t e ), η α ((t e ))) ∈ B n . To show that ((t e ), η α ((t e ))) ∈ B n , first observe that increasing t e0 to t e0 does not change any Γ z (α) for z listed in (A.13). Using this, we move to condition A2'.1k. Because Γ ξ N (α) is the same in (t e ) and (t e ), since Γ ξ N ,n (α)((t e )) obeys A2'.1k, so does Γ ξ N ,n (α)((t e )). Similar reasoning applied to y and for z listed in A2'.4k shows that this and A2'.2k hold for ((t e ), η α ((t e ))). For A2'.3k, we also use that Γ y (α) does not change from (t e ) to (t e ), along with the fact that no edges in any π y,v can contain e 0 (since they are contained in Γ y,n (α), which is a subgraph of Γ y (α), and this latter graph does not contain e 0 by (A.13)). We conclude that A2'.3k holds for ((t e ), η α ((t e ))).
Last we must prove that P n ∩ {Ξ k = E N } holds for ((t e ), η α ((t e ))). As noted before, because of (A.13), all geodesics from any z listed there to H ρ (α) remain the same in the configuration (t e ). Because none of them contained e 0 in (t e ), they still do not in (t e ) and so P n holds trivially in ((t e ), η α ((t e ))). The second, the event Q, is increasing in the edge-weights, so since it holds for (t e ), it also holds for (t e ). We are left to show that Ξ k = E N in ((t e ), η α ((t e ))). However, Ξ k in ((t e ), η α ((t e ))) is the set of edges with both endpoints in S(M, N ) that are not in Γ y,n (α) or Γ z,n (α) for any z satisfying any of the conditions A2'.4k in the configuration (t e ). As we saw, these graphs do not change when we increase t e0 to t e0 , so this set remains the same in ((t e ), η α ((t e ))). This completes the proof of (A.12), and shows that (A.6) holds.
To complete the proof of Corollary A.2, we extend (A.6) to all edges in E N by induction. for s = 0, . . . , r, let S(s) be the statement: S(s): µ(A 2 , Ξ = E N , t ep ≥ λ for p = 0, . . . , s) > 0 for infinitely many N and M = M (N ).
We have already shown that S(0) is true. Assuming that S(s) is true for some s = 0, . . . , r − 1, we show that S(s + 1) is true. Running the argument leading to (A.11) with e s+1 in place of e 0 , we obtain (A n ), a sequence of graph-cylinder events such that µ ((A 2 ∩ {Ξ = E N }) ∆A n ) → 0, and ((t e ), η α ((t e ))) ∈ A n implies ((t e ), η α ((t e ))) ∈ A n whenever (t e ) agrees with (t e ) off e s+1 and satisfies t es+1 ≥ t es+1 . Set A n = A n ∩ {t ep ≥ λ for p = 0, . . . , s}.
Then µ A 2 ∩ {Ξ = E N } ∩ {t ep ≥ λ for p = 0, . . . , s} ∆A n → 0.
By Theorem A.1, we must show only that for (t e ), (t e ) as above (they agree off e s+1 but t es+1 ≥ t es+1 ), one has ((t e ), η α ((t e ))) ∈ A n implies ((t e ), η α ((t e ))) ∈ A n .
But this follows immediately: since ((t e ), η α ((t e ))) ∈ A n , so is ((t e ), η α ((t e ))), and the weights t ep for p = 0, . . . , s do not change from (t e ) to (t e ), so we obtain ((t e ), η α ((t e ))) ∈ A n . We find that the event A 2 ∩ {Ξ = E N } ∩ {t ep ≥ λ for p = 0, . . . , s} is e s+1 -approximable, and since it has positive probability by S(s), we can apply Theorem A.1 to conclude that S(s + 1) is true. This completes the proof of Corollary A.2.
