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Аннотация. Исследованы аспекты применения гексагонального тайлинга к алгоритмам с двумерной областью 
вычислений. Предложено формальное определение параметризованного гексагонального тайлинга. Получены необ-
ходимые и достаточные условия плотного покрытия области вычислений гексагональными тайлами.
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Введение. Производительность последовательных и параллельных программ зависит от ряда 
факторов. Важное значение имеет то, насколько при разработке программ учитываются особен-
ности архитектуры вычислительных систем. Одним из ключевых объектов внимания здесь яв-
ляется память компьютера, а точнее то, насколько рационально используется ее иерархическая 
структура. При разработке параллельных программ для суперкомпьютеров с распределенной 
памятью появляется еще один важный аспект – коммуникационная среда. В данном случае воз-
никает задача минимизации накладных расходов на коммуникации при выполнении параллель-
ных программ.
Для решения задач эффективного использования многоуровневой памяти и оптимизации об-
менов данными при разработке программных продуктов на практике широко используется тех-
ника тайлинга [1–4]. Суть тайлинга состоит в увеличении зернистости алгоритма: множество 
операций алгоритма разбивается на группы-тайлы, каждый тайл рассматривается как зерно вы-
числений или макрооперация. Как правило, техника тайлинга применяется к алгоритмам, задан-
ным в виде гнезд циклов. В результате ее применения гнезда циклов программы преобразуются 
к гнездам циклов, содержащим большее (как правило, двукратное) количество вложенных ци-
клов. Множество циклов можно условно разделить на две группы: глобальные циклы, задающие 
порядок выполнения макроопераций, и локальные циклы, описывающие порядок выполнения 
операций в рамках одного тайла.
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Традиционно, техника тайлинга основана на использовании тайлов в форме n-мерных парал-
лелепипедов. Техника постоянно развивается и одним из перспективных направлений ее разви-
тия является идея использования тайлов гексагональной формы [5]. Применение гексагональных 
тайлов дает возможность для ряда параллельных алгоритмов оптимизировать коммуникации 
более эффективно, чем это позволяет сделать классический тайлинг. Перспективность гексаго-
нального тайлинга делает актуальной задачу разработки данной техники. Особую актуальность 
имеет решение этой задачи в рамках формализованного подхода − в виде строгого математиче-
ского аппарата. Поскольку тайлинг – это преобразование алгоритма, то математический подход 
автоматически гарантирует его корректность. Кроме того, формализация обеспечивает большую 
вариативность тайлинга и, что не менее важно, дает возможность его интеграции в компилято-
ры последовательных и параллельных программ.
При разработке техники гексагонального тайлинга возникает целый спектр задач, и первой 
из них является задача плотного покрытия тайлами области вычислений алгоритма. Данная ра-
бота посвящена решению этой задачи в рамках формализованного подхода. В работе предложе-
но формальное определение параметризованного гексагонального тайлинга. Основным резуль-
татом работы является необходимое и достаточное условие существования плотных покрытий 
области вычислений гексагональными тайлами. Полученные результаты являются развитием 
техники классического тайлинга, представленной в [4], на случай гексагонального тайлинга.
Гексагональный тайлинг. Будем предполагать, что область вычислений алгоритма (индекс-
ное множество) V – выпуклый многоугольник, состоящий из точек 21 2( , )J J J Z∈  с целочислен-
ными координатами.
Основу теории гексагонального тайлинга составляет покрытие пространства 2 ,Z  в том числе 
области вычислений V, гексагональными тайлами – выпуклыми шестиугольниками с вершина-
ми ( ) 2 ,iJ Z∈  1 6i≤ ≤  (нумерация вершин по часовой стрелке). В рамках формализованного под-
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которое образовано пересечением двух параллелограммов, заданных унимодулярными матрица-
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таким образом, изображен на рис. 1.
Матрицы H(1) и H(2) составлены построчно из нормальных векторов 





 определяют размеры параллелограммов, в то время как 
матрицы H(1) и H(2) задают их форму и ориентацию на плоскости. Точ-
ки J(1) и J(2) являются точками привязки параллелограммов к плоскости 
и связаны соотношением (2) (1) 0(0, ),J J= + ω  где 0 Zω ∈  − параметр, 
определяющий смещение параллелограмма с матрицей H(2) относи-
тельно параллелограмма с матрицей H(1) вдоль прямой с нормальным 
вектором (1)1 .h

 Значение параметра 0ω  влияет на соотношение между 
длинами параллельных сторон получаемого шестиугольника-тайла. 
С точки зрения гексагонального тайлинга, противолежащие парал-
лельные стороны тайла должны быть равны. Значение параметра 0 ,ω  
при котором шестиугольник T6 удовлетворяет этому условию, опре-
деляется через параметры H(k) и ( ) .kR

 Это значение будет приведено 
позже.
Таким образом, матрицы H(k) и векторы ( ) ,kR

 1, 2,k =  являются па-
раметрами, определяющими форму и размеры гексагонального тайла. 
Рис. 1. Гексагональный тайл T6
Fig. 1. Hexagonal tile T6
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Определив конфигурацию тайлов, далее необходимо осуществить покрытие ими пространст- 
ва 2Z  и, тем самым, области вычислений V. Покрытие тайлами осуществляется с полным сохра-
нением конфигурации тайлов, при этом каждый тайл получает свой уникальный идентификатор 
(индекс) gl 2.J Z∈  Данный идентификатор необходим для определения глобальных зависимостей 
между тайлами, для установления отношения соседства между ними и, в целом, для установле-
ния порядка выполнения тайлов, как макроопераций, при конечном преобразовании алгоритма. 
По аналогии с традиционным тайлингом введем понятие начальной вершины тайла [4]. 
В данном случае начальной вершиной гексагонального тайла будем называть точку J
(1)
. Началь-
ная вершина фактически является точкой привязки тайла к плоскости (в пространстве 2Z ). Тог-
да, с формальной точки зрения, покрытие пространства 2Z  тайлами вида (1) можно задать аф-
финной функцией вида
  (1) gl 0 gl gl 2( ) , .J J J PJ J Z= + ∈

  (2)
Функция вида (2) устанавливает соответствие между идентификаторами тайлов и их началь-
ными вершинами. Другими словами, данная функция для каждого тайла определяет точку его 
привязки в пространстве Z 
2
. Функция, задающая покрытие, характеризуется двумя параметра-
ми 0 2J Z∈

 и 2 2.P Z ×∈  Точка 0J

 по существу является начальной вершиной «нулевого» тайла 
( gl 0J =

). Невырожденная матрица P является ключевым параметром, поскольку определяет по-
ложение тайлов относительно друг друга. Именно от выбора этой матрицы зависит плотность 
укладки. Таким образом, тайлы вида (1) вместе с аффинной функцией (2), при выбранных пара-




 и P, определяют гексагональный тайлинг в пространстве 2.Z  
Для упрощения дальнейших формулировок и обеспечения их корректности примем параме-
тры тайлинга в следующем виде: 
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Представление тайла (4) в отличие от определения (2) из всех вершин содержит только на-
чальную. Каждая вершина ( ) gl( )kJ J  шестиугольника gl6 ( )T J  может быть получена из начальной 
вершины путем ее сдвига на вектор ( ) ( ) (1)( ) 1 2 21(0,1) (1, )




( ) ( ) (1)( ) gl (1) gl
1 2 21( ) ( ) (0,1) (1, ), 2, 3, 4, 5, 6,
k kkJ J J J h k= + λ + λ − =
 
(2) (2) (3) (1) (3) (1) (1) (2)
0 01 2 1 2 2 2 21 21, 0, 1, ( 1) / ( ),r r h hλ = ω λ = λ = − λ = −ω − +
 
(4) (1) (4) (1) (5) (1) (5) (1)
01 2 2 1 1 2 2 11, 1, 1, 1,r r r rλ = − λ = − λ = −ω − λ = −
 
(6) (6) (2) (1) (2)
01 2 2 21 210, ( 1) / ( ).r h hλ = λ = −ω − +
Из данного представления следует, что координаты всех вершин гексагональных тайлов 
в покрытии будут иметь целочисленные координаты, если ( ) (1) (2)02 21 21( 1) / ( ), 1, 2,
ir h h i−ω − + =  – 
целые числа. 
В рамках данного определения тайлинга далее предлагается формализованное решение за-
дачи плотного покрытия тайлами области вычислений алгоритма. 
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Плотные покрытия. Пусть конфигурация гексагональных тайлов задана параметрами ви- 
да (3). Решение задачи плотного покрытия заключается в нахождении матрицы P, которая будет 
обеспечивать посредством отображения вида (2) плотную укладку тайлов на плоскости. Для ре-
шения этой задачи необходимо ввести ряд определений. Прежде всего – формальное определе-
ние плотного покрытия.
О п р е д е л е н и е 1. Покрытие пространства 2 ,Z  а следовательно, и области вычислений 
2 ,V Z⊂  непересекающимися тайлами, будем называть плотным, если для любой точки 2J Z∈  
существует единственный тайл в покрытии, которому эта точка принадлежит.
Формализованное решение задачи плотной укладки непосредственно зависит от выбора на-
правлений идентификации тайлов индексами gl.J  Направления идентификации тайлов, в свою 
очередь, определяют порядок выполнения операций конечного алгоритма на уровне макроопе-
раций. Выбор направлений будем осуществлять с использованием понятия соседства на множе-
стве тайлов. 






 с координатами, по модулю не превосходящими еди-
ницы, и такие, что (2) (1) (1)2 1 2 .ξ = ξ − ξ
  
О п р е д е л е н и е 2. Соседними к заданному тайлу gl6 ( )T J  будем называть тайлы 
(1)gl
6 1( ),T J + ξ

 (1)gl6 2( )T J + ξ

 и (2)gl6 2( ),T J + ξ

 начальные вершины которых удовлетворяют условиям
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Данное определение фактически устанавливает, что соседними к текущему тайлу gl6 ( )T J  яв-






 на множестве индексов тайлов. При 
этом направления, определяющие соседние тайлы, связаны с нормальными векторами прямых, 
на которых лежат стороны тайла. В плотных покрытиях соседние тайлы являются граничными 




 и (2)2 .h

 
Разнообразие связей направлений ( )ijξ

 с нормалями ( )ijh

 порождает множество вариантов 
идентификации тайлов. В то же время решение задачи плотной укладки зависит от конкретного 
ее выбора. Поэтому далее выберем и зафиксируем один из вариантов идентификации: 
(1)
1 21 ,e eξ = +

 (1) 22 eξ =

 и (2) 12 ,eξ =

 где 1e  и 2e  − единичные векторы в пространстве 2.Z  Таким 




 и (2)2 ,h

 будем по-
лагать ближайшие тайлы, находящиеся в направлениях 1 2 ,e e+  2e  и 1e  на множестве индек- 
сов gl.J  С учетом вида функции покрытия (2), условия (5) при таком выборе векторов ( )ijξ

 приво-
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h p r r h r p
 −
 =
 − − − 
  (6)
Параметризованность матрицы P вида (6) приводит к наличию множества вариантов уклад-
ки тайлов с заданным отношением соседства. Варианты укладок приведены на рис. 2.
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Рис. 2. Варианты покрытий гексагональными тайлами: а – неплотная укладка ( 1p p> ); b – плотная укладка ( 1p p= ); 
c – плотная укладка ( 0p p= ); d – неплотная укладка ( 0p p< )
Fig. 2. options for coatings with hexagonal tiles: a – loose laying ( 1p p> ); b – dense laying ( 1p p= ); c – dense laying ( 0p p= ); 
d – loose laying ( 0p p< )
Множество вариантов покрытий для тайлов с целочисленными координатами вершин вклю-
чает в себя только два варианта плотной укладки (рис. 2, b, c). Значения параметра p, соответ-
ствующие этим укладкам, будем обозначать 0p  и 1.p  С учетом выполнения условия (5) варианты 
укладок идентифицируются дополнительными условиями на вершины соседних тайлов: 
(4) (6)gl gl
1 1 2( ) ( )J J J J e= +  (1-й вариант, рис. 2, b) или 
(2) (6)gl gl
1 1 2 21( ) ( )J J e e J J e+ + = +  (2-й ва- 
риант, рис. 2, c). Эти дополнительные условия и дают, соответственно, значения 1p  и 0p  пара-
метра p. 
Анализ функции укладки (2) с матрицей P вида (6) на предмет перемещения начальных вер-
шин тайлов при изменении параметра p показывает, что при увеличении значения параметра p 
соседние тайлы gl6 1 2( ),T J e e+ +  gl6 2( )T J e+  и gl6 1( )T J e+  смещаются относительно тайла gl6 ( )T J  






 соответственно. В этом случае при 
1p p>  между тайлами появляются точки пространства 
2 ,Z  не принадлежащие ни одному тайлу, 
причем их количество растет с увеличением параметра p. Данный случай изображен на рис. 2, а; 
стрелки при соседних тайлах показывают направления их перемещения. 
При уменьшении значения параметра p наблюдается аналогичная предыдущему случаю си-
туация: соседние тайлы перемещаются в обратных, коллинеарных направлениях, что, при 0p p<  
приводит к появлению точек J, не принадлежащих ни одному из тайлов (рис. 2, d).
Таким образом, на основе вышеизложенных фактов имеет место следующее утверждение.
У т в е р ж д е н и е. Пусть параметры гексагонального тайлинга удовлетворяют условиям 
(3) и условию ( ) (1) (2)02 21 21( 1) / ( ) , 1, 2;
ir h h Z i−ω − + ∈ =  направления идентификации тайлов опреде-
ляются векторами (1) 1 21 ,e eξ = +

 (1) 22 eξ =

 и (2) 12 ,eξ =

 а покрытие тайлами пространства 2Z  
определяется функцией вида (2). Тогда, при сделанных предположениях, укладка тайлов опре- 
деляется матрицей P вида (6), причем для того, чтобы укладка была плотной, необходимо 
и достаточно, чтобы параметр p принимал значение (2) (1) (2)0 02 21 21( 1) / ( )p r h h= −ω − +  либо (2) (1) (2)
1 02 21 21( 1) / ( ) 1.p r h h= −ω − + +
Таким образом, в соответствии с утверждением, для тайлов с целочисленными координата-
ми вершин существует ровно два варианта плотного покрытия пространства 2.Z  Необходимо 
отметить, что полученный критерий плотности укладки характерен только для указанного 
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в утверждении варианта идентификации тайлов. Вид матрицы P и значения параметра p, за-
дающие плотное покрытие, индивидуальны для каждого выбора направлений идентификации 
тайлов.
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