The literature in social network analysis has largely focused on methods and models which require complete network data; however there exist many networks which can only be studied via sampling methods due to the scale or complexity of the network, access limitations, or the population of interest is hard to reach. In such cases, the application of random walk-based Markov chain Monte Carlo (MCMC) methods to estimate multiple network features is common. However, the reliability of these estimates has been largely ignored. We consider and further develop multivariate MCMC output analysis methods in the context of network sampling to directly address the reliability of the multivariate estimation. This approach yields principled, computationally efficient, and broadly applicable methods for assessing the Monte Carlo estimation procedure. In particular, with respect to two randomwalk algorithms, a simple random walk and a Metropolis-Hastings random walk, we construct and compare network parameter estimates, effective sample sizes, coverage probabilities, and stopping rules, all of which speaks to the estimation reliability.
Introduction and Background
Much of the network literature has focused on complete network data (Kolaczyk, 2009; Scott, 2017; Wasserman and Faust, 1994) ; but in many practically relevant settings, the full network is difficult to study due to its scale or complexity (e.g., geospatial social networks) or the network represents a hidden population (e.g., homeless friendship networks in United States). In such cases, traditional survey sampling methods, e.g., simple random sampling (SRS), are not practical due to the absence of a sampling frame. Alternatively, one can collect an approximately uniform sample from a network by traversing the structure in a nondeterministic manner. Features of interest can then be estimated using sample statistics. A particular focus within the network sampling literature is on traversing networks with random walk-based algorithms, a Markov chain Monte Carlo (MCMC) method.
Overall, there are three core approaches to sample networks: (1) SRS of nodes, also known as egocentric sampling (Wasserman and Faust, 1994) , (2) sampling edges at random, or (3) MCMC sampling, commonly referred to as traversal sampling or link trace sampling. Practical advantages to each of these methods exist, although SRS and link trace sampling are more common than edge sampling. There exists an extensive literature which looks at SRS and other more complex sampling designs (e.g., cluster or stratified designs) in the social network literature (Marsden, 2011) .
Link trace sampling methods are particularly popular in the social sciences. With these traversal approaches, one can leverage the underlying network structure without a sampling frame to obtain population level measures. One of the most popular versions is Respondent Driven Sampling (RDS); first introduced in Heckathorn (1997) . Since its introduction, there have been several extensions of RDS that further underline the appeal of link trace methods to study social interactions (see e.g., Gile and Handcock, 2010; Handcock and Gile, 2010; Salganik and Heckathorn, 2004) . More recently, the growth of large Online Social Networks (OSNs) has also brought rising attention to traversal methods. For example, Gjoka et al. (2010) and others (e.g., Gjoka et al., 2011a; Kurant et al., 2012) have used these methods to obtain asymptotically unbiased estimates of core network features (e.g., the degree distribution or clique census) or subgroup populations.
Among large OSNs, random walk-based algorithms have been regularly used to estimate key features such as average connectedness or clustering coefficients (Gjoka et al., 2011b) . These random walk algorithms have also been employed to obtain information about hard to reach populations, such as estimating disease prevalence among individuals at high risk for HIV (Thompson, 2017) . While the use of these MCMC methods to estimate network features is common, the quality of estimation with these Monte Carlo samples has not been directly addressed in a computationally efficient way. We contribute to this area by considering and further developing MCMC output analysis methods in the context of network sampling that directly address the reliability of estimation.
Constructing MCMC sampling algorithms to efficiently traverse a network can be challenging and is an active area of research. As a result, there has been substantial work on comparing various MCMC sampling methods for networks, but the comparisons usually only consider the properties of univariate point estimates, computation speed (i.e., clock time or percent of network sampled), or the difference in empirical distributions using the Kullback-Leibler divergence, Kolmogorov-Smirnov D-statistic, or the total variation distance (see, among others, Ahmed et al., 2014; Avrachenkov et al., 2018; Blagus et al., 2017; Gile and Handcock, 2010; Gjoka et al., 2011b; Joyce, 2011; Lee et al., 2012 Lee et al., , 2006 Leskovec and Faloutsos, 2006; Li et al., 2015; Salamanos et al., 2017; Wang et al., 2011; Zhou et al., 2016) . Typically the goal is to estimate many network features based on one Monte Carlo sample, while comparisons typically focus on univariate summaries. That is, the multivariate nature of the estimation problem has been broadly ignored.
Moreover, separate from the natural variability in the data, the estimates produced by these Monte Carlo methods are also subject to Monte Carlo error in that different runs of the sampling algorithm will result in different estimates. Thus, the algorithm used will impact the quality of the estimation. Of course, if the Monte Carlo sample sizes are large enough, then the differences in run estimates will be negligible. This then raises the question, how large is large enough? That is, how large does the Monte Carlo sample need to be so that the estimates are trustworthy?
The current tools used in the network sampling literature to determine when to terminate the sampling process are insufficient. Popular methods rely on the use of so-called convergence diagnostics (Cowles and Carlin, 1996; Gelman and Rubin, 1992; Geweke, 1992; Heidelberger and Welch, 1983) , but none of these methods make any attempt to assess the quality of estimation (Flegal et al., 2008; Jones et al., 2006a) . Moreover, these diagnostics have been shown to stop the sampling process prematurely (Jones et al., 2006a; Vats and Knudson, 2018) . Another common approach is to study the running mean plot and determine the point at which it stabilizes to find approximately when the estimates have settled (Gjoka et al., 2011b; Lee et al., 2006; Lu and Li, 2012; Ribeiro and Towsley, 2010) . This approach is inadequate since its interpretation is subject to how much one zooms in on a section of the plot.
Although the network sampling literature on Monte Carlo estimation reliability is relatively sparse, Avrachenkov et al. (2016) ; Chiericetti et al. (2016) ; Lee et al. (2006) ; Salamanos et al. (2017) , and Wang et al. (2011) considered the relative error or normalized root mean squared error of sample estimates from various sampling methods. However, neither approach takes into account the multivariate nature of the problem nor tries to calculate the sample variance from the correlated sampling procedure. In addition, Mohaisen et al. (2010) and Zhou et al. (2016) discuss the theoretical mixing time of the sampling algorithms they propose, although theoretically valid, are impractical to implement. We are unaware of any other work that directly address the reliability of the multivariate estimation with these MCMC samples.
We consider and further develop multivariate MCMC output analysis methods (see e.g. Flegal et al., 2015; Vats et al., 2019 in the context of network sampling with respect to two MCMC algorithms: a simple random walk and a random walkbased version of the Metropolis-Hastings algorithm. This approach yields principled, computationally efficient, and broadly applicable methods for assessing the reliability of the Monte Carlo estimation procedure. In particular, we construct and compare network parameter estimates, effective sample sizes, coverage probabilities, and stopping rules.
The rest of the paper is organized as follows. In Section 2 we introduce some basic network notation and MCMC methods on networks. We also introduce output analysis tools to determine multivariate MCMC estimation reliability. In Sections 3 and 4 we further develop these output analysis tools in the context of network sampling, providing three examples of their use on a simple simulated high school social network to illustrate the concepts and progressively move to more complicated, larger networks. Finally, we conclude with a discussion in Section 5.
Methods

Markov Chain Monte Carlo Methods on Networks
We represent the network of interest in terms of a graph (see Wasserman and Faust, 1994) , which is a relational structure comprised of two elements: a set of nodes or vertices (used interchangeably), and a set of vertex pairs representing edges or ties (i.e., a relationship between two nodes). Formally, let V denote a non-empty countable set of nodes, E ⊆ V × V denote the set of edges between the vertices, and G = (V, E) denote the network. We only consider simple networks that are binary, undirected, well-connected, and without self loops. Define the network size, n, to be the set cardinality of V . Similarly, n e is the number of edges in the graph. The network features of interest can be expressed as the mean of a function over the entire network. More formally, suppose h : V → R p where p is the number of features of interest and let λ be the uniform distribution on V . Then, if X ∼ λ, we want to calculate the p-dimensional mean vector
where the subscript indicates that the expectation is calculated with respect to λ. It will be notationally convenient to denote E λ [h(X)] = µ h and we will use both interchangeably. Specific network features of interest might include: mean degree, degree distribution, mean clustering coefficient, and proportion of nodes with specific nodal attributes, e.g., proportion of female users in an OSN.
Computing µ h is often difficult in practically relevant applications and hence we turn to MCMC methods. Let {V 0 , V 1 , V 2 , . . .} be an irreducible, aperiodic Markov chain with invariant distribution λ (for definitions see Bremaud, 2010; Levin et al., 2009) . Then by Birkhoff's ergodic theorem we have that, if E λ |h(X)| < ∞, with probability 1,
Thus estimation of µ h is straightforward; simulate m steps of the Markov chain and use the sample mean. However, the quality of estimation depends on the Monte Carlo sample size, m, since for a finite m there will be an unknown Monte Carlo error, µ m − µ h . We can begin to assess this error through a central limit theorem (see e.g. Aldous et al., 1997; Jones, 2004; Vats et al., 2019) . That is, for any initial distribution of the Markov chain, as m → ∞,
where
If · denotes the standard Euclidean norm, then, given our assumptions on the Markov chain, the main requirement for (3) is that E λ [ h 2 ] < ∞, which typically will hold. Also, since the chain is on the finite state space V , it is uniformly ergodic. (Aldous et al., 1997) .
The matrices Σ and Λ := Var λ (h(V 0 )) will be fundamental to the remainder. Estimating Λ is straightforward using the sample covariance, denoted Λ m , but estimating Σ is a nontrivial matter which has attracted a significant research interest (Andrews, 1991; Chen and Seila, 1987; Dai and Jones, 2017; Hobert et al., 2002; Jones et al., 2006b; Kosorok, 2000; Liu and Flegal, 2018a,b; Seila, 1982; Vats et al., 2019 . There are several approaches to estimate Σ that use spectral variance estimators, but these are computationally demanding especially with large Monte Carlo sample sizes (Liu and Flegal, 2018b) . Therefore due to computational feasibility, we will only consider the method of batch means, which we present now.
where a m is the number of batches and b m is the batch size. For k = 0, . . . , a m − 1 set
ThenX k is the mean vector for batch k and the estimator of Σ is
For Σ m to be positive definite, a m > p. It is common to choose a m = m 1/2 or a m = m 1/3 where a m > p is met. Batch means produces a strongly consistent estimator of Σ (Vats et al., 2019) under conditions similar to those required for (3) and is implemented in the mcmcse R package (Flegal et al., 2015) .
MCMC Output Analysis
It would be natural to use the CLT and Σ m to form asymptotically valid confidence regions for µ h . The volume of the confidence region could then be used to describe the precision in the estimation and, indeed, this sort of procedure has been advocated (Jones et al., 2006a) . More specifically, if T 2 1−α,p,q denotes the 1 − α quantile of a Hotelling's T -squared distribution where q = a m − p, then a 100(1 − α)% confidence ellipsoid for µ h is the set
The volume of the ellipsoid is given by
One could then terminate a simulation when the volume is sufficiently small, indicating that our Monte Carlo error is sufficiently low. However, the fixed-volume approach is difficult to implement even when p is small (Flegal et al., 2015; Glynn and Whitt, 1992; Vats et al., 2019 ).
An alternative is to terminate the simulation when the volume is small compared to the generalized variance (Wilks, 1932) of the target distribution, that is, if | · | denotes determinant, small compared to |Λ|. The intuition is that when the Monte Carlo error is small compared to the variation in the target distribution, then it is safe to stop. More formally, letting m * > 0 and > 0 be given, then we terminate the simulation at the random time T SD ( ) defined as,
The role of m * is to require some minimum simulation effort. It should be large enough so that both Λ m * and Σ m * are positive definite and the lower bound on the ESS is achievable.
We can connect T SD ( ) to effective sample size, the equivalent number of independent and identically distributed (iid ) samples that would give the same standard error as the correlated sample,
and naturally estimated with
By rearranging the defining inequality of T SD ( ) we see that terminating at T SD ( ) is essentially equivalent, for large m, to terminating when the estimated effective sample size satisfies
Notice that the right-hand side of the inequality can be calculated prior to running the simulation and hence yielding a minimum simulation effort based on a desired confidence level 1 − α and relative precision .
Later, we will require the delta method (see e.g. Sen and Singer, 1993, Ch. 3) . This substantially broadens the application of the methodology so far described. We are often interested in estimating g(µ h ) where g : R p → R p . If g is such that it has a non-null derivative ∇g(µ h ) at µ h ∈ R p and is continuous in a neighborhood of µ h , then, as m → ∞, the strong law at (2) ensures g(µ m ) → g(µ h ), with probability 1, and the CLT at (3) ensures that
It is straightforward to estimate the asymptotic covariance with
Thus we can proceed with the output analysis as described above. Notice that
(8) and hence ESS is unaffected by the delta method transformation.
Two MCMC Sampling Methods
We will consider two random walk-based MCMC methods, a simple random walk (SRW) and a Metropolis-Hastings (MH) algorithm with a simple random walk proposal. MH is constructed to have its invariant distribution as λ, the uniform distribution over nodes. SRW has a different invariant distribution, necessitating the use of importance sampling in estimation. The details are considered below.
First, we require some notation. If there is an edge from node i to node j we say i and j are neighbors. The number of neighbors of node i is its degree, d i .
Then the SRW works as follows, if the current state is i, then the transition probability of moving to node j is
The stationary density of the SRW is λ * (i) = d i /2n e , which is not the uniform. Gjoka et al. (2011b) suggested using a Metropolis-Hastings algorithm with SRW as the proposal distribution (for a summary of the Metropolis-Hastings algorithm refer to (Bremaud, 2010) ). This gives rise to MH transition probabilities of the form
In this case, the stationary density is the uniform over V , λ(i) = 1/n.
Monte Carlo Methods for Network Descriptive Statistics and Inference
We focus on estimating popular network features, these include: mean degree, degree distribution (e.g., proportion of nodes with k neighbors), mean clustering coefficient, and mean of nodal attributes. For a given node v, let d v be the degree, t v be the number of triangles, and a categorical attribute, x v , (e.g., race) having c levels x(1), x(2), . . . , x(c). We keep these estimators general as one can easily see that the list can be expanded. In terms of the notation from the previous section where I denotes the indicator function, we want to estimate µ h where
When using MH, estimation proceeds by using µ m . When using SRW, estimation will proceed using importance sampling (Hesterberg, 1995; Owen, 2013; Robert and Casella, 2013) with
Other names for this approach include reweighted random walk or respondent driven sampling as MCMC (Avrachenkov et al., 2016; Gjoka et al., 2011b; Goel and Salganik, 2009; Salganik and Heckathorn, 2004) . To find the form of the CLT, we use a transformed version of h.
then, by the CLT, we have, as m → ∞, √ m(µ * m − µ h * ) → N(0, Σ * ).
We then apply the delta method with g(a, b, c, d) = (1/a, b/a, c/a, d/a) T so that
to obtain, via (7), that, as m → ∞,
and we can estimate the asymptotic variance with
Again, the goal is to obtain estimates of these network properties and measures on the reliability of those estimates.
We now consider the algorithms and output analysis methods described above as applied to three social networks. We begin with a simple example to illustrate the concepts and progressively move to more complicated, larger networks.
Application to Social Networks
To demonstrate the applicability of this work we look into classic cases in the literature: (1) a simulated network based on Ad-Health data (Handcock et al., 2008; Resnick et al., 1997) , (2) a college Facebook friendship network (Traud et al., 2008) , and (3) the Friendster network to showcase its use on large scale graphs. These three cases allow us to demonstrate the effectiveness of the output analysis methods.
High School Social Network Data
The faux.magnolia.high social network is in the ergm R package (Handcock et al., 2008; Resnick et al., 1997) . It is a simulation of a within-school friendship network representative of those in the southern United States. All edges are undirected and we removed 1,022 nodes out of 1,461 to ensure a well-connected graph. This resulting social network has 439 nodes (students) and 573 edges (friendships). Other nodal attributes besides structural are grade, race, and sex. The population parameters are in Tables 1 and 2. Min 25% Median Mean 75% Max Degree 1.00 1.00 2.00 2.61 4.00 8.00 Triples 0.00 0.00 1.00 3.15 6.00 28.00 Triangles 0.00 0.00 0.00 0.90 1.00 10.00 Clustering Coefficient 0.00 0.00 0.00 0.13 0.20 1.00 We ran a single chain of both the SRW and MH walks on this network with random starting nodes repeating this 1000 times independently, constructing estimates for the mean degree, mean clustering coefficient, mean grade, proportion of females, and proportion of students who identified as white. The minimum ESS for p = 5, = 0.05, and α = 0.05 is 10363. We also constructed the 95% confidence region and used the corresponding volume to determine the termination time using the relative fixedvolume sequential stopping rule with multivariate batch means with the square root batch size, = 0.05, and m * = 10, 000. At this random terminating point we also noted the univariate mean estimates, multivariate effective sample size, and the number of unique nodes visited by the termination step.
Results
The univariate estimates with standard errors from both the SRW and MH are in Figure 1 and All SRW samples terminated on average around 341,000 steps (average computer run time 425 seconds) whereas the MH samples did not achieve the stopping criterion until around 689,115 steps on average (average computer run time 352 seconds). Results are shown in Table 4 . Since the network is relatively small, all runs of the two sampling methods captured all the nodes in the network. The mean acceptance rate of the MH samples was 0.29. Auto correlation function (ACF) plots for the five estimates from one terminated chain of the SRW and MH are shown in Figure 2 (a) ACF plots from SRW. (b) ACF plots from MH. 
NYU Facebook Data
The New York University (NYU) Facebook (FB) dataset is a snapshot of anonymized Facebook data from the NYU student population in 2005 (Traud et al., 2008) . Nodes are NYU FB users and edges are online friendships. The data was obtained directly from FB and is a complete set of users at NYU at the time. Other nodal attributes in this data are: gender, class year, major, high school, and residence. Some nodes had missing attribute data, so we created a new category labeled "Not Reported" (NR). The full NYU FB dataset contains 21,679 nodes (users) and 715,715 undirected edges (online friendships). We only considered the largest well-connected component, NYU WC FB, which has 21,623 users and 715,673 undirected edges. The population parameters of this network are in Table 5 . We estimated the mean degree, mean clustering coefficient, proportion of female users, and proportion of users with major = 209. Again we ran a single chain of both the SRW and MH on this network with random starting nodes, repeating this 1000 times independently, constructing the 95% confidence region and determining the termination time with the square root batch size, = 0.05 and m * = 10, 000. The minimum ESS for p = 4, = 0.05, and α = 0.05 is 9992. We constructed coverage probabilities by noting if the confidence region was below the Hotellings T -squared quantile.
Results
The univariate network mean estimates are noted in Figure 3 and Table 6 . The mean degree estimate from the SRW and MH on average both slightly overestimate the true mean degree. Otherwise, the estimates from both the SRW and MH algorithms are close to the population means. All SRW samples terminated on average around 14,700 steps (average computer run time 8.1 seconds) whereas among the MH samples terminated on average by 86,000 steps (average computer run time 30.9 seconds), see Table 7 . The mean acceptance rate of the MH walks was 0.5621. ACF plots for one chain of both the SRW and MH are shown in Figure 4 . 
Friendster Data
The Friendster dataset is hosted on the Stanford Large Network Dataset (SNAP) web site (Leskovec and Sosič, 2016) . Friendster was an online social gaming and social networking site, where members had user profiles and could link to one another. Friendster also allowed users to form groups which other members could join. The SNAP-hosted Friendster dataset is the largest well-connected component of the induced subgraph of nodes that belonged to at least one group or were connected to other nodes that belonged to at least one group. This social network has 65,608,366 nodes (users) and 1,806,067,135 undirected edges (friendships). There are no other nodal attributes in this data. We estimated the mean degree and mean clustering coefficient.
Implementation
We ran 100 chains of length 100,000 from random starting nodes. To find these random starting nodes we generated random numbers and searched if it existed in the network. If it existed, the sample began at this node, if not we generated another random number until it was accepted. During the sampling procedure we collected the visited node's id, neighborhood, and calculated its degree. Running all 100 independent chains on five cores, took around 80 minutes for the SRW samples and 116 minutes for the MH samples. After completing the walks, we queried the file again to count the number of triangles for each visited node. Counting triangles is a computationally expensive step, so we only computed triangles on the chains up to length 10,000. Therefore, the multivariate results we present are on shorter chains of length 10,000, but we also present full 100,000 results on the univariate estimate of mean degree.
Shorter chain results
Results are in Figure 5 and Tables 8 and 9 . The mean degree estimate from both the SRW and MH is around 55 with more variability in the MH samples and the mean clustering coefficient for both algorithms is around 0.16. The striking difference between the SRW and MH is in the effective sample size and number of unique nodes captured. The MH walks on average collect only around 25% of the unique nodes that the SRW does. And in the multivariate ESS, the MH on average is less than 20% of the SRW. The mean acceptance rate in the MH walks was 0.2904. The minimum ESS for p = 2, = 0.05, and α = 0.05 is 7530, where none of the simulations achieved the minimum ESS for reliable estimation by 10,000 steps. This implies more samples are needed. ACF plots for one chain are shown in Figure 6 . 
Full chain results
If we consider estimating the mean degree of the 100,000 length chains, we see the mean degree estimates from the SRW and MH walks are again similar. Likewise, the ESS and number of unique nodes are on starkly different scales ( Figure 7 and Table 10 ). We use the result from Proposition 8, with p = 1, g(x) = 1/x and the square root batch means estimation to calculate the univariate ESS. The mean acceptance rate of of the MH walks was 0.2905. ACF plots for one chain are shown in Figure 8 . 
Summary of results
Consistently across all three networks, the SRW was more efficient than the MH, either with respect to the termination time to achieve the stopping criterion or with respect to the effective sample size. Our results confirm what other authors have found in univariate settings (Avrachenkov et al., 2016; Gjoka et al., 2011b ). In addition, as clearly indicated in the histograms, repeated runs of the algorithms obtained slightly different estimates. However, when the minimum effective sample size was reached, the variation in these estimates was small. This further emphasizes that prior to running the algorithms on any of these networks, a researcher can determine the simulation effort required via the minimum ESS. Once that minimum ESS has been reached, researchers will have an approximately 100(1−α)% confidence with precision for the p many estimates (as shown in Table 11 ). 
Discussion
The use of MCMC methods on networks without sampling frames to estimate multiple features is common. However, the error associated with the estimation in the multivariate setting has not been studied closely. We contribute to the literature by further developing multivariate MCMC output analysis methods in the context of network sampling that directly addresses the reliability of the multivariate estimation.
We support existing findings that the MH is less efficient than the SRW in univariate estimation and extend the results to a multivariate setting. We have also extended the MCMC output analysis framework more generally so that it can be applied to other MCMC algorithms. If a researcher plans to use an MCMC method to collect a sample, they can now find the minimum number of effective samples they should collect before they terminate the sampling procedure. Moreover, they have the tools to assess the reliability of the inference they make from that sample. By using such tools, researchers can have greater confidence in the consistency and reproducibility of their results. This reduces the chance of outlier results or nonreproducible estimates due to insufficient Monte Carlo sample sizes.
There are multiple extensions of this work that could benefit from further research. First, it would be interesting to extend this research to handle edge sampling algorithms to estimate network edge properties. In addition, we focused on binary networks, so generalizing the framework to work on weighted networks that convey relationship strength or weakness would be useful. Another extension is to develop these methods to work on directed networks. The most practically beneficial extension, though, may be to use these reliable estimation tools, such as minimum effective sample size, in the context of RDS. However, the assumptions required for the output analysis tools are not met in RDS, therefore further work is required to apply the methods we propose.
