m = (n ? k ? 1)(k ? 1); and the rank (the dimension of the linear space of solutions at a generic point) of the system E(k; n; ) is r = n ? 2 k ? 1 : A projective solution ' : X(k; n) ?! P r?1 is de ned by x 7 ! u 1 (x) : : u r (x), where the u j 's are linearly independent solutions of the system. Note that ' is multi-valued.
When k = 2, we have r = m + 1; so the dimension of the source space and that of the target space of the map ' agree.
When (k; n) = (3; 6), we have r = m + 2 (= 6); so the image of ' is a hypersurface of P 5 .
These exhaust all the cases when the codimension of the image Im(') of the projective solution ' does not exceed 1.
Consider the following integral u (x) = Z n?1 Y j=1 l j (x; t) j ?1 dt 1^ ^dt k?1 ;
where l j (x; t) are de ning equations of the n hyperplanes (l n is the hyperplane at in nity) of P k?1 representing x 2 X(k; n), and is a real (k ? 1)-dimensional twisted cycle. If j = 2 Z, there are r cycles such that the u 's are linearly independent solutions.
Notice that when n = 2k, the most symmetric system of parameters is given by 1 2 = 1 2 ; : : : ; 1 2 :
When (k; n; ) = (2; 4; f1=2g), the following facts are classical: The integrals above are elliptic integrals, i.e., periods of elliptic curves, the equation describes the family of elliptic curves (double covers of P 1 ? f4 pointsg), the image Im(') of the projective solution ' is the upper half plane H P 1 , and the map ' has a single-valued inverse so that we have the isomorphism X(2; 4) = H=?(2); where ?(2) SL(2; Z) is the principal congruence subgroup of level 2.
When (k; n; ) = (3; 6; f1=2g), the following is known ( MSY1] ): The integrals above give periods of K3 surfaces (double covers of P 2 ? f6 linesg), the equation describes a 4-dimensional family of such K3 surfaces, the image Im(') of the projective solution ' lies in a non-singular quadratic hypersurface Q of P 5 , indeed it is an open dense subset of the non-compact dual D Q of Q, and that ' has a single-valued inverse map so that we have the isomorphism X(3; 6) = (D ? f xed points of ?g)=?; where ? is an arithmetic subgroup of the group of automorphisms of D.
Since Q can be regarded as the Grassmannian variety Gr 2;4 , and since the Grassmannian Gr k?1;n?2 can be equivariantly and minimally embedded in P r?1 , we are very happy if Im(') might lie in Gr k?1;n?2 P r?1 :
Especially when (k; n; ) = (4; 8; f1=2g), many mathematicians are expecting that Im(') would lie in Gr 3;6 P 20?1 , and that we get a nice isomorphism like the examples above. Because the system describes a 9-dimensional family of Calabi-Yau 3-folds (double covers of P 3 ? f8 planesg), it is a hot topic now. Notice that the integral above gives periods of such 3-folds.
We are very sorry to declare the following Theorem 1. If k = 3, n?k = 3 and (k; n) 6 = (3; 6), then the image Im(') of the projective solution of the system E(k; n; ) does not lie in Gr k?1;n?2 P r?1 for any j . The proof is given by showing that the system E(k; n) is not equivalent to the system of di erential equations de ning the Pl ucker embedding of Gr k;1;n?2 . The actual key to prove inequivalence is the computation of certain Lie algebra cohomology, which due to Se-ashi reduces the problem to the comparison of the symbols of both systems.
In Sections 1 and 2 we review the equivalence problem of di erential systems and prove a general result on rigidity of di erential systems modelled on equivariant projective embedding of the hermitian symmetric spaces (Corollary 3). The comparison of the symbols will be given in Seection 3. In Section 4 we provide a much simpler proof of inequivalence valid for E(4; 8) . Acknowledgment: When the rst and the third authors were preparing the paper MSY1], they dreamed about the story of E(4; 8; f1=2g) analogous to E(3; 6; f1=2g) . It was disproved soon; they were disappointed and had no idea to publish this negative fact. After Professor Y. Se-ashi's unexpected death, his notes were completed by the second author, who pointed out that the conjecture could be disproved generally by following the line of the completed note. Meanwhile several mathematicians asked the third author whether the image of the projective solution of E(4; 8; f1=2g) is in Gr 3;6 , moreover some of them showed him (sketchy) proofs. So we decided to publish this negative result.
Projective embedding of hermitian symmetric spaces
As we explained in MSY2], it is classically well known that a system R in m variables of rank r is nothing but an m-dimensional submanifold M in P r?1 ; more precisely, two such systems are said to be equivalent if one is transformed into the other by a change of independent variables and by the replacement of the unknown by its product with a non-zero function and we have the bijective correspondence fgerms of systems in m variables of rank rg/equivalence $ fgerms of m-dimensional submanifolds in P r?1 g / PGL(r) by associating to a system R the image M of its projective solution.
As for the system E(3; 6; f1=2g), we checked in MSY1] that the image of the projective solution lies in a non-singular quadratic hypersurface Q by utilizing the projective hypersurface theory in P 5 .
Our concern in this paper is the Grassmannian variety Gr k?1;n?2 in P r?1 embedded as the image of the Pl ucker embedding, on the lower side of the above correspondence. Hence, in this section, we would like to construct group-theoretically a system R(k; n) in m variables of rank r, which corresponds to Gr k?1;n?2 in P r?1 in the above diagram, where m = (n ? k ? 1)(k ? 1) and r = ? n?2 k?1 , and we discuss the inequivalence of E(k; n) and R(k; n) in x3 by virtue of Se-ashi's theory for the equivalence of integrable linear di erential equations of nite type.
For this purpose and also as a motivation to introduce Se-ashi's theory in x2, which in fact enables us to construct R(k; n) a little generally, we will consider here projective embedding of hermitian symmetric spaces.
Group-theoretically, a compact irreducible hermitian symmetric space M corresponds to a simple graded Lie algebra of the rst kind as follows: Let l = l ?1 l 0 l 1 be a simple graded Lie algebra of the rst kind, i.e., (i) l is a simple Lie algebra over C .
(ii) l = l ?1 l 0 l 1 is a vector space direct sum such that l ?1 6 = f0g.
(iii) l p ; l q ] l p+q , where l p = f0g for jpj = 2.
Let L be the simply connected Lie group with Lie algebra l and L 0 be the analytic subgroup of L with Lie algebra l 0 = l 0 l 1 . Then M = L=L 0 is a compact (irreducible) hermitian symmetric space and every compact irreducible hermitian symmetric space is obtained in this manner from a simple graded Lie algebra of the rst kind. M is called the model space associated with l = l ?1 l 0 l 1 . For example, when M = Gr k?1;n?2 , we have l = sl(n ?2; C ) and the gradation l = l ?1 l 0 l 1 is given by subdividing matrices as follows: We denote by R(k; n) the system constructed as above from the exterior representation 0 of L = SL(n?2; C ) on S = V n?k?1 C n?2 , which is dual to the representation 0 . Then, from the construction, the projective solution of R(k; n) coincides with the Pl ucker embedding of M = Gr k?1;n?2 . Thus we obtain the system in m variables of rank r corresponding to Gr k?1;n?2 in P r?1 in the bijective correspondence given at the beginning of this section. We shall examine the symbol of R(k; n) in detail and discuss the inequivalence of E(k; n) and R(k; n) in x3. 2. Se-ashi's Theorem Se-ashi's theory on the equivalence of integrable linear di erential equations of nite type deals with the special classes of equations characterized by their symbols, namely, with those equations having the typical symbol of type (l; ), where is an irreducible representation of a (semi-)simple graded Lie algebra l of the rst kind. We will brie y review his theory and also prove a theorem on the Lie algebra cohomology, which was left unpublished in his note. We will con ne ourselves in the holomorphic category and take l to be a simple Lie algebra over C in the following argument, although his theory applies also in the real C 1 category and for semi-simple Lie algebras over R. The direct sum S x = L p r=0 (g r ) x is called the (total) symbol of R at x 2 M, where (g r ) x S r T x E x denotes the bre of g r over x.
A system R of order p is said to be of nite type if g p = 0, i.e., if p p?1 : R ! R p?1 is an isomorphism. A system R of nite type is said to be integrable if, for each 2 R, there is a (local) solution s for which j p x (s) = , where x = p ?1 ( ). In this case, such a solution s is uniquely determined by the initial condition 2 R x . Thus, by a continuation of solutions along a curve x t ; t 2 0; 1] on M, we get a parallel displacement : R x 0 ! R x 1 . Namely, for each 0 2 R x 0 , we take a local solution s of R such that j p x 0 (s) = 0 , continue this solution along x t and put ( 0 ) = 1 = j p x 1 (s) 2 R x 1 . In this manner, we obtain a connection r in the vector bundle R over M. Since the above parallel displacement is independent of curves joining x 0 and x 1 in a neighborhood of x 0 , r is a at connection. In fact, r is induced from the Spencer operator acting on J p (E) (Proposition 1.5.1 S]). (E 0 ) is the lift of . In this case we denote by R p ( ) the restriction of J p ( ) to R. Obviously, R p ( ) is a vector bundle isomorphism of R onto R 0 , which preserves the at connections in R and R 0 .
2.2. Typical symbol of type (l; ). Let R be a system of linear di erential equations of order p on E and let g r be the r-th symbol of R for r = 0; : : :; p. We x vector spaces V and W over C such that dim V = dim M and dim W = rankE, respectively. Let S = L p r=0 S r be a graded vector subspace of L p r=0 S r V W. Then the system R is said to be of type S if, for each x 2 M, there exist linear isomorphisms z T : V = T x and z E : W = E x such that the induced isomorphism ( t z ?1 T ) z E : S r V W = S r T x E x sends S r onto (g r ) x for every r. In this case, S is called the typical symbol of R. Now we introduce the important classes of typical symbols for integrable systems of linear di erential equations of nite type in the following.
Let l = l ?1 l 0 l 1 be a simple graded Lie algebra over C of the rst kind and : l ! gl (S) an irreducible representation of l on a vector space S.
As is well-known, there exists a unique element Z 2 l 0 (Lemma 4.1. For each integer q (0 5 q < p 0 ) put S q (q) = f s 2 S q j (l ?1 )(s) = 0 g. Then S 0 (0) = S 0 and S q (q) is a (l 0 )-invariant subspace of S q . We de ne a linear subspace S(q) = L q5r<p 0 S r (q) of S inductively by S r+1 (q) = (l 1 )(S r (q)) S r+1 : One can easily check that S r (q) is (l 0 )-invariant and (l ?1 )(S r+1 (q)) S r (q) by induction on r = q. Thus S(q) is a (l)-submodule of S. Since is irreducible, we get S(0) = S and S(q) = 0 for q > 0. Hence, putting S r = f0g for r = p 0 , we obtain As an example, we construct the typical symbol of type (l; ), when l = sl(n ? 2; C ) is endowed with the gradation given in (1:1) and = 0 is the exterior representation on S =^n ?k?1 C n?2 :
: sl(n ? 2; C ) ! gl(^n ?k?1 C n?2 ); where
for X 2 sl(n ? 2; C ) and v i 2 C n?2 (i = 1; 2; : : :; n ? k ? 1).
Let fe 1 ; : : :; e n?2 g be the natural basis of C n?2 . Then l 0 = l 0 l 1 is the isotropy (stabilizer) algebra of the line e 1^ ^e k?1 ] in^k ?1 C n?2 . We denote by E ab 2 gl(n ? 2; C ) (1 5 a; b 5 n ? 2) the matrix whose (a; b)-component is 1 and all of whose other components are 0. From (1:1), we have the following basis for V = l ?1 and l 1 : The construction of the model system R S is preceded by the consideration of the Lie algebra g of in nitesimal automorphisms of the constant coe cient di erential equations modeled after S. Let n r = f X 2 gl(S) r j g ?1 ; X] n r?1 g for r = 0; where we put n ?1 = f0g for convention.
In the case of the typical symbol of type (l; ), we have the following : We identify l with its image (l) in gl(S) as follows. Let c denote the centralizer of l in gl(S) and g ? the orthogonal complement of g in gl(S) with respect to the non-degenerate bilinear form Now let S = L p r=0 S r be a typical symbol satisfying S 0 = W, S p = 0, and the above conditions (A:1) and (A:2). Then the model system R S is constructed as follows: We ltrate the space S by subspaces S r = L p l=r S l . Notice that the group GL(V ) GL(W) acts on a by the adjoint action: for a 2 GL(V ) GL(W) and X 2 a, the action is (aX)(s) = (a X a ?1 )(s) for s 2 S. Let us de ne groups We call R S the system of equations modeled after S. In the case when S is the typical symbol of type (l; ), it follows from (2:5) that G=G 0 = L=L 0 . Moreover, when is the irreducible representation of l given in x1, we see that R coincides with the system of equations modeled after S.
2.4. Normal Reduction. Let R be an integrable system of linear di erential equations of nite type of order p of type S on E. Then R is a vector bundle over the base manifold M with typical bre S. A frame z of R at x 2 M is a linear isomorphism of S onto R x . Let F(R) be the frame bundle of R:
where F x (R) denotes the set of all frames of R at x 2 M. F(R) is a principal GL(S)-bundle over M. The at connection r in R induces the connection and the connection form! on F(R) is a gl(S)-valued 1-form. Se-ashi's theorem (Theorem A below) asserts the existence of a good reduction of the pair (F (R);!) for a system R with the typical symbol of type (l; ). This reduction is carried out in several steps. ! ?1 gives the isomorphism T z (P (R))=Ker = g ?1 at each z 2 P(R):
The pair (P (R); !) characterizes the equivalence class of the system R (Proposition 3.3.1 S]). Namely, let R and R 0 be integrable systems of type S. Then an isomorphism of R onto R 0 induces the bundle isomorphism P( ) : (P (R); !) ! (P (R 0 ); ! 0 ), i.e., P( ) is a bundle isomorphism of P(R) onto P(R 0 ) satisfying P( ) ! 0 = !. Conversely, for any isomorphism : (P (R); !) ! (P (R 0 ); ! 0 ), there exists a unique isomorphism of R onto R 0 such that = P( ). Second, in order to state the normality condition for G 0 -reduction of P(R), we prepare the Spencer cohomology associated with the adjoint representation of l ?1 on gl(S).
On the space C = where fE i g is a basis of l ?1 and fE i g is the dual basis of l 1 relative to the Killing form B.
Let be the complex conjugation relative to a compact real form of l such that (l 1 ) = l ?1 and (l 0 ) = l 0 . We have a (hermitian) inner product given by fX; Y g = ?B(X; (Y ) ). Moreover, since l is simple, we can nd an inner product h; i on S such that h (X)(s); s 0 i + hs; ( (X))(s 0 )i = 0 for s; s 0 2 S and X 2 l. Then we de ne the inner product (; ) on gl(S) by (u; v) =trace (uv ), where u; v 2 gl(S) and v is the adjoint of v relative to h; i.
These inner products induce naturally an inner product on C p;q . Then, relative to this inner product, @ is seen to be the adjoint of @. Thus we can develop a harmonic theory for (C; @), using the laplacian = @@ +@ @. In fact, we will apply the harmonic theory of Kostant to compute H p;1 (l ?1 ; g ? ) in x2.5. We denote by H the harmonic projection. For l-submodule g ? of gl(S), we put C(g ? ) =^(l ?1 ) g ? . Then (C(g ? ); @) is a subcomplex of (C; @).
Let (Q(R); ) be a G 0 -reduction of (P (R); !); i.e., Q(R) is a G 0 -principal subbundle of P(R) and is the restriction of ! to Q(R). According to the decomposition gl(S) = g g ? , the form is decomposed as = g + g ? : Since Tr is Ad(G 0 )-invariant, we have R a g = Ad(a ?1 ) g and R a g ? = Ad(a ?1 ) g ? for any a 2 G 0 . For X 2 g 0 , g ?(X ) = 0 since (X ) = X. From (2) and (3) of (2:6), we have ( g ?) p = 0 for p 5 ?1. Moreover, g gives an isomorphism between T u (Q(R)) and g at each point u 2 Q(R). Namely, we have (Proposition 5.1.1 S]) the following.
(1) (Q(R); g ) is a Cartan connection of type G=G 0 over M. We note here that, if c vanishes identically, we have = g and, from (1) of (2:6), (Q(R); ) is a at Cartan connection of type G=G 0 .
A G 0 -reduction (Q(R); ) is said to be normal if the function c is @ -closed. Now we can state Se-ashi's Theorem (Theorem 5.1.2, Theorem 5.2.2 S]) as follows.
Theorem A. (1) For every integrable system R of di erential equations of type (l; ), there exists a unique normal reduction (Q(R); ) of (P (R); !).
(2) Let R and R 0 be integrable systems of type (l; where l = f X 2 l j H; X] = (H)X for all H 2 t g is the root space for 2 . We have by de nition (Z) = ?1; 0 or 1 for any 2 . Let us choose a simple root system = f 1 ; : : :; l g of such that (Z) = 0 for all 2 . Then there exists a unique simple root i 0 2 such that i 0 (Z) = 1, i (Z) = 0 for i 6 = i 0 and the gradation is given by , we obtain the following list of (X l ; f i 0 g) for which a i 0 5 1 :
(A l ; f 1 g) a 1 = l l + 1 (l = 1); (A 3 ; f 2 g) a 2 = 1 (B l ; f 1 g) a 1 = 1 (l = 2); (D l ; f 1 g) a 1 = 1 (l = 4);
Here we identify (B 2 ; f 1 g) = (C 2 ; f 2 g), (D 4 ; f 1 g) = (D 4 ; f 3 g) = (D 4 ; f 4 g) and (A l ; f 1 g) = (A l ; f l g) by diagram automorphisms. One can easily check (cf. Y, x4.4]) that, when (X l ; f i 0 g) coincides with one of the above list, the model space M = L=L 0 corresponds to P l (l = 1), Q 4 = Gr 2;4 , Q 2l?1 (l = 2) and Q 2(l?1) (l = 4). This completes the proof of Theorem C. Now, combining Theorem A (3), Theorem C and (2:7), we obtain Corollary 3. Let l = l ?1 l 0 l 1 be a simple graded Lie algebra over C and let M = L=L 0 be the model space associated with l = l ?1 l 0 l 1 . Let : l ! gl(S) be an irreducible representation of l. Then, except when M = P m or Q m , every integrable system R of di erential equations of type (l; ) is locally isomorphic with the model system R of type (l; ).
Proof of Theorem 1
In this section we will show the inequivalence of E(k; n) and R(k; n) for (k; n) 6 = (3; 6) and prove Theorem. Recall that R(k; n) is the model system of type (l; 0 ), where l = sl(n?s; C ) with the gradation l = l ?1 l 0 l 1 given by (1:1) and 0 is the exterior representation of sl(n ? 2; C ) on V n?k?1 C n?2 . By the argument in x2:2 and x2:3, we see that R(k; n) is an integrable system of order p 0 = minfk; n?kg over the model space M = Gr k?1;n?2 . Hence, by Corollary D, R(k; n) is characterized solely by its symbol. Thus, to prove Theorem, we need only to show that E(k; n) is not of type (l; 0 ) for (k; n) 6 = (3; 6), i.e., the symbol of E(k; n) at a generic point is not equivalent to the typical symbol of R(k; n) discussed in x2:2 for (k; n) 6 = (3; 6). 3.1. The symbol of the Pl ucker embedding We recall the calculations in x2.2. Let us take the following basis for V = l ?1 and S r , V = l ?1 = hE pi j 1 5 i 5 k ? 1; k 5 p 5 n ? 2i; S r = hs(i 1 ; : : :; i r ; p 1 ; : : :; p r ) j 1 5 i 1 < < i r 5 k ? 1; k 5 p 1 < < p r 5 n ? 2i; where s(i 1 ; : : :; i r ; p 1 ; : : :; p r ) = e i 1^ ^e i r^e (p 1 ; : : : ; p r ) 2 S =^n ?k?1 C n?2 :
Then we have r (s(i 1 ; : : :; i r ; p 1 ; : : :; p r ))(X; : : :; X) = r!(?1) r ( X sgn X i 1 p (1) X i r p (r) ) e p 1^ ^e p r^e (p 1 ; : : :; p r );
for X = P ip X ip E pi 2 V . Thus, by xing a basis of W = S 0 and identifying SV with the ring of polynomials on V , we see that S 1 = V and S r S r V is spanned by the minor determinants of degree r of the matrix (X ip ). By construction of R(k; n),
is the typical symbol of R(k; n). Hence, putting R r (k; n) = p 0 r (R(k; n)), the symbol g r = R r (k; n) \ (S r T E) of R r (k; n) is of type S r S r V at each point of M = Gr k?1;n?2 . Now let us rst show that R(k; n) is essentially a second order system. More precisely, we claim R(k; n) is the (p 0 ? 2)-th prolongation of R 2 (k; n) Namely p 0 -th order system R(k; n) is obtained from the second order system R 2 (k; n) by adding successive (partial) derivatives to R 2 (k; n). In order to show this, since r r?1 :
R r (k; n) ! R r?1 (k; n) is onto by construction, we need only to show that the symbol g r of R r (k; n) is the (r ? 2)-th prolongation of g 2 . In fact we have Lemma 3.1. The space S r S r V is equal to the (r ? 2)-th prolongation p (r?2) (S 2 ) of S 2 S 2 V . Here we recall that s-th (algebraic) prolongation p (s) (S 2 ) of S 2 is given by p (s) (S 2 ) = S 2 s V \ S s+2 V :
Proof. Let T r be the annihilator of S r in S r V , where we identify S r V with the dual space of S r V . Then T 2 is generated by the following vectors ;
E pi E qj + E qi E pj (1 5 i < j 5 k ? 1; k 5 p < q 5 n ? 2)
E pj E qj
(1 5 i 5 k ? 1; k 5 p < q 5 n ? 2)
E qi E qj
(1 5 i < j 5 k ? 1; k 5 q 5 n ? 2) where runs for all permutations of degree s + 2, span (at most) 1-dimensional subspace modulo T
2 . In fact, to see this, it is enough to line up all the permutations of degree (s+2) in one row so that each permutation (l 1 ; : : :; l s+2 ), where l i = (i) (i = 1; 2; : : :; s + 2), is obtained by a transposition from the former permutation in this row. Then the dimension count shows codim T In view of this lemma, we will discuss the inequivalence of second order systems E(k; n) and R 2 (k; n) in x3.3. Here the symbol g 2 = R 2 (k; n) \ (S 2 T E) of R 2 (k; n) is of type S 2 S 2 V at each point of M = Gr k?1;n?2 . Let fe ip g denote the dual basis of fE pi g in V . Then recall that S 2 S 2 V is generated by the following elements of S 2 V ; S ijpq = e ip e jq ? e iq e jp ; (1 5 i < j 5 k ? 1; k 5 p < q 5 n ? 2):
3.2. The symbol of E(k; n) where (x ij ) 2 M (k; n) = fk n-matrices such that no k-minor vanishesg: The con guration space X(k; n) of distinct n points on the projective (k ? 1)-space is by de nition given as X(k; n) = GL(k)nM (k; n)=H(n); where H(n) is the group consisting of diagonal non-singular n-matrices. Though the above system is not de ned on X(k; n), its projective solutions are de ned on it. So instead of transforming the system into a GL(k) H(n)-invariant form, we restrict this system to the \subset" of M (k; n) de Note that any element of M (k; n) can be taken to this form by GL(k) H(n), in other words, this is a section of the projection M (k; n) ! X(k; n). So in the following, we identify this subset with X(k; n), i.e., we regard (x ip ) 2 X(k; n).
The restricted system E(k; n) = E(k; n; 1 ; : : :; n ) consists of the following di erential equations relative to the variables x ip , 2 5 i 5 k, k + 2 5 p 5 n. Here we note that E ijpq is a quadratic polynomial in four variables e ip , e iq , e jp and e jq . Thus, the space S 2 (x) is generated by these elements E ijpq (2 5 i < j 5 k; k + 2 5 p < q 5 n).
In the following, we use R ip written in the form By summarizing the discussion in the above subsections, our task is now to show the inequivalence of the symbol spaces S 2 (x) and S 2 for a generic point x of X(k; n). More precisely, we need to show that, for a generic point x 2 X(k; n), there does not exist a linear isomorphism of V onto T x such that : S 2 T x ! S 2 V sends S 2 (x) onto S 2 . In other words our task is to show, for a generic point x 2 X(k; n), the projective inequivalence of the varieties V (S 2 (x)) and V (S 2 ), where V (S 2 (x)) and V (S 2 ) are varieties in the projective spaces PT x and PV , which are de ned by the quadratic generators of S 2 (x) and S 2 , respectively.
Here we note that, since the generators of S 2 are minor determinants of degree 2 of the matrix (e ip ), V (S 2 ) is called the Segre variety and coincides with the image of P k?2 P n?k?2 under the Segre embedding. Especially, we see that V (S 2 ) is a smooth projective variety of dimension n ? 4. Referring to this fact, we will check the above inequivalence by looking at the most primitive invariants of varieties, i.e., by counting the dimension of V (S 2 (x) ). In fact we can check that dim V (S(x)) < n ? 4; at a generic point x = (x ip ) 2 X(k; n) as in the following.
Let us rst examine the typical and easiest case when (k; n) = (3; 7). The dimension of S 2 is 3; the space S 2 is generated by In the general case, we take the following inhomogeneous coordinates ;
Y p = e 2 p =e 2 k+2 (k + 2 < p 5 n); Z i = e i k+2 =e 2 k+2 (2 < i 5 k); W ip = e i p =e 2 k+2 (2 < i 5 k; k + 2 < p 5 n):
Then, similarly as in the case of (k; n) = (3; 7), from the quadratic equation E 2ik+2p = 0, we can solve W ip (2 < i 5 k; k + 2 < p 5 n) in terms of Y p and Z i on the Zariski open subset of X(k; n). Substituting these into E ijpq = 0, we get non-trivial equations for Y 's and Z's. Thus, at a generic point x 2 X(k; n), we obtain dim V (S 2 (x)) < n ? 4 = dim V (S 2 ); which completes the proof of Theorem.
4. Disproof of a dream on E(4; 8; f1=2g)
The authors are afraid that the reader would not be satis ed by the argument in the previous section based on S] and Y], which are hardly elementary. So, in this section we give an elementary proof for E(4; 8; f1=2g) that Im(') does not lie in Gr 3;6 P 19 .
The idea is as follows: assume the contrary, then the restriction of the projective solution to any stratum consisting of degenerate 8-plane arrangements in P 3 has its image in quadratic hypersurfaces in a projective space, since Grassmannians can be de ned only by quadratic equations. If we choose a 1-dimensional stratum, the restricted equation is an ordinary di erential equation; so we can know whether its image lies in a quadric by the vanishing of the Laguerre-Forsyth invariant.
Let us carry out the above program. We consider the degenerate stratum given by the following matrix: 0 B @ The associated ordinary di erential equation in x is of fourth order and coincides with the so-called generalized hypergeometric di erential equation 4 (a 1 ; n)(a 2 ; n)(a 3 ; n)(a 4 ; n) (b 1 ; n)(b 2 ; n)(b 3 ; n)(1; n) x n ; where a 1 = 1 + 2 + 3 + 5 + 6 ? 2; a 2 = 2 + 3 + 6 ? 1; a 3 = 3 ; a 4 = 1 ? 7 ; b 1 = 1 + 2 + 3 + 4 + 5 + 6 ? 2; b 2 = 2 + 3 + 5 + 6 ? 1; b 3 = 3 + 6 ; and (a; n) = a(a + 1) (a + n ? 1). Now, consider the case where all i are equal to 1=2; the corresponding parameters are a 1 = a 2 = a 3 = a 4 = 1=2 and b 1 = b 2 = b 3 = 1. The question is to see if the curve in P 3 de ned by the 4 E 3 lies on quadratic surfaces for this special choice of parameters. To proceed further, we need to recall a bit of the Laguerre-Forsyth theory. We start with an ordinary di erential equation of the form y + 4p 1 y + 6p 2 y + 4p 3 y + p 4 y = 0; where y is the indeterminate of the variable x and the dot denotes the derivation relative to x. We can nd a non-vanishing function and a new variable t so that the function z = y relative to the coordinate t satis es the ordinary di erential equation x(5x + 1) 5 (x + 5) 5 :
In particular, I is not constant. We next consider the case where the projective curve de ned by the equation (4:1) is on a nondegenerate quadratic surface, say, 1 4 = 2 3 in P 3 ( 1 ; 2 ; 3 ; 4 ). Then around a generic point, we can choose a coordinate t so that the set of independent solutions is f1; t; f; tfg for a function f. This means that the equation (4:1) is the tensor product of two di erential equations y 00 1 = 0 and y 00 2 = f 00 f 0 y 0 2 ; namely, y 1 y 2 are general solutions of (4:1). Such an ordinary di erential equation is studied by Ha] and its general form is known to be z 0000 ? 2gz 000 ? 2g 0 z 0 + (g If the image curve of a projective solution of the equation 4 E 3 ( 1 2 ; 1 2 ; 1 2 ; 1 2 ; 1; 1; 1) lies on a nondegenerate quadratic surface, since r 3 = 0, the function g must be constant, and so r 4 should also be constant, which implies I = 0. Therefore, our curve does not lie on any nondegenerate quadratic surface.
Suppose that the image Im' is on the Grassmannian Gr 3;6 , then the image of a projective solution of the restricted system 4 E 3 would be in the intersection Gr 3;6 \ L of Gr 3;6 and a 3-dimensional linear subvariety L of P 20?1 . Since Grassmannians can be de ned only by quadrics, the curve Gr 3;6 \ L in L must be the intersection of two quadric surfaces.
If the pencil generated by two quadric surfaces consists of degenerate quadrics only, the intersection must be linear, which contradicts that the projective solution is de ned by linearly independent solutions.
