A finder and representation system for knowledge carriers based on granular computing by Denzler, Alexander & Meier, Andreas
A Finder and Representation System for Knowledge 
Carriers Based on Granular Computing 
THESIS 
presented to the Faculty of Economics and Social Sciences 
at the University of Fribourg (Switzerland), 
in fulfilment of the requirements for the degree of 
Doctor of Economics and Social Sciences 
by 
Alexander DENZLER 
from Richterswil ZH 
Accepted by the Faculty of Economics and Social Sciences 
on 22.05.2017 at the proposal of 
Prof. Dr. Andreas Meier (First Advisor) and 
Prof. Dr. Philippe Cudré-Mauroux (Second Advisor) 
Prof. Dr. Susanne Robra-Bissantz (Third Advisor) 
Fribourg, Switzerland 2017 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The Faculty of Economics and Social Sciences at the University of Fribourg neither approves 
nor disapproves the opinions expressed in a doctoral thesis. They are to be considered 
those of the author. (Decision of the Faculty Council of 23 January 1990) 
I	
Abstract 
In one of his publications Aristotle states ”All human beings by their nature desire to 
know” [Kraut 1991]. This desire is initiated the day we are born and accompanies us 
for the rest of our life. While at a young age our parents serve as one of the principle 
sources for knowledge, this changes over the course of time. Technological advanc-
es and particularly the introduction of the Internet, have given us new possibilities to 
share and access knowledge from almost anywhere at any given time. Being able to 
access and share large collections of written down knowledge is only one part of the 
equation. Just as important is the internalization of it, which in many cases can prove 
to be difficult to accomplish. Hence, being able to request assistance from someone 
who holds the necessary knowledge is of great importance, as it can positively stim-
ulate the internalization procedure.  
However, digitalization does not only provide a larger pool of knowledge sources to 
choose from but also more people that can be potentially activated, in a bid to re-
ceive personalized assistance with a given problem statement or question. While this 
is beneficial, it imposes the issue that it is hard to keep track of who knows what. For 
this task so-called Expert Finder Systems have been introduced, which are designed 
to identify and suggest the most suited candidates to provide assistance.  
Throughout this Ph.D. thesis a novel type of Expert Finder System will be introduced 
that is capable of capturing the knowledge users within a community hold, from ex-
plicit and implicit data sources. This is accomplished with the use of granular compu-
ting, natural language processing and a set of metrics that have been introduced to 
measure and compare the suitability of candidates. Furthermore, are the knowledge 
requirements of a problem statement or question being assessed, in order to ensure 
that only the most suited candidates are being recommended to provide assistance.  
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Chapter 1: Introduction 
 
This chapter provides an overview of topics and research objectives that will be ad-
dressed within this thesis. First, the motivation to develop and introduce an applica-
tion that acts as an intermediary, between users who seek assistance with a problem 
statement or question and those able to provide assistance, will be elaborated with-
in subchapter 1.1. This includes also an explanation of why the paradigm of granular 
computing is particularly well suited for capturing what type of knowledge is needed 
to provide assistance, as well as how broad and profound it should be. In subchap-
ter 1.2 the underlying objectives are highlighted, followed by the research questions 
in subchapter 1.3. The used methodology is outlined in subchapter 1.4, followed by 
an overview of published contributions in subchapter 1.5.  
 
1.1 Motivation 
 
Hobbes [1994] states, “knowledge is power” in his book Leviathan. This statement 
reflects like no other the importance of knowledge, while leaving room for interpre-
tation on its contextual applicability. For mankind knowledge has and always will be 
a vital asset, as it has allowed us to push the boundaries of innovation further, bring-
ing us to where we are today, with all good and bad things that come with it. It is 
almost an existential need to crave for knowledge, which follows us all throughout 
life. While as children we ask mainly our parents to assist us with finding answers to a 
given problem statement or question, which allows us to internalize knowledge, later 
on in life we expand the number of sources that we can activate for this task.  
 
Expert Finder Systems are designed to promote this type of knowledge sharing and 
acquisition by acting as a digital hub and recommender system, which interconnects 
users with a formulated problem statement or question and experts that can provide 
assistance to solve it. Hence, the usefulness of such applications depends greatly on 
being able to find the best matching experts, within a given community of users. For 
this task, it is first necessary to identify the type of knowledge that is needed to pro-
vide assistance, before being able to find a suitable expert. For machines, this not a 
trivial task, given the fact that problem statements and questions are usually formu-
lated as short, text-based posts. Furthermore, it is not always clear what knowledge 
users hold and how to distinguish an expert from a knowledgeable user. Due to the-
se issues, a common approach consists of including users into the recommendation 
process at various stages. This stretches from defying their level of knowledge within 
different domains up to characterizing the type of knowledge an expert should hold. 
 
While such a strong involvement of users is certainly a viable approach, it does have 
various different drawbacks and limitations. The greatest, is a strong dependency on 
users, which can cause issues, especially if inaccurate and dishonest declarations are 
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made on the knowledge that is held. This is done either intentionally or occurs acci-
dently. A further issue is related to having to precisely define the type of knowledge 
that an expert should hold to be considered as viable. In some cases this is a difficult 
task for users, as they might not hold enough knowledge to formulate requirements 
accurately. Last but not least, as humans evolve over time, so do their interests and 
therewith the knowledge they hold. Being able to capture such changes is crucial, as 
knowledge can be lost over time and new one acquired. To expect that users will be 
keeping their profiles continuously up to date is a significant gamble, especially as it 
is hard to determine if knowledge has been lost, how much and in which topics spe-
cifically.  
 
1.2 Objectives 
 
Throughout this thesis, the mentioned drawbacks and issues will be addressed, with 
the goal being the development and introduction of an Expert Finder System that is 
not as dependent on users, but instead more autonomous in performing various dif-
ferent tasks. To accomplish this, a set of objectives needs to be met.   
 
The first objective will be to identify techniques and toolkits that can be used to ex-
tract and store knowledge, which is encapsulated inside short, text-based messages. 
More precise, concept mining needs to be embedded to perform the extraction and 
a suitable graph database used for the storage.  
 
Upon successful extraction and storage of concepts, the second objective will aim at 
interrelating and representing them according to their semantic similarity. This yields 
a flat concept map with concept-to-concept relationships, which are drawn based on 
the degree of semantic similarity among them. 
 
Objective number three will be to apply the paradigm of granular computing on the 
flat concept map, structuring all concepts hierarchically according to their graininess 
and within granules. 
 
A fourth objective is to expand and include user-to-concept relationships, by affiliat-
ing users with concepts according to their contributions. However, not only should 
relationships be drawn to mark an affiliation, but also a set of metrics included that 
characterize each relationship in more detail.  
 
The fifth and final objective focuses on introducing the system architecture and with 
it all components that are needed to ensure that it is capable to autonomously iden-
tify the type of knowledge that is required to assist with a given problem statement 
or question, as well as which candidates are most fit to provide such assistance. 
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1.3 Research Questions 
 
Throughout this Ph.D. thesis the following research questions will be addressed. 
 
1. How can knowledge, which is encapsulated in text-based messages be ex-
tracted and represented through the use of concept mining? 
 
2. What is needed to structure the extracted and represented knowledge ac-
cording to the paradigm of granular computing? 
 
3. How can users be affiliated with the structured knowledge in order to gain 
the ability to determine their breadth and depth of knowledge throughout 
different domains? 
 
4. Which metrics are required in a bid to perform a refined characterization, 
of the knowledge that users hold? 
 
5. How can the needed knowledge to solve a problem statement or question 
be derived, in a bid to minimize the dependence on user input? 
 
6. What type of system architecture should an application have that is meant 
to assist users with finding a suitable candidate, who can be consulted for 
solving a given problem statement or question?   
 
1.4 Methodology 
 
The methodology that is used for this Ph.D. thesis follows a design science approach 
by Peffers et al. [2007], which is shown in Figure 1. 
 
 
 
Figure 1: Design Science Process Model [Peffers et al. 2007] 
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This choice is based on the underlying objective to introduce an application concep-
tually and therewith perform a proof of concept. Peffers et al. [2007] outline in their 
design science process model how this can be accomplished, using an iterative pro-
cess that consists out of six stages and four different entry points.  
 
In stage one, existing problem and motivations are identified and defined, which has 
been covered by subchapter 1.1. Stage two addresses the definition of solution ob-
jectives and as such part of subchapter 1.2. Stage three involves design and devel-
opment of the artefact. An artefact can be a mode, method, framework or tool, used 
for solving the proposed problems [Peffers et al. 2007]. The artefact in this case, will 
be a so-called Knowledge Carrier Finder System. In addition to this, a framework will 
be introduced that hosts different metrics that can be used to characterize relation-
ships between users and concepts, which allows for their suitability to be captured in 
accordance to requirements imposed by the underlying problem statement or ques-
tion. Stage four is cantered on finding a suitable context and applying the artefact to 
it. In stage five an evaluation of the application has to be performed, based on qual-
ity of the results. At this point the results should be compared with the requirements 
from stage two. Should the results be unsatisfying, then adjustments from stage two 
on upwards are required to optimize the application. In the final stage six, the results 
and insights are to be published.  
 
1.5 Contributions 
In this section a summary of publications that are published and related to the con-
tent of this Ph.D. thesis. All of them have been peer-reviewed and are indexed with-
in popular scientific libraries. 
§ Denzler, A., Wehrle, M.: Granular Computing – Fallbeispiel Knowledge Carrier 
Finder System, Springer HMD: Big Data, 2016. 
§ Denzler, A., Wehrle, M.: Application Domains for the Knowledge Carrier Finder 
System, 3rd International Conference on eDemocracy & eGovernment, IEEE, 
2016. 
§ Denzler, A., Wehrle, M., Meier, A.: Building a Granular Knowledge Monitor, 8th 
International Conference on Knowledge and Smart Technology (KST), IEEE, 
2016. 
§ Osswald, M., Wehrle, M., Portmann, E., Denzler, A.: Transforming Fuzzy Graphs 
into Linguistic Variables, NAFIPS'2016 conference, 2016. 
§ Denzler, A., Wehrle, M., Meier, A.: A Granular Approach for Identifying User 
Knowledge, International Conference on Big Data, IEEE, 2015. 
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§ Denzler, A., Wehrle, M., Meier, A.: Building a Granular Knowledge Cube, Interna-
tional Journal of Mathematical, Computational and Computer Engineering, Vol. 
9, No. 6, 2015. 
§ Wehrle, M., Portmann, E., Denzler, A., Meier, A.: Developing Initial State Fuzzy 
Cognitive Maps with Self-Organizing Maps, Workshop on Artificial Intelligence 
and Cognition, 2015. 
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Part II 
 
Background 
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Chapter 2: Knowledge  
 
Throughout this chapter, certain aspects of knowledge that is relevant for this Ph.D. 
thesis will be elaborated. This includes definitions of used terminology, as well as an 
elaboration on how data is transformed into knowledge and vice versa in subchapter 
2.1. In subchapter 2.2, the existence and use of different knowledge types, particu-
larly question answering and problem solving is discussed, followed by an overview 
methods that can be used to represent knowledge in a machine interpretable way in 
subchapter 2.3. Subchapter 2.4 introduces two machine-reasoning approaches are 
presented that can be used as a basis to build an application, capable of identifying 
and assessing which procedural and strategic knowledge users hold.  
 
2.1 Terminology  
 
“Scientia potentia est” is a Latin expression, which stands for “knowledge is power” 
and has been used by numerous well known individuals throughout history, such as 
Sir Francis Bacon or Thomas Hobbes. Like no other phrase, it manages to express an 
essential fact, which has been proven to be true in many ways in the past and has 
influenced mankind for centuries. Therefore, it is no surprise that inventions, such as 
printing by Johannes Gutenberg or the Internet by Tim Berners-Lee, which facilitate 
access and distribution of information, have significantly shaped the societies of 
their time and beyond.  
In nowadays information, respectively digital age, terms like data, information and 
knowledge have become buzzwords and are omnipresent in everyday life. Big Data, 
Knowledge Management and Information Society are examples of such terms, which 
are frequently used in media. Therefore, it is vital to understand their meaning but 
also how to differentiate them and their characteristics. 
2.1.1 Differentiating Data, Information, & Knowledge 
 
Although the terms data, information and knowledge are frequently used, misunder-
standings and wrong perceptions, with regard to their definitions and how they are 
differentiated may persist. It is therefore essential to define their use and differentia-
tion within this Ph.D. thesis, to avoid any possible confusion. Consulting scientific 
literature for this purpose reveals that many different attempts at giving clear and 
generally applicable definitions of these terms exist, without one being agreed upon 
and considered as the ultimate one. Commonly, the terms are defined in the follow-
ing way [Ackoff 1989]. 
 
§ Data is seen as unprocessed information and is therefore raw by default. 
Further it is regarded as discrete and atomistic without any structure or re-
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lationship in between. Actions, which can be performed with data, include 
manipulation, storing and sending among others. 
  
§ Information is defined as data with meaning. Meaning is given by adding 
structure, which can be achieved through the use of relationships to shape 
it. It can be categorized into sensitive, qualitative and quantitative infor-
mation. In addition it is possible to create, store, send, distribute and pro-
cess it. 
  
§ Knowledge results from accumulating, assimilating and internalizing of in-
formation, with the aim of transferring it from the outside into the mind. 
Therefore it resides in the head. The process of internalization is vital and 
usually personal as it is based on absorbing and understanding the given 
information, through the use of previously obtained patterns, experience 
and opinion.  
 
The difference between data, information and knowledge is best illustrated with a 
small example. Given a website, which contains a map, displaying all existing postal 
codes of a country. A single postal code by itself resembles data and as such is 
stored in a database. By positioning all postal codes within a map, based on their 
geographical location, information is created, resembled in the form of a map. The 
map will display more and less densely populated postal codes areas, which some-
one, with the right geographical knowledge, can use as a basis to identify all corre-
sponding city names.  
 
2.1.2 From Data to Knowledge and Back 
 
While in the previous subchapter a focus was applied on the underlying differences 
between data, information and knowledge, now a closer look at the transformation 
process will be applied. The transformation process describes, how data can be 
turned into information and information into knowledge and vice versa. 
 
§ Transformation - From Data to Information and Back 
 Data itself is commonly described as having no meaning and structure. 
Only after processing and structuring it, and therewith making it meaning-
ful, it turns into information. Information on the other hand becomes data 
through disaggregation, which consists of removing structure and separat-
ing all the data from a piece of information [Bernstein 2009]. 
 
§ Transformation - From Information to Knowledge and Back 
 Nonaka [1994] states that in order to create knowledge, information needs 
to be accumulated, assimilated and internalized. Internalization is possible, 
by absorbing and understanding the given information. Through this pro-
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cess, information is structured, hence why knowledge is also be described 
as information with structure. The structure that holds the information bits 
together can be unlabelled or semantically labelled to capture the under-
lying essential context, in which it is used. Through verbalization or illustra-
tion it is possible to convert it back into information, for storing and shar-
ing purposes.  
  
The forward, as well as backward transformation process is displayed in Figure 2. 
 
 
 
Figure 2: Transformation From Data to Knowledge and Back [Liew 2007] 
 
2.2 Knowledge Types 
 
The use of knowledge for a range of different tasks, such as problem solving, as well 
as question answering makes it a valuable asset to hold. However, it is necessary to 
stress that not all tasks require the same type of knowledge to be activated and ap-
plied and that context and situation play also a vital role in this endeavour. As a re-
sult, in this subchapter, some knowledge types that are needed for answering ques-
tions will be identified and elaborated in more depth.  
 
This selection is based on a study by Jong [1996], which identifies and extracts the 
most significant knowledge types, required for answering and solving questions re-
lated to physics. For this purpose, first year physics students were monitored and 
evaluated based on their approaches on answering questions. Through this, they 
could then be further categorized into experts and novices. The four knowledge 
types, which were deemed essential for this task, include domain, conceptual, pro-
cedural and strategic knowledge. 
 
§ Domain Knowledge relates to knowledge that is specific and not generally 
applicable [Braune and Foshay 1983]. It can be acquired by following spe-
cialization courses, which are designed for teaching a particular subject. 
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Due to it being very specific knowledge, the amount of possible questions 
that can be answered with it is limited to the particular domain. 
 
§ Conceptual Knowledge is based on the use of concepts for answering a 
question. Concepts are acquired by studying literature or other sources of 
information. These concepts are then applied on questions, in order to 
derive approaches, constraints and what else in addition has to be consid-
ered. This type of knowledge is part of a superordinate solving approach 
[Greeno 1978]. 
 
§ Procedural Knowledge is based on the concept of reusing already suc-
cessfully applied heuristics and strategies from the past for solving new 
questions. As such the evaluation of similarities between past and new 
questions is of fundamental importance. The closer a new question is to 
an already answered one, the more likely the application of a similar pro-
cedure will be successful for answering it. Such knowledge is tacit 
knowledge, which means that it is acquired through experience and can-
not be verbalized and therefore shared easily with others. It is highly per-
sonal and can vary, depending on background, education and other fac-
tors. The more procedural knowledge a person has, the more easily and 
automatically answers can be given, without having to consult sources of 
information [Jong 1996]. 
 
§ Strategic Knowledge, unlike the other three types of knowledge, this one 
deals with the organization of the answering process itself. The strategic 
part can be seen as a plan of action, outlining the sequence of solution ac-
tivities [Posner and McLeod 1982]. Therefore strategic knowledge is gen-
erally applicable and acquired with experience and becomes more effec-
tive overtime. 
 
This non-conclusive selection shows that there is much more involved, when answer-
ing a question, then just domain knowledge. Without the proper conceptual, proce-
dural and strategic knowledge, it becomes much harder for an answerer to perform 
the task. Therefore, when trying to identify an expert, it is vital to assess and include 
all of these knowledge types into the selection process. What good is an expert that 
is not capable of transferring his or her knowledge in a comprehensible way? 
 
2.3 Representation 
 
In order for machines to identify and assess domain and conceptual knowledge, it is 
necessary to represent it in an interpretable way. This is achieved through the use of 
knowledge representation, which belongs to the domain of symbolic, artificial intel-
ligence [Sowa 2013]. 
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For the purpose of building such representations, it is possible to choose from a set 
of different methods, from which formalisms and Semantic Web languages are two 
prominent representatives. Choosing a method depends, among others, on what it 
is that has to be described and for what kind of environment. While formalisms rely 
on graphic notations and patterns of interconnected nodes and arcs, to represent 
knowledge, Semantic Web languages are more about representing vocabulary of a 
particular domain or subject, by interrelating concepts with meaningful relationships 
[Salem et al. 2008]. The environmental factor is influenced by whether it is meant for 
local or global use, such as the Web.  
 
2.3.1 Formalisms 
 
In 1896, Pierce invented existential graphs and therewith laid groundwork for future 
knowledge representation formalisms [Sowa 2013]. Two of nowadays most influen-
tial formalisms are based on existential graphs, which are conceptual graphs, devel-
oped by Sowa in 1976 and semantic networks, introduced by Quillian in 1968. While 
conceptual graphs focus on logic oriented approach, semantic networks are built 
around the concept of semantic memory models, which is a non-logic-based ap-
proach [Sattler et al. 2003]. An additional formalism, which is also frequently men-
tioned alongside semantic networks and conceptual graphs, is frame systems. 
 
§ Conceptual graphs were first introduced in a publication by Sowa [1976], 
in which it is suggested to map natural language questions and assertions 
to a relational database, by combining semantic networks with quantifiers 
of predicate calculus and labeling the edges using linguistic terms. Repre-
sentations consist out of two types of nodes, one being conceptual nodes, 
which stand for entities and are rectangle shaped and the other being re-
lation nodes that are drawn as squares. Arcs are used to indicate the logi-
cal flow of an argument. Due to this design-approach, up until today, con-
ceptual graphs are being considered as one of the first fundamental steps, 
towards building modern graph-based knowledge representations. 
 
§ A Semantic network is a directed, graph-based construct that serves the 
purpose of semantically interrelating concepts in a way that they can be 
characterized in the shape of a cognitive network. The term semantic can 
be translated as the study of meaning and originates from ancient Greek 
[Sowa 1987]. A first attempt at representing knowledge through the use of 
a semantic network was performed by Quillian [1968]. The idea was to de-
velop a method that would allow the meaning of English words to be ex-
plored, by interrelating them. For this task, nodes were defined as con-
cepts and different types of edges used to express their relation. Some of 
the first relationships types and semantics that were introduced include 
superclass/subclass (IS-A relation), conjunctive (logical AND) and disjunc-
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tive (logical OR) [Barr and Feigenbaum 1981]. Further advances and de-
velopments in the field of semantic networks have particularly focused on 
an enrichment of the semantic vocabulary. Nowadays most commonly 
used relation types include synonyms (concept A expresses the same as 
concept B), antonyms (concept A expresses the opposite of concept B), 
meronyms & holonyms (is-part-of and has-part-of relations) and hyponyms 
& hypernyms (kind-of relations) [Barr and Feigenbaum 1981]. 
 
§ Frame systems were developed by Minksy [1974] as an alternative to se-
mantic networks and with a clearer focus on logic-oriented approaches. 
Hence frame systems are regarded upon as ancestor of description logic 
and as sibling of semantic networks [Sattler et al. 2003]. A difference be-
tween frame systems and semantic networks lies in the way properties can 
be defined. While semantic networks are based on the design that a con-
cept represents a single piece of information, frames allow several pieces 
of information to be stored per concept. This has a direct influence on an-
other characteristic of frame systems. Because frame systems aim at stor-
ing as much information as possible about a particular situation into one 
single concept, instead of having to spread it across several, like in seman-
tic networks, the shape of the resulting knowledge representation archi-
tecture changes. 
 
 Key components of frame systems are so called frames, which are equal to 
concepts. Each frame has slots attached to it, which allow for several piec-
es of information to be stored using slot names and their corresponding 
values. A network of frames is hierarchically structured and contains super-
class frames and sub-class frames. Super-class frames are always true 
about a particular situation, while attached sub-class frames contain so-
called terminal slots that specify different types of conditions that have to 
be met, hence defining specific cases (part-of). Scripts are another feature 
that can be included, which describe how a sequence of events is shaped. 
Similar types of frames can be linked together and form therewith frame-
systems [Minsky 1974]. 
 
2.3.2 Semantic Web Languages 
 
While formalisms are primarily used in smaller and closed environments, their use is 
simpler to standardize and promote. The Semantic Web on the other hand deals 
with an implementation of knowledge representation standards that are enforced 
and used globally in order to make the Web as a whole better interpretable by ma-
chines. This is done through the use of so-called metadata, which can be described 
as information about other data. Metadata helps machines understand the meaning 
of Web-based data, hence the term Semantic Web.  
	 14	
The use of standardized languages for encoding metadata is one of the main tasks 
of the World Wide Web consortium (W3C), which resulted in the creation of RDF, 
RDFS and OWL for this purpose. However big differences between each of the three 
methods exist.  
 
§ The Resource Description Framework (RDF) is a data model that has been 
introduced by W3C in 1998 and which serves as a tool for representing in-
formation, particularly metadata, about resources in the Web. The term 
resource is very general and as such can stand for anything, ranging from 
documents to people. This is inline with the way RDF should be under-
stood and applied, which is as a very open and flexible framework. Such 
an approach is necessary, given its primary goal of facilitating the ex-
change of information between different types of applications on the 
Web, without loss of meaning. Another purpose of using RDF is related to 
making the Web as a whole better machine-readable [W3C-RDF 2015]. 
  
 RDF relies on the use of set of triples to describe facts about the world. A 
set of triples consists always out of <subject><predicate><object> and as 
such has similarities with graphs, hence why triples are also referred to as 
RDF-graph. In a RDF-graph, the subject stands for the starting node, 
which is connected with a directed arc, resembling the predicate, pointing 
towards an object, the end node. In order to distinguish and locate differ-
ent resources, RDF uses so-called Uniform Resource Identifiers (URIs), 
which are unique. While resources are represented as URIs, atomic values 
are written using plain text strings. Through this, so-called RDF statements 
can be made that represent information about an application domain 
[W3C-RDF 2015]. 
  
 While the RDF data model provides powerful instruments for generating fac-
tual statements such as “Alex has a dog”, it lacks necessary mechanisms for 
describing generic knowledge like “Dogs are animals” and “animals are not 
human”, due to being bound to binary predicates. Such generic knowledge is 
called schema knowledge. In addition no predefined and domain specific vo-
cabularies for describing facts exist, which can lead to misinterpretations and 
wrong use of expressions in different context. 
 
§ The Resource Description Framework Schema (RDFS) was introduced by the 
W3C in 2000 and is composed out of the RDF data model and a semantic ex-
tension, the RDF Schema. The purpose of RDF Schema is to introduce mean-
ingful semantics, by using an externally defined vocabulary for RDF data. 
Hence why in some literature, RDF Schema is referred to as lightweight on-
tology language, as it to some degree permits the modeling of schema 
knowledge [Miller 2015].  
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 RDF Schema is based on the concept that resources can be divided into 
groups of classes, which themselves may also be resources and are described 
using properties. With this approach, taxonomy based structuring of classes 
and sub classes can be achieved. While RDF Schema expressions do look 
similar to the ones used in RDF, they differ in one particular point, which is 
that they have been externally predefined, in order to avoid misinterpreta-
tion. 
  
 An externally predefined vocabulary is an essential characteristic for having a 
standardized approach for modeling facts about the world. Through this, 
W3C believes that the appeal of using RDF can be increased and through this 
the use and exchange of metadata [W3C-RDFS 2015]. However RDFS has its 
weaknesses, which are linked to having no localized range and domain con-
straints, no cardinality constraints and no possibility of expressing transitive, 
inverse or symmetrical properties. Hence why difficulties when reasoning with 
RDFS exist, as there is a significant shortcoming when dealing with semantic 
primitives [Heflin 2000]. However, RDFS does leave more room for expres-
siveness compared to RDF. 
  
§ The Web Ontology Language (OWL) is based on RDF and RDFS at its core 
but with the difference that it offers more expressiveness in comparison, 
hence why in some literature OWL is also referred to as an extension of 
RDFS. The increased expressiveness results from additional semantic prim-
itives. 
  
 The first version of OWL was recommended by W3C in 2004, with OWL 2 be-
ing the latest standard, from 2009. Nowadays, three sublanguages of OWL 
can be distinguished, which are OWL Full, OWL DL and OWL Lite. Different 
types have been released in order to cope with different requirements on ex-
pressiveness and reasoning capabilities. The choice of version should be 
made depending on purpose and requirements. While in most cases DL is 
deployed, as it offers a decent vocabulary and at the same time the possibil-
ity to reason, in some cases Full and Light are better candidates. 
  
 OWL relies on formally defined semantics for representing knowledge, just 
like RDFS. While not every type of human knowledge can be represented us-
ing OWL, the type that can and is represented, forms therewith a so-called 
ontology. [W3C-OWL 2015]. Ontologies consist out of axioms, which are 
used to formally and logically describe facts about the world. As such they 
provide explicit logical assertions about classes, individuals and properties. 
Properties can be differentiated based on their purpose into data- and object 
properties. Implicit logic can be rendered explicit, by performing logical in-
duction.  
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 While OWL is a powerful and rich tool for representing knowledge, it does 
have limitations. One is related to not offering the possibility to explicitly de-
clare and check if certain classes, properties or an individual exists in the on-
tology. This makes consistency checks a difficult undertaking. Another is 
linked to a necessity for separating between object and property names for 
disambiguation, which prevents an unambiguous interpretation of certain syn-
tactically well-formed OWL ontologies [Heflin 2000]. 
 
The choice of a knowledge representation method has a direct influence on possibil-
ities and restrictions that emerge when modelling facts about the world, in a ma-
chine-understandable way [Sowa 2013]. What all methods have in common, is that it 
becomes possible to perform various, knowledge-related tasks, such as reasoning or 
identification and assessment of knowledge domains and structures. Applications, 
which rely on such capabilities, are for example Expert Finder Systems or Expert Sys-
tems. 
 
2.4 Reasoning 
 
Although knowledge representation ensures that machines can cope with conceptu-
al and domain knowledge, it is not capable of indicating how users apply knowledge 
in a bid to solve problems or answer questions. However, this is necessary should an 
application require insights on procedural and strategic knowledge. Unlike with con-
ceptual and domain knowledge, no best practice exists on how to cope with proce-
dural and strategic knowledge. This is not due to a lack of proposed approaches in 
this domain but merely due to difficulties related to tacit knowledge, such as verbal-
izing it, as opposed to explicit. 
 
Therefore, instead of elaborating some proposed approaches, which will be done 
later on in this Ph.D. thesis an overview of design-approaches that originate from the 
domain of machine-based reasoning will be presented. This is done because some 
of the used approaches that are designed to allow machines to reason share strong 
similarities with how humans solve problems or answer questions. Furthermore, can 
more profound studies and scientific articles be found in this domain. Among some 
of the most commonly used approaches for this task, belong case-based reasoning, 
deductive classifier, procedural reasoning, rule engines and probabilistic reasoning. 
However, not all of them are equally well suited to cope with procedural and strate-
gic knowledge, which is why only case-based and procedural reasoning will be 
elaborated in more depth, as both are memory based, which reflects human behav-
iour most accurately [López de Mántaras et al. 2005]. 
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2.4.1 Case-Based Reasoning 
 
Case-based reasoning (CBR) is a popular approach in the domain of machine-based 
reasoning, which emphasizes the role of prior experience for future problem solving 
[López de Mántaras et al. 2005]. In other words, new problems are solved by resort-
ing to solutions, respectively answers, of similar problems that were successfully ap-
plied in the past. The underlying concept is that similar problems share similar solu-
tions, which has been empirically proven to be a successful approach when dealing 
with simple problem statements [Leake and Wilson 1999]. 
 
In order for CBR to function, it is first necessary to obtain a problem statement, upon 
which similar problems can be retrieved that are stored in a case base (or memory). 
The second step consists of extracting the given solutions, from the similar problems 
and by attempting to reuse the best matching one as a proposed solution. Should 
the proposed solution not entirely satisfy the given problem statement, then adapta-
tions need to be made, until the problem can be solved, which in some situations is 
dependant on input from a third party. The updated solution is then retained as a 
new case, through which a system manages to learn to solve new problems. In Fig-
ure 3, the described process is illustrated, with S being the similarity distance to a 
given, resolved problem from the past, and A standing for necessary adaptations, as 
to solve the new problem. Both, problem and answer space, form together the case-
base.  
 
 
Figure 3: Problem and Solution Spaces in CBR [Leake 1996] 
 
The conceptual design of CBR, originates from cognitive science research on human 
memory [Schank 1982], which makes it a potent approach for applications that need 
to identify and assess procedural and strategic knowledge. How exactly CBR can be 
used for this purpose, in combination with knowledge representation, will be elabo-
rated throughout the following chapters. 
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2.4.2 Procedural Reasoning 
 
Procedural reasoning systems (PRS) were introduced in a bid to represent and har-
ness an expert’s procedural knowledge, which has been acquired by solving various 
tasks [Myers 1996]. To accomplish this, PRS rely on four different components. First, 
there is a database that contains a systems set of goals and collection of facts about 
the world, second there is a set of current goals, third a library of plans, also referred 
to as knowledge library (KL Library) that describes actions and how they can be exe-
cuted to accomplish certain goals, followed by the fourth and last component, a so-
called interpreter (inference engine), which selects the best action(s) given the pre-
sented problem statement [Ingrand et al. 1992].  
 
When executed, PRS follow a rigid plan schema, with logical expressions describing 
when, which actions are to be executed. In Figure 4, the PRS main loop is illustrated, 
which executes as follows. An external event (1) triggers a reaction from the system, 
due to a new problem (2) (example: a sensor detects an over pressurized valve). This 
instructs the interpreter to generate a list of plans (3) from the KA library that can be 
used to solve the problem, based on the goals, respectively purpose, they are used 
for. From this list, the interpreter then selects (4) the best action(s), which are exe-
cuted (5) and the problem solved (6). If new goals and plans had to be used for this 
purpose, then these are added to the corresponding (7) storage for future use. 
 
 
 
Figure 4: Main Loop of a Procedural Reasoning System [Ingrand et al. 1992] 
 
Both, CBR and PRS are viable approaches that can be used to cope with procedural 
and strategic knowledge, due to the combination of classical knowledge representa-
tion and identifiers, such as goals in PRS or past problem statements in CBR, which 
specify when certain knowledge entities should be activated. This input can be used 
as a basis to determine, which procedural and strategic knowledge users hold. Such 
an assessment would be difficult, if only classical knowledge representation methods 
would be used as frequently the context, from which concepts originate, is lost when 
they are extracted and interrelated.  
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Chapter 3: User Profiles and Models 
 
In this chapter, user profile and models, as well as expertise profiles are introduced, 
as they represent fundamental components, needed to build a system that is capa-
ble of assessing what knowledge a user hold. Therefore, in subchapter 3.1, the ter-
minology is introduced, followed by an overview of data acquisition models in 3.2. A 
first use of user profiles and models, as part of an adaptive system, is described in 
subchapter 3.3. Other application domains, which rely as well on them and even go 
further, by introducing expertise profiles as an example, are presented in subchapter 
3.4.  
 
3.1 Terminology 
 
User profiles and models are used in various different application domains, in which 
it is essential to gain insight into important or interesting facts about a single or 
group of users. Examples include e-commerce platforms, recommender systems, 
expert finder systems and knowledge management systems. The need for profiles 
and models derives from the fact that users are not alike and as such differ in a 
range of different domains, such as knowledge, likes and dislikes, interests, as well 
as education. Therefore, it is essential to capture each users specific traits and char-
acteristics, in order to be able to distinguish users and therewith lay the groundwork 
for any type of personalized service [Schiaffino and Amandi 2009].   
 
3.1.1 User Profile  
 
A user profile can generally described as a collection of personal information that is 
expressed through a set of properties [Koch 2000]. However, the type of personal 
information that forms a profile varies greatly, depending on the application domain 
that is being used in. An example is user profiles on Social Media platforms, which 
are more focused on private information, in comparison to ones on an e-commerce 
platform that are centered on purchasing habits and product preferences.  
  
While a user profile is a collection of personal information, profiling stands for the 
process, used to assess and identify personal interests, traits and characteristics of a 
user. For this task, a wide variety of different techniques can be used, such as case-
based reasoning [Lenz et al. 1998], Bayesian networks [Horovitz et al. 1998], genetic 
algorithms [Moukas 1996] or neural networks [Yasdi 1999], to name a few. Further-
more, has profiling become a key component in numerous application domains, 
such as recommender systems, artificial intelligence and knowledge management, 
although it evolved mainly through data mining and machine learning over time 
[Fawcett 1996]. 
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3.1.2 User Model  
 
According to [Koch 2000], a user model can be defined as an explicit representation 
of user preferences, which derive from a system’s belief about the user. As such, a 
model is constituted by descriptions of what is considered relevant about the actual 
knowledge and/or aptitudes of a user, providing information for the system envi-
ronment to adapt itself to the individual user. As for a system to gain this capability, 
it requires user profiles as a source to retrieve relevant information from, for the 
modeling process. The modeling process itself consists out of the acquisition of 
knowledge about a user, construction, update, maintenance and exploitation of the 
user model. Generally applicable techniques for user modeling, similar to the ones 
used for user profiling, do not exist. Suggested techniques are often restricted to 
certain domains and lack the ability to be generally applicable [Koch 2000]. 
 
3.1.3 Differentiating User Profile And Model  
 
The main difference between user profiles and models lies within the different level 
of sophistication, with user profiles being no more than a simple user model [Koch 
2000]. Simple, due to the fact that profiles serve exclusively as a source for personal 
information, in which any type of information on interactions between users and a 
system are not included. User models do include such information, which allows ap-
plications to adapt to input from users and therewith customize and facilitate re-
trieval of information, experts and other things of interest. An illustration of the dif-
ference between user profiles and models is presented in Figure 5. 
 
 
 
Figure 5: From User Profile to User Model 
 
3.1.4 Content Based User Models  
 
User models can be distinguished and classified, based on factors such as content, 
representation type and methods used to initialize, construct and exploit the user 
model [Koch 2000]. Although, different classification criteria exist, a focus will be 
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applied in this PhD thesis on content-based, as it is the most significant for 
knowledge related user modeling that derives from what users contribute, using 
modern communication channels. Murphy and McTear [1997] state that a content-
based distinction of user models leads to three different types, which are the do-
main-knowledge model, the background-knowledge model and the cognitive mod-
el. 
 
! According to Ragnemalm [1994], the domain-knowledge model is built 
around the concept that a system should make assumptions on the type 
and amount of knowledge a user holds in a specific domain. Furthermore, 
a clear distinction should be made between subject-matter, which focuses 
on what it is the user knows and pedagogic-content that measures cor-
rectness and quality of present knowledge. 
 
! The background-knowledge model is related to knowledge that a user 
holds and is not directly related to domain knowledge, but is used in addi-
tion to perform certain tasks, such as demographic knowledge, well-
known facts and information about specific individuals [Li et al. 2009]. 
 
! A cognitive model, covers all aspects related to user-based preferences, 
(dis-)abilities and personal traits [Vassileva 1990]. Commonly, cognitive 
skills are considered to be long-term characteristics that are not prone to 
abrupt changes. Examples include way of thinking, either inductive or de-
ductive, acquisition of new knowledge through explorative or directed 
learning and motivational factors, such as intrinsic or extrinsic [Koch 2000]. 
 
3.2 Data Acquisition Methods 
 
After giving a brief overview of user profiles and models in the previous subchapter, 
the focus will now be shifted towards data acquisition methods, which can be used 
to obtain the data that both, profiles and models need. For this task, it is possible to 
select an implicit, explicit or hybrid design approach, depending on the type of data 
that is required, given functionalities of an application and other factors. 
 
3.2.1 Explicitly  
 
The explicit design approach is based on the concept that users either describe 
themselves or this is done by a third part, in a way that allows the system to create 
profiles [Seid and Kobsa 2003]. Depending on the application domain, this can be 
achieved through the use of forms or other means, designed for this purpose. How-
ever, because users are usually not forced to fill out an entire form or even parts of 
it, means that this approach depends highly on the willingness of users, which is not 
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always present. This dependency is at the same time the biggest downside. Another 
issue is related to the fact that users do not always provide honest descriptions, 
which ends up in the creation of false profiles. Additionally, it is in the users respon-
sibility to ensure that descriptions are kept up to date, at all times. These downsides 
show clearly the flaws of this design approach. But there are also advantages, of 
which the simplicity of implementation is one, as well as the ability to ask for specific 
information that is needed for the profiling process.  
 
3.2.2 Implicitly  
 
The implicit design approach stands in sharp contrast to the explicit one. This, due 
to underlying concept, which is no longer laid out for explicitly demanding users to 
describe themselves or to be described by a third party. Instead the system has to 
conclude such information by itself, based on user interactions and behavior. Due to 
the increased complexity of this approach, it is necessary to deploy sophisticated 
methods and techniques that belong to numerous different research domains and 
academic fields, such as computer science, social science and statistics, among oth-
ers. An involvement of such a wide scope of different research domains, has ulti-
mately lead to the existence of a range of different ways of introducing an implicit 
design approach.  
 
Benefits and disadvantages of the implicit design approach are very much the op-
posite of the ones in the explicit approach. The implementation is complex and no 
possibility is given to ask directly for specific information that is needed. On the oth-
er hand, no dependence on the willingness of users to provide information exists 
and profiles are kept up to date, as new input is automatically processed and the 
resulting information attributed. Furthermore, it is more difficult to establish false 
profiles. Although this approach is more difficult to implement and its accuracy and 
usefulness depend significantly on the performance of the selected methods and 
techniques, it has a range of benefits, which justify its implementation.  
 
3.2.3 Hybrid 
 
A hybrid design approach inherits benefits and diminishes disadvantages of both 
implicit and explicit design approach. This is achieved, by using both approaches 
and ensuring that user provided descriptions are combined with observations of us-
er behavior. Such a combination has proven to be particularly efficient and accurate 
in the creation of user profiles and models [Kanoje et al. 2014]. 
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3.3 Adaptive System 
 
The term adaptive system is used to describe systems that are capable of monitor-
ing, assessing and then adjusting to feedback that is provided by the environment. 
This includes software applications, robots and self-driving cars, to name a few ex-
amples. Blom [2000] defines the adaptation as a process to change functionality, 
content or distinctiveness of a system, in order to increase its personal relevance. 
With an increased personal relevance, chances are that it gains in appeal, usability 
or efficiency. In the following subchapter, a closer look at what feedback is and what 
qualifies as such will be given, followed by an explanation of the underlying mechan-
ics of an adaptive system that is used to promote the exchange of knowledge 
among users on a digital platform.   
 
3.3.1 Feedback  
 
With adaptive systems, the term feedback is used as an umbrella term, to describe 
input that originates from one or more sources of a systems native environment that 
can be monitored, assessed and actions derived, whether an adaptation of some 
sort is required by the system. Sources can be further divided into input fragments, 
which represent singleton input channels. An example of an input source in Robotics 
would be sensors, with input fragments being a temperature sensor or distance 
measurement sensor.  
 
The reason behind the use of an umbrella term, instead of specific input sources, lies 
within the wide scope of application domains that adaptive systems can be de-
ployed in and the therewith-resulting heterogeneous environments, which yield spe-
cific feedback. Robots and e-learning platforms for instance, require entirely differ-
ent feedback to function. While robots need input from sensors to adapt to their 
surroundings, e-learning platforms need input on how users manage to cope with 
exercises, to be able to adjust the difficulty level.  
 
For platforms that are designed to assist users with an exchange of knowledge, a 
very particular set of input sources respectively feedback becomes relevant. This, 
due to their primary functionality, which is to recommend best-suited candidates 
that hold the right knowledge, to those who are in need of assistance with a specific 
question or task. Turning such a platform into an adaptive system, allows for person-
alized suggestions to be made, which ultimately has the potential to increase the 
personal relevance for each user and therewith the overall usability and performance 
of the system. A non-conclusive list of potential input sources that qualify as feed-
back for this cause includes user profiles, models and the knowledge structure. 
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! User Profiles qualify as input source, as they manage to provide insight in-
to specific characteristics and preferences of users. However, a distinction 
between input fragments of this source is necessary, with regard to 
whether they are static or dynamic. While static inputs, such as education, 
working experience or hobbies are not very prone to significant changes 
over time, dynamic ones like preferences, habits and likes or dislikes are. 
For an adaptive system both types are equally relevant and need to be 
considered, although the static ones will have primarily a long-term effect 
on the adaptation process, while dynamic ones trigger short-term adjust-
ments. 
 
! User Models are of particular interest for adaptive systems, as user behav-
ior and interactions resemble two vital inputs that can be assessed to ex-
tract indications on how to adapt. Examples, from these to domains, in-
clude type and amount of made contributions, selection of topics and with 
whom users have interacted with in the past, to name a few. The benefits 
of this input source, is that it delivers feedback that can be processed and 
used instantly by the adaptive system and remains a valuable reference for 
future assessments. 
 
! Knowledge Structure is a particular input source that does not focus di-
rectly on the user itself but instead on the knowledge that is present within 
a system. This is achieved by taking an existing structure that has been 
applied on knowledge into account and how users are embedded within. 
Structure, refers to a wide scope of different methods that can be used to 
organize knowledge. Examples include taxonomies, folksonomies, 
knowledge maps and graphs, to name a few. By assessing in which 
knowledge areas or domains of the structure users are active, it is possible 
to extract vital insights that can be used for the adaptation process. For in-
stance, if a taxonomy is applied and a specific user keeps posing ques-
tions or contributing to topics that are only at the top of the hierarchy, 
then this can be an indication that the knowledge or interest in that region 
is very shallow. A possible consequence of this would be that this user is 
never suggested to assist with very complex questions or task from within 
that domain. 
 
3.3.2 Adaptation Cycle 
 
The underlying mechanics of the adaptation process consist out of several steps that 
are aligned in a specific order, resembling a loop. By cycling through this loop, the 
system is capable to adapt to input from its environment. Jungman and Paradies 
[1997] state that such a loop or lifecycle model, as they refer to, should consist out 
of the four steps presentation, interaction, analysis and synthesis. Harel and Gery 
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[1997] suggest for the same purpose a slightly altered list of steps, consisting out of 
presentation, interaction, user observation and adjustment should be used.   
 
Based on the proposed four steps and in consideration of the three input soruces 
user profiles, user model and knowledge structure, an illustration of the underlying 
mechanics of an adaptive system have been generated, shown in Figure 6. 
Presentation, which is the first step of the loop, is the idle state of the system, in 
which a user can explore the system by visiting his profile or content that is 
available. The second step is initiated if an interaction with the system is performed, 
which can be an update of the profile, request for assistance or contributing 
knowledge. Such an action initiates automatically the assessment process, which is 
the third step and ensures that all sources of input are considered with regard to 
whether an adaptation, respectivelly update is necessary and if so, of what kind. 
Should this be the case, then in the fourth and final step, an adaptation and or 
update is executed, which has a direct influence on what is presented to the user. 
 
 
 
Figure 6: A Four-Step Adaptation Cycle  
 
3.4 Application Domains 
 
User profiling and modeling, as well as adaptive systems are commonly used, when 
a user-centric design approach is applied. Examples of applications that qualify for 
this can belong to a range of different domains, such as recommender systems, ex-
pert systems or cognitive systems. Throughout this subchapter, an overview of the 
proposed application domains will be presented, in addition to how the user-centric 
design approach is implemented and which functionalities it provides.   
 
3.4.1 Recommender Systems 
 
Recommender systems are used to for various different purposes, such as improving 
the search for products, information or even people. This is achieved, by studying 
patterns of behavior, preferences and other user traits that have the potential to re-
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veal optimizations that can be executed for this cause. The studying, respectively 
processing and analysis of data, is performed by sophisticated algorithms that are 
commonly categorized within literature as belonging to either collaborative filtering, 
content-based filtering, demographic, utility-based, knowledge-based or a hybrid 
system according to Burke [2002]. In the following subsection, an overview of some 
of the approaches that is relevant for this thesis will be given, such as collaborative, 
content, knowledge and hybrid based recommender systems. 
 
3.4.1.1 Collaborative Filtering 
 
Collaborative filtering (CF), also referred to as social filtering, is a widely used rec-
ommendation systems approach, due to minimal requirements being imposed, with 
regard to what information is needed to compute recommendations that are based 
on similarities between users [Resnick et al. 1994]. Algorithms, which are deployed 
for this task, rely on user profiles as input source, due to the presence of information 
on user preferences and opinions. Such information is commonly encapsulated with-
in ratings of products, posts or other things. However, different approaches can be 
applied to process such ratings and derive recommendations. In literature, a differ-
entiation is made between user-based or item-based Collaborative Filtering ap-
proaches. 
 
The user-based approach focuses on commonalities between users as a basis for 
recommendations, which are measured by assessing likes and dislikes, interests and 
other types of preferences of users that are expressed through ratings. User profiles 
resemble an aggregation of ratings, which can be binary or real-valued. Recommen-
dations are derived, by spanning a vector of items and their ratings for each user 
profile, which grows over time as more ratings are provided and the use of similarity 
measurement methods to quantify existing similarities between vectors. Two repre-
sentatives from this domain are the Pearson correlation coefficient [Pearson 1920] 
and the cosine similarity measure. By measuring and determining the similarity be-
tween users, it becomes possible to suggest those users to each other that have a 
large amount of interests in common.  
 
The item-based approach shares similarities with the user-based but focuses on the 
items that users have rated, instead of users themselves. As such, the similarity be-
tween items is used as a basis for recommendations. Measurement of the similarity 
can be computed using methods, such as the cosine-based similarity, correlation-
based similarity and the adjusted-cosine similarity [Good et al. 2001]. 
 
The benefits of this approach are that it can be designed as either model-based, in 
which a model is derived from historical rating data and used to make predictions or 
memory-based for a direct comparison of users against each other [Breese et al. 
1998]. Furthermore, it is irrelevant what type of item is being rated, be it music, 
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movies or posts, as the content itself is not considered, which makes collaborative-
based filtering easily applicable in various different domains. 
 
3.4.1.2 Content-Based Filtering 
 
Content-based filtering, also referred to as cognitive filtering, computes recommen-
dations based on the measurement of similarities between the content of items and 
user profiles. The term content in this case, refers to text, which is present in docu-
ments, posts, articles or product descriptions. User profiles serve as model of a user, 
containing a representation of content of items that users have, in some way, inter-
acted with in the past. In order to be able to compare the content of different items, 
it is possible to choose from a range of different approaches.  
 
One of them is by initially relying on keyword extraction techniques, to identify, 
stem and extract relevant keywords from text. The extracted keywords can then 
serve as a basis for parsing, using methods such as the vector space model [Salton 
et al. 1975] or latent semantic indexing [Ricardo et al. 1999] to represent the content 
of each item as vectors in a multi dimensional space. Algorithms, belonging to the 
domain of nearest neighbor methods or linear classifiers can use this to compute 
recommendations, by considering items that users have shown interest in in the past 
and new items that could be of relevance, due to high content-based similarity val-
ues [Pazzani & Billsus 2007]. 
 
Other solutions, which do not rely on vectors for the content comparison, are also 
available, such as the widely used probabilistic method, which uses a naïve Bayesian 
classifier to compute recommendations by considering likelihoods or decision trees 
and the use of rule induction, as an examples [Pazzani and Billsus 2007]. 
 
Regardless of the deployed method, two issues arise when applying content-based 
filtering. One is the so-called over-specialization, which occurs due to only very simi-
lar items being recommended, leaving no room for something unexpected. Hence, 
this imposes limits, especially when trying to perform cross selling of products on 
ecommerce platforms. The second issue is related to the cold start problem, which 
occurs with new profiles or ones that have only a limited amount of information pre-
sent, making it difficult to provide reliable results [Sameraro et al. 2009]. 
 
3.4.1.3 Knowledge-Based Recommendation 
 
While collaborative- and content-based filtering relies on measuring similarities that 
exist between items, users or content, knowledge-based recommendation instead 
focuses on existing functional knowledge that defines how certain items meet a par-
ticular user need. This allows them to reason about the relationship between a need 
and a possible recommendation Burke [2002]. As such, the main component of this 
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recommendation system type resembles the knowledge base, which contains the 
structured knowledge, required to derive a users needs.  
 
An example of an application of knowledge-based recommendation is Google’s 
page recommendation system, which holds knowledge on how websites are interre-
lated through links, in order to derive popularity and authoritative value [Brin & Page 
1998]. Such knowledge is then used during the query process to influence the rec-
ommendation and therewith result.   
 
The benefit of this approach is that it does not suffer from the cold start problem, as 
no history of interactions or ratings is needed to have a basis for a reliable and sig-
nificant statistical analysis. An issue, or downside, is that first a clear definition of 
how knowledge is to be structured is required. This can, depending on the use-case, 
be a complex task and require the use of specialized and sophisticated algorithms. 
 
3.4.1.4 Hybrids 
 
The idea behind hybrid recommendation systems is that two or more approaches 
are combined, in order to be able to cover a wider range of different input sources, 
profit from more advantages or less disadvantages than each approach by itself 
would have. As an example, by combining collaborative and content-based filtering, 
which is a frequent constellation, both input sources could be considered, user/item 
profiles, as well as item descriptions.  
 
However, when using several approaches it is initially necessary to determine how 
they are interrelated, and how they should be applied, with the corresponding order 
or impact on the recommendation computation, just being two of many factors to 
consider. For this cause, Burke [2002] proposes seven possible hybridization meth-
ods that may be used and are listed in Table 1. 
 
Hybridization Method Description 
Weighted The scores (or votes) of several recommendation techniques are 
combined together to produce a single recommendation. 
Switching The system switches between recommendation techniques de-
pending on the current situation. 
Mixed Recommendations from several different recommenders are pre-
sented at the same time. 
Feature combination Features from different recommendation data sources are thrown 
together into a single recommendation algorithm. 
Cascade One recommender refines recommendations given by another. 
Feature augmentation Output from one technique serves as input feature of another. 
Meta-level Learned model by one recommender serves as input to another. 
 
Table 1: Hybridization Methods  
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While hybrid solutions can offer better results, it is important to stress that this is not 
per se the case and subject to a range of different factors, of which the hybridization 
method is just one. In some cases, the simplicity of just having to implement a single 
approach outweighs the complexity of a hybrid solution that offers only marginally 
better results. Some combinations are even not possible, due to the restrictions on 
behalf of the necessary input. 
 
3.4.2 Expert Finder Systems 
 
Expert Finder Systems (EFS), also referred to as Expertise Location Systems (ELS), 
are commonly deployed to assist with retrieval and exchange of knowledge. This is 
accomplished, by identifying experts or small communities that serve as source of 
knowledge, which can be activated to answer specific questions. However, neither 
EFS nor ELS are designed to replace traditional knowledge bases but instead to 
complement them, by representing an alternative option that can be accessed, 
should the knowledge base not contain any suitable input. For this task, such sys-
tems rely on the following capabilities [Maybury 2006]: 
 
! Identification of Experts through self-nomination and/or automated analysis 
! Classification of type and level of expertise: 
! Validation of breadth and depth of expertise of an individual 
! Recommendation of experts based on factors, such as skill, experience and 
reputation. 
 
The listed capabilities have in common that expertise serves as an indicator, upon 
which a suitability of potential experts or small communities is determined. For this 
task, expertise type and level, as well as breadth and depth are commonly used as 
potential reference points. However, expertise should not be used as a synonym for 
knowledge, although their definitions in dictionaries share similarities. The difference 
between them lies in how they are acquired and what they represent. While 
knowledge is more theory centered, as it is acquired through education, expertise 
derives from the practical application of knowledge to solve tasks and the therewith-
obtained skillset. For example, one might acquire the necessary knowledge on how 
to build algorithms, but only by applying this knowledge and learning from trial and 
error, it is possible to acquire the necessary expertise, respectively skillset, needed 
to introduce new, better-performing algorithms.  
 
Furthermore, do all of the abilities rely on user profiles and models as a source of 
information. By coupling expertise and profiles, so-called expertise profiles can be 
generated, which serve as a basis upon which a user’s type, level, breadth and 
depth of expertise in certain domains can be assessed. For this task, which involves 
identification, classification and validation of expertise, EFS initially relied only on 
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descriptions, respectively settings that users or third parties supplied by themselves. 
This involved the use of questionnaires that contained simple sliders or drop-down 
menus, which allowed an indication of expertise in certain domains and topics to be 
performed. Follow-up solutions included automated analysis, which ensured that 
textual content of employee profiles could be assessed, limiting the required in-
volvement of user-based interactions. These profiles included information on per-
sonal knowledge, skills, affiliations, education and interests Davenport [1998]. How-
ever, due to profiles not always being accurate and complete, issues with accuracy 
and up-to-datedness occurred. The latest generations of EFS try to break with the 
dependency of having to rely exclusively on explicit data acquisition methods, by 
resorting to a range of different, sophisticated methods and techniques, which in 
combination allow also for an implicit design approach to be included [Serdyukov et 
al. 2008]. Such new generation EFS include document-, window- or graph-based 
expert finding, as an example. 
 
3.4.2.1 Document-Based Expert Finding 
 
Document-based expert finding relies on the measurement of how frequently users 
are mentioned in documents that belong to a certain knowledge domain. The un-
derlying hypothesis is that the more often a user is mentioned in documents that 
belong to a specific domain, the more likely he or she will hold knowledge in that 
domain. Document, in this case, stands for an umbrella term, which includes differ-
ent text-based content, such as posts on forums, PDF’s or articles on websites, to 
name a few examples.  
 
The main downsides of this approach is linked to validity and a document’s length. 
Studies indicate that a text’s length is inversely proportional to the validity of a user’s 
knowledge. This means, that the longer a text is, the less likely a user is capable of 
covering all of its aspects, knowledge wise. Therefore it is being recommended to 
only apply this type of approach on short documents or text-fragments, in order to 
ensure a significant level of relevance [Serdyukov et al. 2008]. 
 
Due to this downside, advanced versions of document-based expert finding try to 
split up documents into smaller bits, which ensure a higher relevance and validity or 
to apply methods that are capable of identifying the relevant parts. Solutions that 
are based on these workarounds include the one proposed by Macdonald and 
Ounis [2007], which relies on data fusion as a method to measure relatedness of a 
user with a document or the one by Liu et al. [2005], which utilizes a weighted sum 
model to determine the relevance of parts of a document with a user.  
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3.4.2.2 Window-Based Expert Finding 
 
The window-based expert finding approach shares similarities with the document-
based, as both rely on documents to measure the frequency at which a user is being 
mentioned, in order to generate an expertise profile. A difference between them lies 
within the method used to determine, if a text-fragment of a document is relevant 
enough to be considered or not. For this task, no statistical methods are pursued 
but instead a more simple approach that relies on windows. A window in this con-
text resembles a text-area with a fixed size that considerers a specified number of 
words before and after a user has been mentioned [Lu et al. 2006]. Further expan-
sions of this approach allowed for different window sizes to be considered and 
weighted, in order to provide the ability to perform personalized assessments [Balog 
and de Rijke 2008]. 
 
3.4.2.3 Graph-Based Expert Finding 
 
In recent years graph-based expert finding approaches have become popular. This 
partially due to the emergence of business- or research oriented Social Networks 
such as LinkedIn, Xing and Researchgate, which rely on graphs as an instrument to 
indicate various different types of relations between users, companies or other enti-
ties. The resulting, highly interrelated graph network, offers several possibilities to 
discover, assess and determine different user traits that lead to the creation of ex-
pertise profiles. In different studies, researchers have tried to harness theses possi-
bilities and developed a set of algorithms and tools that can be deployed for graph-
based expert finding. 
 
One of them, published by Karimzadehgan et al. [2009], proposes an expert finder 
system that is designed to assist with finding people that hold the appropriate ex-
pertise to answer questions. For this task an algorithm was developed, which utilizes 
organizational hierarchy and propagates expertise scores among neighbors. The 
underlying hypothesis is that neighbors in an organization tend to have similar ex-
pertise. Relying on hierarchical structures for this purpose and sophisticated data 
mining techniques have proven to generated reliable results, especially for cases, in 
which no or very little explicitly given background information was present. Another 
approach, introduced by Aslay et al. [2013] from Yahoo! Research, focuses on a simi-
lar task but as part of Yahoo! Answers. They introduced a Competition-Based Exper-
tise Network, which is a graph network, consisting out of interrelated answers and 
questions, as well as answerers and askers, as a basis to determine the expertise. 
The competition-based part of the network refers to a novel structure that is incor-
porated, by creating ties with different strengths between answers that are rated as 
the best and ones deemed less helpful. Through the use of graph centrality metrics 
and rank correlation, it is now possible to identify experts, by taking into account the 
quality of contributions. According to their evaluations the combination of graphs, 
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with a specific criterion, has managed to outperform solutions that assess solely how 
things are interrelated. Based on these findings, it is possible to consider going even 
further, by adding more criteria, to broaden the coverage of different, valuable as-
pects and therewith further improve accuracy and reliability of the system. 
 
3.4.2.4 Usefulness 
 
After having presented the underlying capabilities of EFS, as well as different ap-
proaches that can be used to acquire them, a shift of focus will be performed, to-
wards understanding what motivation users have to use such a system. Yimam and 
Kobsa [2001] published a study on this topic in which they identified five different 
motivational factors. These include the following: 
 
! Unavailability 
The most obvious one would be an unavailability of information. If infor-
mation cannot be found, in either digital or a non-digital sources, such as a 
book or manual, then the desire to ask someone arises. The cause for not be-
ing able to find the appropriate information can be caused by several rea-
sons. One of them is that someone simply hasn’t contributed it yet. Another is 
that some information cannot be explicitly verbalized. Further possibilities are 
that some information needs to remain secure and should not be shared or 
that the seeker hasn’t searched for it properly.  
 
! Clarification  
In some cases, information may be present but with a low degree of use-
fulness. This can occur due to sloppy documentation, unclear explanations 
and many other reasons related to exchange of information. Hence seek-
ers might need assistance from a third party, in order to understand the al-
ready shared information. 
 
! Confirmation  
Another reason is related to request of confirmation. This can derive from 
factors such as insecurity, the wish to seek external approval or to ask an-
other person for an opinion on a particular matter. Hence, even if infor-
mation is present and well documented does not mean that knowledge 
carriers become obsolete.  
 
! Convenience  
For some users it is simply more convenient to directly ask a person, rather 
then having to check existing information sources, be it digital or non-
digital ones. Such behavior can be the result of laziness, lack of time to 
look for information or an inability to utilize existing information sources. 
Understanding the cause for this behavior is not a simple undertaking but 
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worth examining, as it may reveal issues that need to be dealt with in or-
der to lower the overall workload of knowledge carriers and to improve 
the utilization of existing solutions. 
 
! The Human Factor 
 The last case takes into consideration the group of users that prefer hav-
ing someone to communicate and interact with, while trying to solve a 
problem. Such a preference can occur when an aversion towards work 
with documents persists.  
 
The described list is not conclusive but contains some popular motivation factors 
that may influence how EFS are to be built and aspects that should be considered 
carefully. Therefore, it is advisable to first assess such needs, before jumping into the 
solution building process.  
	 34	
Chapter 4: Fuzzy Logic and Granular Computing 
 
Knowledge itself is a fuzzy asset that evolves over time. This characteristic makes it 
hard to classify in a crisp way and to draw sharp borders between different domains, 
which fulfill the role of branches. Hence, it is necessary to use methods and tech-
niques, such as fuzzy logic and granular computing, to cope with vagueness, impre-
cision, and uncertainty. As a result, in the first subchapter 4.1 the concept behind 
fuzzy logic will be elaborated and how it can be used to deal with the described 
characteristic of knowledge. In subchapter 4.2, the focus will be applied on granular 
computing, which derives from fuzzy logic. 
 
4.1 From Sharp to Fuzzy 
 
Fuzzy logic serves as an extension of Boolean logic and was first introduced by Lotfi 
Zadeh [1965], in his publication on fuzzy sets. Fuzzy sets serve as a generalization of 
the classical set theory, in which the state of a condition can either be true or false, 
by adding the notion of membership degree. This has the advantage that other 
truth-values, rather then true or false, become valid. Such flexibility allows for uncer-
tainty and vagueness to be taken into account, using a clearly defined mathematical 
theory. Especially in environments with an elevated degree of complexity, which 
persists when representing knowledge or expertise, such flexibility becomes a valu-
able asset or as Zadeh states [1965]:“As complexity rises, precise statements lose 
meaning and meaningful statements lose precision”. 
 
4.1.1 Classical Set Theory  
 
However, before going into more details on fuzzy logic, first a brief introduction of 
classical set theory will be given, to highlight the use of fuzzy logic as an extension 
of it. The classical set theory is part of mathematical logic, in which entities, such as 
numbers, concepts or users are allocated to sets. A set resembles a group or collec-
tion of entities that share some properties that draws them together but are still dis-
tinguishable from each other. A representation of a set 𝐴 as list that contains the 
entities 1 and 2 is written as 𝐴 = {e%, e'}. If the set is empty, then 𝐴 = ∅. The alloca-
tion, to one or more sets, is done in a crisp way, which means that an entity belongs 
either entirely, but not exclusively, to a set or not at all. For entity 1, this would mean 
that e% ∈ 𝐴	𝑜𝑟	e% ∉ 𝐴.  
 
Through the use of set operators, such as intersection, difference, complement and 
union, it becomes possible to model different constellations and therewith facts. An 
example, if set of natural numbers 𝐴 = {1, 2, 3} and 𝐵 = {3, 4}, then a union of them 
equals to 𝐴 ∪ 𝐵 = {1, 2, 3, 4}. In comparison, if an intersection of 𝐴 = {1, 2, 3} and 𝐵 ={3, 4} is created, then 𝐴 ∩ 𝐵 = {3}. Other ways for expressing certain conditions are 
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related to set inclusion, such as subsets, in which every entity of a set 𝐴 is also a 
member of set 𝐵 or of the power sets that contain all possible subsets of a given 
universal set 𝑋: 𝐴 𝐴 ⊆ 𝑋 . 
 
To express certain conditions in classical set theory, it is possible to resort to charac-
teristics functions. These can be used for either one-to-one or one-to-many type of 
functions [Klenke 2008]. An example of a function that expresses a certain condition, 
is based on an air condition, which is activated once temperatures reach exactly 30° 
Celsius or over. This would result in the characteristic function 𝜒:(𝑥) of a crisp set 
being expressed with 1 = on and 0 = off as 
 𝜒: 𝑥 : 𝑋 → {0, 1}  
 
where 
 𝜒:(𝑥) = 	1, 𝑖𝑓	𝑥 ≥ 300, 𝑖𝑓	𝑥 < 30  
 
or graphically as shown in Figure 7. 
 
 
 
Figure 7: Example, Characteristic Function of an Air Condition 
 
This example highlights well a downside of classical set theory, which in this case is 
resembled in the sharp transition between turning the air condition on or off. Should 
a temperature of 29.9° Celsius occur, then the air condition would remain off, even 
though for a human a difference of 0.1° Celsius is hardly noticeable but the desire 
for some refreshing air already similar as with 30° Celsius. A more gradual transition 
and activation of the air condition would solve this problem. A potent solution for 
this and other problems, which occur due to crisp distinctions, especially when hav-
ing to deal with vagueness, imprecision and uncertainty, can be modelled by fuzzy 
sets. 
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4.1.2 Fuzzy Logic  
 
The use of fuzzy logic, which relies on fuzzy set theory, allows for an infinite number 
of value variants to exist, in order to describe a condition, which stands in direct con-
trast to Boolean, two-valued logic. Zadeh [1965] defines fuzzy logic as a set of math-
ematical principles for knowledge representation based on degrees of membership 
rather than on crisp membership of classical multi-valued logic. In other words, the 
continuum of fuzzy logical values is defined as ranging between 0 and 1 and not, as 
in the case of classical set theory, as 0 or 1. This allows for conditions to be partially 
true or false at the same time and therewith adding a grey scale to an else black and 
white world [Garibaldi 2005].  
 
4.1.2.1 Fuzzy Sets 
 
Unlike crisp sets, which follow the principle of dichotomy (i.e. either you belong to 
something or not), fuzzy sets allow entities to belong to a specific set to a certain 
degree. This is expressed, through the use of a membership function, which speci-
fies the degree of membership to a set, using a real number in the interval of [0,1]. A 
fuzzy set is sometimes also referred to as a set with fuzzy boundaries, as opposed to 
the sharp boundaries of a crisp set. Applied on the air condition example, which was 
used in the classical set theory subchapter, this would yield the following results. The 
resulting membership function 𝜇:(𝑥) would now consist of 
 𝜇: 𝑥 : 𝑋 → [0,1] 
 
where for example 
 
𝜇: 𝑥 = 1															𝑓𝑜𝑟		𝑥 ≥ 30°	𝐶𝑒𝑙𝑖𝑠𝑢𝑠																																								𝑥 − 2010 				𝑓𝑜𝑟	𝑥 < 30°	𝐶𝑒𝑙𝑖𝑠𝑢𝑠	𝑎𝑛𝑑	𝑥 > 20°	𝐶𝑒𝑙𝑖𝑠𝑢𝑠0															𝑓𝑜𝑟	𝑥 ≤ 20°	𝐶𝑒𝑙𝑖𝑠𝑢𝑠																																									 
 
and graphically, as shown in Figure 8. 
 
 
 
Figure 8: Example, Membership Function of an Air Condition 
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Through the use of fuzzy sets, the membership value of a temperature of 29.9° Cel-
sius, would equal approximately 0.99. This translates, into the air condition being on 
and running at a rate of 99% of its capacity. This graduate transition ensures that the 
room is already being cooled down, even though the threshold value of 30° Celsius, 
which would be required by a crisp set to turn on the air condition, is not yet met.  
 
4.1.2.2 Linguistic Variables and Hedges 
 
The use of membership functions and fuzzy sets, allows fuzzy logic to be combined 
and used with linguistic variables. This is accomplished by determining a customized 
membership function for each used linguistic term. Potential input sources that can 
be consulted to define membership functions, are experts or reference values, used 
in the past. As an example, in order to determine temperatures that can be consid-
ered as warm or cold for passengers, inside the cabin of an airplane, it is possible to 
consult aeronautical engineers or customers, who have acquired such knowledge by 
studying literature that contains statistically evaluated values on this matter. The re-
sulting potential outcome of the linguistic variables cold and warm, used to describe 
the cabin temperature, can be seen in Figure 9. 
 
 
 
Figure 9: Example, Membership Function of Cold and Warm 
 
An additional feature of linguistic variables is fuzzy set qualifiers, also referred to as 
hedges. Hedges are primarily adverbs, which influence the shape of fuzzy sets and 
modify verbs, adjectives, adverbs and even whole sentences. As such, hedges fulfill 
a role as operator, similar to the ones used to manipulate sets like intersection, un-
ion, difference and compliment but with the slight difference that it can also be used 
to break down continuums into fuzzy intervals. In literature, hedges are classified as 
belonging to the group of all-purpose modifiers, truth-values, probabilities, quantifi-
ers or possibilities [Negnevitsky 2005]. Popular examples of hedges includes slightly, 
very, more, less, somewhat, little etc.  
 
Each hedge influences the shape of a fuzzy set in a specific way, depending on what 
it stands for. For instance, the term little will narrow down a set and therewith reduce 
fuzzy set values of a specific entity, while the term somewhat has the exact opposite 
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effect. In Figure 10 an example, using the cabin temperature in an airplane, with the 
statements: little cold and somewhat warm, is shown. 
 
 
 
Figure 10: Example, Hedged Membership Function of Cold and Warm 
 
4.1.2.3 Fuzzy Rules 
 
In [1973] Zadeh published another paper, in which the use of fuzzy rules is described 
as mean to analyze complex systems and decision processes. A fuzzy rule is a condi-
tional statement that relies on IF THEN implications, linguistic variables and values.  
 
IF 𝑥 is 𝐴       
THEN 𝑦 is 𝐵  
 
Where 𝑥 and 𝑦 are linguistic variables and 𝐴 and 𝐵 are linguistic values, determined 
by fuzzy sets [Negnevitsky 2005]. For example: 
 
   IF cabin temperature is somewhat warm 
   THEN average beverage consumption is high 
 
To reason with fuzzy rules, it is first necessary to consider the antecedent (i.e. IF part) 
and then the consequent (i.e. THEN part). Figure 11 displays an example of the pre-
viously defined fuzzy rule, which states that if the cabin temperatures are somewhat 
warm then the number of beverages consumed per passenger will be high. 
 
 
 
Figure 11: Example, Implication of Cabin Temperature and Beverage Consumption 
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The membership function of the consequent, which is used to determine the degree 
of truth, at which an antecedent fulfills a condition, can either be setup manually, or 
through the use of common definitions of implications, such as Mamdani and Larsen 
[Tick and Fodor 2005]. Furthermore, it is possible to pack multiple antecedents into 
a single fuzzy rule, referred to as combinations, using operators such as AND, NOT, 
and OR. For example: 
 
   IF cabin temperature is somewhat warm 
   AND food is dry 
   THEN average beverage consumption is high 
 
4.1.2.4 Inference 
 
Fuzzy Inference Systems (FIS) rely on fuzzy set theory as a mean to map inputs and 
outputs. For the inference process, it is possible to utilize different methods of which 
Mamdani and Sugeno are two examples. Both are executed in a similar way and 
output a crisp value, with the main difference laying in the way, how the rule conse-
quents are built [Abraham and Nedjah 2005]. 
 
4.1.2.4.1 Mamdani-Style 
 
The Mamdani-style method was first introduced in 1975, as part of a control system 
for a steam engine and boiler, using fuzzy rules that were determined by experts. As 
such, the Mamdani-style inference system functions by executing the following four 
steps in corresponding order [Mamdani and Assilian 1975]. 
 
§ Step 1: Fuzzification 
 Crisp input value(s) are fuzzified, using the appropriate linguistic fuzzy sets. 
This is done, by determining the membership degree, to which each crisp 
input value belongs to a specific fuzzy set.  
  
§ Step 2: Rule Evaluation 
 The resulting fuzzified input value(s) are applied to the antecedents of the 
fuzzy rules, in order to determine the rule output(s). Should multiple ante-
cedents be present, it is necessary to first determine the truth value (i.e. 
result of antecedent evaluation) by considering the used operators and 
then by applying the truth value to the consequent membership function 
  
§ Step 3: Aggregation  
 All previously acquired rule output(s), respectively consequent(s), are now 
aggregated into a single fuzzy set.  
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§ Step 4: Defuzzification 
 In a final step, the resulting aggregated fuzzy set is defuzzified in order to 
output a crisp value. For this task, a range of different methods are at dis-
posal, such as the center of gravity (COG), center of area (COA) or fuzzy 
clustering defuzzification (FCD), to name a few.  
 
How these four steps are executed as part of a FIS, is described in the following sec-
tion using an example that relies on cabin temperature, food dryness and the result-
ing average beverage consumption per person in bottles on a flight. Used rules are: 
 
Rule 1:  IF cabin temperature is somewhat warm 
   AND food is very dry 
   THEN average beverage consumption is high 
 
Rule 2:  IF cabin temperature is a little cold 
   AND food is slightly dry 
   THEN average beverage consumption is low 
 
An example, given a cabin temperature of 𝑥 = 20° Celsius and a food dryness factor 
of 𝑦 =	2 that ranges on a scale from 0 to 3 with 3 being the most dry, the resulting 
fuzzification values 𝜇TU, 𝜇TV, respectively 𝜇WU, 𝜇WV, as well as rule evaluation results 𝛾% 
and 𝛾' are shown in Figure 12.  
 
 
 
Figure 12: Fuzzification and Rule Evaluation 
	 41	
Due to the use of the operator AND, the resulting rule evaluation is processed using 𝛾% = 𝑚𝑖𝑛 𝜇TU, 𝜇WU  and 𝛾' = 𝑚𝑖𝑛 𝜇TV, 𝜇WV . By merging all rule consequents into a sin-
gle one, an aggregated fuzzy set for the output is established. The defuzzification, in 
this example is achieved by applying the COG method. This process is illustrated in 
Figure 13, with the crisp output value being 3.9. In other words if the cabin tempera-
ture is 20° Celsius and the food has a dryness factor of 2, then the average beverage 
consumption per person equals to 3.9 bottles. 
 
 
 
Figure 13: Aggregation and Defuzzification 
 
4.1.2.4.2 Sugeno-Style 
 
While a Mamdani-style FIS is good for describing facts about the world in a human-
like manner, which is vital when dealing with knowledge for instance, it is prone to 
high computational cost during execution. This is the advantage of a Sugeno-style 
method, which demands less computational resources in order to execute and is 
better suited for adaptation and optimization techniques. As such, Sugeno-style in-
ference systems are quite attractive for dynamic and non-linear systems [Kaur and 
Kaur 2012].  
 
As previously mentioned in the introduction to FIS, the steps used by Mamdani-style 
and Sugeno-style FIS are the same, with the difference lying in how the rule conse-
quents are built. While Mamdani-style yields a cropped fuzzy set, Sugeno-style uses 
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a mathematical function of the input variable, represented as singleton spikes, as a 
mean to indicate membership degrees. This has the advantage that at the defuzzifi-
cation step, the computation can be executed faster, increasing the overall efficien-
cy and appeal of this approach [Sugeno 1985]. 
 
4.2 Granular Computing 
 
After having introduced the basic concept of Fuzzy Logic and FIS, the focus will now 
be shifted towards Granular Computing (GrC), a research field and term branded by 
Lin [1997], based on the notion of information granulation, which was first intro-
duced by Zadeh [1979]. However, a clear definition of GrC does not exist, as it does 
not stand for a specific algorithm, method or theory. Instead, it should be seen as a 
label or term that stands for a multi-disciplinary approach, which considers different 
processes, to establish a granular information representation. As a basis for this task, 
Zadeh suggested the use of fuzzy sets [1979] [1997], although rough sets based ap-
proaches can also be found, such as the ones by [Lin 1998] and [Pawlak 1998]. 
 
4.2.1 Features 
 
Some of the features behind GrC derive directly from different theories, such as the 
theory of granularity by Hobbs [1985], which states that we perceive and represent 
the world under various grain sizes, and abstract only those things that serve our 
present interests. The ability to switch among different levels of granularity, is vital to 
our intelligence and flexibility as it allows us to consider only what is relevant and to 
ignore irrelevant details, as described by Giunchigalia and Walsh [1992] in their the-
ory of abstraction. Zhang and Zhang [1992] further state in their quotient space the-
ory that problem solving is based on hierarchical description and representation of a 
problem, which means that bigger and more complex problems are split into small-
er, casually interrelated sub-problems, in order to increase the probability of solving 
them. Zadeh [1998] included certain aspects of these theories in his publication, de-
scribing an approach on how to represent information in a granulated and fuzzy way. 
For this, he resorts to features, such as granule(s), granular structure and granulation. 
 
4.2.1.1 Granules 
 
A granule represents a gathering of singleton entities that share certain propertie(s). 
The shared propertie(s) characterize a granule internally, with regard to how entities 
interact within a granule and externally, by serving as a mean to distinguish different 
granules from another. Furthermore, can an entity belong to one or more granules 
at the same time. Or according to Zadeh [1979] a granule is a clump of objects (or 
points) of some class, drawn together by indistinguishability, similarity, proximity or 
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functionality. He also notes that the transition between granules from membership 
to non-membership is gradual, rather than abrupt. 
 
For example, let’s take as an entity an elder model of a car from the car manufactur-
er Ferrari. According to the previous definition of a granule, it could be classified as 
belonging to the granules “sports car” and “old-timer” at the same time, as it shares 
some similar properties with other cars that are in either of the granules. In Figure 14 
the corresponding membership values for Ferrari are shown. In this particular case, if 
a car is not within the intersection of the two granules, it belongs entirely to the cor-
responding granule, hence a membership degree of 1. However, within the intersec-
tion the membership degree is determined based on the distance towards the edg-
es of both granules, which is why a Ferrari in this particular case shares equal mem-
bership degrees for both granules. 
 
 
 
Figure 14: Granule Affiliation Example 
 
4.2.1.2 Granular Structure 
 
Granular structure describes the application of a hierarchical structure to granules, in 
a bid to distinguish them based on their granularity [Pedrycz and Keun 2006]. This 
goes hand in hand with the quotient space theory and a hierarchical representation 
of information as to facilitate the solving of problems. On this matter, Yao [2005] 
states, that a granular structure needs to be modeled as multiple hierarchies and 
multiple levels in each hierarchy.  
 
Furthermore, does a hierarchical structure provide the necessary basis to incorporate 
the theory of abstraction, by placing very abstract entities within granules at the top 
levels and more detailed entities at the lower ones. Through this, it becomes possi-
ble to distinguish entities horizontally, based on their membership to one or more 
granules from the same level and vertically, depending on the degree of granularity 
[Pedrycz et al. 2008]. 
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Explained with the previously used example, this could mean that an elder model of 
a Ferrari could belong to the granules “sports car” and “old-timer” that are both at 
the same level of granularity and at the same time to a granule “car”, which is a par-
ent granule of those two.  
 
 
 
Figure 15: Hierarchical Structure Example 
 
4.2.1.3 Granulation 
 
The last important feature of GrC consists of granulation, which is a synonym for the 
process used to build granule(s) and a corresponding structure. Zadeh [1997] states 
that through granulation of an object A, a collection of granules of A is established. 
However, in order to proceed with granulation, it is first necessary to consider sever-
al different factors, which influence how the granulation is performed and therewith 
the resulting outcome [Pedrycz et al. 2008].  
 
§ Granule Characterization 
 In order to build granules, it is necessary to determine which properties of 
entities the granulation process should consider. Depending on the selec-
tion the number of granules, their internal and external characterisation, as 
well as the membership of entities to one or more granules, is influenced. 
  
§ Granulation Criteria 
 Granulation criteria serve as a measurement and comparison attribute that 
can be used to determine the level of granulation. Depending on the par-
ticular use-case, one or more criteria have to be identified for this cause. 
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§ Representation Method 
 A representation method determines how entities, granules and the re-
sulting structure are to be established. For this task, different methods are 
at disposal, of which some have been mentioned in chapter 2.3, such as 
Formalisms or Semantic Web Languages. 
  
§ Granulation Algorithm 
 To execute the granulation, it is necessary to deploy an algorithm that is 
capable of considering the mentioned input factors, such as granule char-
acteristics, granulation criteria and representation method in a bid to gen-
erate the desired granules and structure. Because different use-cases rely 
on different factors, the suggestion of generally applicable algorithms is a 
difficult undertaking, which is why in GrC no specific recommendations are 
made on this matter. 
 
An example of how the granulation steps can be executed is shown in Figure 16. At 
first, the granule characterization properties and granulation criteria have to be iden-
tified, as well as a suitable representation method. These factors then influence how 
the granulation algorithm is able to derive the number of granules that need to be 
established, as well as hierarchical levels. Furthermore, are the entities then placed 
within the structure, in accordance to their features. 
 
 
 
Figure 16: Granulation Example 
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Part III 
 
Conceptual Framework 
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Chapter 5: Granular Knowledge Cube 
 
Throughout the previous chapters, the theoretical basis has been laid out, which will 
be used and referred to within this and the forthcoming chapters, as the conceptual 
design for a tool will be gradually introduced that can be used to measure and de-
termine the knowledge users hold. First, a novel approach for extracting, represent-
ing and structuring knowledge will be introduced, which relies on a so-called granu-
lar knowledge cube. This construct provides the necessary insights and capabilities, 
needed to classify type and level of knowledge that persists. In subchapter 5.1, the 
intended use of the granular knowledge cube will be elaborated, followed by influ-
ences that shaped its design in subchapter 5.2. An overview, of its conceptual de-
sign is provided in subchapter 5.3 before potential implementation possibilities and 
approaches are revealed in subchapter 5.4.  
 
The content of this chapter has been published in the 2015 edition, of the Interna-
tional Journal of Mathematical, Computational, Physical, Electrical and Computer 
Engineering by Denzler et al. [2015]. 
 
5.1 Intended Use 
 
A granular knowledge cube, is a centralized or distributed knowledge base that ag-
gregates extracted, through the use of graphs represented and hierarchically struc-
tured knowledge, from one or more text-based sources. As such, it is capable of ex-
tracting singleton information entities, which from now on will be referred to as con-
cepts, from structured, semi-structured, and unstructured data. Through the applica-
tion of structure to concepts, their state is shifted from information to knowledge. 
 
Its use allows applications to identify any existing knowledge domains and to assess 
their breadth and depth, as well as to determine how concepts are interrelated. Fur-
thermore, does the present hierarchical, multi-level structure that allocates general 
knowledge to the top and detailed to the bottom, indicate the degree of granularity 
of concepts in comparison to others. These are some of the functionalities that be-
come available and can be harnessed by different types of applications. 
 
5.2 Influences  
 
The conceptual design, behind a granular knowledge cube, is partially influenced by 
how the human brain stores knowledge, which is as an accumulation of information 
pieces that are assimilated, structured and interrelated with each other [Hey 2004]. 
Minsky [2006] adds to this that any small fragment of information that is not con-
nected to a large knowledge structure is meaningless. The reason for this lies in the 
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way humans learn. According to Ausubel and Novak [1993] the most important fac-
tor in learning is what the learner already knows, as already acquired knowledge is 
stored and structured and this can facilitate the process of assimilating new infor-
mation. This is achieved by relying on reference points that indicate how and where 
to allocate new information. Through this, humans manage to learn faster and more 
efficiently over time. 
 
Furthermore, some studies suggest that knowledge should be structured using mul-
tiple levels of abstraction [Collins and Quillian 1969] [Minsky 2006] [Yao 2007], as 
this allows human beings to better process large volumes of information or solve 
complex problems by splitting into smaller, more granular bits. This improves the 
overall efficiency in reasoning, as well as information processing. The concept be-
hind granular computing follows a similar approach, emphasizing the creation of a 
structure, consisting of multiple levels of abstraction and granules. In addition, gran-
ular computing provides the necessary theoretical groundwork that ensures that fac-
tors, such as vagueness, imprecision and uncertainty, which are common when deal-
ing with a fuzzy asset, such as knowledge, can be considered. It is the use of granu-
lar computing and its strong influence on the resulting construct that lead to the in-
clusion of the term granular into the name. 
 
The term cube is used due to the existing similarities with an online analytical pro-
cessing (OLAP) cube, which is designed for storing and structuring data in an opti-
mized way, with the aim to provide quick responses to queries by facts and dimen-
sions [Janus and Fouché 2009]. Some of the similarities include: 
 
§ Both serve as an instrument that manages to cope with large quantities of 
data, in an optimized way to provide quick responses to queries. 
§ While an OLAP cube uses facts as subordinate container to host the most 
atomic entities, a granular knowledge cube relies on granules. 
§ The choice and aggregation of atomic entities that shape a fact or gran-
ule, is done win a way that is beneficial for delivering relevant information. 
§ Each of them provides the possibility to change the scope of focus, by ei-
ther drilling down or up into the dataset. 
§ A hierarchical structure is used for both cubes, consisting of several levels, 
with the top levels containing the most summarized data and the bottom 
ones the most detailed. 
 
While several similarities can be identified, it is necessary to stress that also signifi-
cant differences between the two exist that set them apart. The most important one 
being that an OLAP cube attributes facts to precise locations within the cube, which 
in a granular knowledge cube is not the case, as granules are only bound to being in 
a specific level but no restrictions are imposed on where within.  
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The resulting granular knowledge cube is best compared to a digital world map like 
Google Maps for instance, in which users can navigate around and zoom in and out, 
to change the perspective and therewith granulation of content. Such activities may 
include the discovery of countries on a specific continent or retrieving the location of 
a particular road in a small village. However, changing the perspective does not only 
allow focusing on specific features but also the discovery of interesting regularities, 
which else would remain hidden. The granular knowledge cube provides similar fea-
tures and possibilities that allow users to navigate, interact and work with knowledge 
that is represented using graphs and structured based on alternating levels of granu-
larity and membership to granules. 
 
5.3 Conceptual Design 
 
A granular knowledge cube relies on graphs, which consist of concepts 𝑐", 𝑐$, … , 𝑐& 
and relationships 𝑟", 𝑟$, … , 𝑟& among concepts, as a means to represent knowledge. 
Concepts are assigned to granules 𝑔", 𝑔$, … , 𝑔& with granules being structured in a 
hierarchical way consisting out of multiple levels 𝑙", 𝑙$, … , 𝑙&. Furthermore all existing 
granular dependencies 𝑑", 𝑑$, … , 𝑑& are indicated. The mentioned notions are illus-
trated using an abstract example of a granular knowledge cube, in Figure 17. 
 
 
 
Figure 17: Granular Knowledge Cube 
 
The used features that define a granular knowledge cube are defined as follows. 
 
§ Concepts  
 Concepts resemble the smallest entities in a granular knowledge cube. As 
such, they stand for singleton information entities that are either extracted 
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automatically from content, through the use of sophisticated concept min-
ing techniques or supplied manually by humans. 
 
§ Relationships  
 Relationships between concepts can be present intra-granularly, as well as 
inter-granularly and are hierarchical. They are illustrated through the use of 
either undirected or direct graphs. The type of graph depends on whether 
simple connections are to be drawn, in which case undirected, unlabelled 
graphs should be used or semantic expressions, prompting the use of di-
rected, labelled or unlabelled graphs. 
  
§ Granules 
 On the same hierarchical level, granules have similarities with fuzzy clus-
ters, as their main purpose is to group concepts together that share same 
or closely related properties. Granules are permitted to overlap with other 
granules to ensure that concepts are allowed belong to two or more gran-
ules at once, with different membership degrees. However, a granule can 
only belong to one hierarchical level at a time. In addition, it is mandatory 
that all concepts be placed into granules and that a granule has at least 
one concept, in order to justify its existence.  
 
§ Hierarchical Levels 
 The hierarchical structure consists of multiple levels, with one top and bot-
tom level and an undefined number of middle levels in between. Howev-
er, each level needs to hold at least one granule inside, in order to be es-
tablished. The number of layers is influenced by the underlying data and 
algorithm used for building the hierarchical structure. Multiple levels are 
utilized to express different degrees of granulation, which can be differen-
tiated as rough, middle or fine. While granules of fine granulation are lo-
cated at the very bottom, due to their maximum degree of detail, rough 
ones are situated at the very top, being the most summarized. Granules of 
middle granulation are placed in between and are the only ones that can 
both be divided and aggregated further. 
  
§ Granular Dependencies 
 Granular dependencies are used to indicate and assess the degree of re-
latedness between granules, located in different levels, regardless of the 
number of levels in between. A possible approach to determining the de-
gree of relatedness between two granules is by evaluating the number of 
relations that are shared inter-granularly between concepts. 
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5.4 Implementation 
 
After having elaborated the conceptual design of a granular knowledge cube and its 
underlying components, in this subchapter a focus on its implementation will be ap-
plied. In order for it to be applicable in different knowledge-based environments, in 
which specific constraints and limitations may persist, a three-step implementation 
process is used to supports the use of different methods, techniques and algorithms.  
 
This includes one step responsible for storing, one for representing, and another for 
structuring knowledge. They are structured in ascending order, with the storage step 
being the first, representation the second, and structuring the third step. The order 
derives from the fact that initially, a database that is capable of storing the repre-
sented knowledge needs to be chosen. The represented knowledge then serves as 
a preliminary step, upon any kind of structuring can be performed. Table 2 illustrates 
the three steps, including two alternative possibilities per step that can be chosen 
from, in order to fulfill the tasked role. Through the following subchapters, the aim is 
to elaborate the possibilities of each step in more detail and to show how they influ-
ence the building of a granular, knowledge cube. 
 
 
 
Table 2: Three-Step Implementation of a Granular Knowledge Cube 
 
5.4.1 Storing 
 
In the first step, a database solution needs to be chosen that allows concepts and 
relationships to be stored. Both are best stored as a graph, which means that a da-
tabase type needs to be selected that natively supports the storing and querying of 
graphs. For this purpose, graph databases should be considered a viable candidate, 
as they have been developed exclusively for storing graphs and providing necessary 
features and functionalities commonly used in the domain of graph theory. 
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While a graph database is well suited for storing extracted, interrelated and hierar-
chically structured concepts, it is advisable to use a different database type to store 
text-based content that originates from posts, contributions and conversations. This, 
in order to reduce the noise in a graph network, which would be elevated if such 
content would be stored alongside the extracted concepts. Furthermore, do better-
suited database types exist to store large quantities of purely text-based content, 
such as document-based or even relational databases. 
 
5.4.1.1 Graph Databases 
 
After identifying graph databases as a suitable database type for storing graphs, the 
next steps consist of choosing a tool, from a range of different providers that differ 
in certain characteristics. In some cases, a graph database is built on top of another 
non-relational data model, while in others, it is a single, standalone solution. Anoth-
er difference derives from the purpose and environment for which the graph data-
base has been developed. While Web-based solutions aim to maintain low latency 
times for queries, others focus on handling large graphs by scaling horizontally. Still, 
others have been developed and are optimized in a way that allows algorithms to be 
processed as quickly as possible by storing the entire graph in memory [Shao et al. 
1997].  
 
In addition, different numbers and types of features and functionalities are available, 
within the pool of tools, which has been evaluated in-depth and published in a study 
by Angles and Gutierrez [2008]. Performance-based differences and other empirical 
comparisons of graph databases can be found in the studies, written by [Jouili and 
Vansteenberghe 2013] [Macko et al. 2013] [McColl et al. 2014]. 
 
5.4.1.2 Document-Store Databases 
 
Document-based databases, also referred to as document-stores, store data in doc-
uments, encoded in formats such as XML, JSON or YAML. Documents can be stored 
as values, arrays, integers or hash tables and follow a schema-free design that en-
sures good performance for querying and horizontal scalability. The main use of this 
database type, is when data does not need be stored in tables with uniform sized 
fields but instead as document having special characteristics. This is beneficial, when 
having to deal with large, text-based data volumes, in which little to no structure can 
be identified. As such, blog software and content management systems favour fre-
quently the use of this database type [Nayak et al. 2013]. A comparison of different 
document-store tools has been published by [Siegel and Retter 2014]. 
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5.4.1.3 Hybrid Databases 
 
While most database tools can be classified belonging to one of the database types, 
be it from the domain of relational or a derivate of non-relational databases, certain 
have managed to combine two or more types into a single tool. Frankly, not many 
fall into this category of hybrids but nevertheless they are worth mentioning as they 
manage to facilitate the implementation of an application that requires a mix of da-
tabase types significantly.   
 
One such representative that is of relevance for the implementation of the granular 
knowledge cube is OrientDB. By default it is a graph database that contains a built-
in document store and as such enables users to harness the benefits from both da-
tabase types. It manages to store text-based data efficiently and still provides all the 
necessary graph-related features, needed to represent knowledge. In addition, has a 
common query language been introduced, similar to SQL that allows users to query 
both database types using the same commands, making query statement conver-
sions obsolete. However, limitations exists as the introduced query language by Ori-
entDB does not provide the same richness in formulating query statements as either 
a graph or document-store database by itself would.   
 
In order to not elevate the complexity of implementing a granular knowledge cube 
further, by having to embed two different database types, the author suggests the 
use of hybrid database solutions, which already come with two fine-tuned database 
types out of the box.  
 
5.4.2 Representing 
 
The second step is used for building a representation of knowledge, which consist of 
a set of concepts 𝑐", 𝑐$, … , 𝑐& that are interrelated through relationships 𝑟", 𝑟$, … , 𝑟&, in 
a bid to map their use. Concepts are extracted 𝑒", 𝑒$, … , 𝑒& from artifacts 𝑎", 𝑎$, … , 𝑎&, 
which in this context stand for containers that encapsulate text-based content that is 
limited to the transmission of a specific message. However, as no limitations are im-
posed on how many characters form a message, an artifact can be a singleton PDF 
document, post on Social Media or Email. Such broadness in the definition ensures 
that a wide range of different uses cases can be covered and ultimately represented. 
Concepts are interrelated, based on similarity, functionality or indistinguishability, as 
suggested by Zadeh [1979]. The resulting representation of knowledge, consists out 
of a network of graphs, in which all concepts and their corresponding relationships 
are all mapped on to a flat, two-dimensional map, also referred to as concept map. 
An example that illustrates the representation procedure and the resulting output is 
shown in Figure 18 using unlabeled and undirected graphs to relate concepts, which 
have been extracted from a set of different artefacts.  
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Figure 18: Concept Extractions from Artefacts 
 
After having described the purpose of this step and the resulting outcome, the focus 
is now shifted towards its implementation, which consists of applying sophisticated 
methods and techniques to first extract all relevant concepts from structured, as well 
as semi- and unstructured data sources and then by interrelating them, based either 
on their similarity, functionality or indistinguishability.  
 
5.4.2.1 Concept Mining  
 
Concept mining is a discipline that is related to data and text mining and as such a 
sub-discipline of artificial intelligence and statistics, with a strong influence of linguis-
tics [Tseng 2010]. The main difference between text and concept mining lies in what 
is being extracted, which in the case of text mining are regular words and in the case 
of concept mining so-called concepts. A concept is an enriched version of a word, as 
it includes information on its semantic meaning and associative relationships. How-
ever, every concept is also a word, while not every word is also a concept. 
 
Therefore, the first step of mining meaningful concepts consists of identifying all the 
relevant words from a text, before being able to transform some of them into con-
cepts. This can be achieved in various different ways. One potential approach is to 
first tokenize artefacts, returning a list of separated tokens. In a second step, the ex-
tracted tokens need to be evaluated on whether combinations can be derived, using 
n-grams. This step ensures that tokens such as “New” and “Zealand” are not treat-
ed individually but combined and treated as single entity. Freebase or other ontolo-
gies can be consulted for this task, as they provide datasets of bigrams and trigrams 
that reveal such combinations. In a final step, stop words have to be removed from 
the remaining tokens, as they are of no further use, before stemming the tokens and 
therewith revealing a final list of words, which does not include multiple versions of a 
word. 
 
Once all relevant words have successfully been extracted from the present artefacts, 
it is possible to initiate the transformation process and turn them into concepts. This 
requires an external source, such as ontology or thesaurus, to determine if a word is 
eligible for being considered as concept or not and to provide matching insights on 
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the underlying semantic meaning and associative relationships, which in combina-
tion with a semantic role labeler, can be used to map words to concepts [Shehata et 
al. 2010]. Benefits from transforming words to concepts, is that concepts are better 
suited for representing knowledge, as they include additional information that indi-
cates their meaning and relatedness with other concepts and as such facilitate a di-
rect cross-referencing of artefacts when mapping. 
 
An example that illustrates roughly how concept mining is performed can be seen in 
Table 3 using a set of artefacts, which are simple statements. In a first step, all of the 
words within a phrase are lowercased and then separated by semicolons, yielding a 
set of tokens. Step two is needed to remove all stop words, perform word stemming 
and ensure that existing bi- and trigrams are identified. The final step three performs 
the transformation of words to concepts, using DBpedia as reference to determine if 
a word is considered to be a concept or not. 
 
 
 
Table 3: Concept Mining Example 
 
To accomplish the mentioned tasks, a range of different toolkits is at disposal. Solu-
tions, such as Apache Lucene or the Natural Language Toolkit, short NLTK, are built 
to provide all the necessary means needed to successfully extract all relevant words. 
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For the transformation process of words to concepts, publically available ontologies 
are at disposal such as DBpedia and Freebase that can be consulted. 
 
5.4.2.2 Concept Mapping 
 
After having successfully pre-processed and identified concepts from text, through 
the use of concept mining, it is possible to initiate a meaningful interrelation of them 
and therewith create a two-dimensional concept map. The interrelation can be exe-
cuted using different methods, toolkits and based on different characteristics. While 
Zadeh [1979] states that concepts can be interrelated based on either their similarity, 
functionality or indistinguishability, no suggestions are made on how to execute this. 
In the following section each of the approaches will be reviewed with regard to how 
concepts could be interrelated, preserving and taking into account the original defi-
nition by Zadeh.    
 
§ Similarity 
 A similarity-based interrelation of concepts is implemented by focusing on 
their occurrence in artefacts. Concepts with a high co-occurrence are con-
sidered closely related and therewith as similar, in the way they are being 
used. For computing the co-occurrence of concepts, a set of different ap-
proaches is at disposal, such as latent semantic analysis (LSA) and term-
frequency-inverse-document-frequency (tf-idf) or continuous bag of words 
(cBoW) and the skip gram model or others. 
  
 A popular tool for this task is Word2Vec, which has been developed by re-
searchers at Google and that uses neural networks to obtain accurate vec-
tor representations of words, given a large corpora [Mikolov et al. 2013]. 
The degree of relatedness between concepts is determined by taking into 
account the present distance among them. At first, a vector is spanned for 
each artefact, using the vectors to mark the presence of extracted con-
cepts. Through this, it is possible to determine the exact location of each 
concept, in the multi-dimensional vector space and therewith assess the 
distance to other concepts. Concepts with a distance shorter then a spe-
cific threshold can then be interconnected. 
  
 Another prominent tool is GloVe, which has been developed at Stanford 
and stands for Global Vectors for Word Representation. It is comparable 
to Word2Vec as it uses also word vectors to measure the co-occurrence of 
words in large corpora. However, it differs on how the vectors are learned, 
while in the case of Word2Vec a predictive model is used, does GloVe rely 
on a count-based. This means that GloVe learns vectors by reducing the 
dimensionality on the co-occurrence counts matrix, while Word2Vec uses 
a feed-forward neural network and stochastic gradient descent to perform 
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the same task, instead of a co-occurrence matrix. In terms of efficiency and 
quality, both tools produce comparable results [Pennington et al. 2014]. 
  
§ Functionality 
 Functionality-based interrelation focuses on interrelating concepts that are 
drawn together for providing a specific functionality to users, such as solv-
ing of problems. As a result this approach can only be used if the underly-
ing dataset provides the necessary reference points that indicate in which 
context concepts are used or to which domain they belong. Examples of 
such reference points include keywords, titles and problem statements. 
  
 The implementation is similar to the one used for a similarity-based inter-
relation, with the main difference being that the co-occurrence of con-
cepts is not measured and determined over one corpora but instead over 
several, specialized ones. This is achieved by first filtering out all artefacts 
that are relevant to a certain, predefined attribute and then by treating the 
selection as a corpora, upon which either Word2Vec, GloVe or an other 
approach is applied, to extract meaningful interrelations. The use of sev-
eral smaller corpora allows for a different threshold value to be used that 
defines when relationships are to be drawn, in contrast to one that is ap-
plied on a single corpora. As a result, type and number of relationships 
drawn deviates between the two approaches. 
  
To illustrate the resulting output from a similarity based concept-mapping approach, 
the artefacts from Table 3 will be reused. At first, each sentence is pre-processed by 
applying lowercase to all words, removing any punctuation and tokenizing the text. 
After this is accomplished, Word2Vec processes the resulting tokens, indicating their 
similarity based on the distance between them. In a final step, DBpedia is used as an 
ontology, to transform the resulting words to concepts, yielding Figure 19.  
 
 
 
Figure 19: Similarity-based Interrelation of Concepts  
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To highlight the use of an ontology such as DBpedia, not only as instrument that can 
be used to identify which words can be transformed to concepts but also their se-
mantic relationships, the resulting information for the concepts JavaScript, C++ and 
D3 is shown in Figure 19. According to it, JavaScript is interrelated with D3 and C++ 
and no relationships are present between D3 and C++, which corresponds with the 
resulting concept map from Figure 20. 
 
 
 
Figure 20: DBpedia Concept Interrelation 
 
§ Indistinguishability 
 The third and final method of interrelating concepts is based on their in-
distinguishability. At this point it is first necessary to distinguish the terms 
indistinguishability and similarity, as they cannot be used interchangeably, 
although they may seem to stand for the same at first glance. This impres-
sion is not entirely wrong, as both similarity and indistinguishability are in-
deed the same on coarse-grained level. However, indistinguishability goes 
further in the distinction, by considering characteristics for the comparison 
that may only appear at a finer grained level. For instance an electric car 
and an old-timer are both described as being a car at coarser grained lev-
els and thus can appear to be the same. Differences that allow them to be 
distinguished appear only at a more finely grained level when the engines 
they use are compared for instance. Hence, indistinguishability, unlike sim-
ilarity, considers characteristics of concepts that are located in subsets, to 
establish meaningful relationships.  
  
 To implement an interrelation of concepts based on their indistinguishabil-
ity, it is therefore necessary to take into account their contextual graininess 
and to structure them accordingly. Word2Vec can be altered to fit this re-
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quirement by using hierarchical softmax instead of regular softmax to reg-
ulate how word vectors are positioned to quickly and efficiently reduce the 
prediction error, used by the neural network. The hierarchical softmax uses 
a binary tree, which holds words as leafs. Words are distributed within the 
tree, based on their co-occurrence. Normalization is then executed by tak-
ing into account to which degree a certain word belongs its ancestors. The 
words with a higher degree of belonging or similarity with its ancestors are 
then positioned closer to each other, as stated by [Mnih and Hinton 2009]. 
  
5.4.3 Structuring 
 
The purpose of applying structure is to position concepts in a hierarchical manner, in 
order to account for different levels of granulation, in addition to one or more gran-
ules on the corresponding levels, to express their membership to a group of similar 
concepts. This is done through the use of algorithms that rely on specific techniques 
for this task, depending on the capabilities, requirements and composition. Upon 
completing this final step the granular, hierarchical knowledge cube is established. 
 
5.4.3.1 Hierarchical Structure 
 
The procedure used to establish a hierarchical structure from concepts, by consider-
ing their level of granulation, relies directly on the predefined set of granulation cri-
teria that need to be determined for each use case. Depending on this choice and 
the characteristics of the present dataset, it is possible that certain concepts are po-
sitioned in a way that might seem awkward to some. This derives from the fact that it 
is not possible to generate a hierarchical structure from concepts that is perceived as 
the right one by everyone. A reason for this lies in different backgrounds, interests, 
knowledge and experience, that each person has. Therefore, such judgment is very 
much in the eye of the beholder. Some granulation criteria that have been identified 
as reliable and generally applicable include the following.  
 
§ Connectivity 
The degree of interconnectivity between concepts is one possible indica-
tor that can be used to derive granularity. The assumption is that highly in-
terrelated concepts have some type of hub functionality and therewith are 
more likely of rough granulation. For instance when talking about cars, the 
terms car and vehicle will be used frequently in sentences.  
  
§ Graph Direction 
 With some representation methods it is possible to derive the granulation, 
by assessing the proportion of inbound and outbound relationships that a 
concept has. As an example when using RDF(S) and the property type, the 
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indication is that the concept, from which the arrow is facing away, is su-
perior over the one at the other end, as type is used to specify an instance 
of a class. Similar label and arrow combinations can be found in other rep-
resentation methods. 
  
§ Relevance 
 Another criteria is linked to relevance of content. This can be assessed by 
either measuring directly the frequency of use of artefacts and concepts or 
by relying on rating tools, which in certain applications are made available 
to the community. The more relevant a concept is the more likely it should 
be promoted to higher ranked levels in the cube. This criterion is based 
on the assumption that general knowledge has a higher tendency of being 
accessed and considered relevant, then specific one. 
  
§ Actuality 
Actuality and relevance share some similarity, with the main difference be-
ing that actuality focuses on measuring the last accesses dates of concepts 
and artefacts, instead of their frequency of use. Concepts with a more re-
cent contribution or access date can be promoted to higher ranked levels 
in the cube, based on the assumption that general knowledge has shorter 
timespans between it being accessed, in comparison to more specific one. 
  
§ Impact 
 The impact of concepts can be derived by assessing if they are being used 
as keywords, since keywords resemble terms that are frequently used and 
as such are suited for applying structure. Hence, concepts with a high im-
pact factor can be considered as general knowledge. 
  
5.4.3.2 Building Granules 
 
After having identified and described a set of granulation criteria, used for establish-
ing the hierarchical structure, a shift of focus will be performed towards criteria that 
can be applied to build granules from concepts, which are of same granulation and 
as such on the same hierarchical level. Since granules, are to a certain degree com-
parable to clusters, as described by Bargiela and Pedrycz [2003] through an assess-
ment of the description of granularity, under the sense of clustering, it is possible to 
rely on clustering methods as a reference as to identify criteria that can be used to 
build granules with specific internal and external characteristics. 
 
Through an evaluation of different clustering methods, belonging to the domains of 
both soft and hard clustering, three applicable granule characterisation criteria could 
be identified, which are attribute similarity, graph connectivity and density. Based on 
these criteria, it is possible to measure and identify the affiliation of concepts to one 
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or more granules and establish the granular structure of the knowledge cube. The 
specified characterisation criteria are applied as follows. 
 
§ Attribute Similarity 
 Several clustering algorithms rely on a comparison of attributes of entities, 
in a bid to determine the degree of similarity between them and through 
this draw conclusion, on how they are affiliated, to one or more clusters. In 
order to compute the affiliation of entities to clusters, different clustering 
algorithms are at disposal. Most clustering algorithms rely on distance as a 
measure, upon which entities are positioned in a given space, with similar 
ones being placed closed to each other. By measuring distances to cluster 
centroids, or cosine similarity between vectors in a multi-dimensional vec-
tor space, affiliations to clusters can be determined.  
  
§ Graph Connectivity 
 Another way of building clusters, respectively granules, is based on an as-
sessment of the interconnectivity among nodes in a graph-based network. 
Through this, clusters can be generated, which consist of nodes and edg-
es that share some common properties within the network. For this, differ-
ent approaches are at disposal that result in building of clusters with di-
verse structures. These approaches consider factors such as the degree of 
betweenness or similarity among clusters, as well as closeness of nodes to 
each other.  
  
§ Density 
 Density as criteria concerns itself with the value space that surrounds enti-
ties. By assessing how entities are spread out in a given space, it is possi-
ble to locate regions, with higher and lesser densities. Density is measured 
by counting the number of entities within a specific radius. Denser regions 
are seen as an indicator for the existence of a cluster. 
  
5.4.3.3 Algorithms  
 
In this subsection, algorithms will be presented that can be used to build the granu-
lar knowledge cube. As such, they are influenced by the mentioned granulation cri-
teria and can be differentiated, based on the type of used characterization criteria. 
The following, non-conclusive list of algorithms, has been generated through a liter-
ature review, studying and evaluating clustering algorithms, from various different 
domains and selecting those which manage to fulfill the imposed requirements. This 
includes the ability to build granules from concepts and to structure them hierarchi-
cally in a fully autonomous manner. Based on these requirements, algorithms that 
belong to the domains of self-organizing maps, density-based clustering and ag-
glomerative hierarchical clustering could be identified as the promising candidates. 
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Algorithms from other domains, which have not managed to fulfill the imposed re-
quirements, due to either lacking the means to support an overlapping clusters, 
such as subspace clustering, grid-based clustering and divisive hierarchical cluster-
ing have therefore been excluded. Furthermore, are those also not being included 
that lack the ability to provide a hierarchical structure, like classical fuzzy clustering 
methods, clique percolation, modularity based clustering methods and spectral clus-
tering.  
 
5.4.3.3.1 Self-Organizing Maps  
 
The concept of self-organizing maps (SOM) was introduced by Kohonen [1982] and 
is a type of artificial neural network, hence why in some literature it is also being re-
ferred to as Kohonen Neural Networks. SOM do not belong to the group of cluster-
ing methods, but are considered as a data visualization method. However they can 
be used as a mean to identify clusters and build hierarchical structures, which is why 
they are considered for structuring a granular knowledge cube. 
 
SOM share similarities with a human brain and rely on neurons as the smallest enti-
ties, which are activated upon need. As such, neurons function by taking input, pro-
cessing it and yielding an output. Their use shapes the architecture of SOM, which 
consist of two fully connected layers, an input and an output layer. All neurons in the 
output layer are arranged in a two-dimensional lattice. The number of neurons in the 
input layer corresponds to the amount of attributes of the objects. Each neuron in 
the input layer has a feed-forward connection to each neuron that is on the Kohonen 
layer [Gan et al. 2007].  
 
Since SOM are designed for unsupervised learning, neurons are placed in a state of 
constant competitive learning, in which the output neurons compete among them-
selves to be activated, leading to only one neuron being activated at any given time. 
If a winner-takes-all approach is used, then only the winning neuron is activated. This 
competition among neurons is implemented by having lateral inhibition connections 
between neurons. As a result, neurons are forced to organize themselves, which is 
where the name self-organizing maps derive from [Bullinaria 2004].  
 
The basic idea behind SOM is to reduce dimensions, by generating maps that have 
the form of a two-dimensional lattice. A map is ordered in a way that similar neurons 
are plotted near each other, preserving the topology. Through this regions or clus-
ters are established, which can be specifically activated upon request [Loureiro et al. 
2006]. However, by default the generated topological maps are flat and hierarchical 
relations cannot be identified easily, as they are included in the same representation 
space. While dynamically growing variations of SOM have been introduced, such as 
the one by Alahakoon et al. [2000], they tend to generate large and complex maps, 
which are difficult to handle and process. 
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However, two variations of SOM could be identified that manage to fulfill all the im-
posed requirements. These are hierarchical self-organizing maps (HSOM) by Lampi-
nen and Oja [1992] and the growing, hierarchical self-organizing maps (GHSOM) by 
Dittenbach et al. [2000]. They are both hybrids, consisting of SOM and a part that is 
responsible for applying the hierarchical structure. The hierarchical structure is built, 
by introducing a termination criterion, which determines the maximum size of a map 
and therewith its possibility to grow horizontally. Once the maximal growth of a map 
is reached, a vertical expansion is enforced, by moving certain neurons to new maps 
on other layers. Neurons are selected and moved, based on their mean quantization 
error, which is computed by measuring the overall deviation of the input data at lay-
er 0. The growth processes is completed, once the termination criterion is not met 
any longer. Low termination criterion values promote the creation of many layers, in 
contrast to high values, which have the opposite effect [Dittenbach et al. 2000].  
 
5.4.3.3.2 Agglomerative Hierarchical Clustering  
 
Both of the previously mentioned algorithms rely on attribute comparison in a bid to 
establish the desired structure. Algorithms, from the domain of agglomerative and 
divisive clustering, use a different approach, by focusing on the connections among 
nodes, as a mean to derive the structure. While agglomerative clustering algorithms 
follow a bottom-up structuring approach, do divisive clustering algorithms use a top-
down, for the same task. In both cases, a set of nodes is divided into a sequence of 
nested partitions. The obtained results are mostly visualized through the use of den-
drograms, while other possibilities such as icicle plots, skyline plots, silhouette plots 
and loop plots can also be used for this purpose [Gan et al. 2007]. Because no suit-
able algorithms from the domain of divisive hierarchical clustering could be found to 
build a granular knowledge cube, a selection of algorithms will be presented that all 
originate from agglomerative hierarchical clustering. 
 
Algorithms that belong to the domain of agglomerative hierarchical clustering, such 
as the one introduced by Lance and Williams [1967] execute, by first assigning each 
node to its own cluster. From there on an algorithm begins in an iterative process to 
join the two closest or most similar clusters at each stage, using a combinatorial up-
date formula. This is continued until either all nodes belong to one single cluster or 
the iterations are stopped by a specific criterion, as suggested by Sugar and James 
[2003] and Jung et al. [2003]. 
 
While most algorithms from this domain can be applied to build a hierarchical struc-
ture autonomously, they generally create crisp clusters. As such, only few have been 
found that manage to support fuzzy clusters and classification. Throughout literature, 
they are classified into two groups. The first group holds algorithms, such as the one 
introduced by Ghasemi et al. [2010], which is a standard crisp hierarchical agglom-
erative clustering algorithm, extended for use on fuzzy data. The second group uses 
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fuzzy algorithms like the fuzzy c-means to first build clusters, which are then merged 
using hierarchical clustering techniques. Algorithms, which belong to the second are 
the ones published by Rodrigues and Sacks [2004] and Bank and Schwenker [2010]. 
All the mentioned algorithms, promote an arbitrary multi-assignment of nodes to be 
performed. This is achieved, by creating directed and weighted graphs that provide 
membership information, on whether a node is the child of another node and if so, 
to which degree [Konkol 2015]. 
 
5.4.3.3.3 Density-based Clustering  
 
After having described algorithms that compare attribute or assesses the connectivi-
ty of graphs to derive the desired structure, a final group of algorithms will be intro-
duced. These belong to the domain of density-based clustering, in which density is 
defined as number of entities in a specific radius, a measure used to identify clusters 
and their hierarchical structure. Clusters are considered as regions with a dense oc-
currence of entities, separated by less densely populated areas. A hierarchical struc-
ture is established, by measuring the reachability distance of entities within a cluster. 
This leads to entities close to or at cluster centers being promoted to higher ranks in 
the hierarchy, as they are most commonly located next to each other and through 
this have a low reachability distance.  
 
DBSCAN by Ester et al. [1996] is considered the first and most commonly used algo-
rithm from the domain of density-based clustering. A shortcoming of it is that it does 
not have the means to detect and build hierarchical structures. Based on this short-
coming, Ankerst et al. [1999] introduced OPTICS, which uses the same techniques as 
DBSCAN to build clusters and in addition, so-called reachability plots to determine 
and indicate the hierarchical location of entities. 
 
OPTICS executes by first checking the neighborhood of each entity for other entities 
in a predefined radius. Entities, whose number of neighboring entities then exceeds 
a predefined minimum value, are promoted to core entities. Clusters are established 
by grouping core entities together, which fall into each other’s radius until no further 
core entities are found. Repeating this procedure with gradually increasing minimum 
values of neighboring entities allows for nested clusters to be identified. Entities that 
do not belong to any cluster are labeled as noise. After having identified all clusters, 
the reachability distance among entities of a cluster, is measured. Those entities with 
very low distances from another are promoted further up, while those with lower end 
up further down in the hierarchy [Ankerst et al. 1999].  
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Chapter 6: Mapping User Knowledge 
 
The granular knowledge cube is a well-suited tool for abstracting knowledge, based 
on its level of granulation and affiliation to granules. In its current state however, it is 
not capable of indicating what concepts users have contributed, simply because us-
ers are not incorporated. Therefore, it has to be extended with a separated user lay-
er and user-to-concept, as well as user-to-user relationships, to provide this capabil-
ity. This extension will be introduced and elaborated in subchapter 6.1. Based on 
the extended, granular knowledge cube, all relevant concepts of a user can be iden-
tified, which is an essential, preliminary step, before any knowledge assessment can 
be performed. To identify the relevant concepts for each user, different algorithms 
are at deposal, of which some will be introduced in subchapter 6.2. 
 
Parts of this chapter have been published in the proceedings of the 2015 IEEE 4th 
International Conference on Big Data by Denzler et al. [2015]. 
 
6.1 Extended, Granular Knowledge Cube 
 
The need for an extension of the granular knowledge cube, derives from shortcom-
ings of the basic version, in which users and relationships they share with the present 
knowledge are not included. This however is essential, in order to be able to implic-
itly assess and determine the knowledge users hold.  
 
Therefore, the extended version of the granular knowledge cube takes also into ac-
count, from which users text-based artefacts originate and not solely which concepts 
are present. Through this, users can be interrelated with the granularly and hierar-
chal structured concepts, based on the artefacts they contributed, rendering it pos-
sible to assess depth and breadth of knowledge in specific domains. Extracting con-
cepts from artefacts and affiliating them with users is being referred to as user-based 
knowledge mapping. 
 
6.1.1 Conceptual Design  
 
A major modification that had to be made is to merge the granular knowledge cube 
and users, respectively a user base, into one entity. In this way, it becomes possible 
to draw relationships between concepts and users in order to mark their contributed 
concepts. However, users are not directly embedded inside layers and granules of 
the cube that hold concepts but are placed on a separate layer, outside of it. Within 
the user layer, relationships between users can also be established, based on factors 
such as the number of in common concepts or similarity among them. This allows in 
addition the assessing and querying for users with similar knowledge backgrounds. 
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Specific characteristics that had to be taken into account for the conceptual design 
are that concepts can belong to more then one user, respectively originator, at the 
same time. In addition, a single user can contribute the same concept several times, 
in which case it is recorded and made available for future assessments, as it could 
indicate a particular interest of a user.  
 
In Figure 21, the already described conceptual design of a granular knowledge cube 
is illustrated, consisting of concepts 𝑐", 𝑐$, … , 𝑐&, relationships 𝑟", 𝑟$, … , 𝑟& , granules 𝑔", 𝑔$, … , 𝑔&, multiple hierarchical levels 𝑙", 𝑙$, … , 𝑙& and corresponding dependencies 𝑑", 𝑑$, … , 𝑑& among granules. The extension of the granular knowledge cube is illus-
trated through the separated user layer. It holds users 𝑢", 𝑢$, … , 𝑢& and their corre-
sponding relationships with concepts. Furthermore, are relationships between users 
and concepts drawn, based on made contributions. This is accomplished, by first 
identifying all originators of an artifact, second by extracting all relevant concepts 
from it and third by connecting the extracted concepts with originators. Last but not 
least, relationships between users themselves are drawn, indicating relatedness. 
 
 
 
Figure 21: Extended, Granular Knowledge Cube 
 
6.1.2 Implementation 
 
The implementation of the extended, granular knowledge cube is very similar to the 
non-extended one. Therefore, in this chapter only features that are of relevance for 
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the extension will be elaborated in more depth. This includes an additional, separat-
ed user layer, user-to-concept and user-to-user relationships. 
 
6.1.2.1 Separated User Layer 
 
The reason for introducing an additional, separate layer for users, which is outside of 
the granular knowledge cube, is due to how content is stored in a graph-based da-
tabase. Since by default, a graph database places all nodes and relationships on the 
same layer, technically the granule and layer affiliation has to be added as a value to 
the properties. While concepts can be affiliated with a specific layer, the same is not 
true with user nodes, as users can contribute concepts that are on different layers. 
 
One way of circumventing this issue is by either not specifying the layer affiliation at 
all, rendering them layer-less or by listing all layers, in which a user has a contributed 
concept in. While the first option is simpler to implement, it does have its drawbacks 
especially when performing specific layer-based assessments and visualizations of it. 
Listing all affiliated layers prevents this shortcoming but increases the complexity of 
formulating query statements, as each time it is first necessary to check a nodes affil-
iation with layers before proceeding with the actually query. 
 
The separated layer is an in-between solution, which provides several advantages, 
especially when building visualizations of the extended, granular knowledge cube. A 
clear user and concept distinction, aids in reducing the overall noise in data and in-
creases understanding of the shown results. Furthermore, can users be represented 
and structured separately, free from any influence of the used structuring method for 
concepts. These benefits are available, while still maintaining a simple implementa-
tion approach.  
 
6.1.2.2 User-to-Concept Relationships 
 
User-to-concept relationships are drawn in a bid to affiliate users with all of the con-
cepts they have contributed. The affiliation is executed in the same step as concepts 
are identified and extracted from artefacts by establishing relationships between the 
extracted concepts and the user that contributed the artefact. If more then one user 
contributed an artefact, then all of the users are related with the extracted concepts. 
This procedure is repeated for each contributed artefact, resulting in each users hav-
ing at least one relationship with a concept and concepts with at least one user.  
 
However, in order for this approach to be executed, it is vital that users are identifi-
able and distinguishable. Should this not be the case, because for instance users do 
not need to identify themselves when making a contribution or several users share 
an account, then accuracy and possible even the entire functionality of the proposed 
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implicit knowledge assessment approach is compromised. It is possible to resort to 
sophisticated techniques and algorithms, capable of identifying users based on their 
behaviour patterns and by evaluating certain traits but for now having a user identi-
fication system in place, is simply imposed as a prerequisite.  
 
When establishing relationships between users and concepts another rule is in place 
that prohibits a user from having more then one relationship with the same concept 
even if it was contributed several times, within different artefacts. This is imposed in 
order to keep the complexity of the resulting graph network low and instead to use 
existing graph-based features to store such information.  
 
The most important feature of user-to-concept relationships is properties, which can 
be used in combination with concepts, users as well as relationships, to characterize 
them in more detail and therewith provide the basis for a more thorough evaluation. 
An in depth explanation of how properties are used in combination with the extend-
ed, granular knowledge cube and which benefits this brings, will be given in the fol-
lowing chapter, as a metric-based characterization of all the used entities will be in-
troduced. However, it is important to stress that no rule is imposed that forces the 
use of properties, meaning that both labelled and unlabelled graphs are accepted. 
 
6.1.2.3 User-to-User Relationships 
 
While user-to-concept relationships are essential for the implicit knowledge assess-
ment to be performed the same does not apply for user-to-user relationships. These 
are used to indicate the relatedness of users, an insight that can be used for various 
different purposes, such as to display the similarity of users, derived from evaluating 
the content that has been contributed, traits or interactions that took place.  
 
Different approaches are at disposal to determine the relatedness among users that 
need to be applied, depending on which basis the relationships are to be drawn. If a 
contribution-based interrelation of users is pursued, which aims at relating those that 
have contributed similar content in the past, then the same method as for measuring 
the similarity among concepts can be used. Meaning, a 𝑛-dimensional vector space 
is used, in which 𝑛 refers to the number of different concepts to index the contribu-
tions made by users. Those users that have used similar concepts in the past, will be 
located close to each other in the resulting vector space, meaning a relatedness can 
be assumed and therefore relationships established. Through the use of a threshold 
value to determine which distances of closeness are to be considered, it is possible 
to steer the resulting density of relatedness among users within the user layer. 
 
Should a trait-based approach be used, which measures the relatedness among us-
ers by comparing specific traits that users have selected to describe themselves such 
as interests, skills or education, then different cluster-based methods are at disposal. 
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If users are only able to indicate if they hold a trait or not, without having the possi-
bility to further refine to which extent, then the c-means clustering algorithm can be 
used to position users based on their traits around a predefined set of centroids. In a 
second step their closeness can be used as a measure to determine, which users are 
to be related with each other. However, if users are able to further refine their affilia-
tion with a trait, by using some type of rating system, then the possibility is given to 
use a fuzzy-based clustering method instead, in order to account for the additional 
information that is provided. In the thesis by Terán [2014] such a solution is present-
ed that relies on a fuzzy c-means algorithm to cluster users within a two-dimensional 
map, based on their similarity, from which their relatedness can be derived. 
 
The third and last approach of establishing user-to-user relationships is based on the 
interactions that took place between users in the past. Such interactions may consist 
out of answering some other users questions, collaborating on writing a knowledge-
related article or simply by liking or disliking some other users contributions. Each of 
these interactions can be used as a potential measure to establish a relationship be-
tween users. As such, this approach does not require any algorithms to be applied.  
 
User-to-user, just like user-to-concept relationships, can be characterized more spe-
cifically by adding valuable information to the properties. Which information can be 
added and what benefits it yields will also be elaborated in more detail in the follow-
ing chapter. 
 
6.2 Identifying Relevant User Concepts 
 
After having successfully built an extended, granular knowledge cube from different 
user-contributed artefacts and therewith mapped out the existing user knowledge, it 
is possible to identify all relevant concepts of a single user. This is a preliminary step, 
upon which the implicit assessment of depth and breadth of knowledge in different 
domains can be performed. For this task, different approaches are at disposal that 
can be roughly categorized based on the used degree of rigidity, at which concepts 
are selected. The choice of approaches derives from the structure applied to con-
cepts as well as the existing inter- and intragranular relationships. The different ap-
proaches are classified to the two groups, exact and proximity-based matching. 
 
6.2.1 Exact Matching Approach 
 
The exact matching approach is very strict and allows only concepts that have been 
explicitly contributed by the user in question to be considered. No other concepts, 
regardless of their degree of relatedness, are to be included. Such rigidity in match-
ing reduces the risk of imprecision, as no assumptions are being made with regard 
to concepts a user could be related with that however haven’t been explicitly stated.  
	 70	
 
The trade-off that comes with high precision is that the overall coverage of concepts 
by users is slim. This not an issue when the sole goal is to identify what knowledge is 
present, but it does imply a negative effect if it is intended for use as part of an EFS, 
respectively Knowledge Carrier Finder System that depends on having a high cover-
age of users, for each concept. To illustrate the drawbacks of using exact matching, 
the two synonyms car and automobile will be used. While both can be used inter-
changeably, with the exact matching approach, users that only contributed the con-
cept car would not be eligible for also being identified with the concept automobile. 
The resulting output of the exact matching approach, is illustrated with an example 
in Figure 22 based on concepts that users 𝑢" and 𝑢$ contributed within the sample. 
Concepts, which are directly related to user 𝑢" have been marked red and are being 
summarized in the right section of Figure 22. 
 
 
 
Figure 22: Exact Matching Approach 
 
The implementation of an exact matching approach is straight forward as this can be 
achieved with simple query statements and without the need for any algorithms. All 
the query needs to perform is to select all concepts that are directly related with the 
particular user and therewith precisely one-hop away. For instance, using the query 
language cypher, a corresponding statement for user 𝑈" could be something along 
these lines. 
 
MATCH (u:User {name:"User1"})-[:contributed]->(c:Concept ) RETURN c 
 
The simplicity of implementation and low computational costs, favour the use of the 
exact matching approach. However, as previously mentioned shortcomings do exist, 
which prohibit considering closely related or even interchangeable concepts.  
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6.2.2 Proximity Matching Approach 
 
An additional downside of the exact matching approach is that it does not fully har-
ness the benefits of the extended, granular knowledge cube, unlike the proximity-
based matching approach. This approach profits from the applied structure and ex-
isting relationships that are used to indicate relatedness by including concepts in the 
assessment portfolio that have not specifically been contributed by a user but are to 
some degree related to concepts that have. 
 
The proximity-based matching approach allows for concepts to be included that 
have directly or indirectly established relationships with contributed concepts of a 
user. This can be implemented by relying on the use of graph-based structure, pre-
sent within the extended, granular knowledge cube and the corresponding tools 
that graph-based query languages and Graph Theory have offered.  
 
The execution of the proximity matching approach consists of two steps. In the first 
step, all concepts that have been contributed by a user are identified and used as a 
reference. In the second step this is used as the basis on which related concepts are 
retrieved. To identify those related concepts, which are two-hops away from the user 
itself, it is possible to resort to either graph-based query statements that travers the 
graph looking for nodes, which are two hops away, or by deploying an algorithm for 
this task. If a cypher-based query statement is used, it could look something like this. 
 
MATCH (u:User {name:"User1"})-[:contributed*1..2]->(c:Concept ) RETURN distinct c 
 
Another possible approach for selecting nodes that are two or more hops away, can 
be achieved through the use of a breadth-first or depth-first search graph algorithm. 
While both can be used to accomplish the task, breadth-first search is better suited, 
as it maintains a list as a queue and not as a stack, which is more convenient for as-
sessing the output later on. The breadth-first algorithm executes by first selecting a 
root node 0, from which on it traverses the graph, in ascending order by selecting all 
nodes that are one-hop away, then two-hops and so on until the last reachable node 
is selected. The resulting output queues all nodes in order of their selection, making 
sure that each node is present only once. Because by default it is designed to select 
all reachable nodes, it is vital to limit the number of hops, respectively how far down 
and out it is allowed to go. This is achieved by setting stopping criterion for both the 
maximum depth and breadth.  
 
It is important to stress that by considering concepts that are two or more hops away 
the risk of inaccuracy increases, as users might not know much about them. As such, 
the proximity matching approach should be used with caution and conservatively. A 
way to improve accuracy and lower the risk of inaccuracy is by applying filters, which 
can be used to exclude nodes, respectively concepts that do not meet certain crite-
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ria, such as frequency of use, actuality and similarity. Furthermore, can the affiliation 
with granules be considered, in which case only concepts that are two or more hops 
away are considered, which belong to the same granule, as the ones of the previous 
hop. Through this the benefits of a granular structure can be harnessed. In Figure 23 
a proximity-matching approach is illustrated, which considers nodes up to two-hops 
away for user 𝑢" and that belong to the same granule as their predecessor concept, 
which is why concept 𝑐""is not included, even though it is two-hops away. 
 
 
 
Figure 23: Proximity Matching Approach 
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Chapter 7: Adaptive, User Representation and 
Assessment Framework 
 
In this chapter the Adaptive, User Representation and Assessment (A.U.R.A) frame-
work will be introduced, which uses and builds on top of the extended, granular 
knowledge cube, in a bid to establish rich and up-to-date knowledge representa-
tions of users. These knowledge representations serve as a basis, upon which appli-
cations can rely to perform tasks that are related to the discovery of knowledge and 
users that hold it.  
 
In subchapter 7.1 the intended use of the A.U.R.A framework is described, followed 
by an in-depth elaboration of how the knowledge of users can be represented accu-
rately and in more depth, using a set of metrics for this purpose. Subchapter 7.3 fo-
cuses on the need for adaptation, respectively how the A.U.R.A framework has to be 
incorporated into the adaptation cycle, commonly used with adaptive systems. Fur-
thermore is a trait-based concept selection algorithm introduced, which allows over-
coming of the cold start problem under certain circumstances that occurs when little 
to no information on users is available for an adaptive system to initiate its function-
ality.  
 
Parts of this chapter are published at Springer HMD Praxis der Wirtschaftsinformatik, 
Schwerpunkt Big Data by Denzler & Wehrle [2016], as well as the 8th International 
Conference on Knowledge and Smart Technology (KST) by Denzler et al. [2016]. 
 
7.1 Intended Use 
 
The main use of the A.U.R.A framework is to complete the representation process, in 
which the final result is an accurate and rich knowledge representation for each user. 
To accomplish this, data that has not been considered so far, neither by the stand-
ard nor the extended version of the granular knowledge cube, is being included in a 
bid to enrich overall expressiveness and to allow for more refined assessments to be 
performed. These assessments rely on the use of metrics, which harness the benefits 
of having granularly and hierarchically structured knowledge, users that are associat-
ed with the structured knowledge, as well as a complete coverage of relevant data.  
 
This final enrichment is necessary as the extended, granular knowledge cube is only 
capable of indicating which concepts a user has contributed, how concepts are in-
terrelated and if users share any relationships. No further information on the particu-
larities of relationships or other entities is available. As a consequence it is not yet 
possible to build rich knowledge representations of users, which provides a more in 
depth overview of the held knowledge and its characteristics.  
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In order to diminish this lack of richness and expressiveness, the A.U.R.A framework 
uses a four-step procedure. First, data that has not yet been included but is of rele-
vance for enrichment and the assessment process needs to be identified. In a further 
step, all relevant and eligible entities, which form the extended, granular knowledge 
cube need to be selected. Upon them a set of domains can be derived that are used 
for categorized database columns and metrics later on. Step three is responsible for 
refining the top domains into subdomains and for affiliating database columns with 
them. The fourth and final step is tasked with building the desired accurate and rich 
knowledge representation of users by harnessing the available resources and quanti-
fying them, through the use of a set of generally applicable metrics. 
 
Such knowledge representations of users are particularly interesting for applications 
that require insights on the type of knowledge users hold or to identify users that are 
particular knowledgeable, in certain domains. How the A.U.R.A framework fits into 
the present structure, which tasks are fulfilled by the standard and extended version 
of the granular knowledge cube and what the resulting outcome is, can be seen in 
Figure 24. 
 
 
 
Figure 24: Structure of the A.U.R.A Framework 
 
7.2 Knowledge Representation of Users 
 
A knowledge representation of a user is comparable to a classical knowledge repre-
sentation. The main difference lays in the focus, which in the case of knowledge rep-
resentations, is on modeling facts about the world in a computer interpretable way, 
and for knowledge representations of users to map out user held knowledge in such 
a way that applications can harness it to perform analytical and decisive tasks. 
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7.2.1 Identifying Relevant Data  
 
Considering that the standard and extended version of the granular knowledge cu-
be is primarily built using text-based data and metadata, which originates from user 
made contributions, means that any other data that is also present, has simply been 
ignored so far. This shortcoming will now be addressed as not yet considered data is 
identified and relevant one selected, which can be used to increase the overall ex-
pressiveness and for a more refined assessment. 
 
First, it is necessary to clarify why some of the following data is being suggested and 
where it originates. Since one of the main goals of the A.U.R.A framework is to be 
generally applicable, an important step towards fulfilling this goal is to identify data 
that can be considered as commonly available and relevant for the enrichment. Only 
through this, it is ensured that it can be applied in different use-cases. Therefore, the 
first step consisted of acquiring database schemas of some of the most popular plat-
forms and tools that are used to share and exchange knowledge among users and 
that can be considered as a point of reference.  
 
The selection includes platforms like The Stack Exchange Network, which is home to 
several popular question and answer communities, on a range of different topics, 
with Stack Overflow being one of the most frequently used. Another platform that 
has been included is Wikipedia, because it is one of the most popular online ency-
clopedias available. To diversify the portfolio, Confluence has been included, which 
is a tool distributed by Atlassian and is commonly in use by companies that host an 
internal Wiki. A particular benefit from focusing on highly popular representatives is 
that a large amount of the smaller platforms, as well as tools, often try to mimic 
them and as a result rely on similar functionalities and features.  
 
In Table 4, the resulting outcome of the evaluation of different database schemas is 
shown. This includes various database columns that can be considered as commonly 
available, in addition to some that might not be common but have been included 
nonetheless, as they provide significant benefits for the assessment later on. The 
listed database columns are grouped together and categorized, similar to their ap-
pearance within their original database schema. Furthermore, it is necessary to stress 
that not all of the listed database columns are new and have not been considered 
yet. As it is a general aggregation of commonly available database columns, some, 
especially the text-based and metadata related columns have already been used to 
build the granular and hierarchical knowledge structure. 
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Table 4: List of Commonly Available Database Columns 
 
7.2.2 Selecting Entities and Building Domains  
 
After having identified commonly available and relevant data, which can be used for 
the enrichment and later on for the assessment process, it is necessary to determine 
how to affiliate this data with the entities that are present within the extended, gran-
ular knowledge cube. Among these entities are users, concepts, relationships, de-
pendencies, granules and hierarchical levels. However, not all of the mentioned enti-
ties are eligible for being enriched with additional data, as some are primarily used 
for applying and maintain the structure and not for expressing facts. This is the case 
with granules, hierarchical levels and dependencies. Therefore, the final selection of 
entities that can be used for the enrichment consists of relationships, concepts and 
users. 
 
In a next step, the selected entities need to be brought into relation with each other, 
in order to map out all of the present relationship types, which includes user-to-user, 
user-to-concept and concept-to-concept relationships. Based on this it is possible to 
identify five different entity types, which are user, concept and the three relationship 
types user-to-user, user-to-concept and concept-to-concept. These entity types do 
not only serve a structural purpose but also a descriptive one and as such are eligi-
ble for enrichment.  
 
Furthermore, do these five entity types serve as a basis, upon which domains can be 
abstracted. Domains fulfill a similar role as categories, as they serve as labeled con-
tainers that aggregate a specific type of content or features. In this case, each of the 
suggested domains is associated with exactly one entity type, which it characterizes 
and as such can be used to affiliate specific database columns or metrics with. The 
derived domains consist of profile for users, metadata for concepts, interaction for 
user-to-user relationships, relatedness for concept-to-concept relationships and con-
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tribution for user-to-concept relationships. An overview of the mentioned domains 
and how they are interrelated with each other is illustrated in Figure 25. 
 
 
 
Figure 25: Labeled Entities of the A.U.R.A Framework  
 
The mentioned domains are characterized and used as follows.  
 
§ Profile  
 The domain profile is associated with the entity user and is used to charac-
terize it in more detail. Data that is attributed to it is related to how a user 
perceives and describes him or herself, as well as how others perceive 
them. Therefore, user host primarily explicitly acquired data that results 
from the use of reputation systems or traditional forms.   
  
§ Metadata  
 Metadata, as a domain, is used to provide further insights into various dif-
ferent aspects, related to artifacts, respectively the embedded concepts. 
Because metadata is used to describe an artifact and not singleton con-
cepts, all concepts of an artifact inherit the same metadata. Data that be-
longs to this domain can be categorized as either administrative, structural 
and descriptive, which will be defined in detail in the following sections.  
  
§ Contribution  
 Contribution is used to characterize user-to-concept relationships in more 
detail, which makes it a particularly valuable. Data and metrics that are at-
tributed to it have a direct influence, on how the knowledge of users is 
represented. Examples of data that can be attributed to it, consists of 
timestamps to account for the age of a contribution or quality indications, 
such as up and down votes. 
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§ Interaction  
 The domain interaction is used to characterize user-to-user relationships in 
more detail. This allows for related users to be distinguished from another, 
as data related to frequency of interaction or the like-mindedness of users, 
is included. 
  
§ Relatedness 
 Part of this domain is concept-to-concept relationships that can be further 
refined and characterized by expressing the relatedness among concepts. 
This can be easily achieved, as the extended, granular knowledge cube al-
ready computes the relatedness among concepts, while applying structure 
to them. However, by default no values that indicate the degree of similar-
ity, functionality or indistinguishability between concepts are added to the 
relationships. Therefore, this can be done retroactively.  
  
These five domains form the backbone of the A.U.R.A framework, as any characteri-
zation of entities to increase the overall expressiveness involves their use. Their defi-
nitions are intentionally held broad and only vague remarks were made on what da-
ta they may hold, in order to not limit the usability. As a consequence, it is necessary 
to introduce a set of subdomains to allow for a more specified affiliation of database 
columns to be performed, which later on will serve as a basis for a set of metrics that 
can be used to assess and quantify data. 
 
7.2.3 Affiliating Data with Subdomains 
 
After having identified all relevant entities that can be enriched and associated them 
with domains, it is necessary to select a set of subdomains for each domain, in order 
to allow for a more differentiated affiliation of database columns and a potential ba-
sis for different metrics. For profile the subdomains personal information, reputation 
and self-portrayal are introduced, while for metadata the subdomains consist out of 
age and quality. 
 
The used subdomains are defined affiliated with data as follows. 
 
§ Profile - Personal Information  
 Personal information covers specific descriptions of user attributes, such as 
username, email, age, gender etc. Commonly, this type of data is present 
in user tables of a database.  
  
§ Profile - Self-Portrayal 
 Self-portrayal, as the name suggests, is used for anything related to how it 
is that users perceive themselves, especially with regard to their skills, in-
terests and knowledge. Depending on the provided declaration methods, 
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which users can use to express their perceptions, different data types may 
result. 
  
§ Profile - Reputation 
 Reputation stands in direct contrast to self-portrayal, as it contains insights 
on how other users in the community evaluate and perceive skills, interest 
and knowledge of a specific user. To acquire such feedback, it is necessary 
to have a reputation system in place, which allows user contributions to be 
rated. Used ratings may consist of simple up and down votes or even re-
wards systems that introduce medals or virtual coins that can be earned. 
  
§ Metadata - Age 
 This subdomain aggregates a set of age-related properties of artifacts that 
describe for example when they were contributed, last accessed or edited. 
Through this, a better understanding for the use of artifacts can be gained 
and how up-to-date they are. 
  
§ Metadata - Quality 
 Quality is another subdomain of metadata that is used for insights on how 
the quality of artifacts is perceived. This, similar to the reputation of users, 
also requires the use of a reputation system. Another similarity is that both 
rely user-provided feedback in the form of up and down votes and in this 
particular case also the number of views. However, direct user feedback is 
more reliable as a measure for indicating the quality of an artifact then the 
number of views. Since concepts are extracted from artifacts, this results in 
all concepts of an artifact inheriting the same values. 
 
In Table 5 the domains profile and metadata are illustrated, as well as their corre-
sponding subdomains. Furthermore, have database columns been affiliated with the 
subdomains, in order to indicate their belonging. 
 
 
 
Table 5: Profile and Metadata Subdomains and Affiliated Database Columns 
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The remaining domains consist exclusively out of different relationships types, which 
will now also be refined into subcategories. User-to-user relationships and the corre-
sponding domain interaction are differentiable into the subdomains sentiment, in-
tensity and semantic, while user-to-concept relationships, respectively the domain 
contribution is divided into the subdomains quality, type, timeliness and popularity. 
Relatedness, which covers concept-to-concept relationships, can also be refined into 
subdomains, although no additional data is attributed to it. A differentiation is based 
on the underlying methods that are used for relating concepts and building the un-
derlying structure of the extended, granular knowledge cube, which includes similar-
ity, functionality or indistinguishability.  
 
Subdomains, used for the different relationship types, are defined and affiliated with 
database columns as follows. 
 
§ Interaction – Sentiment 
 The sentiment subdomain is used to track, how much users agree or disa-
gree with each other, on contributed content. A high agreement between 
two users can be an indication that they are like-minded. To gain insights 
on this matter, database columns related to ratings, such as up and down 
votes or likes and dislikes are considered. Ultimately, these ratings need to 
be attributed on a user-to-user basis, based on their use throughout dif-
ferent artifacts.  
  
§ Interaction - Intensity 
 Intensity is used to describe how tightly or loosely users interact with each 
other. Tight and intense relationships result from a high collaboration fre-
quency among users. Data that reveals the collaboration frequency can be 
acquired by implementing counters, which measure the number of inter-
actions that took place between users. Such interactions can consist of ar-
ticles that have been written together, questions answered and comment-
ed made.  
  
§ Contribution - Quality 
 The quality subdomain affiliated with the domain contribution is compara-
ble to the subdomain quality used for metadata. Both assess the quality of 
contributed content. However, metadata describes the quality of a specific 
concept, while in the case of contribution a particular user-to-concept rela-
tionship is characterized. This, in order to specify if the concepts that a us-
er has contributed, were perceived as correctly used and in a qualitatively 
adequate manner or not. Such a differentiation is essential, as not all con-
tributions are always correct from a content point of view. 
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§ Contribution - Type 
 A further subdomain of contribution is type, which reveals from which type 
of contribution a concept originates from be it question, answer, comment 
or post. Such insight is valuable, as not all types are equally beneficial to 
determine what knowledge users hold. Answers and posts are better indi-
cators for this then questions, mainly because posing a question does not 
mean that you hold that knowledge yet, it is only through learning from an 
answer that this is accomplished. Comments have a special status because 
they can be used for both, to concretize a question or an answer. 
  
§ Contribution - Timeliness 
 The use of the timeliness subdomain is to record when a user has contrib-
uted a concept. Through this the age of a contribution can be determined 
and as a result the probability that the user still holds this knowledge. This 
is essential, as humans tend to forget things they have learned, unless it is 
being used and therewith activated every now and then. In research this is 
referred to as the retention of knowledge, which has been first introduced 
by Ebbinghaus [1885] and the so-called forgetting curve.  
  
§ Contribution – Popularity 
 A final subdomain that is used in combination with contribution is popular-
ity. Its purpose is to indicate the amount of attention that contributions of 
users have managed to acquire. Highly popular contributions can be seen 
as a further measure to assess quality, which however does not rely on rat-
ings. Instead, it focuses on the number of views, comments and posts.  
 
In Table 6 all the mentioned subdomains for all the different relationship types are 
illustrated, as well has the database columns that can be affiliated with them. 
 
 
 
Table 6: Relationship Subdomains and Affiliated Database Columns 
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The use of subdomains, in combination with the mentioned domains, allows for a 
more refined affiliation of database columns to be achieved. In a further step these 
subdomains can serve as a underlying basis, upon which metrics can be derived that 
are used to quantify and assess the attributed database columns, in a bid to gener-
ate accurate and rich knowledge representations of users. However it is necessary to 
stress that the introduced list of subdomains serves as a reference point and as such 
is non-conclusive, which allows for additional subdomains to be added, if the under-
lying data requires it.  
 
7.2.4 Quantification and Assessment  
 
The final step, performed by the A.U.R.A framework after having completed the rep-
resentation procedure, which involves storing and affiliating the remaining data that 
has not yet been considered in the properties of entities, consists out of using a set 
of metrics to quantify and assess certain characteristics. This step ensures two things. 
First and foremost that data that was attributed to entities, which is in a raw state, is 
statistically processed and transformed into singleton values for a simpler, more ex-
pressive and comparable use. Second, metrics are not limited solely to the addition-
ally attributed data but measure and assess also a range of other parameters, which 
are already present through the use of the extended, granular knowledge cube. This 
ensures that the established knowledge representations of users have a rich expres-
siveness and are presented in a state that applications that rely on their use, do not 
need to perform any further computations and can use them directly. 
 
The use of metrics is derived from Web Analytics, in which metrics are used to ana-
lyze and measure website traffic, in order to find out how websites perform and how 
they are being used. Because websites differ in content and purpose, different met-
rics need to be used, of which some are generally applicable, while others are more 
specific. The A.U.R.A framework has to cope with similar difficulties, as not all plat-
forms that are used for sharing and exchanging knowledge are the same and hence 
differ in their underlying datasets. As a result, here too a portfolio of metrics is being 
suggested that can be applied, if the present data supports their use. 
 
An influence of what has been identified, as commonly available and relevant data is 
not only present during the process of deriving subdomains, but also on some of the 
introduced metrics. The reason for this lays in the use of metrics, which as previously 
mentioned, is partially to statistically process the attributed database columns. Since 
each subdomain fulfills a certain role, in the quest for a richer and more expressive 
characterization of entities and hosts different database columns, they often serve as 
a starting point, upon which metrics are derived. As a result, many of the suggested 
metrics will be closely related with one specific subdomain and in some cases, even 
share the same label, as can be seen in Figure 26.  
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Figure 26: Metrics of the A.U.R.A Framework 
 
The suggested metrics can be differentiated with regard to the underlying basis they 
use for comparing values. This allows them to be categorized, as belonging either to 
the group of generalized, segmented or individual metrics. While generalized met-
rics aim at a general comparison of values, which uses all entries of the same type as 
basis for a comparison, do segmented metrics rely only on a small subset and indi-
vidual are not compared towards others at all. This difference directly influences how 
values are to be computed and how the resulting values should be interpreted.  
 
7.2.4.1 Generalized Metrics  
 
To the group of generalized metrics belong primarily all contribution related metrics. 
This, as each trait of user-to-concept relationships needs to be put into contrast with 
all other traits of the same type to produce accurate and representative results. Oth-
erwise, the risk persists that results may be skewed. The used metrics are defined as 
follows. 
 
§ Contribution – Quality 
 This metric is used for quantifying and assessing how a community perceives 
the quality of user made contributions. To fulfill this task, likes and dislikes or 
up and down votes are considered, which serve as indicators for a measure-
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ment. Because such ratings are provided for artifacts and not singleton con-
cepts, the ratings need to be passed on to concepts and therewith, indirectly 
on to user-to-concept relationships. Based on these inherited indicators, it is 
now possible to assess and quantify the quality for each user-to-concept rela-
tionship on a scale from [-1,1]. To achieve this, it is necessary to quantify the 
number of positive votes 𝑝" and negative votes 𝑛" that a user 𝑢 has received, 
for a given concept 𝑐". In a further step the sum of positive, as well as nega-
tive votes are determined using 𝑝&'()"*+  and 𝑛&'()"*+ , upon which the rela-
tive difference 𝑐,(-."/01'22343563 can be computed using 
  
 𝑐,(-."/01'22343563 = 𝑝&'()"*+ − 𝑛&'()"*+  . 
  
 The final step consists out of normalizing 𝑐,(-."/01'22343563, by the highest sum 
of positive or negative votes that have overall been acquired in the communi-
ty. If 𝑐,(-."/01'22343563 yields a positive value, it needs to be normalized with max	( 𝑝")"*+ ) and if the value is negative, then with max	( 𝑛")"*+ ). The desired 
value for 𝑐,(-."/0 is computed as follows 
 
 
𝑐,(-."/0 =
𝑝&'()"*+ − 𝑛&'()"*+	max	( 𝑛")"*+ ) 						𝑓𝑜𝑟						𝑐,(-."/01'22343563 < 0																																								0						𝑓𝑜𝑟						𝑐,(-."/01'22343563 = 0		𝑝&'(')"*+ − 𝑛&'(')"*+max	( 𝑝")"*+ ) 						𝑓𝑜𝑟						𝑐,(-."/01'22343563 > 0		
.	 
  
 The presented computation of the metric 𝑐,(-."/0 can be adjusted, in a bid 
to influence the impact of negative votes more strongly. This can further 
improve the expressiveness in some cases, particularly if the perception is 
that negative votes should have a stronger impact, on the resulting quali-
ty. To weigh negative votes stronger it is possible to use 𝑚𝑎𝑥( 𝑛")"*+ )I, 
where 𝑥 can be set depending on the desired strength of the adjustment 
or logI 𝑚𝑎𝑥( 𝑝")"*+ ), in which case 𝑥 determines the rate at which positive 
votes are weakened.  
  
§ Contribution – Type 
 A differentiation between different contribution types becomes only rele-
vant, if the underlying platform supports such a distinction. The term con-
tribution type refers to in what context content is encapsulated, be it as an 
answer, question, comment or part of an article. A differentiation is neces-
sary because concepts that originate from different types are not all equal-
ly significant towards determining whether users hold knowledge in a spe-
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cific domain or not. As an example, concepts that originate from questions 
are less likely a significant indication that a user knows much about them, 
in comparison to those that have been used as part of an answer or article. 
  
 The metric type, which used for quantifying existing divergences in signifi-
cance 𝑠" between different types, attributes a preset value to all of the us-
er-to-concept relationships based on the underlying contribution type that 
they originate from, such as for instance comment, answer or question. As 
the same concept can be contributed several times by a user, using differ-
ent contribution types, the metric simply sums up the attributed values, in 
order to yield a comparable result.  
  𝑐/0OP = 𝑠")"*+  
 
 Since the resulting output should be on a scale from [0,1] it is vital that the 
resulting sum of 𝑠" does not exceed the normalization. Respectively, a us-
er-to-concept relationship gets the highest score, only if the user used the 
particular concept in all possible contribution types. Which values are pre-
set for each of the contribution types, depends on the present use case 
and how significant their divergence is perceived. 
 
§ Contribution – Timeliness 
 The timeliness metric is used to assess and quantify how much knowledge 
a user manages to retain after having contributed content in the past. This 
is an important factor to consider, since humans forget, respectively loose 
knowledge over time. By taking this into consideration, more accurate and 
up-to-date knowledge representations of users can be achieved.  
  
 Ebbinghaus [1985] states that the level at which a user retains knowledge, 
depends on two important factors, which are the strength of memory and 
the amount of time that has passed since acquiring knowledge. Formulat-
ed as an equation, this is described as 
  
 𝑟 = -(QRS /)TU-	. 
  
 Where 𝑟 stands for percent retained and 𝑡 for time since original learning, 𝑎 and 𝑏 are constants with 𝑎 = 1.84 and 𝑏 = 1.25 [Ebbinghaus 1985]. This 
equation can be used to calculate the retention for each user-to-concept 
relationship, expressed as a value on a scale ranging from [0,1]. However, 
there is one particularity that needs to be taken into account before using 
the equation, which is that through repetition, users are able to slow down 
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the forgetting rate and at the same time relearn faster, as knowledge is 
transferred from short to long-term memory. The memory chain model, in-
troduced by Murre and Dros [2015] extends the forgetting curve with the 
ability to take repetition into account. The equation is defined as follows 
  
 𝑐/"]P.")P^^ = 𝜇+𝑒a-b/ + dbde(PfgehaPfgbh)-ba-e 	. 
  
 Where 𝑐/"]P.")P^^ stands for percent retained, 𝑎+ for an average decay rate 
in short-term memory and for 𝜇+ the initial strength of the memory in 
short-term memory. In contrast does 𝑎i describe the average decay rate in 
long-term memory and 𝜇i the strength of memory in long-term memory 
and 𝑡 again the time, since the original learning. The used constants are 
computed using the suggested values for 𝜇+ = 0.56 and 𝑎+ = 0.00035 and 
for 𝜇i = 0.00018 and 𝑎i = 1.00𝑒l [Murre and Dros 2015]. 
  
§ Contribution – Popularity 
 Through the use of the metric popularity it is possible to differentiate user-
to-concept relationships based on their reach. This can be beneficial when 
trying to determine the impact that users have, with their contributions, as 
part of the community. To assess and quantify the corresponding popular-
ity, the metric relies on measuring the total of views	 𝑣&'()"*+  of a specific 
concept 𝑐" of user 𝑢, as well as the total of answers 𝑎&'()"*+  and the total 
of comments 𝑐&'()"*+ . Each of the values is then normalized by the corre-
sponding total, which represents to the highest value among users, yield-
ing the relative value. In a final step, each of the computed sums is aggre-
gated and divided, through the number of different factors that have been 
considered for the count, yielding as a result a value on the scale, ranging 
from [0,1]. The used equation is formulated as follows 
  
 𝑐OnO(.-o"/0 = b5× q6'r5'sbtgu(q') U g6'r5'sbtgu(g') U 66'r5'sbtgu(6')v . 
  
§ Contribution – Occurrence 
 Another valuable contribution-based metric is occurrence. Its aim is to ex-
press how frequently users used the same concepts over time. This can be 
seen as an indicator, to determine the focus of user contributions as not all 
concepts are equally often used. The relative frequency of use of concepts 𝑐n&&(ooP)&P is quantified and assed by first measuring how many times each 
concept 𝑐" of user 𝑢 has been contributed through 𝑐"𝑢)"*+ . In a final step, 
the total number of occurrences for each contributed concept of a user is 
divided through the maximum occurrences 𝑚𝑎𝑥( 𝑐"𝑢)"*+ ) of the same us-
er, yielding a relative value on a scale from [0,1]. The underlying equation 
is formulated as follows 
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 𝑐n&&(ooP)&P = &'(5'sb]-I(&'()	. 
 
7.2.4.2 Segmented Metrics  
 
Segmented metrics focus on evaluating aspects that affect only a small subset of the 
present entities. In this case, this includes user-to-user relationships, as they focus on 
indicating how a user interacts with his related environment. Therefore, any normali-
zation relies on the subset of users that are related with a specific user, as a basis. A 
set of metrics that can be used for this task, includes the following. 
 
§ Interaction – Sentiment 
 The sentiment metric is used to track, how much users agree or disagree with 
each other on contributed content and through this to express the degree of 
sentiment between them as a value on a user-to-user relationship. This value, 
ranges on a scale from [-1,1]. To compute the sentiment between two users it 
is necessary to quantify the number of positive votes 𝑝" and negative votes 𝑛" 
that a user 𝑢 has received from user 𝑢" on his contributions. In a further step, 
the positive and negative votes are summarized using 𝑝((')"*+  and 𝑛((')"*+  
in order to determine the difference 𝑖^P)/"]P)/1'22343563 with 
  
 𝑖^P)/"]P)/1'22343563 = 𝑝((')"*+ − 𝑛((')"*+ . 
  
 After having accomplished this, the final step consists of determining the rela-
tive value of 𝑖^P)/"]P)/1'22343563, by normalizing it with the highest sum of posi-
tive or negative votes that a user has received from others. If 𝑖^P)/"]P)/1'22343563 
yields a positive value it is normalized using max	( 𝑝((')"*+ ) and if the value is 
negative then with max	( 𝑛((')"*+ ). The relative value of 𝑖^P)/"]P)/ is comput-
ed as follows 
  
 𝑖^P)/"]P)/ =
Orr'5'sb a )rr'5'sbxyz( )rr'5'sb ) 						𝑓𝑜𝑟						𝑖^P)/"]P)/1'22343563 < 0																																	0						𝑓𝑜𝑟						𝑖^P)/"]P)/1'22343563 = 0		
Orr'5'sb a )rr'5'sbxyz	( Orr'5'sb ) 						𝑓𝑜𝑟						𝑖^P)/"]P)/1'22343563 > 0		
. 
 
 The presented computation of 𝑖^P)/"]P)/ can be adjusted, in a bid to influ-
ence the impact of negative votes more strongly. This can further improve 
the expressiveness in some cases, particularly if the perception is that 
negative votes should have a stronger impact, on the resulting sentiment. 
To weigh negative votes stronger (𝑛((')I can be used, where 𝑥 can be set 
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based on the desired strength of the adjustment or logI(𝑝((') in which 
case 𝑥 determines the rate at which positive votes are weakened.  
 
§ Interaction – Intensity 
 Intensity, as a metric, is used to specify how tightly or loosely users interact 
with each other. Depending on the functionalities of the platform in question, 
this can be assessed and quantified by measuring the interactions that take 
place between users. On a question and answer type of platform this would 
consist out of measuring how many posts 𝑝", answers 𝑎" or comments 𝑐" users 𝑢 and 𝑢"  have in common. The computed sums of 𝑝((')"*+ , 𝑎((')"*+  and 𝑐((')"*+  are then divided through the corresponding, highest value that has 
been established with a given user 𝑢{, in bid to normalize it. In a final step, all 
of the normalized values are summarized and divided through the number of 
features that have been considered to measure the interactions. The resulting 
values range on a scale from [0,1] and are computed as follows 
  
 𝑖")/P)^"/0 = |rr'5'sbtgu( |rr')U grr'5'sbtgu( grr')U 6rr'5'sbtgu( 6rr')v   . 
  
§ Interaction – Semantic  
 The metric semantic measures the number of concepts 𝑐" that a user 𝑢 has in 
common with other, related users 𝑢". For this first the sum of shared concepts 
for all relevant users is computed using 𝑐((')"*+ , which then in a second step 
is normalized, by the highest number of shared concepts, from the set of re-
lated users, yielding a value on a scale from [0,1]. The equation is formulated 
as follows  
  
 𝑖^P]-)/"& = &rr'5'sb]-I( &rr')  . 
 
7.2.4.3 Individual Metrics  
 
The last group of metrics is categorized as belonging to individual metrics. They are 
referred to as individual metrics, because their aim is to characterize a specific entity, 
independent from how the entity in question might be interrelated and used. There-
fore, it is primarily concepts and users, respectively the domains metadata and pro-
file that are quantified and assessed, using the following set of metrics. 
 
§ Profile – Completeness 
 An issue with personal information such as sex, age and username is that it 
is difficult to quantify and assess in a way that allows for meaningful con-
clusions to be drawn. Therefore, it is not the content itself that will be con-
sidered but instead how complete a user profile is, respectively how much 
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personal information users are willing to share that could be used to iden-
tify them. 
  
 The metric completeness is based on the assumption that the more com-
plete a user profile is and therewith a user can be identified the higher the 
quality of contributions from that user. This assumption has been statisti-
cally evaluated by measuring the correlation between different degrees of 
completeness and the average number of positive votes received from the 
contributed content, in a study by [Ginsca and Popescu 2013]. The evalua-
tion has shown that a positive correlation is present and that more com-
plete profiles tend to have higher quality contributions. 
  
 Influenced by this finding, the metric completeness is computed by meas-
uring the number of profile dimensions 𝑑", with one dimension represent-
ing one particularity of personal information such as sex, age or username 
that user 𝑢 has specified and relating that number to the total amount of 
available dimensions 𝑑")"*+ . The used equation is defined as follows 
  
 𝑝&n]O.P/P)P^^ = ~'5'sb (~')5'sb   . 
  
 The resulting values range on a scale from [0,1]. A downside of the suggested 
equation is that all dimensions are considered as equally beneficial, towards a 
higher contribution quality. This in reality is not always the case, as some di-
mensions have a stronger impact then others. An example of this can be seen 
in Table 7, which uses a dataset from the Stack Exchange Network as a basis, 
to measure the average number of badges that users received with increasing 
profile completeness.  
  
  
  
 Table 7: Effect of Increasing Profile Completeness 
  
 From the obtained evaluation, shown in Table 7, it can be concluded that the 
number of average badges received per user does not grow as a constant. In-
stead, different growth rates persist, which should be taken into consideration 
when computing 𝑝&n]O.P/P)P^^. Therefore, if the underlying dataset supports 
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such a preliminary analysis, it should be performed to allow for a more refined 
differentiation. This can then be computed using the previous equation, with 
an inclusion of parameter weight 𝑤" that influences how strongly each dimen-
sion influences the overall gain in quality. 
  
 𝑝&n]O.P/P)P^^ = ~'5'sb '(~')5'sb   . 
 
  
§ Profile – Reputation 
 The reputation metric is similar to the metrics quality and sentiment, with a 
slight difference that it does not focus on characterizing a specific relation-
ship but a user in general and in comparison to other users. For this task, it 
is necessary to have a reputation system in place that allows for an aggre-
gated score of positive and negative votes to be computed for each user. 
  
 On some platforms the reputation that users have acquired is already indi-
cated, using various different methods, such as scores, medals, votes etc. 
In this case, it is not necessary to first compute the total score, which else 
could be achieved by computing the relative difference of 𝑝oPO(/-/"n) from 
the sums of positive votes 𝑝" and negative votes 𝑛" of user 𝑢, as follows 
  
 𝑝oPO(/-/"n)1'22343563 = 𝑝"𝑢)"*+ − 𝑛"𝑢)"*+   . 
  
 If medals are used, then their value needs to be predefined as to compute 
the corresponding score as an integer. In a final step, the obtained scores 
have to be normalized in order to obtain a value on the scale ranging from 
 [-1,1]. Should 𝑝oPO(/-/"n)1'22343563 yield a positive value, then it has to be di-
vided through the highest rated score of all users max	( 𝑝"𝑢")"*+ ), or else if 
it is negative, through the lowest rated max( 𝑛"𝑢")"*+ ), as indicated in the 
following equation 
  
 𝑝oPO(/-/"n) =
O'(5'sb a )'(5'sbxyz( )'('5'sb ) 						𝑓𝑜𝑟						𝑝oPO(/-/"n)1'22343563 < 0																											0						𝑓𝑜𝑟						𝑝oPO(/-/"n)1'22343563 = 0		
O'(5'sb a )'(5'sbxyz	( O'('5'sb ) 						𝑓𝑜𝑟						𝑝oPO(/-/"n)1'22343563 > 0		
. 
 
§ Metadata – Age 
 The metric age is used to assess and quantify the recency of a given con-
cept. This can be accomplished in two ways, depending on how the initial 
point of the time measurement is chosen. One approach is to consider the 
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first appearance of a concept, as the reference point and to determine the 
age from it. Another approach, considers the last time a concept has been 
contributed, as reference point. Depending on the chosen approach, dif-
ferent results will be generated.  
  
 Since both approaches yield valuable insights and they don’t exclude each 
other, it is advisable to compute both and add two separate values as part 
of the age measurement into the properties of a concept. Furthermore, do 
both approaches rely on the same equation to yield a value that ranges on 
a scale from [0,1]. The equation determines the relative age of a concept 𝑐 
by taking the timespan from the first extracted concept 𝑐n.~P^/ up until now 𝑡)n	as reference. This allows 𝑚-P to be computed as follows 
  
 𝑚-P = &	a	&13h/5	a	&13h . 
  
 Now, depending on whether the first contribution of a concept is taken as 
a reference point or the latest contribution, all that changes is the input for 
concept 𝑐". 
  
§ Metadata – Quality 
 The metric metadata quality is similar to the other quality-related assess-
ments and quantifications and as such is computed in a similar way by first 
determining the relative difference 𝑚,(-."/01'22343563 from the total of posi-
tive votes 𝑝"𝑐)"*+  and negative votes 𝑛")"*+ 𝑐 of a concept 𝑐. 
  
 𝑚,(-."/01'22343563 = 𝑝"𝑐)"*+ − 𝑛"𝑐)"*+  . 
  
 After 𝑚,(-."/01'22343563 has been computed it needs to be normalized, using 
the maximum number of positive votes max 𝑝")"*+ 𝑐"  that any concept 
has achieved as basis if the relative difference yields a positive value and 
for negative values the highest number of negative votes max( 𝑛")"*+ 𝑐") is 
being used as basis.  
  
 𝑚,(-."/0 =
O'&5'sb a )'&5'sb 	xyz( )'5'sb &')	 						𝑓𝑜𝑟						𝑚,(-."/01'22343563 < 0																											0						𝑓𝑜𝑟						𝑚,(-."/01'22343563 = 0		
O'&5'sb a )'&5'sb 		xyz( O'5'sb &')	 						𝑓𝑜𝑟						𝑚,(-."/01'22343563 > 0		
. 
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§ Relatedness – Similarity, Functionality & Indistinguishability  
 While similarity, functionality and indistinguishability are also listed as met-
rics, their use does not require any additional equations or computations 
to be performed since concept-to-concept relationships are already estab-
lished and characterized, while building the granular knowledge cube. As 
a result, all that needs to be done is to retroactively attribute the comput-
ed values to the corresponding relationships. 
 
By computing these metrics the desired rich and accurate knowledge representa-
tion of users can be established. These are derived from both the raw data that is 
attributed to the different domains and subdomains, as well as the metrics, which 
provide a basis for being able to directly compare different entities. However, it’s 
necessary to stress that the suggested list of metrics is not conclusive and should 
be seen as reference point upon which new and more customized metrics can be 
introduced that manage to deal with various different specialties of different use-
cases. 
 
The process of affiliating all A.U.R.A framework metrics with the underlying users, 
concepts and relationships is described through Algorithm 1. 
 
Algorithm 1: A.U.R.A Framework Metric Affiliation Algorithm 
 
Input:  𝑈 = 𝑢+, 𝑢i, … , 𝑢)    (set of users) 
  𝐶 = 𝑐+, 𝑐i, … , 𝑐)     (set of concepts) 
  𝑅 = 𝑟+, 𝑟i, … , 𝑟)    (set of relationships) 
 
Output:  A.U.R.A Framework metrics are affiliated with all 𝑈, 𝐶 and 𝑅. 
 
1: Foreach 𝑢" ∈ 𝑈 do  
2:    Compute 𝑝&n]O.P/P)P^^, 𝑝oPO(/-/"n) 
3: end for 
4: Foreach 𝑐" ∈ 𝐶 do 
5:    Compute 𝑚-P, 𝑚,(-."/0 
6: end for 
7: Foreach 𝑟" ∈ 𝑅 do 
8:    if 𝑟" = 𝑢"𝑐" then 
9:       Compute 𝑐,(-."/0, 𝑐/0OP, 𝑐/"]P.")P^^, 𝑐OnO(.-o"/0 
10:    else if 𝑟" = 𝑢"𝑢" then 
11:       Compute 𝑖^P)/"]P)/, 𝑖^P]-)/"& 
12:    end if 
13: end for 
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7.3 The Need for Adaptation  
 
After having elaborated how the A.U.R.A manages to enrich the overall expressive-
ness of the underlying extended, granular knowledge cube, the need for adaptation, 
which is an essential part of it, will now be explained in more detail.  
 
The need for adaptation derives from the fact that user knowledge, interests, as well 
as skills change and evolve over time. Hence, when trying to capture and represent 
them accurately and in an up-to-date manner, it is vital to ensure that representa-
tions take such changes into account and adapt accordingly. To accomplish this, the 
A.U.R.A framework is embedded into an adaptation cycle, comparable to the ones 
commonly found in classical adaptive systems, with the main difference being that it 
is not the content, which is displayed to users that adapts to interactions but instead 
the established knowledge representations. Figure 27 shows how such embedding 
takes place, using a platform as principal gateway, for all potential interactions that a 
user can potentially be involved with. This includes not only content-related interac-
tions, such as contributions, but also anything related to self-portrayal. Upon interac-
tion of a user with a platform, an update of the existing knowledge representation of 
the user is initiated, which consists of updating the underlying representation, struc-
ture, as well as values that are computed using the A.U.R.A framework metrics.  
 
 
Figure 27: Adaptation Cycle and the A.U.R.A Framework 
 
From a technical point of view, no additional changes need to be undertaken to en-
sure that knowledge representations of users are automatically updated, as the un-
derlying extended, granular knowledge cube is designed to function autonomously 
and unsupervised. The only thing that needs to be ensured, is that the computation 
of metrics of the A.U.R.A framework, are included into this process.  
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7.4 Trait-Based Concept Selection Algorithm 
 
The cold start problem is commonly associated with recommender systems and re-
fers to issues that arise, when little to no information on users is available that could 
be used to base accurate recommendation on. When building knowledge represen-
tations of users, similar issues may arise, as in some cases users do not interact much 
with the community or contribute content. In such cases, an implicit assessment ap-
proach will not be of much use and since this is the only way of interrelating users to 
concepts, it would mean that they could not be included any further. While this cer-
tainly is no issue for users with poor or no activity levels, as they are of no benefit to 
an application, it does pose an issue for users that are either new or simply prefer to 
only consume content and not contribute.  
 
However, a solution for this group of users exists, should they have provided back-
ground information about themselves. Such information may include insights on ed-
ucation, interests or other valuable traits. Not because such information is particular-
ly rich, but because it can be used as reference point to determine concepts that are 
commonly related with users that share a specific trait. Once such common concepts 
have been identified for each trait, it is possible to attribute them to users, based on 
the type of trait they select. While such an automatic attribution manages to cope 
with the cold-start problem, it needs to be used with care, as it is only as good as its 
accuracy to select truly relevant concepts.  
 
To cope with this need, for an accurate solution, a trait-based concept selection al-
gorithm has been developed that is able to select relevant, trait-based concepts by 
harnessing the underlying structure, imposed by the extended, granular knowledge 
cube. For this, it relies on three assumptions, in a bid to provide the needed accura-
cy. The first one being that users, who share a trait, are related with similar concepts 
in the extended, granular knowledge cube. Second, concepts that belong to a trait 
are mostly closely related with each other and thus originate from a set of shared 
granules. And thirdly, risks and consequences of wrongfully attributing concepts to a 
user increase, the further down in the granular knowledge cube they are located. 
 
The first assumption can be related with research that is performed in the domain of 
personalized text classification, where a system needs to retrieve or filter text-based 
content according to personal interests [Gauch et al. 2007]. A publication by Pipan-
maekaporn and Li [2011] performs this task by first selecting relevant terms of a text 
and then by attributing them to the corresponding paragraph. After having accom-
plished this, a sequence of patterns and covering sets that include the paragraphs is 
established. In a final step, the coverage of the mapped patterns, by singleton users 
is computed, based on the paragraphs they contributed. The results indicate a cor-
relation between paragraphs, respectively terms that users contribute and their in-
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terests. Applied on the first assumption, it means that users that share a specific trait 
are likely to share similar concepts. 
 
The second assumption can be validated with research that originates from the do-
main of topic modeling because both topics, as well as granules fulfill similar roles as 
a type of container for words, respectively concepts that share some kind of similari-
ty, such as frequent co-occurrence. In a publication by Blei [2012], a set of topics has 
been derived from documents, published in the Yale Law Journal. These topics have 
then been used on a set of documents that originate from various different domains 
to prove that the predefined topics relate the strongest with law-related documents. 
This finding fortifies the assumption that commonly used concepts of a specific trait, 
belong to set of granules, whose theme correlates with the one of the trait in ques-
tion. Another relevant publication to validate the assumption is the one by Xie and 
Xing [2013], which relies on topics as a measure to cluster different documents. This 
approach is also based on the assumption that specific domains or traits are particu-
larly strongly related to a certain set of topics, respectively granules in our case. 
 
The third and final assumption is difficult to back with existing research as it is specif-
ically related to characteristics of the granular knowledge cube. However, its validity 
can be assumed, because concepts on the top layers of the cube are considered as 
general knowledge, which means that even if a user is wrongfully related with such a 
concept, chances are that some knowledge on the matter is present. This stands in a 
contrast to concepts that are located in the lower regions of the granular knowledge 
cube and as such reflect detailed or specific knowledge, which needs to be specifi-
cally acquired by a users. Therefore, wrongful attributions of concepts at lower layers 
can be of concern, as the risk that a user might not hold any knowledge to back it up 
is greater, in comparison to those at the top layers. As a result, concepts on the up-
per layers of the cube can be selected and attributed more generously, in compari-
son to those at the lower layers.  
 
The trait-based concept selection algorithm includes all the mentioned assumptions 
and is initiated each time, when a user selects and specifies a trait 𝑇 to complete the 
underlying description of his or her background. Its execution in a nutshell compris-
es of first selecting a set of users 𝑈 = 𝑢+, 𝑢i, … , 𝑢)  that all have the specified trait in 
common and then by evaluating which concepts 𝐶 = 𝑐+, 𝑐i, … , 𝑐)  they contributed 
most frequently in order to generate a selection of concepts 𝑆 = 𝑠(𝑐) 𝑐 = 1, 2, … , 𝑛 , 
which can be considered as commonly present in combination with the specific trait. 
While the approach itself is rather straight forward, it does require a set of thresh-
olds and additional factors to be considered to ensure a decent level of accuracy. 
 
A more detailed elaboration of how the algorithm executes, which thresholds it con-
siders and how it harnesses the advantages imposed by the granular knowledge cu-
be will now be given. The first threshold that needs to be imposed, controls which of 
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the users that have a specified trait in common are effectively to be considered. This 
is regulated with a designated threshold 𝑇, which controls how many traits in total a 
user is allowed to have to be selected. Such a threshold is necessary to ensure that 
the risk of wrongfully selecting concepts, which do not belong to a trait, can be kept 
at a minimum, since the more traits a user has the more difficult it becomes to clear-
ly distinguish to which trait a concept belongs. Therefore, by selecting users, which 
do not have a highly diversified portfolio of traits, a certain level of purity can be en-
sured. An optimal threshold 𝑇 ensure two things, first that the pool of users that are 
to be considered is not too small, in a bid to avoid having results that are not repre-
sentative and second that the degree of trait purity is acceptable. However, since 
some traits are more popular then others, defining an optimal value that manages to 
fulfill both criteria and that works with all traits is difficult. As a result, either a dynam-
ic threshold value needs to be used, which is adjusted case-by-case or a fixed value, 
with the risk that less popular traits will suffer from having only few concepts associ-
ated with them. 
 
Once a set of eligible users has been successfully determined, the next step consists 
out of establishing a three-dimensional matrix	𝐴 = 𝐶×𝑈×𝐿 that holds the set of users 𝑈 = 𝑢+, 𝑢i, … , 𝑢) , all the concepts they contributed 𝐶 = 𝑐+, 𝑐i, … , 𝑐)  and the corre-
sponding layers	𝐿 = 𝑙+, 𝑙i, … , 𝑙)  to which the concepts belong. If a user 𝑢" has con-
tributed a concept 𝑐" that belongs on to layer 𝑙" then a cell 𝑎&'('.' within the matrix is 
attributed a value 1, otherwise 0. Table 8 shows an example of such a matrix consist-
ing out of five users 𝑢+, 𝑢i, … , 𝑢, seven concepts 𝑐+, 𝑐i, … , 𝑐 and three layers 𝑙+, 𝑙i, 𝑙v. 
 
 
 
Table 8: Three Dimensional Occurrence Matrix 
 
Once matrix 𝐴 has been successfully established, the next step consists of measur-
ing how many times 𝑐(] each concept 𝑐" has been contributed, through the use of 
 𝑐(] = 𝑎&'('.').'*,('*  . 
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Once 𝑐(] has been computed for each concept 𝑐", it is necessary to establish a se-
cond three-dimensional matrix	𝐵 = 𝐶×𝐺×𝐿, which is very similar to matrix 𝐴, with the 
main difference being that it doesn’t focus on outlining which concepts users con-
tributed but instead to which granules 𝐺 = 𝑔+, 𝑔i, … , 𝑔)  the concepts from matrix 𝐴 
belong. This step is necessary to be able to determine which granules are of particu-
lar importance, based on the number of concepts that are associated with them. If a 
concept 𝑐" belongs on to layer 𝑙" and is part of granule 𝑔" then a cell 𝑏&''.' within the 
matrix is attributed a value 1, otherwise 0. An example of a three-dimensional matrix 𝐵 that measures the significance of granules is shown in Table 9. 
 
 
 
Table 9: Three Dimensional Granulation Matrix 
 
In a final step, upon the creation of matrix 𝐵, 𝑔(] needs to be computed, which is 
used to determine how many concepts 𝑐" belong to each granule 𝑔" using 
 𝑔(] = 𝑏&''.').'*,&'*  . 
 
After having determined 𝑐(] and 𝑔(] it is necessary to normalize the results, using 
different denominators in a bid to be able to measure and compare their overall val-
ue. For 𝑐(] the denominator consists of the total number of users 𝑢" that are part of 
the selected set. The resulting values from computing 𝑐")""&-)&P for each concept 𝑐" express the degree of significance as part of the specified trait 𝑇, on a scale that 
ranges from [0,1]. With 𝑐")""&-)&P being computed as follows 
 𝑐")""&-)&P = -6'r''5's,r's('5'sb  . 
 
For the normalization of 𝑔(] two different factors are relevant. The first one consid-
ers the total number of concepts 𝑐" that belong to granules 𝑔" on a specific layer 𝑙" 
as denominator, yielding 𝑔")""&-)&P_-0Po using 
 𝑔")""&-)&P_-0Po = 6'''5's,6's  &'5's  . 
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In a second step, an overall normalization needs to be performed, in a bid to deter-
mine the relative value of a granule 𝑔")""&-)&P_¡¢Po-.. through the use of 
 𝑔")""&-)&P_¡¢Po-.. = 6'''5's,6's &'5'sb  . 
 
Once both 𝑔")""&-)&P_-0Po and 𝑔")""&-)&P_¡¢Po-.. have been determined for each 
of the present granules 𝑔" with a value that ranges on a scale from [0,1], it is possible 
to compute 𝑔")""&-)&P_£P"¤/P~ by multiplying them. This combination is necessary, 
as it ensures that the significance of each granule 𝑔" is first measured within the cor-
responding layer 𝑙" that it belongs to and then weighted with the overall value, as to 
avoid that certain granules receive over proportional significance ratings. The result-
ing computation for 𝑔")""&-)&P_£P"¤/P~ is formulated as 
 𝑔")""&-)&P_£P"¤/P~ = 6'''5's,6's  &'5's × 6'''5's,6's &'5'sb  . 
 
In Table 10 the resulting values for the previously used example are shown. 
 
 
 
Table 10: Normalizing Results from Three Dimensional Matrices 
 
In a final step, the trait-based concept selection algorithm utilizes the computed val-
ues for concepts as well as granules, in a bid to comply with the underlying assump-
tions. For the first assumption 𝑐")""&-)&P is used, as it indicates which concepts are 
most frequently used in combination with a specific trait 𝑇. The second assumption 
is being accounted for by weighting the 𝑐")""&-)&P of each concept 𝑐" with the cor-
responding 𝑔")""&-)&P_£P"¤/P~ of granule 𝑔" to which a concept belongs. Should a 
concept belong to several granules, then the highest 𝑔")""&-)&P_£P"¤/P~ value, is to 
be taken. Hence 𝑐")""&-)&P_£P"¤/P~ is computed using 
 𝑐")""&-)&P_£P"¤/P~ = 𝑐")""&-)&P	×	max'*¥ 𝑔")""&-)&P_£P"¤/P~ . 
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Table 11 shows the weighted concepts, yielding 𝑐")""&-)&P_£P"¤/P~. 
 
 
 
Table 11: Weighted Concept Significance 
 
The third and final assumption, which implies that risk and consequences of wrong-
fully attributing concepts to a user increase, the further down the concepts are lo-
cated in the granular knowledge cube, is taken into account through the use of min-
imum thresholds values 𝐿 	= 	 𝑙∝b, 𝑙∝e, … , 𝑙∝5 . These values have to be defined for 
all of the layers before being able to initiate the algorithm and range on a scale from 
[0,1]. This allows a final selection of concepts to be performed, which takes into ac-
count the corresponding 𝑐")""&-)&P_£P"¤/P~ value of each concept 𝑐" and selects 
only those concepts 𝑆 = 𝑠(𝑐) 𝑐 = 1, 2, … , 𝑛  that fulfill the imposed threshold values. 
A gradual increase of minimum threshold values for layers that are located further 
down in the granular knowledge cube ensures a more rigid selection that prevents 
concepts being considered with only weak significance for a specific trait 𝑇, lowering 
the risk of wrongfully selecting unrelated concepts. An example of how such thresh-
old values are imposed and their effect on the final selection is shown in Table 12. 
 
 
 
Table 12: Threshold-Based Final Selection 
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The result in Table 12 consists of a selection of concepts 𝑆 = 𝑐+, 𝑐i, … , 𝑐  that are of 
particular significance for the chosen trait 𝑇 and as such can be attributed to users 
with the corresponding trait in possession. However, it is important to stress the ef-
fect of the used threshold values 𝐿 on the final selection of concepts. In an optimal 
setup, a balance between a decently sized pool of concepts per trait and a minimum 
risk for wrongful attribution of concepts, needs to be maintained, an issue compara-
ble to the one used for the threshold value 𝑇. What an optimal balance is and which 
threshold values should be taken, depends on the underlying dataset and the appli-
cation of the algorithm, respectively what is being considered as an adequate num-
ber of concepts per trait. Therefore, these threshold values need to be defined on a 
case-by-case basis.  
 
The trait-based concept selection algorithm can be described using pseudo code as 
follows. 
 
Algorithm 2: Trait-Based Concept Selection Algorithm 
 
Input:  𝑈 = 𝑢+, 𝑢i, … , 𝑢)    (set of users) 
  𝐶 = 𝑐+, 𝑐i, … , 𝑐)     (set of concepts) 
  𝐺 = 𝑔+, 𝑔i, … , 𝑔)    (set of granules) 
  𝐿 = 𝑙+, 𝑙i, … , 𝑙)    (set of layers) 
  𝑇	    (specific user trait) 
  𝑇         (threshold on total number of traits of a user) 
  𝐿 	= 	 𝑙+∝, 𝑙i∝, … , 𝑙v∝   (layer-based threshold values) 
 
Output: 𝑆 = 𝑠(𝑐) 𝑐 = 1, 2, … , 𝑛   (Selection of user attributable concepts) 
 
1: Select a set of users 𝑈 that share a specific trait 𝑇 and do not exceed a total 
 of 𝑇 traits. 
2: Initiate a three-dimensional matrix:	𝐴 = 𝐶×𝑈×𝐿 where 𝐶 = 𝑐+, 𝑐i, … , 𝑐)  holds 
 concepts that have been contributed by the set of users as 𝑈 = 𝑢+, 𝑢i, … , 𝑢)  
 and the corresponding layers	𝐿 = 𝑙+, 𝑙i, … , 𝑙)  to which they belong. 
3: for matrix 𝐴 do 
4:    Set 𝑎&'('.' = 1 if user 𝑢" contributed a concept 𝑐" that belongs to layer 𝑙". 
5:    Set 𝑎&'('.' = 0 otherwise. 
6: end for 
7: foreach 𝑐" ∈ 𝑚𝑎𝑡𝑟𝑖𝑥	𝐴 do 
8:     Compute 𝑐oP.-/"¢P = -6'r''5's,r'sr('5'sb   
9: end for 
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10: Initiate a three-dimensional matrix:	𝐵 = 𝐶×𝐺×𝐿 that holds the same concepts 
 𝐶 = 𝑐+, 𝑐i, … , 𝑐)  as matrix 𝐴, granules	𝐺 = 𝑔+, 𝑔i, … , 𝑔)  to which the con-
 cepts belong, as well as the corresponding layers 𝐿 = 𝑙+, 𝑙i, … , 𝑙) . 
11: for matrix 𝐵 do 
12:     𝑏&''.' = 1 if concept 𝑐" belongs to granule 𝑔" on layer 𝑙" 
13:     𝑏&''.' = 0 otherwise 
14: end for 
15: foreach 𝑔" ∈ 𝑚𝑎𝑡𝑟𝑖𝑥	𝐵 do 
16:     Compute 𝑔")""&-)&P_£P"¤/P~ = 6'''5's,6's  &'5's × 6'''5's,6's &'5'sb  
17: end for 
18: foreach 𝑐" ∈ 𝑚𝑎𝑡𝑟𝑖𝑥	𝐴 do 
19:     Compute 𝑐")""&-)&P_£P"¤/P~ = 𝑐")""&-)&P	×	max'*¥ 𝑔")""&-)&P_£P"¤/P~ 
20:     If 𝑐")""&-)&P_£P"¤/P~ ≥ 𝐿  
21:         Select concept 𝑆 = 𝑠(𝑐) 𝑐 = 1, 2, … , 𝑛  
22:     else 
23:         Disregard concept 
24: end for 
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Part IV 
 
Architecture & Inference System 
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Chapter 8: Knowledge Carrier Finder System 
 
After having introduced the conceptual aspects of an extended, granular knowledge 
cube and the A.U.R.A framework throughout the previous chapters, as well as tech-
niques and methods to implement them, an application will be presented within this 
chapter that uses these components, named Knowledge Carrier Finder System. It is 
tasked with finding candidates for a given problem statement or question, which can 
provide the best assistance with finding a solution. This allows the practical use of an 
extended, granular knowledge cube and the A.U.R.A framework to be highlighted. 
 
In subchapter 8.1 the characteristics of the Knowledge Carrier Finder System will be 
elaborated, followed by the used architecture in subchapter 8.2. The dataset, which 
is being used for testing purposes, is described in subchapter 8.3. Subchapter 8.4 is 
focused on building the extended, granular knowledge cube from this dataset, while 
subchapter 8.5 describes how it is queried and subchapter 8.6 looks into the candi-
date retrieval process, respectively the inference engine that is used. 
 
The content of this chapter has been published in the proceedings of the 2016 IEEE 
3rd international conference on eDemocracy & eGovernment by Denzler and Wehrle 
[2015]. 
 
8.1 Characteristics  
 
The Knowledge Carrier Finder System (KCFS) is a hybrid solution that is designed to 
aggregate core features of traditional Expert Finder Systems (EFS) and Knowledge 
Management Systems (KMS). From KMS the use of a centralized knowledge base for 
distributing and storing knowledge is inherited, while the ability to query for experts 
originates from EFS. Its intended use is to provide users with two knowledge sources 
that can be activated when seeking for assistance with a problem or question. First, 
users are required to browse the knowledge base for a solution, as it holds previous-
ly solved problems and questions, before being able to escalate the issue by initiat-
ing an inquiry, which allocates one or more experts to a user that assist with solving 
the problem. All of the solved problems are then stored in the knowledge base and 
through this made available to the community of the application. 
 
This design approach makes a KCFS particularly appealing, as the usefulness of clas-
sical KMS is limited to the quality and quantity of knowledge that could be acquired 
and stored in the knowledge base. While in EFS the usefulness is limited by the fact 
that solutions to problems and questions are not made publically available and re-
main inaccessible between users and experts, which can lead to the same questions 
and problems being raised numerous times due to lack of a centralized storage. This 
approach correlates with the statement by Stewart [1997], which states that trying to 
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put all knowledge into one, central repository is an approach that is doomed to fail 
and instead information systems should in addition provide the necessary means to 
connect people with people in order for them to be able to exchanging knowledge, 
as it enriches the exchange of knowledge. What can be added to this statement is 
that the other extreme is also not a productive approach, as knowledge that is held 
within a closed group of people and is not made publically available is wasted.  
 
The term Knowledge Carrier Finder System is used instead of Expert Finder System, 
as certain issues arise when having to distinguish regular users from experts. This is a 
problem that is coupled with the definition of an expert, which according to the Ox-
ford dictionary is described as: “a person who is very knowledgeable about or skillful 
in a particular area” [Oxford 2016]. The part that states very knowledgeable or skill-
ful is per se vague and leaves a lot of room for interpretation. What it does imply is 
the fact that a certain sharp boundary needs to be set, in order to perform a distinc-
tion, which is difficult to determine and justify. Furthermore, does the use of experts 
not take into account the complexity of questions and problems, as by default the 
very knowledgeable and skillful are activated, regardless of whether the it is some-
thing very simple or not.  As an alternative, the term knowledge carrier is used, as it 
follows a different approach in distinguishing users. By default, all users are consid-
ered to be knowledge carriers, as every human being holds knowledge to some de-
gree in one or more domains. However, this fuzzy approach of classifying users func-
tions only if the knowledge of users can be determined and distinguished, as well as 
the complexity of a problem statement, which is accomplished with the hierarchically 
structured knowledge and the affiliation of users, imposed by the extended, granu-
lar knowledge cube and the A.U.R.A framework. Benefits of this approach are that a 
large number of knowledge carriers can be activated, in comparison to a selection of 
experts and that their use is matched with the complexity of the problem statement. 
 
Since EFS and KCFS share strong similarities, their application domains are compa-
rable. They are particularly well suited for environments that rely heavily on fast and 
efficient means to exchange knowledge. The usefulness of KCFS increases further, 
the larger and more distributed the present community becomes. This derives from 
users having increased difficulties in knowing and keeping track of what others 
might know, be it willing or unwillingly. In addition, KCFS promote the exchange of 
knowledge among users directly and as such make it a more human centered ap-
proach, which is considerably in favor of the fact that users often prefer to search for 
persons rather than for relevant documents [Craswell et al. 2005].   
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8.2 Architecture 
 
After having described the characteristics that shape KCFS in the previous subchap-
ter, as well as potential application domains for it, the focus is now set on the under-
lying architecture and components that provide the necessary functionalities. While 
the use of different setups for this purpose are also possible, one will be presented 
that can be considered as basic and to some degree generally applicable.  
 
A KCFS always contains the three spheres community, frontend and backend. These 
can be further refined to user roles for community, graphical user interface (GUI) for 
frontend and engines, as well as repository for the backend of the application. Their 
roles and functionalities are defined and described as follows. 
 
§ User Roles 
 In order for a KCFS to function, users within a community need to fulfill at 
least two roles, which are the ones of a knowledge carrier and seeker. Lack 
of their presence would inevitably lead to either no questions being posed 
or answers provided, which ultimately defeats the purpose of a KCFS. As a 
result, these two roles are considered as bare minimum, with the possibil-
ity to add further. For a user it is not necessary to choose one of those two 
roles, as they are both attributed by default, an approach that is compara-
ble to users of a peer-to-peer network, who act as seeders and leechers at 
the same time. Other user roles may be added, depending on the charac-
teristics of the community and include controllers, who are responsible for 
assessing and managing the quality of contributed knowledge or advisors, 
which serve as a last resort to contact if the KCFS is not able to find a suit-
able knowledge carrier by itself. 
 
§ Graphical User Interface 
 The GUI resembles the frontend of the application and fulfills two purpos-
es. For one, it provides features that allow users to interact with the KCFS, 
in an intuitive and simplified manner. Second, it is responsible for display-
ing any output that is generated, when using the application. As such, the 
configuration and deployed pool of features have a direct impact on usa-
bility and possibilities and limitations of the KCFS.  
  
§ Repository 
 The backend contains two components, which together provide operabil-
ity to features that are located at the frontend. One of them is the reposi-
tory, which as the name suggests, is tasked with storing data. Since the 
KCFS relies on the extended, granular knowledge cube, as well as metrics 
of the A.U.R.A framework for different tasks, it is data related to their use 
that is mainly held in the repository. Such data can be unstructured, which 
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is a common trait of text-based content, of which artifacts consist, or semi-
structured and structured data that provided by users when filling out their 
profiles. Furthermore, do interrelated and structured concepts prompt the 
use a graph-based database, to represent and store them efficiently, while 
long, text-based data, is better stored in a different database type. 
  
§ Engines 
 A second, vital component of the backend, are the engines. They are used 
in combination with the repository, to either provide the designated func-
tionalities of the KCFS or establish the extended, granular knowledge cu-
be and apply the A.U.R.A framework. Among the functionality related en-
gines are the search engine, which allows users to query the extended, 
granular knowledge cube and retrieve stored knowledge, as well as the in-
ference engine, tasked with identifying and suggesting knowledge carriers 
to seekers. The processing engine provides no direct functionalities to fea-
tures located at the frontend but instead is used to establish and maintain 
the KCFS automatically and autonomously.  
  
Figure 28 illustrates the mentioned spheres, their refinements, as well as attributes.  
 
 
  
 Figure 28: Architecture of the Knowledge Carrier Finder System 
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In addition to the outlined spheres and their refinements, Figure 28 illustrates also 
the functionalities that shape the KCFS and provide it with the necessary means, 
needed to fulfill the role of a hybrid application, which comprises knowledge base 
and EFS. This combination provides knowledge seekers with three options, on how 
to retrieve a solution to a problem statement or question. In Figure 28 these options 
are indicated and labelled as querying the knowledge cube, public request for assis-
tance and private request for assistance. Each of the three options can be used in-
dependently from the others and comes with a set of advantages and disad-
vantages, such as the following. 
 
§ Querying the Knowledge Cube 
 The fastest way of retrieving a solution, consist of querying the extended, 
granular knowledge cube, as it is possible that similar problem statements 
or questions have already been answered in the past. To provide this func-
tionality, a semantic search engine is deployed, which resolves queries by 
first extracting concepts from the query and then in a second step, match-
ing these concepts against the extended, granular knowledge cube, which 
acts as an index. Results are then ranked and presented to the knowledge 
seeker. A more detailed elaboration of the used search engine is present-
ed in subchapter 8.5. A drawback of this option is that if no corresponding 
solutions have already been acquired, knowledge seekers are left with no 
other choice but to choose one of the other two options.  
  
§ Public Request for Assistance 
 This option aims at asking the community for a solution, which is achieved 
by posting the problem statement or question, in an openly accessible ar-
ea, such as a forum. A particular benefits of this option, is a high reachabil-
ity of potential knowledge carriers as every member of the community can 
see the request and respond to it. A downside is that new problem state-
ments and questions are added continuously, pushing previous ones fur-
ther back and therewith potentially out of the scope of knowledge carriers. 
This is particularly problematic for problem statements and questions that 
require very specific knowledge to be solved, which might be held only by 
a limited number of knowledge carriers. Another, related issue, is linked to 
the risk of receiving incorrect or useless responses, as no restrictions are in 
place that restrict which users are eligible for providing an answer. 
 
§ Private Request for Assistance 
 The third and final option follows a similar approach as the previous, with 
the difference being that not the entire community is activated but instead 
a small group of knowledge carriers that are considered as knowledgeable 
on the topic. This approach is initiated, by first having the knowledge car-
rier post the underlying problem statement or question, which is not made 
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accessible to anyone. In a follow up step, the post is then forwarded to the 
inference engine, which pre-processes it by extracting all the relevant con-
cepts. The extracted concepts are then used, to derive a Top-N collection 
of potential candidates, which are selected due to their affiliation with one 
or more of the concepts, as well as their A.U.R.A metrics. From this collec-
tion, the knowledge seeker is then able to select one or more candidates 
and grant them access to the formulated post, with the aim of receiving an 
answer of good quality and within a short period of time. A more detailed 
elaboration of how the inference engine works is presented in subchapter 
8.6. Summed up, the principle idea of this option is to sacrifice reachability 
for accuracy and broadness for narrowness. Accuracy, as only knowledge 
carriers are activated, which are considered as knowledgeable on the top-
ic of the issue and narrowness as type and number of posts that appear in 
a custom section of the frontend for each knowledge carrier, are limited to 
those that suite their acquired knowledge. Benefits of this option are that 
especially complex problem statements or questions have a higher chance 
of being answered and this in a timely matter, as they would in an entirely 
public approach. A disadvantage is the high dependency on having an ac-
curate inference engine that is capable of retrieving truly best suited can-
didates, which is also influenced by the quality of the representation, pro-
vided by the extended, granular knowledge, as well as the metrics of the 
A.U.R.A framework. 
 
The focus until now has been primarily on functionalities and interactions related to 
the role of a knowledge seeker, which is significantly more diverse, then the one of a 
knowledge carrier. As knowledge carrier users have only two options that are related 
to the fulfillment of their role. One is to provide assistance with problem statements 
and questions that are publically accessible and second to assist knowledge seekers 
that are requesting for a private and personalized support. As such, the frontend for 
knowledge carrier related tasks is split into two sections, to accommodate both op-
tions. A screenshot of this dual configuration that is part of the implemented proto-
type can be seen in subchapter 8.7.  
 
Another important component of the KCFS is the processing engine, which is tasked 
with processing raw data that originates from various different sources and to estab-
lish and maintain the extended, granular knowledge cube, as well as to compute the 
metrics of the A.U.R.A framework. A more detailed elaboration of the implemented 
processing engine of the prototype is given in subchapter 8.4. 
 
8.3 Underlying Dataset 
 
To demonstrate the use of a KCFS and how an extended, granular knowledge cube, 
as well as the A.U.R.A framework are implemented as part of a fully functional proto-
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type, a dataset from the Stack Exchange Network is being used. This choice is based 
on the requirements of having a real dataset for development and testing purposes, 
which originates from an active and large web-based community that aims at sharing 
knowledge among its members. The Stack Exchange Network, as one of the biggest 
openly accessible web platforms manages to fulfill these requirements as it serves as 
an intermediary between users who seek for assistance to solve a problem and users 
willing to share and use their knowledge to help others. Another reason for selecting 
the Stack Exchange Network is that datasets are made openly accessible and can be 
used for research, a characteristic that datasets from companies do not always share, 
as they are frequently subject to non-disclosure agreements, which limit or prohibit 
any publication of results. Furthermore, does the Stack Exchange Network provide a 
set of different datasets, which differ on the community size, number of posed ques-
tions and provided answers, as well as topic. However, regardless of topic, commu-
nity size and the number of questions and answers, all datasets share the same type 
of structure and therewith tables and attributes they hold. An overview of the under-
lying database schema of a Stack Exchange Network dataset is shown in Figure 29. 
 
 
 
Figure 29: Database Schema of a Stack Exchange Network Dataset 
The dataset obtained from the Stack Exchange Network provides a variety of differ-
ent and valuable data that can be used for a KCFS prototype. As can be seen in Fig-
ure 29, the table stack.posts hosts all content related data, such as questions, an-
swers and comments, which can be extracted and stored as artifacts, into the reposi-
tory of the KCFS. Further valuable attributes from this table include tags, title and 
different timestamps. The table stack.users provides insights into user profiles, repu-
tation and which contributions each of the users has made. This information is par-
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ticularly vital, as without it, knowledge carriers could not be retrieved. Within the 
table stack.votes, data related to the built-in quality control functionality is present, 
which includes up- and down votes that have been provided by users to rate ques-
tions, answers as well as comments. The table stack.badges holds data related to 
the incentive system that is in place to motivate users to share knowledge. As grati-
fication for assisting others, users receive badges and medals, hence the name of 
the table. This data is needed to compute certain metrics used by the A.U.R.A 
framework. A final table that is considered is stack.tags, as it allows the processing 
engine to determine which concepts are used as tags, an insight that is needed to 
build the hierarchical structure. 
 
Because the Stack Exchange Network offers a range of datasets on different topics, 
one had to be chosen that is big enough in size, which includes the number of users, 
questions, answers and tags. Furthermore, should the chosen dataset be on a topic 
that is widely known and understandable. Hence, a dataset on history has been se-
lected, which contains a total of 3’855 questions, 7’563 answers, 45’255 comments, 
628 different tags and 2’270 users. The most discussed topics within this dataset are 
highlighted in the word cloud, shown in Figure 30.  
 
 
 
Figure 30: Word Cloud of the Stack Exchange Network History Dataset 
A particularity of the dataset is the distribution of answers per user. As is shown with-
in Figure 31, an overwhelming number of users gave only very few answers, while a 
few others have provided significantly more assistance.  
 
 
 
Figure 31: Answers per User Distribution 
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Other interesting insights on the underlying dataset are that on average a user posts 
1.07 questions per user, with the overall average post number being 5.03. From the 
total of 3’855 questions, 3’441 have been answered, which equals to around 89%. 
8.4 Building the Cube 
 
The first step of building the KCFS consists of implementing the processing engine, 
as it is responsible for building the extended, granular knowledge cube and apply-
ing the A.U.R.A framework. For this task the three-step procedure that has been out-
lined in subchapter 5.4 is used. Since each step offers a choice of options, which can 
be used to implement the different functionalities of a processing engine, the choic-
es made will be elaborated in more detail. However, it is important to stress that the 
following configuration is one possible way of implementing it, with other ones be-
ing just as valid. 
8.4.1 Storing 
 
As storage for the history dataset, a hybrid database will be used, which combines a 
graph database with a document store. This choice results from the need for a data-
base that is capable of storing efficiently raw, text-based content, as well as the re-
sulting nodes and edges, extracted from artefacts and represented and structured 
within an extended, granular knowledge cube. An alternative approach would have 
been to store everything into a single graph database. This has the advantages that 
all data is located in a single repository and only one database has to be deployed 
but with the downside that simultaneous computations on artefacts and the graph-
based data cannot be separated, increasing the overall load on the database. 
 
Hence, the developed prototype stores all artefacts within the document store and 
nodes and edges of the extended, granular knowledge cube, in a graph database. A 
database solution, which combines these two types as part of an all-in-in package, is 
OrientDB. It has been used as it facilitates the implementation of the repository and 
permits the use of Structured Query Language (SQL), in a customized form, to query 
the database. In Figure 32 the underlying hybrid database schema for the KCFS is 
illustrated, which holds full artefacts in the document store, a placeholder of each 
artefact in the graph database, to interlink the two databases, alongside the extract-
ed user and concept nodes, as well as corresponding edges that interrelate them.  
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Figure 32: Setup of the Hybrid Storage  
8.4.2 Representing 
 
After having successfully extracted all relevant data from the dataset and stored it in 
the repository, it is possible to initiate the representation procedure, which is tasked 
with extracting concepts from artifacts and interrelating them in a meaningful way. A 
possible approach would be to rely on latent semantic analysis (LSA) and term-
frequency-inverse-document-frequency (tf-idf), which measures the frequency of a 
term within an artifact divided by its frequency throughout the entire corpus of arti-
facts. The resulting output is stored in a matrix, which can then be factorized with 
singular value decomposition to reveal the closeness and therewith relatedness in a 
topic space. A shortcoming of this method, also referred to as bag of words (BoW), 
is that the surrounding context, in which words appear, is not taken into account, 
which for building an extended, granular knowledge cube is of great importance, as 
semantic relationships are to be drawn. 
 
The benefit of using Word2Vec instead, is that the surrounding context can be taken 
into account. This is accomplished, as almost entirely raw, text-based content can be 
supplied as input and a so-called continuous bag of words (cBoW) model is used. It 
allows Word2Vec to take into account the surrounding words and therewith context, 
in which a word appears. Something that with a classical BoW approach cannot be 
accomplished, as the entire approach is only focused on measuring the frequency at 
which terms appear throughout text. The deep, respectively shallow learning com-
ponent, allows Word2Vec to adjust the angles of vectors that each represent a word 
in a way that not only similarities between words are considered, but also their se-
mantic relatedness. In the resulting distance measures, both similarity and semantic 
relatedness are incorporated, which Mikolov et al. [2013] also refer to as analogical 
reasoning. This means that the proximity between the terms woman and man will be 
comparable to the one between uncle and aunt or king and queen, in order to pre-
serve the semantic meaning between the terms, as can be seen in Figure 33. 
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Figure 33: Example, Analogical Reasoning [Mikolov et al. 2013] 
The ability to take into account the context that surrounds words and to express it as 
part of the result, is the main reason for choosing a Word2Vec centered approach to 
implement the KCFS.  
 
From an implementation point of view, the procedure consisted of preprocessing all 
of the text-based content from artifacts by removing any present punctuation, apply-
ing lowercase and tokenizing. This input was then be processed by Word2Vec, yield-
ing a total of 11’418 words. In a final step, the resulting words are transformed into 
concepts, using DBpedia as ontology to identify concepts. After the transformation, 
a total of 5’979 concepts remained. Their interrelation has been established based 
on their similarity, which is indicated by Word2Vec, as how the concepts are interre-
lated within DBpedia. This approach yielded a total of 260’748 relationships among 
concepts. Other interesting facts are that on average each answer contains 5.1 con-
cepts, while a question holds 4.9.  
 
8.4.3 Structuring 
 
After having successfully extracted and represented all of the relevant concepts from 
the underlying dataset, leading to the creation of a flat concept map, it is possible to 
apply the paradigm of granular computing and therewith a hierarchical and granular 
structure. A selection of algorithms that can be used for this task have been outlined 
in subchapter 5.4. In this case, an extended version of the growing, hierarchical self-
organizing maps algorithm (GHSOM) is being used. Extended, because the GHSOM 
is first used to determine the number of levels of the hierarchical structure, before an 
in-depth evaluation of the granular structure within each level is performed, with the 
use of a classical self-organizing maps algorithm. In both cases, the mentioned crite-
ria from subchapter 5.4 are used as a basis, upon which the resulting structure is de-
rived. Resulting from this is a total of 4 levels and 1’277 granules. On the first level a 
total of 299 concepts are located, while the second holds 897, the third 1756 and on 
the fourth remain 3018. In Figure 34, a small selection of 20 concepts that is located 
on each of the first two levels is shown. 
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Figure 34: Concepts on Levels One and Two 
The affiliation of concepts to granules has not been included in Figure 34 because of 
the small sample size. In these two snapshots most of the concepts belong to differ-
ent granules. A specific illustration that highlights the affiliation of concepts to gran-
ules is Figure 35. As can be seen, most of concepts in the middle are affiliated either 
with granule G23 or G25 and in some cases even to both. The membership degree 
of each concept towards the existing granules is stored within their properties. Only 
those with a sufficiently high membership degree towards a specific granule are affil-
iated with it. This ensures that very weak links are not being considered.  
 
 
 
Figure 35: Concept Affiliation to Granules 
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8.4.4 Adding Users 
 
After having successfully finished building the granular knowledge cube, it is neces-
sary to affiliate users with concepts, based on their past contributions. This results in 
an average of 15.94 concepts being affiliated per users and in return an average of a 
total of 6.06 users per concept. An example of how the resulting outcome from affil-
iating users with concepts looks like is shown in Figure 36, in which a user with the 
name “Christopher Rayl” and the concepts he contributed can be seen.  
 
 
 
Figure 36: Concepts Affiliated with User 
The concepts are distributed among the four levels. However, since in the database 
information on the hierarchical structure is stored within the properties of concepts 
and OrientDB does not provide a hierarchical visualization, it is not possible to dis-
play them differently but within the flat concept map. 
 
8.4.5 A.U.R.A Framework Metrics Application 
 
In a final step, which concludes the building process, the A.U.R.A framework metrics 
are added to the corresponding relationship types, yielding therewith the extended, 
granular knowledge cube. Since all of the resulting values are very case-specific their 
meaningfulness and accuracy is best evaluated in an aggregated form, which allows 
for them to be put into perspective. In the following subsections, the corresponding 
aggregated view is given with a focus on each relationship type specifically. 
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8.4.5.1 Contribution Metrics 
 
In Figure 37 an overview of the resulting contribution metrics is given. The horizontal 
axis resembles the scale that is used for each metric to measure the resulting output, 
while the vertical axis displays the total number of concepts that are located within a 
fragment of that scale, over the entire population of users. Since users have an aver-
age of 15.94 concepts affiliated to them, the numbers on the vertical scale can reach 
up to almost 30’000 concepts in some cases. 
 
 
 
Figure 37: Contribution Metrics  
As can be seen the quality metric, which assesses the average rating that users have 
with concepts, is peaking around 0. The peak can be explained by the fact that sev-
eral questions and answers are not rated, hence this result. Furthermore, is a ten-
dency present to give more positive then negative ratings. For popularity, a metric 
that is focused on evaluating the specific popularity of concepts, which are encapsu-
lated within answers, questions or comments that user post, a similar distribution can 
be observed. Judging from the results most contributions are viewed rarely. A cause 
for this can be that hundreds of new questions are being added daily, which lowers 
the chance that old contributions get attention. The metric type has the function of 
measuring, whether concepts originate from comments, questions or answers. As 
can be seen in the resulting values, a majority originates from a combination of dif-
ferent sources, hence the peak in entries with a value of around 0.6 and close to 0.8. 
The timeliness metric, which measures the remaining knowledge retention level of a 
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user with a given concept, shows that a peak is present at around 0.7 to 0.75. This is 
an indication for concepts being reused every now and then by users, hence the de-
cent value, while the overall tendency leans as well towards high values. A final met-
ric that is in Figure 37 is occurrence, which measures how frequently users contribut-
ed a given concept. As can be seen, a peak exists in the range of around 0.5 to 0.6, 
which indicates most concepts are contributed around half the time, a fact that cor-
relates with the timeliness metric. 
 
8.4.5.2 Metadata Metrics 
 
Since metadata metrics are used to characterize concepts individually, regardless of 
the number of users that are related to them, the resulting values on the vertical axis 
in Figure 38 are significantly lower, in comparison to the contribution-based metrics. 
 
 
 
Figure 38: Metadata Metrics  
For the metric quality for instance, which measures if concepts have been used 
primarily in a positively or negatively rated context, a majority is located on the 
scale ranging from 0 to 0.3. This fact and the overall distribution are closely re-
lated to the contribution quality, as both use similar methods for computing the 
values. For the metric age, the distribution is significantly more spread out, with 
peaks in the range between 0.3 and 0.6, and downfalls at the extremities. This 
means that the overall actually of concepts is rather average, as only few are very 
new. A comparison with the timeliness metric indicates similarities, although both 
are computed very differently, which derives from the fact that time is the essen-
tial factor in both computations. 
8.4.5.3 Profile Metrics 
 
Among the metrics that evaluate a users profile are completeness and reputation. In 
Figure 39 the resulting distribution of all user reputation values is shown. Interesting-
ly, an almost normal distribution can be observed if it was not for a peak in the value 
range between 0.4 and 0.5, with a clear tendency towards positive reputations over-
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all. The completeness metric shows that most users have not fully filled out their pro-
files, as can be seen from the peak in the 0.2 to 0.4 ranges. Still, the group of users 
with complete profiles is not marginal. 
 
 
 
Figure 39: Profile Metrics 
8.4.5.4 Interaction Metrics 
 
The final group of metrics focuses on user-to-user interactions, with the results being 
shown in Figure 40 for the metrics intensity, semantic and sentiment. 
 
 
 
Figure 40: Interaction Metrics  
According to the intensity metric, approximately half the users interact frequently 
with each other, while the other half does so only occasionally. A cause for such a 
divided result can be explained by the fact that certain questions prompt lengthy 
discussions among a group of users, hence their interaction level remains high, in 
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comparison to those in which only two users take part. For the semantic metric, a 
similar distribution can be observed, which states that some users have a signifi-
cant amount of concepts in common, while most share only a handful. This is ex-
plainable with the same fact as is used for intensity. A last metric from this group 
is semantic. It reveals that a large group of users agrees more often on each oth-
er contributions, respectively concepts that are within them, being of good quali-
ty then negative. A second group is indifferent, while a small fraction of users has 
a very negative perception of what others post.  
As summary from the resulting values, it can be concluded that the defined met-
rics produce reasonable and meaningful outputs. In most cases an in-depth eval-
uation of the underlying dataset can provide explanations for peaks and tenden-
cies. None of the outputs shows awkward anomalies nor distributions that are not 
explainable.  
8.5 Querying the Cube 
 
After having highlighted the steps and methods, used by the processing engine, to 
establish the extended, granular knowledge cube and apply the A.U.R.A framework, 
the focus is shifted on the implementation of a search engine. It is tasked with re-
trieving the most relevant artifacts, respectively answers, from the extended, granu-
lar knowledge cube, which acts as an index, to a given problem statement or ques-
tion. This has to be accomplished in an efficient and accurate way. 
 
When implementing a search engine, it is possible to choose from various different 
types, which all have specific advantages and disadvantages. Two popular types are 
keyword and semantic-based search engines. Without going into too much detail on 
this topic, as it is not the main focus of this thesis, only certain aspects will be high-
lighted that are relevant for understanding the search engine used by the prototype.  
 
Keyword-based search engines, are designed to find best-matching results to que-
ries by comparing the similarity between keywords that are used to formulate a que-
ry and keywords stored in an index, which were extracted from artifacts. An essen-
tial, first step for this type of search engines, is related to extracting meaningful key-
words from text-based content. This involves similar operations to be performed, as 
for concept mining, such as normalization, stop-word and punctuation removal, low-
ercasing and tokenization. Once this is accomplished, a vector is spanned for every 
artifact and the presence of keywords marked, before an inverted index of the vec-
tors is created. Queries, consisting out of keywords and Boolean operators are then 
matched against the inverted index to retrieve the best-ranked results.  
 
A semantic-based search engine follows a different approach, which aims at under-
standing the underlying meaning of a query in order to be able to retrieve an answer 
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that matches. This can result in answers not having any, or only very few keywords in 
common with the query. For instance, a semantic search engine would answer the 
query “How old was Winston Churchill when he died?” with “90” and not with a list 
that contains similarly phrased questions. In order to understand the underlying se-
mantic meaning of queries and artifacts, the use of sophisticated ontologies is nec-
essary. These may be included either from external sources or developed specifical-
ly. Another and perhaps the most important feature is the search algorithm, which is 
able to consider various different factors that are of relevance for understanding the 
meaning of a query such as the context, existence of synonyms and antonyms and a 
semantic relationships, to name a few examples. In many cases this requires that first 
all relevant concepts are extracted from queries to derive the underlying meaning, in 
order to then be able to match them against a semantic index to retrieve an answer. 
Hence, the deployment of a semantic search engine is a complex endeavor.  
 
Since the granular knowledge cube can be considered as a hierarchically and granu-
larly structured ontology that can serve as a semantic index, the use of a semantic 
search engine, in combination with it would seem favorable. However, studies such 
as the one by Mika [2008] and Croft et al. [2009] highlight some limitations that oc-
cur when using a semantic search engine. One of the greatest issues, apart from the 
strong dependence, on having a rich and accurate ontology, as well as a strong al-
gorithm, is related to handling of short queries and the therewith-resulting sparse-
ness and lack of content. In the study by Moskovitch et al. [2007] the mean query 
precision equaled 20% if one concept could be extracted from a query, 32% for two 
concepts and up to 42% for three concepts. To overcome this issue, a hybrid search 
engine will be used for the KCFS that is composed out of a keyword and semantic 
search engine, as they both complement each other. This, as each has distinct limi-
tations that render them particularly useful for certain query types. With sparseness 
for instance, keyword search engines perform well, while semantic search engines 
are better suited for long and complex queries. The architecture of the used hybrid 
search engine is illustrated in Figure 41. 
 
 
 
Figure 41: Architecture of a Hybrid Search Engine 
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The hybrid search engine, which is used for the KCFS, is provided and developed by 
open semantic search. It has been chosen for several reasons, among which it being 
freely available and customizable is two important criteria. In addition, it manages to 
fulfill the requirements of being a hybrid search engine that allows keyword and se-
mantic search to be performed. It is designed to cope with the semantic expressions 
and languages used for DBpedia, which in combination with the extended, granular 
knowledge cube is vital. Furthermore, it has several beneficial features already built-
in, such as a thesaurus to check for synonyms and hyponyms of concepts, character 
recognition, fuzzy search, exploratory search using a visualization, as well as faceted 
search. These features combined, provide an accurate and interactive query experi-
ence for the user. 
 
As shown in Figure 41 the hybrid search engine executes using several steps. In a 
first step, problem statements or questions are pre-processed, also referred to ana-
lyzed, which results in raw-text being tokenized, having stop words and all punctua-
tion removed, as well as lowercased. Resulting keywords are then matched against 
DBpedia, in order to transform them into concepts. This step is necessary, because 
open semantic search itself is not able to extract concepts or keywords and needs 
them to be supplied by users or an external source instead. Once this step is ac-
complished, concepts are matched against the granular knowledge cube, which acts 
as an index. Queries are processed, based on concepts they hold and Boolean op-
erators that are derived from the underlying context. For instance a query such as 
“What do Winston Churchill and Albert Einstein have in common?” is processed, by 
extracting the concepts “Winston Churchill” and “Albert Einstein”, as well as the 
expression “in common” as it refers to an intersection of the concepts. This results in 
the query being processed as Winston Churchill ∧ Albert Einstein. By looking up the 
corresponding relationship in the granular knowledge cube, the semantic search 
would propose an answer such as “Nobel laureates”, as is shown in Figure 42. 
 
 
Figure 42: Semantic Interrelation 
Through the use of exploratory search, users are able to take active part in resolving 
queries by utilizing the interactive visualization that allows concepts to be added or 
removed and Boolean operators reformulated. In addition, does faceted search pro-
vide the necessary means, to apply filters and therewith further refine queries. These 
interactive features, in combination with a semantic and keyword-based search, pro-
vide the hybrid search engine with the needed ability to retrieve meaningful results.  
 
 
 
 
	 122	
8.6 Retrieving Knowledge Carriers 
 
The inference engine is needed when knowledge seekers decide to not publish their 
problem statement or question publically, but instead prefer a personalized and cus-
tomized support, from one or more selected knowledge carriers. To ensure that only 
knowledge carriers are selected and proposed that hold the necessary knowledge to 
provide assistance, the inference engine needs to take into account various different 
parameters, ranging from graininess and semantic focus of problem statements or 
questions to A.U.R.A metrics that describe the acquired knowledge of users.  
 
The deployed inference engine uses five consequent steps to identify and suggest a 
selection of best-suited candidates. To initiate its use, it is necessary to supply it with 
the underlying problem statement or question. This serves as an input that in a first 
step is pre-processed, in order identify and extract relevant concepts. In a second, 
the extracted concepts are then matched against the extended, granular knowledge 
cube, to derive their affiliation to granules, hierarchical levels and users. Step three is 
needed, to compute additional parameters that are not yet covered by the extend-
ed, granular knowledge cube, of which some are focusing on the concepts, extract-
ed in step one, while others are user related. These parameters, as well as the met-
rics from the A.U.R.A framework are then forwarded to the fuzzy inference system for 
the final evaluation process, as part of step four. While in step five the desired list of 
Top-N candidates is generated, during post-processing. In Figure 43 the used archi-
tecture of the inference engine is shown. 
 
 
 
Figure 43: Architecture of the Inference Engine 
Throughout the following subsections each of the four steps that forms the inference 
engine will be elaborated in more detail, using a fictive example.  
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8.6.1 Pre-Processing 
 
Pre-processing, performed by the inference engine, follows the same approach, as is 
used by the search engine, to extract meaningful and relevant concepts from posted 
problem statements or questions. Hence, the used steps and toolkits to perform this 
task will not be elaborated again. The resulting selection of concepts is then used to 
perform the matching against the extended, granular knowledge cube. 
 
8.6.2 Matching 
 
Matching in this context refers to looking up the previously extracted concepts with-
in the extended, granular knowledge cube and retrieving information on their affilia-
tion to granules, relationships with other concepts, users and graininess. Retrieval of 
such a variety of information is needed, to ensure a multifaceted evaluation by the 
inference engine. Figure 44 illustrates the lookup procedure, for concepts within the 
granular knowledge cube that are part of a problem statement or question, resulting 
in the selection of the seven concepts 𝑐#, 𝑐%, … , 𝑐'. They are spread out on three lev-
els 𝑙#, 𝑙%, 𝑙), within five granules 𝑔#, 𝑔%, … , 𝑔+, sharing a total of six relationships in be-
tween them 𝑟#, 𝑟%, … , 𝑟- and have been contributed by six different users 𝑢#, 𝑢%, … , 𝑢-. 
 
 
 
Figure 44: Extracted and Matched Concepts 
The matching procedure reveals several valuable insights, such as that four of seven 
concepts are located at top level of the extended, granular knowledge cube. This is 
an indication that the underlying problem statement or question requires only a low 
to medium depth of knowledge in that particular domain to be solved. Furthermore, 
are most of the concepts located within similar granules and not spread out without 
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any relationships among them. This narrows down the possible knowledge domains 
that knowledge carriers should cover, in order to be considered as viable candidates 
and puts a focus on a set of topics. A variety of such inputs is included and consid-
ered by the granular, inference engine later on.  
 
Another important task of the matching step is to gather a first selection of potential 
candidates. This can be done in different ways, of which one is to select those users 
that share at least one direct relationship with at least one of the extracted concepts. 
A second approach would consist of selecting users that are related to concepts lo-
cated within the direct proximity of the extracted ones. To minimize the risk of inac-
curate selection of potential candidates, it is advisable to first select those users that 
are directly related with extracted concepts and only expand the search, if the result-
ing number of candidates is insufficient.    
 
8.6.3 Concept and User Characterization 
 
Upon having successfully matched the extracted concepts and retrieved a first selec-
tion of potential candidates, it is necessary to compute two valuable parameters that 
provide additional insights on relevance of concepts and the suitability of users. This 
is essential, as concepts differ with regard to how relevant they are for characterizing 
problem statements or questions and not all users are equally suited, to provide as-
sistance. While the A.U.R.A framework metrics already cover various relevant aspects 
related to the suitability of users, they are focused on describing individual standings 
between users and concepts. However, they do not provide insights on a more con-
textual or broader level, which is needed in order to ensure that candidates are nei-
ther over nor under qualified. 
 
8.6.3.1 Concept Relevance Evaluation 
 
Among the two most relevant characteristics of a problem statement or question are 
the underlying level of graininess and semantic focus. These two factors provide the 
necessary insights that are needed to determine depth and type of knowledge that 
is required to provide adequate assistance. 
 
The level of graininess of a problem statement or question reveals, whether general 
knowledge is sufficient to solve it, or if more in-depth knowledge in a certain domain 
is needed. Since concepts within the extended, granular knowledge cube are struc-
tured hierarchically, based on their level of abstraction, it is possible to measure this 
fact by evaluating the distribution of concepts among different levels. For instance, if 
all concepts of a question are positioned at the top level of the hierarchical struc-
ture, then it can be interpreted as an indication that general knowledge should be 
sufficient for solving it. In contrast, if all concepts are located at the bottom level, it 
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might be necessary to activate knowledge carriers that are specialists in the particu-
lar knowledge domain. The correlation between graininess and depth of knowledge 
is illustrated in Figure 45. 
 
 
 
Figure 45: Correlation Between Graininess and Depth of Knowledge 
While extreme constellations, in which all concepts are located either at the bottom 
or top level may occur, it is more probable that a certain distribution among the dif-
ferent levels is present. Hence, in order to cope with such constellations, it is neces-
sary to compute the graininess. How this is done, using a specific parameter will be 
elaborated through the use of the example from subchapter 8.6.2.  
 
The graininess of a problem statement or question can be measured and expressed 
using various different methods. For the inference engine, the most beneficial values 
are level specific, which indicate the corresponding relative frequency distribution of 
extracted concepts 𝑐#, 𝑐%, … , 𝑐/ throughout the relevant hierarchical levels 𝑙#, 𝑙%, . . . , 𝑙/, 
which can be computed using 
 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 = A/ . 
 
Where 𝑓 represents the frequency at which concepts 𝑐#, 𝑐%, … , 𝑐/ belong to a specific 
layer 𝑙C and 𝑛 stands for the sum of frequencies 𝑓, throughout all of the used lev-
els. In Table 13, the corresponding frequencies for the three relevant layers 𝑙#, 𝑙%, 𝑙) 
are indicated, as well as the relative frequency distribution for concepts 𝑐#, 𝑐%, … , 𝑐' 
that belong to the example and matrix: 	𝐶𝐿 = 𝑐C×𝑙C. For each 𝑐C𝑙C a value of 1 is at-
tributed if a concept 𝑐C belongs to the corresponding level 𝑙C, else 0. 
 
 
 
Table 13: Level-Based Concept Distribution 
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The resulting relative frequency distribution in Table 13 indicates that a majority of 
concepts, of the underlying problem statement or question, are part of the top level 
of the extended, granular knowledge cube. It suggests that with shallow knowledge 
in the corresponding knowledge domains, it should be possible to solve the issue. 
 
Another valuable insight is the semantic focus of problem statements and questions. 
Being able to understand what is essential within a query can be used to further im-
prove the selection of potential candidates. This measurement is derived from topic 
modeling, in which one approach to determine the topic of a document is, to look 
for specific words that in combination reveal the focus of the content. For instance, if 
a document contains the words Alps, Fondue, Chocolate and Volcano then it can be 
interpreted as an indication that the main topic within the document, is on Switzer-
land. An assumption, that derives from the presence of the words Alps, Fondue and 
Chocolate, which are frequently associated with Switzerland. This association can be 
measured with toolkits such as Word2vec, given that the underlying dataset reflects 
such common associations. While the resulting cosine similarity between these three 
words would be comparably high the one to the word Volcano would be much low-
er, since Switzerland is neither known for having volcanoes, nor are Fondue or choc-
olate often associated with them. Hence, these three words shape the semantic fo-
cus, while the fourth has no direct impact on it. 
 
Since the extended, granular knowledge cube relies heavily on Word2Vec as a mean 
to identify and establish relationships among concepts, taking into account their co-
sine similarity, it is therefore possible to derive the semantic focus by evaluating how 
related concepts are among each other. This is a viable approach, because relation-
ships among concepts are established only, if a predefined minimum cosine similari-
ty is present. Strongly interrelated concepts suggest the presence of a semantic fo-
cus that needs to be considered. 
 
The relatedness among concepts can be measured by first determining their corre-
sponding relative frequency distribution with the same formula as for the graininess, 
with	𝑓 representing the frequency at which concepts 𝑐#, 𝑐%, … , 𝑐/ share relationships 
among each other, with 𝑛 being the sum of frequencies 𝑓 over the set of con-
cepts, resulting in determination of 𝐶𝐶GHI_KLHM.. In a second step, the corresponding 
relatedness value for each concept-to-concept relationship 𝑟CN, with 𝑖 ∈ 𝑐C and 𝑗 ∈ 𝑐N, 
need to be included. This is done by extracting the values from the granular 
knowledge cube and computing their average relatedness value as follows   
 𝐶𝐶QRISH = 𝐶𝐶GHI_KLHM.× LTUVWWXYZ[\Z]V^ . 
 
Table 14 shows the presence of relationships among concepts in matrix:	𝐶𝐶 = 𝑐C×𝑐C 
in which a combination is set 1 if a relationship is present, else 0.  
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Table 14: Determining Concept Relatedness 
The relative frequency distribution in Table 14 shows an increased relatedness of the 
concepts 𝑐) and 𝑐+, followed by 𝑐# and 𝑐-, as well as 𝑐% and 𝑐'. This suggests that the 
semantic focus of the underlying problem statement or question is mainly influenced 
by these concepts, with their particular effect matching the values, listed in Table 14. 
 
Another approach of determining the semantic focus consists of measuring, whether 
concepts predominately belong to certain granules or not. The underlying approach 
is comparable to measuring the relatedness, with the main difference being that in-
stead of relationships, granules are used to measure and determine the focus. This is 
possible, since granules contain concepts that are drawn together by factors such as 
similarity. Using the previous example, chances are that the words Alps, Fondue and 
Chocolate belong to the same granule, as a result from a frequent use together and 
the resulting cosine similarity.  
 
The measurement of whether concepts of a problem statement or question are par-
ticularly drawn to certain granules resorts also to determining their relative frequen-
cy distribution. In this particular case,	𝑓 represents the frequency, at which concepts 𝑐#, 𝑐%, … , 𝑐/ belong to granules 𝑔#, 𝑔%, … , 𝑔/, with 𝑛 being the sum of frequencies 𝑓 
over all the granules. Table 15 shows the resulting matrix:	𝐶𝐺 = 𝑐C×𝑔C in which gran-
ules 𝐺#, 𝐺%, … , 𝐺+ have been selected, due to their affiliation with at least one of the 
extracted concepts 𝑐#, 𝑐%, … , 𝑐'. Values for 𝑐C𝑔C are set 1 if an affiliation exists, else 0. 
 
 
 
Table 15: Granule-Based Concept Affiliation 
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From the results shown in Table 15 it is possible to derive that the strongest concen-
tration of concepts is present in granule 𝑔%, followed by 𝑔# and 𝑔). All granules with 
solely one concept belonging to them offer no meaningful insights in measuring the 
semantic focus, as granules are included that host at least one of the extracted con-
cepts. A last, relevant parameter is the frequency at which each of the concepts ap-
pears in problem statements or questions. Increased frequencies underline the rele-
vance of concepts, which can be measured with relative frequency distribution, as is 
shown in Table 16.  
 
 
 
Table 16: Relative Concept Appearance Frequency 
Upon having computed the corresponding values, which aim at characterizing prob-
lem statements or questions, by measuring graininess and semantic focus of single-
ton concepts, it is necessary to aggregate and normalize these values. Through this, 
the relative significance for each concept is determined, which provides the basis for 
an inter-concept comparison. In addition, it provides valuable insights that can be 
used to refine the candidate selection. The aggregation is computed as follows 
 𝐶GHIH`R/aH = WbcZd_XYZ[.eWWfgd\Ze hicZd_XYZ[.] eWjcZd_XYZ[.k × aglZea[\gdTm^%  . 
 
Where 𝑛 resembles the total number of granules to which a concept belongs, while 
the corresponding concentration of concepts within each of those granules is sum-
marized as part of 𝐶𝐺GHI_KLHM.. Both, 𝑐RnH as well as 𝑐MSRICop, are A.U.R.A framework 
metrics and as such inherit their values. The resulting relevance values for concepts 𝑐#, 𝑐%, … , 𝑐' are displayed in Figure 46 within the extended, granular knowledge cube 
to facilitate their interpretation. As intended, concepts at the most populated level 
and with strong ties among each other have the highest values, followed by all oth-
ers, which is needed to grasp the key features of a problem statement or question. 
 
 
 
Figure 46: Concept Relevance 
	 129	
8.6.3.2 Knowledge Carrier Suitability Evaluation 
 
The second parameter aims at assessing and capturing the fitness of knowledge car-
riers, in the context of the underlying problem statement or question. This is neces-
sary, as the A.U.R.A framework metrics aim at characterizing the relation between 
users and individual concepts in general and not case-specific. By including the con-
textual perspective, it is among others possible to determine if users are over or un-
der qualified to provide a meaningful assistance. This is a valuable benefit, since the 
pool of knowledge carriers with general knowledge is normally significantly bigger 
then the one with highly specialized and knowledgeable ones. Therefore, those that 
hold an in-depth knowledge should not be used for providing assistance with trivial 
problem statements or questions. A distribution of the existing workload is of crucial 
importance. Figure 47 shows the existing dependency, between pool size of poten-
tial knowledge carriers and the depth knowledge that is held by them. 
 
 
 
Figure 47: Effect of Knowledge Graininess and Candidate Pool 
To determine whether knowledge carriers are over or under qualified to provide as-
sistance it is necessary to first capture the requirements that define the expectations, 
imposed by the underlying problem statement or question. This can be achieved, by 
using the distribution and concentration of concepts, throughout different levels and 
granules of the granular knowledge cube, as a reference. While computing the con-
cept relevance certain parameters have been determined that can be reused for this 
task, such as 𝐶𝐿GHI_KLHM., 𝐶𝐺KLHMSH/ap and 𝐶𝐺GHI_KLHM. 
After having identified the requirements, it is possible to initiate the evaluation pro-
cedure of knowledge carriers and to determine their suitability. This task involves an 
evaluation from two different perspectives. The first one focuses on how many of the 
extracted concepts are covered by knowledge carriers, while the second performs a 
granule-based coverage assessment, to identify whether an over or under qualifica-
tion persists. The concept-based coverage evaluation is computed as follows 𝑈Wr/aHso_Wr`HLRnH = 𝑙C, 𝑢C = aTIt aTSaTIT  . 
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Where 𝑐C refers to concepts that have been extracted from the underlying problem 
statement or question, 𝑢C represents knowledge carriers, which are affiliated with at 
least one of the extracted concepts and 𝑙C for the corresponding level, to which con-
cepts belong. Table 17 shows the resulting values form applying 𝑈Wr/aHso_Wr`HLRnH, 
onto the used example, is shown in matrix	𝑈𝐶 = 𝑙C×𝑢C. 
 
 
 
Table 17: Results of the Concept-based Coverage 
Since the purpose of 𝑈Wr/aHso_Wr`HLRnH is to capture any shortcomings in the coverage 
of concepts. Values close to 0 indicate no or little deviation, while anything near 1 is 
a strong mismatch in coverage, which can result for instance if only one affiliation to 
a concept is present. As can be seen in Table 5, none of the knowledge carriers has 
managed to cover all the extracted concepts. A downside of this evaluation is that it 
does not reveal whether knowledge carriers are over qualified because the extracted 
concepts represent a reference that is capped off.  
 
This downside is addressed, by shifting the focus onto how strongly the proportional 
distribution of concepts, throughout different levels of the granular knowledge cube, 
correlates between concepts that originate from problem statements or questions in 
comparison to the overall concept footprint of knowledge carriers. As an example, if 
30% of the extracted concepts from a problem statement or question are located on 
the first level and 70% on the second level, then a comparable proportional distribu-
tion, of all concepts that are affiliated with a given knowledge carrier should persist. 
Deviations can be considered as an indication that either over or under qualification 
may be present. To increase the accuracy in performing this evaluation the scope of 
concepts that is considered is limited to those that are located within the boundaries 
of granules, which hold at least one extracted concept, from the underlying problem 
statement or question. The granular concept evaluation takes 𝐶𝐺KLHMSH/ap as a refer-
ence value, as it indicates how many of the extracted concepts 𝑐C are located within 
a given granule 𝑔C. From this value the number of concepts that a user is affiliated to 
is subtracted, in order to determine if an over or under coverage is present. This can 
be formulated as 
 𝑈uLR/SIH_Wr`HLRnH = (𝑔C, 𝑢C) = WuXYZ[\Z]V^t aTSaTnT  . 
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An example of the resulting values is shown in Table 18 as part of matrix 𝑈𝐺 = 𝑙C×𝑢C. 
 
 
  
Table 18: Results of the Granule-Based Coverage 
An individual fitness evaluation for each candidate is computed by aggregating the 
concept and granule-based coverage evaluation. Furthermore, should the resulting 
values be weighted according to their impact. Hence, the used computation for this 
task is formulated as follows 
 𝑈KCo/Hxx = 1 − ( (𝑈Wr/aHsoh{|ZYglZ×𝐶𝐿GHIXYZ[.)I + (𝑈uLR/SIHh{|ZYglZn ×𝐶𝐺GHIXYZ[.))	. 
An overview of the resulting values for users 𝑢#, 𝑢%, … , 𝑢- is shown in Table 19. 
 
Table 19: Knowledge Carrier Suitability 
The resulting values from Table 7 show that the knowledge carriers 𝑢% and 𝑢k ended 
up with the lowest scores, which corresponds to their poor coverage of concepts as 
well as their deviation in the proportional distribution of concepts within granules. A 
very different result is present for users 𝑢# and 𝑢-, as both managed to acquire high 
scores, indicating a high level of fitness. 
 
 
	 132	
8.6.4 Fuzzy Inference System 
 
The fuzzy inference system (FIS) is the final component of the inference engine. It is 
tasked with evaluating the suitability of a candidate based on the A.U.R.A framework 
metrics that characterize the affiliation between a candidate and concepts that have 
been extracted from a problem statement or question. Hence, the FIS considers on-
ly metrics that serve this purpose, which excludes those that are concept-to-concept 
and user-to-user centered. This is necessary, since the excluded metrics have only an 
indirect impact on the candidate evaluation. As such, they will be included at a later 
stage, when the suitability scores for each candidate have already been determined, 
allowing for a Top-N list of candidates to be compiled, from which knowledge seek-
ers can then choose and contact one or more knowledge carriers. 
 
The A.U.R.A framework metrics that will be processed by the FIS, evaluate either the 
profile of candidates by focusing on the level of completeness and reputation or the 
user-to-concept contributions metrics, such as quality, type, timeliness and populari-
ty. Since these are two independent groups of metrics, each one will be processed 
separately. This is not only necessary due to significant differences between the two 
metric groups but also because of the number of times a FIS needs to run until all of 
the results are present. A difference exists since each candidate has exactly one pro-
file and therewith, one completeness and reputation rating, which can both be pro-
cessed within a single iteration. However, in the case of the contribution metrics this 
is different as each concept is characterized separately by the metrics and since each 
candidate can be affiliated with more than just one concept at a time from a prob-
lem statement or question, it is also necessary to perform several iterations, until all 
concept scores have been determined. This yields a custom suitability score for each 
concept. Within the following subchapters, a detailed elaboration of the embedded 
FIS will be given, according to the four consecutive steps of fuzzification, rule evalua-
tion, aggregation and defuzzification [Mamdani 1975].  
 
8.6.4.1 Fuzzification 
 
In a first step the FIS maps each metric, which serve as an input, into a fuzzy number 
using an input membership function. Common methods to define input membership 
functions include asking of experts, following an intuition or based on experience or 
inductive fuzzy classification [Kaufmann 2009]. In the case of a KCFS an option to ask 
experts is not given, as it is a novel approach and hence finding people that qualify 
as experts, is nearly impossible. A similar issue occurs with the experience-based 
approach. Drawing membership functions according intuition has the risk that they 
might be inaccurate and therewith have a negative impact on the overall perfor-
mance of the FIS.  
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A valuable option to cope with this issue is to deploy an algorithm that is capable of 
determining by itself how the underlying membership functions should be shaped in 
consideration of a set of predefined features. Jang [1991] introduced such an en-
hancement to fuzzy inference systems by adding an adaptive, neuronal network 
component to it, resulting in the creation of a so-called adaptive, neuronal fuzzy in-
ference system (ANFIS). This enhancement allows the FIS to capture the most suited 
shape of a membership function in an iterative process for a given case. However, as 
with any algorithm that relies on neural networks and therewith machine learning, it 
is essential to have meaningful and accurate training and validation sets. A training, 
as well as validation set could be derived from the Stack Exchange Network dataset 
by selecting a number of questions that have been solved and then by taking those 
users as a benchmark that have been given an award for providing a correct answer. 
In other words, the one user who provided the correct answer is taken as a refer-
ence, on what the optimal A.U.R.A framework metrics settings for a specific problem 
statement or question is. This allows the ANFIS to autonomously identify the shapes 
of the membership functions.  
 
To compute the membership function shapes, MATLAB with the Fuzzy Toolbox is 
used. As predefined value, the ANFIS is trained to provide shapes for the two suita-
bility indications low and high. In total, six different membership functions are to be 
set by ANFIS, considering that the shapes for profile completeness and reputation 
and the contributions metrics quality, type, timeliness and popularity. The training is 
performed using a training and validation set that contains 160 questions and an-
swers, 60 epochs for the desired shapes of the membership functions and a Gaussi-
an curve shape is selected a desired output. The corresponding setup for the neural 
network of ANFIS is shown in Figure 48.  
 
 
 
Figure 48: ANFIS Neural Network Setup 
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8.6.4.2 Rule Evaluation 
 
In a second step fuzzy rules are defined and combined with the fuzzified inputs, in a 
bid to determine the rule strength. The rule strength is then applied, to clip the cor-
responding output membership function, which acts as consequent. In both cases, 
the fuzzy operator AND is used to formulate the fuzzy rule, which is responsible for 
consequents inheriting the minimum value from the determined rule strength of the 
antecedents. In Figure 49, the used rules for the profile and contribution metrics are 
shown. 
 
 
 
Figure 49: Rules for Profile and Contribution Metrics 
A similar set of fuzzy rules is defined for the contribution metrics, which however will 
not be listed in detail, given the number of combinations that result from having five 
antecedents and two consequents.  
 
8.6.4.3 Aggregation 
 
Resulting from the rule evaluation is a set of different consequents, which have to be 
aggregated before being able to defuzzify them in a bid to derive a single suitability 
score. In Figure 50 membership functions of the used antecedents and consequents 
are illustrated, in addition to the resulting suitability map. 
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Figure 50: Resulting Antecedents and Consequents 
8.6.4.4 Defuzzification 
 
In a final step the aggregated consequents are defuzzified. This is necessary, in a bid 
to obtain singleton scores for each group of metrics. For this task, a selection of dif-
ferent methods is at disposal, from which the center of gravity (COG) method will be 
used by [Michels 2006]. It is computed as follows, given that 𝑥 is a continuous varia-
ble. 
 𝐶𝑂𝐺 = 𝜇W(𝑥)×𝑥 𝜇W(𝑥)  
 
Where 𝜇W(𝑥) represents the degree of membership of the suitability score 𝑥 within a 
fuzzy set	𝐶 and 𝑥 for points on the scale of the aggregated consequents. To gain a 
more detailed result a narrow 𝑥 should be chosen. However, this approach is only 
valid for profile related metrics. For the contribution metrics a slightly adjusted COG 
needs to be used, which takes into account the fact that the suitability score is de-
termined on a concept basis and not overall. For this task, the following version is 
being used. 
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𝑈S_Wr/aHso_arLH = 𝜇W(𝑥)×𝑥 𝜇W(𝑥) ×𝐶GHIH`R/aHa  
 
The modification includes the 𝐶GHIH`R/aH for each concept. This is necessary as to en-
sure that each concept is weighted, before the final aggregation takes place, upon 
which operations such as this are significantly more difficult to do individually. These 
two scores conclude the use of the FIS, leaving one last task open that needs to be 
performed by the inference engine. 
 
8.6.5 Post-Processing 
 
The final task that needs to be performed by the inference engine consists of comb-
ing all the different values and deriving a Top-N selection of candidates upon them, 
which is done during the post-processing procedure. This step is needed in a bid to 
combine 𝑈S_Wr/aHso_arLH, with 𝑈KCo/Hxx to determine 𝑈arLH for each candidate. The 𝑈arLH then serves as a basis to compute the Top-N selection. In Figure 51, all the 
components that are used to compute 𝑈arLH are shown, as well as how they are in-
terrelated. 
 
 
 
Figure 51: Post-Processing Components 
To determine 𝑈arLH the following computation is performed. 
 𝑈arLH = 𝑈S_Wr/aHso_arLH + 𝑈KCo/Hxx 
 
A benefit of having a compact, singleton score, which condenses the suitability of a 
candidate, is that it allows a Top-N list of the most suited candidates to be created 
without much effort. This makes it also easier for knowledge carriers to grasp a quick 
overview of how candidates compare, without having to first evaluate a set of differ-
ent scores and value their importance. However, this does not rule out the possibil-
ity to provide a more refined overview of certain traits that candidates have, such as 
their overall fitness to cope with a given problem statement or question and various 
contribution-based insights.    
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8.7 Results 
 
To demonstrate the resulting outcome from using the KCFS, three different use cas-
es will be used for demonstrative purposes. This is partially also a way to evaluate to 
some extent the results, as the knowledge carrier with the highest score for a given 
problem statement or question will be examined in more depth to elaborate wheth-
er the choice is suited or not.  
 
8.7.1 Case One 
 
Use case one focuses on the following question. 
 
“Which infantry tactics did roman legionnaires use at the Limes Britannicus?” 
 
From this question the following set of concepts could be extracted: infantry tactics, 
roman, legionary and limes britannicus. The distribution of these concepts within the 
different levels, as well as their specific relevance value and the corresponding score 
of the top five most suited candidates are shown in Figure 52.  
 
 
 
Figure 52: Case One: Value Overview 
As can be seen from Figure 52, concepts are distributed among the levels two and 
three of the granular knowledge cube. The selected top five users share a minimum 
of three concepts with the question, while the highest coverage equals to four. An-
other interesting fact is that fitness values on average are much higher then the 
summarized concept scores. A detailed overview of the concept distribution from 
the highest ranked candidate is presented in Figure 53.  
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Figure 53: Case One: Concept Distribution  
Figure 53 shows that the top rated candidate has various different interests, of which 
Ancient Rome is just one. In fact, the size of concepts on the first level reveals that a 
focus of interest is most present on topics related to Vietnam. This can be concluded 
since the number of concepts that are attached to it on a lower level influences con-
cept size. Overall, the suitability of this candidate based entirely on the concept dis-
tribution can be confirmed. 
 
8.7.2 Case Two 
 
Use case two focuses on the following question. 
 
“How do Confucianism and Shinto compare?” 
 
Given the shortness of this question, only the two concepts confucianism and shinto 
can be extracted. An issue with having such a limited selection of concepts is that it 
becomes more difficult to accurately distinguish candidates, because only few refer-
ence points exist. This becomes even more complex if concepts are within the same 
level and perhaps even the same granule, as is the case for this question. Resulting 
from this are equal relevance values for both concepts. In Figure 54, the correspond-
ing values for a selection of top five candidates is shown. 
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Figure 54: Case Two: Value Overview 
Although concept relevance cannot be taken as a reference point in this evaluation, 
the user fitness and concept score make up for this, providing viable results to base 
the final user score upon. The concept distribution, of the highest rated candidate, is 
shown in Figure 55. 
 
 
 
Figure 55: Case Two: Concept Distribution 
The concept distribution of this candidate shows a special interest in the various dif-
ferent topics related to religion. In addition are mythology Ancient Greece and cul-
ture of interest. Within the topic religion a strong focus is on Confucianism and Shin-
to, which corresponds to the requirements of the underlying question.  
 
8.7.3 Case Three 
 
Use case three focuses on the following question. 
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“Why didn’t Japan attack the Soviet Union during World War 2?” 
 
From this question, it is possible to extract concepts Japan, Soviet Union and World 
War 2. A particularity of this question is that most of the concepts are located within 
the top two levels of the granular knowledge cube. From this, the required depth of 
knowledge that is needed to provide assistance can be considered as shallow. With-
in Figure 56 the relevant values in addition to the top five ranked users can be seen. 
 
 
 
Figure 56: Case Three: Value Overview 
Figure 57 shows the concept distribution of the highest ranked candidate. 
 
 
 
Figure 57: Case Three: Concept Distribution 
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Based on the concept distribution, this candidate seems to have a strong preference 
for world wars and the Soviet Union. A more in-depth view of the topic World War 2 
reveals a particular preference of the concept Japan and Germany, which in the con-
text of the underlying question is needed to provide a meaningful answer. Hence, it 
is possible to describe this candidate also as suitable, based entirely on the concept 
distribution. 
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Part V 
 
Conclusions 
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Chapter 9: Conclusions and Outlook 
 
This chapter concludes the Ph.D. thesis and presents the reader with a description of 
the main contributions, an outlook of future research, as well as conclusions that can 
be drawn. In subchapter 9.1 a critical discussion of the contributions made through-
out this Ph.D. thesis is held, before in subchapter 9.2 the underlying research ques-
tions are evaluated with regard to how they have been answered. Subchapter 9.3 
highlights several aspects, related to the resulting contributions that can be used to 
conduct future research. 
 
9.1 Critical Discussion  
 
The critical discussion aims at evaluating practical considerations, limitations and the 
broader applicability of the various contributions made throughout this Ph.D. thesis. 
Among the contributions is the extended, granular knowledge cube to assess depth 
and breadth of knowledge users have in an implicit manner, the A.U.R.A framework 
to characterize user contributions more specifically, the trait-based concept selection 
algorithm and the Knowledge Carrier Finder System. 
 
9.1.1 Extended, Granular Knowledge Cube 
 
A particular benefit of using the extended, granular knowledge cube is that it allows 
knowledge, in the form of interrelated concepts, to be structured in a way that pro-
vides not only interesting insight on the breadth and depth of knowledge of the un-
derlying knowledge base but also the knowledge profiles of users. This is the result 
of using granular computing as paradigm to establish the desired structure.  
 
Stepaniuk [2008] outlines in his book on granular computing in knowledge discovery 
and data mining different methods on how to build granules and apply a hierarchical 
structure to concepts but does not propose algorithms that are able to perform this 
task nor is the idea suggested to include users. In the publication by Panoutsos and 
Mahfouf [2007] use of a Neural-Fuzzy (NF) algorithm is suggested, to apply the de-
sired granular and hierarchical structure, however this approach requires continuous 
surveillance and input from experts to validate performance and results. As such, the 
extended, granular knowledge cube is a novel approach for representing knowledge 
and profiling users. Among the strongest limitations, are a high dependency on be-
ing able to track which contributions belongs to what user, as well as size and rich-
ness of the underlying dataset. Lack of any of these two can lower the ability to de-
ploy and use the extended, granular knowledge cube. Another application domain 
for it would be as part of a knowledge-monitoring tool, which deployed within com-
panies would allow them to quickly grasp which knowledge they hold, where gaps 
max exist and how it is covered by employees. 
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9.1.2 A.U.R.A Framework 
 
The A.U.R.A framework ensures that the extended, granular knowledge cube is able 
to provide a more refined characterization of the user base, through the use of met-
rics. This approach is closely related to the use of Web Analytics to track user behav-
ior on websites. As such, it is an adaptation of research from this domain with a clear 
focus on metrics that aim at measuring and evaluating the knowledge users hold.  
 
Publications such as the one by Bose [2004] suggest metrics that can be used in the 
domain of knowledge management but with a focus on the held knowledge itself, as 
opposed to how users are related with it. Other publications originate from the do-
main of implicit knowledge profiling, such as the one by Thellefsen [2004] with a fo-
cus on defining how to implicitly capture and evaluate the knowledge users hold, or 
the one by Aakash et al. [2012] on implementing a graph-based implicit knowledge 
discovery tool from change logs. All of these publications have in common that sole-
ly the concept of implicit knowledge profiling is discussed but with lack of concrete 
metrics or other characteristics that need to be taken into account for evaluating the 
knowledge users hold. This can be explained with the fact with the specialization of 
the used approach, which to a certain degree can be described as a knowledge ana-
lytics for users. At the same time, this highlights a particular broader applicability of 
the A.U.R.A framework, which is as part of an analytical tool that allows companies 
or institutions to track employees or users with regard to the knowledge they apply, 
how it evolves over time and where further professional training would make sense. 
A limitation of the A.U.R.A framework is the strong dependency on having a dataset, 
which provides the necessary data for the metrics to be computed. Furthermore, it is 
necessary to evaluate on a case-by-case basis which of the suggested metrics should 
be used, as not all of them are useful in every situation. 
 
9.1.3 Trait-based Concept Selection Algorithm 
 
The introduced trait-based concept selection algorithm is primarily designed as tool 
to cope with cold-start problems that occur when insufficient data from contributions 
is present to implicitly generate accurate knowledge representation of users. For this 
task it relies on a frequency-based approach in which each trait is affiliated with a set 
concepts that are most frequently used with it. This allows users to be affiliated with 
concepts they have never explicitly contributed but are part of a trait they selected. 
 
As inspiration for the trait-based concept selection algorithm serves topic modeling, 
respectively the use of Latent Dirichlet allocation (LDA) to measure which words cor-
relate the most with a set of topics. On this topic different publications can be found 
that propose various approaches on how to perform this task accurately. The graph-
based approach is inspired by publications from Wang et al. [2016], Bougouin et al. 
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[2013] and Bellaachia and Al-Dhelaan [2014], which describe different methods and 
techniques build topic models from keywords and or hash tags. A limitation of the 
proposed trait-based concept selection algorithm is that it may help with solving the 
cold start problem that occurs when singleton users are new on a platform, but it is 
not able to perform well if all users on a platform are new and no contributions are 
present due to lack of meaningful reference values. As such it should not be applied 
for cases that need a solution to solve an initial cold-start problem but ones where it 
is necessary to boost the profiles of new users to an existing user base. 
 
9.1.4 Knowledge Carrier Finder System 
 
EFS are versatile and popular tools, which manage to improve sharing of knowledge 
within digital communities of users that are often spread out around the globe. This 
benefit has and will be of importance, as more working processes are digitalized and 
workforces given the opportunity to work from anywhere, making it more difficult for 
an employee to keep track of who knows what inside of a company. However, this is 
not an issue that is limited to the working environment but stretches further and co-
vers also aspects of our daily life, as we seek assistance to solve problem statements 
or questions.  
 
For EFS to be able to identify and then suggest the most suited candidates, who can 
provide meaningful assistance, it is vital to capture the knowledge that users hold. A 
common approach for this task involves the use of forms and other explicit data ac-
quisition methods. However, without the inclusion and consideration of implicit da-
ta, which is present in text-based content as an example, this process is incomplete. 
This particular issue is addressed by the extended, granular knowledge in combina-
tion with the A.U.R.A framework metrics, yielding a refined and more accurate view 
of the knowledge users hold. The introduced hybrid data acquisition approach pro-
vides applications with the possibility to profit from benefits, while diminishing the 
downsides that each of them has. This has been highlighted with the introduction of 
the KCFS and its ability to positively stimulate the sharing of knowledge, while en-
suring at the same time that the broadness and depth of knowledge that a problem 
statement or question implies, is being considered. 
 
Limitations of the KCFS are bound to its use as a tool to derive accurate knowledge 
profiles of users based on explicitly and implicitly derived data. As such, if the pro-
vided data does not support these two approaches, limitations do occur with regard 
to its applicability. This is a direct impact of relying on the use of an extended, gran-
ular knowledge cube and the A.U.R.A framework as principle components. Its under-
lying architecture is influenced by Lin [2009] and context-based reasoning through 
the use of fuzzy sets, which in combination with ANFIS allows it to adapt to changes 
over time. Possible application domains for the KCFS are broad and best described 
as any use-case in which a community of users seeks to exchange knowledge. 
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9.2 Matching Researched Questions  
 
The KCFS results from solving the following research questions, which originate from 
subchapter 1.3 and are described as follows. 
 
1. How can knowledge, which is encapsulated in text-based messages be ex-
tracted and represented through the use of concept mining? 
 
 In a bid to capture the knowledge that users hold from text-based content 
it is first necessary to extract all relevant concepts from it and then to rep-
resent them in a meaningful way. For the representation, either a contex-
tual or occurrence-based approach can be used. Studies, such as the ones 
by Sebastiani [2002], Chakrabarti [2002] and Rasmussen [1992], suggest a 
contextual approach over an occurrence-based to represent knowledge. A 
reason for this lies in the fact that knowledge is mainly applied in a specific 
context, without knowing the corresponding context of its use, it becomes 
more difficult in truly capturing and representing it.  
  
 Latest advances in NLP have provided more accurate toolkits for capturing 
the semantic meaning of text-based content. Especially the use of a vector 
space model with word embeddings to capture the contextual relatedness 
among words, of a large set of distinct words within a corpus, has proven 
to yield satisfying results. However, a shared characteristic of these toolkits 
is that they focus on capturing the semantic relatedness among words and 
not concepts. Hence, an enhancement had to be made that allows a tran-
sition from words to concepts through the use of an external ontology as a 
reference. Through this, knowledge that is encapsulated within text-based 
content can be extracted and represented.  
 
2. What is needed to structure the extracted and represented knowledge ac-
cording to the paradigm of granular computing? 
 
 The paradigm of granular computing is based on the notion of information 
granulation. As such, it can be used to structure concepts hierarchically, in 
accordance to their level of graininess and within granules based on fea-
tures such as functionality, similarity or indistinguishability [Zadeh 1998]. 
This corresponds with the theory of granulation by Hobbes [1994], which 
states: We perceive and represent the world under various grain sizes and 
abstract only those things that serve our present interests. Hence, this ap-
proach of applying structure corresponds to a certain degree with the way 
humans cope with large quantities of knowledge. 
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 While granular computing describes how the resulting structure should be 
imposed, it does not provide toolkits or algorithms to accomplish this task. 
Hence, a novel approach had to be introduced that applies the paradigm 
of granular computing onto the extracted concepts, which are interrelated 
according to their semantic similarity. This involved defining a set of gran-
ulation criteria to assess the graininess of concepts. These include connec-
tivity, graph direction, relevance, actuality and impact. Upon these criteria, 
as well as the semantic relatedness of concepts, a self-organizing maps al-
gorithm could be trained to establish the desired structure, yielding a so-
called granular knowledge cube. 
  
3. How can users be affiliated with the structured knowledge in order to gain 
the ability to determine their breadth and depth of knowledge throughout 
different domains? 
 
 A key feature of capturing the knowledge users hold is related to perform-
ing personalized assessments. To accomplish this, users are affiliated with 
concepts that they have contributed. This widens the portfolio of relation-
ships from just having concept-to-concept relationships to user-to-concept 
and user-to-user ones. Since concepts are already structured, according to 
the paradigm of granular computing, it is possible to determine the corre-
sponding breadth and depth of knowledge of each user by simply looking 
up their distribution of concepts, within the granular knowledge cube. The 
lookup can be done using either exact or proximity-based matching. Ben-
efits of using a proximity-based matching approach are that synonyms and 
other closely related concepts are included, which a user might not have 
explicitly used. A positive effect from this are broader knowledge profiles, 
which in return increases the overall coverage of concepts and provides a 
bigger portfolio of potential candidates that can be activated per concept. 
An issue of this method is that broadness in coverage comes at the cost of 
accuracy, meaning that the risk of wrongful suggestions increases.  
  
4. Which metrics are required in a bid to perform a refined characterization, 
of the knowledge that users hold? 
 
 While concept pool and distribution within the granular knowledge cube is 
a valid approach for determining implicitly the knowledge users hold, limi-
tations do exist. These are related to the fact that not all contributions are 
the same, hence not all concept should be treated equally. For instance, if 
a user keeps giving wrongful answers to questions on a specific topic then 
this needs to be accounted for. 
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 Resulting from this need, for a more refined affiliation of concepts with us-
ers, a set of metrics has been introduced that form the A.U.R.A framework. 
Their principal function is to quantify various different aspects that are of 
relevance for being able to perform a refined candidate evaluation and se-
lection. As such, they do not only quantify each of the existing relationship 
types but also users and concepts themselves. The corresponding values 
are computed for each user, respectively concept, separately and contin-
uously.  
 
5. How can the needed knowledge to solve a problem statement or question 
be derived, in a bid to minimize the dependence on user input? 
 
 Being able to assess the knowledge users hold is only one part of the en-
tire process of retrieving suitable candidates, to assist with given problem 
statements or questions. A second part focuses on characterizing the un-
derlying problem statement or question itself, with regard to the require-
ments that are imposed on needed depth and breadth of knowledge with-
in one or more knowledge domains. This task can be done either manually 
by users or autonomously through the KCFS. 
 
 An autonomous assessment of the underlying knowledge is performed, by 
first extracting all relevant concepts from a problem statement or question 
and then by characterizing their distribution within the granular knowledge 
cube, using a set of different metrics. These metrics provide the necessary 
insights, which allow for a refined selection of needed requirements to be 
custom defined. 
 
6. What type of system architecture should an application have that is meant 
to assist users with finding a suitable candidate, who can be consulted for 
solving a given problem statement or question?   
 
 The underlying architecture of the KCFS is divided into four components, 
which are user roles, graphical user interface, repository and engines. Each 
of them fulfils a unique role, which accumulated provides the resulting ap-
plication with the needed functionalities. A key functionality is provided by 
the option to pose a problem statement or question, upon which a Top-N 
selection of candidates is retrieved that can be contacted to receive assis-
tance.  
  
 To provide such functionality, the KCFS is capable of coping with implicit, 
as well as explicit data sources. For an implicit profiling of user knowledge, 
both granular knowledge cube and the A.U.R.A framework metrics are be-
ing used. In addition to this are problem statements and questions auton-
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omously assessed with regard to the knowledge requirements that have to 
be met. This combination of features provides the KCFS with a set of func-
tionalities that allow it not only to identify and suggest suitable candidates 
that can provide meaningful assistance but also ensure that candidates are 
not overqualified. This is of importance, as the number of knowledgeable 
candidates per knowledge domain is limited and as such they should not 
be used for solving trivial issues but focus on the more specialized cases. 
 
9.3 Future Research 
 
The multistep design science approach by Peffers et al. [2007] is concluded with the 
introduction of a KCFS as artefact and the use of a dataset from the Stack Exchange 
Network to evaluate its applicability. While all steps could be completed, limitations 
did arise with performing an in-depth evaluation of the results for two reasons. First, 
a direction comparison with other applications, which provide a similar functionality, 
could not be undertaken as no suitable candidates could be found. This is caused by 
the fact that none of the potential applications on the market that could be used for 
this task are open source. But even with suitable candidates, it would be difficult to 
distinguish good from bad results, as each person has different preferences and ex-
pectations, with regard to what a knowledge carrier should fulfil. The second reason, 
for having issues with performing an in-depth evaluation, is related to existing time 
and resource constrains. These would come into effect if the KCFS were to be eval-
uated by a community of users, which actively participate in using it. As the devel-
oped prototype is rudimentary and no user base with adequate size can be activat-
ed within reasonable time to perform such a thorough evaluation, this approach has 
not been pursued further. Future work will address this issue by finalizing the proto-
type, as part of an openly accessible GitHub project that allows others to participate 
in completing the final steps before a Web-based platform of the KCFS is launched.  
 
From a research point of view, various different options for future contributions exist. 
This ranges from using the idea of structuring concepts in a granular and hierarchical 
way to build semantic search engines, which are capable of taking into account, how 
broad or specialized a query statement is. Other research opportunities exist in fur-
ther enhancing the A.U.R.A framework with metrics or defining new parameters that 
can be used to apply the hierarchical structure.  
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