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Abstract—This paper presents a novel approach for job shop
scheduling problems using deep reinforcement learning. To ac-
count for the complexity of production environment, we employ
graph neural networks to model the various relations within
production environments. Furthermore, we cast the JSSP as
a distributed optimization problem in which learning agents
are individually assigned to resources which allows for higher
flexibility with respect to changing production environments. The
proposed distributed RL agents used to optimize production
schedules for single resources are running together with a co-
simulation framework of the production environment to obtain
the required amount of data. The approach is applied to a multi-
robot environment and a complex production scheduling bench-
mark environment. The initial results underline the applicability
and performance of the proposed method.
Index Terms—Job Shop Scheduling, Reinforcement Learning,
Graph Neural Networks, Distributed Optimization
I. INTRODUCTION
THE task of manufacturing or production scheduling re-ceives increasing attention from manufacturing enter-
prises to increase profitability and productivity on the shop
floor, especially in a globally competitive market. Job shop
scheduling problems (JSSP) are concerned with the allocation
of tasks over time to a limited number of resources in such
a way that one or more objectives for e.g., lower production
costs, shorter processing time, etc. are optimized. It derives
the most appropriate time to execute each operation by taking
into account temporal relations between production processes
and constraints of the shared manufacturing resources. JSSP
are in general NP-hard.
The majority of approaches for JSSP are implemented as
centralized algorithms which have full knowledge of the
production process. Various approaches ranging from simple
heuristics [1], constraint propagation and satisfaction [2],
petri-nets [3] to neural networks [4], expert systems [5] and
various meta-heuristics like genetic algorithms [6] or simulated
annealing [7] have been developed. However, such centralized
approaches have some inherent drawbacks. They rely on a
single computing unit which provides difficulty in large scale
environments as the problem size in general increases expo-
nentially. Furthermore, they have to repeat their calculation
if information used for the optimization or the production
environment itself changes. The above weaknesses require
additional approaches which are particularly suitable to tackle
the complexity of large scale environments and the variability
of production. For the first aspect, graph based representation
can provide a way to handle the complexity by abstracting
away low level relations. The second aspect requires for
reactive job shop scheduling strategies which are easier to
be accomplished by distributed scheduling algorithms. Such
distributed algorithms [8] are most often implemented in form
of multi-agent systems [9] where individual agents optimize
their performance based on local information only. In this way,
the global scheduling problem is distributed to considerably
smaller local problems which makes the problem more scal-
able and adjustable as agents can be added or removed as
required. However, most of the proposed agent architectures
are hard coded which does not allow the agents to learn
within the environment and hence, the agents cannot fully use
experiences received during previous scheduling operations.
In this paper we present a novel approach for JSSP which
combines the strength of learning-based agents with a dis-
tributed learning framework and a novel inter-agent informa-
tion exchange mechanism. The resulting distributed reinforce-
ment learning (RL) agents allow for a scalable architecture
and high adaptability in large scale and changing production
environments. RL has recently shown considerable success for
optimization and learning various areas including games [10],
robotics [11] and continuous control tasks [12]. This success
can particularly be attributed to the improved expressivity
and learning performance of neural networks used as function
approximators in RL. To tackle the complexity of production
environments, we propose the use of Graph Neural Networks
(GNNs) which are used to represent the various relations
within the different resources and orders. Particularly, we pro-
pose a novel framework to cast relevant features of production
environments into a graph neural network architecture which
is then used to optimize the production schedule in a reactive
setting. We apply the proposed approach to a multi robot
manufacturing station as well as to a complex benchmark
problem in JSSP with very encouraging results.
The contributions of the work can be summarized as follows:
• We present a novel data based approach for reactive job
shop scheduling problems by means of distributed RL
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2where individual resources are equipped with learning
agents.
• We set-up a novel framework to model the interrela-
tion within production environment using a graph neural
network with message passing. The integration with the
distributed RL allows for an end-to-end trainable repre-
sentation of the production scheduling problem.
• We extend the approach by means of curiosity driven
exploration and a gradient monitored regularizer which
considerably reduces the complexity of the reward and
network design.
• We employ the approach to two application scenarios,
namely a multi robot coordination problem in manufac-
turing cells and a complex benchmark JSSP.
The paper is organized as follows. Related work is presented in
Section II. In Section III the GNN-framework for the JSSP is
introduced. Section III presents the distributed RL algorithms
for JSSP using GNN and limited communication between
the agents. Section V presents the results and experiments
obtained for two application examples while Section VI gives
conclusions and outlooks future work.
II. RELATED WORK
We first discuss the related work on general JSSP approaches,
the RL is discussed along with distributed RL, and and finally
we focus on the graph neural networks.
Job Shop Scheduling: Scheduling problems are known to be
NP-hard [13], meaning it is considered that they cannot be
solved in polynomial time. Traditionally many algorithms are
used to solve the scheduling problem, like genetics algorithm
[6], integer programming [14] [15], meta-heuristic algorithm
[16] etc. Our approach applies RL to the scheduling problem.
Reinforcement Learning: RL has achieved super-human per-
formance in recent years in playing board games such as Go,
Chess [17] [12] [10] [18] and robotics [11]. Not only is RL
capable of learning and performing a specific task well, but it
can also generalize well [19] and has proven to be capable of
multi-task learning [20]. The advancements in the capabilities
of deep neural networks have also helped push the boundaries
of application of RL [21].
The developments in reinforcement learning provides an alter-
native to solving scheduling problems. [22] was one of the first
works to use RL to solve a static scheduling problem. Further
[23] used a model-free multi-agent approach to develop a
adaptive reactive scheduling agent. [24] uses a multi agent
DQN while [25] uses a model-based RL.
Distributed RL: The transition from single- to multi-agent
RL is non-trivial in general as thoroughly discussed in [26].
Specifically, as the individual agents change their behavior
during learning, the environment of each agent becomes non-
markovian resulting in a partially observable MDP. Early
approaches use cooperative settings based on Q-learning as-
suming that the actions of other agents are made to improve
the collective reward [27], [28]. In recent years, various
approaches based on deep MARL have been introduced.
In [29], [30], deep MARL with centralized critic is proposed.
Although, no communication is required during operation,
extensive communication between the agents is required dur-
ing training. In [31], [32], a common reward function for
all agents is applied which also requires constant inter-agent
communication between all agents and restricts the rewards
considerably. Fully independent RL-agents are used in [33]
where a deep Q-network (DQN) is employed in a multi-agent
setting however performing poorly in partially observable
environments. In our work, we rely on fully distributed RL-
agents based on ACRL with limited communication between
the agents.
Graph Neural Networks: Deep learning methods do not
fare well on data in the non-euclidean space. All the above
mentioned RL advancements either use convolutional neural
networks [34] or a Multi-Layer Perceptron (MLP), which
use feature engineering to achieve performance. The problem
with this approach is that they are not size or permutation
invariant. Addition of a single element to the scheduling
environment means training the entire agent from scratch
since the previously trained notions are not valid anymore.
GNNs are size and permutation invariant and additionally they
also provide information on pair-wise interaction between the
objects [35]. [36] developed an input size invariant network
for image classification, while [37] developed an algorithm
that is generally applicable to estimation, classification, and
outlier detection problems. Although there are many variants
of the GNNs like attention [38], gated convolutions [39],
representation learning [40], at the time of writing this
paper, there is only one paper focusing on using GNNs
on reinforcement learning in scheduling problems [41]. It
focuses on the training performance rather than generalization
performance. Our algorithm focuses on the generalization and
scalability of the trained agents.
III. GRAPH NEURAL NETWORKS FOR PRODUCTION
SCHEDULING
A. JSSP
The goal of a scheduling algorithm is to use a limited number
of resources or machines ’m’, to process a specified number of
jobs or tasks ’n’,while optimizing an specified objective like
make-span ’Cmax’. Each of these ’n’ jobs have a specified
operation sequence ’o’, through the machines with a specified
processing time ’t’ at the corresponding machine. When the
job has passed through the last operation sequence it is con-
sidered finished. It should be noted that make-span is just one
of the many objectives that can be optimized. Other objectives
include, reducing tardiness, reducing due date violations, etc,.
The scheduling problem also has other constraints that needs
to taken care of, like completion of preceding task, limit on
the number of jobs processed at any machine, usually one.
The JSSP can be represented as a feature vector that describes
the complete system which is used to take actions by the
Reinforcement Learning agent. While it provides a good local
3representation of the current system for the agent, it fails to
capture the relationship between the other entities in the JSSP,
and the impact these entities have on the agent. Although
it could be argued that this can be learned inside the MLP,
MLPs provide only a weak implicit relational inductive bias
after training. Graph Neural Network provides for a direct
representation of JSSP, the machines and the jobs can be
represented as the nodes, while the connection between the
machines is given by the edges. It becomes apparent that for a
JSSP problem Graph Neural Networks provide a more suitable
alternative, where the relational inductive bias is explicitly
structured [35].
B. Graph Neural network
Deep learning revolutionized many machine learning tasks
like object detection, image classification, image segmentation,
machine translation, etc. which are all represented in the
euclidean space. But typical graph structured data are rep-
resented in the non-euclidean space. Hence it requires special
algorithms called Graph Neural Networks. The core idea in
graph neural network is that the constraints provided in graph
structured database is not effectively used by the existing
neural networks. They provide a weak implicit inductive bias
between the inputs and the outputs. The graph can be defined
as a tuple G = (V,E), where V is the vertices or nodes present
in the graph and E is the edges. In certain applications a third
term U , representing the global attributes in used to define the
graph. Here V represents the set of node features of cardinality
Nv , given by {vi}i=1:Nv , while E represents the set of edges
of cardinality Ne, given by {(ek, rk, sk)}k=1:Ne . rk is the
receiver node and sk is the sender node for the edge k.
Graph neural networks use a feature called message passing.
There are two phases in the forward pass of message passing: a
message passing phase and a readout phase [42]. The message
passing algorithm is run for t time steps, and is as shown in
equation 2.
h0i := vi, for i  N
v (1)
mt+1i =
∑
jNe
Mt(h
t
j , ei,j) (2)
ht+1i = Rt(h
t
i,m
t+1
i ) (3)
Here ht+1i message extracted feature vector of node vi at time
step t. The message passing phase is when the neighboring
nodes htj are concatenated with the edge feature ei,j and
are sent into a differentiable function Mt, here an MLP is
used. This message passed neighbors are then aggregated
using the aggregator sum, as shown in equation 2. For
the aggregator the other choices include mean, average etc.
After the message is aggregated, the extracted and aggregated
message is concatenated with the feature vector of the node hti
Fig. 1: The interaction of agent and environment as MDP
and the sent in to another differentiable function Rt, as shown
in equation 3. Rt can MLP or RNN based on the requirement.
st = flatten(h
t+1
i ), for i  N
v (4)
This process is repeated for T time-steps. T is a hyper-
parameter that depends on how deep the graph is. For a
shallow graph T should be ideally high, while for a deep graph
T should be low. The feature extracted graph information is
then flattened, as shown in 4 and then used by the RL agent to
take action on the graph. We use python library Pytorch for
deep learning/RL and Pytorch− geometric for graph neural
net processing.
IV. DISTRIBUTED REACTIVE REINFORCEMENT LEARNING
A. RL
Reinforcement Learning (RL) is the branch of machine learn-
ing that deals with training agents to take an action a, as
a response to the state of the environment at that particular
time, st, to get a notion of reward, r as shown in Fig. 1. The
objective of the RL agent is to maximize the collection of
this reward. Sutton and Barto define RL as, “ learning what
to do – how to map situations to actions – so as to maximize
a numerical reward signal” [43].
A reinforcement learning system has two major components:
the agent and the environment where the overall system is
characterized as a Markov Decision Process (MDP). The
dynamics of the MDP are defined by the tuple (S,A,P,R,
p0 ), with the set of states S, the set of actions A, a transition
model P, in which for a given state s and action a, there exists
a transition probability to the next state s′ ∈ S , a reward
function R : S ×A × S −→ R which provides a reward for
each state transition st −→ st+1 induced by action at, and
an initialization probability p0. The policy pi(a|s), provides
an action a A, for a state s presented by the environment.
In value based methods, a policy could use the state-value
function, v(s) = E[Rt|St = s], which is the expected return
from the agent when starting from a state s, or an state-action-
value function, q(s, a) = E[Rt|St = s,At = a], which is the
expected return from the agent when starting from a state s,
4while taking action a. Here, Rt =
∑
t γ
trt is the discounted
reward that the agent collects over t times steps and γ is the
discount factor, where 0 ≤ γ ≤ 1. The policy then can be
defined by an −greedy strategy where the actions are chosen
based on pi(a|s) = argmax(q(s,A)) for a greedy action or
a completely random action otherwise. Alternatively, policy
gradient methods use a parameterized policy, pi(a|s, θ), to take
action without using the value functions at all. However, as
shown by the policy gradient theorem, value functions may
still be useful to improve the learning of the policy itself as
seen in Advantage Actor Critic (A2C) [44]. The objective of
the agent is to find an optimal policy, pi∗(a|s), that collects
the maximum reward. To find the optimal policy, the trainable
parameters of the policy are updated in such a way that it seeks
to maximize the performance as defined by the cost function
J(θt) as
θt+1 = θt + ρ∇J(θt), (5)
where θ are the parameters of the policy pi and ρ is the
learning rate. To derive at J(θt) different algorithms have been
developed. We use PPO [12].
B. Distributed RL
We consider modular systems with multiple individually
controlled subsystems. We design fully distributed learning
schemes with a decentralized state and action space and
an individual reward structure per agent. More formally, let
N = 1; . . . ;N be the set of agents and X ∈ RS be the set of
states with the state vector xt =
(
xkt
)S
k=1
∈ X. We assume
that every agent i ∈ N is influenced only by a subset of states
Xi ⊆ X consisting of neighboring states to which agent i
has a direct physical relation described either by equations
or edges in the production graph. Note that the state subsets
Xi are not distinct, i.e. agents can share components of their
state vector. Furthermore, let A ⊆ RQ × {0, 1}R denote the
set of actions of all agents and Ai ⊆ RQi × 0, 1Ri the
subset of actions of agent i. We denote ait ∈ Ai the action
vector of agent i at time t. Note that we assume a hybrid
action set consisting of continuous and discrete actions. We
further define a−i =
(
a1t ; . . . ; a
i−1
t ; a
i+1
t ; . . . ; a
Qi
t
)
as the
vector of all agents’ actions except that of agent i such that
at =
(
ait; a
−i
t
)
.
For each agent we define a reward function ri :Xi×A×N←
R, such that, at every time t, each player receives a reward
ri(xit; a
i
t; a
−i
t ). We apply the previously described DDPG al-
gorithm to each agent individually. Thus, each agent optimizes
the own cumulative reward by taking actions from its action set
Ai and having knowledge only to its own state set Xi. Note
that this definition avoids any direct communication between
the agents. However, the agent indirectly share information
due to shared states and the environment changes due to other
agents’ action choices.
Fig. 2: RMC as Graph
V. EXPERIMENTS AND RESULTS
A. Robot Manufacturing Cell
In the first experiment the graph structured JSSP is imple-
mented in a robot automated manufacturing cell. The en-
vironment consists of two industrial robots set up to work
on a common platform, which is considered the shop floor
here. The shop floor has six work stations, two input stations
(IB1, IB2), three processing stations (M1, M2, M3), three
buffer station for each of the processing stations (MB1, MB2,
MB3), and one output station (OB). No queue is considered
in front of the processing stations, the buffers are placed
after the processing stations. The machines can only process
what is moved to them at that particular point of time and
then the machines stay idle when the part is moved. This is
diagrammatically shown in 2. A finite supply of work-piece
is considered in the system for which the agent must create a
schedule.
The agents action here is the activation of the edges connecting
the nodes. If a node is activated then the work-piece is moved
from the ’from’-node to the ’to’-node. There are two different
types of nodes defined in the system, to move different work-
pieces (WP1 and WP2). WP1 goes through IB1, M1, MB1,
M2, MB2, M3, MB3, and then OB, while WP2 goes through
IB2, M2, MB2, M3, MB3, M1, MB1, and then OB. An RFID-
chip embedded in the work-piece gives information to the
robots. And all the work stations are accessible by both the
robots.
N = [WP1count,WP2count,machine, buffer] (6)
As described earlier, every graph is defined by the tuple of
node features v, edge features e, and edge index ei,j . The node
feature is a vector of size four as given by equation 6. The
first location is the number of work-piece, the second location
is the number of work-piece two, the third and fourth locations
are for differentiating between machine (1, 0) and buffer (0, 1).
For example, at the start of the episode, IB1 will have a node
5Fig. 3: Output Targets: 20, 20
feature vector of [20, 0, 1, 0]. The node features are combined
together as a tensor of size [Nv, feature length], where Nv
is the number of nodes. The RMC graph has nine nodes. The
edge index is nothing but a tensor of size [2, Ne], where Ne is
the number of edges. Edge index provides information about
how the nodes are connected to one another. For example, the
first edge index is given by [s, r], where s is the sender node,
and r is the receiver node. And each of these edges have an
attribute that define which work piece the edge can carry. So
the edges that carry work-piece one have an attribute [1, 0] and
the edges that carry work-piece two have an attribute [0, 1].
The RMC module has 14 edges, 7 which carry work-piece
one and 7 which carry work-piece 2.
With the above information, the message passed feature vector
can be extracted. This information is then used by the RL
agent as the states to take action. There are two agents one
for each of the work-pieces. The action is defined by whether
the edges activate or not. So when the edges activate they carry
their corresponding work-piece from the ’sender node’ to the
’receiver node’. The size of the action space is for each agent
is 128, given the 27 number of possible actions.
B. Robot Manufacturing Cell Results
Initial results show that, the GNN based RL comfortably
performs better than the results from the previous research
on the same environment [45]. Not only does it converge 10x
faster, the stability achieved after convergence is also very
good as shown in figures 3 4 5. Another very encouraging
result is that, while the previous algorithms could not converge
for variable targets like [10, 20], and[20, 10], the GNN based
RL could easily those targets as well as depicted in the figures
4 5.
Fig. 4: Outputs target: 10, 20
Fig. 5: Outputs target: 20, 10
C. Injection Molding Machines
Next we apply the algorithm fine-tuned on the RMC, to a big-
ger environment. The environment is set up based on a dataset
taken from the Polytechnique University of Valencia (UPV) for
injection molding presses. It has four injection molding presses
which process 30 different jobs that follow different machining
sequences. Each work-piece must through all four machines
to reach output buffer (OB) and there are different processing
times for every work-piece on their corresponding machines.
An example of flow of a work-piece on machines is shown
below, for the complete list of processing sequence and times
refer to the Annexure. For example, Job 1 has a machining
sequence of IB− > M2− > M3− > M1− > M4− > OB,
with processing times of 14, 12, 20, and 10 time-steps respec-
tively to reach the OB. And the OB collects the completed
work-pieces. The machines can process only one work-piece
at a single time. The finished work-pieces from the preceding
REFERENCES 6
Fig. 6: Example of one job in the injection molding machines
machine moves in to the succeeding machine’s buffer. The
machine is which is empty after completion of the previous
task picks the next work-piece from their machine buffer.
The objective is to finish the molding process of all work-
pieces within the least make-span possible. There are other
objectives which can also be considered such as minimizing
the total weighted completion time, minimizing the maximum
of lateness, minimizing the total weighted tardiness, etc [5].
But this experiment is concentrated on minimizing the make-
span and processing the jobs using coordinated of the RL
agents.
The GNN structured environment of the IMM is similar to
the RMC with a few differences. There are four different
nodes, input buffers, machines, machine buffers, and output
buffer with feature sizes [1], [2], [30], and[30] respectively. The
features are [Job number], [Job number, Time remaining],
[Number of respective Jobs], and [Number of respective Jobs].
But in order to process them all together in the GNN the node
features should be of similar size. Hence input buffer feature is
one-hot encoded to the size of 30, while the machine features
are padded with zeros to arrive at the size of 30. There are 30
different edges with a one-hot encoded edge feature vector of
size 30.
There are four agents in the IMM setup, each operating on
the machines where jobs are processed. The machines request
for a job when they are empty. Using the above described
structure, the message passed feature vector is extracted for
each of the nodes. But unlike in the RMC setup, in IMM
only the extracted features of the machine buffer node is
used to take action. This is because the machine buffer node
containing the information of all neighboring nodes due to the
message passing. This also future-proofs the algorithm, since
when this solution is scaled up to bigger scheduling problems,
the state space will not increase exponentially as only the local
information is used. Although initial results were found to
be encouraging, they will be published in the future work
for the Injection Molding Machines environment.
VI. CONCLUSION
MLP normally used in RL of the manufacturing scheduling
problems use just the feature vector of the states. While
Fig. 7: RL agent action input
this seems sufficient for simple environment, in complex
environments the agents find it difficult to learn anything
meaningful. This is because of the weak implicit inductive
bias provided by the MLP. GNNs overcome this by processing
the graph structure of the manufacturing scheduling problems
as graphs. The message passing algorithm of GNNs provide
better implicit inductive bias that are also invariant to the
position of the nodes and edges.
Our initial results from the application of GNNs to solve
the manufacturing scheduling problems show great promise.
The learning times are 10x times lower while proving higher
stability in the RMC environment. The agents also comfortably
solve the IMM environment with 30 jobs and 4 machines
accommodating the processing times as well. Although these
are not shown here, the initial results highlight the highly
promising nature of the Graph Neural Network application
in job shop scheduling problems. Further enhancements to the
learning algorithm is required to ensure stable learning in the
environment which forms the future work on this topic.
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