Abstract. This work is devoted to the numerical approximation of the solutions to the system of conservation laws which arises in the modeling of two-phase flows in pipelines. The PDEs are closed by two highly nonlinear algebraic relations, namely, a pressure law and a hydrodynamic law. We have previously proposed an explicit relaxation scheme which allows us to cope with these nonlinearities. But the system considered has eigenvalues which are of very different orders of magnitude, which prevents the explicit scheme from being effective, since the time step has to be very small. In order to solve this effectiveness problem, we now proceed to construct a scheme which is explicit with respect to the small eigenvalues and linearly implicit with respect to the large eigenvalues. Numerical evidences are provided. Introduction. We are interested in the simulation of two-phase flows in petroleum pipelines by a specific kind of models called drift-flux models [13] . The peculiarity of such a model lies in the existence of two algebraic closure laws, that is, a thermodynamic law and a hydrodynamic law. The complexity of these closure laws makes classical numerical schemes such as Godunov or Roe schemes very difficult to use. Our feeling is that only a "rough" scheme would be able to successfully meet the challenge of nonlinearities.
the system is not always hyperbolic. As a matter of fact, it is observed [2] that the system is hyperbolic only if the slip between the phases is not too large.
Since Xin and Jin's pioneering work [14] on relaxation schemes, several ideas have been put forward in order to improve the original relaxation procedure. For instance, Evje and Fjelde [5] attempted to achieve a more accurate approximation by splitting the flux into a convective part and a pressure part, thus reducing the stability condition on the relaxation coefficient. In [1] , the authors have taken another road to construct an explicit relaxation scheme. The idea was to partially relax the most "prominent" nonlinearities of the system, namely, the hydrodynamic and thermodynamic closure laws. Those nonlinearities are first spotted by means of a Lagrangian change of coordinates. Then, these are relaxed. Finally, the equations are brought back to the Eulerian frame. The resulting relaxation system is automatically hyperbolic and has all its fields linearly degenerated. This scheme is less CPU-time consuming than the VFRoe-type because the most algorithmically complex step is the computation of only two relaxation coefficients. Moreover, the most interesting aspect of this relaxation procedure is that these coefficients can be optimally adjusted [1] in order to satisfy physical properties such as the positivity of the density and, most of all, the maximum principle on the gas mass fraction.
The goal of this paper is to work out a semi-implicit version of the explicit scheme [1] via some mathematically sound extension procedures. In essence, the extension is possible and sound because of the linear degeneracy property of the relaxation system. The paper is organized as follows. In section 1, we introduce the two-phase flow model together with the boundary conditions and the characteristics of this model. In section 2, we develop the second-order explicit relaxation scheme with the computation of new relaxation coefficients and boundary conditions. In section 3, we present the semi-implicit scheme and section 4 is devoted to the numerical results.
1. Two-phase flow model.
Equations.
In the flow, the gas (resp., liquid) is characterized by its density ρ G (resp., ρ L ), its velocity v G (resp., v L ), and its surface fraction R G ∈ [0, 1] (resp., R L ∈ [0, 1]) with the property R L + R G = 1. The model is governed by the following system of conservation laws:
for x ∈ R and t ≥ 0. The unknowns are w :
Here the source term S includes gravity and wall friction terms which are given functions of the unknowns. We will consider a perfect gas and a compressible liquid with the state equations
where p 0 is the atmospheric pressure, ρ 0 L is the liquid density for p = p 0 , and a G (resp., a L ) is the sound speed in the gas (resp., the liquid). Sometimes, we will use the noncompressible liquid state equation ρ L = ρ 0 L . Anyhow, the pressure law can be put in the general form p = p(w 1 , w 2 ) and is a smooth function. We consider a general algebraic hydrodynamic law of the type v L − v G = Φ(w), for w ∈ (R + ) 2 × R, (1.3) in order to close (1.1). In (1.3), the mapping Φ is assumed to be smooth enough. In practical situations, Φ turns out to be nonlinear in the unknown w [2, 15] .
Boundary and initial conditions.
At the inlet of the pipe (x = 0), the mass flow rates are given as functions of time, i.e., (ρ α R α v α )(0, t) = q 0 α (t), t ≥ 0, α = L, G, and at the outlet of the pipe (x = L) the pressure is a given function of time, i.e., p(L, t) = p L (t), t ≥ 0.
We will treat cases in which the flow is induced only by variations of the boundary conditions: in such experiments, the initial condition is the steady state, computed by the values of the boundary conditions at time t = 0.
Characteristics of the model.
There is no analytical expression for the physical flux of the considered system, except for very simple hydrodynamic laws. Therefore the eigenvalues of the system (1.1) are not known in full generality. However, in most common situations, i.e., for usual values of w, the system is hyperbolic and has three real eigenvalues λ 1 < λ 2 < λ 3 , with λ 1 < 0 and λ 3 > 0.
Typically, |λ 1,3 | |λ 2 | and the large eigenvalues are 10-100 times bigger than the small eigenvalue. The extreme eigenvalues λ 1,3 correspond to the acoustic waves that we do not really care about, while the middle eigenvalue λ 2 , which has a variable sign, corresponds to the kinematic waves that we wish to capture accurately.
Explicit relaxation scheme.
Most computational details of this section are given in [1] and only the main results will be reported here. 
The relaxation model. Let us consider the total density of the mixing
With some little abuse, both the pressure law p and the hydrodynamic closure Φ will keep their previous notations when expressed in terms of the new variable u. In order to simplify the notations, let us introduce the two functions
of the unknown u. Weak solutions of the system (1.1)-(1.3) equivalently obey the conservative system
To determine the main nonlinearities of the equilibrium system (2.2), we proceed to a Lagrangian change of coordinates. Let us set τ = 1/ρ, and define the Lagrangian mass coordinate by dy = ρdx − ρvdt. The Lagrangian set of variables is z = (τ, v, Y ). For the sake of simplicity and with some abuse in the notations, nonlinear functions (like the pressure or the hydrodynamic law) will be given the same notation when expressed in both types of variables. The system (2.2) then rewrites as
We introduce two new state variables Σ and Π which are intended to coincide, respectively, with σ(z) and P (z) in the limit of an infinite relaxation parameter λ. We propose as a relaxation model the system
where a and b are two real positive parameters, the so-called relaxation coefficients to be properly prescribed to protect the relaxation procedure from instabilities in the regime λ → ∞ (see [1] and the references therein). Returning back to Eulerian coordinates, we end up with
The above relaxation system will be given hereafter the convenient abstract form
in which the flux function G receives a clear definition and
The associated admissible state space V reads
The following lemma has been proven in [1] . 
. Let x i be the center of the cell and Δx its length. We also denote x i+1/2 = (x i + x i+1 )/2 the interface between two cells, x 1/2 = 0 the inlet boundary interface, and x I +1/2 = L the outlet boundary interface. Let Δt n = t n+1 − t n be the time step. Let u n i ≈ u(x i , t n ) be the discrete unknown. On the grounds of the relaxation model (2.5), we suggest the two-step procedure below to advance in time the approximate solution.
1. Relaxation. In order to prescribe the initial data v n i v(x i , t n ), we advocate the equilibrium condition by setting
. This strategy leads to the finite volume scheme 
The explicit computations for v are given in Proposition 2.2 at the end of this section. For a proof of this proposition, see [1] . Let us underline the fact that the linear degeneracy of all fields allows for very simple expressions. For any quantity ϕ, 
is made of six constant states separated by five contact discontinuities:
Let us set 
, (2.16) where the intermediate states are given by
Relaxation coefficients.
We present in this section the computation of the relaxation coefficients a and b. Our approach is based on the Chapman-Enskog expansions
In order to get a first estimate for the relaxation coefficients (a, b), we decided to weaken the procedure introduced in [1] . This amounts to thinking of the Lagrangian relaxation system (2.4) as being made of two "uncoupled" subsystems: the first one, in (τ, v, Π), consists of the first three equations and is called the acoustic subsystem; the second one, in (Y, Σ), consists of the last two equations and is called the kinematic subsystem.
According to this decoupling strategy, we temporarily assume that the mappings P and σ depend only on the equilibrium variables involved in their respective subsystems, i.e., (τ, v) for P and Y for σ. This yields a first estimate (a , b ), which is then given a fairly simple correction (a , b ) so as to enforce-in the framework of general P and σ laws-two central stability properties, that is, the positivity of the density and the maximum principle on the mass fraction.
Two stability theorems. Let us consider the first subsystem
Under the hypothesis P = P (τ , v), the first-order asymptotic equilibrium system of (2.19) is
T and
Proof of Theorem 2.3. Substituting (2.17) into (2.19), we end up with the firstorder asymptotic system
where the first-order corrector Π 1 reads
Let us express the time derivative Π 1 by means of space derivatives. To do this, we start from the hypothesis P = P (τ , v) in order to have the identity
T . Third, we differentiate P using the classical chain rule, which yields
Finally, the combination of the last three identities leads to
, which completes the proof. Let us consider the second subsystem
Proof of Theorem 2.4. Substituting (2.18) into (2.24), we obtain
where the first-order corrector Σ 1 reads
The hypothesis and the equilibrium system (2.3) give easily
2 )∂ y Y , which completes the proof.
Then, requiring that the second-order operator of the asymptotic systems (2.22) and (2.25) be dissipative (so as to heuristically ensure stability), we are led to the following conditions. 
Remark 2.6. Because of the specific values of the functions P and σ, we always have a > b. This is in harmony with the fact that a is a Lagrangian acoustic velocity and b is a Lagrangian kinematic velocity.

Practical computation of the relaxation coefficients.
We present in this section the computation of the relaxation coefficients a and b for general pressure and slip laws. We consider a local pair (a i+1/2 , b i+1/2 ) on each interface x i+1/2 in order to minimize the numerical dissipation. The relaxation coefficients are designed in order to ensure the following.
1. The stability of the first-order asymptotic equilibrium system thanks to the Chapman-Enskog expansion. On the grounds of Corollary 2.5, we opt for the following first estimates:
(2.28)
2. The positivity of the density and the mass fractions. As explained in [1] , we have to correct the above first estimates in order to comply with two additional but fundamental physical properties: the positivity of the density and, above all, the maximum principle on the gas mass fraction, i.e., Y n i ∈ [0, 1]. This is done by setting [1] 
and by finally requiring that
The lower bounds (2.29) to be met by the relaxation coefficients have been proven to be almost optimal in [1] : a failure to satisfy those conditions generally results in a violation of our positivity requirements. Again, the bounds are valid for general pressure and slip laws.
The above strategy, simpler than the one in [1] , has been discovered in a pragmatic way, considering a numerical experiment (a contact discontinuity) with real-life slip laws in which the old fashion [1] led to overestimated coefficients b i+1/2 . The resulting numerical solutions were very dissipated and therefore unacceptable, as shown in Appendix A, which the reader is referred to for more details. The new procedure for deriving the relaxation coefficients significantly lowers the numerical dissipation while still achieving stability properties.
Second order in space.
The scheme is extended to second-order accuracy in space by using the classical MUSCL (monotonic upstream scheme for conservation laws) technique [11, 12] . The limited slopes are those of the "physical variable" (p, Y , v) rather than those of the conservative variable u [6, 7] .
Second order in time.
We use the following Runge-Kutta second-order procedure. Let us suppose that we denote L the explicit operator, which is second order in space, first order in time so that u n+1 = L(u n ). Then the explicit second order both in space and time is 
This condition enables us to obtain a sequence of noninteracting Riemann problems located at each cell interface x i+1/2 .
2.7.
Treatment of boundary conditions. In order to take the boundary conditions into account, we introduce two ghost cells: u n 0 at the inlet of the pipe and u n I +1 at the outlet. The computation of these two states must be explicit, due to the specific implementation of the linearly implicit scheme.
It is well known that the number of scalar physical conditions to specify on the boundaries is equal to the number of entering characteristics [2] . We have already noticed that our system is conditionally hyperbolic and, for most cases, admits three real eigenvalues λ 1 < λ 2 < λ 3 , with λ 1 < 0 and λ 3 > 0. Moreover, in all situations, at the inlet, λ 2 ≥ 0. Since our system is of dimension 3, this justifies the two physical conditions (q L and q G ) at the inlet and just one physical condition (the pressure) at the outlet.
Inlet (x = 0).
We compute the state v n 0 in order to satisfy the five following conditions. First, the relaxation state v n 0 is at equilibrium, which leads to the two identities (2.10). Second, we specify the total mass flow rate (which corresponds to the first component ρv) and the gas mass flow rate (which corresponds to the fourth component ρY v − Σ) which leads to the two identities
Third, let us introduce 1 , the left eigenvector corresponding to the first eigenvalue of ∇G(u n 1 ). We then specify the characteristic projection
The nonlinear system made up of the five equations (2.10), (2.34), and (2.35) is solved by a classical nonlinear solver (for instance, Newton's method).
Outlet (x = L).
We compute the state v n I +1 in order to satisfy the five following conditions. First, the relaxation state v n I +1 is at equilibrium, which leads to the two identities (2.10). Second, we specify the pressure, which leads to the identity
Third, we could have chosen, as at the inlet, two characteristic projections based on the left eigenvectors corresponding to the fourth and fifth eigenvalues of ∇G(u n I ). But the experience (based on numerous numerical experiments) shows that it suffices to write the identities
The nonlinear system made up of the five equations (2.10), (2.36), and (2.37) is solved exactly.
The no-return condition. On offshore petroleum installations, the mixture coming out of a vertical pipe ("riser") usually falls into a separator whose goal is to separate the liquid and gas phases. This is why we would like to enforce the additional condition: the liquid flow rate on the outlet must remain positive. Note that this condition is independent of the change of sign of whatever eigenvalue. The numerical treatment that we have chosen is therefore the following. After having computed the ghost state v n I +1 satisfying the previous conditions, we compute the numerical flux on the last interface H I +1/2 = H(v n I +1 , v n I +1 ). We then modify the first component of the flux by
This type of boundary condition is analyzed in [8] . 
In the previous section, we have constructed the explicit scheme
where the right-hand side contains only the approximate solution at time t n . Such a time discretization implies that the time step will be sufficiently small. A classical technique to get rid of this limitation is to use the implicit time discretization
where the computation of the approximate solution at time t n+1 is based on the inversion of a nonlinear problem. This inversion is expensive in terms of CPU time. On the other hand, numerical experiments show that the scheme is stable with just one Newton iteration with a far less restrictive CFL condition. Therefore we choose this strategy which gives a linearly implicit scheme for which the flux H and the source term S are approximated by the first-order Taylor expansions 
the partial derivatives of H. Plugging (3.4) and (3.5) into (3.3), one obtains the numerical scheme
The first three terms of the right-hand side of (3.7) correspond to the explicit scheme. This is why the linearly implicit scheme is classically split into three steps.
1. In the physical step, one computes a "predictor" using the explicit scheme
2. In the mathematical step, one solves the linear equation in δv,
where β i is the matrix
n ∇S i with I the 5 × 5 identity matrix. The mathematical step involves a nonsymmetric tridiagonal by block matrix which is solved by a classical linear solver. 3. Now we can update the conservative variable of the cell i by
Now, the remaining question is: how to construct the matrices α and γ? It is easy [6] to compute these matrices from the definition (3.6) when the explicit scheme is a Roe-type scheme. The main objective of the next section is therefore to put the relaxation explicit scheme under Roe's form. Afterwards, we will give the explicit computations of the matrices α and γ for the linearly implicit relaxation scheme. 
and R = (r j ) j=1,5 the matrix 
is not the value of the Jacobian of the relaxed flux G at an "average" state. We define the absolute value of the Roe matrix by |A Roe (v L , v R )| = R|Λ|L. The Roe matrix allows us to construct Roe's numerical scheme and to conclude, thanks to the forthcoming theorem.
Theorem 3.3. The numerical flux defined by
satisfies the equality
where H God is the Godunov flux defined by (2.12). Such a scheme can be constructed when all the fields of the relaxation system are linearly degenerated, which is our case, or when the solution of the Riemann problem is only made up of shocks.
Proof of Lemma 3.1. The main ideas involved in the following computations are the use of the Rankine-Hugoniot condition and the conservation of an appropriate Riemann invariant. The proof of the lemma is composed of the proof of the five equalities (3.11), as each of these requires a specific treatment.
In a first step, we show that v 1 − v 0 = δ 1 r 1 . By definition,
First, the Rankine-Hugoniot condition applied on the Eulerian equation ∂ t ρ+∂ x (ρv) = 0 with the first discontinuity gives 
The expansion of the left-hand side of the last equality gives
Substituting equalities (3.17) and (3.18) into the jump (3.16) and using the definitions of δ 1 and r 1 gives v 1 
In a second step, the definition of the intermediate states gives
Here, we use the Lagrangian equation ∂ t Y − ∂ y Σ = 0. We then apply the RankineHugoniot condition with the second discontinuity, which gives
Substituting the equality (3.20) into the jump (3.19) and using the definitions of δ 2 and r 2 gives v 2 − v 1 = δ 2 r 2 .
In a third step, the definitions of δ 3 and r 3 give directly v 3 − v 2 = δ 3 r 3 . Similarly, one can prove that v 4 −v 3 = δ 4 r 4 and v 5 −v 4 = δ 5 r 5 , which completes the proof.
Proof of Proposition 3.2. We must show that the matrix A Roe satisfies the three Roe conditions. This will be done by using the definition of this matrix and some easy computations, as we are going to see. 5 . Its right (resp., left) eigenvectors are (r j ) j=1,5 , the columns of R (resp., (l j ) j=1,5 , the lines of L). The five right eigenvectors form a basis of R 5 .
By definition, the matrix
A Roe (v L , v R ) is diagonalizable with real eigenvalues (μ j ) j=1,
An easy but tedious calculation enables us to check that
It is therefore easy to see that, thanks to (3.13) and (3.11),
On the other hand, the Rankine-Hugoniot condition gives the jump through the jth discontinuity as
which is the desired result. Proof of Theorem 3.3. We use the two equalities [11, Chap. 3, Lemma 4.3] 2 Δx , which justify such computations. The half-sum of these equalities will give a flux involving the eigenvalues and eigenvectors of the Roe matrix, and that will easily be transformed into the Roe numerical flux (3.14).
We want to compute the left-hand side of (3.22) by integrating the solution of the Riemann problem on the first domain [0, Δx/2] × [0, Δt n ] so as to get
This process leads to 2 Δx
By comparison with (3.22), we infer that
Similarly, we compute the left-hand side of ( 
The equality |μ| = μ + − μ − combined with the half-sum of (3.25) and (3.26) gives
But we have already noticed that v 5 − v 0 = j=1,5 δ j r j and therefore
which yields the equality (3.15).
The first-order linearly implicit relaxation scheme.
We are now in a position to compute the partial derivatives of the numerical flux defined by (3.14). They are obtained by assuming that Roe's matrix is constant. We obtain the matrices α and γ as
. The first-order linearly implicit relaxation scheme consists, at each time step, in solving the linear system A δv = b. The matrix A is a tridiagonal by block matrix with each block of size 5 × 5; the resulting matrix is a band matrix with nine extradiagonal terms.
We have already shown the interior lines (3.8)-(3.9), but we have not described the first and the last lines, which are related to the boundary conditions. For the states v 0 and v I +1 , we specify δv 0 = 0 and δv I +1 = 0.
First-order semi-implicit relaxation scheme.
The relaxation scheme is constructed so as to be -linearly implicit with respect to the fast acoustic waves of speed v ± aτ , -explicit with respect to the slow kinematic waves of speed v and the associated relaxation waves of speed v ± bτ . Accordingly, when one computes the partial derivatives of the numerical flux, only the terms associated with the largest eigenvalues are kept. We take the diagonal matrix Λ = Diag(v L − aτ L , 0, 0, 0, v R + aτ R ) which modifies Roe's matrix byÃ Roe = RΛL with the same matrices R and L as previously. Like Roe's matrix, the eigenvalues of the Jacobian matrices are modified in the same way byÃ
The matrices α and β are then computed with (3.28) and the previous modified matrices.
Time step of the semi-implicit relaxation scheme.
At each time step, one computes two auxiliary time steps.
1. The explicit time step is
with μ Void = 0.5 and |V
The linearly implicit time step is
with μ Press = 20 and |V
Press . The CFL number μ Press = 20, experimentally determined, turns out to be a good compromise between a small CPU time and an acceptable amount of smearing out for the numerical solution.
Implicit projection.
We follow the ideas of Chalons [3] . The use of a linearly implicit scheme implies that the projection step is giving steady states that are not accurate. The solution is to link the evolutions of the relaxed variables associated with an implicit field to the evolutions of the equilibrium variables. In our case, the only relaxed variable associated with an implicit field is ρΠ; the relaxation variable ρΣ is associated with the eigenvalues v ± bτ , which are explicit. We therefore write the implicit projection equation
with I(u) = ρP (u). The partial derivatives of I are computed on u n i . The previous identity gives an equation that replaces the fifth line of (3.9), i.e., modifies the linear system to be solved in the mathematical step. It enables us to reduce the size of each block from 5 × 5 to 4 × 4 and therefore reduce the size of the global linear system. Numerical experiments show that not only are the steady solutions more accurate [3] , but even transient solutions are more accurate.
Remark 3.4. The semi-implicit scheme with the implicit projection enables us to use nonconstant relaxation coefficients (a i+1/2 , b i+1/2 ) , as in the explicit scheme. We would like to mention the following link between the implicit projection and the relaxation coefficients.
The relaxation coefficients associated with linearly implicit fields without the implicit projection must be taken as constants (and equal to the maximum over the interfaces).
The relaxation coefficients associated with linearly implicit fields with an im-
plicit projection can be taken as nonconstants.
The relaxation coefficients associated with explicit fields can be taken as non-
constants. These facts are based on numerical experiments; there is no theoretical argument yet to support these facts.
3.3.
Second-order semi-implicit scheme. The slope limiters used to build the second-order explicit scheme lead to a nondifferentiable expression. That is why we choose a simplified version in which we do not differentiate the nonlinear operator involved in the second-order correction. In the physical step, we first compute the second-order correction of the states u L,R and evaluate the numerical flux. In the mathematical step, we solve the first-order linear system, but the derivatives are computed with the corrected states u L,R .
In order to have a second order in time scheme, we use again the Runge-Kutta 2 procedure. Since the scheme is only semi-implicit, the order 2 in time is only achieved on the explicit waves and the linearly implicit waves are solved with order 1 in time.
Numerical results.
In this section, we show the numerical results of the semi-implicit relaxation scheme: shock tube test (without boundary conditions) and real-life cases (with boundary conditions). The first two test-cases are Riemann problems. The length of the domain is 100 meters and the discontinuity between the two initial constant states is located at x = 50 m. The last two test-cases are real-life problems in which the solution is driven by the changes of the boundary conditions.
Experiment 1:
No-slip law. The details of this test-case are shown in Table 4 .1 and the results are displayed in Figure 4 .1. We see that the second-order correction leads to a more accurate scheme.
Experiment 2: Zuber-Findlay law.
The details of this test-case are shown in Table 4 .2 and the results are displayed in Figure 4 .2. We used the VFRoe-TACITE scheme described in [6] with the same CFL numbers. The two schemes are semi-implicit second-order schemes. The numerical results exhibit a good agreement between the two schemes.
Experiment 3:
No-slip law. The details of this test-case are shown in Table 4 .3 and the results are given in Figure 4 .3. This is the simplest real-life problem we can imagine: we just double the inlet gas flow rate. There are no one-phase states. The numerical results show a good agreement between the two schemes. In this test-case [6] , the inlet gas flow rate is decreased from 0.114 to 0 kg/s. As the mass flow rates are small, the decrease in the inlet gas mass flow rate gives rise to negative oil velocities in the upper part of the pipeline. Therefore a void fraction between a "single-phase gas" state and a "two-phase" state propagates from the outlet down the pipe. Simultaneously, the change in the inlet gas mass flow rates induces another void fraction front which propagates from the inlet up the pipe. These two fronts meet around x = 47 m at time t = 260 s to form a unique discontinuity wave which propagates towards the outlet. At time t = 200 s, this discontinuity wave reaches the outlet, and the pipe turns to a single-phase liquid steady state.
This test-case is quite stiff. During the simulation, the scheme must handle twophase states, liquid state and gas state. Moreover, the discontinuity propagating at the end on the simulation is between two one-phase states. The classical VFRoe scheme is not rough enough to handle this case and that is why the authors of [6] introduced more numerical diffusion in their VFRoe-TACITE scheme. The numerical results show a good agreement between the two schemes.
Conclusion.
A second-order semi-implicit relaxation scheme has been obtained as soon as we have succeeded in expressing the explicit scheme in Roe's form, that is to say, in computing the Roe matrix. The semi-implicit relaxation scheme is then explicit for the slow waves and linearly implicit for the fast waves and enables us to reduce the CPU time as well as to be more accurate on slow waves. Numerical experiments show a good agreement with the exact solution on shock tube tests and with a VFRoe-type scheme on more realistic problems.
There are a great number of prospects and open issues to this work: extension to the multicomponent case and to the energy equation, investigation into the link between the relaxation coefficients and the implicit projection, boundary conditions that are consistent with positivity properties for the inner scheme, and so on.
Appendix A. Additional benchmarks. In this appendix, we provide a few more critical numerical experiments so the reader can have a broader grasp of various aspects of the explicit and semi-implicit schemes.
A.1. Old vs. new relaxation coefficients. In [1] , the relaxation coefficients a and b were assessed in a "coupled" way. In this paper, these are derived from the formulae detailed in section 2.3, based on a rough "decoupling" strategy. We wish to compare the performance of the explicit relaxation scheme based on the conditions of [1] , called "old" (a, b) , and the performance of the explicit relaxation scheme based on the conditions of section 2.3, called "new" (a, b) . Figure A .1 plots the pressure, the velocity, the gas mass fraction, and the density at the final time for a test-case consisting merely of a transport of the mass-fraction. First-order explicit approximations are considered. It can be seen that the "old" coefficients give rise to a slightly more smoothed out front. The difference between the two ways of computing (a, b) is hardly noticeable here, because in both cases b is very small, and the difference brought about by a new < a old essentially lies in acoustic waves, which do not exist here. The discrepancy is much more impressive in Figure A .2, where we plot the results for a similar test-case with the Zuber-Findlay slip law. Here, b new b old , which accounts for the excessively smeared out front in the curves associated with the old coefficients. This example highlights the great benefit of the new procedure for adjusting the relaxation coefficients.
A.2. CFL ratio for the semi-implicit scheme. In order to get a better understanding of the basic properties of the semi-implicit scheme regarding accuracy and stability properties, we plot in Figure A .3 a comparison of three first-order schemes, namely, 1. the explicit scheme with CFL = 0.5, 2. the semi-implicit scheme with CFL = 20 (CFL corresponding to fast waves), 3. the semi-implicit scheme with CFL = 0.5 (CFL based on fast wave), for a Riemann problem consisting of a single transport of the slow wave. Note that since the Zuber-Findlay closure law is used, the pressure p is not preserved at the contact jump (which would be the case for a no-slip closure law).
It turns out that scheme 1 has the same amount of diffusion as scheme 3 and gives results better than scheme 2 at the pressure jump. Nevertheless, both are less sharp than scheme 2 as far as the mass-fraction is concerned. It is a well-known fact for an explicit scheme that the larger the CFL is, the less the computed solution is smeared out. It is thus tempting to take the "largest" μ Void possible. However, we are limited by the fact that a large CFL ratio introduces errors via the implicit part of the scheme (since only one Newton iteration is carried out). In this respect, the CFL number μ Press = 20 appears to be a good experimental compromise.
The fact that we do not observe any obvious difference between the three curves is due to the nature of the experiment at issue, in which only a slow wave is involved. The semiexplicit scheme has been purportedly designed to achieve good accuracy for these slow waves. Had we considered a case with many types of waves, as in Experiment 3, we would have seen a relatively poor performance of the semi-implicit scheme on acoustic waves. Therefore, Figure A .3 should be interpreted as good news, insofar as it confirms our claim that the new semi-implicit scheme is able to achieve high accuracy on slow waves while saving a lot of computational time.
