INTRODUCTION
In [3] where Q is a bounded domain in R N with C 00 boundary ôQ and w°, w t° are given fonctions. The operator L is assumed to satisfy the uniform ellipticity condition for some constant J>0, for ail xeQ and ail fëi, ^2. • • -. ^N) GRN an d its coefficients are such that a tj = a jt e C 00 (Ö), 1 ^ i, ; ^ JV and a 0 e C™ (Q) with a 0 ^0 in Q.
In the remainder of this section we introducé the notation to be used, which will enable us to define the fully discrete approximations and to state the convergence results. Sections 2 and 3 are devoted to the proofs of the convergence in L 2 (Q) and L 00 (Q), respectively. In section 4 we provide a family of schemes giving arbitrary accuracy in time, using the rational approximations of [3] . For integer m ^ 0 and 1^^00,^7=^(0) will dénote the Sobolev space of (classes of) functions on Q, having distributional derivatives of orders up to m in L P = L P (Q). In particular, in the customary fashion, for p = 2 we shall write H m =W% and we dénote the norm on H m by ||. || Hm . The norm on L oe we dénote by ||-||L«" The inner product on L 2 we dénote by (., .) and its norm simply by 11-11-
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Let {^j}j^i dénote the eigenvalues, in nondecreasing order, of the elliptic operator L and {<Pj},^i the set of corresponding eigenfunctions, a complete orthonormal set in L 2 , with (p; = 0 on 3Q. For the space discretization of (1.2) we assume the existence, for 0 < h ^ 1, of a family of finite dimensional subspaces of L 2 , which we dénote by S h = S h {Q), and a corresponding family of finite dimensional operators T h : L 2 -> S h> which possess the foliowing properties: In order to obtain fully discrete schemes, we discretize (1.7) with respect to time according to (1.1) . To this end we introducé the operator
where P is the L 2 -projection operator onto S h , and observe that, from (1.7), for any chosen time step /c>0, -2 cos (fcLj /2 )u*(t+ *) + !!*(0 = 0, 0gt£t*-2fc. (1.8)
We now seek a séquence of approximations {co n } nè0 <=Sj" where CÛ W will approximate u(nk). Let r be a real rational function of the real variable T such that there exist constants a>0, C< oo and an even integer v^2 such that |r(x)-cosx|^CT v+2 ,
O^T^CT.
(1.9)
With appropriate choices of the initial values <o° and CÛ 1 in S h we define the séquence of approximations co" by
For convergence results we shall work with the following:
The rational approximation r is defined to be ofclass C-I if r satisfies (1.9) and there exists a constant x>0 such that |r(x)|^l for O^T^X.
(1.11)
DÉFINITION II: The rational approximation r is defined to be ofclass C-ÎI if r satisfies (1.9) and
for ail T^0.
(1.12)
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Clearly every class C-II function is of class C-L We make the distinction since the use of class C-II rational functions in (1.10) yields unconditionaily convergent schemes. whereas with C-I functions the schemes are conditionally convergent.
There remains the choice of the initial values co 0 and co 1 in order to apply (1.10). These will be chosen in a spécifie way and will be directly computable from the initial data u°, uf of (1.2). Since our error estimation techniques rely on comparisons with the semidiscrete approximation (1.7), our choice ofoe°a nd o 1 will be lucid when made through the choice of w h (0), w?(0) of (1.7), bearing in mind that we require a>° to approximate w(0) = w°, and co 1 to approximate u(k).
To this end, we set ^h=S h x S h and define 2 -convergence of our scheme we choose s = 0 in (1.14) and for L^-convergence s will depend on N, as will be seen precisely below. We note that the computation of U h {0) from (1.14) will require the solution of 2s+l linear Systems of équations of size dim S h x dim S h (elliptic projections) with the same real matrix. Now G>° and co 1 It will be seen in section 4 that, with the particular choice of rational functions r to be used in (1.10), the computation of oe" for n ^ 2 will require the solution of a fixed number (depending on v) of linear Systems of équations at each time step with a fixed real matrix. It will also be seen, using the results of [1] , that the rational function r needed for the computation of oe 1 
\\T.vUC\\Tv\U,
for some constant C, where typically for Galerkin methods y{h) = C h r , if r> 2;
For the dérivation of (1.23) we refer to [4] and the références cited therein:
In addition let J o be a positive integer such that for some h o >0, for ail
for some constant C independent of h. It is shown in [2] that in the case of the standard Galerkin method (1.6) we may choose J Q = N. As noted in [2] and the références cited therein, the existence of such a J o will depend on the f act that the spectrum of L h approximates that of L and on known estimâtes for the asymptotic distribution of the eigenvalues of L.
In theorem 3.1 we prove that if r is of class C-II and r satisfies ( We close this section with a brief introduction to the rational functions to be used in section 4. We shall use from [3] the family of rational functions r(x) = r a (x; x) which satisfy with a = v/2, where v ^ 2 is an even integer, and x > 0 is a real parameter. (pj, a) will be a real polynomial of degree n in x 2 . In particular (1.9) will be satisfied and we show the existence of a x (ot) >0, which is explicitly computable, such that for x^x (ot) , r a (x; x) will be of class C-II.
It is then readily seen that for every n the computation of co n+2 from oe"
+1
and co" in ( We also point out that one of the main computational advantages of the schemes developed hère lies in the fact that, for a given order of accuracy v of the time stepping procedure, approximately one half the computational work is required to produce an optimal approximation to the solution, as compared with the single-step schemes of [1] .
We remark that two-step schemes producing second-order accuracy in time for second-order hyperbolic équations have been proposed in [7, 8] , and [6] . For high order single-step methods, cf [5, 1, 9] and for multistep methods, cf. [8, 6] .
Throughout the rest of the paper all constants appearing in the error estimâtes will be denoted by the generic C. Also, conditions of the type h^h 0 (i.e., requiring h to be sufficiently small) will be implicitly assumed whenever needed.
CONVERGENCE IN L 2
We first find an explicit expression for co" for 2 ^ n ^ [t* /k] in terms of© 0 , (o 1 , via (1.10). Let r (%) be a rational function of class C-II and § l9 ^2 be the roots of the quadratic équation 
From (2.4) and (2.10) we then obtain, using (ù° = u h (0), the représentation
We now state the first main resuit of this section We first observe that for any % e L 2 , using (2.6), (2.14') and the fact that sin x S for x ^ 0, we have
Also, for 1 g / g v/2 by (2.6) and (2.14) we have for %BL 2 : gC^'llxll, (2.22) and similarly, using (1.5) and (2.14) with / = v +1, • We now turn to the case when r (T) is a rational approximation of class C-I. It is now clear that the conclusions of lemma 2.1 hold for 0 ^ x ^ x, with x defîned by (1.11 The proof will be given in a series of lemmas. We first observe, as a conséquence of the hypotheses of theorem 3.1 and of lemma 3.1 of [2] , that we have the following L^-estimate on the eigenvectors \|/J of T h : Similarly, usingt2.6), (2.14'), (3.2) and (1.24) we conclude for any %eL 2 that
IllIxH. (3.7)
Finally, using (2.6), (2.14) with Z = v+1, (3.2), (1.24) and (1. Combining now (3.5), (3.9)-(3.12) we obtain ||u{ ) || 2s+r+1 +/C||«?|| 2s+v+2 ). (3.13)
We now write
Using similar estimâtes as above (cf. also the proof of lemma 2.2), we now have Proof: Using (1.14) we obtain follows from lemma 4.1. We remark that a simple procedure for Computing x (ot) is given in [3] .
Our special examples of class C-I, which are not of class C-II, and which are of practical importance consist of the family r* (T) defined by (4.5) . That r* (T), for a^2 even, is of class C-I is the essence of lemma 4.2.
The initial approximations co° and oo 1 will be generated by using a single-step procedure following [1] , with the rational function r a defined by (4.9). We note that a table of the polynomials Pi, a) is provided in the appendix of [1] ,
For consistency with the notation of the previous sections we shall set v = 2 a, and r a becomes r v/2 .
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Class C-II schemes
Having determined the parameter x (v/2) such that (4.4) holds for x^x (v/2) , assuming that for w^O, co" and (ù n + 1 are known, we obtain G>" + 2 frora (1.10) as follows. Set Z~((o n+2~\ -(ù n )/2 and (4.2) yields the computational procedure
Since v is even it is easily shown that in the case of known Galerkin methods, the détermination of Z from (4.12) (and thus of co n+2 ) requires the solution of v/2 linear Systems of équations with the same real matrix. We shall show this in the spécifie case of the standard Galerkin method with v-4. The argument used can be extended by induction to the gênerai case.
With v = 4, we find, cf. [3] , that x (2) = (1 /2 + y5724) To generate ©° and oo 1 we shall use over one step the single-step method defined by the rational functions r a of (4.9). To choose r a compatible with (4.12) we set v = 2oc and x = x (v/2) in (4.9). Then we define The hypotheses of theorem 2.1 are then satisfied and with the choice (4.23)-(4.25) we obtain the optimal L 2 -convergence resuit (2.13).
We note that from (4.23) the détermination of co 1 requires the solution of v linear Systems of équations with the same real matrix which is used at subséquent time steps obtained from (4.12). For details see [1] . Thus the entire computation may be carried out with a single matrix décomposition.
It is clear from the above that for a given accuracy v^2 of the time-stepping procedure, the above schemes pro vide approximations with optimal accuracy with approximately half the computational work as that required for single-step schemes of the same accuracy. In particular for the single-step schemes developed in [1] an approximation to the solution at î = nk, rc^2 is obtained by solving nv linear Systems. For the present methods we obtain co" by solving v + (nv/2) similar Systems. , the optimal Z^-estimate (3.1)holds.
Class C-I schemes
We now give some interesting, from a computational standpoint, examples of class C-I schemes which are not of class C-II. These schemes will be only conditionally convergent, a condition k/h^C being required for convergence. But for a given amount of computational work, in terms of the number of linear Systems to be solved at each time step, they are more accurate in time by two orders than the corresponding unconditionally convergent class C-II schemes.
We again set v = 2 a, this time for a ^ 2 an even integer, and choose r* /2 (x) by (4.5). A root xji x of q>Ji : is of course computable and the constant x = x(a) of (4.7) is easily estimated from the details of proposition 3.2 of [3] . We now choose r v/2 +1 (x) = r v/2 +1 {xtyfl i; x) by (4.9), in which case the same real matrix is used as before.
Because of (4, 6) , the hypotheses of theorem 2.2 are satisfied with v replaced by v+2. Hence we obtain the optimal L 2 -convergence result (2.13) with v replaced by v + 2.
Basically the higher accuracy of two orders is obtained this way since, for the special choice of the parameter xtyil i, we have cp^i i {x § f £+1) = 0, giving (4.6).
This however forces the scheme to be conditionally convergent.
We give the example for v/2 -a = 2 which will be O (k 6 ) in time and will require the solution of two linear Systems at each time step. From (4.1) an easy computation yields that x ( 3 2) = ((5 + yÏ5)/60) 1/2 is a root of cp ( 3 2) . Hence with rj (x) given by (4.5) and f 3 (x 3 2) ; x) given by (4.9) with x = x max by theorem 2.2. This scheme for a = 2 was constructed in [10] and discussed in the context of applications to Systems of ordinary differential équations in [10, 3] .
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