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Abstrat
The simplest nontrivial toy model of a lassial SU(3) lattie gauge theory is
studied in the Hamiltonian approah. By means of singular sympleti redution,
the redued phase spae is onstruted. Two equivalent desriptions of this spae in
terms of a sympleti overing as well as in terms of invariants are derived.
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1 Introdution
In the study of quantum gauge theory by nonperturbative methods there exist, in eet,
two approahes: one is to quantize the unredued system and then redue the symmetries
on the quantum level, the other one is to rst redue the symmetries on the lassial
1
level and then quantize the redued system. For a disussion of the rst strategy within
the framework of lattie gauge theory, see [10℄ and the referenes therein. The aim of
the present paper is to ontribute to the seond approah. The motivation behind stems
from the well-known fat that nonabelian gauge elds an have several symmetry types,
whih give rise to singularities in the 'true' (i.e., redued) lassial onguration spae.
Mathematially spoken, the latter is a stratied spae rather than a smooth manifold. It
is natural to ask whether the singularities produe physial eets. For a systemati study
of this open problem one needs a onept of how to implement the singularity struture in
quantum theory. Suh onepts have been developed in reent years, see, e.g., [6, 7, 11℄.
To separate the problem of symmetry redution from the usual problems of a eld theory
related to the innite number of degrees of freedom, it is reasonable to rst study lattie
gauge theory. This way, one obtains a variety of toy models to form and test onepts
and to develop quantum theory on a spae with singularities. It is important for quantum
theory, as well as interesting in its own right, to understand the lassial dynamis of
these models. Thus, in the present paper we onsider the simplest nontrivial model of
an SU(3) lattie gauge theory, where the lattie onsists of a single plaquette. We study
the kinematis of this model, i.e., the struture of the redued phase spae. The lassial
dynamis will then be studied in a subsequent paper.
We proeed as follows. In Setion 2 we introdue the model. In Setion 3 we arry out
symmetry redution. This will lead us to the so-alled redued otangent bundle [12℄.
Then we give two equivalent desriptions of this bundle. One is in terms of a sympleti
overing (Setion 4), the other one is in terms of invariants (Setion 5). We onlude with
some general remarks on the dynamis in Setion 6.
2 The model
Let us onsider hromodynamis on a nite regular ubi lattie Λ. Denote the set of the
oriented, i-dimensional elements of Λ by Λi (sites, links, plaquettes and ubes in inreasing
order of i). The gauge group is G = SU(3), its Lie algebra is g = su(3). The lassial
gluoni potential is approximated by its parallel transporter:
Λ1 ∋ (x, y) 7→ a(x,y) ∈ G .
Thus, the unredued lassial onguration spae is the diret produt GΛ
1
and the unre-
dued phase spae is T∗GΛ
1
. By means of the natural isomorphisms T∗GΛ
1 ∼= (T∗G)Λ1 ,
T∗G ∼= G×g∗ and g∗ ∼= g, see below for details, the anonially onjugate momenta (olour
eletri elds) are given by maps
Λ1 ∋ (x, y) 7→ A(x,y) ∈ g .
Loal gauge transformations are approximated by maps
Λ0 ∋ x 7→ gx ∈ G ,
2
hene the group of loal gauge transformations is the diret produt GΛ
0
. It ats on the
phase spae as follows:
a′(x,y) = gx · a(x,y) · g−1y , A′(x,y) = gx · A(x,y) · g−1x .
The (gauge invariant) Hamiltonian is given by
H = − δ3
2
∑
(x,y)∈Λ1 tr
(
A2(x,y)
)
+ 1
2g2δ
∑
p∈Λ2
(
6− tr(ap + a†p)
)
.
(1)
Here, δ and g denote the lattie spaing and the oupling onstant, respetively, and ap is
the parallel transporter around the plaquette p. For a plaquette p with verties x, y, z, u
we hoose
ap = axy · ayz · azu · aux .
While ap depends on the hoie of a base point x, tr(ap) does not.
In the present paper we onsider the ase where Λ onsists of a single plaquette. This is
the simplest nontrivial model for a Hamiltonian lattie gauge theory. On three of the links
of the plaquette, a and A an be gauged to 1 and 0, respetively. Suh a gauge is alled a
tree gauge. Then the residual gauge freedom onsists of onstant gauge transformations.
Thus, the unredued onguration spae is the group manifold G and the unredued phase
spae is T∗G ∼= G × g. Its elements will be denoted by (a, A). The gauge group is G, its
ation on the phase spae is given by diagonal onjugation
a′ = gag−1 , A′ = gAg−1 .
The Hamiltonian beomes
H = − δ3
2
tr(A2) + 1
2g2δ
(
6− tr(a+ a†)) .
(2)
Next, we will arry out symmetry redution. The basi objet for this is the G-manifold
of the unredued onguration spae, beause it determines the kinematial struture of
the model ompletely.
3 Symmetry redution
First, let us reall the general proedure. It is known as otangent bundle redution and
is a speial ase of (singular) Marsden-Weinstein redution.
3.1 Cotangent bundle redution
Let Q be a manifold ated upon properly by a Lie group K (we may even assume that K
is ompat). Assoiated with (Q,K) there is the surjetion
π : T∗(Q/K)→ Q/K . (3)
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The base spae Q/K onsists of the K-orbits in Q, equipped with the quotient topology,
the stratiation by the orbit types of K-ation and the smooth struture
C∞(Q/K) := C∞(Q)K
(invariant smooth funtions onQ). Thus, Q/K is a stratied topologial spae with smooth
struture, see [15℄ for this notion.
The total spae T∗(Q/K) is obtained as follows. The ation of K on Q lifts to a proper
sympleti ation of K on the otangent bundle T∗Q by the orresponding point transfor-
mations. The map J : T∗Q→ k∗ dened by
〈J(η), X〉 := η(XQ) , η ∈ T∗Q , X ∈ k , (4)
where XQ denotes the Killing vetor eld assoiated with X , is an equivariant momentum
mapping for this ation [1, 4.2℄. (Thus, these data dene a Hamiltonian G-manifold
naturally assoiated with (Q,K).) Sine J is equivariant, the level set J−1(0) is invariant
under K. The bundle spae T∗(Q/K) is given by the topologial quotient J−1(0)/K. It is
equipped with the following struture, see [2, 13, 18℄ or [5, App. B.5℄:
 A smooth Poisson struture. The natural smooth struture of T∗(Q/K) is given by
C∞
(
T∗(Q/K)
)
:= C∞(T∗Q)K/V K ,
where V denotes the vanishing ideal of the level set J−1(0). Sine K ats sympletially
on T∗Q, C∞(T∗Q)K is a Poisson subalgebra of C∞(T∗Q). In view of Noether's theorem,
J−1(0) is invariant under the Hamiltonian ow of invariant funtions. Hene, V K is a
Poisson ideal in C∞(T∗Q)K . Therefore, C∞
(
T∗(Q/K)
)
inherits a Poisson braket through
{f + V K , g + V K}T∗(Q/K) = {f, g}T∗Q , f, g ∈ C∞
(
T∗(Q/K)
)
.
 A stratiation by orbit types. Using the slie theorem it an be shown that for given orbit
type τ the subset J−1(0)τ of J−1(0) onsisting of the elements of type τ is an embedded
submanifold of T∗Q. Loal harts on the τ -stratum T∗(Q/K)τ of T∗(Q/K) are then dened
in the usual way: for a given point in T∗(Q/K)τ one hooses a representative in J−1(0)τ
and a slie about the representative for the ation of K on J−1(0)τ . By restrition, the
natural projetion πτ : J
−1(0)τ → T∗(Q/K)τ indues a homeomorphism of the slie onto
its image. Thus, harts on the slie indue harts on T∗(Q/K)τ .
 Sympleti strutures on the strata T∗(Q/K)τ . One an prove that the annihilator of
the pull-bak of the sympleti form ω of T∗Q to the submanifold J−1(0)τ oinides with
the distribution dened by the tangent spaes of the orbits. Therefore, the pull-bak of ω
to a slie for the ation of K on J−1(0)τ is a sympleti form on that slie. Through the
homeomorphism of the slie onto its image in T∗(Q/K)τ , indued by the natural projetion
4
πτ it denes a loal sympleti form on T
∗(Q/K)τ . Due to the fat that ω is K-invariant,
all the loal forms merge to a sympleti form ωτ on T∗(Q/K)τ . Then
π∗τ ω
τ = j∗τ ω ,
where jτ : J
−1(0)τ → T∗Q denotes the natural injetion.
By onstrution, the injetions (T∗Q)τ → T∗(Q/K) are Poisson maps. Therefore, the
above data turn T∗(Q/K) into a stratied sympleti spae.
Finally, the projetion π of (3) is indued by the restrition of the natural (equivariant)
projetion T∗Q→ Q to the level set J−1(0). Sine J−1(0) ontains the zero setion of T∗Q,
π is surjetive.
Remark 3.1. The bres of (3) may interset several distint strata of T∗(Q/K). In
partiular, π does not preserve the orbit types. However, as the stabilizer of a ovetor in
T∗Q annot be larger than that of its base point, π does not derease orbit types. For a
detailed study of the stratiations of the bres of T∗(Q/K), see [14℄.
Remark 3.2. Sine (3) is a bundle in the topologial ategory in the sense of [9℄ and sine
it plays the same role for Q/K as the otangent bundle T∗Q plays for Q, (3) is alled the
redued otangent bundle in [12℄, although in general its elements are not ovetors. When
K ats freely then Q/K is a manifold and (3) is isomorphi to the otangent bundle of this
manifold [1℄. In general, the otangent bundles of the strata of Q/K are dense subsets of
the orresponding strata of T∗(Q/K) [14℄.
If, like in our ase, (Q,K) is the onguration spae of a Hamiltonian system with sym-
metries, Q/K and T∗(Q/K) are referred to as the redued onguration spae and the
redued phase spae, respetively. It an be shown in general [13℄ that if an evolution
urve in T∗Q w.r.t. a K-invariant Hamiltonian meets a submanifold J−1(0)τ then it is
ontained ompletely in this submanifold. Therefore, dynamis in T∗(Q/K) takes plae
inside the strata. Due to Remark 3.1, an analogous statement for Q/K is in general not
true, though.
We will now disuss the redued data of our model in detail. The redued onguration
spaeQ/K and the redued phase spae T∗(Q/K) will be denoted by X and P, respetively.
3.2 The redued onguration spae X
In what follows we will write G for SU(3) and g for su(3).
By onstrution, X is the adjoint quotient G/Ad. As G is semisimple, this spae has the
following two standard realizations. Let T denote the subgroup of diagonal matries of
G. One has T ∼= U(1) × U(1), a 2-torus. For j = 1, 2, 3, let T(j) denote the subsets of
T onsisting of the elements whose entries oinide, possibly exept for the jth one. Let
A denote one of the triangular subsets of T whih are ut out by the T(j), j = 1, 2, 3,
see Figure 1. From the embedding A → T , A aquires a Whitney smooth struture. It
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elements 1, ei
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1, respetively.
is a standard fat that the embeddings A → T → G indue, by passing to quotients,
isomorphisms
X ∼= T/S3 ∼= A (5)
of topologial spaes with smooth struture. Here the symmetri group S3 ats by per-
mutation of entries and the smooth struture of T/S3 is dened by the invariant smooth
funtions on T .
Let us desribe the stratiation. The number of distint entries of a ∈ A an be 3, 2 or 1.
Denote the orresponding subsets of A by Ak with k = 2, 1, 0. One has A1 =
⋃3
j=1A∩T(j).
Topologially, A is a 2-simplex, A2 is its interior, A1 onsists of the edges without the
verties and A0 onsists of the verties. Taking into aount that the stabilizer of a under
the ation of SU(3) is given by the entralizer of a in SU(3), the stabilizer of a ∈ Ak is
k SU(3)-stabilizer S3-stabilizer
2 T {1}
1 U(2) S2
0 SU(3) S3
(6)
In partiular, A0 = Z3, the entre of SU(3). Denote the orbit types in the respetive order
by τ2, τ1 and τ0, irrespetive of the ation they belong to, and the orresponding strata of
X by X2, X1 and X0. (The numbering refers to the dimensions of the strata.) Type τ2 is
the prinipal orbit type and X2 is the prinipal stratum.
It is easy to see that the isomorphism X ∼= A holds on the level of stratied smooth
topologial spaes.
Remark 3.3. The identiation of X with A endows X with a CW-omplex struture in
an obvious fashion. Already for the quotient
(
SU(3) × SU(3))/SU(3) with SU(3) ating
by diagonal onjugation, whih is the redued onguration spae of lattie SU(3)-gauge
theory on a lattie with 2 plaquettes, the onstrution of a CW-omplex struture is muh
more ompliated, see [4℄.
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3.3 The redued phase spae P
As antiipated in Setion 2, we identify T∗G with the diret produt G × g by virtue of
the natural dieomorphism
G× g→ T∗G , (a, A) 7→ 〈A,R′a−1 · 〉 . (7)
Here, Ra : G → G denotes right multipliation by a ∈ G and 〈 · , · 〉 is the ordinary salar
produt of omplex matries,
〈A,B〉 = tr(A†B) , A, B ∈ M3(C) .
When restrited to g this form yields a real salar produt whih, up to a onstant fator,
oinides with the negative of the Killing form of g:
〈A,B〉 = −tr(AB) , A, B ∈ g .
Sine T(G×g) ∼= TG×Tg, vetors tangent toG×g at (a, A) an be written as (R′aB, (A,C))
with B,C ∈ g. Under the identiation (7) the sympleti potential of T∗G takes the
standard form
θ(a,A)
(
R′aB, (A,C)
)
= 〈A,B〉 , (8)
hene the sympleti form ω = dθ is
ω(a,A)
(
(R′aB1, (A,C1)) , (R
′
aB2, (A,C2))
)
= 〈B1, C2〉 − 〈C1, B2〉 − 〈A, [B1, B2]〉 . (9)
The ation of G on T∗G by the indued point transformations is given by onjugation, i.e.,
b · (a, A) = (b a b−1 , b A b−1) . (10)
If we furthermore identify g∗ with g by virtue of the salar produt 〈 · , · 〉, the natural
momentum mapping for this ation is given by the map
J : G× g→ g , J(a, A) = A− a−1Aa . (11)
The level set J−1(0) is therefore given by all pairs (a, A) ∈ G× g where a and A ommute.
In partiular, it ontains the subset T × t. By restrition of the natural projetion to orbits
we obtain a map
λ : T × t→ P . (12)
Let (a, A) ∈ J−1(0). Sine a and A ommute, they possess a ommon eigenbasis. Sine a is
unitary and A is anti-Hermitian, the eigenbasis an be hosen to be orthonormal. Hene,
by G-ation, (a, A) an be transported to T × t. In other words, every G-orbit in J−1(0)
intersets the subset T ×t. Hene, λ is surjetive. Sine two elements of T×t are onjugate
under G i they dier by a simultaneous permutation of their entries, then λ desends to
a bijetion
(T × t)/S3 → P .
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Standard arguments ensure that this is in fat a homeomorphism. Thus, we an use λ to
desribe P. In partiular, P is an orbifold.
We start with the stratiation. The number of entries whih simultaneously oinide for
both a and A an be 0, 2 or 3. Denote the orresponding subsets of T × t by (T × t)k
with k = 2, 1, 0, respetively. The stabilizers and orbit types of (a, A) ∈ (T × t)k under
SU(3)-ation and S3-ation are
k SU(3)-stabilizer S3-stabilizer orbit type
2 T {1} τ2
1 U(2) S2 τ1
0 SU(3) S3 τ0
(13)
Sine the orbit types are the same as for X we use the same notation. Let Pk ⊆ P denote
the stratum of type τk, k = 0, 1, 2. P2 is the prinipal stratum. Sine the subsets (T × t)k
are the pre-images of the strata Pk under λ, they will be referred to as strata of T × t. By
restrition, λ indues maps
λk : (T × t)k → Pk , k = 2, 1, 0 , (14)
whih desend to homeomorphisms of (T × t)k/S3 onto Pk, k = 2, 1, 0.
We determine (T × t)k expliitly. Reall that Z3 denotes the enter of G = SU(3). As
for T(j), let t(j), j = 1, 2, 3, denote the subset of t onsisting of the elements whose entries
oinide, possibly exept for the jth one. We nd
(T × t)0 = Z3 × {0} ,
(T × t)1 =
(⋃3
j=1 T(j) × t(j)
)
− (T × t)0 ,
(T × t)2 = T × t− (T × t)1 .
These are embedded submanifolds of T × t. Sine t is the Lie subalgebra of g assoiated
with the Lie subgroup T of G, T × t is a sympleti submanifold of G × g. Analogously,
so are T(j) × t(j), j = 1, 2, 3. It follows that (T × t)k, k = 2, 1, are sympleti manifolds.
For onveniene, in the following we will view (T × t)0 as a (trivially) sympleti manifold,
too.
Theorem 3.4. The map λ is Poisson. The maps λk are loal sympletomorphisms.
Proof. By denition, C∞(P) is a quotient of C∞(G× g)G. Hene, the rst assertion is a
diret onsequene of the fat that T×t is a sympleti submanifold ofG×g. For the seond
assertion, reall the onstrution of the sympleti forms on the strata Pk from Subsetion
3.1. The assertion then follows by observing that any point of Pk has a representative in
(T ×t)k and that a suiently small neighbourhood of the hosen representative in (T ×t)k
provides a slie for the ation of G on the submanifold J−1(0)k of G × g. Here J−1(0)k
denotes the subset of J−1(0) onsisting of the elements of the orbits of type τk.
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Remark 3.5. 1. Sine the submanifolds (T × t)k are sympleti and sine S3 is nite,
the quotient (T × t)/S3 naturally arries the struture of a stratied sympleti spae. Of
ourse, this struture might be viewed as to be obtained by singular Marsden-Weinstein
redution with (neessarily) trivial momentum map. Then Theorem 3.4 says that the map
λ indues an isomorphism of stratied sympleti spaes of (T × t)/S3 onto P.
2. Dynamis on P is thus given by the dynamis on T×t w.r.t. an S3-invariant Hamiltonian
and the sympleti form (9). Similarly, motion on X is given by S3-invariant motion on
the 2-torus with metri dened by the salar produt 〈 · , · 〉.
3.4 The projetion π : P → X
Reall from Subsetion 3.1 that the projetion π : P → X is indued by the otangent
bundle projetion T∗G→ G. By virtue of the identiation (7), the latter is identied with
the natural projetion to the rst fator pr1 : G × g → G. Hene, one has the following
ommutative diagram
T × t λ−−−→ P
pr1
y ypi
T −−−→ X
where the lower horizontal arrow is dened by restrition of the natural projetion G→ X .
It follows that the bre over a ∈ X (X being identied with A and hene with a subset of
T ) is given by
π−1(a) = t/S(a) ,
where S(a) is the stabilizer of a under the ation of S3. Aording to (6), there are 3 ases,
illustrated in Figure 2.
 If a ∈ X2, S(a) is trivial, hene π−1(a) = t. I.e., the bre is a full 2-plane and belongs to
the stratum P2.
 If a ∈ X1 then a ∈ T(j) − Z3 for some j = 1, 2, 3. Then S(a) = S2, ating by permuting
the 2 entries besides the jth one. Hene, π−1(a) = t/S2, ating by reetion about the
subspae t(j). Therefore, the bre may be identied with one of the two half-planes of t
ut out by t(j). Its interior belongs to the stratum P2, whereas the boundary t(j) belongs
to the stratum P1.
 If a ∈ X0, i.e., a ∈ Z3, then S(a) = S3. The ation of S3 on t is generated by the
reetions about the 3 subspaes t(j), j = 1, 2, 3. Hene, the bre may be identied with
one of the 6 (losed) Weyl hambers of t ut out by t(j), j = 1, 2, 3 (the walls of the Weyl
hambers). The interior of the Weyl hamber belongs to the stratum P2, the walls minus
the origin belong to the stratum P1 and the origin belongs to the stratum P0.
One an see expliitly that the projetion π : P → X does not preserve the stratiation,
beause the bres over points in X1 and X0 interset more than 1 stratum of P. As stated
in Remark 3.1, this is a general phenomenon.
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Figure 2: The bres π−1(a).
Remark 3.6. The desription of the redued data given here generalizes to an arbitrary
ompat semisimple Lie group in an obvious way: T and t are replaed by a maximal torus
in G and its Lie algebra, whih is a Cartan subalgebra of g. A is replaed by a Weyl alove
in T and S3 is replaed by the Weyl group of G. It is interesting that for G = SU(2) one
obtains the redued phase spae of the spherial pendulum with zero angular momentum,
whih is the well-known anoe [5, VI.2℄.
This ompletes the onstrution of the redued data for the model under onsideration.
Next, we will derive tools to study the dynamis of this model. I.e., rst, a sympleti
overing of T × t and, seond, a desription of P and X in terms of invariants.
4 Sympleti overing of T × t
Reall the sympleti form ω of G × g, see (9). By an abuse of notation, the pull-bak
of this form to T × t will also be denoted by ω. Elements of R4 will be denoted by
(x, p) ≡ ((x1, x2), (p1, p2)). In this setion, we use the exponential map of T to onstrut
a overing ψ : R4 → T × t whih pulls bak ω to the natural sympleti form dpi ∧ dxi of
R4 (summation onvention). We hoose ψ to be indued by some overing ϕ : R2 → T by
virtue of the ommutative diagram
TR2
ϕ′−−−→ TT
g
y
yh
R4 ∼= T∗R2 ψ−−−→ T∗T ∼= T × t
(15)
where the vertial arrows stand for the isomorphisms between the tangent and otangent
bundles indued by the natural Riemannian metris g on R2 and h on T . Reall that h
is given by the restrition to T of the Killing metri of G indued by the salar produt
〈 · , · 〉 on g. A straightforward alulation, where R2 and T may be replaed by arbitrary
Riemannian manifolds, shows that if ϕ is isometri then ψ is sympleti. Thus, all we
have to do is to hoose ϕ appropriately. E.g., we an hoose ϕ as the omposition of the
isomorphism R2 → t, mapping the anonial basis vetors e1, e2 to the orthonormal basis
diag
(
i√
6
, i√
6
,−i
√
2
3
)
, diag
(
i√
2
,− i√
2
, 0
)
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in t, with the exponential map t→ T :
ϕ(x) = diag
(
e
i
(
1√
6
x1+ 1√
2
x2
)
, e
i
(
1√
6
x1− 1√
2
x2
)
, e−i
√
2
3
x1
)
. (16)
The orresponding overing ψ : R4 → T × t is
ψ(x, p) =
(
ϕ(x) , diag
(
i
(
1√
6
p1 +
1√
2
p2
)
, i
(
1√
6
p1 − 1√2p2
)
, −i
√
2
3
p1
) )
. (17)
Remark 4.1. Sine ψ is a loal dieomorphism it is a loal sympletomorphism and hene
provides loal Darboux oordinates on T × t.
Now having onstruted ψ, we an ompose it with the map λ : T × t → P, see (12), to
obtain
χ := λ ◦ ψ : R4 → P . (18)
Let R4k = χ
−1(Pk) denote the pre-image of the stratum Pk under χ, k = 2, 1, 0. Using
R4k = ψ
−1((T × t)k) we nd
R40 = R
2
0 × {0} , R41 =
(⋃3
j=1
⋃
l∈Z R
2
(j) l × R2(j) 0
)
\R40 , R42 = R4 \ R41 , (19)
where
R20 =
{ (
l
√
2
3
π , (l + 2m)
√
2 π
) | l, m ∈ Z }
R2(1) l =
{ (
y ,
√
3 y + 2l
√
2π
) | y ∈ R }
R2(2) l =
{ (
y , −√3 y + 2l√2π ) | y ∈ R }
R2(3) l =
{ (
y , l
√
2π
) | y ∈ R } .
The R2(j) l are ane subspaes of R
2
, interseting eah other in the points of R20, see Figure
3. The R4k are sympleti submanifolds of R
4
: for k = 0 this is trivial, for k = 2 it is
obvious. For k = 1 it follows from the fat that in the natural identiation of T∗R2 with
R4 utilized here, R2(j) l × R2(j) l orresponds to T∗R2(j) l, j = 1, 2, 3, l ∈ Z.
By restrition, ψ and χ indue maps
ψk : R
4
k → (T × t)k , χk = λk ◦ ψk : R4k → Pk , k = 2, 1, 0 , (20)
respetively.
Theorem 4.2. The map χ is Poisson, i.e., for f, g ∈ C∞(P) there holds
χ∗{f, g}P =
∂(χ∗f)
∂xk
∂(χ∗g)
∂pk
− ∂(χ
∗f)
∂pk
∂(χ∗g)
∂xk
.
The maps χk are loal sympletomorphisms.
Proof. This follows from Theorem 3.4. In addition, for the seond assertion one has to use
that the ψk are loal sympletomorphisms. This is a onsequene of the fat that (T × t)k
are embedded submanifolds of T × t.
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Figure 3: The subsets R20 and R
2
(j) l of R
2
. The elements of R20 are represented by • and
are labelled by the element of X0 they projet to: 0, 1, 2 stands for 1, exp i23π1, exp i43π1,
respetively. The ane subspaes R2(j) l are labelled by
(j)
l
.
5 Desription in terms of invariants
In this setion, we derive the invariant-theoreti desription of the redued data of our
model. Let us start with realling the general theory. Consider an orthogonal representa-
tion of some Lie group H on a Eulidean spae Rn. The algebra of invariant polynomials of
this representation is nitely generated [19℄. Any nite set of generators ρ1, . . . , ρp denes
a map
ρ = (ρ1, . . . , ρp) : R
n/H → Rp .
This map is a homeomorphism onto its image [17℄ and the image is a losed semialgebrai
subset of Rp, i.e., it is the solution set of a logial ombination of algebrai equations and
inequalities. The equations are provided by the relations amongst the generators ρi and
the inequalities keep trak of their ranges. The set {ρ1, . . . , ρp} and the map ρ are alled
a Hilbert basis and a Hilbert map for the representation, respetively. If V ⊆ Rn is an
H-invariant semialgebrai subset, then ρ restrits to a homeomorphism of V/H onto the
image ρ(V ) ⊆ Rp and the image is again a semialgebrai subset. The equations are now
given by the relations amongst the restrited mappings ρi|V and the inequalities are given
by their ranges.
5.1 Hilbert map
To apply the method explained above to our model, we onsider the realiation of the
representation of G = SU(3) on M3(C)⊕M3(C) by diagonal onjugation:
a · (X1, X2) = (aX1a−1, aX2a−1) (21)
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and set V = J−1(0) ⊆ G× g. Indeed, sine this (omplex) representation is unitary w.r.t.
the salar produt
〈(X1, X2), (Y1, Y2)〉 = tr(X†1Y1) + tr(X†2Y2) , (22)
the realiation, equipped with the real part of (22) as a salar produt, is orthogonal.
Moreover, the subset J−1(0) ⊆ M3(C)⊕M3(C) is dened by the equations
a†a = 1 , det(a) = 1 , A† + A = 0 , aA−Aa = 0 , (23)
hene is real algebrai.
Sine the invariant polynomials of the realiation of a omplex representation are given
by the real and imaginary parts of the invariant polynomials of the original representation,
we have to nd the generators for the latter. Aording to [16℄, a set of generators for the
invariant polynomials of the representation of SU(n) on Mn(C)
m
by diagonal onjugation
is given by the trae monomials up to order 2n − 1 in X1, . . . , Xm and X†1, . . . , X†m. The
generators are subjet to the relation
∑
σ∈Sn+1
sgn(σ)
∏
(k1,...,kj)
yle of σ
tr(Yk1 · · ·Ykj ) = 0 , Y1, . . . , Yn+1 ∈ Mn(C) , (24)
alled the fundamental trae identity (FTI). Thus, aording to the general theory, the
real and imaginary parts of the trae monomials up to order 7 in a, A and a†, A†, where
(a, A) ∈ J−1(0), provide a homeomorphism of P onto a semialgebrai subset of Rp for some
large p. However, for the restritions of the trae monomials to J−1(0) more relations hold
than just the FTI. We an use them to redue the set of generators and thus to simplify the
Hilbert map. They arise from the matrix identities (23) and the Cayley-Hamilton theorem
whih says that the harateristi polynomial χX of any X ∈ Mn(C) obeys χX(X) = 0.
The harateristi polynomials of a and A are
χa(z) = −z3 + tr(a)z2 − tr(a)z + 1 , χA(z) = −z3 + 12tr(A2)z + 13tr(A3) , (25)
respetively. Using (23), any trae monomial an be transformed to the form tr(akAl) or
its onjugate for some k, l. Using (25) it an then be rewritten as a polynomial in the
monomials
tr(a) , tr(aA) , tr(aA2) , tr(A2) , tr(A3) .
We dene
ck := Re(tr(a(−iA)k)) , dk := Im(tr(a(−iA)k)) , k = 0, 1, 2 ,
tk := tr((−iA)k) , k = 2, 3 .
As iA is self-adjoint, t2 and t3 are real. Thus, we arrive at the simplied Hilbert map
ρP = (c0, d0, c1, d1, c2, d2, t2, t3) : P → R8 .
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By embedding G →֒ G× {0} ⊆ J−1(0), from ρP we obtain the Hilbert map for the ation
of G on itself by inner automorphisms, i.e., for the redued onguration spae X :
ρX = (c0, d0) : X → R2 . (26)
Analogously, embedding g →֒ {1} × g ⊆ J−1(0) and using that on the image of this
embedding there holds c2 = t2 and c1 = d1 = d2 = 0, we obtain the Hilbert map for the
adjoint representation of SU(3), or the orresponding representation of S3 on t,
ρAd = (t2, t3) : su(3)/Ad→ R2 .
By onstrution, the maps ρP , ρX and ρAd are homeomorphisms onto their images. The
images will be denoted by P˜, X˜ and Y˜, respetively. The images of the strata Pk of P and
Xk of X will be denoted by P˜k and X˜k, respetively. As P˜ , X˜ and Y˜ are projetions of a
semialgebrai subset, they are semialgebrai themselves. The reason why we onsider Y˜ is
that it will be needed in the disussion of P˜ .
5.2 Redued onguration spae and quotient of adjoint represen-
tation
The subset X˜ was disussed in [3℄. We reall the results. A natural andidate for an
inequality is given by the disriminant D(χa) of χa. Indeed, as a has eigenvalues α, β and
αβ, where α, β ∈ U(1),
D(χa) = (α− β)2(α− αβ)2(β − αβ)2 = −|αβ|2|α− β|2|α− αβ|2|β − αβ|2 ≤ 0 .
Dene
P1(c0(a), d0(a)) := −D(χa) , a ∈ SU(3) .
Expressing the disriminant in terms of the oeients of χa, see (25), yields
P1(c0, d0) = 27− c40 − 2c20d20 − d40 + 8c30 − 24c0d20 − 18c20 − 18d20 .
Moreover, dene
P0(c0, d0) := 9− c20 − d20 .
Theorem 5.1. X˜ is the subset of R2 dened by the inequality P1 ≥ 0. As subsets of X˜ ,
the strata are dened by the following equations and inequalities:
X˜0 : P0 = 0 , X˜1 : P1 = 0 and P0 > 0 , X˜2 : P1 > 0 .
Proof. By onstrution, X˜ is ontained in the subset dened by P1 ≥ 0. The inverse
inlusion was shown in [3℄. To disuss the stratiation, let a ∈ X (again identied with
A). One has a ∈ X2 i all its entries are distint, i.e., iD(χa) 6= 0. This yields the assertion
for X˜2. On has a ∈ X0 i all its entries are equal. This is equivalent to |tr(a)| = 3, i.e.,
c0(a)
2 + d20(a) = 9, hene the assertion for X˜0. Then the assertion for X˜1 follows.
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Figure 4: The subsets P1 ≥ 0 (left) and P2 ≥ 0 (right). The urve P1 = 0 is a
3-hypoyloid. All the singular points of the urves P1 = 0 and P2 = 0 are usps.
The urve P1 = 0 is a 3-hypoyloid in a irle of radius 3 and X˜ is the subset of R2
enlosed by this hypoyloid, see Figure 4.
Next, onsider Y˜ . Again, the disriminant of χA is a natural andidate for an inequality:
as A has purely imaginary eigenvalues, D(χA) ≤ 0. Dene
P2(t2(A), t3(A)) := −D(χA) A ∈ su(3) .
In terms of the oeients of χA,
P2(t2, t3) =
1
2
t32 − 3t23 .
Lemma 5.2. Y˜ is the subset of R2 dened by the inequality P2 ≥ 0. A matrix A ∈ t has
n distint entries i the following onditions hold:
n = 1: t2 = 0 , n = 2: P2 = 0 and t2 > 0 , n = 3: P2 > 0 .
Proof. By onstrution, Y˜ is ontained in the subset of R2 dened by P2 ≥ 0. Conversely,
for any hoie of (t2, t3) ∈ R2 there exists A ∈ M3(C) with these values for the invariants
t2, t3. It may be hosen as a diagonal matrix with entries being the zeros of the polynomial
χA, see (25), where the traes have to be expressed in terms of the hosen values for t2
and t3. It sues to show that the inequality P2(t2, t3) ≥ 0 implies A ∈ g = su(3). Indeed,
replaing z by iw yields iχA = −w3 + 12t2w + 13t3. This polynomial has real oeients
and disriminant −P2(t2, t3) ≤ 0. Therefore, its roots w1, w2, w3 are real. Sine it does not
ontain a square term, w1 + w2 + w3 = 0. Then A = diag(iw1, iw2, iw3) ∈ su(3).
The onditions that all entries are equal or that all entries are distint are obvious. The
ondition that 2 entries are distint then follows by observing that P2 ≥ 0 implies t2 ≥
0.
The urve P2 = 0 is shown in Figure 4. The inequality P2 ≥ 0 desribes the part of the
t2-t3-plane to the right of this urve.
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5.3 Redued phase spae
Now we turn to P˜. First, let us look for equations dening J−1(0) inside G × g, i.e.,
reeting the fat that a and A ommute. The following 2 families of funtions on G× g
obviously vanish on J−1(0):
fk(a, A) := 2(−i)k−1
(
tr(AkaAa†)− tr(Ak+1)) ,
gk(a, A) := (−i)k−1
(
tr(AkaAa)− tr(Ak+1a2)) , k = 1, 2, . . . .
The fk and gk are polynomials on G × g. The fk have real oeients and the gk have
omplex oeients. Being invariant, they an be written as polynomials in the variables
ck, dk, tk. This way, we obtain 2 families of equations whose ommon zero set ontains
ρ(P). They annot all be independent. Indeed, for k ≥ 3, using (25) one nds
fk(a, A) = −12tr(A2)fk−2(a, A) + i3tr(A3)fk−3(a, A) ,
gk(a, A) = −12tr(A2)gk−2(a, A) + i3tr(A3)gk−3(a, A) ,
where f0 = g0 ≡ 0. Hene, the relevant equations are those arising from f1, f2, g1 and g2.
Taking the real and imaginary parts  f1 and f2 are already real  we obtain the following
6 equations:
f1 = (3 + c
2
0 + d
2
0)t2 − 2(c21 + d21)− 4(c0c2 + d0d2) = 0 , (27)
f2 = (3− 13(c20 + d20))t3 − 2(c1c2 + d1d2) = 0 , (28)
Re(g1) = c0c2 − d0d2 − 2c0t2 − c21 + d21 + 3c2 = 0 , (29)
Im(g1) = c0d2 + d0c2 + 2d0t2 − 2c1d1 − 3d2 = 0 , (30)
Re(g2) =
1
2
((c0 + 1)c1 − d0d1)t2 + (13(c20 − d20)− c0)t3 − c1c2 + d1d2 = 0 , (31)
Im(g2) =
1
2
((c0 − 1)d1 + d0c1)t2 + (23c0d0 + d0)t3 − c1d2 − d1c2 = 0 . (32)
These are the andidates for the equations dening P˜.
Next, we look for the inequalities. Besides the two inequalities P1 ≥ 0 and P2 ≥ 0 found
above, whih ontain only pure invariants, there is another obvious one whih ontains the
mixed invariants c2 and d2. Namely, for given a ∈ T and A ∈ t, the entries of a(−iA)2 are
omplex numbers whose modulus is given by the orresponding entry of (−iA)2. Hene,
|tr(a(−iA)2)| ≤ tr((−iA)2). In terms of the real invariants this reads P3(c2, d2, t2) ≥ 0,
where
P3(c2, d2, t2) := t
2
2 − c22 − d22 .
Theorem 5.3. P˜ is the subset of R8 dened by the equations and inequalities
f1 = f2 = Re(g1) = Im(g1) = Im(g2) = 0 , Pj ≥ 0 , j = 1, 2, 3 . (33)
Proof. We have already heked that P˜ is ontained in the subset (33). In order to prove
the inverse inlusion, let there be given a point x = (c0, d0, c1, d1, c2, d2, t2, t3) from the
subset (33). We have to show that there exists a pair (a, A) ∈ T ×t suh that ρP(a, A) = x.
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Due to Theorem 5.1 and Lemma 5.2, there exist a ∈ T and A ∈ t with ρX (a) = (c0, d0)
and ρAd(A) = (t2, t3), respetively. All pairs in the orbit of (a, A) under the diret produt
ation of S3 × S3 on T × t have the same values for the invariants c0, d0, t2, t3. Hene, if in
(33) we view c0, d0, t2, t3 as xed parameters and c1, d1, c2, d2 as the variables, it sues to
show that the number nsol of distint solutions of this system of equations and inequalities
does not exeed the number norb of orbits under the diagonal ation of S3 on the S3 × S3-
orbit of (a, A). This holds in partiular if nsol = 1, i.e., if the solution is unique.
We start with separating c2 and d2 in the equations Re(g1) = 0 and Im(g1) = 0:
P0 c2 = (3− c0) c21 − (3− c0) d21 − 2d0 c1d1 + 2(c0(3− c0) + d20) t2 , (34)
P0 d2 = d0 c
2
1 − d0 d21 − 2(3 + c0) c1d1 + 2d0(3 + 2c0) t2 . (35)
The inequality P1 ≥ 0 allows for 3 values of c0, d0 where the fator P0 vanishes:
(c0, d0) = (3, 0) , (−32 , 32
√
3) , (−3
2
,−3
2
√
3) .
In the rst ase, the ombination f1 + 2Re(g1) = 0 yields c1 = 0. Then (29) reads
6(t2 − c2) + d21 = 0 and (30) reads d1(t2 − c2) = 0. It follows d1 = 0 and c2 = t2. Then
P3 ≥ 0 implies d2 = 0. In the other two ases, f1 − 4Re(g1) = 0 implies c1 = d1 = 0.
Resolving f1 for c2 and inserting this into P3 yields −(
√
3t2±2d2)2 ≥ 0. Hene, d2 = ∓
√
3
2
t2
and, then, c2 = −12t2. In all 3 ases nsol = 1.
For the rest of the proof assume P0 6= 0 (due to P1 ≥ 0 then P0 > 0). Then c2 and d2 are
xed by (34) and (35) and an be replaed in (27) and (28):
2(9 + 6c0 − 3c20 + d20) c21 + 2Q1 d21 − 8d0(3 + 2c0) c1d1 − P1 t2 = 0 , (36)
2(c0 − 3) c31 + 2d0 d31 + 2d0 c21d1 + 2(9 + c0) c1d21 + 4(c20 − 3c0 − d20)t2 c1
−(12 + 8c0)d0 t2 d1 + 1
3
P 20 t3 = 0 , (37)
where we have introdued the notation
Q1 = (3− c0)2 − 3d20 .
The oeient Q1 vanishes exatly for the 3 values of c0, d0 whih obey P0 = 0. Hene,
we an solve (36) for d1,
d1 =
1
2Q1
(
(12 + 8c0)d0 c1 ±
√
2P1(Q1 t2 − 6 c21)
)
. (38)
If t2 = 0 then c1 = 0, beause d1 must be real, and hene d1 = 0. Due to P2 ≥ 0, also
t3 = 0. Then (34) and (35) imply c2 = d2 = 0. Thus, again nsol = 1.
In the sequel assume t2 6= 0 (due to P2 ≥ 0 then t2 > 0). If P1 = 0, d1 is a multiple of c1,
hene replaing d1 in (37) yields a 3rd order polynomial equation whih has at most 3 real
solutions. I.e., nsol ≤ 3. On the other hand, due to Theorem 5.1, a has 2 distint entries.
Due to Lemma 5.2, A has at least 2 distint entries. Therefore, norb = 3.
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In what follows we assume P1(c0, d0) > 0. Then a has 3 distint eigenvalues.
First, onsider the ase d0 = 0. Here, d1 is a pure root and (37) ontains d1 only in 2nd
order. Hene, inserting (38) and disarding the global fator
(c0+3)2
3(c0−3) we obtain the 3rd order
polynomial equation
24 c31 − 3(3− c0)2 t2 c1 − (3− c0)3 t3 = 0 . (39)
Sine this equation has at most 3 real roots, eah of whih gives rise to at most 2 values of
d1 by (38), nsol ≤ 6. It follows that in the ase P2 > 0, where A has 3 distint eigenvalues,
norb = 6 ≥ nsol. In the ase P2 = 0, A has 2 distint eigenvalues, so that norb = 3. To
determine nsol for this ase, set
x := 3
√
t3
6
.
Then t2 = 6x
2
and t3 = 6x
3
. Substituting this in (39) and dividing by 6 we obtain
4 c31 − 3(3− c0)2 x2 c1 − (3− c0)3 x3 = 0 .
Sine x 6= 0 by assumption, the solutions of this equation are given by c1 = c˜1x, where c˜1
are the solutions of the same equation with x = 1. We nd c˜1 = 3 − c0 with multipliity
1 and c˜1 =
1
2
(c0 − 3) with multipliity 2. Then (38) yields d1 = 0 in the rst ase and
d1 = ±32
√
(3− c0)(1 + c0)x in the seond one. Thus, nsol = 3 = norb.
Next, onsider the ase d0 6= 0. We insert (38) into (37) and write this equation in the
form
±3d0(Q1 t2 − 24 c21)
√
2P1(Q1 t2 − 6 c21) = Q , (40)
where Q is some polynomial and we have omitted a ommon fator 3
√
2P 20 /Q
3
1 to avoid
fratures. By squaring (40) we obtain the 6th order polynomial equation in c1
1152 c61−288Q1 t2 c41+96Q2 t3 c31+18Q21 t22 c21−12Q3 t2 t3 c1+2Q31 t23−9P1 d20 t32 = 0 , (41)
where
Q2 = c
3
0 + 9c0d
2
0 − 9c20 + 27d20 + 27c0 − 27 ,
Q3 = c
5
0 + 6 c
3
0 d
2
0 − 27 c0 d40 − 15 c40 − 81 d40 + 90 c30 − 162 c0 d20
−270 c20 + 324 d20 + 405 c0 − 243 ,
and we have omitted a global fator Q31. To a solution c1 of (41) for whih the l.h.s. of
(40) does not vanish there orresponds one of the two signs in (40) and hene by (38) a
unique value for d1. To a solution for whih Q1 t2− 6 c21 = 0 there orresponds a unique d1
anyhow. To a solution for whih Q1 t2 − 24 c21 = 0 there orrespond two values of d1, but
suh a solution neessarily has multipliity 2. (This phenomenon should be interpreted the
other way around: generially (41) has distint solutions c1, eah with its own assoiated
d1. When 2 of the solutions happen to oinide, the assoiated values of d1 seem to emerge
from the same c1.) From these observations we onlude that nsol ≤ 6, so that for P2 > 0
we have norb = 6 ≥ nsol.
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It remains to onsider the ase P2 = 0, where norb = 3. As before, we replae t2 = 6x
2
and t3 = 6x
3
in (41) and argue that the solutions of the resulting equation are given by
c1 = c˜1x, where c˜1 are the solutions of this equation with x set to 1. The latter equation
turns out to be the square of
4 c˜31 − 3Q1 c˜1 +Q2 = 0 , (42)
hene it has at most 3 distint real solutions c˜1. We laim that for none of the orresponding
solutions c1 = c˜1x the fator Q1t2− 24c21 = 6x (Q1 − 4c˜21) in (40) vanishes. Assume, on the
ontrary, Q1 − 4c˜21 = 0. Inserting c˜1 = ±
√
Q1 into (42) and separating the terms with the
root yields ±Q1
√
Q1 = Q2. Taking the square we obtain 27 d
2
0 P1 = 0, in ontradition to
the assumptions d0 6= 0 and P1 6= 0. It follows that to eah c1 there orresponds a unique
value for d1. Thus, nsol = 3 = norb.
This ompletes the proof of Theorem 5.3.
Remark 5.4. As a by-produt of the proof we have seen that the 6 invariants c0, d0, c1,
d1, t2, t3 are suient to separate the points of P. Hene, they dene a homeomorphism
of P onto the projetion of P˜ to R6. (Outside some 'momentum uto' ‖A‖ ≤ k the
homeomorphism property is obvious and inside one uses that a bijetion of a ompat
spae onto a Hausdor spae is a homeomorphism.) The invariants c2, d2 annot be
expressed as polynomials in the other invariants, though. However, aording to (34) and
(35) and the subsequent disussion, on P˜ they an be expressed as ontinuous funtions in
the other invariants. For (c0, d0) 6= (3, 0), (−32 ,±32
√
3),
c2 = P
−1
0
(
(3− c0) c21 − (3− c0) d21 − 2d0 c1d1 + 2(c0(3− c0) + d20) t2
)
, (43)
d2 = P
−1
0
(
d0 c
2
1 − d0 d21 − 2(3 + c0) c1d1 + 2d0(3 + 2c0) t2
)
, (44)
whereas for (c0, d0) = (3, 0), (−32 ,±32
√
3), in the respetive order,
(c2, d2) = (3 t2, 0) , (−12 t2,∓
√
3
2
t2) . (45)
One an extend c2 and d2 to rational funtions on R
6
by means of the expressions on the
r.h.s. of (43) and (44). Then the values (45) have to be understood as the limits when
(c0, d0)→ (3, 0), (−32 ,±32
√
3) along P˜ .
On the level of the semialgebrai sets, the projetion π˜ : P˜ → X˜ is just given by the natural
projetion to the c0-d0 plane. Figure 5 shows the projetions of the bres π˜
−1(c0, d0) to
the 3-dimensional subspae spanned by the oordinates t2, t3 and c1 for 5 dierent points
(c0, d0) ∈ X˜ . In addition, the projetion of the bres to the t2-t3 plane, whih just oinides
with Y˜ , is shown, too. The gures where drawn using a parametrization of the invariants,
indued by a parametrization of the matries a and A.
For (c0, d0) belonging to the stratum X˜2 the bre π˜−1(c0, d0) is a full 2-plane, folded 3
times over the urve P2 = 0 (Figures (a) and (b)). The self-intersetions present in these
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t2
t3
c1
(c0,d0)∈X˜2
(a)
(c0,d0)→X˜1
(b)
(c0,d0)∈X˜1
()
(c0,d0)→X˜0
(d)
(c0,d0)∈X˜0
(e)
Figure 5: Projetion of the bres π˜−1(c0, d0) to the t2-t3-c1 plane (top) and the t2-t3 plane
(bottom).
gures are remnants of the projetion to the t2-t3-c1 hyperplane. In fat, they orrespond
to solutions c1 of (41) of multipliity 2 where the fator Q1 t2 − 24 c21 in (40) vanishes, so
that both values of d1 in (38) are allowed. Sine the latter are distint (unless t2 = 0), the
titious self-intersetion of the bre is not present in the full R8.
When (c0, d0) approahes the stratum X˜1, i.e., the urve P1 = 0, the two halves of the
plane ome loser (Figure (b)). For (c0, d0) ∈ X˜1 they meet eah other and thus make the
bre a half-plane with a double fold (Figure ()). When moving (c0, d0) further along X˜1
towards one of the points of the stratum X˜0 the three layers of this half-plane approah
eah other (Figure (d)) to nally merge to a 'sixth-plane' one for (c0, d0) ∈ X˜0 (Figure
(e)). This illustrates the abstrat desription of the bres in Setion 3.4.
5.4 Stratiation
We determine the equations and inequalities dening the strata of P˜ . We will make use of
the disriminant of the harateristi polynomial χaA. Dene
P4(c0(a, A), . . . , t3(a, A)) := Re(D(χaA)) .
Using (24) and (25) one nds
χaA(z) = −z3 + tr(aA) z2 +
(
1
2
tr(A2) tr(a)− tr(aA2)
)
z + 1
3
tr(A3) .
It follows
P4 = c
2
1c
2
2 − c21d22 + 4 c1d1c2d2 + d21d22 − 43t3 c31 − c0t2 c21c2 + d0t2 c21d2 + 4t3 c1d21
−2d0t2 c1d1c2 − 2c0t2 c1d1d2 + c0t2 d21c2 − d0t2 d21d2 − 4c32
+12 c2d
2
2 +
1
4
(c20 − d20)t22 c21 + c0d0t22 c1d1 + 6t3 c1c2 − 14(c20 − d20)t22 d21
+6t3 d1d2 + 6c0t2 c
2
2 − 12d0t2 c2d2 − 6c0t2 d22 − 3c0t2t3 c1
−3d0t2t3 d1 + 3(d20 − c20)t22 c2 + 6c0d0t22 d2 + 12c0(c20 − 3d20)t32 − 3t23
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Theorem 5.5. As subsets of P˜, the strata P˜k are dened by the following equations and
inequalities:
P˜0 : P0 = 0 and t2 = 0
P˜1 : P1 = P2 = P4 = 0 and (P0 > 0 or t2 > 0)
P˜2 : P1 > 0 or P2 > 0 or P4 6= 0
Proof. Let (a, A) ∈ T × t be given.
The pair (a, A) is invariant under the full S3-ation i so are a and A individually. Aord-
ing to Theorem 5.1 and Lemma 5.2, this holds i P0 = 0 and t2 = 0, respetively. Next,
assume that (a, A) has nontrivial stabilizer. Then there are 2 entries whih oinide for a
and A simultaneously. Then aA has a degenerate eigenvalue. It follows D(χaA) = 0 and,
hene, P4 = 0. Conversely, assume P1 = P2 = P4 = 0. Then a and A both have oiniding
entries. Up to S3-ation we an assume a = diag(α, α, α
2), α ∈ U(1). Then A an be
diag(ix, ix,−2ix) , diag(ix,−2ix, ix) or diag(−2ix, ix, ix) , x ∈ R . (46)
If x = 0 or α3 = 1 then in all 3 ases (a, A) has nontrivial stabilizer. Hene, assume x 6= 0
and α3 6= 1. In the seond and the third ase,
D(χaA) = (αx+ 2αx)
2(αx− α2x)2(2αx+ α2x)2 = 9x6(2α3 − α3 − 1)2
Taking the real part and replaing Im(α3)2 = 1− Re(α3)2 yields
P4 = 72x
6(Re(α3)− 1)2 = 0 .
Hene, x = 0 or α3 = 1, in ontradition to the assumption. Therefore, A = diag(ix, ix,−2ix)
and hene (a, A) has nontrivial stabilizer. This yields the equations for P˜1. The inequalities
for P˜1 and P˜2 are obvious.
5.5 Poisson struture
The brakets of the generating invariants c0, . . . , t3, taken in the Poisson algebra C
∞(P),
dene a Poisson struture on R8 by
{f, g} :=
∑8
i,j=1
∂f
∂xi
∂g
∂xj
{xi, xj} , (47)
where (x1, . . . , x8) = (c0, . . . , t3). This Poisson struture rules the dynamis on P˜, see the
brief remark in Setion 6. The Poisson brakets in C∞(P) are dened by
{f, g} = ω(Xf , Xg) , f, g ∈ C∞(G× g) ,
where the sympleti form ω is given by (9) and Xf , Xg are the Hamiltonian vetor elds
assoiated with f and g, respetively. They are dened pointwise by
ω(a,A)(Xf , X) = −X(f) , (48)
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for all X ∈ T(a,A)(G× g) and (a, A) ∈ G× g. Here X(f) is the diretional derivative of f
along X . As in Subsetion 3.3 we write the tangent vetors in the form
(Xf)(a,A) = (R
′
aBf , (A,Cf)) , X = (R
′
aB, (A,C))
with Bf , Cf , B, C ∈ g. Although it is not indiated by the notation, Bf and Cf depend on
a and A, i.e., they are g-valued funtions on G × g. Using (9) and the invariane of the
salar produt 〈 · , · 〉 to rewrite the l.h.s. of (48), and using the urve (exp(tB) a , A+ tC)
to represent X , (48) beomes
〈Bf , C〉+ 〈[Bf , A]− Cf , B〉 = − d
dt
∣∣∣∣
t=0
f((exp(tB) a , A+ tC)) , ∀ B,C ∈ g . (49)
Putting B = 0 yields Bf , then putting C = 0 and replaing Bf in the ommutator yields
Cf . Having found the Hamiltonian vetor elds assoiated with the invariants this way,
the Poisson brakets are then given pointwise by
{f, g}((a, A)) = 〈Bf , Cg〉 − 〈Cf , Bg〉 − 〈A, [Bf , Bg]〉 (50)
Sine it sues to ompute the brakets on the level set J−1(0), we may always assume
(a, A) ∈ J−1(0). This simplies the omputations onsiderably. In partiular, the ommu-
tators in (49) and (50) happen to vanish.
Let us illustrate the alulation by the braket {c1, d1}. For c1 and d1, (49) reads
〈Bc1 , C〉+ 〈[Bc1, A]− Cc1, B〉 = −Im〈a, C〉 − Im〈aA,B〉
〈Bd1 , C〉+ 〈[Bd1 , A]− Cd1 , B〉 = −Re〈a, C〉 − Re〈aA,B〉
To express the r.h.s. in terms of salar produts of B and C with elements of g, let Π+
and Π− denote the projetions of M3(C) onto the traeless Hermitian and traeless anti-
Hermitian matries, respetively. I.e.,
Π±(D) = 12
(
D ±D†)− 1
6
(
tr(D)± tr(D)) , D ∈ M3(C) .
Both Π− and iΠ+ map M3(C) to g and for any D ∈ M3(C) and B ∈ g one has
Re〈D,B〉 = 〈Π−(D), B〉 , Im〈D,B〉 = 〈iΠ+(D), B〉 . (51)
This way, we obtain the Hamiltonian vetor elds of the invariants:
Bc0 = 0 , Cc0 = −Π−(a) = −12(a− a†) + i3d0 ,
Bd0 = 0 , Cd0 = iΠ+(a) =
i
2
(a+ a†)− i
3
c0 ,
Bc1 = −iΠ+(a) = − i2(a+ a†) + i3c0 , Cc1 = iΠ+(aA) = i2(a− a†)A + i3d1 ,
Bd1 = −Π−(a) = −12(a− a†) + i3d0 , Cd1 = Π−(aA) = 12(a+ a†)A− i3c1 ,
Bc2 = −2Π−(aA) = −(a + a†)A+ 2i3 c1 , Cc2 = Π−(aA2) = 12(a− a†)A2 + i3d2 ,
Bd2 = 2iΠ+(aA) = i(a− a†)A+ 2i3 d1 , Cd2 = −iΠ+(aA2) = − i2(a+ a†)A2 − i3c2 ,
Bt2 = −2A , Ct2 = 0 ,
Bt3 = 3iΠ+(A
2) = 3iA2 + it2 , Ct3 = 0 .
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There hold the relations Bc1 = −Cd0 , Bd1 = −Cc0, Bc2 = −2Cd1 , Bd2 = 2Cc1. Aording
to (50), e.g.,
{c1, d1} = 〈Bc1, Cd1〉 − 〈Cc1, Bd1〉 = 〈−iΠ+(a), Cd1〉 − 〈iΠ+(aA), Bd1〉
= −Im〈a, Cd1〉 − Im〈aA,Bd1〉 .
By replaing Cd1 and Bc1 using the above expliit expressions and rewriting the resulting
salar produts in terms of the invariants c0, . . . , t3 we nally arrive at the desired Poisson
brakets:
{c0, d0} = 0 , {c1, d1} = 13(c0c1 + d0d1)
{t2, t3} = 0 , {c2, d2} = −2t3 + 23(c1c2 + d1d2)
{c0, c1} = −23c0d0 − d0 , {d0, d1} = 23c0d0 + d0
{c0, d1} = 12c20 − 16d20 − c0 − 32 , {d0, c1} = 16c20 − 12d20 − c0 + 32
{c0, c2} = −c0d1 − 13d0c1 + d1 , {d0, d2} = 13c0d1 + d0c1 − d1
{c0, d2} = c0c1 − 13d0d1 + c1 , {d0, c2} = 13c0c1 − d0d1 + c1
{c1, c2} = −56c0d2 − 12d0c2 − 12d0t2 + 12d2 + 23c1d1
{c1, d2} = 56c0c2 − 12d0d2 − 12c0t2 − 32t2 + 12c2 + 23d21
{d1, c2} = 12c0c2 − 56d0d2 − 12c0t2 + 12c2 + 32t2 − 23c21
{d1, d2} = 12c0d2 + 56d0c2 + 12d0t2 − 12d2 − 23c1d1
{c0, t2} = −2d1 , {d0, t2} = 2c1
{c1, t2} = −2d2 , {d1, t2} = 2c2
{c2, t2} = −t2d1 − 23t3d0 , {d2, t2} = t2c1 + 23t3c0
{c0, t3} = t2d0 − 3d2 , {d0, t3} = −t2c0 + 3c2
{c1, t3} = −12 t2d1 − t3d0 , {d1, t3} = 12t2c1 + t3c0
{c2, t3} = −12 t2d2 − t3d1 , {d2, t3} = 12t2c2 + t3c1 (52)
Remark 5.6. Another desription of the redued phase spae in terms of invariants an
be onstruted as follows [7, 8℄. The polar map (a, A) 7→ a exp(−iA) yields a dieomor-
phism of T × t onto the omplexiation TC, whih is isomorphi to the diret produt
of two opies of the group of nonzero omplex numbers. This dieomorphism passes to
an isomorphism of stratied sympleti spae from P onto TC/S3. The real invariants
for the latter quotient are the elementary bisymmetri funtions on TC, obtained from
the elementary symmetri funtions by bilinearization w.r.t. the holomorphi oordinates
and their omplex onjugates. This desription is the starting point for stratied Kähler
quantization in [6, 7℄. It also has the great advantage that it diretly generalizes to SU(n)
and further to an arbitrary ompat Lie group. For lassial dynamis, however, it has the
drawbak that the kineti energy is not polynomial in the generating invariants.
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6 Towards lassial dynamis (an outlook)
In this nal setion, we make some general remarks on the dynamis on P and X . A
detailed study will be arried out in a subsequent paper.
In terms of the sympleti overing χ of Setion 4, the dynamis an be desribed as follows.
Given a Hamiltonian funtion H ∈ C∞(P), the lift χ∗H is a Hamiltonian funtion on R4.
Let the urve (x(t), p(t)) be a solution of the Hamiltonian equations assoiated with χ∗H ,
p˙j = − ∂(χ
∗H)
∂xj
, x˙j =
∂(χ∗H)
∂pj
, j = 1, 2 . (53)
To be a solution is a loal property. Sine the map ψ : R4 → T × t is a loal sympleto-
morphism, then ψ
(
(x(t), y(t)
)
is a solution of the Hamiltonian equations of λ∗H on T × t.
Aording to point 2 of Remark 3.1, this urve stays inside (T × t)k for some k = 2, 1, 0.
Hene, (x(t), p(t)) stays inside the orresponding R4k and χ
(
(x(t), p(t))
)
= χk
(
(x(t), p(t))
)
is a urve in Pk. Sine χk is a loal sympletomorphism by Theorem 4.2, then this urve is
a solution of the Hamiltonian equations of the Hamiltonian funtion H|Pk (restrition) on
the stratum Pk. This way, the Hamiltonian dynamis on P w.r.t. H is ompletely solved by
the Hamiltonian dynamis w.r.t. χ∗H on R4. Furthermore, the trajetories in X are given
by π◦χ((x(t), p(t))). Dene χ˜ : R2 → X to be the omposition of the overing ϕ : R2 → T ,
see (16), with the natural projetion T → X . Then π ◦ χ((x(t), p(t))) = χ˜(x(t)). Hene,
for the disussion of the trajetories in X , it sues to onsider the trajetories x(t) in R2.
An expliit realization of the trajetories in X an be obtained by passing to R2 by means
of the Hilbert map ρX , see (26). One nds
ρX ◦ χ˜(x(t)) =
(
cos
(
1√
6
x1(t) + 1√
2
x2(t)
)
+ cos
(
1√
6
x1(t)− 1√
2
x2(t)
)
+ cos
(√
2
3
x1(t)
)
,
sin
(
1√
6
x1(t) + 1√
2
x2(t)
)
+ sin
(
1√
6
x1(t)− 1√
2
x2(t)
)− sin (√2
3
x1(t)
))
.
Now onsider the Hamiltonian (2). One has
χ∗H = δ
3
2
(p21 + p
2
2) +
1
g2δ
(
3− cos ( x1√
6
+ x
2√
2
)− cos ( x1√
6
− x2√
2
)− cos (√2
3
x1
))
(54)
The Hamiltonian has the standard struture, onsisting of a kineti energy term and a
potential term. The potential is represented in Figure 6. Its minimal value is 0, it is taken
at the points (
3l
√
2
3
π , (3l + 2m)
√
2 π
) ∈ R20 , l, m ∈ Z .
The maximal value is
1
g2δ
9
2
, taken at
(
(3l + 1) 2√
3
π, (3l + 2m+ 1)
√
2π
)
,
(
(3l + 2) 2√
3
π, (3l + 2m+ 2)
√
2 π
) ∈ R20 , l, m ∈ Z .
In addition, the potential has saddle points at
(
3l
√
2
3
π , (3l + 2m+ 1)
√
2 π
) ∈ R21 , l, m ∈ Z .
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Figure 6: Level diagram of the potential of the Hamiltonian (54). Dark regions mean low
potential.
In the representation of R2 in Figure 3, the minima are the points labelled by 0; they
projet to 1 ∈ X0. The maxima are the points labelled by 1 and 2, they projet to the
other two entral elements ei
2
3
pi
1 and ei
4
3
pi
1 ∈ X0. The saddle points are situated in the
middle between points labelled by 1 and 2.
The Hamiltonian equations assoiated with H are
p˙1 = − 1g2δ
√
2
3
(
sin
(
1√
6
x1
)
cos
(
1√
2
x2
)
+ sin
(√
2
3
x1
))
,
p˙2 = − 1g2δ
√
2 cos
(
1√
6
x1
)
sin
(
1√
2
x2
)
,
x˙j = δ3pj , j = 1, 2 . (55)
Combining them, we obtain
x¨1 + δ
2
g2
√
2
3
(
sin
(
1√
6
x1
)
cos
(
1√
2
x2
)
+ sin
(√
2
3
x1
))
= 0 ,
x¨2 + δ
2
g2
√
2 cos
(
1√
6
x1
)
sin
(
1√
2
x2
)
= 0 . (56)
As mentioned above, this system of equations will be studied in detail in a subsequent
paper.
Next, we omment on the disussion of the dynamis in terms of the invariants of Setion
5. For a given Hamiltonian funtion H˜ ∈ C∞(R8), dynamis takes plae on R8 and is ruled
by the Poisson struture dened by the brakets of the oordinates (52). I.e., the equations
of motion are given by
x˙j = {H˜, xj} , (x1, . . . , x8) = (c0, . . . , t3) . (57)
By onstrution of the Poisson struture, P˜ is invariant under the ow of H˜ for any
H˜ ∈ C∞(R8). In terms of the invariants, the Hamiltonian (2) reads
H˜ = δ
3
2
t2 +
1
g2δ
(3− c0) .
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The seond term orresponds to the potential term in (54). Its level lines in X˜ are just
straight lines parallel to the d0-axis, f. Figure 4. The minimum is at the orner (c0, d0) =
(3, 0), the maxima are at the orners (c0, d0) = (−32 ,±
√
33
2
), the saddle point is at the
boundary point (c0, d0) = (−1, 0).
The orresponding equations of motion (57) yield a highly oupled system, whih will not
be reprodued here. At rst sight it does not seem to be easier to handle than the equations
of motion in terms of the sympleti overing (56). It will be a future task to study and
unravel this system.
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