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Chapitre 1
Introduction
La notion de syste`me re´actif [57] de´signe des syste`mes qui maintiennent une interaction perma-
nente avec un environnement donne´ ; en particulier, un syste`me re´actif doit eˆtre en mesure de re´agir
aux sollicitations successives de son environnement. La famille des langages synchrones [50] re-
groupe un ensemble de langages de programmation de´die´s a` la conception de tels syste`mes. De
manie`re ge´ne´rale, ces langages permettent de de´crire le comportement de composants paralle`les
qui s’exe´cutent de manie`re synchrone, relativement a` une horloge logique sur laquelle repose un
me´canisme de diffusion instantane´e de l’information. Parmi les langages synchrones, on distingue
principalement deux paradigmes de programmation : la programmation oriente´e flots de donne´es
( [51], [70],...) et la programmation oriente´e controˆle(Esterel[16],...). Dans tous les cas,
ces langages sont conc¸us de manie`re a` permettre un ordonnancement statique des composants pa-
ralle`les et une compilation des programmes vers du code se´quentiel, des automates a` e´tats finis ou
des circuits. En particulier, sous certaines contraintes, on peut assurer que, pour toute sollicitation de
l’environnement, la re´action du syste`me existe (re´activite´) et est unique (de´terminisme). En contre-
partie de l’obtention de proprie´te´s aussi fortes, les contraintes impose´es sur ces langages limitent leur
utilisation a` des domaines tre`s spe´cifiques. Comme exemples de fonctionnalite´s non supporte´es par
les langages synchrones, on peut citer : l’introduction dynamique de composants paralle`les (e.g. par
cre´ation de threads ou mobilite´ du code), la mobilite´ des noms (au sens des alge`bres de processus), la
de´finition de fonctions re´cursives et la manipulation de types de donne´es dynamiques.
La programmation re´active[90] de´signe un paradigme de programmation qui repose sur une re-
laxation des contraintes impose´es dans les langages synchrones. Ce paradigme de programmation,
inspire´ plus particulie`rement par le langage Esterel, propose un type de programmation concurrente
plus ge´ne´rale ayant pour objectif la re´alisation, par exemple, de controˆleurs ”event-driven”, d’inter-
faces graphiques, de simulations physiques, de services web et de jeux multi-joueurs (voir [90] et
[74]). Plusieurs implantations de ce paradigme, pour diffe´rents langages, ont e´te´ propose´es : Java
[24], C[25, 26], Scheme [92] et Objective Caml[75]. En particulier, ces implantations permettent la
cre´ation dynamique de comportements et la de´finition de fonctions re´cursives et de types de donne´es
complexes.
Le travail pre´sente´ ici s’inte´resse a` la notion de logiciel suˆr dans le cadre de la programmation
re´active. Intuitivement, un logiciel suˆr (ou logiciel de confiance) peut eˆtre pre´sente´ comme dans [56] :
Tout comme une ”personne de confiance”, il s’agit d’un logiciel que l’on croit : ses
re´actions vis-a`-vis de l’environnement sont pre´visibles, controˆle´es ; non-dangereuses, les
re´sultats de son utilisation sont garantis.
En pratique, dans le cadre d’un langage de programmation, cette notion de logiciel suˆr suppose la
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de´finition formelle de la se´mantique du langage et des proprie´te´s de suˆrete´ souhaite´es et, si ne´cessaire,
la de´finition et la validation (pour un degre´ de confiance donne´) des outils ne´cessaires pour garantir ces
proprie´te´s. De manie`re ge´ne´rale, on distingue deux approches comple´mentaires permettant de garantir
la satisfaction des proprie´te´s souhaite´es. La ve´rification dynamique, d’une part, qui pre´sente l’avantage
d’une expressivite´ maximale. L’analyse statique, d’autre part, qui e´vite une surcharge de calcul a`
l’exe´cution et qui, de manie`re plus primordiale, permet une de´tection a` priori des comportements
juge´s inacceptables. Sans ne´gliger l’importance de la premie`re approche, on se concentre ici sur la
seconde pour traiter de deux proprie´te´s rattache´es a` la programmation re´active. Premie`rement, on
s’inte´resse au proble`me du controˆle statique des ressources ne´cessaires a` l’exe´cution des programmes.
Contrairement aux langages synchrones et du fait de l’introduction de caracte´ristiques dynamiques,
les langages re´actifs (relatifs a` la programmation re´active) n’offrent aucune garantie en la matie`re. On
se propose de de´finir une notion de re´activite´, et plus pre´cise´ment de re´activite´ efficace, dans le cadre
d’une alge`bre de processus synchrone, le S pi-calcul[6], qui capture les caracte´ristiques essentielles de
la programmation re´active. Deuxie`mement, on s’inte´resse a` l’utilisation de la programmation re´active,
et en particulier d’un mode`le a` base de threads coope´ratifs, pour le de´veloppement d’applications
adapte´es aux architectures multicores. Afin de mieux situer les contributions de ce document (sections
1.2), on commence par pre´senter succinctement les origines et les concepts de la programmation
re´active (section 1.1).
1.1 Programmation Re´active
Dans le paradigme synchrone[14, 15], l’exe´cution d’un programme repose sur le calcul d’instants
successifs. Chaque instant est de´fini comme une re´action du syste`me a` une sollicitation de l’envi-
ronnement ou, plus pre´cise´ment, par un calcul des signaux de sortie et du prochain e´tat du syste`me
a` partir des signaux d’entre´e et de l’e´tat courant du syste`me. A un niveau plus abstrait, l’hypothe`se
synchrone suppose qu’une re´action ne prend pas de temps ; les entre´es et les sorties du syste`me sont
simultane´es (synchrones). En particulier, ”au cours” de l’instant, les temps de calcul et de commu-
nication sont ne´glige´s et le programme n’interagit pas avec son environnement. L’instant repre´sente
une unite´ de temps logique, a` laquelle est associe´e, de manie`re cohe´rente pour tous les composants du
syste`me, un e´tat des signaux (pre´sence ou absence). A chaque instant, un signal est absent par de´faut ;
il est pre´sent s’il est donne´ par l’environnement (”au de´but” de l’instant) ou e´mis par le programme
(”au cours” de l’instant). Comme nous l’avons de´ja` note´, les diffe´rents langages de programmation
base´s sur le paradigme synchrone peuvent eˆtre regroupe´s en deux familles. Dans les langages de pro-
grammation oriente´s flots de donne´es, chaque re´action repose sur la re´solution d’e´quations de´crivant
les signaux de sortie en fonction des signaux d’entre´e et des valeurs de l’instant pre´ce´dent. Dans les
langages de programmation oriente´s flots de controˆle, chaque re´action repose sur l’exe´cution d’ins-
tructions qui permettent de manipuler l’e´tat du syste`me et de calculer les signaux de sortie en fonction
de cet e´tat et des signaux d’entre´e.
La programmation re´active est de´rive´e de la classe des langages oriente´s flots de controˆle et en
particulier du langage Esterel que nous survolons maintenant. Bien que les implantations du langage
Esterel reposent sur des langage hoˆtes (principalement, le langage C), les proprie´te´s de re´activite´ et
de de´terminisme ne concernent que le noyau du langage ; c’est plus particulie`rement a` ce dernier que
nous nous inte´ressons. Le langage Esterel propose un style de programmation impe´rative ; les ins-
tructions de base (test, boucle, e´mission, suspension, pre´emption,...) sont combine´es par compositions
se´quentielle et paralle`le synchrone. Les threads du syste`me communiquent par diffusion instantane´e
de signaux, e´ventuellement associe´s a` des valeurs. Ces valeurs sont typiquement des types de donne´es
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de taille borne´e (boole´ens, entiers, flottants,...). Comme dans le cas des autres langages synchrones,
sous certaines conditions, l’utilisation de techniques d’exe´cution symbolique permet une compila-
tion des programmes, et en particulier du paralle´lisme, vers des e´quations, des automates ou des cir-
cuits. Intuitivement, en Esterel, calculer une re´action revient a` de´terminer une valuation des signaux
(pre´sents ou absents) cohe´rente avec le programme a` exe´cuter. Plus pre´cise´ment, une telle valuation
re´alise des hypothe`ses de pre´sence ou d’absence des signaux devant respecter la loi de cohe´rence, qui
stipule qu’un signal est pre´sent si et seulement si il est e´mis par le programme (ou donne´ par l’envi-
ronnement). Un programme correct doit admettre, pour chaque re´action possible du syste`me, une et
une seule valuation des signaux (proprie´te´s de re´activite´ et de de´terminisme). Pour illustrer ce propos,
on donne ci-dessous deux exemples de programmes incorrects ; le premier n’admet aucune valuation
des signaux alors que le second en admet deux. Conside´rons le programme Esterel suivant :
present S then nothing else emit S end (1.1)
Ce programme teste la pre´sence du signal S , ne fait rien si S est pre´sent et e´met S si S est absent.
Intuitivement, en supposant que la de´finition de S est locale, il n’est pas possible d’associer un e´tat
(pre´sent ou absent) a` S . En effet, si S est suppose´ pre´sent, alors S n’est pas e´mis et on a une contra-
diction. Si S est suppose´ absent alors il est e´mis et on a a` nouveau une contradiction. L’exe´cution du
programme n’est pas possible ; celui-ci n’est donc pas re´actif. Maintenant, conside´rons le programme
suivant :
present S then emit S else nothing end (1.2)
Ce programme teste la pre´sence du signal S , e´met S si S est pre´sent et ne fait rien si S est absent. In-
tuitivement, en supposant que la de´finition de S est locale, il est possible d’associer n’importe quel e´tat
(pre´sent ou absent) a` S . En effet, si S est suppose´ pre´sent, alors S est e´mis, Si S est conside´re´ comme
absent alors il n’est pas e´mis. Deux exe´cutions du programme sont possibles ; celui-ci n’est donc pas
de´terministe. La se´mantique constructive[16] d’Esterel se base sur une approche plus intuitive que
celle de la loi de cohe´rence. Intuitivement, la se´mantique constructive rejette toute justification d’une
hypothe`se par un e´le´ment de´pendant de cette hypothe`se. Par exemple, dans le cas du programme (1.1),
la ve´rification de l’hypothe`se de pre´sence de S par l’e´mission pre´sente dans le programme de´pend de
la pre´sence de S . Dans la terminologie d’Esterel, on appelle ce type de proble`me un cycle de causa-
lite´[49]. Quelque soit la se´mantique conside´re´e, une analyse statique est ne´cessaire pour rejeter ces
cycles de causalite´ et celle-ci est, en partie, responsable des limitations du langages. En particulier,
l’analyse permettant le rejet des cycles de causalite´ en Esterel n’est pas stable par composition pa-
ralle`le. De manie`re ge´ne´rale, ces proble`mes de causalite´ rendent difficile l’utilisation d’Esterel en tant
que langage de programmation ge´ne´raliste.
Le langage SL[27] (Synchronous Language) reprends , a` une diffe´rence se´mantique pre`s, les ca-
racte´ristiques du langage Esterel. En SL, les hypothe`ses d’absence et de pre´sence des signaux sont
rejete´es au profit d’une re´action retarde´e a` l’absence. Concre`tement, cela veut dire que, lorsqu’un si-
gnal est absent, l’e´valuation de la branche else d’une construction de test de pre´sence est retarde´e a`
l’instant suivant le test. Cette modification a pour effet d’e´liminer, par de´finition de la se´mantique,
les cycles de causalite´. En particulier, en SL, le programme (1.1) est cohe´rent : si le signal S est ab-
sent alors il est e´mis a` l’instant suivant. De la meˆme manie`re, le programme (1.2) est de´terministe :
sans hypothe`se de pre´sence, le signal S ne peut eˆtre conside´re´ que comme absent, la branche else est
choisie et S n’est pas e´mis.
La re´action retarde´e a` l’absence propose´e par SL permet d’envisager l’utilisation du style de
programmation introduit par les langages synchrones dans le cadre de langages de programmation
concurrente plus ge´ne´raux. Dans [7, 4], les auteurs proposent un mode`le de programmation, appelons
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le SLR, qui revisite le langage SL en introduisant, en particulier, la cre´ation dynamique de comporte-
ments.
Contrairement a` Esterel, ni SL ni SLR ne conside`rent la question des signaux portant des valeurs
(on dit dans ce cas que les signaux sont purs). En Esterel, les signaux peuvent porter des valeurs, i.e.
l’information associe´e a` un signal au cours de l’instant n’est plus seulement un boole´en de´notant la
pre´sence ou l’absence du signal mais une valeur. La valeur d’un signal, pour un instant donne´, de´pend
des valeurs associe´e a` (e´mises sur) ce signal et peut eˆtre lue au cours de cet instant. Si plusieurs
valeurs sont e´mises sur un signal au cours du meˆme instant, la valeur associe´e au signal pour cet
instant de´pend du choix d’une fonction de combinaison qui doit eˆtre associative et commutative pour
conserver le de´terminisme. Pour de´terminer la valeur d’un signal au cours de l’instant on retrouve les
proble`mes de cohe´rence lie´s aux statuts des signaux. Les programmes suivants, ou` S est un signal
portant des entiers et ?S de´note la valeur de S dans l’instant, sont rejete´s :
(a) emit S (?S ) (b) emit S (?S + 1) (1.3)
En effet, supposons que, pour ces deux programmes, la de´finition du signal S soit locale. Dans les deux
cas, la valeur lue doit eˆtre identique a` la valeur e´mise. Dans le programme (a), la valeur du signal S doit
satisfaire l’e´quation Valeur(S ) = Valeur(S ) qui admet une infinite´ de solutions (le programme n’est
pas de´terministe). Dans le programme (b) la valeur du signal S doit satisfaire l’e´quation Valeur(S ) =
Valeur(S ) + 1 qui n’admet aucune solution (le programme n’est pas re´actif).
Bien que les signaux ne portent pas de valeur en SL et SLR, il serait le´gitime de supposer ,du
fait de la re´action retarde´e a` l’absence, que la valeur d’un signal pour un instant donne´ ne peut eˆtre
de´termine´e qu’a` la fin de l’instant et n’est donc disponible qu’a` l’instant suivant (ce qui n’empeˆche pas
de re´agir dans l’instant a` la pre´sence d’un signal). En effet, de´terminer la valeur d’un signal suppose
de disposer de toutes les valeurs e´mises et donc de savoir que le signal ne sera plus e´mis au cours
de l’instant ; ce qui est une forme de re´action a` l’absence. Le S pi-calcul[6], une alge`bre de processus
synchrone, peut eˆtre vu comme une extension de SLR dans laquelle les signaux portent des valeurs
de types inductifs a` la ML. Cette alge`bre de processus sera pre´sente´e en de´tail dans la partie I ; nous
verrons, en particulier, qu’une information partielle sur la valeur d’un signal peut eˆtre utilise´e au cours
de l’instant.
Plusieurs paradigmes de programmation ont e´te´ inspire´s par le mode`le de SL[22, 29, 28, 2] dont
certains proposent une approche graphique de la programmation[23, 32]. Plusieurs implantations,
que nous regrouperons sous le nom de  , reposent sur la notion de threads coope´ratifs
[24, 92, 26, 75, 73]. Dans le paradigme coope´ratif, par opposition au paradigme pre´emptif, un thread
conserve le controˆle jusqu’a` ce qu’il le rende explicitement. Ce type d’ordonnancement facilite gran-
dement la programmation puisque la protection des donne´es est assure´e par construction entre deux
points de coope´ration. En contrepartie, si un thread ne coope`re pas, les autres threads risquent d’eˆtre
bloque´s. Les diffe´rentes implantations des   se distinguent principalement par les solutions
choisies pour traiter certaines ope´rations ad hoc qui peuvent soulever ce proble`me, comme la gestion
des entre´es et sorties bloquantes. Dans L’implantation des   en Scheme[92], des services
asynchrones permettent de re´aliser ce type d’ope´rations. Par exemple, pour lire une socket, un thread
fait appel au service asynchrone associe´, se suspend et reprend la main lors d’une coope´ration (d’un
autre thread) intervenant apre`s la re´alisation du service. Dans L’implantation des   en
C[26], plusieurs ordonnanceurs coope´ratifs (ou zones synchrones) peuvent eˆtre de´finis et les threads
ont la possibilite´ de passer dynamiquement de l’un a` l’autre. L’ordonnancement de ces zones syn-
chrones, les unes par rapport aux autres est pre´emptif alors que l’ordonnancement des threads attache´s
a` une meˆme zone synchrone est coope´ratif. Un thread peut e´galement se de´tacher temporairement de
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l’ordonnanceur coope´ratif afin d’eˆtre ge´re´ par un thread ”syste`me” ; l’exe´cution des autres threads se
poursuit sans ce dernier jusqu’a` son retour. Cette notion de de´tachement peut eˆtre vue comme une
ge´ne´ralisation des services asynchrones dont le comportement peut alors eˆtre de´fini par l’utilisateur.
Finalement, le langage ULM[21], inspire´ par les  , montre que le passage a` l’e´chelle
distribue´e est possible. ULM introduit pour les threads la possibilite´ de migrer au sein d’un re´seau
(asynchrone) de sites distants. L’originalite´ de ce langage est de se baser sur les notions d’instant et
de pre´sence et d’absence de la programmation re´active pour prendre en compte le caracte`re non per-
manent des ressources accessibles au travers d’un re´seau. En particulier, ce caracte`re non permanent
des ressources est attribue´ aux re´fe´rences. Par exemple, supposons qu’un thread cre´e une re´fe´rence
et communique celle-ci a` un autre thread avant que ce dernier ne migre vers un autre site. Si le se-
cond thread, une fois arrive´ sur le nouveau site, tente d’acce´der a` cette re´fe´rence il sera suspendu. Il
pourra alors, par exemple, re´agir a` l’absence de cette re´fe´rence et adapter son comportement. A noter
que cette particularite´ du langage suppose une ve´rification dynamique de la pre´sence des re´fe´rences
lors des acce`s ; dans [21], un syste`me de type permet cependant de de´tecter statiquement un sous en-
semble des acce`s re´alise´s par un programme pour lesquels aucun test n’est ne´cessaire (e.g. la lecture
par un thread d’une re´fe´rence cre´e´e par un autre thread lorsqu’aucun des deux ne peut migrer). Une
implantation d’une version non type´e du langage ULM en S est pre´sente´e dans [43].
1.2 Contributions
Ce document est structure´ en deux parties correspondant a` deux proprie´te´s que l’on cherche a`
associer aux langages re´actifs. La premie`re de ces proprie´te´s, a` savoir la re´activite´ effective des
programmes, concerne l’ensemble des langages re´actifs. La seconde, appele´e atomicite´, porte plus
pre´cise´ment sur l’utilisation des   dans le cadre de la programmation d’architectures multi-
cores.
1.2.1 Controˆle des ressources pour la re´activite´
Dans les langages re´actifs, on suppose que les programmes sont effectivement re´actifs ; i.e., pour
chaque activation provenant de l’environnement, on suppose que le calcul de l’instant termine toujours
en produisant une sortie. Contrairement au cas des langages synchrones, cette proprie´te´ n’est pas ga-
rantie et plusieurs caracte´ristiques des programmes peuvent corrompre la re´activite´ d’un syste`me. Par
exemple, une erreur d’exe´cution telle qu’un core dumps compromet la re´activite´ d’un programme. De
ce point de vue, le choix d’une approche type´e, comme dans ReactiveML[75], repre´sente une premie`re
e´tape. Une autre caracte´ristique essentielle d’un programme re´actif est l’utilisation raisonnable (d’un
point de vue quantitatif) des ressources (unite´s de calcul et me´moire). Dans la premie`re partie, nous
e´tudions la proprie´te´ de re´activite´ des programmes dans le cadre du S pi-calcul. Plus pre´cise´ment, nous
proposons une de´finition formelle de la notion de re´activite´ (et plus pre´cise´ment de re´activite´ efficace)
adapte´e a` ce mode`le et des outils d’analyse statique permettant de ve´rifier qu’un programme satisfait
cette proprie´te´.
1.2.2 Programmation multi-cores
Un des avantages du choix d’un ordonnancement purement coope´ratif dans le cadre de la program-
mation a` base de threads est que la protection des donne´es est assure´e par construction. Entre deux
points de coope´ration, un thread est assure´ d’eˆtre le seul a` acce´der aux donne´es. Malheureusement,
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une approche purement coope´rative ne permet pas de tirer parti du paralle´lisme des nouvelles archi-
tectures a` base de processeurs multi-cores. Les   en C, qui me´langent les styles coope´ratifs
et pre´emptifs, permettent de de´passer cette limitation. Dans [26], les ordonnanceurs (ou zones syn-
chrones) sont pre´sente´s de la manie`re suivante :
A synchronized area can, quite naturally, be defined to manage some shared data that
has to be accessed by several threads. In order to get access to the data, a thread first has
to link to the area, and then it becomes scheduled by the area and can thus get safe access
to the data. Indeed, as the scheduling is cooperative, there is no risk to the thread of being
preempted during an access to the data.[...]
Data shared by unlinked threads have to be protected by locks in the standard way.
Malheureusement, cette approche ne permet pas de conserver les proprie´te´s d’atomicite´ de la partie
purement coope´rative. Les donne´es acce´de´es par des threads de´tache´s doivent eˆtre prote´ge´es et on
suppose implicitement que les threads attache´s a` des zones synchrones diffe´rentes n’acce`dent pas aux
meˆmes donne´es. En particulier, aucune garantie n’est offerte sur la protection effective des donne´es et
donc sur l’atomicite´ (au moins a` un niveau logique) du code exe´cute´ par un thread entre deux points
de coope´ration. Dans la seconde partie de ce document nous revisitons le style de programmation
des   afin : (1) de de´finir formellement la se´mantique du paralle´lisme pour ce mode`le
(seule la partie purement coope´rative des   est conside´re´e dans [25]) et (2) de proposer une
notion d’atomicite´ adapte´e au mode`le et garantie par analyse statique. On se basera pour cela sur une
extension minimale du S pi-calcul, appele´e .
Premie`re partie
Controˆle des Ressources et Re´activite´
dans un pi-calcul Synchrone
15
Chapitre 2
Controˆle de la complexite´
Le controˆle (quantitatif) des ressources (CPU/me´moire) ne´cessaires a` l’exe´cution d’un programme
est une proprie´te´ essentielle du point de vue de la suˆrete´ du logiciel. Dans certains domaines comme
les syste`mes embarque´s ou le code mobile, et de manie`re ge´ne´rale dans les syste`mes re´actifs, le
syste`me doit disposer de ressources suffisantes pour remplir sa taˆche ; de meˆme, l’arrive´e d’un nouveau
composant ne doit pas compromettre le reste du syste`me en consommant trop de ressources.
Pour obtenir de telles garanties, une premie`re approche consiste a` ve´rifier statiquement (i.e. a` la
compilation) que l’exe´cution d’un programme pourra se faire pour une quantite´ de ressources donne´e.
Dans le cadre du code mobile, par exemple, cette approche permet d’envisager une approche proof-
carrying code[85], c’est a` dire la ve´rification, lors du chargement du code, d’un certificat obtenu a`
la compilation ; ce qui permet au syste`me hoˆte de s’assurer que le code en question respecte une
politique de se´curite´ donne´e. Une autre approche consiste a` ve´rifier dynamiquement (i.e. au cours
de l’exe´cution) qu’un programme ne consomme pas plus d’une quantite´ donne´e de ressources, par
exemple en mettant en place des moniteurs d’exe´cution. La seconde approche pre´sente l’avantage
d’offrir plus de liberte´ quand a` l’e´criture des programmes (la premie`re rele`ve toujours d’un compromis
entre controˆle et expressivite´). En revanche, celle-ci ne permet pas de de´tecter a` priori les programmes
fautifs et peut se re´ve´ler limite´e dans le cadre des syste`mes embarque´s, par exemple, pour lesquels la
modification du code est difficile.
Dans les prochains chapitres, nous nous baserons sur la premie`re approche (controˆle statique)
pour nous inte´resser au proble`me de la re´activite´ des programmes dans le cadre d’une alge`bre de
processus synchrones inspire´e par le paradigme re´actif. En particulier, nous serons amene´s a` borner
statiquement la taille des syste`mes et a` garantir la terminaison des instants. L’alge`bre de processus
en question repose sur un sous langage fonctionnel du premier ordre. Les programmes de ce sous-
langage peuvent eˆtre repre´sente´s par (un sous-ensemble) des syste`mes de re´e´criture pour lesquels le
proble`me de la terminaison a fait l’objet de nombreuses e´tudes. Dans ce chapitre, nous rappelons les
bases des syste`mes de re´e´criture ; en particulier, nous pre´sentons certaines me´thodes de preuve de
terminaison proches des techniques qui seront utilise´es par la suite (2.1). Nous rappelons e´galement
un certain nombre de concepts et de re´sultats permettant, dans le cadre d’un langage fonctionnel du
premier ordre, de controˆler la complexite´ des programmes (section 2.3). Finalement, nous profitons
de ce chapitre pour rappeler des re´sultats ante´rieurs(2.4).
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2.1 Syste`mes de re´e´criture et terminaison
On rappelle succinctement quelques e´le´ments de base des syste`mes de re´e´criture ainsi que quelques
re´sultats de terminaison. Pour une e´tude pousse´e des syste`mes de re´e´criture le lecteur pourra se re´fe´rer
a` [40, 68, 12].
2.1.1 Syste`mes de re´e´criture
Un syste`me de re´e´criture de´finit un ensemble de termes et une relation de re´e´criture sur ces termes.
Ces notions sont de´finies formellement ci-dessous.
De´finition 1. Un syste`me de re´e´criture est la donne´e d’un triplet (X, S ,R) ou` :
• X est un ensemble de variables,
• S est un ensemble de symboles,
• R est un ensemble de re`gles de re´e´critures.
L’ensemble T (X, S ) des termes est le plus petit ensemble tel que X ⊆ T (X, S ) et, si h est un symbole,
h(t1, . . . , tn) ∈ T (X, S ) de`s que h ∈ S et t1, . . . , tn ∈ T (X, S ).
Chaque re`gle de re´e´criture est une paire (h(t1, . . . , tn), t), que l’on notera h(t1, . . . , tn) = t, ou` h est un
symbole et t, t1, . . . , tn sont des termes et tels que les variables du membre droit apparaıˆssent dans le
membre gauche de l’e´quation.
Les re`gles de re´e´criture R d’un syste`me de re´e´criture (X, S ,R) induisent une La relation de re´e´criture
induite par R sur T (X, S ) × T (X, S ) , note´e →R ou plus simplement →, est de´finie par les re`gles
suivantes :
t → t′
b(. . . , t, . . .) → b(. . . , t′, . . .)
b(t1, . . . , tn) = t ∈ R
b(t1, . . . , tn) → t
t → t′ σ : X 7→ T (X, S )
σt → σt′
ou` σ est une substitution. La seconde re`gle de´note l’application directe d’une re`gle de re´e´criture alors
que les deux autres de´notent la stabilite´ par contexte et par substitution d’un syste`me de re´e´criture.
Une chaıˆne de re´duction est une suite finie ou infinie de termes t1, t2, . . . , telle que t1 → t2, t2 → t3,...
Exemple 1. A titre d’exemple, conside´rons le syste`me de re´e´criture ({x}, { f , g, a}, { f (g(x)) = x, g(x) =
g( f (g(x)))}). Un exemple de chaıˆne de re´duction est :
f (g(a)) → f (g( f (g(a)))) → f (g(a)) → a
La premie`re re´duction utilise la seconde e´quation et la stabilite´ par contexte et les deux autres
re´ductions utilisent la premie`re e´quation.
2.1.2 Terminaison
De´finition 2. Un syste`me de re´e´criture termine s’il n’admet aucune chaıˆne de re´duction infinie.
Par exemple, le programme donne´ pre´ce´demment ne termine pas car on peut construire la chaıˆne
infinie :
f (g(a)) → f (g( f (g(a)))) → f (g( f (g( f (g(a)))))) → . . .
De´cider si un syste`me de re´e´criture termine ou non est un proble`me inde´cidable ; pour s’en convaincre
on pourra se re´fe´rer au codage des machines de Turing par des syste`mes de re´e´criture donne´ dans
[12]. Cependant, plusieurs me´thodes, capturant des classes de programmes plus ou moins grandes,
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permettent de prouver la terminaison d’un syste`me de re´e´criture. L’ide´e de base pour prouver la
terminaison d’un syste`me de re´e´criture est d’exhiber un ordre > bien fonde´ (i.e. sans chaıˆne infi-
nie de´croissante) sur les termes tels que pour tout termes s, t l’ine´galite´ s > t est ve´rifie´e de`s que
s → t. En pratique, on ne cherche pas a` ve´rifier directement que cette ine´galite´ est satisfaite pour toute
re´duction ; la notion d’ordre de re´duction permet de limiter l’e´tude de la terminaison d’un syste`me a`
une analyse de ses re`gles de re´e´criture.
De´finition 3. Une relation d’ordre stricte < sur les termes est un ordre de re´duction si elle est
1. stable par contexte, i.e., si t < t′ alors f (. . . , t, . . .) < f (. . . , t′, . . .) pour tout symbole f ,
2. stable par substitution, i.e., si t < t′ alors σt < σt′ pour toute substitution σ des variables vers
les valeurs,
3. bien fonde´e
Proprie´te´. Un syste`me de re´e´criture termine si et seulement si il existe un ordre de re´duction > tel
que l > r pour toute re`gle de re´e´criture l → r du syste`me.
Pour prouver la terminaison d’un syste`me de re´e´criture, il est parfois plus pratique de ”plonger”
les termes dans une autre structure ; cette me´thode s’appelle l’interpre´tation. Un exemple classique
d’interpre´tation est l’interpre´tation polynomiale[69] qui consiste a` interpre´ter les symboles par des
polynoˆmes.
De´finition 4. ´Etant donne´ un syste`me de re´e´criture, une interpre´tation polynoˆmiale i est une fonction
qui associe a` chaque symbole h d’arite´ n un polynoˆme ih : Nn → N tel que
1. ih(x1, . . . , xn) ≥ xi, pour i = 1, . . . , n,
2. ai ≥ b j pour j = 1, . . . , n implique ih(a1, . . . , an) ≥ ih(b1, . . . , bn),
3. si h est un constructeur d’arite´ 0 alors ih est une constante positive.
4. pour toute re`gle f (t1, . . . , tn) = t on a iσh(t1,...,tn) > iσt pour toute substitution close σ.
ou` i est e´tendue a` l’ensemble des termes par ix et ih(a1,...,an) = ih(ia1 , . . . , ian).
Du point de vue du controˆle des ressources ne´cessaire a` l’exe´cution d’un programme, l’interpre´tation
polynoˆmiale permet non seulement de prouver la terminaison d’un syste`me de re´e´criture mais offre
e´galement, sous certaines conditions, une garantie sur le nombre d’e´tapes de re´duction possibles.
Proprie´te´. Si i est une interpre´tation polynoˆmiale d’un syste`me de re´e´criture, alors l’ordre <i sur
les termes clos de´fini par t <i s si et seulement si it < is est un ordre de re´duction. L’ensemble des
syste`mes de re´e´criture confluents admettant une interpre´tation polynoˆmiale pour des polynoˆmes de la
forme P(x1, . . . , xn) = Σi=1,...,nxi + d, ou` d est une constante positive, caracte´risent la classe PTIME
[18].
Remarque 1. On renvoie a` [18] pour la caracte´risation d’autres classes de complexite´, fonctions de
la forme des polynoˆmes et de la confluence du syste`me.
De manie`re ge´ne´rale, prouver qu’un ordre sur les termes est bien fonde´ peut eˆtre une taˆche difficile.
La notion d’ordre de simplification remplace cette condition par une condition plus forte (condition 3
dans la de´finition ci-dessous), plus facile a` de´terminer.
De´finition 5. Un ordre strict < sur les termes est un ordre de simplification si et seulement si
1. < est stable par contexte, i.e., si t < t′ alors f (. . . , t, . . .) < f (. . . , t′, . . .).
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2. < est stable par substitution, i.e., si t < t′ alors σt < σt′ pour toute substitution σ
3. pour tout termes s, t tels que t est un sous terme strict de s on a s > t
Proprie´te´. Un ordre de simplification est un ordre de re´duction.
Les ordres re´cursifs sur les chemins sont des exemples classiques d’ordres de simplification [41].
Ces ordres sont particulie`rement inte´ressants du fait qu’il est possible de caracte´riser la classe des
fonctions qui s’expriment par des programmes dont la terminaison peut eˆtre prouve´e graˆce a` ces
derniers. Afin de pre´senter ces ordres, on commence par rappeler les notions d’ordres lexicographique
et multi-ensemble.
De´finition 6. Soit < un ordre strict sur un ensemble A. L’ordre lexicographique <lex induit par <
sur les listes d’e´le´ments de A est de´fini par a1, . . . , an <lex b1, . . . , bm si et seulement si l’une des
conditions suivantes est satisfaite :
• a1 < b1
• a1 = b2 et (a2, . . . , an) <lex (b2, . . . , bm)
Proprie´te´. Si < est un ordre strict bien fonde´ sur A et n un entier. La relation <lex est un ordre bien
fonde´e sur les listes d’e´le´ments de A de longueur infe´rieure ou e´gale a` n.
De´finition 7. Soit < un ordre strict sur un ensemble A. L’ordre multi-ensemble <mset induit sur A par
< est la cloˆture transitive de la relation <1mset de´finie par
M] {|y1, . . . , yn|} <1mset M] {|x|}
ou` n ≥ 0 et pour i = 1, . . . , n on a yi < x.
Proprie´te´. Si < est un ordre strict bien fonde´ sur A. La relation <mset est un ordre bien fonde´ sur les
multi-ensembles d’e´le´ments de A.
On peut maintenant pre´senter les ordres re´cursifs sur les chemins associe´s aux ordres lexicogra-
phique et multi-ensemble et pre´senter les re´sultats associe´s. Pour cela`, on suppose donne´ un pre´-ordre
<F sur les symboles.
De´finition 8. L’ordre MPO (Multiset Path Ordering) <mpo est la plus petite relation telle que t =
f (t1, . . . , tn) <mpo g(s1, . . . , sm) = s si l’une des conditions suivantes est re´alise´e :
• il existe j tel que t ≤mpo s j
• f <F g et ti <mpo s pour tout i
• f =F g et {|t1, . . . , tn|} <mpomset {|s1, . . . , sm|}
Proprie´te´. MPO est un ordre de simplification([39]). La classe des fonctions calculables par un
syste`me de re´e´criture terminant par MPO est exactement la classe des fonctions primitives re´cursives
[36, 60].
De´finition 9. L’ordre LPO (Lexicographic Path Ordering) <lpo est la plus petite relation telle que
t = f (t1, . . . , tn) <mpo g(s1, . . . , sm) = s si l’une des conditions suivantes est re´alise´e :
• il existe j tel que t ≤lpo s j
• f <F g et ti <lpo s pour tout i
• f =F g, (t1, . . . , tn) <lpolex (s1, . . . , sm) et ti ≤lpo s pour tout i.
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Proprie´te´. LPO est un ordre de simplification([67]). La classe des fonctions calculables par un
syste`me de re´e´criture terminant par LPO est exactement la classe des fonctions multiples re´cursives
[96].
Nous nous somme contente´ ici d’esquisser des me´thodes de terminaison proches de ce que l’on
proposera par la suite. La litte´rature sur le proble`me de la terminaison des syste`mes de re´e´criture
est tre`s vaste et il serait impossible d’en faire ici le de´tail. Comme nous venons de le voir, certaines
me´thodes de preuve de terminaison des syste`mes de re´e´criture permettent de caracte´riser des classes
de fonctions importantes. Cependant, ces classes de fonctions sont assez e´loigne´es de l’ide´e que l’on
peut se faire de fonctions a` la complexite´ raisonnable. La classe des fonctions calculables en temps
polynoˆmiale est ge´ne´ralement accepte´e comme une classe de fonction raisonnable. Nous verrons dans
les sections suivantes que certaines me´thodes permettent de capturer cette classe.
2.2 Langage fonctionnel du premier ordre
Dans ce manuscrit, on conside´rera a` plusieurs reprises un langage fonctionnel du premier ordre
simplement type´, de´finissant des fonctions sur des types de donne´es de´finies inductivement et reposant
sur une strate´gie d’appel par valeur. Comme nous l’avons de´ja` mentionne´, les programmes de ce type
de langages peuvent eˆtre repre´sente´s par des syste`mes de re´e´criture. Pour fixer les ide´es, on pre´sente
ici un tel langage. Par la suite, on supposera donne´e une de´finition axiomatique des fonctions du
sous-langage conside´re´ mais le langage pre´sente´ ici est celui que l’on aura a` l’esprit.
2.2.1 Syntaxe
Les valeurs du langage conside´re´ sont des valeurs de types de donne´es inductif donne´ par des
de´clarations a` la ML[34] de la forme :
type t = . . . | c oft1 ∗ . . . ∗ tn) | . . .
ou` c est appele´ un constructeur et t1, . . . , tn pour n ≥ 0 sont des types. Par exemple, le type nat
repre´sentant les entiers naturels est de´fini par type nat = z | s of nat. Le type list(nat) des listes
d’entiers est de´fini par type nat = nil | cons of nat ∗ list(nat). Les fonctions d’un programme sont
de´finies par filtrage. Un filtre p est soit une variable soit un terme c(p1, . . . , pm) ou` c est un constructeur
m ≥ 0 et p1, . . . , pm sont des filtres. Une expression e est soit une variable soit un terme h(e1, . . . , en)
ou` h est soit un symbole de fonction soit un constructeur et e1, . . . , en sont des expressions. Finalement,
un programme est la donne´e
• d’un ensemble de de´clarations de types de donne´es,
• d’un ensemble d’e´quations de la forme f (p1, . . . , pn) = e ou` p1, . . . , pn sont des filtres et e est
une expression dont les variables sont dans p1, . . . , pn.
2.2.2 Typage
Pour chaque symbole de fonction f , on suppose donne´ un type τ1, . . . , τn → τ ou` τ1, . . . , τn
de´notent les types des parame`tres de f et τ de´note le type de la valeur calcule´e par f . On supposera
toujours, par la suite, que l’on conside`re des programmes bien type´s. On supposera e´galement que
pour tout identificateur f et pour toute e´quation f (p1, . . . , pn) = e :
• chaque variable apparaıˆt au plus une fois dans p1, . . . , pn,
• si f (v1, . . . , vn) est bien type´ alors il existe une et une seule re`gle f (p1, . . . , pn) telle que σti = vi
pour une certaine substitution σ des variables vers les valeurs.
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2.2.3 Se´mantique
L’e´valuation d’un programme est le re´sultat de la re´duction d’un terme de la forme f (v1, . . . , vn)
(l’appel initial) par les re`gles donne´es ci dessous. Ces re`gles de´finissent une se´mantique de re´duction
(avec e´valuation gauche-droite et appel par valeur).
ei ⇓ vi, i = 1, . . . , n
c(e1, . . . , en) ⇓ c(v1, . . . , vn)
ei ⇓ vi, i = 1, . . . , n f (p1, . . . , pn) = e σpi = vi, i = 1, . . . , n σe ⇓ v
f(e1, . . . , en) ⇓ σe
ou` σ une substitution des variables vers les valeurs.
Exemple 2. Dans cet exemple, on conside`re les fonctions add et mult qui de´finissent respectivement
l’addition et la multiplication sur le type nat :
add(z, y) = y
add(s(x), y) = s(add(x, y))
mult(z, y) = z
mult(s(x), y) = add(y,mult(x, y))
Remarque 2. Il existe une correspondance entre tout programme du langage conside´re´ ici et un
syste`me de re´e´criture ; en particulier, la terminaison d’un tel programme peut eˆtre prouve´e a` l’aide
des me´thodes pre´sente´es dans la section pre´ce´dente.
2.2.4 Terminaison par Size Change Principle
Avant d’introduire dans la section suivante plusieurs re´sultats concernant le controˆle de la com-
plexite´ des programmes, il nous semble inte´ressant de noter l’existence d’une me´thode de preuve
de terminaison appele´e le Size Change Principle[71]. Cette me´thode est plus souple que celle base´e
sur les ordres re´cursifs sur les chemins. En effet, ces dernie`rs ope`rent de proche en proche sur les
appels re´cursifs. Au contraire, le Size Change Principle ope`re sur le graphe d’appel du programme.
En particulier, celui-ci cherche a` construire, pour chaque boucle du graphe, un chemin capturant une
de´croissance stricte. Par exemple, conside´rons un programme associe´ aux e´quations suivantes :
f (x) = g(x) g(s(x)) = f (x) g(0) = 0
De manie`re e´vidente, le calcul de f (n) termine pour tout e´le´ment n de nat. Cependant, les ordres
re´cursifs sur les chemins ne permettent pas de prouver la terminaison car l’appel g(x) dans l’e´quation
f (x) = g(x) ne met pas de de´croissance en e´vidence. En revanche, le Size Change Principle permet de
de´tecter une suite infinie de´croissante du seul parame`tre des fonctions f et g dans toute suite infinie
d’appels. On anticipe sur les chapitres pre´ce´dent pour noter que, bien que le Size Change Principle
nous semble une approche tre`s attractive, les techniques que nous utiliserons par la suite sont plus
proches des ordres re´cursifs sur les chemins (bien qu’elles s’inspirent le´ge´rement du Size Change
Principle). En effet, nous aurons besoin de´duire, a` partir d’une borne polynomiale sur la taille des
valeurs calcule´es et d’une preuve de terminaison, une borne polynomiale sur la complexite´ en temps
des programme. Dans le cas du Size Change Principle , l’existence d’un tel re´sultat similaire est une
question ouverte.
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2.3 Complexite´ des Programmes fonctionnels
2.3.1 Re´cursion borne´e sur la notation.
Le premier exemple de caracte´risation de PTIME est [37]. Dans cette approche, on conside`re une
alge`bre de fonctions C construite a` partir d’un ensemble de fonctions initiales et close par composition
et par re´cursion borne´e sur la notation. Les fonctions initiales sont la fonction nulle, les projections,
les fonctions successeur s0(x) = 2x et s1(x) = 2x + 1 et une fonction d’amorce x#y = 2|x|.|y| ou`
|x| = dlog2(x + 1)e. La re´cursion borne´e par la notation est de´finie par le sche´ma suivant :
f (0, x) = g(x), g ∈ C
f (s0(x), y) = h(x, y, f (x, y)), h ∈ C
f (s1(x), y) = h(x, y, f (x, y)), f (x, y) ≤ k(x, y), k, h ∈ C
Proprie´te´. La classe C est exactement la classe PTIME des fonctions calculables en temps po-
lynoˆmial.
Les caracte´ristiques principales de la classe C sont la pre´sence d’une fonction d’amorce et le be-
soin de donner la fonction k (dans le sche´ma de re´cursion) pour borner la re´cursion. Du point de l’ana-
lyse statique de la complexite´ des programmes la seconde condition est e´videmment proble´matique.
2.3.2 Caracte´risation syntaxique de PTIME
Dans [13], les auteurs pre´sentent une classe de programmes qui permet de caracte´riser PTIME
sans les contraintes pose´es par la classe C. Cette approche constitue une caracte´risation purement
syntaxique de PTIME (ce re´sultat est a` rapproche´ de celui de [72] ou` une approche similaire est
suivie). On conside`re une alge`bre de fonctions B construite a` partir de fonctions initiales et close par
composition suˆre et par re´cursion suˆre. Les fonctions initiales sont la fonction nulle, les projections
et les fonctions successeurs s0 et s1 ; cette fois il n’y a pas de fonction d’amorce. Dans la signature
des fonctions, on distingue deux types de parame`tres : normaux et suˆrs. Intuitivement, les parame`tres
subissant la re´cursion sont toujours normaux alors que le re´sultat partielle d’une re´cursion est toujours
un parame`tre suˆr. La re´cursion suˆre est de´finie par le sche´ma ci-dessous, ou` les parame`tres a` gauche
(resp a` droite) de ; sont les parame`tres normaux (resp. suˆrs).
f (ε, x; y) = g(x; y), g ∈ B
f (s0(x), x; y) = h0(x, x; y, f (x, x; y)), h0 ∈ B
f (s1(x), x; y) = h1(x, x; y, f (x, x; y)), h1 ∈ B
Le principe de base de la class B est que le re´sultat partiel d’une re´cursion ne doit pas lui-meˆme eˆtre
soumis a` une re´cursion. Le sche´ma de composition assure simplement qu’un parame`tre suˆr n’est pas
utilise´ en position normale.
Exemple 3. L’addition add et la multiplication mul peuvent eˆtre de´finies de la manie`re suivante :
add(0; y) = y
add(succ(x); y) = succ(add(x; y))
mul(0, y; ) = 0
mul(succ(x), y; ) = add(y; mul(x, y; ))
Proprie´te´. La classe B est exactement la classe PTIME des fonctions calculables en temps po-
lynoˆmial[13].
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On peut e´galement noter l’utilisation d’u principe similaire associe´ aux ordres de terminaison
dans [77]. Dans cette approche l’ordre re´cursif sur les chemins LPO est adapte´ a` ce principe. L’odre
obtenu, appele´ LMPO, permet e´galement de capturer PTIME tout en capturant une plus vaste gamme
d’algorithmes.
Proprie´te´. L’ensemble des programmes terminant par LMPO capturent la classe PTIME[77].
2.3.3 Mobile resource Guarantees
Le projet MRG (mobile ressource guarantees [65]) fournit des outils permettant de garantir que
l’espace ne´cessaire a` l’exe´cution d’un programme fonctionnel du premier ordre est line´aire en la taille
de l’entre´e du programme. Visant plus particulie`rement les syste`mes embarque´s [11], cette approche
s’inscrit dans le paradigme du proof-carrying code [85] en s’appuyant sur un langage de haut niveau
appele´ Camelot compile´ vers un langage de bas niveau appele´ Grail. Ces travaux reposent principale-
ment sur une approche a` base de syste`mes de types [61, 62]. Plus pre´cise´ment, les proprie´te´s sur les
ressources sont obtenues a` l’aide d’un type ressource ¦ et de re`gles de typage line´aires. Intuitivement,
un objet de type ressource peut eˆtre vu comme une cellule me´moire. Un constructeur de type inductif
consomme un objet de type ressource et les fonctions peuvent recevoir ces objets comme parame`tre.
Exemple 4. Conside´rons par exemple le programme suivant qui re´alise le tri par insertion. La fonc-
tion insert est de type ¦, nat, list(nat) → list(nat) et la fonction sort est de type list(nat) → list(nat).
insert(d, a, nil) = cons(d, a, nil)
insert(d, a, cons(d′, b, t)) = i f a ≤ b then cons(d, a, cons(d′, b, t))
else cons(d′, b, insert(d, a, t))
sort(nil) = nil
sort(cons(d, a, t)) = insert(d, a, sort(t))
Intuitivement, le syste`me de type assure qu’un e´le´ment de type ressource ne peut eˆtre utilise´ qu’au plus
une fois pour permettre l’application d’un constructeur. Le pattern matching permet de re´cupe´rer un
e´le´ment de type ressource. Dans cet exemple, la fonction insert rec¸oit un parame`tre de type ressource.
Les parame`tres d, a et l sont respectivement un e´le´ment de type ressource, l’e´le´ment a` inse´rer et la liste
initiale. Comme on peut le voir dans la de´finition de insert, tant que la liste initiale est non vide, un
e´le´ment d′ de type ressource est re´cupe´re´ et re´utilise´ pour re´tablir la liste ; lorsque le nouvel e´le´ment
doit eˆtre inse´re´, on utilise e´galement d.
Exemple 5. L’exemple suivant ne peut pas eˆtre type´ car leparame`tre de type ressource est utilise´ plus
d’une fois.
twice(nil) = nil
twice(cons(d, x, l)) = cons(d, tt, cons(d, tt, twice(l))))
Avec cette approche, les programmes sont non size increasing, ceux-ci peuvent eˆtre compile´s vers
du code, par exemple en C, n’utilisant pas d’allocation dynamique. La limite de cette approche est que
l’on souhaiterait pouvoir infe´rer la pre´sence des e´le´ments de types ressources plutoˆt que de les donner
explicitement.
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2.3.4 Quasi-interpre´tations
On s’inte´resse maintenant aux quasi-interpre´tations que nous utiliserons par la suite. Les quasi-
interpre´tations[76, 20] permettent de borner la taille des valeurs calcule´es par les programmes de´crits
dans un langage fonctionnel du premier ordre.
De´finition 10. Une quasi-interpre´tation polynoˆmiale associe a` chaque symbole du programme (construc-
teur ou fonction) d’arite´ n une fonction qh : (R+)n → R+ telle que
• qh est borne´e par un polynoˆme,
• qh(x1, . . . , xn) ≥ xi pour i = 1, . . . , n,
• si xi ≥ yi pour i = 1, . . . , n alors qh(x1, . . . , xn) ≥ qh(y1, . . . , yn),
• pour un constructeur c, qc(x1, . . . , xn) = Σni=1xi + d ou` d est une constante strictement positive.
L’interpre´tation d’une expression est obtenue par extension : qx = x et qh(e1,...,en) = qh(qe1 , . . . , qen).
De´finition 11. On dit que le programme admet une quasi-interpre´tation q si pour toute e´quation
f (p1, . . . , pn) = e on a q f (e1,...,en) ≥ qe.
Proprie´te´. Si un programme admet une quasi-interpre´tation, alors pour tout symbole de fonction f
du programme et pour toutes valeurs v1, . . . , vn, la taille des valeurs calcule´es lors de l’e´valuation de
f (v1, . . . , vn) est borne´e par P(maxi=1,...,n|vi|) pour un certain polynoˆme P (voir [20]).
En pratique, l’inte´reˆt des quasi-interpre´tations est double :
1. D’une part, celles-ci permettent de caracte´riser des classes importantes de complexite´. Par
exemple, combine´s avec certaines preuves de terminaison, les quasi-interpre´tations permettent
de caracte´riser la classe  des fonctions calculables en temps polynomial [78].
2. D’autre part, les quasi-interpre´tations permettent d’aborder le proble`me de la complexite´ des
programmes d’un point de vue algorithmique. L’existence de quasi-interpre´tations peut en ef-
fet eˆtre de´cide´e pour une large classe de programmes ce qui en fait un outil inte´ressant pour
controˆler par analyse statique les ressources ne´cessaires a` l’exe´cution d’un programme.
Proprie´te´. L’ensemble des programmes qui terminent par LPO et qui admettent une quasi-interpre´tation
capture la classe PSPACE[19] des fonctions calculables en espace polynoˆmial.
On peut citer l’existence de deux logiciels lie´s aux quasi-interpre´tations. Le syste`me ICAR[84] se base
sur des variantes des ordres re´cursifs pour prouver la terminaison des programmes et permet de ve´rifier
qu’un candidat est effectivement une quasi-interpre´tation. Dans le cas des programmes conside´re´s, le
proble`me de terminaison est dans . Le syste`me Crocus[38] quand a` lui, s’inte´resse au proble`me
de la synthe`se des quasi-interpre´tations. A l’heure actuelle, ce programme e´tant en de´veloppement, il
est difficile de faire une pre´sentation des re´sultats obtenus.
Comme note´ dans [3] l’utilisation des quasi-interpre´tations dans le cadre d’une analyse statique
(en particulier dans le cas d’une approche proof-carrying code) pour controˆler les ressources ne´cessaires
a` l’exe´cution d’un programme pose deux proble`mes :
• comment synthe´tiser une quasi-interpre´tation
• e´tant donne´e une quasi-interpre´tation, comment ve´rifier que celle-ci correspond bien a` un pro-
gramme donne´.
Si les polynoˆmes conside´re´s sont de´finis sur les entiers naturels, meˆme le proble`me de la ve´rification
est inde´cidable (10eme proble`me de Hilbert). Si les polynoˆmes conside´re´s sont de´finis sur les re´e´ls, ce
meˆme proble`me est de´cidable (a` l’aide de la proce´dure de de´cision de Tarski) mais sa complexite´ est
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tre`s e´leve´e. Dans [3, 5], l’auteur sugge`re de conside´rer les polynoˆmes de l’alge`bre max-plus ((Q+ ∪
{−∞},max,+)). Il est de´montre´[5] que le proble`me de la synthe`se est alors NP-difficile et dans NP
pour le cas particulier des d’une certaine classe de polynoˆmes dits multi-line´aires. En particulier, ette
approche permet de´ja` de capturer les programmes caracte´rise´s par l’approche de la section pre´ce´dente.
Finalement, on peut noter que les quasi-interpre´tations, comme l’approche non-size increasing,
peuvent eˆtre utilise´s dans le cadre d’une approche Proof-carrying code. Dans [8] les auteurs ont adapte´
la notion de quasi-interpre´tation a` une machine a` pile de´die´ a` l’exe´cution d’un bytecode pour un
langage fonctionnel du premier ordre. Les ve´rifications de type, de controˆle de la taille des valeurs
calcule´es et de terminaison des programmes sont re´alise´es au niveau de ce bytecode.
2.4 Concurrence
2.4.1 Hume
Le langage Hume[79, 54, 53] est un langage de programmation concurrente de´die´s aux syste`mes
ne´cessitant un controˆle des ressource (espace/temps) tels que les syste`mes embarque´s temps re´els.
L’approche suivie pour assurer les caracte´ristiques temps re´el des syste`mes est un compromis entre
analyse statique (pour le controˆle de l’occupation me´moire) et ve´rification dynamique (pour le controˆle
des temps d’exe´cution). D’une part le langage vise a` permettre le calcul de bornes statiques sur l’occu-
pation me´moire, d’autre part une construction de time-out permet de forcer l’existence de bornes sur
les temps de calcul. La de´finition de Hume repose sur plusieurs couches (layers) offrant une expres-
sivite´ croissante du langage au prix d’une augmentation des difficulte´s d’analyse des programmes.
Ce de´coupage du langage en plusieurs couches vise a` permettre, au terme d’e´tapes successives de
complexite´ croissante, de controˆler la complexite´ des programmes de la couche la plus e´leve´e (le
langage Hume complet) qui dispose de caracte´ristiques e´volue´es telles que l’ordre supe´rieur, le poly-
morphisme ou encore la gestion des exceptions. La version actuelle du langage permet d’obtenir des
garanties fortes sur la complexite´ des programmes d’une couche de plus bas niveau, de´finissant un
sous langage appele´ FSM-HUME [81, 80] (pour Finite State Machine Hume).
En Hume, l’unite´ de base du calcul est la boite (box). Un programme est de´fini par la description
de types de donne´es et par un nombre fini de boites connecte´es par des buffers une-place appele´s
fils (wires) pour former un re´seau de processus statique. Chaque boite de´finie une fonction (au sens
large) de ses entre´es vers ses sorties. Plus pre´cise´ment, une boite est de´finie par un ensemble de re`gles
de la forme pattern− > f unction(pattern) (voir exemple plus loin). Chaque couche du langages
est de´finie par un ensemble de restrictions sur les re`gles utilisables pour la de´finition des boites. Le
sous language FSM-HUME est obtenu en se limitant aux structures de donne´es non re´cursives et
aux fonctions du premier ordre non re´cursives. Pour les programmes e´crits dans ce sous langage le
compilateur de Hume, qui repose sur la de´finition d’une machine abstraite[52], re´alise le calcul d’une
borne sur la quantite´ de me´moire ne´cessaire a` l’exe´cution du programme. Une se´mantique de couˆt
en espace de´finie le comportement des programmes en terme d’occupation me´moire. Un exemple de
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programme e´crit en FSM-HUME et emprunte´ a` [54] est donne´ ci-dessous.
type bit = word 1; type parity = boolean;
stream input from ”/dev/sensor”;
stream output from ”std out”;
box even parity
in (b :: bit, p :: parity)
out (p′ :: parity, show :: string)
match
(0, true)− > (true, ”true”)
| (1, true)− > (false, ”false”)
| (0, false)− > (false, ”false”)
| (1, false)− > (true, ”true”);
wire input to even parity.b
wire even parity.p′ to even parity.p initiallytrue
wire even parity.show to output
Ce programme ve´rifie la parite´ d’une suite de boole´ens. La boite de´finie dans cet exemple, rec¸oit a`
chaque activation la valeur 0 ou 1 sur son entre´e b et son e´tat courant sur son entre´e p (p est relie´ a` la
sortie p′ de la boite, ce qui lui permet de conserver son e´tat). Le re´sultat, de´termine´ par filtrage a` l’aide
de la construction match, est alors affiche´ sur la sortie standard par l’interme´diaire de la sortie show.
Les de´clarations stream et wire de´finissent les entre´es/sorties et les branchements des fils. On renvoie
le lecteur a` [52] pour une description plus comple`te du langage, en particulier en ce qui concerne le
mode d’ordonnancement des processus.
2.4.2 Programmation re´active
Dans cette section on survole brie`vement le cadre de recherche dans lequel s’inscrit le chapitre
suivant. Ce cadre de recherche pose pour objectif la de´rivation de bornes sur les ressources ne´cessaires
a` l’exe´cution de code mobile afin d’e´viter des attaques de type de´ni de service.
Dans [10] un langage concurrent du premier ordre a` base de threads est e´tudie´ sous l’angle du
controˆle des ressources. En particulier, certaines restrictions sont conside´re´es afin de pouvoir de´finir
le comportement d’un programme dans l’instant comme une fonction de ses parame`tres au de´but
de l’instant. Le langage propose´ est a` base de threads coope´ratifs partageant une notion d’instant
et communiquant par variables partage´es (pas de cre´ation dynamique). Au de´but de chaque instant,
les variables partage´es sont re´initialise´es a` une valeur par de´faut. Les programmes manipulent des
valeurs de types inductifs a` la ML et disposent de constructions de filtrage sur ces valeurs. Le flot des
donne´es est restreint par le biais d’un condition, appele´e read-once, qui stipule qu’un thread ne peut
re´aliser une ope´ration de lecture donne´e (relativement au code) qu’au plus une fois dans l’instant. Cette
restriction permet de caracte´riser le comportement d’un thread dans l’instant comme une fonction de
ses parame`tres au de´but de l’instant et des valeurs lues sur les variables dans l’instant. L’analyse
statique propose´e assure que le calcul de chaque instant est re´alise´ en temps et en espace polynomiaux
en la taille des parame`tres du syste`mes (pile des threads et valeurs des variables) au de´but de l’instant.
La description d’une machine virtuelle permettant l’exe´cution d’un Byte Code obtenu par compilation
du langage est e´galement donne´e. Cette description permet d’envisager l’adaptation des techniques
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pre´sente´es dans [8] a` ce langage concurrent. L’analyse statique propose´e dans [10] ne permet pas de
pre´dire la taille du syste`me apre`s un nombre arbitraire d’instants. Celle-ci repose sur une combinaison
de l’analyse statique propose´e et d’une ve´rification dynamique de la taille du syste`me au de´but de
chaque instant afin de de´cider, par exemple, d’arreˆter certains threads susceptibles de consommer
trop de ressources. Dans [9], nous avons conside´re´ une extension de cette analyse statique qui permet
de borner pour un nombre arbitraire d’instants les ressources ne´cessaires au calcul des instants. En
particulier, nous avons introduit un me´canisme de masquage des parame`tres qui permet de distinguer
ceux utilise´s strictement pour le calcul de l’instant en cours de ceux ne´cessaires pour le calcul d’un
nombre arbitraire d’instants. Cette me´thode permet de poser des restrictions sur les seconds afin de
les forcer a` eˆtre Non-Size Increasing ce qui a pour effet de borner la taille du syste`me pour un nombre
arbitraire d’instants.
Chapitre 3
Le pi-Calcul Synchrone
Une opposition classique des langages de programmation concurrente distingue les langages syn-
chrones d’une part et les langages asynchrones d’autre part. Le pi-calcul[82] (et ses de´rive´s) peuvent
eˆtre vus comme des mode`les abstraits typiques de la programmation concurrente asynchrone. A l’op-
pose´, le pi-calcul synchrone (ou S pi-calcul)[6], que l’on pre´sente dans ce chapitre, est une alge`bre de
processus synchrone, inspire´e par . En particulier, l’exe´cution des programmes du S pi-calcul est
re´gle´e par la notion d’instant et la re´action a` l’absence d’un signal ne peut se produire qu’a` l’instant
suivant.
Les langages synchrones (ESTEREL, LUSTRE, SIGNAL,...) ont e´te´ conc¸us de manie`re a` per-
mettre un ordonnancement statique et une compilation vers des automates finis. En conse´quence, les
mode`les de programmation associe´s sont beaucoup plus restreints que le pi-calcul et supportent mal
des concepts tels que les types de donne´es ge´ne´raux, la mobilite´ des noms, les de´finitions re´cursives
et la cre´ation dynamique de threads. Dans [7, 4], les auteurs proposent un mode`le de programmation
base´ sur (cf Introduction) ; ce dernier permet la cre´ation dynamique de threads et les de´finitions
re´cursives et propose une traduction CPS du langage vers une forme re´cursive terminale. Comme le
langage , ce nouveau mode`le suppose que les signaux sont purs au sens ou` ils ne transportent pas
de valeurs (un signal pur peut eˆtre vu comme un boole´en de´notant la pre´sence ou l’absence du signal)
ce qui permet, en particulier, de rendre les calculs de´terministes. Cependant, les langages de program-
mation de´rive´s de  incluent des types de donne´es complexes porte´s par les signaux et cette extension
rend les calculs non-de´terministes si des restrictions conse´quentes ne sont pas impose´es.
Le S pi-calcul peut eˆtre vu comme une extension minimale du mode`le re´cursif terminal pre´sente´
dans [4] dans lequel les signaux peuvent porter des valeurs du premier ordre, noms de signaux inclus.
La complexite´ du langage ainsi obtenu est comparable a` celle du pi-calcul. Le S pi-calcul repose sur un
sous-langage d’expressions fonctionnels du premier ordre dont les valeurs sont les valeurs de types
de donne´es inductifs. Le comportement des threads est de´fini par des e´quations re´cursives reposant
sur l’utilisation d’une ope´ration de filtrage a` la ML et la cre´ation dynamique de nom de signaux et la
composition paralle`le de comportements sont possibles. Contrairement au langage SL, le S pi-calcul
n’est pas de´terministe ; en revanche, le non-de´terminisme est clairement isole´. Plus pre´cise´ment, le
non de´terminisme du langage est uniquement lie´ a` l’ordre de lecture des valeurs e´mises, au cours du
meˆme instant, sur les signaux.
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3.1 Syntaxe
Dans cette section, on pre´sente la syntaxe du S pi-calcul. Pour cela, on commence par introduire
plusieurs cate´gories syntaxiques. De manie`re ge´ne´rale, la notation m de´note un n-uplet m1 ∗ . . . ∗ mn.
Les variables Var contiennent les noms de signaux ainsi que des variables d’autres types.
Sig ::= s | t | · · · (noms de signaux)
Var ::= Sig | x | y | z | · · · (variables)
Les valeurs Val sont des termes construits a` partir des constructeurs et des noms de signaux. La taille
d’une valeur v, note´e |v| est de´finie par |s| = |c| = 0 ou` s est un signal et c est une constante, et
|c(v1, . . . , vn)| = 1+Σi=1,...,n|vi| si n ≥ 1. Les filtres Pat sont des termes construits a` partir des construc-
teurs et des variables (y compris les noms de signaux). On suppose qu’un filtre p contient exactement
un constructeur et que toutes les variables apparaissant dans p sont deux a` deux distinctes.
Cnst ::= ∗ | nil | cons | c | d | · · · (constructeurs)
Val ::= Sig | Cnst(Val, . . . ,Val) (valeurs v, v′, . . .)
Pat ::= Var | Cnst(Pat, . . . ,Pat) (filtres p, p′, . . .)
Si P et p sont un programme et un filtre alors on note fn(P) (resp. fn(p)) l’ensemble des noms de
signaux libres apparaissant dans P (resp. p). On note e´galement FV(P) (resp. FV(p)) l’ensemble
des variables libres (y compris les noms de signaux) apparaissant dans P (resp. p). Les filtres seront
utilise´s pour la manipulation de valeurs de types inductifs ; la substitution de filtrage match(v, p), ou` v
est une valeur et p un filtre, est de´finie de la manie`re suivante :
match(v, p) =

σ si dom(σ) = FV(p), σp = v
↑ sinon.
On suppose donne´s des symboles de fonctions du premier ordre f , g, . . . dont le comportement sera
de´fini de manie`re axiomatique. Les expressions Exp sont des termes construits a` partir de variables,
de constructeurs et de symboles de fonctions.
Fun ::= f | g | · · · (symboles de fonctions du premier ordre)
Exp ::= Var | Cnst(Exp, . . . ,Exp) | Fun(Exp, . . . ,Exp) (expressions e, e′, . . .)
Les expressions e´tendues Rexp sont des expressions pouvant contenir la valeur associe´e avec un signal
s a` la fin de l’instant (ce que l’on note !s, en suivant la convention ML pour la de´re´fe´renciation).
Intuitivement, cette valeur est une liste de valeurs repre´sentant l’ensemble des valeurs e´mises sur un
signal pendant l’instant.
Rexp ::= !Sig | Var | Cnst(Rexp, . . . ,Rexp)
| Fun(Rexp, . . . ,Rexp) (exp. avec de´re´f. r, r′, . . .)
Finalement, les programmes P, Q, . . . du S pi-calcul sont de´finis par la grammaire suivante :
P ::= 0 | A(e)
| se | s(x).P, K
| [s1 = s2] · P1, P2 | [u D p] P1, P2
| νs P | (P1 | P2)
K ::= A(r)
Comme dans le pi-calcul, les noms de signaux repre´sentent a` la fois des constantes comme celles
ge´ne´re´es par l’ope´rateur ν et des variables comme celles des parame`tres formel de l’ope´rateur present.
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3.2 Se´mantique Intuitive
La se´mantique intuitive du S pi-calcul est de´finie par induction structurelle sur les threads.
• 0 de´note le thread dont l’exe´cution est termine´e.
• Chaque identificateur de thread est associe´ a` une unique e´quation de la forme A(x) = P. A(e)
de´note le thread dont le comportement est celui de [v/x]P si e s’e´value en v.
• se de´note le thread dont le comportement consiste simplement a` diffuser sur le signal s la valeur
de´note´e par e. Cette valeur est instantane´ment disponible (pour l’instant courant) sur le signal s
pour l’ensemble des threads.
• s(x).P, K de´note le test de la pre´sence du signal s et correspond a` la construction present qui
est l’ope´rateur fondamental du mode`le SL. Si les valeurs {v1, . . . , vn} sont les valeurs e´mises
sur le signal s alors s(x).P, K se comporte comme [vi/x]P pour 1 ≤ i ≤ n. Le choix de i est
non de´terministe. Si aucune valeur n’est e´mise sur s au cours de l’instant alors le thread est
suspendu jusqu’a` la fin de l’instant et la continuation K est exe´cute´e a` l’instant suivant.
• [s1 = s2] · P1, P2 correspond a` la fonction de test habituelle du pi-calcul et se comporte comme
P1 si s1 = s2 et comme P2 sinon. A noter que s1 et s2 sont libres dans P1.
• [u D p] P1, P2 est la fonction de filtrage des valeurs. u est soit une variable x soit une valeur v
et que p a` la forme c(p) ou` c est un constructeur et p est un vecteur de filtres. A l’exe´cution, u
est toujours une valeur ; on e´value σP1 si le re´sultat σ du filtrage de u contre p est de´fini et P2
sinon. De manie`re standard, les variables apparaissant dans p sont lie´es dans P1.
• νs P se comporte comme P ou` s de´note un nouveau nom de signal.
• P1 | P2 de´note le comportement de P1 et P2 en paralle`le et termine quand P1 et P2 terminent.
Remarque 3. Pour illustrer la diffe´rence entre les deux types de filtrage, supposons que s et s′ sont
deux noms de signaux distincts et conside´rons les programmes suivants :
P = [s = s′] · P1, P2 P′ = [cons(s, nil) D cons(s′, nil)] P1, P2
Le programme P se re´duit en P2 alors que le programme P′ se re´duit en [s/s′]P1. Dans le premier
cas s′ est une constante alors que dans le second c’est une variable lie´e.
3.3 Typage
L’ensemble des types contient :
• le type de base 1 dont l’unique valeur est la constante ∗,
• si t est un type, le type S ig(t) des signaux portant des valeurs de type t,
• si t est un type, le type List(t) des listes de valeurs de type t construites a` l’aide des constructeurs
nil et cons.
Les types 1 et List(t) sont des exemples de types inductifs. D’autres types inductifs (boole´ens, entiers
naturels, arbres,...) peuvent eˆtre ajoute´s a` l’aide de constructeurs supple´mentaires. On suppose que
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les variables (y compris les noms de signaux), les constructeurs, les symboles de fonctions et les
identificateurs de threads sont fournis avec leur type du premier ordre. Par exemple, un constructeur
c peut avoir le type t1, t2 → t signifiant qu’il attend deux arguments respectivement de types t1 et t2 et
retourne une valeur de type t. Il est alors trivial de de´terminer lorsqu’un programme est bien type´ et
de ve´rifier que cette proprie´te´ est conserve´e par la se´mantique de re´duction donne´e plus loin. On note
simplement que pour un signal s de type S ig(t) la valeur de´re´fe´rence´e !s doit avoir le type List(t). Par
la suite, on suppose que l’on a a` faire a` des programmes, expressions, substitutions,... bien type´s.
3.4 Ope´rateurs De´rive´s
On introduit plusieurs ope´rateurs de´rive´s et des abre´viations en se basant pour l’instant sur la
se´mantique informelle de la section 3.1. On note s(x).P pour s(x).P, A() ou` A() = 0.
Un ope´rateur de choix interne peut eˆtre de´rive´ de la manie`re suivante :
P1 ⊕ P2 = νs (s(x).[x D 0] P1, P2 | s0 | s1)
ou` l’on pose, par exemple, 0 = nil et 1 = cons(∗, nil,).
La construction pause.K suspend l’exe´cution jusqu’a` la fin de l’instant et e´value K a` l’instant suivant.
Cette construction peut eˆtre de´finie par
pause.K = νs s.0, K
La construction await s(x).P attend une valeur v sur le signal s et se comporte comme P ou` v est lie´e
a` x. Cette construction peut eˆtre de´finie par
await s(x).P = s(x).P, A(x)
ou` {x} = {s} ∪ FV(P) et A(x) = s(x).P, A(x).
On anticipe sur le fait que la se´mantique ne fait pas de distinction en fonction du nombre d’e´missions
d’une meˆme valeur sur un signal. S’il est ne´cessaire de compter le nombre d’e´missions il suffit de
combiner (a` l’aide d’un constructeur) un nouveau nom de signal a` chaque valeur e´mise.
Remarque 4. Les calculs avec signaux purs conside´re´s dans [27, 4, 7] peuvent eˆtre retrouve´s en
supposant que tous les signaux sont de type S ig(1). Dans ce cas, on note simplement s pour s∗ et
s.P, K pour s(x).P, K ou` x < FV(P).
3.5 Comparaison avec le pi-calcul
Afin de faciliter la comparaison, la syntaxe du S pi-calcul est similaire a` celle du pi-calcul. Les
seules nouveaute´s syntaxiques sont la pre´sence d’une branche else dans la construction de re´ception
des messages et la possibilite´ de de´re´fe´rencer un signal. Cependant, il y a des diffe´rences se´mantiques
significatives a` garder a` l’esprit.
Deadlock vs. Fin de l’instant. Que se passe-t-il lorsque tous les threads sont soit termine´s soit en
attente d’un e´ve´nement ? Dans le pi-calcul, le calcul s’arreˆte. Dans le S pi-calcul (et de manie`re plus
ge´ne´rale dans le mode`le ) cette situation est de´tecte´e et marque la fin de l’instant courant. Les threads
suspendus et les signaux sont alors re´initialise´s et le calcul se poursuit dans l’instant suivant.
Canaux vs. Signaux. Dans le pi-calcul, un message est consomme´ par son re´cepteur. Dans le S pi-
calcul, une valeur e´mise sur un signal persiste dans l’instant et est re´initialise´ a` la fin de celui-ci.
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Types de donne´es. Le pi-calcul (polyadique [83]) posse`de des n-uplets comme type de donne´es de
base, alors que le S pi-calcul posse`de des listes. La motivation pour l’introduction des listes plutoˆt que
des n-uplets comme type de base du mode`le est qu’a` la fin de l’instant l’ensemble des valeurs e´mises
sur un signal est transforme´ en une structure adapte´e (une liste) repre´sentant cet ensemble et pouvant
eˆtre traite´e a` l’instant suivant.
Exemple 6. On pre´sente un exemple illustrant cette discussion. Supposons que v1 , v2 sont deux
valeurs distinctes et conside´rons le programme suivant :
P = νs1, s2 (s1v1 | s1v1 | s1v2 | s1(x).(s1(y).(s2(z).0, A(x, y, !s1)), 0), 0)
Dans le S pi-calcul, P se re´duit en :
P1 = νs1, s2 s2(z).0, A(σ(x), σ(y), !s1)
ou` σ(x), σ(y) ∈ {v1, v2}. La re´duction du meˆme programme P dans le pi-calcul (en ignorant les
branches else), donnerait :
P2 = νs1, s2 (s2(z).0, A(σ′(x), σ′(y), !s1))
ou` σ′(x), σ′(y) ∈ {v1, v2} et de plus soit σ′(x) , v2 soit σ′(y) , v2. La diffe´rence dans le calcul de la
substitution est lie´ au fait que l’e´mission d’un signal dans le S pi-calcul est persistante (dans l’instant)
alors qu’un message est consomme´ dans le pi-calcul de telle manie`re que la valeur v2 ne peut pas eˆtre
lue deux fois.
Les deux programmes P1 et P2 semblent ne pas pouvoir subir de nouvelle re´duction. Cela est
de´tecte´ dans le S pi-calcul et un calcul supple´mentaire est effectue´ pour pre´parer le programme a`
re´aliser l’instant suivant. Dans notre cas, P1 est initialise´ a`
P′1 = νs1, s2 A(σ(x), σ(y), σ(`))
ou`, a` nouveau, σ(x), σ(y) ∈ {v1, v2} et σ(`) ∈ {cons(v1, cons(v2, nil)), cons(v2, cons(v1, nil))}. On voit
ici que la de´re´fe´renciation du signal s1 a` la fin de l’instant revient a` collecter selon une permutation
arbitraire la liste des valeurs (distinctes) e´mises sur ce signal durant l’instant. De plus, une valeur
e´mise persiste durant l’instant mais disparaıˆt a` la fin de celui-ci.
3.6 Exemples de programmes
On introduit plusieurs exemples de programmes sur lesquels on se basera par la suite pour illustrer
nos techniques d’analyse statique.
Exemple 7. Le mode`le synchrone est particulie`rement bien adapte´ a` la simulation de divers types de
syste`mes (on renvoie a` [90] pour une liste d’exemples). On de´crit ici le comportement d’une cellule
d’un automate cellulaire ge´ne´rique. La de´finition de chaque cellule repose sur trois parame`tres : son
propre signal d’activation s, son e´tat q et la liste l des signaux d’activation des cellules voisines. La
cellule re´alise les actions suivantes de manie`re cyclique :
1. e´mettre son e´tat pour l’instant courant sur les signaux d’activation des cellules voisines
2. se suspendre pour l’instant courant
3. collecter les valeurs e´mises par ses voisines et calculer son nouvel e´tat.
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Ce comportement peut eˆtre de´crit de la manie`re suivante :
Cell(s, q, l) = S end(s, q, l, l)
S end(s, q, l, l′) = [l′ D cons(s′, l′′)] (s′q | S end(s, q, l, l′′)),
pause.Cell(s, next(q, !s), l)
ou` next est une fonction qui calcule l’e´tat suivant d’une cellule en fonction de son e´tat courant et
de l’e´tat des cellules voisines. On suppose donne´ un type e´nume´re´ state contenant une constante
pour chaque e´tat possible. Le type des signaux s et s′ est S ig(state), le type des listes l et l′ est
List(S ig(state)) et le type de la fonction next est state, List(state) → state.
Exemple 8. Cet exemple de´crit un serveur (S erver(s)) re´pondant a` chaque instant a` une liste de
requeˆtes e´mises dans l’instant pre´ce´dent sur un signal s. Le type treq des requeˆtes contient le construc-
teur req de type S ig(t′), t → treq. Pour chaque requeˆte de la forme req(s′, x), le serveur produit une
re´ponse, qui est une fonction de x, sur le signal s′.
S erver(s) = pause.Handle(s, !s)
Handle(s, l) = [l D cons(req(s′, x), l′)] (s′ f (x) | Handle(s, l′)),
S erver(s)
On suppose que la fonction f est de type t → t′. Le parame`tres s est de type S ig(treq) et les listes l et
l′ sont de type List(treq).
Exemple 9. L’exemple suivant de´crit deux threads : a` chaque instant, le thread A(s) e´met sur s les
valeurs e´mises sur s a` l’instant pre´ce´dent alors que le thread C(s) produit une (nouvelle) valeur sur
s.
A(s) = pause.B(s, !s)
B(s, l) = [l D cons(n, l′)] (sn | B(s, l′)), A(s)
C(s) = νn sn | pause.C(s)
En supposant que n est de type S ig(1), s est de type S ig(S ig(1)) et la liste l est de type List(S ig(1)).
3.7 Se´mantique Formelle
Dans cette section, on de´finit formellement la se´mantique de re´duction du S pi-calcul. On suppose
donne´e une relation ⇓ telle que pour tout symbole de fonction f et pour toutes valeurs v1, . . . , vn,
bien type´es, il existe une unique valeur v telle que f (v1, . . . , vn) ⇓ v. On suppose de plus que cette
valeur peut eˆtre calcule´e en temps polynomial en la taille des valeurs v1, . . . , vn. Comme mentionne´
pre´ce´demment, les techniques pour de´finir des programmes fonctionnels du premier ordre satisfaisant
a` ces conditions ont e´te´ bien e´tudie´es. La relation d’e´valuation ⇓ est e´tendue aux expressions de
manie`re standard par :
s ⇓ s
ei ⇓ vi, i = 1, . . . , n
c(e1, . . . , en) ⇓ c(v1, . . . , vn)
ei ⇓ vi, i = 1, . . . , n f (v1, . . . , vn) ⇓ v
f (e1, . . . , en) ⇓ v
Par la suite, on notera plus simplement e ⇓ v pour e1 ⇓ v1, . . . , en ⇓ vn
Le comportement (interne) d’un programme est donne´ par
• un syste`me de re´duction→ de´crivant les re´ductions possibles du programme pendant un instant,
• une relation d’e´valuation 7→ de´crivant la fac¸on dont un programme e´volue a` la fin de chaque
instant.
Ces de´finitions reposent sur une relation d’e´quivalence structurelle ≡ que l’on commence par intro-
duire.
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´Equivalence structurelle. L’e´quivalence structurelle ≡ est la plus petite relation sur les programmes
qui identifie les programmes a` α-renommage pre`s et qui satisfait les e´quations standards suivantes :
P | 0 ≡ P P1 | P2 ≡ P2 | P1 (P1 | P2) | P3 ≡ P1 | (P2 | P3)
νs P ≡ P if s < f n(P) νs P1 | P2 ≡ νs P1 | P2 if s < f n(P2)
Re´duction dans l’instant. De manie`re standard, on se base sur la notion de contexte statique pour
de´finir la relation de re´duction. La relation de re´duction → est alors de´finie, a` l’aide de la relation
auxiliaire −. , par les re`gles de la figure 3.1 ou` un contexte statique C est de´fini par C ::= [] || νs C |
| (C | P)
e ⇓ v
se | s(x).P, K −. se | [v/x]P
A(x) = P e ⇓ v
A(e) −. [v/x]P
[s = s] · P1, P2 −. P1
s , s′
[s = s′] · P1, P2 −. P2
match(v, p) = σ
[v = p] · P1, P2 −. σP1
match(v, p) =↑
[v = p] · P1, P2 −. P2
P ≡ C[P′] P′ −. Q′ C[Q′] ≡ Q
P → Q
F. 3.1 – Re´duction dans l’instant
Calcul de fin d’instant. On note P ↓ si ¬∃Q.(P → Q) et on dit alors que le programme P est sus-
pendu. Lorsque P est suspendu l’instant termine et un calcul additionnel a lieu pour passer a` l’instant
suivant. Ce calcul pre´sente trois e´tapes :
1. collecter sous forme de listes les ensembles de valeurs e´mises sur chacun des signaux
2. Extruder les noms de signaux contenus dans des valeurs visibles a` la fin de l’instant
3. initialiser les continuations des ope´rateurs present.
On commence par introduire plusieurs notations, en notant qu’un programme suspendu est structurel-
lement e´quivalent a`
νs (S | In) (3.1)
ou` les noms de signaux s sont tous distincts et ou` pour m, n ≥ 0 :
S = s1e1 | . . . | snen In = t1(x1).P1, A1(r1) | . . . | tm(xm).Pm, Am(rm)
Par convention, une composition paralle`le vide est e´gale au programme 0. On note se ∈ S si se apparaıˆt
dans la composition paralle`le S . Les e´tapes 1 a` 3 sont alors formalise´es de la manie`re suivante :
1. Soit V une fonction des noms de signaux vers les listes de valeurs. On dit que V repre´sente
S et on note V |= S si, pour tout signal s, si {v1, . . . , vn} = {v | se ∈ S , e ⇓ v} alors V(s) =
[vpi(1); vpi(2); . . . ; vpi(n)] pour une certaine permutation pi.
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2. On de´finit Free(νs S ) comme le plus petit ensemble de noms de signaux tel que Free(νs S ) ⊇
f n(νs S ) et si s ∈ Free(νs S ), se ∈ S , e ⇓ v et s′ ∈ f n(v) alors s′ ∈ Free(νs S ). Par exemple,
Free(νs1, s2 (ss1 | s1s2)) = {s, s1, s2}.
3. Si r est une expression avec de´re´fe´renciation alors V(r) est l’expression re´sultant du remplace-
ment de tout signal de´re´fe´rence´ !s par V(s). Si A(r) est la continuation d’un ope´rateur present,
ou` r est une liste d’expressions closes, alors Eval(A(r),V) = A(v) si V(r) ⇓ v. Finalement, si In
est de´fini comme dans (3.1) alors Eval(In,V) = Eval(A1(r1),V) | . . . | Eval(Am(rm),V).
En suivant ces conventions, la re`gle d’e´valuation a` la fin de l’instant est donne´e par :
P ↓ P ≡ νs (S | In) V |= S {s′} = {s}\Free(νs S ) P′ ≡ νs′ Eval(In,V)
P 7→ P′
F. 3.2 – ´Evaluation a` la fin de l’instant
Intuitivement, si le programme est suspendu, i.e. P ↓ alors on proce`de de la manie`re suivante :
1. dans P, on distingue les e´missions S des programmes suspendus en attente d’un signal In,
2. on calcule une repre´sentation V des e´missions S
3. on calcule les noms de signaux extrude´s
4. on retire les e´missions et on initialise les continuations des ope´rateurs present.
Chapitre 4
Le S pi-calcul a` controˆle fini
Dans le paradigme re´actif, un programme doit re´agir (ou e´mettre des signaux de sortie) a` une collec-
tion d’e´ve´nements (ou` signaux d’entre´e) a` chaque instant. Cette spe´cification intuitive repose sur une
notion bien fonde´e d’instant ; en d’autres termes, cela suppose que les re´actions d’un programme ter-
minent toujours. Pour des programmes e´crits dans un langage suffisamment expressif, cette hypothe`se
n’est pas, en ge´ne´ral, satisfaite ce qui conduit a` l’introduction d’une notion spe´cifique de correction
que l’on appelle re´activite´. Intuitivement, on dit qu’un programme est re´actif si chaque re´action cal-
cule´e par ce programme termine. Dans ce chapitre on s’inte´resse plus particulie`rement a` une notion
plus effective de re´activite´ que l’on appelle re´activite´ efficace. D’apre`s [33],
Reactivity means the ability to react to external events, and, quite obviously, requires
bounded memory and reaction time
On conside`re ici un sous ensemble du S pi-calcul pour lequel on de´veloppe des me´thodes d’analyse
statique permettant de garantir qu’un programme calcule ses re´actions en temps et espace polyno-
miaux en la taille de ses entre´es. Comme nous l’avons de´ja` note´, une complexite´ polynomiale est
ge´ne´ralement conside´re´e comme une bonne approximation de la notion de complexite´ raisonnable.
Une re´action produit des sorties en re´ponse a` des entre´es fournies par l’environnement. En pratique,
si l’on conside`re des langages de programmation suffisamment expressifs, le calcul d’une re´action
peut de´pendre de l’histoire du calcul (les instants pre´ce´dents) et non seulement des entre´es fournies
par l’environnement pour cette re´action. De manie`re e´vidente, un programme ne´cessitant de conser-
ver une trace comple`te de l’histoire du calcul n’est pas raisonnable. Dans des travaux pre´ce´dents [4]
nous avons de´veloppe´ des me´thodes d’analyse statique permettant de garantir que la quantite´ de res-
sources ne´cessaire au calcul des re´actions d’un programme est polynoˆmiale en la taille de ses entre´es.
Bien que le langage pre´sente´ dans ces travaux dispose de valeurs de types de donne´es dynamiques,
le calcul sur celles-ci e´tait fortement confine´ dans l’instant ; l’histoire du calcul (plus pre´cise´ment
l’histoire des communications) devant eˆtre repre´sente´e par des valeurs de types de donne´es finis. Un
exemple typique est celui d’un boole´en de´notant la pre´sence d’un signal a` l’instant pre´ce´dent (a` noter
que les entiers 32-bits, les flottants,... sont e´galement des types de donne´es finis). De nombreux pro-
grammes synchrones supportent cette restriction. Cependant, d’autres programmes ont besoin de plus
d’un instant pour re´aliser certains calculs ne´cessitant un acce`s a` l’histoire du calcul plus complexe.
Par exemple, on peut conside´rer un serveur recevant une liste de requeˆtes auquel celui-ci doit re´pondre
lors du premier instant au cours duquel un signal donne´ est e´mis.
Dans ce chapitre, on conside`re un sous-ensemble du S pi-calcul dans lequel la re´cursion est restreinte
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de manie`re a` ne pas passer sous la composition paralle`le (intuitivement, cela revient a` dire que l’on
n’autorise pas la cre´ation dynamique de threads).
4.1 Contribution
La contribution de ce chapitre est de proposer une me´thodologie pour annoter les programmes
du S pi-calcul et de de´velopper des me´thodes d’analyse statique garantissant la re´activite´ efficace des
programmes. La restriction principale apporte´e au S pi-calcul dans nos de´veloppements suppose que
l’on conside`re des programmes impliquant un nombre borne´ de threads. Pour assurer cette proprie´te´,
on se basera sur une condition standard qui stipule que la re´cursion ne passe pas sous la composition
paralle`le. En se basant sur cette hypothe`se, on suppose qu’un programme est donne´ avec deux types
d’annotations concernant les identificateurs de threads et les signaux.
Annotation des identificateurs de thread
Une caracte´ristique des programmes synchrones est que chaque thread re´alise un certain ensemble
d’ope´rations de manie`re cyclique. Un cycle est diffe´rent d’un instant car son exe´cution peut se de´rouler
sur un nombre arbitraire d’instants (e´ventuellement un nombre non borne´). De plus, un cycle est
propre a` un thread, contrairement a` la notion d’instant qui est commune a` l’ensemble des threads. On
demande a` ce qu’un sous ensemble des identificateurs de thread de´notent explicitement la fin d’un
cycle et le de´but d’un nouveau cycle. Cette annotation n’a pas d’effet sur la se´mantique ope´rationnelle
mais sera utilise´e pour produire certaines contraintes de l’analyse statique. Intuitivement, on demande
que chaque thread lors de chaque cycle ne puisse effectuer qu’un nombre fini de lectures. Une impli-
cation technique de cette restriction est que le comportement d’un thread au cours d’un cycle est une
fonction de ses parame`tres au de´but du cycle et des valeurs lues (en nombre fini) sur les signaux au
cours de ce cycle.
Les identificateurs de thread disposent de deux annotations additionnelles :
• Un de nos objectifs pour garantir la re´activite´ efficace des programmes sera de montrer que les
parame`tres d’un thread (au de´but de ses cycles) sont d’une certaine manie`re non-size increasing.
Pour ce faire il est parfois utile de ne pas conside´rer l’ensemble des parame`tres d’un thread au
cours de l’analyse. En conse´quence, on associe explicitement avec chaque identificateur de
thread un sous ensemble de ses parame`tres qui sera conside´re´ dans l’analyse de la taille de ce
thread.
• Un second objectif sera de montrer que chaque instant termine. Il est alors naturel de comparer
les identificateurs de threads et leurs parame`tres selon un ordre bien fonde´. Pour cette raison, on
suppose que chaque identificateur de thread est annote´ par un statut de´crivant la manie`re dont
ses parame`tres doivent eˆtre compare´s (typiquement, selon un ordre lexicographique ou un ordre
multi-ensemble).
Pour re´sumer, un identificateur de threads posse`de trois types d’annotations :
• une spe´cifiant s’il de´note ou non la fin (le de´but) d’un cycle,
• une spe´cifiant le sous-ensemble de ses parame`tres qui sont significatifs dans l’analyse de sa
taille,
• une spe´cifiant le type de comparaison a` utiliser sur ses parame`tres pour l’analyse de terminaison.
Annotations des noms de signaux
D’une part, un programme devrait pouvoir e´mettre sur un signal des valeurs lues sur d’autres signaux.
D’autre part, on cherche a` e´viter des situations ou`, par exemple, un programme lit et e´met sur un
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signal de manie`re re´pe´titive une valeur de plus en plus grosse. Pour e´viter ce type de proble`me, on
suppose que l’ensemble des noms de signaux est partitionne´ en re´gions ρ1, ρ2, . . . ordonne´es. Plus
pre´cise´ment, on raffine le syste`me de type de manie`re a` ce que les types des signaux soient annote´s
par une re´gion comme dans le type Sigρ(t). Le type d’un nom de signal porte explicitement une
information sur la re´gion a` laquelle ce nom de signal appartient. A nouveau, cette annotation n’affecte
pas la se´mantique ope´rationnelle mais sera utile pour la ge´ne´rations de conditions lors de l’analyse
statique. Intuitivement, ces conditions imposent que la taille d’une valeur e´mise sur un signal de re´gion
ρ soit borne´e par une fonction de la taille des valeurs lues sur des signaux de re´gions strictement plus
petite que ρ.
A partir des annotations que l’on vient de pre´senter, on donne une description informelle des
conditions statiques impose´es aux programmes.
Quasi-interpre´tations
En premier lieu, nous avons besoin d’un moyen approprie´ pour abstraire la taille des valeurs. Dans
ce but, on adapte la notion de quasi-interpre´tation pre´sente´e plus toˆt. On anticipe sur le fait que si v est
une valeur alors on notera |v| la taille de cette valeur. Comme on peut le voir de manie`re plus pre´cise
dans le chapitre 2 les quasi-interpre´tations sont similaires aux interpre´tations utilise´es pour prouver la
terminaison des syste`mes de re´e´criture. Cependant leur but initial n’est pas de prouver la terminaison
mais de borner la taille des valeurs calcule´e. Dans le travail pre´sente´ ici, nous utiliserons e´galement
les quasi-interpre´tations comme outil d’approximation de la taille des parame`tres des appels re´cursifs
pour prouver la terminaison des instants.
Ine´galite´s
Nous de´crivons une me´thode pour associer a` un programme un ensemble fini d’ine´galite´s sur des
termes du premier ordre et nous prouvons que lorsque ces ine´galite´s, interpre´te´es a` l’aide d’une quasi-
interpre´tation, sont satisfaites alors le programme conside´re´ est re´actif efficace. Ces ine´galite´s peuvent
eˆtre classe´es en trois cate´gories associe´es a` des buts bien pre´cis :
1. assurer la terminaison des instants
2. assurer que la taille des parame`tres des threads au de´but des cycles est non-size increasing
3. assurer que la taille des valeurs calcule´es durant un cycle est polynoˆmiale en la taille des pa-
rame`tres du thread au de´but du cycle et des valeurs lues sur les signaux durant ce cycle.
L’ensemble de ces contraintes de´pendent des annotations que l’on a de´crit pre´ce´demment.
On anticipe sur les de´veloppements a` venir qu’une caracte´ristique essentielle de notre approche
est qu’elle fait abstraction dans une large mesure des valeurs e´mises sur les signaux et de l’ordonnan-
cement des threads. Cela signifie que chaque thread peut eˆtre analyse´ se´pare´ment, que la complexite´
de l’analyse croit line´airement en le nombre de threads, et qu’une analyse incre´mentale d’un syste`me
de threads changeant dynamiquement est possible.
4.2 Re´activite´
Au de´but de chaque instant, un programme rec¸oit une entre´e que l’on peut repre´senter par un
nouvel identificateur de thread Env de´fini par une e´quation :
Env() = s1v1 | . . . | snvn
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On e´crit alors
P
Env
7→ P′ si P 7→ P′′ et P′′ ≡ (P′ | Env())
Par les proprie´te´s du mode`le on peut, sans perte de ge´ne´ralite´, supposer que dans une entre´e toutes les
valeurs e´mises sur un signal s sont distinctes.
De´finition 12. Un calcul d’un programme P est une suite infinie de´nombrable de programmes P1, P2, . . .
telle que
P ≡ Pi0+1
∗
→ Pi1
Env1
7→ Pi1+1
∗
→ Pi2
Env2
7→ Pi2+1
∗
→ . . .
Intuitivement, Pik+1 est le programme au de´but de l’instant k. De manie`re ge´ne´rale, la re´duction
de P1, Pi1+1, Pi2+1, . . . peut ne pas atteindre la fin de l’instant et on appelle re´actifs les programmes
qui se suspendent a` chaque instant. L’ensemble des programmes re´actifs est de´fini par co-induction a`
partir des programmes qui terminent.
De´finition 13. L’ensemble Ter des programmes qui terminent est le plus petit ensemble de pro-
grammes tels que
Si ∀P′(P → P′ impl. P′ ∈ Ter) alors P ∈ Ter
L’ensemble React des programmes re´actifs est le plus grand ensemble de programmes tels que :
∀P ∈ React, S , Env.

(P | S ) ∈ Ter
((P | S ) ∗→ P′ Env7→ P′′) impl. P′′ ∈ React
Exemple 10. Dans l’exemple (9), un calcul possible du programme A(s) | C(s) est donne´ par :
A(s) | C(s) ∗→ pause.B(s, !s) | νn0 sn0 | pause.C(s)
Env
7→ B(s, cons(n0, nil)) | C(s)
∗
→ sn0 | pause.B(s, !s) | νn1 sn1 | pause.C(s)
Env
7→ B(s, cons(n0, cons(n1, nil))) | C(s)
. . .
Dans ce cas, on suppose que l’entre´e au de´but de chaque instant est vide, i.e. Env() = 0.
On suppose que, initialement, un programme a la forme
νs A1(v1) | . . . | An(vn) (4.1)
pour n ≥ 0. Par de´finition de la construction present et de l’entre´e au de´but de l’instant, un pro-
gramme a cette forme, a` e´quivalence structurelle pre`s, au de´but de chaque instant. La de´finition de
re´activite´ efficace est relative a` la taille du programme initial et a` la taille de la (plus grande) entre´e.
Par convention, la taille d’un programme de la forme (4.1) est n plus la somme de la taille des valeurs
v1, . . . , vn. La taille d’une entre´e Env de´finie par une e´quation Env() = s1v1 | . . . | snvn est la somme
des tailles des valeurs v1, . . . , vn.
De´finition 14 (re´activite´ efficace). Un programme P de la forme (4.1) est re´actif efficace s’il existe
un polynoˆme Q tel que pour tout calcul
P ≡ Pi0+1
∗
→ Pi1
Env1
7→ Pi1+1
∗
→ Pi2
Env2
7→ Pi2+1
∗
→ . . .
si d borne la taille de P et la taille des entre´es Env1, Env2, . . . , Envk pour k ≥ 0 alors
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1. la taille de Pik+1 (le programme au de´but de l’instant k) est borne´e par Q(d).
2. Pik+1 se suspend en temps au plus Q(d).
Par exemple, le programme de l’exemple (9) n’est pas re´actif efficace car la taille du parame`tre de
B, et donc du programme, augmente de 1 a` chaque instant.
4.3 Annotations
Un programme est associe´ a` un syste`me fini d’e´quations. Notre analyse statique se concentre sur
ce syste`me et est inde´pendante du programme particulier utilise´ pour initialiser le calcul. Le lecteur
devra garder a` l’esprit que l’analyse d’un programme est en fait l’analyse du syste`me associe´. Pour
des raisons techniques, il sera utile de supposer qu’un programme ne contient pas de filtrage triviaux
tels que [v D p] P1, P2 (filtrage d’une valeur) [s D s] P1, P2 (comparaison de deux noms de signaux
identiques). De la meˆme manie`re, dans [x D p] P1, P2 on suppose que x n’est pas filtre´e a` nouveau
dans P1. De tels filtrages peuvent eˆtre e´limine´s par une simple exe´cution symbolique. Modulo cette
simplification, l’analyse statique fait abstraction des noms de signaux re´els.
4.3.1 Borne sur le nombre de threads
On de´finit une fonction tc qui compte le nombre de threads dans un programme P :
tc(P) = case P of
0 0
B(e) 1
se 0
[s1 = s2] · P1, P2 max{tc(P1), tc(P2)}
[u D p] P1, P2 max{tc(P1), tc(P2)}
s(x).P, B(r) max{tc(P), 1}
νs P′ tc(P′)
P1 | P2 tc(P1) + tc(P2)
On demande que dans toute e´quation re´cursive A(x) = P la valeur tc(P) soit au plus 1. Il est imme´diat
que cette condition implique l’existence d’une borne sur le nombre de threads pre´sents dans tout
programme accessible. Le lecteur pourra ve´rifier que cette condition est satisfaite par les exemples
(7), (8) et (9)
4.3.2 Annotation des identificateurs de threads
Annotations de re´-initialisation
On note Reset un sous-ensemble des identificateurs de threads contenant les identificateurs cor-
respondant au de´but d’un nouveau cycle. Un identificateur de thread A dans Reset doit ve´rifier une
des conditions suivantes :
• soit A est de´finie par une e´quation de la forme A(x) = pause.K
• soit toutes les occurrences de A dans le programme sont dans la branche else d’une construction
present.
Par ces conditions syntaxiques, on garantit en particulier que la fin d’un cycle pour un thread implique
toujours la fin de son calcul pour l’instant courant. Par exemple, dans l’exemple (8) il est naturel de
conside´rer que S erver ∈ Reset et Handle < Reset.
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Remarque 5. A noter que du fait de la condition sur le nombre de threads present dans un programme
accessible, il n’y a pas d’ambiguı¨te´ sur ce qu’est la fin du cycle d’un thread. Si la cre´ation de nouveaux
threads en paralle`le e´tait possible, il serait ne´cessaire de synchroniser les points de re´-initialisation
des diffe´rents (sous-)threads.
4.3.3 La condition read-once
Comme nous l’avons vu, un programme peut lire un signal soit dans l’instant soit par l’ope´ration
de de´re´fe´renciation a` la fin de l’instant. La condition read-once est l’hypothe`se selon laquelle, pour
chaque thread et dans tout cycle, il existe une borne (une constante quelconque) sur le nombre de fois
que la lecture d’un signal peut eˆtre re´alise´e. En particulier, on demande et on ve´rifie statiquement sur
le graphe d’appel (de´finie ci-dessous) que le calcul re´alise´ en partant de tout identificateur de thread
ne peut exe´cuter chaque instruction de lecture qu’au plus une fois dans un meˆme cycle.
1. (e´tiquettes). On associe a` chaque construction present et a` chaque de´re´fe´renciation dans le texte
d’un programme une nouvelle e´tiquette (variable) y et on collecte toutes ces e´tiquettes sous la
forme d’une suite ordonne´e y1, y2, . . . , ym. Par la suite, on utilisera les notations
sy(x).P, K !ys
pour rendre les e´tiquettes explicites dans le texte du programme. Si r est un vecteur d’expressions
avec de´re´fe´renciation, on note Lab(r) l’ensemble des e´tiquettes apparaissant dans r.
2. (noeuds). A chaque identificateur de thread A de´fini par une e´quation A(x) = P on associe un
noeud du graphe. On introduit e´galement un nouvel identificateur O et un noeud associe´ jouant
le roˆle de puit.
3. (arcs). On de´fini une fonction Call prenant en entre´e un programme et un ensemble fini d’e´tiquettes
et produisant en sortie un ensemble fini de paires compose´es d’un identificateur de threads et
d’un ensemble d’e´tiquettes. La fonction Call est de´finie par :
Call(0, L) = {(O, L)}
Call(se, L) = {(O, L)}
Call(sy(x).P, A(r), L) =
{
Call(P, L ∪ {y}) ∪ {(A, L ∪ Lab(r))} si A < Reset
Call(P, L ∪ {y}) ∪ {(O, L ∪ Lab(r))} sinon
Call(A(e), L) =
{
{(A, L)} si A < Reset
{(O, L)} sinon
Call([s1 = s2] · P1, P2, L) = Call(P1, L) ∪ Call(P2, L)
Call([x = p] · P1, P2, L) = Call(P1, L) ∪ Call(P2, L)
Call(P1 | P2, L) = Call(P1, L) ∪ Call(P2, L)
Call(νs P, L) = Call(P, L)
Supposons que A est un identificateur de threads de´finie par une e´quation A(x) = P et que
C = Call(P, ∅). On introduit un arc de A vers un identificateur B (e´ventuellement O) si (B, L) ∈ C.
Dans ce cas, l’e´tiquette de l’arc est l’ensemble ⋃{L | (B, L) ∈ C}.
On note R(A) l’union des ensembles d’e´tiquettes des arcs accessibles de A et yA la se´quence ordonne´e
des e´tiquettes dans R(A). La de´finition de Call est telle que pour toute suite d’appels dans l’exe´cution
d’un thread dans un cycle on peut trouver un chemin correspondant dans le graphe d’appel.
De´finition 15 (condition read-once). Un programme satisfait la condition read-once si dans le
graphe d’appel il n’y a pas de boucle passant par un arc dont l’e´tiquette est non vide.
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Remarque 6. A noter que, bien que le nombre de lectures re´alise´e dans un meˆme cycle soit borne´
par une constante, la quantite´ d’information lue ne l’est pas. Par exemple, un thread Serveur peut lire
un signal sur lequel est stocke´ l’ensemble des requeˆtes produites jusque la` et parcourir alors la liste
pour re´pondre a` l’ensemble de ces requeˆtes dans l’instant courant.
Par la suite, on supposera toujours que les programmes ve´rifient la condition read-once. Pour
de tels programmes, on introduit pour chaque identificateur de thread A, avec x pour parame`tres, un
nouvel identificateur de thread A+ dont les parame`tres sont ceux de A augmente´s des parame`tres yA
pouvant eˆtre lus dans un cycle. Le comportement ge´ne´re´ par un identificateur de thread dans un cycle
peut eˆtre de´crit par une fonction de ses parame`tres x de´termine´s au de´but du cycle et des valeurs yA
lues sur les signaux pendant le cycle.
Exemple 11. On conside`re l’exemple (7) en supposant que Cell marque la fin d’un cycle (Reset =
{Cell}) et que l’e´tiquette associe´e avec la de´re´fe´renciation est y. Le graphe d’appel du programme
est :
Cell S end O∅
{y}
∅
Le programme satisfait la condition read-once puisque la seule boucle possible, celle de S end vers
S end est un d’arc dont l’e´tiquette est l’ensemble vide. Les identificateurs de threads S end+ et Cell+
ont un parame`tre supple´mentaire y.
Exemple 12. On conside`re l’exemple (8) en supposant que Reset = {S erver} et que l’e´tiquette as-
socie´e avec la de´re´fe´renciation est y. Le graphe d’appel du programme est :
S erver Handle O
{y} ∅
∅
A nouveau, la condition read-once est satisfaite. L’identificateur S erver+ a un parame`tre supple´mentaire
y alors que Handle+ n’en a pas.
Exemple 13. Enfin, on conside`re l’exemple (9) en supposant que Reset = {A,C} et que l’e´tiquette
associe´e avec la de´re´fe´renciation est y. Le graphe d’appel du programme est :
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A B O C
{y} ∅
∅
∅
Ici aussi, la condition read-once est satisfaite. L’identificateur de thread A+ a un parame`tre supple´mentaire
y alors que B+ et C+ n’en ont pas.
4.3.4 Annotations des parame`tres
Comme nous l’avons de´ja` mentionne´, un de nos buts est de controˆler la taille des parame`tres
des threads. Cependant, il est parfois approprie´ de ne´gliger certains de ces parame`tres. Par exemple,
conside´rons l’exemple (8). Un des parame`tres de l’identificateur Handle est une liste l lue sur un
signal s dont la taille n’est pas lie´e a` la taille du parame`tre s de l’identificateur de thread S erver. On
peut noter que l est utilise´e par Handle pour re´aliser un calcul et que ce parame`tres est ensuite ne´glige´
a` la fin du cycle. On introduit alors un me´canisme permettant de masquer des parame`tres tels que l.
On note 0 une nouvelle constante repre´sentant un parame`tre de taille 0 (inde´pendemment du type re´el
du parame`tre). Si h est une fonction d’arite´ n et si I ⊆ {1, . . . , n} est un sous ensemble des positions de
ces parame`tres, on note
h(e1, . . . , en)I = h(e′1, . . . , e′n) ou` e′i = ei si i ∈ I et e′i = 0 sinon
Intuitivement, dans h(e1, . . . , en)I on fixe a` 0 tous les arguments dont la position n’est pas dans I. Pour
chaque identificateur de thread de´finissant un comportement d’arite´ n on suppose donne´ un ensemble
IA ⊆ {1, . . . , n} avec comme condition que si A marque la fin d’un cycle dans le programme (A ∈ Reset)
alors IA = {1, . . . , n} (i.e. dans ce cas, aucun parame`tre ne peut eˆtre fixe´ a` 0).
Remarque 7. On anticipe sur le fait qu’e´tant donne´ un identificateur A l’ensemble IA sera utilise´ pour
masquer les parame`tres de la signature e´tendue A+. En particulier, les parame`tres supple´mentaires yA
sont toujours masque´s dans A+(e1, . . . , en, en+1, . . . , en+m)IA , ou` n, n+m ≥ 0 sont respectivement l’arite´
de A et l’arite´ de A+, puisque IA ⊆ {1, . . . , n}. On verra e´galement un autre cas d’utilisation de cette
technique de masquage (concernant l’orientation des flux d’information) dans lequel les parame`tres
supple´mentaires ne sont pas syste´matiquement masque´s.
4.3.5 Annotations de statut
On associe avec chaque identificateur de thread un statut qui est soit lex (pour lexicographique)
soit mset (pour multi-ensemble). On suppose que deux threads e´quivalents selon un certain pre´-ordre
≥F , que l’on de´finit ci-dessous, ont le meˆme statut et la meˆme arite´. En particulier, on note que si
A et B sont e´quivalents selon le pre´-ordre, alors A+ et B+ ont e´galement la meˆme arite´. Pour de´finir
le pre´-ordre ≥F on introduit un graphe d’appel dans l’instant en modifiant la de´finition de la section
4.3.3 de la manie`re suivante :
Call(s(x).P, K, L) = Call(P, L) Call(A(e), L) = {(A, L)}
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ou` le graphe ne contient pas de noeud puit. En particulier, on ignore les appels ne se produisant pas
dans l’instant mais on prend en compte les appels dans l’instant concernant des identificateurs de
threads marquant la fin d’un cycle. Ainsi, il existe un noeud de A vers B si, A(x) = P et s’il est
possible d’appeler B dans P au cours de l’instant ou` A est appele´. On construit le plus petit pre´-ordre
≥F sur les identificateurs de threads tel que A ≥F B s’il existe un arc de A vers B dans le graphe
d’appel dans l’instant. On note A =F B si A ≥F B et B ≥F A et A >F B si A ≥F B et A ,F B. Le rang
d’un identificateur de threads A, note´ rank(A), est la longueur de la plus longue chaine A >F B >F . . ..
4.3.6 Annotations des signaux
Le but des annotations de signaux est de rejeter des programmes tels que celui de l’exemple (9)
Conside´rons en particulier le thread A. A chaque instant, ce thread e´met sur un signal s les valeurs
e´mises sur ce meˆme signal durant l’instant pre´ce´dent. On de´sire rejeter ce type de comportement qui
peut faire grandir la taille du syste`me de manie`re raisonnable ; on souhaite cependant conserver la
possibilite´, sous certaines conditions, d’accepter des comportements dans lesquels un thread e´met sur
un signal s une se´rie de valeurs qui de´pend de valeurs lues sur un signal s′ diffe´rent. Par exemple,
on souhaite pouvoir programmer un serveur (cf. exemple (8)) qui rec¸oit une se´rie de requeˆtes a` la fin
d’un instant et produit en re´ponse une se´rie de valeurs a` l’instant suivant. Intuitivement, l’ide´e est de
partitionner l’ensemble des noms de signaux en une collection finie de re´gions. Les re´gions sont alors
ordonne´es et le comportement du serveur de´crit pre´ce´demment est autorise´ si le signal s (re´ception
des requeˆtes) est associe´ a` une re´gion strictement infe´rieure a` celle des signaux s′ (re´ponses). Formel-
lement, on suppose donne´ un ensemble infini de´nombrable de re´gion R = {ρ1, ρ2, . . .} dote´ d’un ordre
strict >R. On suppose alors que le type d’un signal est raffine´ de manie`re a` contenir cette information
supple´mentaire. c’est a` dire que le type d’un signal est maintenant de la forme S igρ(t) ce qui de´note
l’appartenance du signal a` la re´gion ρ. Dans ce qui suit, on se basera sur ce type d’annotations pour
de´river des ine´galite´s garantissant que la taille des valeurs associe´es a` un signal associe´ a` une re´gion
ρ peut eˆtre borne´e par une fonction de la taille des parame`tres initiaux du programme et des valeurs
lues sur des signaux associe´s a` des re´gions strictement infe´rieures. Dans l’exemple (8) on e´met sur un
signal s′ une valeur de´pendant d’une valeur lue sur un signal s. Si l’on admet que cette valeur est de
taille arbitraire (voir remarque ci-dessous) il est alors ne´cessaire d’exiger que le signal s soit associe´
a` une re´gion strictement infe´rieure a` la re´gion associe´e a` s′.
Remarque 8. On anticipe sur la forme des contraintes ge´ne´re´es pour faire remarquer que celles-ci
ne restreignent le flot d’information que dans le cas de donne´es de taille arbitraire. Par exemple,
dans le cas de l’exemple (7), les signaux s (signal d’activation de la cellule) et s′(signal d’activation
d’une voisine) sont ne´cessairement associe´es (pour des raisons e´videntes de typage) a` une seule et
meˆme re´gion. Le nouvel e´tat d’une cellule next(q, !s) est e´mis par cette cellule sur le signal s′. Si on
suppose que l’e´tat d’une cellule est une valeur d’un type e´nume´re´ (e.g : un type state contenant les
valeurs alive et dead) les contraintes de´finies par notre analyse statique permettent d’accepter un tel
programme.
4.4 Analyse statique
4.4.1 Ine´galite´s pour la terminaison des instants
Afin de garantir la terminaison des instants, on produit des contraintes sur les appels re´cursifs
pouvant se produire dans l’instant. Conside´rons par exemple la de´finition du thread S end de l’exemple
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(8). On peut extraire de cette e´quation une ine´galite´ de la forme :
Send(s, q, `, cons(s′, `′′)) > Send(s, q, `, `′′)
Si cette contrainte est satisfaite pour un ordre bien fonde´ approprie´ alors on sera a` meˆme de conclure
que la branche pause du thread finira par eˆtre emprunte´e lors du calcul. Suivant cette intuition, on
de´finit une fonction C0 qui extrait du texte du programme un ensemble d’ine´galite´s. Ces ine´galite´s
portent l’index 0 correspondant aux contraintes de terminaison. La fonction C0, de´finie par cas sur
les paires de la forme (P, A+(p)), est donne´e dans la figure 4.1. L’ensemble des contraintes d’index
F. 4.1 – Contraintes d’index 0
C0(P, A+(p)) = case P of
0 : ∅
se : ∅
[x D p] P1, P2 : C0([p/x]P1, A+([p/x]p)) ∪ C0(P2, A+(p))
[s1 = s2] · P1, P2 :
⋃
i=1,2 C0(Pi, A+(p))
(P1 | P2) : ⋃i=1,2 C0(Pi, A+(p))
νs P′ : C0(P′, A+(p))
B(e) :
{
{A+(p) >0 B+(e, yB)} si A =F B
∅ sinon
sy(x).P′, K : C0([y/x]P′, A+(p))
0 associe´es a` un programme est obtenu de la manie`res suivante : pour tout identificateur de thread A
de´fini par une e´quation A(x) = P, on calcule C0(P, A+(x, yA)).
Exemple. En se basant sur la de´finition des graphes d’appel dans l’instant respectifs, on obtient
– pour l’exemple (7) l’ensemble de contraintes :
{Send+(s, q, `, cons(s′, `′′), y) >0 Send+(s, q, `, `′′, y)}
– pour l’exemple (8) l’ensemble de contraintes :
{Handle+(s, cons(req(s′, x), `′)) >0 Handle+(s, `′))}
– pour l’exemple (9) l’ensemble de contraintes :
{B+(s, cons(n, `′)) >0 B+(s, `′)}
4.4.2 Ine´galite´s pour le controˆle de la taille des parame`tres au de´but du cycle
De manie`re e´vidente, un programme re´agissant en temps polynomial ne devrait pas, par exemple,
produire de valeurs de taille exponentielle. Les techniques standard de preuve de terminaison ne per-
mettent pas de garantir cette proprie´te´. Ainsi, une tendance ge´ne´rale consiste a` combiner les tech-
niques de preuves de terminaison a` des arguments supple´mentaires permettant de controˆler la taille
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des valeurs calcule´es. Selon cette tendance, comme premie`re e´tape, on commence par ge´ne´rer des
contraintes d’index 1 dont le but est d’assurer que la taille des parame`tres d’un thread au de´but de
chaque cycle est polynomiale en la taille du programme initial. Ces contraintes serviront de base au
controˆle de la taille des valeurs calcule´es par un programme dont on discutera dans la sous-section
suivante. Si r est un vecteur d’expressions avec de´re´fe´renciation, on note r le vecteur d’expressions
obtenu a` partir de r en remplac¸ant chaque de´re´fe´renciation !ys par l’e´tiquette y. La fonction C1 qui
ge´ne`re les contraintes d’index 1 a` partir des e´quations d’un programme et qui est de´finie sur les paires
de la forme (P, A+(p) est de´finie dans la figure 4.2. Les ine´galite´s d’index 1 associe´es a` un programme
F. 4.2 – Contraintes d’index 1
C1(P, A+(p)) = case P of
0 : ∅
se : ∅
[x D p] P1, P2 : C1([p/x]P1, A+([p/x]p)) ∪ C1(P2, A+(p))
[s1 = s2] · P1, P2 :
⋃
i=1,2 C1(Pi, A+(p))
(P1 | P2) : ⋃i=1,2 C1(Pi, A+(p))
νs P′ : C1(P′, A+(p))
B(e) : {A+(p)IA ≥1 B+(e, yB)IB}
sy(x).P′, B(r) : C1([y/x]P′, A+(p)) ∪ {A+(p)IA ≥1 B+(r, yB)IB}
sont de´finies de la meˆme manie`re que celles d’index 0, i.e. : pour chaque identificateur de thread de´fini
par une e´quation A(x) = P, on calcule C1(P, A+(x, yA)).
Exemple. Pour l’exemple 7, en supposant ICell = {1, 2, 3} et ISend = {1, 2, 3, 4} on obtient :
Cell+(s, q, `, 0) ≥1 S end+(s, q, `, `, 0)
S end+(s, q, `, cons(s′, `′′), 0) ≥1 S end+(s, q, `, `′′, 0)
S end+(s, q, `, `′, 0) ≥1 Cell+(s, next(q, y), `, 0) .
Pour l’exemple 8, en supposant IServer = IHandle = {1} on obtient :
Server+(s, 0) ≥1 Handle+(s, 0)
Handle+(s, 0) ≥1 Handle+(s, 0)
Handle+(s, 0) ≥1 Server+(s, 0) .
Pour l’exemple 9, en supposant IA = IB = IC = {1}, on obtient :
A+(s, 0) ≥1 B+(s, 0) B+(s, 0) ≥1 B+(s, 0)
B+(s, 0) ≥1 A+(s, 0) C+(s) ≥1 C+(s) .
4.4.3 Ine´galite´s pour le controˆle le taille des valeurs calcule´es dans un cycle
Finalement, on introduit les contraintes d’index 2 dont l’objet est de garantir que la taille de chaque
valeur calcule´e durant un cycle est borne´e par une fonction (un polynoˆme) de la taille des parame`tres
au de´but du cycle et de la taille des valeurs lues sur les signaux durant ce cycle.
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1. ´Etant donne´ un thread A, on calcule une sur-approximation de l’ensemble des re´gions associe´es
avec les e´missions re´alise´es durant un cycle partant de A. Dans ce but, on utilise le graphe d’appel
de´fini pre´ce´demment et on calcule l’ensemble des identificateurs de threads accessibles depuis A
dans un meˆme cycle. On examine alors la de´finition de chaque identificateur de thread (diffe`rent
de O) et on de´termine les re´gions associe´es avec les e´missions apparaissant dans la de´finition.
On note W(A) cet ensemble.
2. Soit A un identificateur de thread d’arite´ n associe´ aux parame`tres auxiliaires yA = y1, . . . , ym.
On associe a` chaque position i ∈ 1, . . . ,m de la liste des parame`tres auxiliaires une unique re´gion
γ(i) qui est la re´gion de l’instruction de lecture correspondante.
3. ´Etant donne´ un ensemble M de re´gions, on note
MIn f = {ρ ∈ R | ∀ρ′ ∈ R.(ρ′ ∈ M ⇒ ρ′ >R ρ)}
En particulier, on a ∅In f = R et RIn f = ∅. ´Etant donne´ un ensemble M de re´gions, on introduit
la notation A+(p)M pour A+(p)I ou` I = {1, . . . , n} ∪ {n + i | γ(i) ∈ M}. Intuitivement, cela revient
a` mettre a` 0 tous les parame`tres auxiliaires dont la re´gion n’est pas dans M. A noter que ce
masquage n’affecte que les parame`tres auxiliaires des identificateurs de threads.
Les ine´galite´s d’index 2 sont de´finies comme pre´ce´demment en calculant C2(P, A+(x, yA)) pour toute
e´quation A(x) = P du programme. La fonction C2 est de´finie dans la figure 4.4.3. A noter que les
ine´galite´s ge´ne´re´es de´notent deux types de contraintes. Premie`rement, celles-ci permettent de contro-
ler la taille d’une valeur e´mise sur un signal inde´pendemment des valeurs lues sur des signaux dont la
re´gion n’est pas strictement plus petite. Deuxie`mement, le meˆme type de restriction porte sur les
parame`tres d’un appel pouvant ge´ne´rer des e´missions sur un signal. En effet, une valeur lue par
de´re´fe´renciation e´tant la liste des valeurs e´mises, il est e´galement ne´cessaire de controˆler le nombre
d’e´missions. Sans cette dernie`re contrainte, la stratification des signaux serait brise´e.
Exemple. Conside´rons l’exemple 7, en supposant que tous les signaux du programme appartiennent
a` la meˆme re´gion ρ. Dans ce cas, W(Cell) =W(Send) = {ρ} et les ine´galite´s associe´es sont :
Cell+(s, q, `, y) ≥2 S end+(s, q, `, `, y)
Cell+(s, q, `, 0) ≥2 S end+(s, q, `, `, 0)
S end+(s, q, `, cons(s′, `′′), y) ≥2 S end+(s, q, `, `′′, y)
S end+(s, q, `, cons(s′`′′), 0) ≥2 S end+(s, q, `, `′′, 0)
S end+(s, q, `, cons(s′`′′), 0) ≥2 q
Maintenant, conside´rons l’exemple 8, en supposant que la re´gion ρ du signal sur lequel Server
rec¸oit la requeˆte est plus petite que la re´gion ρ′ sur laquelle il retourne la re´ponse. Dans ce cas,
W(Server) =W(Handle) = {ρ′} et les ine´galite´s associe´es sont :
Server+(s, y) ≥2 Handle+(s, y)
Handle+(s, cons(req(s′, x), `′)) ≥2 Handle+(s, `′)
Handle+(s, cons(req(s′, x), `′)) ≥2 f (x)
Finalement, conside´rons l’exemples 9. Ici, nous avons un seul signal appartenant, par exemple, a` la
re´gion ρ. Dans ce cas, W(A) =W(B) =W(C) = {ρ} et les ine´galite´s associe´es sont :
A+(s, y) ≥2 B+(s, y) A+(s, 0) ≥2 B+(s, y)
B+(s, cons(n, `′)) ≥2 B(s, `′) B+(s, cons(n, `′)) ≥2 n
C+(s) ≥2 C+(s) C+(s) ≥2 n
On anticipe sur la suite en notant que l’ine´galite´ A+(s, 0) ≥2 B+(s, y) ne sera pas satisfiable puisque
A ne de´pend pas de y qui correspond a` une liste de taille arbitraire.
4.4. ANALYSE STATIQUE 49
C2(P, A+(p)) = case P of
0 : ∅
se : {A+(p){ρ}In f ≥2 e} s : S igρ(t)
[x = p] · P1, P2 : C2([p/x]P1, A+([p/x]p)) ∪ C2(P2, A+(p))
[s1 = s2] · P1, P2 :
⋃
i=1,2 C2(Pi, A+(p))
(P1 | P2) : ⋃i=1,2 C2(Pi, A+(p))
νs P′ : C2(P′, A+(p))
B(e) :
{
{A+(p)MIn f ≥2 B+(e, yB)MIn f | M ⊆ W(B)} B < Reset
∅ sinon
sy(x).P′, B(r) : C2([y/x]P′, A+(p))
∪{
{A+(p)MIn f ≥2 B+(r, yB)MIn f | M ⊆ W(B)} B < Reset
∅ sinon
F. 4.3 – Contraintes d’index 2
4.4.4 Quasi-interpre´tations
Dans cette section on introduit une structure dans laquelle on interpre`tera les contraintes de la
section pre´ce´dente.
De´finition 16. Une affectation q est une fonction qui associe a` chaque symbole h d’arite´ n (un
constructeur c, un symbole de fonction f ou un identificateur de thread A+) d’un programme une
fonction note´e qh : Nn → N et satisfait les conditions suivantes :
1. si h est un constructeur c et n = 0 alors qh = 0
2. si h est un constructeur c et n > 0 alors
qh(x1, . . . , xn) = dc + Σni=1xi
pour une certaine constante dc ≥ 1.
3. la fonction qh ve´rifie la proprie´te´ du sous-terme, i.e.
qh(x1, . . . , xn) ≥ xi, i = 1, . . . , n
4. la fonction qh est monotone, i.e.
a j ≥ b j pour j = 1, . . . , n implique qh(a1, . . . , an) ≥ qh(b1, . . . , bn)
5. Pour tout symbole de fonction f d’arite´ n on a
f (v1, . . . , vn) ⇓ v implique qv ≤ q f (v1,...,vn).
Afin de montrer comment cette structure est utilise´e pour l’interpre´tation des contraintes de la
section pre´ce´dente on introduit d’abord quelques notations. On note E une formule pouvant eˆtre
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• soit une expression e
• soit l’application d’un identificateur de thread a` des expressions, i.e. A+(e1, . . . , en).
Soit E une telle formule et soient x1, . . . , xn les variables de E. ´Etant donne´e une affectation q, on
associe a` E une fonction nume´rique d’arite´ n, note´e qE , de´finie sur la structure de E de la manie`re
suivante :
qxi = xi qh(e1,...,en) = qh(qe1 , . . . , qen)
Remarque 9. On note que si v est une valeur alors qv est une constante nume´rique. Par convention,
un nom de signal sera conside´re´ comme un constructeur d’arite´ 0.
Une substitution de base est une substitution associant des valeurs aux variables (en respectant les
types). Etant donne´es deux formules E1 et E2, on note
q |= E1 > E2 (resp. q |= E1 ≥ E2)
si pour toute substitution de base σ on a : qσE1 > qσE2 (resp. qσE1 ≥ qσE2). On comparera e´galement
des vecteurs d’expressions formelles.
– Pour la comparaison lexicographique, on note
q |= E1, . . . , En >lex E′1, . . . , E
′
n
s’il existe 1 ≤ i < n tel que q |= E j ≥ E′j pour tout j = 1, . . . , i − 1 et q |= Ei > E′i . Pour la
comparaison multi-ensemble, on note
q |= E1, . . . , En >mset E′1, . . . , E
′
n
si pour toute substitution de base σ, on a {|qσE1 , . . . qσEn |} >Nmset {|qσE′1 , . . . qσE′n |} ou` {|...|} est notre
notation pour les multi-ensembles et >Nmset est l’ordre multi-ensemble sur les entiers naturels.
Remarque 10. On note les points suivants relatifs a` la notion d’affectation :
1. Du fait de la condition (1), il existe une constante k ≥ 1 (pouvant eˆtre pris comme la plus grande
constante additive dc) telle que |v| ≤ qv ≤ k.|v| pour toute valeur v.
2. Du fait de la condition (1), la condition (2) est toujours ve´rifie´e pour les constructeurs.
3. La de´finition d’une affectation assure que pour toute expression close e si e ⇓ v alors qv ≤ qe.
On dit qu’une fonction U : N → N borne l’affectation q si pour tout symbole h et pour tout entier
naturel n on a
qh(n, . . . , n) ≤ U(n)
On dit qu’une affectation q est borne´e polynomialement si il existe un polynoˆme U bornant q. Par la
suite, on ne conside´rera que des affectations polynomialement borne´es.
De´finition 17. Une affectation q est une quasi-interpre´tation d’un programme si et seulement si les
conditions suivantes sont ve´rifie´es :
1. Pour tout contrainte de la forme A+(p1, . . . , pn) >0 B+(e1, . . . , en), ou` A =F B et st est le statut
de A et B, on a :
q |= (p1, . . . , pn) >st (e1, . . . , en) .
2. Pour tout contrainte de la forme A+(p1, . . . , pn) ≥i B+(e1, . . . , em) (i = 1, 2) et A+(p1, . . . , pn) ≥2
e on a :
q |= A+p1, . . . , pn ≥ B+e1, . . . , em et q |= A+(p1, . . . , pn) ≥ e .
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The´ore`me 1. Un programme admettant une quasi-interpre´tation polynomial est re´actif efficace.
Afin d’illustrer la notion de quasi-interpre´tation, on revient sur les exemples de programmes que
nous avons de´ja` e´tudie´s.
Exemple. Conside´rons l’exemple 7 et supposons que l’on attribue un statut lexicographique a` Cell et
Send. On note que Cell >F Send. L’ine´galite´ d’index 0 est satisfaite car l’interpre´tation de cons(s′, `′′)
est toujours strictement plus grande que la quasi-interpre´tation de `′′. Pour satisfaire les contraintes
d’index 1 et 2 il suffit d’interpre´ter Cell+ et Send+ comme la fonction max, en notant que next(q, y) est
toujours un e´tat repre´sente´ par une constante de taille 0.
Exemple. Pour l’exemple 8 on attribue un statut lexicographique aux identificateurs de threads.
On note que Handle >F Server. A nouveau, l’ine´galite´ d’index 0 est satisfaite car l’interpre´tation
de cons(req(s′, x), `′) est toujours plus grande que la quasi-interpre´tation de `′. Pour satisfaire les
ine´galite´ d’index 1, 2 et 3 il suffit de supposer que la quasi-interpre´tation de Handle+ et Server+ est
une fonction g : N2 → N telle que g(0, x) est plus grande, point a` point, que la quasi-interpre´tation
de la fonction f .
Exemple. Finalement, conside´rons l’exemple 9. On note que A >F B. Les ine´galite´s d’indice 0 et
1 peuvent eˆtre satisfaite mais comme mentionne´ pre´ce´demment il n’est pas possible de satisfaire
l’ine´galite´ A+(s, 0) ≥2 B+(s, y) puisque y est une liste de taille arbitraire.
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Chapitre 5
Se´mantique annote´e
Dans ce chapitre on introduit un certain nombre de de´finitions techniques ne´cessaires a` la va-
lidation de l’analyse statique pre´sente´e dans le chapitre pre´ce´dent. En particulier, on introduit une
se´mantique de re´duction annote´e que l’on rattache aux ine´galite´s associe´es a` un programme. Conside´rons
a` nouveau la de´finition du thread Send de l’exemple 7 et supposons que l’on souhaite prouver que le
thread finira par choisir la branche pause qui assure la fin du calcul pour l’instant courant. Pour ce
faire, on aura a` comparer l’appel Send(s, q, `, `′) avec l’appel re´cursif Send(s, q, `, `′′) et cela nous
ame`ne a` comparer les listes `′ et `′′ et a` noter que `′ = cons(s′, `′′). De manie`re plus ge´ne´rale, il
semble utile de conserver une trace de la relation entre les parame`tres des identificateurs de threads
et les valeurs lues sur les signaux lors des appels re´cursifs. En suivant ce principe, on revisite la
se´mantique de re´duction pre´sente´e dans le chapitre pre´ce´dent en rendant explicite ce type d’informa-
tion.
5.1 Se´mantique
La se´mantique de re´duction est maintenant de´finie (a` e´quivalence structurelle pre`s, voir plus loin)
sur des triplets de la forme (P, A+(p), σ) ou` :
– P est le programme a` exe´cuter,
– A+(p) indique que le calcul P provient d’un appel a` un identificateur de thread A et que, de plus,
la forme des parame`tres initiaux et des valeurs lues sur les signaux correspond aux filtres p,
– σ est une substitution finie associant des valeurs aux variables.
On suppose que les variables libres de P qui ne de´notent pas des signaux apparaissent dans les filtres
p et que la substitution σ leur affecte une valeur. L’ensemble des programmes annote´s est donne´ par
la grammaire suivante :
R ::= 0 | (P, A+(p), σ) | (R | R) | νs R
ou` A est un identificateur de thread de´fini par une e´quation du programme. Les de´finitions du chapitre
pre´ce´dent sont adapte´es aux programmes annote´s et l’ensemble des de´veloppements techniques de ce
chapitre se re´fe`rent a` ces nouvelles de´finitions.
5.1.1 Se´mantique de re´duction
On de´finit l’e´quivalence structurelle ≡ sur les programmes annote´s comme la plus petite rela-
tion d’e´quivalence identifiant les programmes e´gaux a` α-renommage pre´s et satisfaisant les e´quations
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suivantes :
0 ≡ (0, A+(p), σ), R | 0 ≡ R, R1 | R2 ≡ R2 | R1, R1 | (R2 | R3) ≡ (R1 | R2) | R3,
νs R1 | R2 ≡ νs (R1 | R2) si s < fn(R2), νs R ≡ R si s < fn(R),
(νs P, A+(p), σ) ≡ νs (P, A+(p), σ) s ‘fresh’,
(P1 | P2, A+(p), σ) ≡ (P1, A+(p), σ) | (P2, A+(p), σ) .
Remarque 11. Le but des deux dernie`res e´quations est simplement de commuter les annotations avec
la ge´ne´ration de noms de signaux et la composition paralle`le. La condition s ‘fresh’ signifie que s
n’apparaıˆt pas dans les filtres p et la substitution σ.
Relation de re´duction. Comme pre´ce´demment, la de´finition de la se´mantique repose sur la notion
de contexte statique. Ces contextes statiques sont maintenant de´finis par C ::= [ ] | νs C | (C | R). La
relation de re´duction →, de´finie a` partir de la relation auxiliaire −. , est la plus petite relation binaire
sur les programmes annote´s telle que :
σ1(s1) = σ2(s2) σ1e1 ⇓ v1
(s1e1, A+1 (p1), σ1) | (s
y
2(x).P2, K, A+2 (p2), σ2) −.
(s1e1, A+1 (p1), σ1) | ([y/x]P2, A+2 (p2), [v1/y] ◦ σ2)
A′(x) = P σe ⇓ v
(A′(e), A+(p), σ) −.
(P, A′+(x, yA′), [v/x])
σ(s1) = σ(s2)
([s1 = s2]P1, P2, A+(p), σ) −.
(P1, A+(p), σ)
σ(s1) , σ(s2)
([s1 = s2]P1, P2, A+(p), σ) −.
(P2, A+(p), σ)
match(σx, p) = σ′
([x D p] P1, P2, A+(p), σ) −.
([p/x]P1, A+([p/x]p), σ′ ◦ σ)
match(σx, p) ↑
([x = p] · P1, P2, A+(p), σ) −.
(P2, A+(p), σ)
R ≡ C[R1] R1 −. R2 R2 ≡ C[R′]
C[R] → C[R′]
Exemple. Pour illustrer les annotations de la se´mantique, conside´rons le programme
A(s1, [s3; s4]) | B(s1, s2, nil)
ou` A et B sont de´finis par les e´quations suivantes :
A(s, l) = [l D cons(x, l′)] (sx | A(s, l′)), pause.A(s, [s3; s4])
B(s, s′, x) = s′x | pause.B(s, s′, !s)
Intuitivement, a` chaque instant, A e´met les noms s3 et s4 sur s1 et B re´cupe`re la liste correspondante, a`
la fin de l’instant, pour l’e´mettre sur s2 a` l’instant suivant. Apre`s la re´duction des appels A(s1, [s3; s4])
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et B(s1, s2, nil) et la communication sur s1, le programme a la forme
(sx, A+(s, cons(x, l′)), {s 7→ s1, x 7→ s3, l′ 7→ s4})
| (sx, A+(s, cons(x, l′)), {s 7→ s1, x 7→ s4, l′ 7→ nil})
| (pause.A(s, [s3; s4]), A+(s, l), {s 7→ s1, l 7→ nil})
| (s′x, B+(s, s′, x), {s 7→ s1, s′ 7→ s2, x 7→ nil})
| (pause.B(s, s′, !s), B+(s, s′, x), {s 7→ s1, s′ 7→ s2, x 7→ nil})
Suspension et e´valuation a` la fin de l’instant. On note R ↓ si ¬∃R′ (R → R′) et on dit que le
programme (annote´) R est suspendu. Un programme suspendu R est structurellement e´quivalent a` un
programme :
νs(S | In) (5.1)
ou` les noms de signaux s sont tous distincts,
S ≡ (s1e1, A+1 (p1), σ1) | · · · | (snen, A+n (pn), σn), σiei ⇓ vi pour i = 1, . . . , n,
In ≡ (t1(x1).P1, B1(r1),C+1 (p′1), σ′1) | · · · | (tm(xm).Pm, Bm(rm),C+m(p′m), σ′m),
et n,m ≥ 0 (par convention une composition paralle`le vide est e´gale au programme 0). Le calcul de la
fin d’instant suit les meˆmes e´tapes que celles de la se´mantique du chapitre pre´ce´dent. On commence
par introduire un certain nombre de notations.
1. On note ˆS la composition paralle`le des e´missions s′v telle que (se, A+(p), σ) apparaıˆt dans la
composition paralle`le S , σ(s) = s′, et σ(e) ⇓ v.
2. En supposant V ‖− ˆS et V(σ′iri) ⇓ vi, on de´finit pour i = 1, . . . ,m :
Eval(Bi(ri), σ′i ,V) = (Bi(xi), B+i (xi, yBi), [vi/xi]) .
3. On de´finit e´galement Eval(In,V) comme la composition paralle`le de Eval(Bi(ri), σ′i ,V) pour
i = 1, . . . ,m.
Avec ces conventions, la re`gle d’e´valuation a` la fin de l’instant est donne´e par :
R ↓ R ≡ νs (S | In) V ‖− ˆS {s′} = {s}\Free(νs ˆS ) R′ ≡ νs′Eval(In,V)
R 7→ R′
Exemple. Pour illustrer l’utilisation des annotations dans le calcul de la fin d’instant, on revient sur
le programme obtenu pre´ce´demment apre`s re´duction des appels et re´alisation de la communication.
Le programme obtenu est bien suspendu, et on a pour In le programme suivant :
(pause.A(s, [s3; s4]), A+(s, l), {s 7→ s1, l 7→ nil})
| (pause.B(s, s′, !s), B+(s, s′, x), {s 7→ s1, s′ 7→ s2, x 7→ nil})
qui devient, par exemple, a` l’instant suivant :
(A(s, l), A+(s, l), {s 7→ s1, l 7→ [s3; s4]})
(B(s, s′, x), B+(s, s′, x), {s 7→ s1, s′ 7→ s2, x 7→ [s4; s3]})
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Calculs (avec annotations). Comme dans la se´mantique originale, un programme rec¸oit au de´but
de chaque instant une entre´e que l’on repre´sente par un nouvel identificateur de threads Env de´fini par
une e´quation :
Env() = s1v1 | . . . | snvn
On e´crit alors, pour un calcul, :
R
Env
7→ R′ si R 7→ R′′ et R′ = (R′′ | (Env, Env+, σ∅))
ou` σ∅ de´note la substitution vide. Suivant la convention fixe´e dans le chapitre pre´ce´dent, on suppose
que dans une entre´e toutes les valeurs e´mises sur un signal s sont distinctes.
De´finition 18. Un calcul d’un programme R est une suite de´nombrable de programmes R1,R2, . . .
telle que :
R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1 . . .
On suppose que, initialement, un programme a la forme :
νs ((A1(x1), A+1 (x1, yA1), [v1/x1]) | . . . | (An(xn), A+n (xn, yAn), [vn/xn])) (5.2)
Par de´finition de l’instruction present et des entre´es un programme a cette forme (a` e´quivalence struc-
turelle pre`s) au de´but de chaque instant.
Suppression des annotations. Comme nous l’avons de´ja` sugge´re´, la se´mantique pre´sente´e ici est
une version annote´e de la se´mantique du chapitre pre´ce´dent, en particulier il est facile de ve´rifier que :
1. ´Etant donne´ un programme annote´ R, on peut construire un programme P en remplac¸ant chaque
triplet (P, A+(p), σ) dans R par σP. Intuitivement, cela revient simplement a` oublier les annota-
tions du programme. De plus, les calculs se projettent. En particulier, la taille d’un programme
annote´ est simplement de´finie comme e´tant la taille du programme obtenu par cette traduction.
2. ´Etant donne´ un calcul P1, P2, . . . d’un programme (non annote´) P = νs (A1(v1) | . . . | An(vn)) on
peut trouver un calcul R1,R2, . . . du programme (annote´)
R = νs ((A1(x1), A+1 (x1, yA1), [v1/x1]) | . . . | (An(xn), A+n (xn, yAn), [vn/xn]))
tel que pour tout i ≥ 0 chaque Pi est le programme obtenu a` partir de Ri par traduction et tel que
Ri ↓ si et seulement si Pi ↓. En particulier, pour prouver que P est re´active efficace, il suffit de
prouver que R est re´actif efficace.
5.1.2 Ine´galite´s et se´mantique annote´e
Intuitivement, lorsqu’un programme e´volue en un programme de la forme C[(P, A+(p), σ)] pour un
certain contexte C et un certain programme annote´ (P, A+(p), σ), on se base sur les ine´galite´s associe´es
avec les e´quations de ce programme pour fournir certaines garanties sur les calculs possibles de σP.
Par exemple, si le programme de´crivant le comportement d’un automate cellulaire e´volue en
(S end(s, q, `, `′), S end+(s, q, `, cons(s′, `′′), y), σ)
pour une certaine substitution σ alors, pour des conside´rations de terminaison, on devrait eˆtre en
mesure de conclure que
S end+(s, q, `, cons(s′, `′′), y) >0 Send(s, q, `, `′′, y)
est effectivement une ine´galite´ associe´e avec les e´quations du programmes.
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De´finition 19. ´Etant donne´ un programme R admettant une quasi-interpre´tation q et un calcul
R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1
∗
→ . . .
de R, on dit que le couple (P, A+(p)) est un point de controˆle si :
• Pour toute contrainte de la forme : A+(p1, . . . , pn) >0 B+(e1, . . . , en) ∈ C0(P, A+(p)) on a :
q |= p1, . . . , pn >st e1, . . . , en ou` st est le statut de A et B
• Pour toute contrainte de la forme A+(p1, . . . , pn) ≥i B+(e1, . . . , em) ∈ Ci(P, A+(p)) (i = 1, 2) et pour
toute contrainte de la forme A+(p1, . . . , pn) ≥2 e ∈ C2(P, A+(p)) on a :
q |= A+(p1, . . . , pn) ≥ B+(e1, . . . , em) et q |= A+(p1, . . . , pn) ≥ e
Un programme R est une instance des points de controˆle si de`s que R ≡ C[(P, A+(p), σ)], ou` A est un
identificateur de thread, (P, A+(p)) est un point de controˆle.
Lemme 1. Soit R un programme admettant une quasi-interpre´tation q. Pour tout calcul R1,R2, . . . de
R et pour tout k ≥ 1 si R′ ≡ Rk alors R′ est une instance des points de controˆle.
5.2 Re´sultats
Dans cette section, on introduit un certain nombre de re´sultats auxiliaires qui permettent de
prouver qu’un programme admettant une quasi-interpre´tation polynoˆmiale est re´actif efficace. La
pre´sentation du re´sultat suit le sche´ma des contraintes introduites dans le chapitre pre´ce´dent et re-
pose sur la se´mantique annote´e.
Terminaison des instants
Notre premier re´sultat stipule, a` partir des ine´galite´s d’index 0, que le calcul d’un instant est polyno-
mial en la taille des valeurs calcule´es durant cet instant.
Proposition 1. Soit R un programme admettant une quasi-interpre´tation polynomiale. Il existe un
polynoˆme Q0 tel que, pour tout calcul de R, si c borne la taille des valeurs calcule´es durant l’instant
k alors le programme (du de´but de l’instant k) se suspend en temps au plus Q0(c).
De´buts de cycle et syste`mes non-size increasing
Intuitivement, au cours d’un cycle les tailles des valeurs calcule´es par un thread de´pendent des tailles
des parame`tres de ce thread au de´but du cycle et des valeurs lues par ce thread au cours du cycle. Les
contraintes d’index 1 pre´sente´es dans le chapitre pre´ce´dent ont pour but d’assurer que les parame`tres
des threads au de´but de leurs cycles sont non-size increasing et en particulier ne de´pendent (de manie`re
polynomiale) que de la taille du programme initial.
Proposition 2. Soit R un programme admettant une quasi-interpre´tation polynomiale. Il existe un
polynoˆme Q1 tel que si c borne la taille de R et si A ∈ Reset alors, dans tout calcul de R, les tailles
des parame`tres dans tout appel de A sont borne´s par Q1(c).
Bornes sur la taille des valeurs calcule´es
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Le re´sultat pre´ce´dent permet effectivement de calculer une borne sur la taille des parame`tres des
threads au de´but de leurs cycles. Les contraintes d’index 2 nous permettent d’assurer que la taille des
valeurs calcule´es lors d’un cycle ne de´pendent (de manie`re polynomiale) que des parame`tres de ce
thread au de´but du cycle et des valeurs lues sur les signaux par ce thread durant le cycle. Cela est
formalise´ par la proposition suivante :
Proposition 3. Soit R un programme admettant une quasi-interpre´tation polynomiale. il existe un
polynoˆme Q2 tel que dans tout calcul
R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1 . . .
si d borne la taille de R et des entre´es Env1, . . . , Envk pour k ≥ 0 alors les tailles des valeurs calcule´es
durant l’instant k sont borne´es par Q2(d).
En particulier, en combinaison avec la proposition pre´ce´dente, ce re´sultat nous permet d’assurer que
la taille de toute valeur calcule´e par un programme est polynomiale en la taille du programme initial
et des valeurs lues sur les signaux. Ce re´sultat repose fortement sur la stratification des re´gions qui
empeˆche un groupe de threads de faire grossir la taille d’une valeur au travers d’un nombre arbitraire
de communications.
Re´activite´ efficace
Les preuves des trois propositions que l’on vient d’introduire seront donne´es dans le chapitre suivant.
On verra e´galement que la preuve du the´ore`me 1 de´coule directement de ces trois propositions.
Remarque 12. On peut noter que la de´finition de la taille d’un programme conside´re´e ignore la
ge´ne´ration de noms de signaux. Il semble cependant le´gitime de s’interroger sur les implications de
celle-ci au niveau d’une implantation du S pi-calcul. Par exemple, quelle est l’occupation me´moire
d’un programme tel que
A(s0) ou` A(s) = νs pause.A(s)
Selon la se´mantique, apre`s un nombre arbitraire d’instants le programme, de la forme νs . . . νs A(s),
implique l’imbrication d’un nombre arbitraire d’ope´rateurs new. Deux remarques peuvent eˆtre faites
a` ce sujet. L’ope´rateur new peut eˆtre imple´mente´ a` la manie`re d’une fonction gensym retournant un
nouveau nom de signal et terminant. Dans le cas d’une implantation utilisant par exemple des arbres
pour repre´senter les programmes, le nombre de new imbrique´s influe sur la taille du programme.
Cependant, graˆce a` la re`gle d’e´quivalence νs R ≡ R si s < f n(R) il est possible de raisonner en
supposant la pre´sence d’un garbage collector. En effet, il est tout a` fait le´gal de supprimer lors de
l’exe´cution les ge´ne´rations de noms de signaux non utilise´es par le programme. Dans ce cas une
notion de taille prenant en compte la ge´ne´ration des noms de signaux est e´quivalente a` celle propose´e
ici puisque le nombre de noms de signaux utilise´s par le programme ne de´pend que de la pile, i.e des
appels qui sont pris en compte par notre mesure.
Chapitre 6
Preuves
Afin de simplifier la pre´sentation des re´sultats, on supposera toujours que les instants commencent
par le de´veloppement du premier appel de chaque thread et de l’entre´e. On de´finit la transformation
Eval′ par Eval′(B(r), σ,V) = (P, B+(x, yB), [v/x]) si et seulement si B(x) = P et Eval(B(r), σ,V) =
(B(x), B+(x, yB), [v/x]). Par la suite, on notera simplement Eval pour Eval′. De la meˆme manie`re,
pour tout k ≥ 1, si Envk = s1v1 | . . . | snvn, R est le programme a` la fin de l’instant k − 1 et R 7→
R′ alors le programme au de´but de l’instant k est R′ | (s1v1 | . . . | snvn, Env+k , σ∅). Par un simple
examen de la se´mantique, il est facile de se convaincre que ce choix n’a aucune influence sur les
proprie´te´s conside´re´es. Dans la suite, on conside´rera implicitement cette se´mantique modifie´e. On
appelera identificateur de thread un symbole A qui ne de´note pas une entre´e. Si σ est une substitution,
on notera σ+ la substitution de´finie par σ+(x) = σ(x) si σ(x) est de´finie et 0 sinon. Etant donne´es deux
substitutions σ et σ′, on note σ ⊆ σ′ si Dom(σ) ⊆ Dom(σ′) et σ(x) = σ′(x) pour tout x ∈ Dom(σ).
Avant de prouver les re´sultats du chapitre pre´ce´dent, on introduit un re´sultat auxiliaire sur les
ordres lexicographique et multi-ensemble qui sera utile pour e´tablir une borne polynoˆmiale sur le
nombre de re´ductions possibles au cours d’un instant. Pour n ≥ 0 et a0, a1, . . . , an−1, c ∈ N, on note
Ban−1,...,a0(c)(lex) = Σi=1,...,nai.x
i Ban−1,...,a0(c)(mul) = Σi=1,...,naσ(i).x
i
ou` σ est une permutation sur {0, 1, . . . , n − 1} telle que aσ(i+1) ≥ aσ(i) pour i = 0, 1, . . . , n − 1. Si q
est une quasi-interpre´tation (donne´e par le contexte), st ∈ {lex,mul} et v1, . . . , vn sont des valeurs, on
notera simplement Bv1,...,vn(c)(st) pour Bqv1 ,...,qvn (c)(st).
Lemme (2). Pour tout n ≥ 0, si a et b sont des n-uplets d’e´le´ments de N borne´s par c ∈ N et si
st ∈ {lex,mset} alors Ba(c)(st), Bb(c)(st) ≤ cn et (a >st b ⇒ Ba(c)(st) > Bb(c)(st)).
Preuve du lemme 2
Si st = lex, le re´sultat est imme´diat. On note simplement que les deux n-uplets peuvent eˆtre vus
comme les coefficients de deux entiers naturels exprime´s en base c. Si st = mul, alors le re´sultat
est imme´diat pour n = 0. Soient (an−1, . . . , a0) et (bn−1, . . . , b0) deux n-uplets d’entiers borne´s par une
constante c. Pour n ≥ 1, on prouve, par induction sur n, que {|an−1, . . . , a0|} >mul {|bn−1, . . . , b0|} implique
aσ(n−1), . . . , aσ(0) >lex bσ′(n−1), . . . , bσ′(0) ou` σ et σ′ sont deux permutations telles que aσ(i+1) ≥ aσ(i)
et bσ′(i+1) ≥ bσ′(i) pour i = 0, . . . , n − 1 et ou` {| |} est notre notation pour les multi-ensembles. Si
n = 1 alors le re´sultat est imme´diat puisque {|an−1|} >mul {|bn−1|} si et seulement si an−1 > bn−1 (i.e.
(an−1) >lex (bn−1)). Si n > 1, par de´finition de σ et de >mul il existe j ∈ {0, . . . , n − 1} tel que
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aσ(n−1) ≥ a j ≥ bσ(n−1). On distingue deux cas. Si aσ(n−1) > bσ′(n−1) alors, par de´finition de >lex,
il est imme´diat que (aσ(n−1), . . . , aσ(0)) >lex (bσ′(n−1), . . . , bσ′(0)). Si aσ(n−1) = bσ′(n−1), alors on note
simplement que {|aσ(n−2), . . . , aσ(0)|} >mul {|bσ(n−2), . . . , bσ(0)|} et on conclut par hypothe`se d’induction.
Preuve du lemme 1
Lemme. Soit R un programme admettant une quasi-interpre´tation. Pour tout calcul R1,R2, . . . de R
et pour tout i ≥ 0, le programme Ri est une instance des points de controˆle.
Premie`rement, on remarque qu’eˆtre une instance des points de controˆle est invariant par e´quivalence
structurelle. Ce re´sultat est imme´diat par de´finition de la relation ≡, en notant que (0, A+(p)) est un
point de controˆle (Ci(0, A+(p)) = ∅ pour i = 0, 1, 2) et qu’eˆtre une instance des points de controˆle est
invariant par α-renommage (q identifie les noms de signaux).
Soient R un programme admettant une quasi-interpre´tation q et R1,R2, . . . un calcul de R. On
prouve que, pour tout i ≥ 0, Ri est une instance des points de controˆle. La preuve est par induction sur
i. Par de´finition d’une quasi-interpre´tation, il est e´videment que pour k ≥ 0, le programme Rik+1 (le
programme au de´but de l’instant k) est une instance des points de controˆle (Rik+1 est une composition
paralle`le de programmes de la forme (P, A+(p), [v/x]) ou` A(x) = P). Pour prouver le re´sultat il est donc
suffisant de ve´rifier que la proprie´te´ est conserve´e par la relation de re´duction dans l’instant. Supposons
que R → R′ et que R est une instance des points de controˆle. Par de´finition de la se´mantique, il existe
un contexte C et des programmes R0 et R′0 tels que R ≡ C[R0], R′ ≡ C[R′0] et R0 −. R′0. Pour prouver
que R′ est une instance des points de controˆle, il est suffisant de prouver que (P, A+(p)) est un point
de controˆle pour tout (P, A+(p), σ) dans R′0. On proce`de par cas sur la re`gle utilise´e pour la re´duction
en notant que si (P, A+(p)) est un point de controˆle et si Ci(P′, A′+(p′)) ⊆ Ci(P, A+(p)) pour i = 0, 1, 2
alors (P′, A′+(p)) est un point de controˆle.
• Si la re´duction est une lecture, i.e.
R0 = R1 | (sy2(x).P, K, A+2 (p2), σ2) R′0 = R1 | ([y/x]P, A+2 (p2), [v/y] ◦ σ2)
ou` R1 = (s1e, A+1 (p1), σ1), σ1s1 = σ2s2 et σ1e ⇓ v. Par hypothe`se d’induction, il suffit de prou-
ver que ([y/x]P, A+2 (p2)) est un point de controˆle, ce qui est imme´diat puisqueCi([y/x]P, A+2 (p2)) ⊆
Ci(sy2(x).P, K, A+2 (p2)) pour i = 0, 1, 2.
• Si la re´duction est un appel, i.e.
R0 = (A1(e), A+0 (p), σ) R′0 = (P, A+1 (x, yA1), [v/x])
ou` A1(x) = P et σe ⇓ v. Puisque A1(x) = P est une e´quation du programme, le re´sultat est
imme´diat par de´finition d’une quasi-interpre´tation.
• Si la re´duction est le filtrage re´ussi d’une valeur, i.e.
R0 = ([x D p] P1, P2, A+(p), σ) R′0 = ([p/x]P1, A+([p/x]p), σ′ ◦ σ)
ou` σ′ = match(σx, p). Il suffit de montrer que ([p/x]P1, A+([p/x]p)) est un point de controˆle, ce
qui est imme´diat puisque Ci([p/x]P1, A+([p/x]p)) ⊆ Ci([x D p] P1, P2, A+(p)) pour i = 0, 1, 2.
Les autres cas sont similaires.
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Preuve de la proposition 1
Proposition. soit R un programme admettant une quasi-interpre´tation polynoˆmiale. Il existe un po-
lynoˆme Q0 tel que, pour tout calcul de R, si c borne la taille de R et des valeurs calcule´es durant
l’instant k alors le programme (au de´but de l’instant k) se suspend en temps au plus Q0(c).
Soit R un programme admettant une quasi-interpre´tation et soit u un entier naturel tel que |v| ≤
qv ≤ u.|v| pour toute valeur v. On note |.| la fonction sur les programmes (non annote´s) de´finie par :
|0| = |se| = |A(e)| = 0 |[x D p] P1, P2| = |[s1 = s2] · P1, P2| = 1 + max{|P1|, |P2|}
|s(x).P, K| = 1 + |P| |P1 | P2| = |P1| + |P2| |νs P| = |P|
On note K pour max{|P| | A(x) = P} et on note respectivement r et a le rang maximal et l’arite´
maximales des e´quations du programme. Soient R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1
∗
→ . . .
un calcul de R, k ≥ 0 et c un entier naturel tels que c borne la taille des valeurs calcule´es au cours de
l’instant k. On prouve que Rik+1 (le programme au de´but de l’instant k) se suspend en temps au plus
Q0(c) ou` Q0 est le polynoˆme de´fini par
Q0(x) = x.(K + 1).r.(u.x + 1)a
On note m = ik + 1, ik + 2, . . . , la suite maximale telle que ¬(Rik+1 ↓),¬(Rik+2 ↓), . . . et on prouve que
m est une suite finie de longueur borne´e par Q0(c). Pour cela, on proce`de en trois e´tapes :
(a) on de´finit une fonction µ des programmes (annote´s) vers les entiers naturels,
(b) on prouve que µ(Rik+1) ≤ Q0(c),
(c) on prouve que pour tout k′ ∈ m l’ine´galite´ µ(Rk′) > µ(Rk′+1) est ve´rifie´e.
(a) On note b = u.c + 1 et (|A(v)|) = (K + 1)((rank(A) − 1).ba + Bqv1 ,...,qvn (b)(st) ou` st est le statut de
A. La fonction µ est de´finie, en posant µ(P, Env+k , σ∅) = 0 pour tout P par convention, de la manie`re
suivante :
µ(0) = 0 µ(R | R′) = µ(R) + µ(R′) µ(νs R) = µ(R)
µ(P, A+(p1, . . . , pn+m), σ) = tc(P).(|A(σp1, . . . , σpn)|) + |P|, ou` n est l’arite´ de A
Il est facile de ve´rifier que µ identifie les programmes structurellement e´quivalents et que µ(Rk′) est
de´finie sur N pour tout k′ ∈ m. Par hypothe`se sur la forme des e´quations d’un programme et par
de´finition de K, si A(x) = P, alors
∀v.(µ(P, A+(x, yA), [v/x]) ≤ (|A(v)|) + K) (6.1)
(b) Imme´diat, par la forme d’un programme au de´but de l’instant et par (6.1), en notant que le nombre
de threads dans toute configuration accessible est borne´e par c.
(c) Par hypothe`se, ¬(Rk′ ↓) et il existe C0, Rε et R′ tels que Rk′ ≡ C0[Rε], Rk′+1 ≡ C0[R′] et Rε −. R′.
Il est facile de de´finir une fonction µ′ des contextes vers les entiers naturels telle que µ(C1[R1]) =
µ′(C1) + µ(R1) pour tout C1 et R1. Puisque µ identifie les programmes structurellement e´quivalents, il
est suffisant de montrer que µ(Rε) > µ(R′). On proce`de par cas sur la re`gle dont la re´duction Rε −. R′
est une instance.
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• Supposons que la re´duction soit une lecture, i.e.
Rε = (sy2(x).P2, K, A+2 (p2), σ2) | R′′ R′ = ([y/x]P2, A+2 (p2), [v1/y] ◦ σ2) | R′′
ou` R′′ = (s1e1, A+1 (p1), σ1), σ1s1 = σ2s2 et σ1e1 ⇓ v1. Par de´finition de µ, il suffit de ve´rifier
que la mesure du membre gauche de la composition paralle`le de Rε est strictement plus grande
que celle du membre gauche de la composition paralle`le de R′. On conlut en notant que, si
n est l’arite´ de A2 et p2 = p1, . . . , pn+m alors σ2(p1, . . . , pn) = ([v1/y] ◦ σ2)(p1, . . . , pn),
tc(sy2(x).P2, K) ≥ tc([y/x]P2) et |s
y
2(x).P2, K| > |[y/x]P2|.
• Supposons que la re´duction soit un appel, i.e.
Rε = (A1(e1), A+0 (p0), σ0) R′ = (P1, A+1 (x1, yA1), [v1/x1])
ou` σ0e1 ⇓ v1 et A1(x1) = P1. Soient st0 (resp. st1) le statut de A0 (resp. A1), n l’arite´ de A0 et
v0 la liste des n premie`res valeurs de σ0p0. Par de´finition de µ et par (6.1), il vient
µ(Rε) = (K + 1).((rank(A0) − 1).ba + Bv0(b)(st0)
µ(R′) ≤ (K + 1).((rank(A1) − 1).ba + Bv1(b)(st1) + K
On distingue deux cas, selon que A0 >F A1 ou A0 =F A1
•• Supposons que A0 >F A1. Par hypothe`se sur la taille des valeurs calcule´es dans l’instant et
par le lemme 2, on a :
µ(R′) ≤ (K + 1).((rank(A1) − 1).ba + ba − 1) + K
≤ (K + 1).rank(A1).ba − 1
≤ (K + 1)((rank(A0) − 1).ba) − 1
< µ(Rε)
•• Supposons que A0 =F A1. Par hypothe`se, A0 et A1 ont le meˆme statut st = st0 = st1 et
la meˆme arite´ n. Par le lemme 1, on sait que q |= p0 >st e1, yA1 . Par de´finition du graphe
d’appel et de ≤F , il existe un cycle passant par A0 et A1 ; en particulier, on a yA0 = yA1 . De
plus, par la condition read-once, p0 est de la forme p1, . . . , pn, yA0 . Il vient qv0 >st qσe1 et
donc qv0 >st qv1 . Par hypothe`se sur la taille des valeurs calcule´es au cours de l’instant et par
le lemme 2, on a :
µ(R′) ≤ (K + 1).((rank(A0) − 1).ba + Bv0(b)(st) − 1) + K
≤ (K + 1).((rank(A0) − 1).ba + Bv0(b)(st) − 1
< µ(Rε)
• Supposons que la re´duction soit une ope´ration de filtrage accepte´e, i.e.
Rε = ([x D p] P1, P2, A+0 (p0), σ0) R′ = ([p/x]P1, A+0 ([p/x]p0), σ1 ◦ σ0)
ou` σ1 = match(σ0(x), p). Par de´finition de match, on a A+0 (σ0p0) = A+0 ((σ1 ◦ σ0)[p/x]p0). On
conclut en notant que tc([xD p] P1, P2) ≥ tc([p/x]P1) et |[xD p] P1, P2| > |[p/x]P1|. Les autres
cas sont similaires.
Preuve de la proposition 2
Proposition. Soit R un programme admettant une quasi-interpre´tation polynoˆmiale. Il existe un po-
lynoˆme Q1 tel que si c borne la taille de R et si A ∈ Reset alors, dans tout calcul de R, les tailles des
parame`tres dans tout appel de A sont borne´s par Q1(c).
63
Soit R un programme admettant une quasi-interpre´tation polynoˆmiale q. Soient U un polynoˆme
et u un entier naturels tels que U borne q et |v| ≤ qv ≤ u.|v|. Soit c un entier naturel tel que c borne
la taille de R. On note Q1 le polynoˆme de´fini par Q1(x) = U(u.x) et on prouve que dans tout calcul
de R la taille des parame`tres des appels dont l’identicateur est dans Reset est borne´e par Q1(c). Soient
R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1
∗
→ . . . un calcul de R et A1(v1), pour A1 ∈ Reset, un appel
de ce calcul, i.e. il existe k ≥ 0 tel que
Rk ≡ C0[(A1(e1), A+0 (p0), σ0)]
Rk+1 ≡ C0[(P1, A+1 (x1, yA1), [v1/x1]) ou` A1(x1) = P1, σ0e1 ⇓ v1
On prouve que les valeurs v1 sont borne´es par Q1(c). Pour cela, on proce`de en deux e´tapes :
(1) on prouve que qσ+0 A+0 (p0)IA0 borne la taille des valeurs v1,
(2) on prouve que l’ine´galite´ Q1(c) ≥ qσ+0 A+0 (p0)IA0 est ve´rifie´e.
(1) Par le lemme 1, on sait que Rk est une instance des points de controˆle. En particulier, on a
qσ+0 A+0 (p0)IA0 ≥ qσ
+
0 A
+
1 (e1,yA1 )IA1
. De plus, si n est l’arite´ de A1, alors IA1 = {1, . . . , n} (A1 est dans Reset).
En particulier, on a σ+0 A
+
1 (e1, yA1)IA1 = σ+0 A+1 (e1, 0, . . . , 0) et il vient qσ+0 A+1 (e1,yA1 )IA1 = qσ+0 A+1 (e1,0,...,0) ≥
qA+1 (v1,0,...,0) par hypothe`se sur les quasi-interpre´tations des expressions et par monotonicite´ de qA+1 .
On conclut en notant que, par de´finition d’une affectation, qA+1 (v1,0,...,0) borne la quasi-interpre´tation, et
donc la taille, de chacune des valeurs v1.
(2) Pour prouver ce re´sultat, on prouve que pour k′ = i0+1, . . . , k, si Rk′ ≡ C[(P, A+(p), σ)] et ¬(P ≡ 0)
alors Q1(c) ≥ qσ+A+(p)IA . La preuve est par induction sur k′.
• Supposons que k′ = i0 + 1. Si Rk′ ≡ C[(P, A+(p), σ)] et ¬(P ≡ 0) alors, par de´finition de
la se´mantique, (P, A+(p), σ) est de la forme (P1, A+1 (x1, yA1), [v1/x1]) ou` A1(x1) = P1. Par
de´finition de la taille d’un programme, la taille des valeurs v1 est borne´e par c. Par de´finition de
Q1, U et de u et par monotonicite´ de qA+1 , il vient
Q1(c) ≥ q[v1/x1]+A+1 (x1,yA1 )IA1
• Supposons que k′ > i0 + 1. On distingue deux cas selon que Rk′−1 ↓ (a) ou non (b)
(a) Si Rk′−1 ↓, alors il existe j tel que k′ = i j + 1 et Rk′−1
Env j
7→ Rk′ . En particulier, il existe R′ tel
que Rk′−1 7→ R′, i.e., Rk′−1 ≡ νs (S | In) et R′ ≡ νs′ Eval(In,V) pour s, s′, S , In,V donne´s. Si
Rk′ ≡ C[(P, A+(p), σ)], A est un identificateur de thread et ¬(P ≡ 0) alors, par de´finition de
la se´mantique, on a
(P, A+(p), σ) = (P1, A+1 (x1, yA1), [v1/x1]) A1(x1) = P1
Rk′−1 ≡ C′[(sy(x).P, A1(r1), A+0 (p0), σ0)]
On note σV la plus petite substitution telle que σ0 ⊆ σV et σVr1 = V(σ0r1). Par le lemme 1,
on a :
qσ+v A+0 (p0)IA0 ≥ qσ
+
v A+1 (r1,yA1 ))IA1
≥ qσ+v A+1 (v1,yA1 ))IA1 = q[v1/x1]
+A+1 (x1,yA1 )IA1
On conclut par hypothe`se d’induction, en notant que qσ+0 A+0 (p0)IA0 = qσ
+
v A+0 (p0)IA0
.
(b) Si ¬(Rk−1 ↓) alors il existe C0, Rε et R′ tels que Rk−1 ≡ C0[Rε], Rk ≡ C0[R′] et Rε −. R′.
Supposons que Rk′ ≡ C[(P, A+(p), σ)] ou` ¬(P ≡ 0) et A est un identificateur de thread.
On suppose que (P, A+(p), σ) n’apparaıˆt pas dans Rk−1 (sinon le re´sultat est imme´diat par
hypothe`se d’induction) et on proce`de par cas sur la re`gle utilise´e pour la re´duction Rε −. R′.
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• Si Rε = R′1 | (s
y
2(x).P2, K, A+2 (p2), σ2) et R′ = R′1 | ([y/x]P2, A+2 (p2), [v1/y] ◦ σ2) ou` R′1 =
(s1e1, A+1 (p1), σ1), σ1s1 = σ2s2 et σ1e1 ⇓ v1. Alors (P, A+(p), σ) = ([y/x]P2, A+2 (p2), [v1/y]◦
σ2) On conclut par hypothe`se d’induction en notant que σ+2 A+2 (p2)IA2 = ([v1/y]◦σ2)+A+2 (p2)IA2 .
• Si Rε = (A1(e1), A+0 (p0), σ0) et R′ = (P1, A+1 (x1, yA1), [v1/x1]) ou` A1(x1) = P1 et σ0e1 ⇓
v1. Alors (P, A+(p), σ) = (P1, A+1 (x1, yA1), [v1/x1]). Par le lemme 2, on a qσ+0 A+0 (p0)IA0 ≥
qσ+0 A+1 (e1,yA1 )IA1 . Par hypothe`se d’induction et par monotonicite´ de qA
+
1
il vient :
Q1(c) ≥ qσ+0 A+1 (e1,yA1 )IA1 ≥ qσ+0 A+1 (v1,yA1 )IA1 = q[v1/x1]+A+1 (x1,yA1 )IA1
• Si Rε = ([x D p] P1, P2, A+0 (p0), σ0) et R′ = ([p/x]P1, A+0 ([p/x]p0), σ1 ◦ σ0) ou` σ1 =
match(σ0x, p). Alors (P, A+(p), σ) = ([p/x]P1, A+0 ([p/x]p0), σ1 ◦ σ0) On conclut par hy-
pothe`se d’induction, en notant que σ+0 p0 = (σ1 ◦ σ0)+([p/x]p0) (par de´finition de match).
Les autres cas sont similaires.
Preuve de la proposition 3
Proposition. Soit R un programme admettant une quasi-interpre´tation polynomiale. il existe un po-
lynoˆme Q2 tel que dans tout calcul
R ≡ Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1 . . .
si c borne la taille de R et des entre´es Env1, . . . , Envk pour k ≥ 1 alors les tailles des valeurs calcule´es
durant l’instant k sont borne´es par Q2(c).
Soit R un programme admettant une quasi-interpre´tation q. Soit U un polynoˆme et soit u un entier
naturel tels que U borne q et |v| ≤ qv ≤ u.|v| pour toute valeur v. On note |.| la fonction sur les
programmes non annote´s de´finie par :
|0| = |A(e)| = 0 |se| = 1
|[s1 = s2] · P1, P2| = |[x D p] P1, P2| = max{|P1|, |P2|}
|s(x).P, K| = |P| |(P1 | P2)| = |P1| + |P2| |νs P| = |P|
On note K pour max{|P| | A(x) = P} et on note respectivement r et a le rang maximal et l’arite´
maximale des e´quations du programme. Etant donne´e une re´gion ρ ∈ R, on de´finit level(ρ) comme la
longueur de la plus grande chaine telle que ρ >R ρ′ >R . . ..
On note Pn pour tout n ≥ 1 et Q2 les polynoˆmes de´finis par :
P1(x, y) = u + y.x.(K.r.(y + 1)a + 1)
Pn+1(x, y) = u + U(Pn(x, y)).x.(K.r.(U(Pn(x, y)) + 1)a + 1), n ≥ 1
Q2(x) = U(P`(x, u.Q1(x)))
ou` Q1 est le polynoˆme de la proposition 1 et ` est le plus haut niveau associe´ a` la re´gion d’un signal
dans les e´quations du programme (sans perte de ge´ne´ralite´, on peut supposer que ` ≥ 1.
Soit Ri0+1
∗
→ Ri1
Env1
7→ Ri1+1
∗
→ Ri2
Env2
7→ Ri2+1 . . . un calcul de R ; supposons que c borne la taille de R
et les tailles des entre´es Env1, . . . , Envk pour k ≥ 1. On prouve que la taille de toute valeur calcule´e
durant les k premiers instants est borne´e par Q2(c). Pour cela, on proce`de en quatre e´tapes.
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(1). On prouve que pour k′ = i0+1, . . . , ik+1, si Rk′ est structurellement e´quivalent a` C[(P, A+(p), σ)],
ou` A est un identificateur de thread :
• Si P = A′(e), ou` A′ < Reset et σe ⇓ . . . , v, . . ., alors qσ+A+(p)MIn f ≥ qv pour tout M ⊆ W(A′)
et W(A′) ⊆ W(A)
• Si P = se, ou` s est un nom de signal de re´gion ρ et σe ⇓ v, alors qσ+A+(p){ρ}In f ≥ qv et
{ρ} ⊆ W(A)
(2). Pour tout ensemble M de re´gions, on note dM le max des quasi-interpre´tations des valeurs lues
sur des signaux dont la re´gion est dans M au cours des k premiers instants ; on pose dM = 0 si
aucune valeur n’est lue. On prouve que pour k′ = i0 + 1, . . . , ik+1, si Rk′ ≡ C[(P, A+(p), σ)] ou`
¬(P ≡ 0) et A est un identificateur de thread alors :
U(max{u.Q1(c), dMIn f }) ≥ q(δ◦σ)A+(p)MIn f , pour tout M ⊆ W(A)
ou` δ est la subsitution associant les variables f v(σp) aux valeurs a` lire dans (P, A+(p), σ) avant
la fin du cycle et avant la fin de l’instant k s’il elles existent et a` 0 sinon.
(3). On prouve que pour toute re´gion ρ de niveau n les quasi-interpre´tations des valeurs lues sur les
signaux associe´s a` cette re´gion durant les k premiers instants sont borne´es par Pn(c, u.Q1(c)).
(4). On conclut par (1), (2) and (3).
[(1)] - Soit k′ ∈ ii0+1, ii0+2, . . . , ik+1 ; supposons que Rk′ est structurellement e´quivalent a` C[(P, A+0 (p0), σ0)]
ou` A0 est un identificateur de thread. Supposons que P = A1(e1), A1 < Reset et σ0e1 ⇓ . . . , v, . . ..
Par le lemme 1, Rk′ est une instance des points de controˆle et, en particulier, on a qσ+0 A+0 (p0)MIn f ≥
qσ+0 A+1 (e1,yA1 )MIn f pour tout M ⊆ W(A1). Par de´finition d’une affectation, il vient qσ+0 A+0 (p0)MIn f ≥ qv pour
tout M ⊆ W(A1). Puisque A1 < Reset, il est imme´diat par de´finition de W que W(A1) ⊆ W(A0).
Le raisonnement est similaire si P est de la forme se ou` s est un signal de re´gion ρ en notant que, par
de´finition, {ρ} ⊆ W(A0).
[(2)] La preuve de (2) est par induction sur la longueur de la de´rivation et suit le meˆme sche´ma que la
preuve de la proposition 2.
[(3)] - Pour tout n ≥ 0 on note Rn = {s ∈ R | s : S igρ(t), level(ρ) = n}. On prouve que, pour
tout n ≥ 0, s ∈ Rn implique qv ≤ Pn(c, u.Q1(c)) pour toute valeur v lue sur le signal s durant les k
premiers instants. La preuve est par induction sur n. Si n = 0 alors le re´sultat est imme´diat puisque
R0 = ∅ par de´finition de level. Si n > 0 alors supposons que Rn , ∅ (sinon le re´sultat est imme´diat)
et prenons s un nom de signal dans Rn. Soit 0 ≤ k′ < k et soit v une valeur lue sur s dans l’instant
k′. Soit v est e´mise sur s dans l’instant k′ soit v est lue par de´re´fe´renciation de s a` la fin de l’instant
k′. Par de´finition de la se´mantique, une valeur e´mise sur s persiste dans l’instant. Il existe donc un
programme νs(S | In) structurellement e´quivalent a` Rik′+1 tel que {v1, . . . , vm} = {v | sv ∈ ˆS } et
soit v ∈ {v1, . . . , vm} soit v = [vpi(1); vpi(2); . . . ; vpi(m)] pour une certaine permutation pi. On prouve que
Pn(c, u.Q1(c)) ≥ q[vpi(1);vpi(2);...;vpi(m)]. Pour cela, on note b l’entier naturel U(Pn−1(c, u.Q1(c)) + 1 et on
proce`de en quatre e´tapes.
(a) on de´finit une fonction µ des programmes (annote´s) vers les entiers naturels.
(b) on prouve que pour tout k′ dans 0, 1, . . . , k on a µ(Rik′+1) ≤ c.(K.r.ba + 1)
(c) on prouve que pour tout k′ dans 0, 1, . . . , k et pour tout ik′ + 1 ≤ k′′ < ik′+1 on a µ(Rk′′) ≥
µ(Rk′′+1)
(d) on conclut par (b) et (c).
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[(3.a)] - On note (|A(v)|) = K.((rank(A)−1).ba +Bσp1,...,σpn(b)(st)) ou` st est le statut de A. On de´finit la
fonction µ des programmes annote´s vers les entiers naturels, en posant µ(P, Envk, σ∅) = |P| pour tout
P, de la manie`re suivante :
µ(0) = 0 µ(R′ | R′′) = µ(R′) + µ(R′′) µ(νs R) = µ(R)
µ(P, A+(p1, . . . , . . . , pm+m′), σ) =

tc(P).(|A(σp1, . . . , σpm)|) + |P| si ρ ∈ W(A), level(ρ) = n
0 sinon
ou` m est l’arite´ de A
Il est facile de ve´rifier que, pour tout ik′ + 1 ≤ k′′ < ik′+1 si R′ ≡ Rk′′ alors µ(R′) est de´fini dans N et
que µ identifie les programmes structurellement e´quivalents. Si A est de´fini par une e´quation A(x) = P
et ρ ∈ W(A), level(ρ) = n alors (par hypothe`se sur la forme des e´quations et par de´finition de K) il
est imme´diat que :
∀v.(µ(P, A+(p), [v/x]) ≤ (|A(v)|) + K) (6.2)
[(3.b, 3.c)] - Les preuves suivent le sche´ma de celle de la proposition 1.
[(3.d)] - Premie`rement, on prouve que U(Pn−1(c, u.Q1(c))) borne les quasi-interpre´tations des va-
leurs v1, . . . , vm. Si v ∈ {v1, . . . , vm} alors, par un simple examen des re`gles de la se´mantique, on
sait que Rik′+1 (le programme a` la fin de l’instant k′) est structurellement e´quivalent a` un programme
C[(s′e, A+(p), σ)] ou` σs′ = s et σe ⇓ v. Par (1), on a {ρ} ⊆ W(A) et, par de´finition, {ρ}In f ⊆⋃n−1
i=1 Rn−1. Par hypothe`se d’induction, les q.i. des valeurs lues sur les signaux, dont la re´gion est dans
{ρ}In f , sont borne´es par Pn−1(c, u.Q1(c)). Par (2), on a donc
U(Pn−1(c, u.Q1(c))) ≥ q(δ◦σ)A+(p){ρ}In f
ou` δ est la substitution associant les variables de f v(σp) aux valeurs a` lire dans (s′e, A+(p), σ) avant la
fin du cycle et durant les k premiers instants si elles existent et 0 sinon. Par (1) et par monotonicite´de
qA+ , il vient
U(Pn−1(c, u.Q1(c))) ≥ q(δ◦σ)A+(p){ρ}In f ≥ qσ+A+(p){ρ}In f ≥ qv
Finalement, en notant que (par (3.b) et (3.c)) on a m ≤ c.(Ke.r.ba + 1) (la mesure µ d’un programme
borne le nombre de constructions emit de ce programme) et que qcons ≤ u il vient :
q[vpi(1);vpi(2);...;vpi(m)] ≤ u + U(Pn−1(c, u.Q1(c))).c.(K.r.ba + 1) = Pn(c, u.Q1(c))
[(4)] - Finalement, si v est une valeur calcule´e par le programme durant l’instant k alors il existe
k′ ∈ {ik+1, ik+2, . . . , ik+1} tel que Rk′ est structurellement e´quivalent a` un programme C[(P, A+(p), σ)]
et soit P = A′(e) et σe ⇓ . . . , v, . . . soit P = se et σe ⇓ v. Par (1), on sait que qσ+A+(p)MIn f ≥ qv ou` M
est un ensemble de re´gions tel que M ⊆ W(A). En effet, par de´finition, soit P = A′(e), A′ < Reset
et W(A′) ⊆ W(A) soit P = se et la re´gion de s et dans W(A)). Par (2) et (3), en particulier, on a
U(P`(u.c, u.c, Q1(u.c))) ≥ qσ′A+(p)MIn f ≥ qv ≥ |v|.
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Preuve du the´ore`me 1
The´ore`me. Un programme admettant une quasi-interpre´tation polynomiale est re´actif efficace.
La preuve de´coule imme´diatement des propositions 1 et 3. D’une part, la taille d’un programme
au de´but de chaque instant est polynoˆmiale en la taille du programme initial et des entre´es puisque
le nombre de thread est borne´ par hypothe`se et la taille des parame`tres des threads est borne´e par la
proposition 3. D’autre part, le temps de calcul de chaque re´action est e´galement polynoˆmial par les
propositions 1 et 3.
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Deuxie`me partie
Programmation Multi-Cores Suˆre
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Chapitre 7
Programmation des architectures
Multi-Core
La difficulte´ fondamentale de la programmation concurrente, en comparaison avec la program-
mation se´quentielle, de´coule du partage de l’information par plusieurs flots d’exe´cution. Parmi les
mode`les de programmation les plus courants on peut distinguer les processus (me´moire non partage´e
avec rendez-vous, passage de messages,...) des threads (me´moire partage´e avec verrous, moniteurs,...).
De manie`re ge´ne´rale, la synchronisation de ces flots d’exe´cution repre´sente un proble`me complexe
tant pour la conception que pour la maintenance des programmes. Aucun de ces deux mode`les de
programmation concurrente ne s’impose re´ellement ; alors que la conception de langages associant
efficacite´, simplicite´ de de´veloppement et de maintenance et suˆrete´ reste un sujet qui est, plus que
jamais, d’actualite´. D’une part, la conception de tels langages est ne´cessaire a` la fois pour exprimer la
nature intrinse`quement concurrente des syste`mes re´actifs et pour se´parer au niveau logique des flots
d’exe´cution inde´pendants (modularite´ du code). D’autre part, les besoins de l’industrie, lie´e aux chan-
gements re´cents dans l’e´volution de l’architecture des machines grand public, se font de plus en plus
pressants.
Depuis l’apparition des machines grand public, les de´veloppeurs et les utilisateurs se sont ha-
bitue´s a` une e´volution rapide et re´gulie`re de la puissance des configurations suivant de pre`s la loi
de Moore. Une caracte´ristique essentielle de cette e´volution (augmentation du nombre de transistors,
de la fre´quence,...) est la stabilite´ de l’architecture (modulo l’introduction de nouveaux jeux d’ins-
tructions) par rapport au logiciel. En effet, lors de l’augmentation de la puissance des machines, les
logiciels ont be´ne´ficie´ jusqu’ici, a` moindre frais, des gains successifs de puissance. Cependant, une
e´volution re´cente de l’architecture des machines compromet cette progression. Depuis peu de temps,
les constructeurs se sont tourne´s vers de nouvelles techniques pour accroıˆtre la puissance des confi-
gurations. Dans un premier temps, l’apparition de l’Hyper-Threading 1 a permis de le´gers gains en
termes d’efficacite´. Dans un second temps, les architectures a` base de processeurs Dual Core 2 ont
place´ pour de bon la vraie concurrence au sein des machines grand public. Actuellement, certaines
configurations combinent ces deux techniques et la multiplication des cores au sein des processeurs est
annonce´e comme une solution incontournable, au moins a` court et moyen termes. Tout cela pre´figure
du potentiel des machines a` venir en terme de paralle´lisme et, en particulier, des besoins au niveau
logiciel pour leur exploitation.
1un processeur supportant l’Hyper-Threading se pre´sente au syste`me d’exploitation comme deux processeurs virtuels
2deux unite´s physiques de calculs effectives au sein de la meˆme puce
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On s’inte´resse ici au cas de la programmation par threads. En toute ge´ne´ralite´, la programmation
concurrente a` base de threads repose :
1. sur la possibilite´ de composer plusieurs flots d’exe´cution se´quentiels (les threads),
2. sur des primitives de synchronisation permettant de controˆler l’acce`s des threads a` un espace
me´moire partage´.
Dans les langages a` base de threads, on peut principalement distinguer deux types de partage du
controˆle entre les threads : coope´ratif et pre´emptif. Dans un syste`me base´ sur un mode d’exe´cution
coope´ratif, un flot d’exe´cution rec¸oit le controˆle, re´alise de manie`re atomique une se´rie d’ope´rations
et retourne explicitement le controˆle ; le choix du prochain thread peut eˆtre explicite (co-routines) ou
re´sulter d’un algorithme d’ordonnancement. L’ordonnancement coope´ratif pre´sente l’avantage d’eˆtre
simple (pas de me´canisme de protection des donne´es) et intuitif (chacun son tour). Malheureusement,
celui-ci souffre d’une mauvaise re´putation dont l’origine se trouve dans son utilisation par d’anciens
syste`mes d’exploitation multi-taˆches tels que Windows (≤ 3.11) ou Mac OS (≤ 9). Ces syste`mes souf-
fraient d’une instabilite´ chronique souvent impute´e, en partie a` raison 3, a` un manque de robustesse
inhe´rent a` tout syste`me d’exploitation multi-taˆches base´ sur ce principe (possibilite´ de blocage de
l’ensemble du syste`me de`s qu’un thread ne retourne pas le controˆle). Les versions plus re´centes de
ces syste`mes d’exploitations utilisent des algorithmes d’ordonnancement pre´emptifs. Afin d’e´viter un
blocage du syste`me, ce type d’algorithme repose sur la possibilite´ de retirer le controˆle a` un thread
en un point quelconque de son exe´cution. En contrepartie l’utilisateur dispose de me´canismes de syn-
chronisation lui permettant de maintenir des invariants sur les donne´es partage´es entre deux exe´cutions
successives du meˆme thread. L’exemple le plus courant d’un tel me´canisme, appele´ verrous, trouve
son origine dans les notions de se´maphore[42] et de moniteurs[59]. Si les syste`mes d’exploitation
be´ne´ficient effectivement, en terme de robustesse, de l’introduction de ce type de programmation,
l’expe´rience montre que la complexite´ des me´canismes de synchronisation mis en jeu rend celle-ci
extreˆmement difficile a` maıˆtriser. A ce sujet, le tutoriel[17] permet de se faire une ide´e assez pre´cise
du niveau de complexite´ atteint. Bien que ce tutoriel ne soit pas re´cent, il est inte´ressant de noter que
les me´thodes de programmation pre´sente´es ne sont pas diffe´rente de la pratique actuelle.
Dans cette partie, on pre´sente un noyau de langage, appele´ , pour PArtially Cooperative Threads,
de´die´ a` un style de programmation concurrente a` base de threads. La conception du langage  re-
pose principalement sur le choix de primitives de synchronisation base´es sur un ordonnancement
coope´ratif et, de manie`re plus ge´ne´rale, sur l’approche re´active. Le nom choisi sugge`re un me´canisme
de coope´ration re´gissant l’acce`s aux donne´es partage´es par un ensemble de threads. La terminologie
”PArtially Cooperative Threads” de´note un compromis entre le pre´emptif et le coope´ratif. Le point de
vue de´fendu ici est dual :
1. l’abandon d’un ordonnancement coope´ratif de l’ensemble des composantes d’un syste`me d’ex-
ploitation e´tait justifie´,
2. la notion d’ordonnancement coope´ratif comme moyen simple et intuitif de synchronisation, au
niveau utilisateur, me´rite d’eˆtre conside´re´e.
En , un programme de´crit des threads se synchronisant par le biais de zones synchrones :
– des threads soumis a` l’influence d’une meˆme zone synchrone adoptent collectivement un mode
d’ordonnancement coope´ratif.
3L’absence de me´canismes de protection me´moire telle que ceux des processus UNIX e´tait e´galement largement en
cause
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– un ordonnancement pre´emptif classique est en charge de re´partir le controˆle entre les diffe´rentes
zones synchrones et les threads en dehors de l’influence de toute zone synchrone (on parle alors
de threads libres).
On peut e´galement noter, qu’au sein de chaque zone synchrone, les threads be´ne´ficient d’une notion
commune de temps logique (les instants) base´e sur la pre´sence et l’absence d’e´ve´nements value´s.
Afin de respecter l’esprit du mode`le coope´ratif lors de l’acce`s a` la me´moire partage´e (atomicite´ de
l’exe´cution entre deux points de coope´ration) une analyse statique des programmes est introduite.
Plus pre´cise´ment, on de´finit une politique de droit d’acce`s a` la me´moire base´e sur l’attribution a`
chaque adresse me´moire d’une notion de proprie´te´ relative soit a` une zone synchrone soit a` un thread.
Intuitivement, cette politique stipule que :
• le droit d’acce`s a` une adresse associe´e a` un thread est re´serve´ a` ce seul thread,
• le droit d’acce`s a` une re´fe´rence associe´e a` une zone synchrone est partage´ par l’ensemble des
threads soumis a` son influence.
Ici, le terme acce`s de´signe aussi bien la lecture que l’e´criture ; on ne fait pas de distinction entre ces
deux ope´rations. Ensuite, on introduit un syste`me de types permettant de s’assurer qu’un programme
ve´rifie cette politique.
Le langage  se place directement dans la continuite´ de la librairie des   en C qui
me´lange de´ja` au sein d’un meˆme langage les approches coope´rative et pre´emptive afin de contourner
les limitations d’une approche purement coope´rative (gestion des entre´es sorties bloquantes, prise en
charge des architectures multiprocesseur,...). L’utilisateur est alors libre de choisir (a` tout moment de
l’exe´cution d’un programme et inde´pendamment pour chacun des threads) de be´ne´ficier de l’une ou
l’autre. Malheureusement, en introduisant une part de concurrence pre´emptive dans le mode`le, les
  he´ritent des proble`mes classiques lie´s a` ce type de programmation. En particulier, la
protection des donne´es manipule´es par un thread entre deux points de coope´ration n’est plus garantie
structurellement (la pre´sence de la notion de verrous dans ce langage en est symptomatique). Le
travail pre´sente´ ici re´sulte avant tout d’une volonte´ de parvenir a` une meilleure compre´hension de ce
me´lange des approches coope´rative et pre´emptive. Directement de´rive´ des  , le langage
 en diffe`re ne´anmoins sur plusieurs points ; ces diffe´rences sont motive´es pour la plupart par la
volonte´ d’assurer statiquement un certain nombre de proprie´te´s, principalement :
– il nous semble qu’un langage de haut niveau pour la programmation concurrente doit be´ne´ficier
de proprie´te´s de suˆrete´ de l’e´valuation telles que celles assure´es par un typage fort comme celui,
par exemple, d’O C.
– le controˆle statique de l’acce`s a` la me´moire mentionne´ pre´ce´demment a` e´galement conduit a`
introduire certaines modifications.
– Une proprie´te´ plus ambitieuse, non de´veloppe´ ici mais souhaite´e a` terme, concerne le controˆle
statique des ressources ne´cessaires a` l’exe´cution d’un programme et la garantie de la coope´ration
effective des threads soumis a` l’influence d’une zone synchrone. Les recherches en cours sur ce
sujet dans le cadre du S pi-calcul (voir Partie I) justifient e´galement certains aspects du langages.
D’autres changements sont motive´s par des choix plus personnels. Dans tous les cas, ces points seront,
pour les plus significatifs d’entre eux, discute´s lors de la de´finition du langage.
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Chapitre 8
PACT
(PArtially Cooperative Threads)
Dans ce chapitre, nous pre´sentons la syntaxe et la se´mantique du langage  qui propose un
style de programmation concurrente a` base de threads. De manie`re standard, ces threads sont des flots
d’exe´cution se´quentiels partageant la me´moire. En revanche, le langage  se distingue par le choix :
(1) d’un compromis entre les styles coope´ratif et pre´emptif
(2) des me´canismes de protection des donne´es et de synchronisation propose´s.
Le mode`le de programmation introduit par le langage raffine celui propose´ par la librairie des 
. En particulier, nous pre´senterons dans les chapitres suivants une discipline de programmation
et une analyse statique dont l’objectif est de combiner de manie`re consistante les avantages des styles
coope´ratif et pre´emptif.
En , un programme de´finit le comportement de threads pouvant se synchroniser au moyen
de (se placer sous l’influence de ) zones synchrones. Les threads soumis a` l’influence d’une meˆme
zone synchrone partagent la meˆme notion d’instant et adoptent collectivement un ordonnancement
coope´ratif. En particulier, la visibilite´ des signaux (pre´sence et absence) est associe´e a` la notion locale
(zone synchrone) d’instant. Plusieurs zones synchrones composent le syste`me et les threads peuvent
se lier dynamiquement a` chacune d’entre elles (une a` la fois) ou opter pour une exe´cution autonome
(on parle alors de thread libres). L’ordonnancement des diffe´rentes zones synchrones et des threads
libres est re´alise´ selon un mode pre´emptif.
Une repre´sentation graphique du mode`le d’exe´cution de  est donne´e dans la figure (8.1) Les
composantes T (1) a` T (n) repre´sentent des threads libres. Durant l’exe´cution, certains de ces threads
(ici, T (3),T (4),...) se synchronisent au moyen d’une zone synchrone (ici, S (1), choisie parmi les zones
S (1) a` S (m)). Ces threads partagent alors la meˆme notion d’instant ; un instant est repre´sente´ par deux
bandes noires relie´es par une fle`che de´notant le flot d’exe´cution au cours de l’instant. L’exe´cution des
threads est re´alise´e selon un mode coope´ratif et ceux-ci peuvent communiquer par signaux value´s. A
noter que, dans la figure (8.1), la me´moire est partage´e ; a` tout moment, les threads peuvent acce´der a` la
me´moire sans restriction. Nous reportons au chapitres suivant la description des restrictions apporte´es
par  afin de garantir l’atomicite´ de l’exe´cution des threads entre deux points de coope´ration.
8.1 De´finition du langage
Dans un premier temps, on pre´sente la syntaxe du langage, ainsi qu’une description informelle
de sa se´mantique. Ce langage repose, d’une part, sur un ensemble de primitives de communication
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F. 8.1 – Mode`le d’exe´cution
et de synchronisation et, d’autre part, sur l’existence d’un sous langage fonctionnel du premier ordre
(on retrouve ici une restriction lie´e aux travaux de la partie I). Le comportement des threads est de´crit
au moyen d’e´quations re´cursives base´es sur une ope´ration de filtrage des valeurs a` la ML. On de´finit
successivement les cate´gories syntaxiques suivantes : les valeurs, les expressions, les filtres et les
threads. Par la suite, les e´le´ments d’une cate´gorie syntaxique donne´e pourront eˆtre indice´s par des
entiers pour plus de clarte´. De manie`re ge´ne´rale, on note a une liste d’e´le´ments a1, . . . , an et α un
produit carte´sien α1 × . . . × αn.
8.1.1 Valeurs
On suppose donne´s deux ensembles de´nombrables, les noms de re´fe´rences Re f = {r, r′, . . .} et les
noms de signaux S ig = {s, s′, . . .} 1. Les valeurs du langages et les types de donne´es associe´s sont
de´finis de la manie`re suivante :
• la constante ∗ est l’unique valeur du type 1,
• Les re´fe´rences (resp. les signaux) portant des valeurs de type τ sont les valeurs du type τ re f
(resp. τ sig) (ces valeurs sont dites dynamiques),
• Les listes de valeurs de type τ forment le type τ list.
V (resp. T ) de´note l’ensemble des valeurs (resp. des types) et Vτ de´note l’ensemble des valeurs
de type τ. D’autres types de donne´es de base ou structures de donne´es (entiers, boole´ens, arbres...)
peuvent eˆtre ajoute´s.
1ces e´le´ments seront appele´s re´fe´rences et signaux par la suite.
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8.1.2 Expressions et filtres
Le langage  est un langage de coordination d’atomes que sont les expressions d’un langage
fonctionnel du premier ordre. Ces expressions sont forme´es de variables (Var = {x, y, . . .}), de va-
leurs et de symboles de fonction F = { f , g, . . .} de´finis axiomatiquement. Elles sont de´finies par la
grammaire suivante :
Exprs e ::= x | r | s | nil | cons(e, e) | f (e)
Les symboles nil et cons sont les constructeurs de liste ; par la suite, on notera plus simplement
[v1; . . . ; vn] la liste cons(v1, cons(v2, . . . cons(vn, nil))). On note var(e) (resp. re f (e) et sig(e)) l’en-
semble des variables (resp. re´fe´rences et signaux) apparaissant dans e.
Pour chaque symbole de fonction f , on suppose donne´s : un domaine Vτ, un co-domaine Vτ et
une fonction [| f |] de Vτ vers Vτ ; on associe alors la fonction f a` son type par la notation f : τ → τ.
On suppose que, pour tout symbole de fonction f et pour toutes valeurs v, si [| f |](v) = v alors re f (v) ⊆
re f (v) et sig(v) ⊆ sig(v).
Les filtres sont des termes de´finis a` partir des variables et des constructeurs. Les filtres Pat des filtres
sont de´finis par la grammaire suivante :
Pat p, p′, . . . ::= x | nil | cons(p, p′)
Une substitution close, note´e σ,σ′, . . ., est une fonction partielle des variables vers les valeurs. On
note [v/x] la substitution qui a` x associe v et qui est non de´finie pour y , x. Si σ et σ′ sont deux
substitutions telles que Dom(σ) ∩ Dom(σ′) = ∅, on note (σ · σ′) la substitution de´finie par l’union
point a` point de σ et σ′. Intuitivement, le filtrage consiste a` de´terminer si une valeur v correspond a`
un filtre p. Si cela est le cas, on note match(v, p) la plus petite substitution telle que σp = v. Dans le
cas contraire, on dit que le filtrage e´choue, ce que l’on note match(v, p) =↑.
8.1.3 Threads, programmes et se´mantique informelle
Les threads repre´sentent la cate´gorie syntaxique principale du langage. Etant donne´ un ensemble
de´nombrable L = {`, `′, . . .} de noms de zones synchrones, les threads sont de´finis par la grammaire
suivante :
P, P′, . . . ::= 0 | A(e) | [e D p] P, P′
| (x = ref e) · P | set e e | (x = get e) · P
| (x = sig) · P | emit e e | (x = await e) · P | (x = pre e) · P
| P; P′ | watch e · P, P′ | link ` P | unlink P
| run A(e)
A noter ici que l’on introduit directement des primitives pour la gestion des re´fe´rences. En effet, la
de´finition des signaux dans le paradigme re´actif, par exemple dans le pi-calcul synchrone, ne permet
pas de coder ces objets (contrairement a` ce que l’on pourrait faire en pi-calcul). Simuler des signaux
value´s a` partir de signaux purs et de re´fe´rences ne serait pas non plus inte´ressant dans notre cas
car nous introduirons une distinction assez forte entre signaux et re´fe´rences. On e´tend la notion de
substitution aux threads en notant σP le thread obtenu par application de σ aux expressions de P
apre`s renommage des variables lie´es (voir la description informelle ci-dessous) dans P. On note f v(P)
l’ensemble des variables libres de P.
Un programme est la donne´e d’un ensemble d’e´quations de la forme A(x) = P et d’un thread initial
P clos (sans variables libres). Durant son exe´cution un thread est soit libre soit soumis a` l’influence
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d’une zone synchrone. L’exe´cution de l’ensemble des threads soumis a` une zone synchrone se de´roule
sous deux contraintes :
1. mode coope´ratif : seul le thread ayant le controˆle peut s’exe´cuter, il conserve le controˆle jusqu’a`
ce qu’il soit suspendu.
2. mode synchrone : l’exe´cution au sein d’une zone synchrone se de´roule par instants successifs.
A chaque instant un signal est soit absent soit pre´sent pour cette zone (un signal est pre´sent si au
moins une valeur est e´mise sur ce signal). Lorsqu’aucun thread ne peut plus progresser, l’instant
suivant commence. La suspension d’un thread a lieu lorsque celui-ci attend un signal absent ou
souhaite quitter l’influence de la zone synchrone.
Ci-dessous, on donne une de´finition informelle de la se´mantique du langage. Dans cette description,
lorsque l’on fait re´fe´rence a` la pre´sence ou a` l’absence d’un signal il est entendu que cela est relatif
a` la zone synchrone a` laquelle le thread est soumis. En particulier, les ope´rations associe´es a` la no-
tion de signal ne sont de´finies que lorsque un thread est soumis a` l’influence d’une zone synchrone.
Intuitivement, le comportement des threads peut eˆtre de´crit en trois parties : (1) controˆle, (2) me´moire
partage´e et (3) signaux et synchronisation.
1. Controˆle La constante 0 de´note un thread dont l’exe´cution est termine´e. L’application A(e)
e´value [v/x]P si e de´note v et A(x) = P. On suppose que les symboles apparaissant dans un
programme sont bien de´finis par une e´quation. La construction [eD p] P1, P2 e´value P1 si p filtre
la valeur de´note´e par e. Dans ce cas, les variables de p sont associe´es dans P1 au re´sultat du
filtrage. Dans le cas contraire, P2 est e´value´. On suit ici la convention utilise´e en O C
selon laquelle les filtres sont line´aires, i.e chaque variable apparaıˆt au plus une fois dans un filtre
[34]. De manie`re standard, la composition se´quentielle de deux threads P1 et P2 est note´e P1; P2.
La construction run A(e) de´marre l’exe´cution du nouveau thread A(v), ou` v sont les valeurs
de´note´es par e, et termine imme´diatement. Un nouveau thread he´rite de la zone synchrone du
thread qui le lance ; en particulier, il est libre si ce dernier est libre.
2. Me´moire partage´e. La construction (x = ref e) · P de´note le thread P ou` x est lie´e a` une
nouvelle re´fe´rence dont la valeur initiale est la valeur de´note´e par e. La construction set e1 e2
affecte a` la re´fe´rence de´note´e par e1 la valeur de´note´e par e2. La construction (x = get e) · P
de´note le thread P ou` x est lie´e a` la valeur associe´e a` la re´fe´rence de´note´e par e.
3. Signaux et synchronisation La construction (x = sig) · P de´note le thread P ou` x est lie´e a` un
nouveau signal. La construction emit e1 e2 ge´ne`re l’e´mission de la valeur de´note´e par e2 sur le
signal de´note´ par e1. Le langage propose deux constructions pour la lecture de la valeur associe´e
a` un signal. Intuitivement, la valeur d’un signal pour un instant donne´ est le multi-ensemble
des valeurs e´mises sur ce signal pendant cet instant. Au cours de l’instant, la construction (x =
await e) · P permet de lire une information partielle (une des valeurs du multi-ensemble) ; dans
le thread P, x est lie´e a` une des valeurs e´mises sur le signal si elle existe, dans le cas contraire le
thread est suspendu. L’attente d’un signal absent par cette construction peut prendre un nombre
arbitraire d’instants. La construction (x = pre e) ·P permet de lire une liste repre´sentant le multi-
ensemble des valeurs e´mises sur un signal a` l’instant pre´ce´dent. La construction watch e ·P1, P2
e´value P pour l’instant courant de la zone synchrone courante. Si P est suspendu a` la fin de l’
instant et si le signal de´note´ par e est pre´sent alors l’exe´cution de P1 est abandonne´e au profit
de celle de la continuation P2 a` l’instant suivant. La construction link ` P attache le thread
a` la zone synchrone ` pour l’exe´cution de P. La construction unlink P libe`re le thread pour
l’exe´cution de P.
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8.1.4 De´terminisme, ordonnancement et fairness
Pour conclure la description informelle de la se´mantique que nous venons de donner, on apporte
quelques pre´cisions sur l’ordonnancement coope´ratif des threads au sein d’une meˆme zone synchrone.
Dans [25], une se´mantique de la partie purement coope´rative de la librairie des   (une
seule zone synchrone et pas de threads libres) est donne´e. Dans cette se´mantique, l’ordonnancement
des threads est de´crit de manie`re de´terministe. Plus pre´cise´ment, l’algorithme d’ordonnancement est
un round robin, i.e. les threads sont place´s dans une file d’attente de type Firt-In-First-Out. L’ordre
d’exe´cution des threads coope´ratifs attache´s a` un scheduler est conserve´ au cours de l’exe´cution. En
pratique, ce type d’ordonnancement devient inefficace pour l’exe´cution de programmes impliquant
un grand nombre de threads. Dans l’imple´mentation actuelle des  , l’ordonnancement (au
sein d’une zone synchrone) est base´ sur un me´canisme plus complexe de files d’attente associe´es
aux signaux. Plus pre´cise´ment, les deux types d’ordonnancement existent dans l’imple´mentation ;
cependant l’avantage du premier (de´terminisme) ne reste valable que pour les programmes de la partie
purement coope´rative. La se´mantique pre´sente´e dans la section suivante ne prend pas en compte le
me´canisme de files d’attente mis en oeuvre dans les  . Il nous semble en effet que, dans la
se´mantique et du fait de la complexite´ des synchronisations mises en oeuvre, un me´canisme d’e´lection
base´ sur un choix non de´terministe dans la se´mantique soit plus judicieux. A noter cependant que
dans le cadre d’une imple´mentation du langage nous choisirions probablement ce me´canisme de files
d’attentes. Dans le cadre de la partie purement coope´rative, celui-ci conduit a` des comportements
reproductibles ce qui repre´sente de´ja` un avantage pour l’utilisateur.
Intuitivement, dans un mode`le a` base de threads pre´emptifs, l’ordonnancement des threads doit
eˆtre e´quitable (fair), i.e. chaque thread doit pouvoir be´ne´ficier raisonnablement des processeurs. Ce-
pendant, cette spe´cification reste vague ; les comportements observe´s a` l’exe´cution en te´moignent.
Dans un mode`le a` base de threads coope´ratifs, un thread doit toujours rendre le controˆle apre`s un
temps fini. On fait ici une hypothe`se plus forte qui est que tout instant termine apre`s un temps fini (en
pratique, cela suppose d’e´tendre les re´sultats de l’analyse statique de´veloppe´e dans la partie I pour le
S pi-calcul). Une conse´quence de cette hypothe`se est que l’ordonnancement coope´ratif des threads au
sein d’une zone synchrone est relativement libre. En effet, il n’est pas ne´cessaire de garantir une pro-
prie´te´ de fairness puisque la fin de l’instant suppose que chaque thread a eu l’opportunite´ de mener a`
bien son exe´cution. Dans le cas d’un mode`le a` base de threads pre´emptifs, garantir que chaque thread
ne de´tient un verrou que pendant un temps fini ne suffit pas a` assurer cette proprie´te´ de fairness. De la
meˆme manie`re, en , une telle proprie´te´ est bien suˆr toujours ne´cessaire au niveau pre´emptif (entre
zones synchrones et thread libres) et devrait eˆtre ve´rifie´e par toute imple´mentation du langage.
Sans cre´ation dynamique de signaux ni de threads, les deux hypothe`ses (chaque thread coope`re
en temps fini et terminaison des instants) sont tre`s probablement e´quivalentes (cela serait toutefois
a` ve´rifier formellement). En revanche, graˆce a` la cre´ation dynamique de signaux on peut e´crire le
programme link ` A() ou` :
A() = yield`; A() yield` ≡ (x = sig) · ((run link ` emit x ∗); await x)
qui est tel que A coope`re un nombre infini de fois dans le meˆme instant. En particulier, en l’absence
de cre´ation dynamique de signaux et de threads la non terminaison de l’instant implique l’existence
d’un thread ne coope´rant pas. En revanche, dans le cas contraire, la non terminaison de l’instant peut
re´sulter soit d’un protocole plus ou moins complexe mis en oeuvre par plusieurs threads soit d’une
chaıˆne infinie de cre´ation de threads.
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8.1.5 Constructions de´rive´es
Avant d’introduire la se´mantique formelle de  nous introduisons quelques constructions de´rive´es
a` partir des primitives du langage. On note (x1, . . . , xn = sig) · P pour (x1 = sig) · . . . (xn = sig) · P.
Un signal peut eˆtre utilise´ pour une simple synchronisation ne ne´cessitant pas de lire ou` d’e´crire une
valeur ; dans ce cas, on utilisera les constructions suivantes :
await e ≡ (x = await e) · 0 emit e ≡ emit e ∗
La construction pause permet a` un thread de suspendre son exe´cution jusqu’a` l’instant suivant ; elle
est de´finie par :
pause ≡ (x, y = sig) · watch x emit x; await y, 0
Le branchement conditionnel peut facilement eˆtre de´fini a` partir du filtrage de la manie`re suivante :
if e then P1 else P2 ≡ [e D True] P1, P2
ou` il est entendu que les filtres False et True sont, par convention, de´finis par False = nil et True =
cons(∗, x) pour une variable fraıˆche x.
8.1.6 Comparaison avec les  
Dans les  , les primitives d’acce`s aux zones synchrones n’ont pas la forme de blocs
de controˆle. Le choix fait dans , par rapport aux  , est similaire a` celui de [44], par
rapport aux primitives usuelles lock et unlock de gestion des verrous ; ces dernie`res sont e´galement
remplace´es par des blocs de controˆle de la forme lock{...code...}. Les primitives des  
offrent un pouvoir expressif plus important mais introduisent des me´canismes de synchronisation
beaucoup plus difficiles a` controˆler statiquement.
La construction pre n’existe pas dans les  . En revanche, ceux-ci proposent une primi-
tive permettant de lire la i-e`me valeur e´mise dans l’instant courant ; cela permet par une simple boucle
de re´cupe´rer l’ensemble des valeurs. Cette approche est difficilement compatible avec nos me´thodes
d’analyse statique pour le controˆle des ressources. Dans un environnement ouvert, le nombre de va-
leurs e´mises sur un signal durant un instant ne peut eˆtre de´duit du code du programme.
Dans les  , il existe une primitive qui permet d’e´mettre, depuis une zone synchrone, un
signal sur une autre zone synchrone. Dans ce cas, la valeur est mise en attente pour eˆtre e´mise locale-
ment lorsque la zone destinataire de´marrera son prochain instant. Cette construction est ici rejete´e car
elle nous poserait un proble`me en terme de controˆle des ressources : elle supposerait la mise en place
d’un buffer pour stocker les valeurs. D’une part, un buffer non borne´ rendrait difficile l’e´valuation
des ressources ne´cessaires a` l’exe´cution d’un programme. D’autre part, un buffer borne´ supposerait
qu’un thread voulant e´mettre a` distance soit suspendu si le buffer est plein. Dans le second cas, un
comportement similaire peut eˆtre obtenu en synchronisant le thread avec la zone destinataire.
Dans les  , un signal est associe´ par l’utilisateur, lors de sa cre´ation, a` une zone syn-
chrone donne´e. L’e´mission (ou la re´ception) de ce signal par un thread n’est alors possible que si
celui-ci est soumis a` l’influence de cette zone. Dans le cas contraire, un code d’erreur est retourne´ et
aucune valeur n’est e´mise (ou rec¸ue). Dans , un signal est vu comme une cle´ pouvant eˆtre utilise´e
pour communiquer au sein d’une zone synchrone quelconque. Ce choix nous semble plus modulaire.
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8.2 Se´mantique
Dans cette section, on de´finit la se´mantique du langage  au moyen d’une relation de re´duction.
L’ordonnancement des threads de´fini par cette relation repose sur les deux niveaux de´ja` e´voque´s de
manie`re informelle :
– Au plus haut niveau, le controˆle est partage´ par interleaving entre les zones synchrones et les
threads libres.
– Au sein de chaque zone le controˆle est transmis selon un mode coope´ratif aux threads soumis a`
l’influence de celle-ci. Ces threads partagent les instants et la visibilite´ des signaux associe´s a`
cette zone.
On donne en premier lieu plusieurs de´finitions (8.2.1) ne´cessaires a` l’introduction de la relation de
re´duction (8.2.2).
8.2.1 De´finitions
La relation de re´duction est de´finie sur des syste`mes et, de manie`re standard, repose sur les notions
de contexte d’e´valuation et d’expression re´ductible. Intuitivement, un syste`me est un ensemble de
zones synchrones et de threads libres tels que chaque zone synchrone controˆle l’exe´cution des threads
soumis a` son influence. A chaque thread est associe´e une zone cible (e´ventuellement aucune, dans ce
cas le thread doit eˆtre libe´re´), pouvant changer au cours du temps ; cette zone cible est celle au sein
de laquelle l’exe´cution du thread peut se poursuivre. L’exe´cution d’un thread peut eˆtre suspendue si
ce thread est soit en attente de l’e´mission d’un signal soit en attente d’une nouvelle synchronisation.
Finalement, lorsque la fin d’un instant est de´cide´e pour une zone synchrone, une phase de pre´emption
est re´alise´e afin de pre´parer le calcul de l’instant suivant. Ci-dessous, on de´finit successivement :
• la notion de syste`me
• les contextes d’e´valuation et l’e´valuation des expressions
• les notions de zone cible, de suspension et de pre´emption
Un syste`me est constitue´ de plusieurs zones synchrones et threads (libres), d’un e´tat de la me´moire
et d’un e´tat des signaux. Ces diffe´rents e´le´ments sont de´finis de la manie`re suivante :
• Un thread est une paire (P, t), note´ Pt, telle que t est un nom de thread, i.e. un e´le´ment d’un
ensemble infini de´nombrable donne´ T = {t, t′, . . .} (les noms de threads ne font pas partie
du langage et seront simplement utilise´s par la suite pour de´finir certaines proprie´te´s des pro-
grammes).
• Une zone synchrone est un triplet (T,T ′, `) note´ 〈T,T ′〉`. Intuitivement, ` est le nom de la zone
synchrone, T et T ′ sont des listes de threads. On note Pt · T la liste constitue´e du programme
Pt et de la liste T et ∅ la liste vide. Intuititvement, T est la liste des threads soumis a` l’influence
de la zone ` et T ′ est la liste des threads en attente de l’instant suivant de la zone `.
• L’e´tat de la me´moire est de´note´ par une fonction partielle H : Re f →V.
• L’e´tat des signaux est de´note´ par une fonction partielle E : S ig×L →M f (V)×V ou` M f (V)
de´note l’ensemble des multi-ensembles finis d’e´le´ments de V.
Un syste`me, note´ S , S ′, . . ., est un triplet R,H ,E ou` R est de´fini par la grammaire suivante
R ::= 〈T,T ′〉` | Pt | (R | R)
et ou` H et E sont de´finis comme pre´ce´dement. Intuitivement, si E(s, `) = (M, v) alors
• M est le multi-ensemble des valeurs e´mises pour l’instant courant de `
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• v est une liste de valeurs repre´sentant le multi-ensemble des valeurs e´mises pour l’instant
pre´ce´dent de `.
Si E(s, `) = (M, v), on notera plus simplement Ec(s, `) pour M et Ep(s, `) pour v. On notera H∅ la
fonction de´finie par Dom(H∅) = ∅ et E∅ la fonction de´finie par Dom(E∅) = ∅ ou` Dom( f ) de´note
le domaine de f . Finalement, on suppose que dans tout syste`me, chaque nom de zone synchrone est
associe´ a` une zone synchrone au plus et on identifie les syste`mes au moyen de la relation d’e´quivalence
≡ qui est la plus petite relation ve´rifiant :
R | 0 ≡ R R1 | R2 ≡ R2 | R1 (R1 | R2) | R3 ≡ R1 | (R2 | R3)
La relation de re´duction qui sera de´finie par la suite le sera modulo cette relation d’e´quivalence.
Contextes d’e´valuation. Les contextes d’e´valuations, note´s E, E′, . . . et les expressions re´ductibles,
note´es pr, pr′, . . . sont donne´s par les grammaires suivantes :
E ::= [ ] | E; P | watch e E, P | link ` E | unlink E
pr ::= A(e) | [e = p] · P, P′
| (x = ref e) · P | set e e | (x = get e) · P | 0; P
| (x = sig) · P | emit e e | (x = await e) · P | (x = pre e) · P
| watch e · 0, P | link ` 0 | unlink 0
| run A(e)
On peut noter que dans la de´finition des redex les expressions ne sont pas ne´cessairement des valeurs.
Cependant, par de´finition des expressions et par hypothe`se sur les symboles de fonctions, il est facile
de ve´rifier que pour toute expression close il existe une valeur v telle l’on a toujours e ⇓ v ou` la relation
⇓ est de´finie par :
s ⇓ s r ⇓ r nil⇓nil
e1 ⇓ v1 e2 ⇓ v2
cons(e1, e2) ⇓ cons(v1, v2)
e ⇓ v [| f |](v) = v
f (e) ⇓ v
ou`, pour e = e1, . . . , en, on note e ⇓ v la suite e1 ⇓ v1, . . . , en ⇓ vn. Le premier re´sultat donne´ ci-dessous
est imme´diat.
Synchronisation. La cible d’un thread P est un e´le´ment de L ∪ { f ree} ou` f ree est une constante
spe´ciale de´notant l’absence de synchronisation. La relation α α ∈ L ∪ { f ree} (lire α est la cible
de P) est de´fini par :
0 f ree E[r] α, si E  α
ou` E  α est de´finie par cas sur E par :
α =

f ree si E = [ ] ou E = E′[unlink [ ]]
` si E = E′[link ` [ ]]
α′ si E = E′[[ ]; P] et E′ α′
α′ si E = E′[watch e · [ ], P′] et E′ α′
On e´tend simplement la de´finition aux listes de thread (on a alors une liste de cible) par :
∅ ∅ (Pt · T  {α} ∪ L) si P α et T  L
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Suspension. Un thread soumis a` l’influence d’une zone synchrone est suspendu si l’une des deux
conditions suivantes est ve´rifie´e :
1. il est en attente d’un signal absent,
2. son exe´cution doit se poursuivre sous l’influence d’une autre zone synchrone (ou en e´tant libre)
Cela s’exprime formellement par le pre´dicat (P,E, `) ↓ (lire : P est suspendu en ` pour E) de´fini par :
P ` P = E[(x = await e) · P′] e ⇓ s Ec(s)(`) = ∅
(P,E, `) ↓
P α α , `
(P,E, `) ↓
On note (T,E, `) ↓ si tous les e´le´ments de T sont suspendus en ` pour E.
Pre´emption. Intuitivement, la fin de l’instant pour une zone synchrone est de´cide´e lorsque les deux
conditions suivantes sont ve´rifie´es :
• L’ensemble des threads soumis a` l’influence de cette zone sont suspendus (ou en attente de
l’instant suivant, pour les threads arrivant d’une autre zone synchrone).
• L’ensemble des threads qui sont en attente d’une synchronisation avec une autre zone synchrone
(ou aucune) ont quitte´ la zone concerne´e.
Ainsi, lorsque la fin de l’instant est de´cide´e pour une zone synchrone, l’ensemble des threads soumis
a` son influence sont de la forme E[(x = await e) · P]. Dans ce cas, la continuation du thread pour
l’instant suivant est :
• celle du bloc de pre´emption de E le plus externe tel que le signal associe´ soit pre´sent s’il existe,
• le thread lui meˆme dans le cas contraire.
Lorsque la fin de l’instant est de´cide´e pour une zone synchrone, un calcul est effectue´ pour de´terminer
les continuations pour l’instant suivant de l’ensemble des threads soumis a` son influence. Ce calcul
est de´fini formellement par la fonction LPME,` ci dessous.
LE[pr]ME,` =

pr si E = [ ]
LE′[pr]ME,`; P′ si E = E′; P′
P′ si E = watch e · E′, P′, e ⇓ s et Ec(s)(`) , ∅
watch e · LE′[pr]ME,`, P′ si E = watch e · E′, P′, e ⇓ s et Ec(s)(`) = ∅
link `′ LE′[pr]ME,` si E = link `′ E′
unlink LE′[pr]ME,` si E = unlink E′
La de´finition est e´tendue naturellement aux listes de threads par L∅ME,` = ∅ et LPt · T ME,` = LPMtE,` ·
LT ME,`.
8.2.2 Relation de re´duction
L’exe´cution d’un programme est de´finie par une relation de re´duction sur les syste`mes. Cette
relation de re´duction est de la forme
R,H ,E −→
M
R′,H ′,E′
ou` M est soit l’ensemble vide ∅, soit un singleton {(t, r)} note´ plus simplement (t, r). Intuitivement,
{(t, r)} est une annotation de´notant un acce`s a` la re´fe´rence r par le thread dont le nom est t lors de
la re´duction. Ces annotations seront utiles par la suite pour la de´finition d’une proprie´te´ d’atomicite´
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sur les programmes et pour l’analyse statique associe´e. Celles-ci n’influent pas sur la se´mantique des
programmes et peuvent, en premie`re lecture, eˆtre ignore´es.
´Etant donne´ un programme P associe´ aux zones synchrones {`1, . . . , `n}, le syste`me initial pour
l’exe´cution du programme est :
(〈∅, ∅〉`1 | . . . | 〈∅, ∅〉`n | Pt),H∅,E∅ t ∈ T quelconque
Afin de de´finir la relation de re´duction on proce`de en trois e´tapes :
1. on de´finit le comportement individuel des threads
2. on de´finit le controˆle synchrone, i.e. la coope´ration des threads et la fin des instants
3. on de´finit la coordination du syste`me, i.e. des zones synchrones et des threads libres.
1) Comportement individuel des threads
On de´finit une relation auxiliaire sur les expressions re´ductibles, note´e :
`t,α P,H ,E −→
M
P′,H ′,E′
ou` t, α et M sont des annotations telles que :
– α ∈ L∪ { f ree} est la cible de t au moment de la re´duction. Cette annotation permet simplement
d’associer le comportement d’un thread a` l’e´tat des signaux associe´ a` sa cible.
– t est le nom du thread associe´ a` la re´duction et M est de´fini comme pre´ce´demment.
Cette relation auxiliaire est utilise´e, pour la re´duction des redex (exception faite de run A(e)), dans les
re`gles (context1) (threads lie´s a` une zone synchrone) et (context2) (threads libres). Le cas d’un redex
de la forme run A(e) est traite´ se´pare´ment apre`s la de´finition des re`gles auxiliaires (re`gles (thread1)
et (thread2)).
E  ` `t,` P,H ,E −→
M
P′,H ′,E′
〈E[P]t · T,T ′〉` | R,H ,E −→
M
〈E[P′]t · T,T ′〉` | R,H ′,E′
(context1)
E  f ree `t, f ree P,H ,E −→
M
P′,H ′,E′
E[P]t | R,H ,E −→
M
E[P′]t | R,H ′,E′ (context2)
On peut noter que, dans tous les cas, la re´duction ne peut avoir lieu que si le thread est soumis a`
l’influence de sa cible (si celle-ci est f ree, le thread doit eˆtre libre).
Avant de pre´senter les re`gles de re´duction auxiliaires, on commence par introduire certaines nota-
tions ne´cessaires a` la de´finition des re`gles de celles-ci.re´duction auxiliaires ; ces notations concernent
la transformation de la me´moire et de l’environnement de signaux au cours de l’exe´cution.
a) Cre´ation d’un re´fe´rence. Si r < Dom(H), on note (H ∪ {r 7→ v}) la fonction dont le domaine de
de´finition est Dom(H) ∪ {r} qui est e´gale a` H sur Dom(H) et qui ve´rifie (H ∪ {r 7→ v})(r) = v.
b) Mise a` jour d’une re´fe´rence. Si r ∈ Dom(H), on note (H[r := v]) la fonction e´gale a` H pour tout
r′ , r et telle que (H ∪ {r := v})(r) = v.
c) Cre´ation d’un signal. Si s < Dom(E), on note (E ∪ {s}) la fonction dont le domaine est Dom(E) ∪
{s}), qui est e´gale a` E sur Dom(E) et telle que pour tout ` ∈ L on a (E∪ {s})(s)(l) = (∅, nil) ou` ∅ de´note
le multi-ensemble vide. Initialement, le multi-ensemble des valeurs e´mises par un signal et la liste
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des valeurs e´mises a` l’instant pre´ce´dent pour l’instant courant sont vides pour l’ensemble des zones
synchrones.
d) ´Emission d’un signal. Si s ∈ Dom(E) et si ` est un nom de zone synchrone, on note E[s ´` v] la
fonction telle que
E[s´` v](s)(`) =

(Ec(s)(`) ] {v},Ep(s)(`))
E(s′)(`′) si s′ , s ou ` , `′
e) Fin d’instant. On de´finit la relation 7→` par E 7→` E′ si et seulement si : (1) E et E′ ont le meˆme
domaine, (2) si `′ , ` alors (E(s)(`′) = E′(s)(`′)) pour tout s ∈ Dom(E), et (3) pour tout s ∈ Dom(E)
on a E′(s)(`) = (∅, v) ou` v = [vσ(1); vσ(2); . . . , vσ(n)] avec σ une permutation quelconque sur {1, . . . , n}
et Ec(s)(`) = {v1, . . . , vn}. Intuitivement, a` la fin d’un instant, pour chaque signal le multi-ensemble des
valeurs de l’instant courant est vide´ et la valeur du signal pour l’instant pre´ce´dent est un repre´sentant
(une liste), obtenu de manie`re non-de´terministe, du multi-ensemble des valeurs e´mises au cours de
celui-ci.
On peut maintenant pre´senter les re`gles de re´duction auxiliaires ; ces re`gles peuvent eˆtre re-
groupe´es en trois groupes : (1) le controˆle, (2) la manipulation des re´fe´rences et (3) la manipulation
des signaux.
Controˆle. Les re`gles (call) (appel de fonction), (match1) (re´ussite du filtrage), (match2) (e´chec du
filtrage) et (seq) (se´quence) sont de´finies comme on peut s’y attendre. Ces re`gles s’appliquent quelque
soit l’e´tat de synchronisation du thread concerne´ par la re´duction.
A(x) = P e ⇓ v α ∈ L ∪ { f ree}
`t,α A(e),H ,E −→
∅
P[v/x],H ,E (call)
e ⇓ v match(v, p) = σ α ∈ L ∪ { f ree}
`t,α [e D p] P1, P2,H ,E −→
∅
P1σ,H ,E
(match1)
e ⇓ v match(v, p) =↑ α ∈ L ∪ { f ree}
`t,α [e D p] P1, P2,H ,E −→
∅
P2,H ,E
(match2)
α ∈ L ∪ { f ree}
`t,α 0; P,H ,E −→
∅
P,H ,E
(seq)
En revanche, les re`gles (watch), (link) et (unlink) de´pendent de la synchronisation courante du thread.
La terminaison d’un bloc de pre´emption requiert que le thread concerne´ soit soumis a` l’influence d’une
zone synchrone. Cette contrainte pourrait eˆtre relaxe´ mais on choisit, de manie`re ge´ne´rale, d’imposer
que les ope´rations associe´es a` la notion de signal soit re´alise´es sous l’influence d’une zone synchrone.
e ⇓ s ` ∈ L
`t,` watch e 0, P,H ,E −→
∅
0,H ,E (watch)
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La terminaison d’un bloc link associe´ a` une zone synchrone ` ne peut se faire que si le thread concerne´
est soumis a` l’influence de cette zone.
`t,` link ` 0,H ,E −→
∅
0,H ,E (link)
De la meˆme manie`re, la terminaison d’un bloc unlink ne peut se faire que lorsque le thread est libre.
`t, f ree unlink 0,H ,E −→
∅
0,H ,E (unlink)
Re´fe´rences. Les re`gles (re f ), (set) et (get) de´finissent respectivement la cre´ation, la mise a` jour et
la lecture d’une re´fe´rence ; ces re`gles s’appliquent quelque soit l’e´tat de synchronisation du thread
concerne´ et sont de´finies ci-dessous :
r < Dom(H) e ⇓ v α ∈ L ∪ { f ree}
`t,α (x = ref e) · P,H ,E −−→(t,r) P[r/x],H ∪ {r 7→ v},E
(re f )
e1 ⇓ r r ∈ Dom(H) e2 ⇓ v α ∈ L ∪ { f ree}
`t,α set e1 e2,H ,E −−→(t,r)
0,H[r := v],E (set)
e ⇓ r H(r) = v α ∈ L ∪ { f ree}
`t,α (x = get e) · P,H ,E −−→(t,r) P[v/x],H ,E
(get)
Signaux. Les re`gles (sig), (emit), (await) et (pre) de´finissent respectivement la cre´ation, l’e´mission,
la lecture de la valeur (partielle) courante et la lecture de la valeur pre´ce´dente d’un signal. Ces re`gles ne
s’appliquent que lorsque le thread est soumis a` l’influence d’une zone synchrone. Lors de la cre´ation
d’un signal sa valeur pour l’instant courant (resp. pour l’instant pre´ce´dent) est le multi-ensemble vide
(resp. nil).
s < Dom(E) ` ∈ L
`t,` (x = sig) · P,H ,E −→
∅
P[s/x],H ,E ∪ {s} (sig)
L’e´mission d’une valeur sur un signal par un thread soumis a` l’influence d’une zone synchrone diffuse
cette valeur a` l’ensemble des threads soumis a` cette meˆme zone.
e1 ⇓ s e2 ⇓ v ` ∈ L
`t,` emit e1 e2,H ,E −→
∅
0,H ,E[s´` v]
(emit)
Un thread soumis a` l’influence d’une zone synchrone ` acce`de de manie`re non de´terministe a` l’une
des valeurs e´mise sur un signal s, s’il en existe au moins une, par la construction await.
e ⇓ s v ∈ Ec(s)(`) ` ∈ L
`t,` (x = await e) · P,H ,E −→
∅
P[v/x],H ,E (await)
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Un thread soumis a` l’influence d’une zone synchrone ` re´cupe`re une liste repre´sentant le multi-
ensemble des valeurs e´mises sur un signal s a` l’instant pre´ce´dent de ` par la construction pre.
e ⇓ s Ep(s)(`) = v ` ∈ L
`t,` (x = pre e) · P,H ,E −→
∅
P[v/x],H ,E (pre)
Cre´ation de threads. Pour terminer la description du comportement individuel des threads, il nous
reste a` voir comment un nouveau thread est cre´e ; cela est de´fini par les re`gles (thread1) (thread soumis
a` l’influence d’une zone synchrone) et (thread2) (thread libre) donne´es ci-dessous ; ces re`gles suivent
le meˆme de´coupage que les re`gles (context1) et (context2) ; de la meˆme manie`re, la re´duction n’est
de´finie que lorsque le thread est soumis a` l’influence de sa cible (libre quand celle-ci est f ree).
E  ` A(x) = P e ⇓ v t′ f resh
〈E[run A(e)]t · T,T ′〉` | R,H ,E −→
∅
〈E[0]t · T · (P[v/x])t′ ,T ′〉` | R,H ,E (thread1)
E  f ree A(x) = P e ⇓ v t′ f resh
E[run A(e)]t | R,H ,E −→
∅
E[0]t | (P[v/x])t′ | R,H ,E (thread2)
Lorsqu’un thread est cre´e´ par un thread soumis a` l’influence d’une zone synchrone, le nouveau thread
est e´galement soumis a` l’influence de cette zone. Cependant, si la cible du nouveau thread est une
autre zone synchrone (ou aucune) son exe´cution est suspendue en attente d’une synchronisation avec
cette cible.
2) Controˆle synchrone
La re`gle (context1), pre´sente´e pre´ce´demment, de´crit le comportement d’un thread au sein d’une zone
synchrone lorsque celui-ci posse`de le controˆle. Lorsque, au sein d’une zone synchrone `, le thread
ayant le controˆle ne peut plus progresser on distingue trois cas :
• un autre thread peut progresser et rec¸oit le controˆle (re`gle (cooperate)),
• aucun thread ne peut progresser et l’ensemble des threads ont pour cible la zone synchrone
concerne´s ; dans ce cas, l’instant termine (re`gle (eoi)),
• aucun thread ne peut progresser et certains threads ont pour cible une autre zone synchrone ; ce
cas sera traite´ plus loin par les re`gles de´die´es a` la coordination du syste`me.
On note T $ T ′ si T ′ est une permutation quelconque des e´le´ments de T . Le passage du controˆle a` un
nouveau thread est alors de´fini par la re`gle ci-dessous :
(P,E, `) ↓ T$P′ · T ′′ ¬((P′,E, `) ↓)
〈P · T,T ′〉` | R,H ,E −→
∅
〈P′ · T ′′ · P,T ′〉` | R,H ,E
(cooperate)
Lorsque la fin de l’instant est de´cide´e, plusieurs calculs sont ne´cessaires a` la pre´paration de l’exe´cution
du prochain instant :
• on ve´rifie que l’ensemble des threads ont pour cible la zone concerne´e,
• les continuations de ces threads pour l’instant suivant sont calcule´es et ajoute´es a` l’ensemble
des threads en attente de l’instant suivant,
• l’environnement de signaux (pour cette zone synchrone) est re´initialise´.
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(T,E, `) ↓ T  {`} T ′′ $ LT ME,` · T ′ E 7→` E′
〈T,T ′〉` | R,H ,E −→
∅
〈T ′′, ∅〉` | R,H ,E′
(eoi)
3) Coordination du syste`me
La coordination des composantes d’un syste`me est de´finie par les re`gle (move), (out) et (in). Ces re`gles
de´crivent respectivement :
• comment un thread passe d’une zone synchrone a` une autre,
• comment un thread devient libre,
• comment un thread libre se soumet a` l’influence d’une zone synchrone,
Deux points sont a` noter sur la synchronisation des threads :
1. Si la zone d’influence d’un thread est une zone synchrone alors celui-ci doit attendre la fin de
l’instant courant pour la quitter (re`gles (move) et (out)). Dans le cas de la re`gle (move), ce choix
permet de placer simultane´ment sous l’influence d’une nouvelle zone synchrone l’ensemble des
threads ayant de´signe´ la meˆme cible dans l’instant courant (tant que l’instant n’est pas termine´,
de nouveaux threads peuvent de´signer cette meˆme cible). Dans le cas de la re`gle (out), cette
restriction n’est la` que par souci de cohe´rence et pourrait eˆtre relaxe´e.
2. L’entre´e dans une nouvelle zone synchrone se fait par l’interme´diaire de la file d’attente associe´e
a` cette zone (re`gles (move) et (in)) ; cela permet de retarder l’exe´cution des threads entrants a`
l’instant suivant.
Dans la re`gle (move) on demande que l’ensemble des threads s’exe´cutant dans la zone synchrone
`1 soient suspendus (pre´dicat (T1,E, `) ↓). Les conditions supple´mentaires dans la pre´misse permettent
de distinguer l’ensemble des threads ayant pour cible `2. En particulier, la condition U ′ , ∅ n’auto-
rise qu’au plus un de´placement de threads vers `2 ; sans cette condition, la re`gle pourrait s’appliquer
inde´finiment. Finalement, l’ensemble des threads ayant pour cible `2 est ajoute´ a` la file d’attente de
`2.
(T1,E, `1) ↓ T1 $ U · U′, U′ , ∅ U  L `2 < L U′ {`2}
〈T1,T ′1〉`1 | 〈T2,T
′
2〉`2 | R,H ,E −→∅
〈U,T ′1〉`1 | 〈T2,T
′
2 · U′〉`2 | R,H ,E
(move)
La re`gle (out) est similaire mais s’applique a` la libe´ration d’un thread.
(T,E, `) ↓ T $ Pt · T ′′ P f ree
〈T,T ′〉` | R −→
∅
〈T ′′,T ′〉` | Pt | R,H ,E
(out)
La re`gle (in) de´crit l’insertion d’un thread libre dans la file d’attente de la zone synchrone qu’il a pour
cible.
P `
〈T,T ′〉` | Pt | R,H ,E −→
∅
〈T,T ′ · Pt〉` | R,H ,E
(in)
L’ensemble des re`gles de la se´mantique est re´sume´ dans les figures 8.2 et 8.3.
Exemple 14. Conside´rons l’exemple suivant. Intuitivement, le programme A(s1, s2, s3, s4) se synchro-
nise avec `2, e´met le signal s1 et attend une re´ponse sur le signal s2. Si cette re´ponse arrive, alors le
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thread se synchronise avec `1 et transmet (localement) la valeur rec¸ue sur s2. Si cette re´ponse n’arrive
pas, et que le signal s3 et e´mis alors le thread termine a` la fin de l’instant.
A(s1, s2, s3) = link `2
emit s1;
watch s3 · y = await s2 · link `1 emit s2 y, 0
Regardons plus pre´cise´ment comment se de´roule l’exe´cution. Initialement, le thread est libre. il est
en attente d’une synchronisation avec `2. Lorsque celle-ci est re´alise´e, le thread e´met s1 et se met en
attente du signal s2, il est donc suspendu si celle-ci n’est pas e´mise. On distingue deux cas :
1. si le signal est e´mis, le thread re´alise la lecture et est suspendu en attente de la fin de l’instant. A
la fin de l’instant, une synchronisation avec `1 permet au thread de changer de zone synchrone, il
est enregistre´ dans la file d’attente de s1, il re´alisera l’e´mission de la re´ponse a` l’instant suivant
et terminera.
2. Si le signal n’est pas e´mis, alors tant que s3 n’est pas e´mis non plus, le thread est suspendu
sur `2. Si s3 est e´mis, a` la fin de l’instant, la pre´emption de l’attente du signal est re´alise´e et le
thread termine.
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A(x) = P e ⇓ v α ∈ L ∪ { f ree}
`t,α A(e),H ,E −→
∅
P[v/x],H ,E (call)
e ⇓ v match(v, p) = σ α ∈ L ∪ { f ree}
`t,α [e D p] P1, P2,H ,E −→
∅
P1σ,H ,E
(match1)
e ⇓ v match(v, p) =↑ α ∈ L ∪ { f ree}
`t,α [e D p] P1, P2,H ,E −→
∅
P2,H ,E
(match2)
α ∈ L ∪ { f ree}
`t,α 0; P,H ,E −→
∅
P,H ,E
(seq)
e ⇓ s ` ∈ L
`t,` watch e 0, P,H ,E −→
∅
0,H ,E (watch)
`t,` link ` 0,H ,E −→
∅
0,H ,E (link)
`t, f ree unlink 0,H ,E −→
∅
0,H ,E (unlink)
r < Dom(H) e ⇓ v α ∈ L ∪ { f ree}
`t,α (x = ref e) · P,H ,E −−→(t,r) P[r/x],H ∪ {r 7→ v},E
(re f )
e1 ⇓ r r ∈ Dom(H) e2 ⇓ v α ∈ L ∪ { f ree}
`t,α set e1 e2,H ,E −−→(t,r)
0,H[r := v],E (set)
e ⇓ r H(r) = v α ∈ L ∪ { f ree}
`t,α (x = get e) · P,H ,E −−→(t,r) P[v/x],H ,E
(get)
s < Dom(E) ` ∈ L
`t,` (x = sig) · P,H ,E −→
∅
P[s/x],H ,E ∪ {s} (sig)
e1 ⇓ s e2 ⇓ v ` ∈ L
`t,` emit e1 e2,H ,E −→
∅
0,H ,E[s´` v]
(emit)
e ⇓ s v ∈ Ec(s)(`) ` ∈ L
`t,` (x = await e) · P,H ,E −→
∅
P[v/x],H ,E (await)
e ⇓ s Ep(s)(`) = v ` ∈ L
`t,` (x = pre e) · P,H ,E −→
∅
P[v/x],H ,E (pre)
F. 8.2 – Se´mantique : re`gles auxiliaires
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E  ` `t,` P,H ,E −→
M
P′,H ′,E′
〈E[P]t · T,T ′〉` | R,H ,E −→
M
〈E[P′]t · T,T ′〉` | R,H ′,E′
(context1)
E  f ree `t, f ree P,H ,E −→
M
P′,H ′,E′
E[P]t | R,H ,E −→
M
E[P′]t | R,H ′,E′ (context2)
E  ` A(x) = P e ⇓ v t′ f resh
〈E[run A(e)]t · T,T ′〉` | R,H ,E −→
∅
〈E[0]t · T · (P[v/x])t′ ,T ′〉` | R,H ,E (thread1)
E  f ree A(x) = P e ⇓ v t′ f resh
E[run A(e)]t | R,H ,E −→
∅
E[0]t | (P[v/x])t′ | R,H ,E (thread2)
(P,E, `) ↓ T$P′ · T ′′ ¬((P′,E, `) ↓)
〈P · T,T ′〉` | R,H ,E −→
∅
〈P′ · T ′′ · P,T ′〉` | R,H ,E
(cooperate)
(T,E, `) ↓ T  {`} T ′′ $ LT ME,` · T ′ E 7→` E′
〈T,T ′〉` | R,H ,E −→
∅
〈T ′′, ∅〉` | R,H ,E′
(eoi)
(T1,E, `1) ↓ T1 $ U · U′, U′ , ∅ U  L `2 < L U′ {`2}
〈T1,T ′1〉`1 | 〈T2,T
′
2〉`2 | R,H ,E −→∅
〈U,T ′1〉`1 | 〈T2,T
′
2 · U′〉`2 | R,H ,E
(move)
(T,E, `) ↓ T $ Pt · T ′′ P f ree
〈T,T ′〉` | R −→
∅
〈T ′′,T ′〉` | Pt | R,H ,E
(out)
P `
〈T,T ′〉` | Pt | R,H ,E −→
∅
〈T,T ′ · Pt〉` | R,H ,E
(in)
F. 8.3 – Se´mantique : re`gles de re´duction
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Chapitre 9
Atomicite´
De manie`re ge´ne´rale, concevoir, valider et maintenir des programmes a` base de threads est une
tache difficile[63] ; principalement en raison des interactions, non maitrise´es, des composantes. Le
proble`me le plus connu est probablement celui des data-races [86] qui se produisent lorsque deux
composantes acce´dent (une au moins en e´criture) simultane´ment a` une meˆme donne´e ; ce qui peut
mener a` une corruption de cette donne´e.
Plusieurs travaux proposent des me´thodes de de´tection des data-races, statiques[44, 45, 31, 30] ou
dynamiques[91, 95, 35], ce qui permet l’e´limination de nombreuses erreurs de programmation. Ce-
pendant, l’utilisateur recherche ge´ne´ralement une proprie´te´ plus forte que l’absence de data-races. En
effet, meˆme lorsque les acce`s simultane´s sont e´vite´s, des interactions non controle´es peuvent conduire
a` une configuration inattendue des donne´es.
L’atomicite´ est une proprie´te´ qui, intuitivement, stipule que (au moins d’un point de observationel)
l’exe´cution d’un bloc de code peut eˆtre conside´re´e comme se´quentielle. En particulier, les me´thodes
d’analyse standard de la programmation se´quentielle peuvent eˆtre utilise´e pour raisonner sur de tels
fragments de code. Comme note´ dans [48], l’absence de data-race ne suffit pas a` garantir l’atomicite´
pour laquelle des outils spe´cifiques doivent eˆtre propose´s.
Une premie`re approche consiste a` fournir au programmeur des primitives de synchronisation lui
permettant d’assurer lui meˆme les invariants ne´cessaires a` la cohe´rence des donne´es ; les verrous et les
variables de condition sont des exemples, probablement les plus re´pandus, de telles primitives. Dans
cette approche, l’utilisateur a la charge d’associer un verrou a` chaque donne´e devant eˆtre prote´ge´e.
Pour assurer l’atomicite´ d’un fragment de code, les verrous associe´s aux donne´es manipule´s par ce
fragment sont pris au de´but de celui-ci et relache´s a` la fin. Si ce protocole n’est pas respecte´ par
l’ensemble des composantes du syste`me, l’atomicite´ est compromise. Il y a aujourd’hui une tendance
a` reconnaıˆtre que l’utilisation de ces techniques tend plutoˆt a` rendre le de´veloppement encore plus
complexe. Les verrous sont en effet des primitives de bas niveau dont l’utilisation peut ne´cessiter la
re´solution de proble`mes de synchronisation complexes (e.g. deadlocks). De manie`re ge´ne´rale, il y a
aujourd’hui un accord sur la ne´ce´ssite´ d’introduire des primitives, de plus haut niveau, de´die´es au
proble`me de l’atomicite´ ; d’autant plus que l’atomicite´ est ge´ne´ralement la proprie´te´ recherche´e par
les utilisateurs lors de l’utilisation de primitives de bas niveau. Les restrictions apporte´es a` la notion
de verrou afin de garantir la mise en place de protocoles de synchronisation corrects [47, 48, 46] vont
d’ailleurs dans ce sens.
L’exemple le plus caracte´ristique de primitive de´die´e a` la question de l’atomicite´ est certaine-
ment la transaction. Les transactions ont d’abord e´te´ utilise´es dans le cadre des bases de donne´es
et des syste`mes distribue´es pour regrouper plusieurs ope´rations selon le principe du tout ou rien.
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Intuitivement, si l’atomicite´ d’une transaction est compromise, e.g. parce qu’une autre transaction
de´marre avant que celle-ci ne soit acheve´e, la transaction est annule´e (ces effets ne doivent pas eˆtre
visibles) et son exe´cution sera tente´e a` nouveau par la suite. Plus re´cemment, l’utilisation des transac-
tions comme primitive de synchronisation pour les langages de programmation concurrente a e´te´ pro-
pose´e[93, 58, 55]. Les transactions ont par exemple e´te´ implante´es pour Objective Caml[89] et Stan-
dard ML[97]. L’utilisation des transactions dans le cadre d’un langage de programmation ge´ne´raliste
est encore jeune et il faudra un certain temps pour se faire une ide´e pre´cise de la validite´ de concept.
En effet, dans le cadre d’un langage de programmation concurrente, les interactions sont beaucoup
plus complexes que dans une base de donne´e. Par exemple, une transaction trop longue a peu de
chances de ne pas eˆtre interrompue ; une solution consiste alors a forcer l’exe´cution de cette tran-
saction au de´triment des autres au risque de bloquer le syste`me. La gestion des entre´es/sorties est
e´galement proble`matique (une transaction peut eˆtre annule´e en cours d’exe´cution). La mise en place
d’une me´moire tampon peut re´soudre une partie des proble`mes, mais toutes les entre´es/sorties ne
supportent pas cette approche. La de´sactivation des interruptions re´alise´e dans les syste`mes d’exploi-
tations pour garantir l’atomicite´ de certaines ope´rations (tre`s rapides) est une approche similaire.
Pour finir cette discussion sur la notion d’atomicite´, revenons aux   et au langage 
dans lesquels l’ordonnancement des threads soumis a` l’influence d’une meˆme zone synchrone est
coope´ratif. Lorsque le paralle`lisme n’est pas conside´re´, ce type d’ordonnancement offre un moyen
simple et efficace de re´aliser une se´rie d’ope´rations de manie`re atomique. Entre deux points de
coope´rations, un thread est assure´ d’eˆtre le seul a` s’exe´cuter. Comme nous l’avons de´ja vu, les 
 et  me´langent les styles de programmation coope´ratif et pre´emptif et cette proprie´te´ ato-
micite´ n’est plus garantie par construction. Dans [26], on peut d’ailleurs noter la pre´sence de verrous
permettant de maintenir (a` la main) les invariants voulus sur les donne´es lorsque celles-ci peuvent
eˆtre manipule´es par des threads soumis a` diffe´rentes zones synchrones. Dans ce chapitre, nous pro-
posons une discipline de programmation pour  qui permet de conserver l’atomicite´ de l’exe´cution
du code entre deux points de coope´ration. Celle-ci sera pre´sente´e dans la section 9.2 apre`s que nous
ayons donne´ une de´finition formelle de l’atomicite´ pour ce langage dans la section 9.1. Dans la sec-
tion 9.3, nous pre´sentons une analyse statique qui permet de garantir qu’un programme respecte cette
discipline.
9.1 Atomicite´ en 
Dans cette section, nous de´finissons une proprie´te´ d’atomicite´ adapte´e au langage . Intuiti-
vement, cette proprie´te´ stipule que, entre deux points de coope´ration, l’exe´cution d’un thread peut
eˆtre conside´re´e comme atomique. Cette proprie´te´ repose sur une notion de se´paration de la me´moire
relative au non de´terminisme des acce`s et sur la notion de thread actif. Ces deux notions sont de´finies
formellement ci-dessous.
De´finition 20. Soit S = R,H ,E un syste`me et soit δ une fonction de T (les noms de threads) vers
P(Dom(H))(l’ensemble des parties finies deH). On dit que δ se´pare S si t , t′ implique δ(t)∩δ(t′) = ∅
et si S −−→
(t,r)
S ′ implique r ∈ δ(t).
Un thread actif est simplement un thread qui dispose du controˆle pour une zone synchrone donne´e.
Dans la de´finition ci-dessous, on demande qu’un thread actif ne soit pas suspendu ce qui assure que
deux phases d’exe´cution successives d’un meˆme thread ne peuvent pas eˆtre confondues.
De´finition 21. Soit S un syste`me et soit ` le nom d’une zone synchrone de ce syste`me. On dit que le
thread t est actif en ` pour S si S = R,H ,E, R ≡ 〈Pt · T,T ′〉` | R′ et ¬(P,E, `) ↓.
9.1. ATOMICIT ´E EN PACT 95
Intuitivement, un programme est atomique si, en tout point de l’exe´cution, il est possible d’asso-
cier a` chaque thread un fragment de la me´moire tel que, entre deux points de coope´ration, ce thread
n’acce`de qu’a` ce fragment et lui seul y acce`de. Cette proprie´te´ est de´finie formellement ci-dessous.
De´finition 22. Un programme est atomique si pour toute exe´cution S 0, S 1, . . . de ce programme, il
existe une suite de fonctions δ0, δ1, . . . telle que
1. δi se´pare S i pour tout i ≥ 0,
2. pour tout i ≥ 0 et pour tout ` de P, si t est actif en ` pour S i et S i+1 alors δi(t) = δi+1(t)∩Dom(Hi).
La notion de data-race, i.e. d’acce`s conflictuel, peut eˆtre caracte´rise´e par un choix non de´terministe
de la forme :
S −−→
(t,r)
S ′ et S −−−→
(t′,r)
S ′′ ou` t , t′
Il est imme´diat que, au cours de l’exe´cution d’un programme atomique, une telle configuration est
impossible du fait de la premie`re condition de la de´finition pre´ce´dente. En particulier, la proprie´te´
d’atomicite´ propose´e ici est bien une extension de l’absence de data-race dans laquelle la notion de
conflit n’est pas physique mais logique au sens ou celle-ci est associe´e a` une portion de code de
longueur arbitraire.
Remarque 13. La notion d’atomicite´ propose´e ici ne distingue pas le type d’acce`s re´alise´e (cre´ation,
lecture ou e´criture d’une re´fe´rence) L’ensemble des de´veloppements a` venir peuvent sans difficulter
eˆtre adapte´s a` une telle distinction.
Les exemples 15 et 16, ci-dessous, illustrent la diffe´rence entre absence de data-race et atomicite´.
Exemple 15. Conside´rons le programme run A(r, s); run B(r) ou` r (resp. s) est une re´fe´rence (resp.
un signal) et A et B sont de´finis par les e´quations suivantes :
A(x, y) = link `1 (set x z; (u = get x) · emit y u)
B(x) = link `2(set x s(z))
Dans cet exemple, les deux threads acce`dent de manie`re concurrente a` la re´fe´rence r, il y a un choix
non de´terministe ; la valeur (un entier naturel) e´mise sur le signal s est soit z soit s(z).
Exemple 16. Conside´rons le programme run A(r1, r2, r2, s); run B(r1, r2, r3).
A(x, y, z, t) = link `1 (set x z; set y True; C(z); (u = get x) · emit t u)
B(x, y, z) = link `2(C(y); set x s(z); set z True)
C(x) = (y = get x) · if y then 0 else C(x)
Cet exemple est similaire a` l’exemple pre´ce´dent, a` une diffe´rence pre`s. Ici, l’e´quation C est utilise´e
par les deux threads pour re´aliser des attentes actives afin de synchroniser leurs acce`s. En particulier,
aucun acce`s conflictuel n’est possible du fait de cette synchronisation. En revanche, ce programme
n’est pas atomique.
Remarque 14. A noter que le codage de l’attente active de l’exemple pre´ce´dent ne serait pas possible
avec un controˆle de terminaison des instants similaire a` celui de la partie I. Il serait inte´ressant de
voir si, dans le cadre d’un tel controˆle, l’absence de data-race et l’atomicite´ sont des proprie´te´s
e´quivalentes.
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On termine cette section par un exemple de programme atomique.
Exemple 17. Conside´rons le programme run A(r); run A(r) ou` r est une re´fe´rence et ou` A et B sont
de´finis par les e´quations suivantes :
A(x) = (link `1 (y = get x) · set x s(y); pause); A(x)
Dans cet exemple, chaque thread incre´mente la re´fe´rence r de manie`re atomique.
9.2 Proprie´te´ et droit d’acce´s
Dans cette section, on propose une discipline de programmation, simple et intuitive, qui permet
d’assurer qu’un programme est atomique. Cette discipline repose principalement sur la de´finition
d’un droit d’acce`s base´ sur l’attribution d’un proprie´taire, un thread ou une zone synchrone, a` chaque
re´fe´rence.
Selon ce principe, on commence par introduire un certain nombre de notations dans la syntaxe et
la se´mantique du langage. Une re´fe´rence est maintenant une paire (r, o) ∈ Re f × (T ∪ L) ou` r est
comme pre´ce´demment le nom de la re´fe´rence et o ∈ T ∪L est son proprie´taire. Par la suite on notera
plus simplement ro au lieu de (r, o). De meˆme, dans un syste`me R,H ,E, la fonction H est maintenant
une fonction partielle de Re f × (L ∪ T ) vers V. On suppose que l’utilisateur annote les cre´ations de
re´fe´rences de la manie`re suivante :
(x = refα e) · P
ou` α ∈ L∪ {sel f } et ou` sel f est une constante de´notant le thread courant (celui qui cre´e la re´fe´rence).
Cette annotation est prise en compte dans la se´mantique en divisant la re`gles (re f ) en deux re`gles
(re f1) et (re f2) pour plus de lisibilite´, les autres re`gles de la se´mantique sont inchange´es, aux annota-
tions pre`s. :
r` < Dom(H) e ⇓ v α ∈ L ∪ { f ree}
`t,α (x = ref` e) · P,H ,E →
t,r`
[r`/x]P,H ∪ {r` 7→ v},E
(re f1)
rt < Dom(H) e ⇓ v α ∈ L ∪ { f ree}
`t,α (x = refsel f ) · P,H ,E −−−→(t,rt) [rt/x]P,H ∪ {rt 7→ v},E
(re f2)
On peut maintenant de´finir la notion de droit d’acce`s. Intuitivement, dans un syste`me S , un thread
posse`de le droit d’acce`s a` une re´fe´rence s’il en est le proprie´taire ou s’il est actif pour la zone qui en
est le proprie´taire. Cela est formalise´ par la de´finition donne´e ci-dessous.
De´finition 23. Soit S un syste`me et t un nom de thread. On dit que t posse`de le droit d’acce`s pour o
dans S , pour o ∈ T ∪ L, ce que l’on note S B t : o, si et seulement si o = t ou o = ` et t est actif en
`. On dit que le programme P est compatible avec les droits d’acce`s si pour toute exe´cution S 0, S 1 . . .
de P on a
∀i ≥ 0.(S i −−−→(t,ro) S i+1) ⇒ (S i B t : o)
Cette notion de droit d’acce`s introduit un style de programmation qui est re´sume´ dans la figure 9.1.
Intuitivement, chaque thread dispose de sa propre me´moire locale accessible par lui seul quel que soit
sont e´tat de synchronisation. De la meˆme manie`re, chaque zone synchrone est associe´e a` une portion
de la me´moire uniquement accessible par les threads soumis a` son influence et dont l’exe´cution est
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ainsi se´quentialise´e. Intuitivement, a` tout moment, le droit d’acce`s a` une re´fe´rence est de´tenu par
au plus un thread et les droits d’acce`s de´tenus par un thread entre deux points de coope´ration sont
constants. Il est facile de ve´rifier que cette discipline de programmation assure qu’un programme est
atomique.
Proposition 4. Un programme compatible avec les droits d’acce`s est atomique.
A noter que, pour communiquer, des threads doivent ne´cessairement eˆtre soumis a` une meˆme
zone synchrone. Intuitivement, cette contrainte revient a` imposer, dans le cadre d’un syste`me pure-
ment pre´emptif, une synchronisation par verrou pour chaque acce`s a` une re´fe´rence partage´e comme
cela est fait dans [44]. 1 Une analogie inte´ressante existe entre le mode`le de programmation conside´re´
ici et la notion de processus. Dans les syste`mes UNIX, par exemple, un processus dispose d’un es-
pace me´moire prote´ge´. Au sein de chaque processus plusieurs threads pre´emptifs partagent l’espace
me´moire. Par analogie et graˆce a` la proprie´te´ d’atomicite´, chaque zone synchrone peut eˆtre vue comme
un processus au sein duquel des threads coope´ratifs partagent l’acce`s a` une me´moire commune. Nous
avons pre´fe´re´ ne pas trop mettre cette analogie en avant dans le travail pre´sente´ ici du fait que la
notion de processus fait appel a` une notion physique de protection de la me´moire. Plus pre´cise´ment,
un processus ne peut avoir connaissance de l’espace me´moire d’un autre processus. Dans le langage
conside´re´ ici, la possibilite´ pour les threads de passer d’une zone synchrone a` l’autre ne correspond
1On peut d’ailleurs noter a` ce propos que, dans l’imple´mentation des  , un scheduler est lui meˆme de´fini par
un verrou.
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pas tout a` fait a` ce cas de figure. Il nous semble cependant que l’analogie me´rite d’eˆtre souligne´e en
tant que me´thodologie de structuration des programmes. D’une certaine fac¸on, le langage permet de
combiner des modes de programmation en me´moire partage´e et par ”passage de messages” (envoi
d’un thread d’une zone synchrone a` l’autre). Une zone synchrone peut alors eˆtre vue comme le lieu
d’exe´cution de composants concurrents ne´cessitant un haut niveau de communication et de synchro-
nisation.
9.3 Analyse Statique
Dans la section pre´ce´dente, nous avons de´fini une proprie´te´ d’atomicite´ et une condition suffisante
sur les programmes qui garantit que cette proprie´te´ est ve´rifie´e. Dans cette section, on introduit un
syste`me de type tel que tout programme bien type´ ve´rifie cette condition. Ce syste`me de type repose
sur les notions de proprie´te´ et de droit d’acce`s de´finis pre´ce´demment. En particulier, le proprie´taire
d’une re´fe´rence est partiellement de´fini par une annotation qui raffine le type de celle-ci. Le type d’une
re´fe´rence est maintenant de la forme :
τ re fα ou` α ∈ L ∪ {sel f }
Intuitivement, une re´fe´rence de type τ re f` de´note une re´fe´rence associe´e a` la zone synchrone ` alors
qu’une re´fe´rence de type τ re fsel f de´note une re´fe´rence associe´ a` un thread quelconque. Ces informa-
tions (partielles) sur les proprie´taires des threads sont utilise´es par le syste`me de type pour garantir
qu’aucun thread n’acce`de a` une re´fe´rence sans posse´der le droit d’acce`s associe´. Cette ve´rification
repose sur deux points, selon que le proprie´taire est une zone synchrone ou un thread.
1. Si le proprie´taire d’une re´fe´rence est une zone synchrone, alors un thread ne peut y acce´der
qu’en e´tant soumis a` l’influence de cette zone. L’information de type associe´e a` cette re´fe´rence
est utilise´e pour forcer la synchronisation correspondante. On associe a` un thread une contrainte
de synchronisation, note´e E, telle que :
• E est none si l’exe´cution du thread peut se de´rouler inde´pendamment de son e´tat de synchro-
nisation
• E est access(`) si l’exe´cution du thread ne peut se de´rouler que sous l’influence de la zone
synchrone `.
Pour simplifier les notations, on se donne une relation d’ordre partielle sur les contraintes de
synchronisation, de´finie comme e´tant la plus petite relation ve´rifiant none < access(`) pour
tout `. Les contraintes de synchronisation utilise´es sont similaires aux effets utilise´es dans les
syste`mes de types et d’effets[64, 94].
2. Lorsqu’une re´fe´rence est cre´e par un thread, le type de celle-ci ne permet pas de de´terminer le
thread en question. Afin d’assurer qu’une telle re´fe´rence ne peut eˆtre manipule´e que par le thread
l’ayant cre´e´e, on interdit simplement a` ce dernier de la ”communiquer” a` un autre thread. En
particulier, les threads ne peuvent communiquer que par signaux ou en utilisant des re´fe´rences
associe´es a` des zones synchrones. Pour restreindre les communications, on introduit un pre´dicat
sur les types, le pre´dicat Public, de´fini de la manie`re suivante :
Public(1)
Public(τ)
Public(τ re f`)
Public(τ)
Public(τ sig)
Public(τ)
Public(τ list)
Il est facile de ve´rifier qu’une valeur de type τ, telle que Public(τ), ne ”contient” pas de re´fe´rence
dont le proprie´taire soit un thread.
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Exemple 18. Dans l’exemple suivant un thread de´fini par l’e´quation de A rec¸oit en parame`tre une
re´fe´rence x et met a` jour le contenu de celle-ci. Dans le programme deux copies de A sont lance´es en
paralle`le et rec¸oivent en parame`tre la meˆme re´fe´rence de´finie comme prive´e.
A(x) = (y = get x) · set x cons(∗, y)
(x = refsel f nil) · (thread A(x); A(x)
Le syste`me de type que nous introduisons par la suite rejettera un tel programme en de´tectant qu’une
re´fe´rence prive´e du thread initial est communique´e au nouveau thread. Pour qu’un tel partage soit
possible, le proprie´taire de la re´fe´rence devrait eˆtre une zone synchrone a` l’influence de laquelle les
deux threads seraient soumis lors de ces acce`s.
Avant d’introduire le syste`me de type, nous de´finissons plusieurs notations. Un environnement de
typage, note´ Γ, est une fonction partielle de Var vers T . On note x : τ l’environnement de typage Γ
tel que Γ(x) = τ et tel que Γ soit non de´fini partout ailleurs. On note Dom(Γ) le domaine de de´finition
de Γ. On note Γ, Γ′ la fonction de´finie par l’union point a` point de Γ et Γ′ ou` il est entendu que
Dom(Γ) ∩ Dom(Γ′) = ∅. Le syste`me de type est construit sur deux formes de jugements :
• des jugements de la forme Γ ` e : τ, lire ”le type de e sous l’environnement Γ est τ”. Ce type de
jugement permet de typer les expressions fonctionnelles du sous langage.
• des jugements de la forme Γ B P : E, lire ”la contrainte de synchronisation de P sous l’envi-
ronnement Γ est E”. Ce type de jugement permet de controˆler la conformite´ du comportement
d’un thread a` notre politique de droits d’acce`s.
Typage des expressions. Le jugement Γ ` e : τ est de´fini par :
Γ, x : τ ` x : τ Γ ` nil : τ list
Γ ` e1 : τ Γ ` e2 : τ list
Γ ` cons(e1, e2) : τ list
f : τ → τ Γ ` e : τ
Γ ` f (e) : τ
ou`, si e = e1, . . . , en et τ = τ1 × . . . × τn, la notation Γ ` e : τ repre´sente la liste de jugements
Γ ` e1 : τ1, . . . ,Γ ` en : τn.
Typage des programmes On utilisera la notation Γ, p : τ pour l’environnement de typage Γ, x1 :
τ1, . . . , xn : τn ou` x1, . . . , xn sont les variables de p et les types τ1, . . . , τn sont tels que Γ, x1 :
τ1, . . . , xn : τn ` p : τ. On rappelle qu’un programme est constitue´ d’un ensemble de noms de zone
synchrone, d’un thread et d’un ensemble d’e´quations de la forme A(x) = P. Pour chaque e´quation
A(x) = P, on suppose donne´s τ le type des parame`tres de A et E la contrainte de synchronisation as-
socie´e au membre droit de l’e´quation ; on note alors A : τ/E . Les re`gles de de´rivation des jugements
de la forme Γ B P : E sont donne´es ci-dessous et il est entendu que les noms de zones synchrones
utilise´s sont ceux associe´s au programme.
Le thread termine´ ne ne´cessite pas de synchronisation particulie`re.
Γ B 0 : none (T ERM)
La contrainte de synchronisation associe´e a` un appel est simplement celle donne´e par le type de
l’identificateur.
A : τ/E Γ ` e : τ
Γ B A(e) : E (CALL)
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La contrainte de synchronisation d’un filtrage doit eˆtre compatible avec (plus grande que) celles de
ses deux branches.
Γ ` e : τ Γ, p : τ B P1 : E1 Γ B P2 : E2 E1, E2 ≤ E3
Γ B [e D p] P1, P2 : E3
(MATCH)
La cre´ation d’une re´fe´rence associe´e a` un thread ne ne´cessite pas de synchronisation particulie`re.
Γ ` e : τ Γ, x : τ re fsel f ` P : E
Γ B (x = refsel f e) · P : E (REF1)
La cre´ation d’une re´fe´rence associe´e a` une zone synchrone ne´cessite une synchronisation avec celle-
ci. Le code sous la porte´e de la de´finition de cette nouvelle re´fe´rence doit donc eˆtre compatible avec
cette contrainte de synchronisation. De plus, une telle re´fe´rence e´tant partage´e, les valeurs porte´es par
celles-ci ne doivent pas permettre l’e´change de re´fe´rences prive´es (utilisation du pre´dicat Public).
Γ ` e : τ Public(τ) Γ, x : τ re f` B P : E E ≤ access(`)
Γ B (x = ref` e) · P : access(`) (REF2)
La manipulation d’une re´fe´rence associe´e a` un thread ne ne´cessite pas de synchronisation particulie`re
(re`gles (S ET1) et (GET1)). En revanche, la manipulation d’une re´fe´rence associe´e a` une zone syn-
chrone impose une synchronisation avec cette zone (re`gles (S ET2) et (GET2)).
Γ ` e1 : τ re fsel f Γ ` e2 : τ
Γ B set e1 e2 : none
(S ET1)
Γ ` e : τ re fsel f Γ, x : τ B P : E
Γ B (x = get e) · P : E (GET1)
Γ ` e1 : τ re f` Γ ` e2 : τ
Γ B set e1 e2 : access(`) (S ET2)
Γ ` e : τ re f` Γ, x : τ B P : E E ≤ access(`)
Γ B (x = get e) · P : access(`) (GET2)
La contrainte de synchronisation d’une se´quence doit eˆtre compatible avec celles de ses deux membres.
Γ B P1 : E1 Γ B P2 : E2 E1, E2 ≤ E3
Γ B P1; P2 : E3
(S EQ)
La cre´ation d’un nouveau signal ne´cessite une synchronisation avec une zone quelconque. Comme
dans le cas d’une re´fe´rence associe´e a` une zone synchrone, le pre´dicat Public doit eˆtre ve´rifie´ pour le
type des valeurs porte´es par le signal.
Γ, x : τ sig B P : E Public(τ) ` ∈ L E ≤ access(`)
Γ B (x = sig) · P : access(`) (S IG)
L’e´mission d’un signal ne´cessite une synchronisation avec une zone synchrone quelconque.
Γ ` e1 : τ sig Γ ` e2 : τ ` ∈ L
Γ B emit e1 e2 : access(`) (EMIT )
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Meˆme principe pour les cas de la lecture d’un signal dans l’instant et de la lecture des valeurs e´mises
a` l’instant pre´ce´dent.
Γ ` e : τ sig Γ, x : τ B P : E ` ∈ L E ≤ access(`)
Γ B (x = await e) · P : access(`) (AWAIT )
Γ ` e : τ sig Γ, x : τ list B P : E ` ∈ L E ≤ access(`)
Γ B (x = pre e) · P : access(`) (PRE)
L’exe´cution d’un bloc de pre´emption doit eˆtre synchronise´e avec une zone synchrone, compatible avec
l’exe´cution de ses deux branches.
Γ ` e : τ sig Γ B P1 : E1 Γ B P2 : E2 ` ∈ L E1, E2 ≤ access(`)
Γ B watch e P1, P2 : access(`) (WATCH)
La construction link le`ve (si elle existe) une contrainte de synchronisation associe´e a` une zone syn-
chrone donne´e.
Γ B P : E E ≤ access(`)
Γ B link ` P : none
(LINK)
Le meˆme principe s’applique pour la construction unlink pour laquelle la portion de code concerne´e
ne doit ne´cessiter aucune synchronisation particulie`re.
Γ B P : none
Γ B unlink P : none
(UNLINK)
Finalement, pour la cre´ation d’un nouveau thread, aucune synchronisation ne doit eˆtre requise (un
nouveau thread est, sauf demande explicite de sa part, libre par de´faut).
A : τ/none Public(τ) Γ ` e : τ
Γ B run A(e) : none (T HREAD)
L’ensemble des re`gles de typage est re´sume´ dans la figure 9.2. Pour conclure la pre´sentation de ce
syste`me de type, nous revenons sur certains exemples de programmes pre´sente´s plus toˆt.
Exemple. Conside´rons d’abord l’exemple 16. Dans cet exemple, les trois re´fe´rences conside´re´es sont
passe´es comme parame`tres a` des threads et doivent donc ve´rifier le pre´dicat Public a` cause de la re`gle
(T HREAD). Or ces trois re´fe´rences sont utilise´es sur les deux zones synchrones `1 et `2 ce qui est
impossible car les re`gles de typages associe´es a` la manipulation de ce type de re´fe´rences stipulent que
celles-ci devraient eˆtre associe´es aux deux zones. Il n’y a aucun moyen de typer ce programme quelque
soient les proprie´taires des re´fe´rences. Conside´rons maintenant l’exemple 18. Dans cet exemple, le
thread cre´e une re´fe´rence prive´e qu’il passe en parame`tre a` un nouveau thread. L’utilisation de la
re`gle (T HREAD) rend impossible le typage de ce programme.
On peut maintenant introduire la notion de programme bien type´ et notre re´sultat principal qui est
donne´ par le the´ore`me 2.
De´finition 24. Un programme est dit bien type´ si,
– BP : none, ou` P est le thread initial et ou` l’environnement de typage vide est simplement omis :
– si pour toute e´quation A(x) = P avec A : τ/E on a x : τ B P : E.
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The´ore`me 2. Un programme bien type´ ve´rifie la proprie´te´ d’atomicite´.
Pour conclure cette section, on peut noter l’existence d’autres approches dont on aurait pu s’ins-
pirer pour assurer la se´paration me´moire des composants d’un syste`me. La logique de se´paration
separation logic[88] permet de raisonner de manie`re inde´pendante sur des parties distinctes d’un
programme ; en particulier, cette approche peut eˆtre utilise´e dans le cadre de la concurrence[87]. L’ap-
proche suivie ici est diffe´rente, la logique de se´paration ”cloisonne” tre`s fortement l’espace me´moire
des composants ; dans notre approche, l’espace me´moire de chaque composant peut eˆtre modifie´ dy-
namiquement. On peut e´galement noter la possibilite´, dans les syste`mes de types et d’effets, de de´finir
localement une re´gion. Par exemple, lors de la cre´ation d’un thread, une de´claration de la forme
”local ρ in run A(e)”. pourrait forcer les re´fe´rences de la re´gion ρ a` eˆtre locales au nouveau thread. En
terme de modularite´, cette approche nous semble limite´e. Par exemple, dans notre approche, l’appel
de ”fonctions externes” peut e´galement ge´ne´rer des re´fe´rences locales au thread.
9.4 Correction
Dans cette section, on introduit un certain nombre de de´finitions et de re´sultats auxiliaires ne´cessaires
a` la preuve du the´ore`me de la section pre´ce´dente.pre´sente les de´tails techniques On commence par
e´tendre la notion de contexte de typage afin de typer les expressions non statiques. Le domaine de
de´finition d’un environnement de typage Γ est maintenant V ∪ Re f ∪ S ig et le syste`me de type des
expressions introduit dans la section pre´ce´dente est e´tendu par les re`gles suivantes :
r ∈ Re f , ` ∈ L
Γ, r` : τ ` r` : τ re f`
r ∈ Re f , t ∈ T
Γ, rt : τ ` rt : τ re fsel f
s ∈ S ig
Γ, s : τ ` s : τ sig
On proce`de ensuite en deux e´tapes correspondants aux deux types de contraintes du syste`me pre´sente´
dans la section pre´ce´dente (contraintes de synchronisation et pre´dicat Public).
Premie`rement, on prouve un lemme de subject reduction reposant sur l’extension des jugements
de typage aux syste`mes. En particulier, cette extension permet d’assurer la cohe´rence entre le typage
des threads et celui des valeurs associe´es aux re´fe´rences et aux signaux ; en particulier en ce qui
concerne le pre´dicat Public.
De´finition 25. Etant donne´ un environnement de typage Γ et un syste`me R,H ,E, on note ΓBR,H ,E,
si les conditions suivantes sont ve´rifie´es :
1. pour tout thread Pt de R, on a Γ B P : none.
2. Dom(Γ) = Dom(H) ∪ Dom(E).
3. pour tout ro ∈ Dom(H) si Γ = Γ′, ro : τ alors
• Γ ` H(ro) : τ,
• o ∈ L ⇒ Public(τ)
4. pour tout s ∈ Dom(E) si (Γ = Γ′, s : τ) alors
• pour tout ` et pour tout v ∈ Ec(s, `) on a Γ ` v : τ,
• pour tout ` on a Γ ` Ep(s, `) : τ list,
• Public(τ) est ve´rifie´
Lemme 2. Si Γ B R,H ,E et R,H ,E →
M
R′,H ′,E′ alors il existe Γ′ tel que Γ ⊆ Γ′ et Γ′ B R′,H ′,E′.
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Γ B 0 : none (T ERM)
A : τ/E Γ ` e : τ
Γ B A(e) : E (CALL)
Γ ` e : τ Γ, p : τ B P1 : E1 Γ B P2 : E2 E1, E2 ≤ E3
Γ B [e D p] P1, P2 : E3
(MATCH)
Γ ` e : τ Γ, x : τ re fsel f ` P : E
Γ B (x = refsel f e) · P : E (REF1)
Γ ` e : τ Public(τ) Γ, x : τ re f` B P : E E ≤ access(`)
Γ B (x = ref` e) · P : access(`) (REF2)
Γ ` e1 : τ re fsel f Γ ` e2 : τ
Γ B set e1 e2 : none
(S ET1)
Γ ` e : τ re fsel f Γ, x : τ B P : E
Γ B (x = get e) · P : E (GET1)
Γ ` e1 : τ re f` Γ ` e2 : τ
Γ B set e1 e2 : access(`) (S ET2)
Γ ` e : τ re f` Γ, x : τ B P : E E ≤ access(`)
Γ B (x = get e) · P : access(`) (GET2)
Γ B P1 : E1 Γ B P2 : E2 E1, E2 ≤ E3
Γ B P1; P2 : E3
(S EQ)
Γ, x : τ sig B P : E Public(τ) ` ∈ L E ≤ access(`)
Γ B (x = sig) · P : access(`) (S IG)
Γ ` e1 : τ sig Γ ` e2 : τ ` ∈ L
Γ B emit e1 e2 : access(`) (EMIT )
.
Γ ` e : τ sig Γ, x : τ B P : E ` ∈ L E ≤ access(`)
Γ B (x = await e) · P : access(`) (AWAIT )
Γ ` e : τ sig Γ, x : τ list B P : E ` ∈ L E ≤ access(`)
Γ B (x = pre e) · P : access(`) (PRE)
Γ ` e : τ sig Γ B P1 : E1 Γ B P2 : E2 ` ∈ L E1, E2 ≤ access(`)
Γ B watch e P1, P2 : access(`) (WATCH)
Γ B P : E E ≤ access(`)
Γ B link ` P : none
(LINK) Γ B P : none
Γ B unlink P : none
(UNLINK)
A : τ/none Public(τ) Γ ` e : τ
Γ B run A(e) : none (T HREAD)
F. 9.2 – Re`gles de typage
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Deuxie`mement, en se basant sur le premier lemme, on prouve que l’ensemble des re´fe´rences, dont
le type est de la forme τ re fsel f , accessibles par un thread lors de son exe´cution sont des re´fe´rences
cre´es par ce thread. En particulier, ce thread est le seul a` acce´der a` ces re´fe´rences. Intuitivement, pour
cela, on introduit la notion de re´seau bien forme´ qui capture une proprie´te´ du graphe des re´fe´rences
accessibles par un thread. Pour o ∈ T ∪ L, on note Re fo les re´fe´rences de la forme ro.
De´finition 26. Un re´seau R,H ,E est bien forme´ si pour tout Pt de R on a
1. acc(P) ⊆ Re ft,
2. Pour tout rt ∈ Dom(H), acc(H(rt)) ⊆ Re ft
ou` acc(P) (resp. acc(e)) est l’ensemble des re´fe´rences apparaissant dans les expressions de P (resp.
dans e).
Lemme 3. Soient R,H ,E un syste`me bien forme´ et Γ un environnement tel que Γ B R,H ,E. Si
R,H ,E → R′,H ′,E′ alors R′,H ′,E′ est bien forme´.
Dans le chapitre suivant nous prouverons les re´sultats auxiliaires introduits dans cette section.
Nous verrons e´galement que le the´ore`me de la section pre´ce´dente se de´duit facilement de ces re´sultats.
Chapitre 10
Preuves
Avant de pre´senter les preuves du chapitre pre´ce´dent, on introduit trois re´sultats auxiliaires. La
preuve du lemme 4 (resp 5) est une simple induction sur le programme (resp. le contexte).
Lemme 4. Si Γ, x1 : τ1, . . . , xn : τnBP : E et si Γ ` ei : τi pour 1 ≤ i ≤ n alors ΓBP[e1/x1, . . . , en/xn] :
E.
Lemme 5. Si Γ B E[P] : E1 alors il existe E0 tel que Γ B P : E0. De plus, si Γ B P′ : E′0 et E′0 ≤ E0
alors il existe E′1 tel que E
′
1 ≤ E1 et Γ BC[P] : E′1.
Lemme 6. Si Γ B E[P] : none et E  α alors soit Γ B P : none soit α = ` et Γ B P : access(`).
La preuve du lemme 6 est par induction sur la taille du contexte E. Il est imme´diate que si ΓBE[P] :
E0 alors il existe E1 tel que Γ B P : E1. Supposons, que E  ` pour ` donne´. Par de´finition, E =
E′[link ` E′′] ou` la construction de E′′ ne repose ni sur la construction link ni sur la construction
unlink. On a donc Γ B link ` E′′[P] : none et, par la re`gle (LINK), Γ B E′′[P] : E0 avec E0 ≤
access(`). Par construction de E′′, il est imme´diat que si Γ B P : E1 alors E1 ≤ E0. Si E  f ree, le
raisonnement est similaire.
10.1 Preuve de la proposition 4
Soit S 0 = (R0,H0,E0), S 1 = (R1,H1,E1), . . . une exe´cution de P. On de´finit la suite de fonctions
δ0, δ1, . . . par δi(t) = {(r, o) ∈ Dom(Hi) | S i B t : o}. On ve´rifie d’abord que pour tout i ≥ 0, δi est
une fonction de se´paration de Ri,Hi,Ei. Pour cela, il suffit de ve´rifier que (t , t′) ⇒ (S B t : α ⇒
¬(S B t′ : α)) ; ce qui est imme´diat. Pour tout i ≥ 0, on a donc δi(t)∩ δi(t′) = ∅ de`s que t , t′. De plus,
si S i →
t,ro
S i+1, on a S i B t : o par hypothe`se et donc ro ∈ δi(t) par de´finition de δi. Il reste finalement a`
ve´rifier que pour tout i ≥ 0, δi(t) = δi+1(t) ∩ Dom(Hi) de`s que t est actif en ` pour S i et S i+1. On note
simplement que si S −−−→
(t,ro)
S ′ et si t est actif en ` pour S et S ′ alors ∀α.(S B t : α⇔ S ′ B t : α).
10.2 Preuve du lemme 2
De´monstration. Supposons que ΓBR,H ,E et R,H ,E −→
M
R′,H ′,E′. On prouve qu’il existe Γ′ tel que
Γ ⊆ Γ′ et Γ′ B R′,H ′,E′. On note (1),(2),(3) et (4) (resp.(1′),(2′),(3′) et (4′)) les conditions associe´es
a` Γ B R,H ,E (resp. Γ B R′,H ′,E). La preuve est par cas sur la re`gle utilise´e pour la re´duction.
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– Supposons que la re´duction soit une instance de la re`gle (context1), i.e. R ≡ 〈E[P]t ·T,T ′〉` | R1,
R′ ≡ 〈E[P′]t · T,T 〉′
`
| R1 et `t,` P,H ,E −→
M
P′,H ′,E′ pour t et ` donne´s. Par le lemme 5, pour
prouver (1′), il suffit de prouver que si ΓB P : E0 alors il existe E′0 tel que E′0 ≤ E0 Γ′ B P′ : E′0.
On proce`de par cas sur la re`gle utilise´e pour la re´duction `t,` P,H ,E −→
M
P′,H ′,E′.
– Pour les re`gles (call), (match1), (match2), (seq) (watch),(link),(unlink),(get), (await) et (pre)
on a H ′ = H et E′ = E. En particulier, pour Γ′ = Γ, (2′), (3′) et (4′) sont ve´rifie´es et on
prouve (1′).
– Supposons que la re´duction est une instance de la re`gle (call), i.e. P = A(e) et P′ = P′′[v/x]
avec A(x) = P′′ et e ⇓ v. Si Γ B P : E0 alors, par la re`gle (CALL) et par de´finition, on a
Γ, x : τ B P′′ : E0 et Γ ` e : τ pour τ fixe´s. Par hypothe`se sur le typage des expressions et
par le lemme 4, il vient Γ B P′ : E0.
– Supposons que la re´duction est une instance de la re`gle (match1), i.e P = [e D p] P1, P2
et P′ = P1σ avec e ⇓ v et σ = match(v, p). Si Γ B P : E0 alors, par la re`gle (MATCH),
on a Γ, p : τ B P1 : E1, Γ ` e : τ et E1 ≤ E0. On a Γ, x1 : τ1, . . . , xn : τn B P1 : E1 et
Γ ` σxi : τi pour i = 1, . . . , n avec x1, . . . , xn et τ1, . . . , τn fixe´s. Par hypothe`se sur le typage
des expressions et par le lemme 4, il vient Γ B P′ : E1. Le cas (match2) est similaire.
– Supposons que la re´duction est une instance de la re`gle (seq), i.e. P = 0; P′′ et P′ = P′′. Si
Γ B P : E0 alors, par la re`gle (S EQ), on a Γ B P′ : E1 et E1 ≤ E0.
– Si la re´duction est une instance de l’une des re`gles (watch), (link) et (unlink) alors le
re´sultat est imme´diat puisque Γ B 0 : none et none ≤ E0 par de´finition de ≤.
– Supposons que la re´duction est une instance de la re`gle (get), i.e. P = (x = get e) · P′′ et
P′ = P′′[v/x] avec e ⇓ ro et H(ro) = v. Si Γ B P : E0 et E0 = access(`) alors, par la re`gle
(GET2), on a Γ, x : τ B P′′ : E1 et Γ ` e : τ re f` avec E1 ≤ E0 pour τ fixe´. Par hypothe`se
sur le typage des expressions on a Γ ` ro : τ re f` et par l’hypothe`se (3) on a Γ ` v : τ. Par
le lemme 4 il vient ΓBP′ : E1. Le cas E0 = none est similaire en utilisant la re`gle (GET1).
– Les cas (await) et (pre) sont similaires en utilisant les re`gles (AWAIT ), (PRE) et l’hy-
pothe`se (4).
– Supposons que la re´duction est une instance de (re f2), i.e. P = (x = ref` e) · P′′, P′ =
P′′[r`/x] et H ′ = H ∪ {r` = v} ou` e ⇓ v. Si Γ B P : E0 alors par la re`gle (REF2) on a
E0 = access(`), Γ, x : τ re f` B P′′ : E1 et Γ ` e : τ avec Public(τ) et E1 ≤ access(`). On
prend Γ′ = Γ, r` : τ. Puisque E′ = E, il suffit de montrer (1′), (2′) et (3′). Par le lemme 4 on a
Γ′ ` P′ : E1 ((1’) est ve´rifie´e). Par l’hypothe`se (2) et par de´finition de Γ′, on a bien (2′), i.e.
Dom(Γ′) = Dom(H ′) ∪ Dom(E′). Par (3) et par hypothe`se sur le typage des expressions on
a bien (3′), i.e. Γ ` v : τ et Public(τ). Si la re´duction est une instance de (re f1), la preuve est
similaire.
– Supposons que la re´duction est une instance de la re`gle (set), i.e. P = set e1 e2, P′ = 0
et H ′ = H[ro := v] avec e1 ⇓ ro et e2 ⇓ v. On prend Γ′ = Γ et donc (2′) est ve´rifie´e. Si
Γ B P : E0 et E0 = access(`) alors, par la re`gle (S ET2), on a Γ ` e1 : τ re f` et Γ ` e2 : τ et
on en de´duit que o = `. Par de´finition, Γ B P′ : none ((1’) est ve´rifie´e) et par hypothe`se sur
le typage des expressions, on a Γ ` v : τ et Public(τ) est ve´rifie´e par (3) (3’) est ve´rifie´e. La
condition (4′) est imme´diate. Le cas o = t et E = none est similaire.
– Les cas (sig) et (emit) sont similaires aux cas (re f2) et (set2) en utilisant respectivement les
re`gles (S IG) et (EMIT ) et l’hypothe`se (4).
– Supposons que la re´duction soit une instance d’une des re`gles (thread1) et (thread2). Puisque
ni H ni E ne sont modifie´s, il suffit de ve´rifier (1’) en prenant Γ′ = Γ. En particulier, il suffit
de ve´rifier que Γ B E[0] : none et Γ B A(e) : none. Puisque Γ B E[run A(e)] : none alors, par
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un raisonnement identique au cas call et par la re`gle (T HREAD), on a Γ B A(e) : none. Par
de´finition, on a Γ B 0 : none et donc Γ B E[0] : none.
– Dans le cas de la fin d’instant (2′) et (3′) sont imme´diate.Pour la condition (1′), on note sim-
plement que si Γ B watch e P1 P2 : E alors, par la re`gle (WATCH), on a Γ B P2 : E2 avec
E2 ≤ E ; on conclut par le lemme 5. La condition (3’) est e´videment ve´rifie´e puisque pour tout
s ∈ Dom(E′) = Dom(E) on E′c(s) = ∅ et E′p(s) = [v1; . . . ; vn] avec vi ∈ Ec(s), et donc Γ ` vi : τ
par (3), pour i = 1, . . . , n.
– Si la re´duction est une instance de l’une des re`gles (cooperate), (in), (out) et (move), le re´sultat
est imme´diat puisque ces re`gles ne modifient pas le type des threads et que H ′ = H et E′ = E.
¤
10.3 Preuve du lemme 3
Soit Γ un environnement de typage et R,H ,E un syste`me tels que Γ B R,H ,E et R,H ,E bien
forme´. On prouve que si R,H ,E −→
M
R′,H ′,E′ alors R′,H ′,E′ est bien forme´. La preuve est par cas
sur la re`gle utilise´e pour la re´duction.
– Supposons que la re´duction est une instance de la re`gle (context1), i.e. R ≡ 〈E[P]t · T,T ′〉` | R1,
R′ ≡ 〈E[P′]t · T,T ′〉` | R1 et `t,` P,H ,E −→
M
P′,H ′,E′. De manie`re e´vidente, pour tout thread
diffe´rent de t, acc est inchange´e. Il suffit donc de ve´rifier que acc(P′) ⊆ Re ft et que pour tout
thread t′ de R et pour tout rt′ ∈ Dom(H), on a acc(H(rt′)) ⊆ Re ft′ . La preuve est par cas sur la
re`gle utilise´e pour la re´duction `t,` P,H ,E −→
M
P′,H ′,E′.
– Pour les re`gles (call), (match1), (match2), (seq), (watch), (link), (unlink), (get), (sig), (await)
et (pre) la seconde condition est ve´rifie´e puisque H ′ = H ; il suffit donc de ve´rifier que
acc(P′) ⊆ Re ft.
– Supposons que la re´duction est une instance de la re`gle (call), i.e. P = A(e), P′ = P′′[v/x]
et A(x) = P′′. Par construction et par hypothe`se sur l’e´valuation des expressions on a
acc(P′) ⊆ acc(v) ⊆ acc(e). Or acc(e) ⊆ acc(P) ⊆ Re ft par hypothe`se.
– De la meˆme manie`re, si la re´duction est une instance de l’une des re`gles (match1), (match2)
(seq), (watch), (link), (unlink), on note simplement que acc(P′) ⊆ acc(P) ⊆ Re ft par
hypothe`se.
– Supposons que la re´duction est une instance de la re`gle (get), i.e. P = (x = get e) · P′′ et
P′ = P′′[v/x] avec e ⇓ ro et H(ro) = v. Par hypothe`se, acc(P) ⊆ Re ft et il suffit de ve´rifier
que acc(v) ⊆ Re ft. Soit o = t (o = t′ avec t′ , t n’est pas possible puisque ro ∈ acc(P)) et
la condition est ve´rifie´e, soit o ∈ L. Si o = ` pour ` ∈ L alors, en particulier, Γ ` H(ro) : τ
pour un certain τ tel que Public(τ), i.e. acc(v) = ∅.
– Si la re´duction est une instance de l’une des re`gles (await) et (pre) alors le raisonnement
est similaire au cas (get) avec o ∈ L.
– Supposons que la re´duction est une instance de la re`gle (re f1), i.e P = (x = re fsel f e) · P′′,
P′ = P′′[rt/x] et H ′ = H ∪ {rt 7→ v} avec e ⇓ v. La premie`re condition est bien ve´rifie´e
puisque, par hypothe`se et en notant que rt ∈ Re ft, on a bien acc(P′) ⊆ Re ft. Pour ve´rifier la
seconde condition, par hypothe`se, il suffit de ve´rifier que acc(v) ⊆ Re ft puisque H et H ′ ne
diffe`re que pour rt. Or par hypothe`se, on a acc(v) ⊆ acc(e) ⊆ acc(P) ⊆ Re ft.
– Si la re´duction est une instance de la re`gle (re f2), i.e P = (x = re f` e) · P′′, P′ = P′′[r`/x] et
H ′ = H ∪ {r` 7→ v} avec e ⇓ v. Le re´sultat est imme´diat puisque r` < acc(P) et H et H ′ ne
diffe`re sur aucune re´fe´rence associe´e a` un thread.
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– Si la re´duction est une instance de (set), i.e. P = set e1 e2 et P′ = 0 avec e1 ⇓ ro et e2 ⇓ v.
La premie`re condition est e´videment ve´rifie´e puisque acc(0) = ∅. Pour la seconde condition,
on distingue deux cas selon que o = t ou o = ` pour ` ∈ Loc. Si o = t alors, par hypothe`se,
acc(v) ⊆ acc(e) ⊆ acc(P) ⊆ Re ft ; or H et H ′ ne diffe`rent que pour ro. Si o = ` alors
le re´sultat est imme´diat, par hypothe`se, puisque H et H ′ ne diffe`rent sur aucune re´fe´rence
associe´e a` un thread.
– Si la re´duction est une instance de la re`gle (context2), le raisonnement est similaire au cas
(context1).
– Si la re´duction est une instance de la re`gle (thread2) (le cas thread1 est similaire), i.e R ≡
E[run A(e)]t | R1 et R′ ≡ E[0]t | P[v/x]t′ | R1 avec A(x) = P et e ⇓ v. La seconde condition est
e´videmment ve´rifie´e, par hypothe`se, puisque H ′ = H . Pour la premie`re condition, il suffit de
ve´rifier que acc(E[0]) ⊆ Re ft et acc(P[v/x]) ⊆ Re ft′ . Pour acc(E[0]), le re´sultat est imme´diat
par hypothe`se. On sait que Γ ` e : τ et Public(τ). En particulier, par hypothe`se sur l’e´valuation
des expressions, acc(P[v/x]) ⊆ acc(e) = ∅.
– Si la re´duction est une instance de la re`gle (eoi). La seconde condition est e´videmment ve´rifie´e,
par hypothe`se, puisque H ′ = H . Pour la premie`re condition, il suffit de ve´rifier que pour tout
P, E0 et `0 on a acc(LPME0,`0) ⊆ acc(P). La preuve est par induction structurelle sur P.
– Si la re´duction est une instance de l’une des re`gles (cooperate), (in),(out), et (move) alors il est
imme´diat que les deux conditions sont ve´rifie´es par hypothe`se.
10.4 Preuve du the´ore`me 2
Soit P un programme bien type´ et R0,H∅,E∅, avec R0 = 〈∅, ∅〉`n | . . . | 〈∅, ∅〉`n | Pt0 , le syste`me
initial associe´. Par de´finition d’un programme bien type´ et en notant que acc(P) = ∅ et Dom(H∅) = ∅,
on a BR0,H∅,E∅ et R0,H∅,E∅ est bien forme´. On montre que le programme est compatible avec les
droits d’acce´s. Soit S 0, S 1, . . . une exe´cution du programme et soit i ≥ 0. Supposons que S i −−−→(t,ro)
S i+1.
Par induction sur la longueur de la de´rivation S 0, S 1, . . . , S i, d’apre`s les lemmes 2 et 3, il est imme´diat
que S i est bien forme´ et qu’il existe Γ tel que Γ B S i. On doit montrer que soit o = t, soit o = ` pour
` ∈ Loc et t est actif en `. La preuve est par cas sur la re`gle utilise´e pour la re´duction. En particulier,
il est suffisant de montrer le re´sultat pour les re´ductions de la forme S i −→
M
S i+1 telles que M , ∅.
On peut donc supposer que la re´duction est une instance de la re`gle (context1) (le cas (context2) est
similaire). En particulier, S i = Ri,Hi,Ei et S i+1 = Ri+1,Hi+1,Ei+1 ou` Ri ≡ 〈E[P]t · T,T ′〉` | R′1 et
Ri+1 ≡ 〈E[P′]t · T,T ′〉` | R′1 avec `t,` P,H ,E −−−→(t,ro) P
′,H ′,E′, on proce`de par cas sur la re`gle utilise´e
pour la re´duction.
– Supposons que la re`gle est une instance de la re`gle (get), i.e. P = (x = get e) · P′′ et P′ =
P′′[v/x] ou` e ⇓ ro et v = H(ro). Par de´finition de la se´mantique, on a E[P]  ` et donc
Γ B P : E avec E ≤ access(`) par le lemme 7. En particulier, soit o = ` (re`gle (GET2)) soit
o est un nom de thread (re`gle (GET2)). Si o est un nom de thread alors o = t puisque, par
hypothe`se, {ro} ⊆ acc(e) ⊆ acc(E[P]) ⊆ Re ft.
– Si la re`gle utilise´e est une instance d’une des re`gles (re f1), (re f2) et (set), le raisonnement est
similaire.
Chapitre 11
Conclusion
Dans ce manuscript, nous nous sommes inte´resse´ a` deux proprie´te´s des langages de programma-
tion de la famille des langages re´actifs. De manie`re ge´ne´rale, la ve´rification de ces deux proprie´te´s,
essentielles aux langages conside´re´s, e´tait jusqu’ici de la responsabilite´ du programmeur. A travers
une analyse de la se´mantique des mode`les de programmation sous-jacents, nous avons propose´ des
de´finitions formelles de ces proprie´te´s et des outils d’analyse statique qui permettent de garantir que
celles-ci sont ve´rifie´es par les programmes.
Dans la premie`re partie de ce document, nous avons e´tudie´ la question de la re´activite´ des pro-
grammes pour un sous-ensemble du pi-calcul synchrone. Plus pre´cise´ment, nous avons propose´ une
proprie´te´, la re´activite´ efficace, qui assure que, a` chaque instant, la taille du programme et le nombre
d’e´tapes de calcul sont polynoˆmiales en la taille initiale du programme et en la taille des entre´es du
syste`me. Nous avons e´galement propose´ une analyse statique qui garantit qu’un programme est re´actif
efficace. Cette analyse statique repose sur la ge´ne´ration de contraintes permettant, lorsque celles-ci
sont interpre´te´es dans une structure adapte´e, de prouver la terminaison des instants et de controˆler la
taille du syste`me. En particulier, cette analyse repose sur des techniques emprunte´es aux syste`mes de
re´e´criture (preuves de terminaison) et sur une adaptation des quasi-interpre´tations a` notre mode`le (en
particulier par la mise en oeuvre d’une orientation des flots de donne´es).
Les re´sultats pre´sente´s ici concernent un sous-ensemble du pi-calcul synchrone ; la cre´ation dyna-
mique de threads est interdite et le nombre de lectures pouvant eˆtre re´alise´es par un thread au cours
d’un meˆme cycle est limite´. Par la suite, nous espe´rons de´passer ces deux restrictions. D’une part,
dans le cadre des contraintes portant sur la taille du syste`me, nous pourrions envisager de conside´rer
une interpre´tation additive de la composition paralle`le. Par exemple, si un appel a` A peut ge´ne´rer deux
appels a` B, A devrait controˆler la somme des deux appels et non pas controˆler individuellement chaque
appel comme cela et le cas actuellement. D’autre part, il nous semble maintenant que l’inte´reˆt de la
condition read-once est purement technique ; celle-ci permet uniquement de simplifier les raisonne-
ments. Nous essaierons donc par la suite d’adapter les re´sultats de manie`re a` ce que nous puissions
nous passer de cette restriction.
En partant de ces ame´liorations, nous espe´rons pouvoir re´aliser une implantation expe´rimentale du
mode`le de calcul et de l’analyse statique correspondante. La synthe`se des types, et en particulier des
re´gions associe´es au signaux ne semble pas poser de proble`me. La difficulte´ principale re´side dans la
synthe`se des quasi-interpre´tations. De ce point de vue, on peut noter que les contraintes ge´ne´re´es par
notre analyse statique sont similaires a` celles conside´re´s dans le cadre des langages fonctionnels du
premier ordre. En particulier, il sera donc possible d’utiliser les outils de´veloppe´s dans ce cadre ; l’uti-
lisation des quasi-interpre´tations multi-line´aires sur l’alge`bre max-plus repre´senterait une premie`re
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e´tape inte´ressante permettant de conside´rer des syste`mes non-size-increasing.
Une autre piste de recherche inte´ressante pour la suite de ce travail concerne le proble`me de la
caracte´risation de l’expressivite´ de l’analyse statique propose´e. De ce point, les fonctions continues
sur les flots calcule´es par les re´seaux de Kahn[66] constituent un bon point de de´part. Quelles fonctions
continues sont calculables par les programmes re´actifs efficaces du pi-calcul synchrone. Par exemple,
la fonction qui a` chaque instant e´met sur un signal la liste des valeurs e´mises sur un autre signal depuis
le de´but du calcul est clairement continue mais n’est pas expressible par un programme re´actif efficace
(ce calcul suppose une me´moire non borne´e). Pour cette e´tude, il sera inte´ressant de conside´rer un sous
ensemble de´terministe du pi-calcul synchrone.
Dans la seconde partie de ce document, nous avons pre´sente´ le langage  qui nous a permis de
mieux e´tudier l’utilisation du style de programmation introduit par les  , i.e. le me´lange
des styles coope´ratif et pre´emptif, dans le cadre des architectures modernes a` base de plusieurs unite´s
de calcul concurrentes. Comme nous l’avons vu, ce mode`le de programmation cherche a` de´passer
les limitations d’une approche purement coope´rative en plongeant celle-ci dans un sur-ensemble per-
mettant de be´ne´ficier de certains des avantages d’une programmation base´e sur un ordonnancement
pre´emptif. Nous avons vu que la librairie des   ne parvient pas totalement a` atteindre ce
but ; en particulier, l’atomicite´ de l’exe´cution du code place´ entre deux points de coope´ration d’une
thread n’est pas garantie. Par rapport aux travaux existants nous avons apporte´ : (1) la de´finition d’une
se´mantique formelle de ce style de programmation dans le cadre d’un langage du premier ordre, (2)
la de´finition d’une discipline de programmation permettant d’atteindre le but mentionne´ ci-dessus et
une analyse statique permettant de garantir le respect de cette dernie`re.
Par la suite, nous envisageons d’approfondir l’e´tude du paradigme de programmation propose´ par
. Certaines expe´rimentations nous conduisent a` penser qu’il serait inte´ressant de se´parer l’aspect
synchronisation (partage des instants et de la visibilite´ des signaux) de l’aspect partage de la me´moire.
Nous envisageons de distinguer au sein de chaque zone synchrone plusieurs zones me´moires, par-
tage´es par des groupes distincts de threads. De cette manie`re, il serait possible pour des threads de se
synchroniser, i.e. de partager les instants et de communiquer par signaux value´s, tout en be´ne´ficiant
d’une exe´cution paralle`le (actuellement, un thread ne peut be´ne´ficier de ces deux possibilite´s simul-
tane´ment). Un tel mode`le pourrait eˆtre vu comme une construction sur trois niveaux correspondants a`
diffe´rentes utilisations de l’architecture : (1) les threads libres : utilisation de plusieurs cores, (2) les
zones synchrones : utilisation de plusieurs cores synchronise´s et (3) les threads partageant la me´moire :
se´quentialisation de l’exe´cution. On peut noter ici que le nouveau niveau envisage´ (le niveau 2) cor-
respond au mode`le de programmation propose´ par le S pi-calcul. Il nous semble e´galement qu’il serait
inte´ressant de conside´rer ce mode`le de programmation inde´pendamment de l’aspect controˆle des res-
sources. Pour cela nous envisageons de re´aliser une imple´mentation du futur langage au dessus d’un
langage tel qu’O C afin de proposer une alternative aux threads utilise´s dans ce dernier.
Dans cette nouvelle version du langage, nous essaierons e´galement de conside´rer la possibilite´ de
cre´er dynamiquement de nouvelles zones synchrones.
Pour conclure, nous pouvons noter la re´alisation, par F. Boussinot, d’un langage expe´rimental,
appele´   [1], base´ sur les de´veloppements de ce manuscript. Le choix d’un noyau fonctionnel
du premier ordre pour le langage  de´coule de la volonte´ de combiner, au moins partiellement, les
me´thodes de´veloppe´es ici au sein de ce langage. Le langage   est tre`s proche du langage  et
permet, en particulier, la programmation d’architectures multi-cores. Cette imple´mentation comporte
un algorithme d’infe´rence (non encore formalise´) pour un syste`me de types proche de celui de .
Les re´sultats de la partie I, portant sur le pi-calcul synchrone, sont e´galement utilise´s en partie dans
 . L’analyse statique mise en oeuvre, qui ne repose pas sur les quasi-interpre´tations, assure
une proprie´te´ plus faible que celle propose´e pour le pi-calcul synchrone. En particulier, les bornes
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sur la taille du syste`me et sur les temps de re´action existent mais ne sont pas mises en e´vidence par
celle-ci. Cette restriction permet toutefois de garantir : (1) que les re´actions terminent toujours et
(2) l’absence de fuite me´moire. Malgre`s ces restrictions, l’expressivite´ du langage reste raisonnable
comme le montrent les exemples propose´s[1].
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