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Introduzione 
 
5HFHQWHPHQWHOHVWLPHVXOO¶RXWSXWJDSVRQRVWDWHVRJJHWWHDGXQURYHQWHGLEDWWLWR
WUDLSLLOOXVWULPDFURHFRQRPLVWL0HQWUHDOFXQLKDQQRPHVVRLQGXEELRO¶XWLOLWj
GLWDOLVWLPHSHUL³SROLF\PDNHUV´ (sostenendo che queste ultime sono piuttosto 
inaffidabili nel periodo contingente, vedi Orphanides e Van Norden (2002)), altri 
invece  hanno  contestato  il  modo  in  cui  queste  stime  solitamente  vengono 
ottenute.  Sebbene  la  definizione  teorica  GHOO¶RXWSXW JDS ULVXOWL FKLDUD è  la 
GHYLD]LRQHGHOO¶RXWSXWHIIHWWLYRGD quello potenziale (che è quel livello di attività 
economica che non esercita pressione inflazionistica o deflazionistica), il fatto 
FKHLOOLYHOORGHOO¶RXWSXWSRWHQ]LDOHQRQVLDRVVHUYDELOHQHOla realtà implica la 
difficoltà QHOO¶RWWHQHUHO¶RXWSXWJDSQHOla pratica.  
Il metodo standard utilizzato per aggirare la non osservabilità del livello naturale 
GHOO¶RXWSXWJDSqsempre stato quello di suggerire GHOOH³SUR[LHV´GHOO¶RXWSXWJDS
come  mostra  il  reddito  da  lavoro,  la  detrendizzazione  o  il  PIL  filtrato  con  il 
metodo di Hodrick-Prescott. Tuttavia, come è stato presentato QHL³SDSHUV´ da 
*DOu H *HUWOHU  H 5XGG H :KHODQ  O¶XWLOL]]R GL TXHVWH
approssimazioni è ancora dibattuto dato che spesso mancano i fondamenti teorici. 
Per ovviare a queste preoccupazioni, questa tesi VWLPDO¶RXWSXWJDSFRPELQDQGR
due  filoni  della  letteratura  esistente:  il  modello  a  componenti  inosservate  per 
O¶RXWSXW G¶RUDLQSRLGHQRPLQDWRPRGHOOR8&, come pietra miliare, combinato 
con  un  modello  Neo  Keynesiano  DSGE  (modello  stocastico  di  equilibrio 
HFRQRPLFRJHQHUDOH4XHVW¶XOWLPRYLHQHLQVHULWRSHUFRQVHQWLUHO¶DJJLXQWDGLSL
YDULDELOLLQSDUWLFRODUHLOWDVVRG¶LQIOD]LRQHLQPDQLHUDFRQVLVWHQWHSHUSRUWDUHOD
stima delO¶RXWSXW gap più in linea con la definizione teorica. Sfruttando inoltre le 
conclusioni di Del Negro e Schorfheide (2004, essi mostrano che le restrizioni 
delle cross-equazioni implicite nel modello DSGE sono utili ai fini previsivi), la 
struttura aggiuntiva imposta dal modello può anche aiutare a migliorare le reali 
proprietà delO¶RXWSXW gap stimato. 6 
 
Avendo  inserito  al  modello  UC  univariato  il  tasso  di  inflazione  per  stimare 
O¶RXWSXWJDSTXHVWDWHVL si collega fortemente ai precedenti contributi di Kuttner 
(1994), Gerlach e Smets (1999), costoro aggiunsero al modello standard UC per 
O¶RXWSXW gap  la  curva  di  Phillips  retrospettiva  (cioè  vennero  inseriti  dei  lag 
temporali SHULOWDVVRG¶LQIOD]LRQH) e a Basistha e Nelson (2007), che inserirono 
le basi microeconomiche e la curva di Phillips ³IRUZDUG-ORRNLQJ´FRQO¶DJJLXQWD
GHOOH DVSHWWDWLYH VXOO¶LQIOD]LRQH  al  modello  UC.  Ciò  nonostante  nessuno  dei 
lavori VRSUDFLWDWLKDLQFOXVRO¶HTXD]LRQHGLQDPLFD1HR.H\QHVLDQD,6QHOO¶DQDOLVL
WXWWLVSHFLILFDQRXQSURFHVVRDXWRUHJUHVVLYRULWDUGDWRSHUO¶RXWSXWJDS e non 
hanno considerato le aspettative razionali. 
Prendendo gli sviluppi iniziati da Kuttner e da altri più avanti, questo lavoro, 
aggiunge, allora, al modello base UC un intero modello Neo Keynesiano. In tal 
modo, questo approccio utilizza le restrizioni cross-equazione e le aspettative 
razionali implicite nel modello considerato.  
Il  metodo  che  utilizziamo  per  stimare  il  modello  è  quello  bayesiano;  tale 
DSSURFFLRSHUPHWWHGLIRUPDOL]]DUHO¶XVRGHOOHGLVWULEX]LRQLDSULRULSURYHQLHQWL 
da precedenti studi e creare un ponte di collegamento con la letteratura passata. 
Per di più O¶XVRGHOOHGLVWULEX]LRQLDSULRULSHULSDUDPHWULVWUXWWXUDOLGHOPRGHOOR
rende più VWDELOHO¶RWWLPL]]D]LRQHOLQHDUHGHOO¶DOJRULWPR 
Una volta ottenute le stime bayesiane dei parametri strutturali del modello DSGE 
Neo  Keynesiano,  verificheremo  la  loro  correttezza  e  il  loro  significato  nel 
modello  in  essere.  6HJXLUj SRL O¶DJJLXQWD GL XQ ³QHZV VKRFN´ QHOO¶HTXD]LRQH
dinamica IS (o equazione di Eulero) che coinvolgerà lo shock di domanda al 
tempo t-1 e al tempo t-48Q³QHZVVKRFN´QRQqDOWURFKHXQRVKRFNODFXL
realizzazione è attesa da parte degli agenti; esso si configura come un elemento 
VWRFDVWLFRULWDUGDWRHFRQVLVWHQHOO¶DVSHWWDWLYD razionale al tempo t della variabile 
al tempo t+1. In maniera semplice, ad oggi gli agenti si aspettano che domani 
uno  shock  si  realizzerà  e  colpirà  la  variabile  al  tempo  t+1.  Poiché  i  modelli 
macroeconomici hanno equilibri basati su aspettative razionali, i ³news shock´ 
influenzano le aspettative e quinGLO¶HTXLOLEULRGHOOH variabili al tempo t. 7 
 
, GXH QXRYL  PRGHOOL JHQHUDWL FRQ O¶DJJLXQWD GHL ³QHZV VKRFN´ YHUUDQQR SRL
confrontati con il modello di partenza per cercare di capire quale sia il modello 
che si adatti meglio alla realtà che ci circonda. 
La tesi è stata strutturata nel seguente modo. 
Nel primo capitolo verrà spiegata la predilezione per i modelli DSGE, il metodo 
di stima utilizzato e la sua procedura. Nel secondo capitolo saranno presentati il 
PRGHOORGLULIHULPHQWRFKHVDUjODEDVHGHOO¶LQWHUR lavoro; i dati che utilizzeremo 
ai  fini  della  nostra  ricerca;  le  analisi  empiriche  e  le  conseguenti  stime  dei 
parametri annesse al monitoraggio delle convergenze e alle funzioni di risposta 
G¶LPSXOVR 1HO WHU]R FDSLWROR VDUj FKLDULWo  quale  sia  il  significato  GHO ³QHZV
VKRFN´  SHU SRL TXHVW¶XOWLPR HVVHUH DJJLXQWR QHO PRGHOOR 1HR-Keynesiano  di 
riferimento. Nel quarto capitolo  si attuerà un confronto tra i  modelli studiati. 
Seguiranno infine le conclusioni a cui si è giunti.  
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CAPITOLO PRIMO 
 
MODELLO DSGE E STATISTICA BAYESIANA 
 
3HUTXDOHUDJLRQHO¶XWLOL]]RGLXQPRGHOOR'6*(" 
 
I modelli DSGE (Dynamic Stochastic General Equilibrium) rappresentano, ad 
oggiODVWUXWWXUDWHRULFDGLULIHULPHQWRSHUO¶DQDOLVLGHOODpolitica monetaria e 
fiscale  in  ambito  macroeconomico.  Da  un  punto  di  vista  filosofico  e 
metodologico,  i  modelli  DSGE  raggiungono  la  sintesi  tra  la  Nuova 
Macroeconomia  Classica  e  la  scuola  Keynesiana.  La  Nuova  Macroeconomia 
Classica  ha  costituito  una  rivoluzione  per  la  moderna  macroeconomia, 
proponendo  una  nuova  classe  di  modelli  in  grado,  da  un  punto  di  vista 
metodologico, di superare la critica di Lucas ai modelli econometrici in forma 
ridotta, che erano stati popolari fino agli anni ¶
1 A questo scopo, questa nuova 
classe di modelli introduce tre caratteristiche principali. In primo luogo, piuttosto 
che fornire equazioni comportamentali che descrivano le relazioni tra variabili 
aggregate  (ad  esempio  la  crescita  economica),  questi  modelli  le  derivano  da 
principi primi, come soluzione dei problemi di ottimizzazione intertemporale che 
                                                           
1  "Given  that  the  structure  of  an  econometric  model  consists  of  optimal  decision  rules  of 
economic  agents,  and  that  optimal  decision  rules  vary  systematically  with  changes  in  the 
structure of series relevant to the decision maker, it follows that any change in policy will 
systematically alter the structure of econometric models" (Lucas, 1976, p. 41). 
Un modello econometrico in forma ridotta è inutile per inferire gli effetti di un cambiamento 
nella politica economica,  perché  i  parametri del modello,  condizionatamente ai quali si opera 
O¶LQIHUHQ]DVRQRDORURYROWDGLSHQGHQWLGDOODSROLWLFDHFRQRPLFD 10 
 
affrontano gli agenti economici, per  esempio famiglie e imprese.
2 In secondo 
luogo,  questa  nuova  classe  di  modelli  sostituisce  le  tante  ipotesi  circa  la 
formazione  delle  aspettative,  con  il  nuovo  e  rigoroso  paradigma  delle 
³Aspettative Razionali´, secondo cui gli agenti economici formano le proprie 
aspettative  circa  il  futuro  usando  in  maniera  efficiente  tutte  le  informazioni 
disponibili.  ,Q WHU]R OXRJR O¶DWWHQ]LRQH VL VSRVWD GD PRGHOOL GL HTXLOLEULR
"parziale" a modelli di equilibrio "generale". Infine i modelli DSGE sono modelli 
VWRFDVWLFL LQ TXDQWR O¶HFRQRPLD q LQIOXHQ]DWD GD VKRFN FDVXDOL FRPH
cambiamenti tecnologici, fluttuazione dei prezzi; e inoltre essi sono dinamici, 
ovvero VWXGLDQRO¶HYROX]LRQHGHOO¶HFRQRPLDQHOWHPSR 
 
1.2 Metodo di stima: la statistica bayesiana 
 
Per  stimare  un  generico  modello  Stocastico  Dinamico  di  Equilibrio  Generale 
(DSGE)  il  metodo  utilizzato  è  OD VWDWLVWLFD ED\HVLDQD /¶LPSLHJR GL TXHVWD
metodologia permette di considerare il nostro parametro di interesse come una 
variabile  aleatoria  che  ha  quindi  una  propria  distribuzione,  a  differenza  della 
statistica classica che attribuisce al parametro, su cui si vuole fare inferenza, un 
valore  fisso  e  incognito.  1HOO¶DPELWR ED\HVLDQR O¶LQIRUPD]LRQH LQL]LDOH FKH
attribuiamo  alOD QRVWUD TXDQWLWj G¶LQWHUHVVH SUHQGH LO QRPH GL GLVWULEX]LRQH D
priori;  essa  è  per  lo  più  soggettiva  e  nella  maggior  parte  dei  casi  risulta  un 
³FRQWLQXXP´FRQJOLVWXGLPDFURHFRQRPHWULFLGHOODOHWWHUDWXUDSDVVDWD Attraverso 
il Teorema di Bayes si combinano la distribuzione a priori e la verosimiglianza 
per far si che si ottenga una distribuzione a posteriori. 
                                                           
2 In questo senso questi modelli superano la critica di Lucas: visto che i parametri del modello 
sono legati a principi primitivi come le preferenze o la tecnologia, essi sono indipendenti dalla 
politica economica, e consentono di essere utilizzati in maniera affidabile per prevedere gli 
HIIHWWLGLFDPELDPHQWLLQTXHVW¶XOWLPD. 11 
 
Formalmente,  posto  ș come  vettore  dei  parametri  di  interesse  e  A  il  nostro 
modello,  la  funzione  di  probabilità  p(ș_A)  (può  essere  discreta  o  continua) 
rappresenta la distribuzione a priori. La funzione di verosimiglianza esprime la 
densità delle osservazioni ed è rappresentabile nel  seguente  modo p(Yt| ș,A), 
dove Yt sono i dati a disposizione. 
  p(ș|Yt, A) = 
௣ሺ௒ ೟ȁ௾ǡ஺ሻכ௣ሺ௾ȁ஺ሻ
׬ ௣ሺ௒ ೟ȁఏǡ஺ሻכ௣ሺఏȁ஺ሻௗఏ ೷
ן p(Yt_ș$
Sș_$ 
/¶LQWHJUDOH D GHQRPLQDWRUH q XQD FRVWDQWH GL QRUPDOL]]D]LRQH FKH VHUYH D
garantire che ׬ ݌ሺߠȁܻ ௧ǡܣሻ݀ߠ ൌ ͳ ௾  
/D GLVWULEX]LRQH D SRVWHULRUL Sș_<t,A),  è  proporzionale  al  prodotto  della 
distribuzione  a  priori  con  la  funzione  di  verosimiglianza  e  rappresenta  la 
GLVWULEX]LRQH GL SUREDELOLWj GHO SDUDPHWUR ș FRQGL]LRQDWD DO ULVXOWDWR
GHOO¶HVSHULPHQWR. Una volta trovata la distribuzione a posteriori dei parametri di 
interesse,  sarà  poi  più  agevole  ottenere  degli  indicatori  quali  media,  moda  e 
mediana  a  posteriori  che  ci  forniranno  importanti  informazioni  sul  modello 
analizzato. 
 
1.3 Procedura di stima 
La funzione di verosimiglianza viene stimata con il filtro di Kalman
3 così da 
HVVHUH FRVWDQWHPHQWH DJJLRUQDWD DOO¶DUULYR GL XQD QXRYD RVVHUYD]LRQe.  La 
distribuzione  a  posteriori  YLHQH VWLPDWD JUD]LH DOO¶DOJRULWPR GL 0HWURSROLV-
                                                           
3 Il filtro di Kalman è un algoritmo ricorsivo per calcolare i momenti del vettRUHGLVWDWRȝt  
condizionatamente alle osservazioni contenute in Ft = {y«yt}. Data la distribuzione iniziale di 
ȝt  condizionata  a  Ft-1 DOO¶DUULYR GHOOD QXRYD RVVHUYD]LRQH \t  vogliamo  aggiornare  la 
GLVWULEX]LRQHGLȝt condizionata a Ft. Il filtro consiste di due insiemi di equazioni: previsione e 
aggiornamento. 
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Hastings  che  opera  in  due  stadi.  Inizialmente  O¶DOJRULWPR fornisce  la  moda  a 
posteriori, il punto più probabile della distribuzione, poi in un secondo momento 
simula la distribuzione della posteriori fino alle code nel seguente modo: sceglie 
XQSXQWRș
1  șİGRYHİ̱ 1ȈHȈqO¶LQYHUVRGHOODPDWULFH+HVVLDQD
4 
calcolata nella moda della distribuzione a posteriori. ,OSXQWRș
1 viene sorteggiato 
a  caso  tramite  il  processo  chiamato  random  walk  Metropolis-Hastings.  Per 
VWDELOLUHVHLOSXQWRș
1 apparterrà alla regione di accetazione, si calcola il tasso di 
accetazione: 
r = 
௙ሺఏᇲȁ௒ሻ
௙ሺఏȁ௒ሻ 
e lo si confronta con un punto u , realizzazione di una variabile casuale uniforme 
U̱ሺͲǡͳሻ.  Se  r  >  u  VL DFFHWWD ș
1.  Di  norma  si  sceglie  un  numero  abbastanza 
elevato  di  estrazioni  per  far  si  che  venga  ottenuto  un  numero  di  punti    di 
accettazione adeguato a rappresentare la distribuzione a posteriori. Nel nostro 
caso il numero di estrazioni è 1.000.000 e verranno scartate la prima metà delle 
osservazioni al fine di convergere alla distribuzione ergodica della posteriori. 
Il valore del tasso di accettazione è solitamente compreso tra il 23% e il 40%, 
evitando così di cadere nei due casi limite dove si rifiuta o si accetta troppo 
spesso.  Nel  primo  caso  saremo  in  grado  di  trovare  solamente  la  moda  a 
posteriori, mentre nel secondo focalizzeremo troppo la nostra attenzione sulle 
³FRGH´ (QWUDPEL L FDVL FL SRUWDQR FRVu DOOD QRQ LGHQWLILFD]LRQH GHOOD
distribuzione a posteriori. Diventa così fondamentale  il valore dello scalare  c 
SRVWRGDYDQWLDOODPDWULFHGLYDULDQ]DHFRYDULDQ]DGHOWHUPLQHG¶HUURUHȈ6LKD
così chHİ̱ܰሺͲǡܿߑ). In questo modo tanto più il valore di c è piccolo tanto più il 
valore  del  tasso  di  accettazione  r  è  alto  e  viceversa  e  attraverso  vari 
DJJLXVWDPHQWLGLȈVLJLXQJHDOO¶LQWHUYDOORSHULOWDVVRGLDFFHWWD]LRQHGHO
40%, testimoniato da vari studi. 
                                                           
4 Matrice delle derivate parziali seconde. 13 
 
CAPITOLO SECONDO 
 
METODOLOGIA 
 
2.1 Il modello 
 
Questa tesi si basa su una lista di modelli UC
5 uniYDULDWLSHUO¶RXWSXWFKHVRQR
stati sviluppati da Harvey (1985), Watson (1986) e Clark (1989).  Le prime tre 
equazioni del modello sono le seguenti: 
yt = yt
n  +  t                                           (1)    
yt
n = ȡyy
n
t-1 + ȝt + İt
y  İt
ya1ı
2
y)       (2)             
ȝt  ȝt-1 İt
ȝ  İt
ȝa1ı
2
ȝ)                  (3)  
Qui  yt    UDSSUHVHQWD O¶RXWSXW QDWXUDOH,  yt
n  è  il  livello  potenziale  GHOO¶RXWSXW 
(variabile non osservabile nella realtà) t UDSSUHVHQWDO¶RXWSXWJDpȝt è il trend 
³WLPH-YDU\LQJ´YDULDQWHQHOWHPSRGHOOLYHOORGHOO¶RXWSXWSRWHQ]LDOH
6 e infine le 
                                                           
5 8&VWDSHU³8QREVHUYHGFRPSRQHQWV´RYYHURPRdelli a componenti non osservabili. 
6 Si noti FKHODPDJJLRUSDUWHGHJOLVWXGLLPSRQHFKHLOOLYHOORSRWHQ]LDOHGHOO¶RXWSXWVHJXDXQ
³UDQGRPZDON´FRQGULIWȡy=1), motivato dalle ricerche di Nelson e Plosser (1982). La loro 
FRQFOXVLRQHqWXWW¶RUDGLEDWWXWD,QSDUWLFRODUH3HUURQVRVWLHQHFKH O¶RXWSXWqVWD]LRQDULR
attorno  al  trend,  ma  questo  trend  è  soggetto  a  cambiamenti  casuali  nella  pendenza  e 
QHOO¶LQWHUFHWWD3HUWHQHUHLQFRQVLGHUD]LRQHTXHVWHSRVVLELOLWjTXLLOWUHQGVLVWLPDFRQXQ
modello AR(1) (come in DeJong e Whiteman (1989)). 14 
 
varie  İ rappresentano  gli  shock  delle  diverse  variabili  e  formalmente  si 
definiscono  ³white noise´.
7 
Le equazioni (1), (2), (3) vengono combinate poi con le equazioni di un modello 
DSGE Neo-Keynesiano: 
Ɏ ෝt ȖɎ ෝt-1 + (1- Ȗॱt{Ɏ ෝt+1`ț  t + İt
ʌ     İt
ʌa1ı
2
ʌ)      (4) 
t = ߴ t-1+(1-ߴ)ॱt{  t+1} ± 1/ߪ ( ෡t - ॱt{Ɏ ෝt+1}) + ȗt              (5) 
ܴ ෠t  į ෡t-1 + (1- į߮t Ɏ ෝt İt
r    İt
ra1ı
2
r)                       (6)  
L¶HTXD]LRQH) rappresenta la curva di Phillips Neo Keynesiana, nella quale il 
SDUDPHQWR Ȗ    permette  di  calcolare  il  tasso  di  inflazione  al  tempo  t-1,  Ɏ ෝt 
UDSSUHVHQWDLOWDVVRG¶LQIOD]LRQH,  t  qO¶RXWSXWJDSLOFXLHIIHWWRVXOO¶LQIOD]LRQHq
PLVXUDWRGDOSDUDPHWURțİt
ʌ qORVKRFNDOO¶LQIOD]LRQHHGqXQ³ZKLWHQRLVH´.  
/¶HTXD]LRQHqO¶HTXD]LRQHGLQDPLFD,6 o equazione di Eulero, dove ߴ calcola 
la  formazione  delle  abitudini,    t  è  VHPSUH O¶RXWSXW JDS,  1/ߪ  q O¶HODVWLFLWj
LQWHUWHPSRUDOHFKHGHWHUPLQDO¶LQIOXHQ]DGHOWDVVRG¶LQWHUHVVHUHDOHH[-ante sul 
consumo
8, ȗt = ߩ఍ߞ௧ିଵ + ߟ௧ qXQGLVWXUERVWRFDVWLFRSHUO¶RXWSXWJDSVKRFNGL
domanda)  e  segue  processo  auto  regressivo  di  ordine  uno  (AR(1))  con  il 
parametroߩ఍ compreso tra 0 e 1/¶HTXD]LRQHqODUHJRODGHOWDVVRG¶LQWHUHVVH 
dove į governa il grado di ³smoothing´ GHOWDVVRG¶LQWHUHVVHĳt è il coefficiente 
GHOOD UHD]LRQH GHOO¶DXWRULWj di  politica  PRQHWDULD VXOO¶LQIOD]LRQH PHQWUH İt
r 
rappresenta  OR VKRFN GL SROLWLFD PRQHWDULD HG q XQ ³ZKLWH QRLVH´.  Nel  nostro 
FRQWHVWR O¶HTXD]LRQH  QRQ UDSSUHVHQWD la  nota    regola  di  Taylor  (la  quale 
assuPHFKHO¶DXWRULWjPRQHWDULDUHDJLVFDQHOORVWHVVRPRGRVLDSHUO¶LQIOD]LRne 
FKH SHU O¶RXWSXW JDS  ma  si  utilizza  invece  la  regola  pura  del  target 
                                                           
7 ͞:KLWHQRLVH´RUXPRUHELDQFRqXQSURFHVVRİt) che consiste di una sequenza di variabili 
casuali incorrelate e a media e varianza costanti. 
8 Rt
e  = it ±ߨ௧ାଵ
௘  il tasso G¶LQWHUHVVHUHDOHDWWHVRqGDWRGDOODGLIIHUHQ]DWUDWDVVRG¶LQWHUHVVH
QRPLQDOHHWDVVRG¶LQIOD]LRQHDWWHVR 15 
 
GHOO¶LQIOD]LRQH,OPRWLYRGLTXHVWDVFHOWD è semplice: le attuali autorità di politica 
monetaria non sono in grado di osservare il vero output gap nella pratica, quindi 
è logico ritenere che esse non riescano ad intuirne O¶HIIHWWLYRsignificato.  
Infine a differenza di Basistha e Nelson (2007), in questo lavoro non si utilizzano 
i dati del campione per approssimare le aspettative, ma  le aspettative razionali 
sono desunte dal modello stesso. 
 
2.2 I dati 
Il  campione  dei  dati  parte  dal  terzo  trimestre  del  1954  e  arriva  fino  al  terzo 
trimestre del 2010, ovvero ben 225 osservazioni. I dati provengono dal database 
della Federal Reserve Bank of St.Louis e sono stati utilizzati in lavori precedenti 
come da Smets e Wouters (2007). I dati in nostro possesso sono suddivisi in tre 
VHULHWULPHVWUDOLRXWSXW³JURZWK´, inflazione, tasso di interesse nominale. Ora 
analizziamo i grafici delle tre serie. 
 
Figura 1: output ³growth´. 
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La serie visualizzata nella Figura 1 rappresenta  LOWDVVRGLFUHVFLWDGHOO¶RXWSXW; il 
comportamento delO¶RXWSXW³JURZWK´ qDOWDOHQDQWHPDGDJOLDQQL¶ILQRDOOD
fine del campione le oscillazioni si riducono, ovvero la variabilità del fenomeno 
diminuisce.  Si  nota  anche  come  questa  variabile  evolva  prociclicamente  nel 
tempo e che, nei periodi di recessione
9, la sua stima volga al negativo a seguito 
dei grandi shock GHOO¶RIIHUWDFRPHTXHOOLSHWUROLIHULGHO1973, 1975, 1979, 1990, 
2002 e la crisi economica del 2009. 
 
 
 
Figura 2: inflazione. 
 
La Figura 2 FLPRVWUDLOFRPSRUWDPHQWRGHOO¶LQIOD]LRQH nel periodo in esame. 
/¶LQIOD]LRQHKDDYXWRXQ picco massimo del 2.94 % nel 1974 a cavallo dei due 
shock petroliferi del 1973 e del 1975. Sul finire del 2008 invece, gli Stati Uniti 
hanno  sperimentato  la  deflazione:  -0.29%.  Questo  processo  consiste  in  una 
                                                           
9 La recessione economica è una condizione caratterizzata da livelli di attività produttiva più 
bassi di quelli che si potrebbero ottenere usando completamente ed in maniera efficiente tutti i 
fattori produttivi a disposizione. Si ha recessione economica se la variazione del PIL rispetto 
all'anno precedente è negativa; se tale variazione è inferiore all'1% si parla di crisi economica. 
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diminuzione  del  livello  generale  dei  prezzi  e  deriva  dalla  debolezza  della 
domanda di beni e di servizi, cioè un freno nella spesa di consumatori e aziende,  
le quali poi attendono ulteriori cali dei prezzi, creando così una spirale negativa. 
Questa  situazione  nella  maggior  parte  dei  casi  è  una  patologia  negativa  per 
O¶HFRQRPLDSHUFKpDVVRFLDWDDXQSHULRGRGLUHFHVVLRQHHVWDJQD]LRQHHFRQRPLFD 
 
 
)LJXUDWDVVRG¶LQWHUHVVH 
 
La Figura 3 ci offre LQYHFHO¶DQGDPHQWRGHOWDVVRG¶LQWHUHVVHQRPLQDOHFKHKDL
picchi maggiori nei primi anni 80 (nel secondo trimestre del 1981 si ha il valore 
massimo del 4.45 %) e tende quasi ad annullarsi negli ultimi anni del campione. 
 
2.3  Analisi empirica 
 
Il modello GHVFULWWRQHOSDUDJUDIRSUHFHGHQWHYLHQHVWLPDWRDWWUDYHUVRO¶DQDOLVL
Bayesiana. Si consideri il vettore dei parametri strutturali: 
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ȟ Ȗįșțı߮గ, ߩగ, ߩ௬, ߩ఍, ߩ௥, ߪ௬ǡߪఓ, ߪగ, ߪ௥,ߪ఍¶ 
il vettore delle variabili endogene: zt = (ݕ ෤t, ߨ ොt, ܴ ෠t¶ 
il vettore delle innovazioni: Șt = (ߟ௧
గ
, ߟ௧
఍
, ߟ௧
௥¶; 
il vettore degli shock: ߝ௧ = (ߝ௧
గ, ߝ௧
௬ǡߝ௧
௥, ߝ௧
ఓ, ߞ௧ ) 
il vettore delle osservazioni: Yt = (ܻ ௧
௢௦௦, ߨ௧
௢௦௦,ܴ௧
௢௦௦¶ 
0RGHOORLQIRUPD³VWDWHVSDFH´ 
ቂ
ݖ௧
ߝ௧
ቃ = A(ȟ)ቂ
ݖ௧ିଵ
ߝ௧ିଵ
ቃ %ȟȘt 
Yt = C(ȟ)ቂ
ݖ௧
ߝ௧
ቃ 
Il modello ³state space´ consta di due equazioni: la prima si chiama equazione di 
transizione  (o  di  stato)  che  lega  le  variabili  endogene  a  quelle  esogene:  la 
VHFRQGD q O¶HTXD]LRQH GL PLVXUD R GL osservazione)  che  collega  le  variabili 
latenti ( non osservabili) alle osservazioni o misure delle variabili osservabili (qui 
si presuppone che non ci siano errore di misura).  Le matrici A, B e C sono 
matrici di sistema e contengono i parametri da stimare. A viene detta la matrice 
di transizione dello stato, B è la matrice che trasforma lo stato nelle osservazioni, 
mentre C è una matrice di elementi deterministici che servono per selezionare 
O¶HUURUH  ,QILQH SHU PHWWHUH LQ ³PRWR´ LO PRGHOOR ³VWDWe  VSDFH´ Rccorrono  le 
condizioni  iniziali  dello  stato  del  sistema,  ovvero  vengono  indicate  le 
distribuzioni iniziali dei parametri strutturali. 
'RSR DYHU VSHFLILFDWR LO PRGHOOR ³VWDWH VSDFH´ VL FDOFROD OD YHURVLPLJOLDQ]D
/<_ȟDWWUDYHUVRLOILOWURGL.DOPDQ e la si combina con la distribuzione a priori 
Sȟ VFHOWD RSSRUWXQDPHQWH LQ PRGR GD RWWHQHUH OD GLVWULEX]LRQH D SRVWHULRUL
Sȟ_< 19 
 
,O VRIWZDUH XWLOL]]DWR SHU O¶DQDOLVL %D\HVLDQD q '\QDUH  XQ LQVLHPH GL
algoritmi che girano sul programma Matlab. Dynare è stato sviluppato da Michel 
-XLOODUG H FROODERUDWRUL H VL SXz VFDULFDUH JUDWXLWDPHQWH DOO¶LQGLUL]]R LQWHUQHW
http://www.dynare.org.  La  moda  a  posteriori  viene  calcolata  attraverso 
O¶DOJRULWPR³FVPLQZHO´VYLOXSSDWRGD&hris Sims.  Un controllo della moda a 
posteriori viene fatto plottando la densità a posteriori per i valori attorno alla 
moda per ogni parametro stimato, confermando la bontà del risultato. Una volta 
giunti al calcolo della moda a posteriori ha poi inizio O¶DOJRULWPRGL0HWURSROLV-
Hastings che ci fornirà le distribuzioni a posteriori. 
 
2.4 Distribuzioni a priori 
 
/HYDULHGLVWULEX]LRQLDSULRULSHULSDUDPHWULGHOPRGHOORVRQRJOL³LQJUHGLHQWL´
per ampliare la nostra conoscenza proveniente esclusivamente dalla funzione di 
verosimiglianza. Nella maggior parte dei casi le distribuzioni a priori vengono 
scelte poco informative per dar modo alle distribuzioni a posteriori di spiegare in 
maniera profittevole i dati in nostro possesso. 
Per i parametri Ȗșțį ߩ௬, ߩ఍ǡߩగǡߩఓ è ipotizzata una distribuzione Beta Įȕ
GRYHĮLQGLFDODPHGLDHȕLQGLFDODGHYLD]LRQHVWDQGDUGRVFDUWRTXDGUDWLFR
medio). Per i parametri ıǡ߮గ si ipotizza una distribuzione a priori gamma (Įȕ
FRQ Į SDUDPHWUR GL VFDOD H ȕ SDUDPHWUR GL IRUPD 3HU L SDUDPHWUL
ߪగǡߪ௥ǡߪ௬ǡߪఓǡߪ఍ VLVXSSRQHXQDGLVWULEX]LRQHDSULRUL*DPPDLQYHUVDĮȕ. 
La distribuzione a prioULSHUȖLOSDUDPHWUR nella curva di Phillips che influenza 
O¶LQIOD]LRQHDOWHPSRW-1 e al tempo di t+1) segue una variabile casuale Beta 
QHOO¶LQWHUYDOOR>@, in modo da escludere i valori al di fuori di questo ³range´
per ragioni teoriche. Poiché in letteratura è ancora fortemente dibattuto quale sia 
LOYHURSHVRGLȖ VXOO¶LQIOD]LRQH³ritardata´ (ߨ௧ିଵ) o ³futura´ሺߨ௧ାଵ) della curva di 
Phillips Neo Keynesiana (si confronti Galì e Gertler (1999) che sostengono la 20 
 
prima tesi, mentre Rudd e Whelan (2007) sono in favore della seconda), resto 
scettico e  pongo la media a priori pari a 0.5. 
/DPHGLDDSULRULSHUįqstata settata pari al valore 0.5 in quanto sembra essere in 
accordo  con  lo  ³smoothing´  GHO WDVVR G¶LQWHUHVVH DOPHQR SHU L GDWL (XURSHL
(Smets e Wouters (2003)). 
La  distribuzione  a  prLRUL SHU LO FRHIILFLHQWH FKH HVSULPH O¶LPSRUWDQ]D GHOOD
IRUPD]LRQHGHOOHDELWXGLQLșqFHntrato attorno a 0.5, conferendogli un ruolo 
HVVHQ]LDOHQHOO¶DQDOLVL. Ciò è motivato dal fatto che altri studi hanno scoperto che 
la formazione delle abitudini risulta essere importante per i modelli DSGE in 
corrispondenza delle statistiche del mercato dei beni. (Boldrin,2001). Dato che 
qui non considero il mercato dei beni, includo questa informazione nella mia 
distribuzione a priori. Impostando la media a priori sul valore 0.5, resto agnostico 
sulla questione se VLDGRPLQDQWHQHOO¶HTXD]LRQHGLQDPLFD,6 ODSDUWH³SDVVDWD´R
³IXWXUD´GHOO¶RXWSXWJDS 
In letteratura circa la pendenza della curva di Phillips NHR.H\QHVLDQDțHVLVWH
ancora  scarsa  unanimità.  Come  esaminato  da  Schorfheide  (2008),  le  stime 
variano da un valore prossimo a 0 (Cho e Moreno,2006) fino a 0.77 (Lubik e 
Schorfheide,2004). Quindi ho impostato la media a priori di k sul valore 0.15 
vicino alla media delle stime esistenti. 
Ho stabilito ODPHGLDDSULRULSHULOFRHIILFLHQWHUHODWLYRDOO¶DYYHUVLRQHDOULVFKLR
ıSDULDFKHqXQYDORUHEHQDFFHWWDWRQHOODOHWWHUDWXUDPDFURHFRQRPLFD 
La media a priori di ߮గ è posta essere pari al valore standard 1.5.  
Per  il  coefficiente  AR  del  livello  SRWHQ]LDOH GHOO¶RXWSXW  (ߩ௬ሻ  ho  imposto  una 
distribuzione a priori Beta VXOO¶LQWHUYDOOR>@ 
La persistenza dello shock di domanda ȡȗ)  segue una distribuzione a priori Beta 
con una media pari a 0.8.  
Le distribuzioni a priori per le deviazioni standard di tutti gli shock seguono una 
distribuzione a priori  gamma inversa con media 0.01 per ߪగ ߪ௬, 0.25 per ߪఓ ߪ௥ e 
0.005 per ߪ఍.   
Nella Tabella 1 sono riassunte le distribuzioni a priori dei vari parametri. 21 
 
 
Parametri  Supporto  Densità a priori 
Ȗ  [0,1]  ȕ 
ș  [0,1]  ȕ 
ı  Թା  Ga(2,1) 
ț  [0,1]  ȕ5) 
į  [0,1]  ȕ 
࣐࣊  Թା  Ga(1.5,0.2) 
࣋࢟  [0,1]  ȕ 
࣋ࣀ  [0,1]  ȕ 
࣋࣊  [0,1]  ȕ 
࣋ࣆ  [0,1]  ȕ 
࣌࣊  Թା  Inv_ga(0.01,2) 
࣌࢘  Թା  Inv_ga(0.25,0.1) 
࣌࢟  Թା  Inv_ga(0.01,2) 
࣌ࣆ  Թା  Inv_ga(0.25,0.1) 
࣌ࣀ  Թା  Inv_ga(0.005,2) 
    
Tabella 1: densità a priori. 
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2.5 Controllo della convergenza delle simulazioni iterative 
 
Al fine di ottenere delle stime dei parametri affidabili, il primo passo che si deve 
compiere consiste nel valutare la convergenza delle simulazioni iterative con la 
distribuzione ergodica, cioè una distribuzione che è indipendente dal punto di 
SDUWHQ]DGHOO¶DOJRULWPR3HUIDUHFLzVLFRPSDUDODYDULDQ]DWUDHGHQWUo le varie 
catene di Markov utilizzate per simulare la distribuzione, in modo da ottenere 
una famiglia di test per la convergenza. Il criterio qui analizzato prende il nome 
di  algoritmo  di  Montecarlo  (Monte  Carlo  Markov  Chain,  MCMC).  La 
convergenza si raggiunge quando le conclusioni sulle quantità di interesse non 
dipendono dal punto di partenza della simulazione, ovvero quando convergono 
alla distribuzione ergodica. Questo suggerisce quindi di valutare la convergenza 
confrontando i risultati ottenuti con campioni indipendenti con diversi punti di 
partenza.  
Il metodo fu inizialmente proposto da Gelman e Rubin (1992) e poi modificato 
fino alla versione attuale Brooks e Gelman (1998). Esso presuppone di avere m 
catene simulate in parallelo, ognuna con un differente punto di partenza. Scelto il 
punto di partenza, ogni catena effettua 2k iterazioni, dove le prime k vengono 
eliminate. Le m catene producono m possibili conclusioni e per vedere quali tra 
queste  sono  abbastanza  simili  da  indicare  la  convergenza,  gli  autori  hanno 
proposto di confrontarle con il risultato ottenuto mescolando assieme tutte le mk 
estrazioni da tutte le sequenze. 
Dynare  SHUPRQLWRUDUHODFRQYHUJHQ]DGHOO¶DOJRULWPRDOPRGHOORFLIRUQLVFH una 
serie  GL JUDILFL FKLDPDWL ³0&0&  univarite  GLDJQRVWLFV´ XWLOL SHU YDOXWDUH OD
convergenza dei singoli parametri del modello YLVXDOL]]DELOHQHOO¶$SSHQGLFH e 
un grafico denominato ³PXOWLYDULaWHGLDJQRVWLF´SHUDQDOL]]DUHOD convergenza 
GHOO¶LQWHURPRGHOOR. 
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)LJXUD³0XOWLYDULDWHGLDJQRVWLF´ 
 
 
Nel grafico soprastante si valuta la convergenza del modello. Le linee rosse e blu 
rappresentano le misure specifiche del vettore di parametri sia per la varianza 
entro sia tra le catene. Dynare ci riporta tre grafici³LQWHUYDO´FLGjO¶LQWHUYDOOR
costruito attorno alla PHGLDGHOOHPHGLHFRQOLYHOORGLFRQILGHQ]DGHO³P´
ci consegna una misura della YDULDQ]D³P´è LOPRPHQWRWHU]R/¶DVVHGHOOH
ascisse  rappresenta  il  numero  di  iterazioni  di  Metropolis-Hastings,  mentre 
sull'asse delle ordinate c'è la misura dei momenti del parametro, con il primo 
valore corrispondente al valore delle iterazioni. Per valutare la conformità del 24 
 
modello le  linee rosse e blu dovrebbero tendere a sovrapporsi anche se sono 
permesse delle piccole oscillazioni. Nel caso specifico il numero di iterazioni 
GHOO¶DOJRULWPRGL0HWURSROLV-Hastings è 1.000.000, come detto precedentemente, 
si scartano la prima metà di esse e si analizza la restante parte del grafico (ovvero 
VL JXDUGD O¶DQGDPHQWR GDO YDORUH  LQ DVFLVVD LQ SRL).  La  convergenza 
GHOO¶DOJRULWPRDOODGLVWULEX]LRQHHUJRGLFDVHPEUDHVVHUHVRGGLVIDFHQWH e con ciò è 
garantita anche la correttezza delle stime dei parametri. 
 
2.6 Stima delle densità a posteriori 
 
Una volta verificata la convergenza delle simulazioni iterative, il passo seguente 
FRQVLVWH QHOO¶DSSXUDUH FKH OH PRGH FDOFRODWH QHO SULPR ³VWHS´ GL VWLPD VL
approssimino alle mode delle distribuzioni a posteriori. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 25 
 
Parameters  Prior mean  Mode  ³6.G´  ³t-stat´ 
Ȗ  0.500  0.0279  0.0131  2.1378 
ț  0.150  0.0884  0.0325  2.7179 
ș  0.500     0.8038    0.0790  10.1715 
ı  2.000     6.4854    1.5065    4.3049 
į  0.500       0.3701    0.0686    5.3976 
࣐࣊  1.500     1.6807    0.1578  10.6492 
࣋࢟  0.500     0.5790    0.1596    3.6287 
࣋ࣀ  0.800     0.9171    0.0445  20.6250 
࣋࣊  0.500     0.5003    0.1757    2.8470 
࣋ࣆ  0.750     0.7645    0.0434  17.6091 
࣌࣊  0.010     0.0046    0.0019    2.4347 
࣌࢘  0.250     0.3651    0.0417    8.7582 
࣌࢟  0.010     0.4685    0.1581    2.9638 
࣌ࣆ  0.250     0.6114    0.1683    3.6328 
࣌ࣀ  0.005     0.0326    0.0119  2.7325 
 
Log data density [Laplace approximation] is -390.701560. 
 
Tabella 2: risultati primo step di stima. 
 
La Tabella 2 ci fornisce per tutti i parametri e per le deviazioni standard dei 
cinque shock: la media a priori, la moda a posteriori con la relativa deviazione 
standard e la statistica t  per valutarne la significatività. I valori della statistica t 
sono  stati  ottenuti  dividendo  la  moda  a  posteriori  del  parametro  per  il  suo 
³VWDQGDUG HUURU´  Se  si  comparano  i  valori  della  statistica  t  con  quelli  della 
distribuzione  normale  standard  (N(0,1))  VRWWR O¶LSRWHVL QXOOD GL  uguaglianza  a 
zero, quello che si ottiene è sempre il rifiuto di tale ipotesi nulla ad un livello di 26 
 
confidenza  1-Į GHO %  (-1.96,1.96).  Si  può  quindi  concludere  che  tutti  i 
parametri  sopra  elencati  risultino  significativi  (il  ragionamento  è  valido  se  si 
assume normalità nella distribuzione a posteriori). 
Infine ci viene dato il valore della log-verosimiglianza calcolata con il metodo di 
Laplace -390.701660, determinata quindi assumendo una distribuzione normale 
per la distribuzione a posteriori. 
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Figura 5: densità a posteriori 
 
Nella figura 5 le linee grigie rappresentano le distribuzioni a priori, le linee nere 
le  distribuzioni  a  posteriori,  le  linee  verdi  verticali  tratteggiate  la  moda  della 
distribuzione  a  posteriori.  Innanzitutto  bisogna  che  le  distribuzioni  a  priori  e 
quelle a posteriori non si sovrappongano, ciò rivelerebbe che i dati non sono 
informativi.  Questo  avviene  solo  per  il  parametro  ߩగ.  '¶DOWUR FDQWR OD
distribuzione a posteriori non deve discostarsi eccessivamente da quella a priori e 
ciò viene rispettato. 
In  secondo  luogo  le  distribuzioni  a  posteriori  dovrebbero  essere  simili  alla 
distribuzione  normale,  dato  che  la  log-verosimiglianza  di  Laplace  è  calcolata 
sotto assunti di normalità, anche questa condizione viene rispettata. 
In terzo luogo la moda delle distribuzioni a posteriori, calcolata come valore che 
PDVVLPL]]D OD GHQVLWj D SRVWHULRUL GHYH DOO¶LQFLUFD FRLQFLGere  con  la  moda 
calcolata nel primo step di stima; pure questo assunto viene  mantenuto. 
Le uniche defezioni sembrano riguardare gli shock SE_epsmu, SE_epsy, la cui 
stima dovrebbe essere centrata attorno allo zero e in questo caso non lo è; dando, 28 
 
però, una YLVLRQHG¶LQVLHPHGHOPRGHOORHQRQFRQFHQWUDWDVXOVLQJRORWHUPLQHLO
risultato è soddisfacente. 
'\QDUH FL IRUQLVFH SRL O¶RXWSXW GHO VHFRQGR ³VWHS´ GL VWLPD GRYH YHQJRQR
riportati i valori della media a posteriori e il relativo intervallo di credibilità al 
90% per i parametri del modello e per le deviazioni standard degli shock. In 
TXHVWRFDVRODORJYHURVLPLJOLDQ]DqFDOFRODWDFRQLOPHWRGR³0RGLILHG+DUPRQLF
0HDQ´ GRYH D GLIIHUHQ]D GHOOD ORJYHURVLPJOLDQ]D FDOFRODWD FRQ LO PHWRGR GL
Laplce, nRQF¶qO¶DVVXQ]LRQHGLQRUPDOLWjQHOODGLVWULEX]LRQLDSRVWHULRUL 
 
Parametri  Media a posteriori  Intervallo di credibilità al 90% 
Ȗ  0.0339  [0.0117; 0.0543] 
ț  0.1021  [0.0439; 0.1542] 
ș  0.7864  [0.6641; 0.9113] 
ı  6.9809  [4.3357; 9.3272] 
į  0.3890  [0.2802; 0.5014] 
࣐࣊  1.7424  [1.5001; 1.9915] 
࣋࢟  0.3181  [0.2183; 0.4319] 
࣋ࣀ  0.8793  [0.7912; 0.9708] 
࣋࣊  0.4921  [0.2352; 0.7309] 
࣋ࣆ  0.7550  [0.6846; 0.8307] 
࣌࣊  0.0120  [0.0023; 0.0261] 
࣌࢘  0.3698  [0.2999; 0.4349] 
࣌࢟  0.0120  [0.0021; 0.0180] 
࣌ࣆ  0.8802  [0.8109; 0.9493] 
࣌ࣀ  0.0401  [0.0165; 0.0610] 
 
Tabella 3: distribuzione a posteriori. 29 
 
Nella Tabella 3 nessuno degli intervalli di credibilità al 90% include il valore 
zero.  Ciò  ci  porta  ad  affermare  che  tutti  i  parametri,  incluse  le  deviazioni 
standard degli shock, sono significativi per il nostro modello. Analizziamo ora le 
stime della media a posteriori. 
Il valore della stima della media a posteriori di Ȗ (0.0039) è inferiore a 0.5 e 
questo  ci  suggerisce  che  la  Fed  sia  interessata  maggiormente  a  tenere  sotto 
controllo le aspettative future del tasso di inflazione e dare invece un peso minore 
DOO¶LQGLFHGHLSUH]]LSDVVDWRHTXD]LRQH(4)). 
Ci  si  concentri  ora  sul  valore  della  stima  di  ș  (0.7864);  qui  è  interessata 
O¶HTXD]LRQHRYYHURTXHOODULJXDUGDQWHOHDELWXGLQLGHLFRQVXPDWRUL. Risulta 
evidente come siano la formazione delle abitudini dei consumatori ad incidere 
PDJJLRUPHQWH VXOO¶RXWSXW JDS Questa  conclusione  è  in  linea  con  i  risultati 
ottenuti da Smets e Wouters (2007) ed è consistente con la stima fornita da Lippi 
e Neri (2007 che hanno stimato il valore di ș pari a 0.79 per i dati Europei). 
La  stima  della  pendenza  della  curva  di  Phillips  Neokeynesiana  ț)  è  pari  a 
0.1021. Valore compreso tra lo 0 di Moreno e Cho (2006) e lo 0.77 Lubik e 
Schorfheide (2004) e quindi consistente. 
Il valore della stima per il coefficiente di avversione al rischio (ı) 6.9809 è in 
linea con i risultati  ottenuti da Rabanal,  Rubio Ramirez (2005) e Lippi, Neri 
(2007)  ma  più  alto  se  confrontato  con  la  maggior  parte  delle  convinzioni 
macroeconomiche.  
Il valore della stima di ȡ୷qSDULDHO¶LQWHUYDOORGLFUHGLELOLWjQRQLQFOXGH
il valore 1 in linea con i risultati di Perron (1989). 
Il valore di ȡȗè SDULDHVXJJHULVFHXQ¶HOHYDWDSHUVLVWHQ]D dello shock di 
domanda.  
Infine  il  valore  della  logverosimiglianza  è  pari  a  -384.323325  che  risulta 
maggiore a quello osservato con la logverosimiglianza di Laplace. 
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2.7 )XQ]LRQLDULVSRVWDG¶LPSXOVR,5)V 
 
Una  volta  analizzate  le  stime  del  modello  macroeconomico  su  cui  stiamo 
lavorando,  risulta  opportuno  anche  valutare  come  le  variabili  del  modello 
reagiscano QHOWHPSRDLPSXOVLHVRJHQLGLXQ¶DOWUDYDULDELOH 
Per  valutare  la  forza  e  la  direzione  di  questi  impulsi  occorre  considerare  le 
IXQ]LRQL D ULVSRVWD G¶LPSXOVR 4XHVW¶XOWLPH LQIDWWL PLVXUDQR O¶HIIHWWR GL
XQ¶LQQRYD]LRQHVXXQDGHOOHYDULDELOLGLLQWHUHVVH 
Operativamente Dynare estrae 500 vettori di realizzazioni di parametri stimati e 
simula per ogni vettore la funzione di impulso-risposta. 
Le variabiOLFRQVLGHUDWHVRQRO¶RXWSXW³JURZWK´O¶LQIOD]LRQHHLOWDVVRG¶LQWHUHVVH
mentre gli shock sono cinque. Vediamo nei grafici seguenti come le innovazioni 
impattino sulle variabili. La linea nera più spessa identifica le funzioni di risposta 
G¶LPSXOVRYHQJRQRLQROWUHULSRUWDWLLOTXLQWRHLOQRYDQWDFLQTXHVLPRSHUFHQWLOH
delle distribuzioni a posteriori. 
 
 
  
Figura 6: effetto dello VKRFNDOO¶LQIOD]LRQH. 
 
Se  ߝ௧
గ  VKRFN GHO WDVVR G¶LQIOD]LRQH  si  riduce,  ciò  genera  un  decremento 
GHOO¶LQIOD]LRQHFKHGHWHUPLQD, a sua volta, una diminuzione GHOWDVVRG¶LQteresse. 
Le modifiche GHOODFXUYDGL3KLOOLSVHGHOODFXUYDGHOWDVVRG¶LQWHUHVVH (entrambe 
SL³SLFFROH´ influiscono VXOO¶HTXD]LRQHGLQDPLFD,6JHQHUDQGR un aumento del 
WDVVRGLFUHVFLWDGHOO¶RXWSXW fino alla conseguente stabiOL]]D]LRQHGHOO¶LQIOD]LRQH31 
 
La  Figura  6  riassume  quanto  detto:  dopo  la  flessione  iniziale  del  tasso 
G¶LQIOD]ionHHGHOWDVVRG¶LQWHUHVVHHVVLVLVWDELOL]]DQRVXOYDORUHQXOOR, mentre di 
contraccolpo LOWDVVRGLFUHVFLWDGHOO¶RXWSXW aumenta per poi stabilizzarsi sullo 
zero. 
 
 
)LJXUDHIIHWWRGHOORVKRFNDOWDVVRG¶LQWHUHVVH 
 
Seߝ௧
௥  VKRFN GHO WDVVR G¶LQWHUHVVH diminuisce,  di  conseguenza  cala  anche  ܴ ෠t 
WDVVR G¶LQWHUHVVH TXHVWR FRPSRUWDPHQWR FDXVD VLD OD FUHVFLWD GHOO¶RXWSXW
³JURZWK´ sia del tasso d¶LQIOD]LRQHTXHVW¶XOWLPRDXPHQWHUj fino a che i prezzi 
non si saranno stabilizzati. La Figura 7 sintetizza i movimenti delle tre serie dopo 
O¶LQSXWLQL]LDOHRXWSXW³JURZWK´ HLQIOD]LRQHĹWDVVRLQWHUHVVH՝ (la freccia rivolta 
YHUVRO¶DOWRLQGLFDXQDXPHQWRTXHOODULYROWDYHUVRLOEDVVRXQDGLPLQX]LRQH 
 
 
Figura 8: effetto dello shock DOO¶RXWSXW³JURZWK´. 
 
Se  ߞ௧  aumenta  ciò  DFFUHVFH O¶RXWSXW JDS H D ORUR YROWD FUHVFRQR VLD LO WDVso 
G¶LQIOD]LRQHFKHLOWDVVRG¶LQWHUHVVH. Fortunatamente questo circolo vizioso che 32 
 
SRUWHUHEEHDOO¶HVSORVLRQHGHOPRGHOORYLHQHSURQWDPHQWHQHXWUDOL]]DWRInfatti, un 
DXPHQWRGHOWDVVRG¶LQWHUHVVHQRPLQDOH, apre un periodo di recessione che porta 
O¶RXWSXWJDS a calare HGLFRQVHJXHQ]DDOODGLPLQX]LRQHGHOWDVVRG¶LQIOD]LRQH
riportando le serie allo stato stazionario.  'RSRO¶LQQRYD]LRQHLQL]LDOHODFigura 8 
FLULSRUWDLPRYLPHQWLGHOOHWUHVHULHLOWDVVRG¶LQWHUHVVHĹ, il tasso di crescita 
delO¶RXWSXWĻ LOWDVVRG¶inflazione ՝. 
Nei restanti due grafici vediamo il diretto impatto di due shocNVXXQ¶XQLFDVHULH
LOWDVVRGLFUHVFLWDGHOO¶RXWSXW. 
 
 
 
Figura 9: effetto dello shock del trend suOO¶RXWSXW³JURZWK´. 
 
$OO¶DXPHQWRGLߝ௧
ఓ (shock del trend) si assiste ad un aumento del trend ߤ௧ che 
porta ad una crescita del livello potenziale GHOO¶RXWSXWݕ௧
௡ e di conseguenza del 
OLYHOORDWWXDOHGHOO¶RXWSXWy. Se aumenta il tasso di crescita GHOO¶RXWSXW crescerà 
VLD LO WDVVR G¶LQIOD]LRQH FKH LO WDVVR G¶LQWHUHVVH H FL VL ULWURYD QHO FDVR
precedentemente studiato (vedi Figura 9). 
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Figura 10: effeWWRGHOORVKRFNGHOOLYHOORSRWHQ]LDOHGHOO¶RXWSXWVXOWDVVR
di FUHVFLWDGHOO¶RXWSXW. 
 
Se ߝ௧
௬ VKRFNGHOOLYHOORSRWHQ]LDOHGHOO¶RXWSXWcresce, di conseguenza aumenterà 
il livello potenziale GHOO¶RXWSXWݕ௧
௡ e ciò comporterà un incremento del livello 
QDWXUDOH GHOO¶RXWSXW.  Ancora  una  volta  si  ritorna  ai  due  casi  precedentemente 
esaminati  (  LO WDVVR G¶LQWHUHVVH Ĺ LO WDVVR GL FUHVFLWD GHOO¶RXWSXW  e  il  tasso  di 
inflazione ՝). 
 Però  a  differenza  del  caso  precedente  (Figura  9)  dove  il  livello  potenziale 
GHOO¶RXWSXWHO¶RXWSXW naturale si stabilizzano attorno al valore 1.3, nella Figura 
10 ݕ௧
௡  e ݕ௧si attestano sul valore nullo. 
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CAPITOLO TERZO 
 
³1(:66+2&.´ 
 
3.1 Un modello empirico 
 
3HUFDSLUHPHJOLRTXDOHVLDLOUXRORGLXQ³QHZVVKRFN´LQXQPRGHOOR'6*(1HR
Keynesiano  partiamo  inizialmente  con  un  modello  più  semplice  per  poi  pian 
piano giungere al modello specificato in questa tesi.  
 
Consideriamo il seguente modello: 
 
ݕ௧ ෥ = Ȝॱt t+1} ± ĳ ෡t - ॱt{ʌ ොt+1`ȗt                    (7) 
ȗt = ߩߞ௧ିଵ + ߟ௧                                                        (8) 
ߟ௧̱ܰሺͲǡߪఎ
ଶ)  ෡t̱N(0,ߪ௥
ଶ)                                    (9) 
 
/¶HTXD]LRQHUDSSUHVHQWDODFXUYD,6GRYHݕ௧ ෥ UDSSUHVHQWDO¶RXWSXWJDSʌ ොt+1 è 
LO WDVVR G¶LQIOD]LRQH DWWHVR,   ෡t  q LO WDVVR G¶LQWHUHVVH FKH SHU VHPSOLFLWj VL
distribuisce normalmente con media nulla e varianza ߪ௥
ଶĳqLO parametro che 
PLVXUDO¶HODVWLFLWjGLVRVWLWX]LRQHLQWHUWHPSRUDOHȜqXQSDUDPHWUR ȗt è lo shock 
DOO¶RXWSXWJDSRVKRFNGLGRPDQGa che segue un processo AR(1) (vedi equazione 
(8)). Infine  ߩ è il parametro auto regressivo compreso tra 0 e 1 e ߟ௧ è il disturbo 
normalmente distribuito con media zero e varianza ߪఎ
ଶ di ȗt. 36 
 
/¶RELHWWLYR IRQGDPHQWDOH RUD q FDOFRODUH O¶RXWSXW JDS GL HTXLOLEULR FRPH
funzione di ȗt e di ሺ ෡t- ॱt{ʌ ොt+1}) DWWUDYHUVROHDVSHWWDWLYHUD]LRQDOLGHOO¶RXWSXWJDS
Per farlo adotteremo il metodo dei coefficienti indeterminati o altrimenti detto 
³JXHVVDQGYHULI\´ Questo metodo prevede tre passi: 
1)  Elaborare una congettura sulla soluzione del problema (nel nostro caso, si 
elabori  una  congettura  sul  rapporto  esistente  tra  ݕ௧ ෥    lo  shock  ȗt  e  ሺ ෢t- 
ॱt{ʌ ොt+1})); 
2)  Si sfrutti effettivamente questa congettura per risolvere effettivamente il 
problema; 
3)  Si verifichi se la congettura elaborata è consistente con la soluzione del 
modello. 
Formuliamo la seguente congettura: 
ݕ௧ ෥ = A ȗt + Bሺ ෡t- ॱt{ʌ ොt+1})                                                      (10) 
Sfruttiamo la congettura: 
ॱt(yt+1) = Aॱt(ߞ௧ାଵ) + Bॱt(ܴ௧ାଵ - ߨ௧ାଶ) = Aߩȗt                     (11) 
questo perchè ॱt(ߟ௧ାଵ) = 0 ॱt(ܴ௧ାଵ - ߨ௧ାଶ) = 0. 
6RVWLWXHQGRDOO¶Hquazione (7) il valore trovato si ha: 
ݕ௧ ෥ = Aߩȗt + ĳ ( ෡t - ॱt{ʌ ොt+1}) + ȗt                                              (12) 
ݕ௧ ෥  = Ȝ(Aߩ+1) ȗt + ĳ ( ෡t - ॱt{ʌ ොt+1})                                          (13) 
A = Ȝ(Aߩ+1) ՞ A = 
ଵ
ଵିఒఘ     B = ĳ ( ෡t - ॱt{ʌ ොt+1})                        
՜ݕ௧ ෥ = 
ଵ
ଵିఒఘȗt + ĳ ( ෡t - ॱt{ʌ ොt+1})                                              (14) 37 
 
Ciò  verifica  la  congettura  visto  cKH F¶q XQD UHOD]LRQH OLQHDUH WUD ݕ௧ ෥  ȗt  e  ሺ ෢t- 
ॱt{ʌ ොt+1}). 
&DOFROLDPR SRL OD IXQ]LRQH GL ULVSRVWD DG LPSXOVR GHOO¶RXWSXW JDS DG
XQ¶innovazione unitaria ߟଵ che viene riportata nella tabella seguente. 
T  1  2  3  4  «  k്1 
ࣁ࢚  1  0  0  0  «  0 
ࣀ࢚  1  ߩ  ߩଶ  ߩଷ  «  ߩ௞ିଵ 
࢚࢟ ෥  ͳ
ͳ െ ߣߩ
 
ߩ
ͳ െ ߣߩ
  ߩଶ
ͳ െ ߣߩ
 
ߩଷ
ͳ െ ߣߩ
 
«  ߩ௞ିଵ
ͳ െ ߣߩ
 
 
Tabella 4: risposta ad impulso ad uno shock standard. 
La  Figura  11  ci  fornisce  LO JUDILFR GHOOH IXQ]LRQL  GL ULVSRVWD G¶LPSXOVR
GHOO¶RXWSXWJDSHGHOORVKRFNGLGRPDQGDLQXQLQWHUYDOORGLWHPSRGLWHPSRGL
dieci periodi.   
 
Figura 11: Confronto delle funzioni di risposta ad impulso 
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&RPH VL SXz QRWDUH DOO¶DXPHQWDUH GHO WHPSR OH GXe  funzioni  decrescono 
esponenzialmente YHUVROR]HURO¶RXWSXWJDSSDUWHGDXQYDORUHGLPHQWUHOR
VKRFNGLGRPDQGDSDUWHGDOYDORUHVLVRQRVXSSRVWLȜ = 0.9 e ߩ = 0.5). Questo è 
un semplice esempio GLVKRFNGLGRPDQGDSHUO¶RXWSXWJDSGRYHJOLDJHQWLQRQ
possiedono informazioni anticipate. 
 
,QWURGX]LRQHGHO³QHZVVKRFN´DOPRGHOORHPSLULFR 
 
,OSDVVRVHJXHQWHFRQVLVWHQHOO¶aggiungere al modello specificato nel paragrafo 
SUHFHGHQWHXQ³QHZVVKRFN´RYYHURXQRVKRFNDQWLFLSDWR/RVKRFNGLGRPDQGD
viene così prefigurato: 
ȗt = ߩߞ௧ିଵ + ߟ௧ି௝                                                                      (15)       
Ciò che è cambiato è che sono stati inseriti dei lag temporali con j=1,2,..,T a   
Ș୲.  In  parole  povere,  gli  agenti  ora  possiedono  un  bagaglio  di  informazioni 
superiore rispetto a prima, in quanto sono in grado di conoscere in anticipo lo 
VKRFNFKHFROSLUjO¶output gap. 
3URFHGLDPR RUD FRPH QHO SDUDJUDIR SUHFHGHQWH FDOFRODQGR O¶RXtput  gap  di 
equilibrio  con  aspettative  razionali  tramite  il  metodo  dei  coefficienti 
indeterminati. 
Consideriamo un ³news shock´ antecedente di un periodo: 
ȗt = ߩߞ௧ିଵ + ߟ௧ିଵ                                                                 (16) 
Formuliamo la congettura lineare: 
ݕ௧ ෥ = A ȗt + Bሺ ෡t- ॱt{ʌ ොt+1}) + Cߟ௧                                       (17) 
Calcoliamo le aspettative: 
ॱt(yt+1) = Aॱt(ߞ௧ାଵ) + Bॱt(ܴ௧ାଵ - ߨ௧ାଶ) + Cॱt(ߟ௧ାଵ) = 
= A(ߩߞ௧+ ߟ௧)                                                                       (18)   39 
 
Essendo  ॱt(ߟ௧ାଵ) = 0 ॱt(ܴ௧ାଵ - ߨ௧ାଶ) = 0 si ha che:    
 ݕ௧ ෥ = Aሺߩȗt +ߟ௧ሻ + ĳ ( ෡t - ॱt{ʌ ොt+1}) + ȗt                             (19)  
ݕ௧ ෥  = Ȝ(Aߩ+1) ȗt + ĳ ( ෡t - ॱt{ʌ ොt+1}) + Ȝ$ ߟ௧                       (20) 
A = Ȝ(Aߩ+1) ՞ A = 
ଵ
ଵିఒఘ      
B = ĳ ( ෡t - ॱt{ʌ ොt+1}) 
C = ȜA ՜ C = 
ఒ
ଵିఒఘ 
ݕ௧ ෥ = 
ଵ
ଵିఒఘȗt + ĳ ( ෡t - ॱt{ʌ ොt+1}) + 
ఒ
ଵିఒఘߟ௧                              (21)           
 
/¶HTXD]LRQH  YHULILFD OD congettura  ipotizzata.  Nella  soluzione  il 
termine
ଵ
ଵିఒఘ UDSSUHVHQWDO¶LPSDWWRGHOODUHDOL]]D]LRQHHIIHWWLYDGHO³QHZVVKRFN´ 
ߟ௧,  invece 
ఒ
ଵିఒఘ  QH GHVFULYH O¶HIIHWWR DQWLFLSDWR  (VVHQGR   Ȝ   O¶HIIHWWR
anticipato risulterà in ogni caso più piccolo GLTXHOORFKHVLDYUjDOO¶HIIHWWLYD
realiz]D]LRQHGHO³QHZVVKRFN´ 
&DOFROLDPR RUD OD IXQ]LRQH GL ULVSRVWD DG LPSXOVR GHOO¶RXWSXW JDS DG
XQ¶LQQRYD]LRQHXQLWDULDߟଵ= 1 e poniamo ȗ1 = 0. 
 
T  1  2  3  4  «  k്1 
ࣁ࢚  1  0  0  0  «  0 
ࣀ࢚  0  ͳ  ߩଶ  ߩଷ  «  ߩ௞ିଶ 
࢚࢟ ෥  ߣ
ͳ െ ߣߩ
 
ͳ
ͳ െ ߣߩ
  ߩ
ͳ െ ߣߩ
 
ߩଶ
ͳ െ ߣߩ
 
«  ߩ௞ିଶ
ͳ െ ߣߩ
 
 
Tabella 55LVSRVWDDGXQLPSXOVRGHO³QHZVVKRFN´ 
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)LJXUD&RQIURQWRGHOOHIXQ]LRQLGLULVSRVWDG¶LPSXOVR 
                                         
Nella Figura 12 assistiamo nuovamente ad un confronto tra le funzioni di risposta 
G¶LPSXOVRGHOO¶RXWSXWJDSHGHOORVKRFNGLGRPDQGD, come era già stato osservato 
QHOOD )LJXUD  , YDORUL GL Ȝ H ߩ  restano  i  medesimi.  Ciò  che  muta  è  il 
FRPSRUWDPHQWRGHOODIXQ]LRQHGLULVSRVWDG¶LPSXOVRGHOO¶RXWSXWgap che ha un 
picco iniziale nel passaggio dal periodo T=1 a T=2 (si assiste ad un aumento 
GHOO¶RXWSXWJDSGDDSHUSRLGHFUHVFHUHHVSRQHQ]LDOPHQWHYHUVROR
zero. 4XHVWRHIIHWWRqGRYXWRDOODSUHVHQ]DGHO³QHZVVKRFN´JOLDJHQWLVRQR
consapevolLXQSHULRGRLQDQWLFLSRGHOODVYHQWXUDFKHFROSLUjO¶HFRQRPLD      
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  CAPITOLO QUARTO   
 
CONFRONTO TRA MODELLI 
 
4.1 Analisi e confronto tra il modello di riferimento e il modello con 
³QHZVVKRFN´ ritardato di un periodo. 
 
Nel capitolo precedente VLqRVVHUYDWRTXDOHVLDO¶LPSDWWRGLXQ³QHZVVKRFN´DG
XQ PRGHOOR VHPSOLILFDWR SHU GHGXUQH LO VXR SHVR UHODWLYR QHOO¶HFRQRPLD GHL
risultati.  
In  questo  paragrafo  vedremo  quali  saranno  le  ripercussioni  di  uno  shock 
DQWLFLSDWRVXOO¶RXWSXWJDSQHOPRGHOORanalizzato nel Capitolo 2. 
Il modello che ora esaminiamo è composto come il modello di riferimento dalle 
equazioni (1) ± (6) (vedi Capitolo 2)O¶XQLFDcomponente che si modifica è ߞ௧: 
ߞ௧ = ߩ఍ +  ߟ௧ିଵ                                                                             
(22) 
1HOO¶HTXD]LRQH VLSUHVXSSRQHFKHLO³QHZVVKRFN´FROSLVFDO¶HFRQRPLDLO
periodo  precedente;  considerando  che  i  dati  a  nostra  disposizione  sono  stati 
raccolti  trimestralmente,  O¶LPSDWWR GHOOR VKRFN YLHQH LQWXLWR GDJOL DJHQWL XQ
trimestre in anticipo. Nel capitolo 2 si è sottolineata O¶LPSRUWDQ]DFKHULFRSURQR
le  aspettative  razionali  nei  modelli  Neo  Keynesiani TXHVW¶XOWLPH FRQ
O¶LQWURGX]LRQHGHOORVKRFNDQWLFLSDWRYHQJRQRPRGLILFDWHFRVLFRPHO¶HTXLOLEULR
delle variabili al tempo t. Se gli agenti al tempo t-1 si aspettano che uno shock 
negativo ȘFROSLUjO¶RXWSXWJDSVLDSULUjXQDUHFHVVLRQHSHUO¶RXWSXWYLFHversa se 
lo shock risulterà posiWLYRFRPSRUWHUjXQ¶HVSORVLRQHGLݕ௧Ǥ ෦   
Ora il passo successivo sta nel fornire i grafici della convergenza iterativa, le 
stime delle distribuzioni a posteriori nei due step di stima e infine valutare le 
funzioni di risposta ad impulso. 42 
 
Iniziamo dunque, con il monitorare la convergenza multivariata delle simulazioni 
iterative. 
 
Figura 13:   ³0XOWLYDULDWHGLDJQRVWLF´FRQ presenza del ³QHZVVKRFN´ 
 
Nella  Figura  13  ULSRUWLDPR VRODPHQWH OD FRQYHUJHQ]D GHOO¶LQWHUR PRGHOOR SHU
quanto  concerne  la  convergenza  dei  singoli  parametri  rimandiamo  il  tutto 
DOO¶$SSHQGLFH$YHQGRSUHVHQWHFKHGREELDPRYDOXWDUHXQLFDPHQWHO¶DQGDPHQWR
dal  valore  5  (in  ascissa)  in  poi  perché  abbiamo  scartato  la  prima  metà  delle 
simulazioni iterative in ciascuna catena, si nota che la linea blu, che ritrae la 
varianza entro, e la linea rossa, che ricalca la varianza tra, tendono, nonostante 
qualche  oscillazione,  a  convergere  sia  per  quanto  riguarda  l¶LQWHUYDOOR GL43 
 
confidenza,  sia  nel  caso  della  varianza  e  del  momento  terzo.    Quanto  detto, 
perlomeno, ci garantisce la correttezza delle stime.  
6HPHWWLDPRDFRQIURQWROD)LJXUDFRQOD)LJXUDTXHVW¶XOWLPDVHPEUDHVVHUH
migliore in quanto le oscillazioni sono pressoché azzerate.  
Vediamo ora come si comportano i grafici delle distribuzioni a posteriori. 
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Figura 14: Distribuzioni a posteriori con presenza del ³QHZVVKRFN´ 
 
Dando  uno  sguardo  sommario  alla  Figura  14,  si  nota  bene  o  male  che  le 
distribuzioni a posteriori (le linee nere) sono quasi tutte approssimabili ad una 
distribuzione normale; inoltre le distribuzioni a priori (linee grigie) si discostano, 
ma  non  in  maniera  eccessiva,  dalle  distribuzioni  a  posteriori,  ciò  induce  ad 
affermare che i dati prelevati dal campione siano informativi. Se poi ci si vuole 
soffermare  sui  singoli  grafici  dei  parametri  va  detto  che  per  SE_epsy  e  per 
SE_epsmu le mode a posteriori (linee tratteggiate verdi verticali) dovrebbero più 
o meno essere centrate sul YDORUHHQHOQRVWURFDVRVLGLVFRVWDQRXQSR¶4XHOOR
FKHDQRLLQWHUHVVDqFRPXQTXHODYLVLRQHG¶LQVLHPHGHOPRGHOORFRQVLGHUDWRH
sembrerebbe finora essere abbastanza soddisfacente. 
Ora passiamo ad analizzare le stime dei parametri e delle deviazioni degli shock. 
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Parameters  Prior mean  mode  ³s.d.´  ³t-stat´ 
Ȗ  0.500  0.0278  0.0130  2.1312 
ț  0.150  0.0853  0.0324  2.6308 
ș  0.500     0.8006   0.0809  9.8950 
ı  2.000     6.9814    1.5472    4.5122 
į  0.500       0.3692    0.0711   5.1964 
࣐࣊  1.500     1.6088    0.1447  11.1185 
࣋࢟  0.500     0.5458    0.2045  2.6695 
࣋ࣀ  0.800     0.9265  0.0417  22.2108 
࣋࣊  0.500     0.5005  0.1758  2.8466 
࣋ࣆ  0.750     0.7572  0.0439  17.2554 
࣌࣊  0.010     0.0046  0.0019    2.4302 
࣌࢘  0.250     0.3540  0.0402  8.8164 
࣌࢟  0.010     0.4267   0.2202  1.9374 
࣌ࣆ  0.250     0.6586   0.2156  3.0552 
࣌ࣀ  0.005     0.0295  0.0106  2.7784 
Log data density [Laplace approximation] is -392.297011.  
Tabella 6: primo step di stLPDFRQ³QHZVVKRFN´ 
 
Come già visto in precedenza, dal primo passo di stima si ottiene il valore della 
moda a posteriori per ciascun parametro con la relativa deviazione standard e la 
statistica t. 
I valori che ci fornisce la statistica t sono tutti significativamente diversi da 0 in 
quanto, assumendo una distribuzione a posteriori normale, tali valori sono tutti al 
di fuori della regione critica (-1.96,1.96). 46 
 
Ipotizzando  sempre  che  la  distribuzione  a  posteriori  si  approssimi  a  quella 
normale Dynare computa un valore della logverosimiglianza calcolata secondo 
Laplace pari a -392.297011.Tale valore risulta essere più basso rispetto al valore 
ottenuto  stimando  il  modello  che  non  incOXGHYD LO ³QHZV VKRFN´,  il  quale  ci 
forniva un valore della logverosimiglianza di Laplace pari a -390.701560. 
Tenendo  conto  che  il  modello  migliore  è  quello  che  ha  il  valore  della 
verosimiglianza  più  alto,  di  primo  acchito  potremmo  pensare  che  il  modello 
iniziale produca delle stime migliori.  
Per avere una riprova di quanto esaminato conviene confrontare il valore della 
logverosimLJOLDQ]DWURYDWDFRQLOPHWRGR³0RGLILHG+DUPRQLF0HDQ´FKHqXQ
indice più affidabile. Il valore in questione ci viene fornito nel secondo step di 
stima. 
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Parametri  Media a posteriori  Intervallo di credibilità al 90% 
Ȗ  0.0343  [0.0111; 0.0560] 
ț  0.0966  [0.0422; 0.1477] 
ș  0.7847    [0.6556; 0.9062] 
ı  7.2674    [4.7651; 9.8660] 
į  0.4065    [0.2652; 0.5520] 
࣐࣊  1.6905    [1.4440; 1.9381] 
࣋࢟  0.3305    [0.2248; 0.4297] 
࣋ࣀ  0.8831    [0.8046; 0.9728] 
࣋࣊  0.5021    [0.2497; 0.7534] 
࣋ࣆ  0.7380    [0.6585; 0.8187] 
࣌࣊  0.0194    [0.0021; 0.0824] 
࣌࢘  0.3546    [0.2811; 0.4278] 
࣌࢟  0.0113    [0.0023; 0.0179] 
࣌ࣆ  0.8849    [0.8162; 0.9535] 
࣌ࣀ  0.0381    [0.0157; 0.0591] 
 
Log data density is -385.505929. 
Tabella 7: secondo step di stima FRQ³QHZVVKRFN´ 
La Tabella 7 ci restituisce la media a posteriori per ogni parametro del modello 
con il relativo intervallo di credibilità al 90%. Nessun intervallo di credibilità 
contiene lo zero quindi il valore di tutte le stime è significativamente diverso da 
zero. 
Se  confrontiamo  le  stime  delle  medie  a  posteriori  della  Tabella  7  con  quelle 
RWWHQXWHQHOPRGHOORVHQ]DO¶DJJLXQWDGHO³QHZVVKRFN´QRWLDPRun aumento per  48 
 
ıGD6.9809 a -7.2674, per  ߜ0.3890 a 0.4065, per ߩ௬ da 0.3181 a 0.3305, 
viceversa una diminuzione per ߮గ  da 1.7424 a  1.6905 mentre le restanti stime 
restano pressoché inalterate.  Il valore della logverosimiglianza che è calcolato 
assumendo la non necessaria normalità delle distribuzioni a posteriori risulta pari 
a  -385.505929  valore  più  basso  rispetto  al  primo  modello  -384.323325.  Pure 
TXHVWRULVXOWDWRFLIDSURSHQGHUHSHULOPRGHOORVHQ]D³QHZVVKRFN´ 
 
Un ultimo criterio di confronto tra i due modelli considerati sono le funzioni di 
risposta ad impulso. 
 
 
Figura 15: effetto GHO³QHZVVKRFN´DOORVKRFNGHOO¶LQIOD]LRQH. 
 
Se  confrontiamo  la  Figura  15  FRQ OD )LJXUD  O¶XQLFD SLFFROD GLIIHUHQ]D
ULVFRQWUDELOHqQHOYDORUHGLSDUWHQ]DGHOODIXQ]LRQHGLULVSRVWDG¶LPSXOVRSHU
TXDQWRULJXDUGDODVHULHGHOWDVVRG¶LQWHUHVVH: qui parte da un valore 0.03 mentre 
nel  modello  precedente  dal  valore  0.02.  Le  conclusioni  del  processo  sono  le 
medesime  per  entrambi  i  modelli:  dopo  la  diminuzione  iniziale  del  tasso 
G¶LQIOD]LRQHHGHOWDVVRG¶LQWHUHVVH (in risposta ad un abbassamento di ߝగ) essi 
dLPLQXLVFRQRPHQWUHLOWDVVRGLFUHVFLWDGHOO¶RXWSXW aumenta per poi stabilizzarsi 
al valore nullo. 
Una differenza sostanziale tra i due modelli è presente però nei seguenti grafici 
UHODWLYL VHPSUH DOOR VKRFN DOO¶LQIOD]LRQH PD LQHUHQWL DOO¶RXWput  gap,  al  tasso 
G¶LQIOD]LRQHVWLPDWRDOOLYHOORGHOO¶RXWSXWDWWXDOHy), DOWDVVRG¶LQWHUHVVHVWLPDWR 
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Figura 16VKRFNDOO¶LQIOD]LRQHPRGHOORVHQ]D³QHZVVKRFN´. 
 
 
Figura 17VKRFNDOO¶LQIOD]LRQHPRGHOORFRQ³QHZVVKRFN´ 
Nel modello con lo VKRFNDQWLFLSDWRGHOO¶RXWSXWJDS gli agenti sono consci, un 
trimestre in anticipo, di quale VLDOD³VYHQWXUD´FKHFROSLUj O¶HFRQRPLD,QTXHVWR
modello  LO FRQWUDFFROSR VFDWXULWR GDOOR VKRFN DOO¶LQIOD]LRQH VDUj FRQWHQXWR50 
 
PDJJLRUPHQWHVLDGDOO¶RXWSXWJDSFKH GDOOLYHOORDWWXDOHGHOO¶RXWSXW In merito a 
quanto detto VLYHGDFRPHODIXQ]LRQHGLULVSRVWDG¶LPSXlso (linea nera) nella 
Figura 17 abbia una discesa/salita meno marcata rispettivamente per i grafici di  
yhat e di y (output gap/output attuale) rispetto alla Figura 16. 
 
 
Figura 18: effetto GHO³QHZVVKRFN´ allo shock deOWDVVRG¶LQWHUHVVH 
 
La  figura  18  riassumH O¶HIIHWWR GL XQR VKRFN QHJDWLYR  diߝ௧
௥  (shock  del  tasso 
G¶LQWHUHVVH dove  RXWSXW ³JURZWK´ H LQIOD]LRQH Ĺ   tasso  interesse    ՝    per  poi 
stabilizzarsi al valore nullo così come è accaduto nel modello base. 
 
 
Figura 19(IIHWWRGHO³QHZVVKRFN´VXOO¶RXWSXWJDS 
 
8QDXPHQWRGHO³QHZVVKRFN´SRUWDDGXQconseguente ingrandimento del tasso 
GLFUHVFLWDGHOO¶RXWSXW, i cui diretti effetti sono O¶DXPHQWR GHOO¶LQIOD]LRQHWUDPLWH
la curva di Phillips e del tasso G¶LQWHUHVVHWUDPLWHO¶HTXD]LRQHGL7D\ORUA lungo 
DQGDUH TXHVWR PHFFDQLVPR SRUWHUHEEH DOO¶HVSORVLRQH GHO PRGHOOR PD51 
 
fortunatamente  il  rialzo  GHO WDVVR G¶LQWHUHVVH  porta  ad  una  fase  di  recessione 
economica,  dove  il  tasso  di  crescita  dell¶RXWSXW  inizia  a  calare  e  di  riflesso 
GLPLQXLVFHLOWDVVRG¶LQIOD]LRQHULSRUWDQGRFRVuOHVHULHDOORVWDWRVWD]LRQDULR 
La differenza rilevante che si nota nella Figura 19 rispetto alla Figura 8 è nel 
grafico delO¶RXWSXW³JURZWK´. Si nota chiaramente che nella Figura 19 la funzione 
di risposta ad impulso ha picco iniziale per poi decrescere velocemente, cosa che 
non  accade  nella  Figura  8,  dove  si  osserva  solamente  il  decrescere  di  tale 
funzione.  Il  comportamento  GHOOD IXQ]LRQH GL ULVSRVWD G¶LPSXOVR GHO WDVVR GL
FUHVFLWDGHOO¶RXWSXWFRQIHUPDTXDQWRYLVWRQHO&DSLWROR 
 
 
Figura 20(IIHWWRGHO³QHZVVKRFN´VXOOR VKRFNGHOWUHQGVXOO¶RXWSXW
³JURZWK´ 
 
Nella Figura 20 si assiste ad un iniziale aumento di ߝ௧
ఓ (shock del trend) che fa 
accrescere il trend ߤ௧, il quale stimola la crescita del livello potenziale GHOO¶RXWSXW
ݕ௧
௡  H GL FRQVHJXHQ]D GHO OLYHOOR QDWXUDOH GHOO¶RXWSXW.  Se  aumenta  il  tasso  di 
FUHVFLWDGHOO¶output  FUHVFHUjVLDLOWDVVRG¶LQIOD]LRQHFKHLOWDVVRG¶LQWHUHVVH (vedi 
FXUYDGL3KLOOLSVHGHTXD]LRQHGHOWDVVRG¶LQWHUHVVH. Come già visto nel Capitolo 
2, TXHVWRFLUFRORYL]LRVRYLHQHLQWHUURWWRTXDQGRVLYHULILFDO¶DXPHQWRGHOWDVVR
G¶LQWHUHVVH;  si  entra  così  in  una  fase  di  recessioQH FKH ID GLPLQXLUH O¶RXWSXW
³JURZWK´ HDVXDYROWDLOWDVVRG¶LQIOD]LRQHULVWDELOHQGRO¶HTXLOLEULR. Ora il punto 
GLVWDELOL]]D]LRQHSHULOOLYHOORQDWXUDOHGHOO¶RXWSXWHSHUݕ௧ si attesta al valore 1.3 
e non 0. Il risultato a cui siamo pervenuti combacia con quello della Figura 9. 52 
 
 
 
Figura 21(IIHWWRGHO³QHZVVKRFN´DOlo shock dell¶RXWSXWQDWXUDOHVXO
WDVVRGLFUHVFLWDGHOO¶RXWSXW. 
 
Ipotizzando una crescita di ߝ௧
௬VKRFNGHOO¶RXWSXWQDWXUDOHTXHVW¶XOWLPDLQIOXLUj
direttamente suOOLYHOORQDWXUDOHGHOO¶RXWSXWݕ௧
௡ che sarà destinato ad aumentare e 
a ciò seguirà un LQFUHPHQWRGHOO¶RXWSXW³JURZWK´ LOWDVVRG¶LQWHUHVVHĹO¶RXWSXW 
HO¶LQIOD]LRQH՝). 
Finito tale processo ݕ௧
௡ ed  ݕ௧  si stabilizzeranno sul valore nullo così come i 
WDVVRGLFUHVFLWDGHOO¶RXWSXW, nulla è cambiato nella Figura 21 rispetto alla Figura 
10. 
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4.2 Analisi e confronto tra il modello di riferimento e il modello  con 
³QHZVVKRFN´ULWDUGDWRGLTXDWWURSHULRGL 
 
/¶XOWLPRPRGHOORFKHSDVVLDPRLQUDVVHJQDqFRPSRVWRVHPSUHGDOOHHTXD]LRQL
(1) - PRGHOOR'6*(1HR.H\QDVLDQRFRQO¶DJJLXQWDGLXQ³QHZVVKRFN´SHU
O¶RXWSXWJDS FKHFROSLVFHO¶HFRQRPLDQRQSLXQWULPHVWUH prima, come trattato 
nel paragrafo precedente, ma ben quattro periodi in anticipo, ovvero un anno 
prima.  
Ora lo shock di domanda ha la seguente forma: 
ߞ௧ = ߩ఍ - ߟ௧ିସ                                                                                          (23) 
Come  è  consuetudine  controlliamo  innanzitutto  la  convergenza  iterativa  delle 
UHSOLFD]LRQLSHUO¶LQWHURPRGHOORFKHFLYLHQHIRUQLWDGDOPHWRGRXVDWRda Brooks 
e Gelman (1998).  
Nella  Figura  22  riportiamo  solamente  la  convergenza  iterativa  GHOO¶LQtero 
modello per quanto riguarda la convergenza dei singoli parametri rimandiamo il 
WXWWRDOO¶$SSHQGLFH 
&LzFKHFLLQWHUHVVDPRQLWRUDUHVRQRO¶XOWLPDPHWjGHOOHVLPXOD]LRQLLWHUDWLYHGHL
tre grafici, ovvero dal valore 5 che corrisponde a 500000 iterazioni fino al valore 
10 che è pari ad un milione di simulazioni. Le linee rosse (varianza tra) e blu 
(varianza entro) tendono a coincidere VLDSHUO¶LQWHUYDOORGLFRQILGHQ]D, sia per il 
momento secondo  che per  il momento terzo e non sembra esserci la presenza di 
RVFLOOD]LRQLFRPHqDFFDGXWRSHULOPRGHOORFRQ³QHZVVKRFN´DOWHPSRW-1. 
Le stime del modello che andremo ad analizzare risultano quindi corrette e si può 
così passare ad analizzare con maggior precisione le distribuzioni a posteriori dei 
vari parametri. 
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Figura 22³0XOWLYDULDWHGLDJQRVWLF´modello ³QHZVVKRFN´W-4. 
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Parameters  Prior mean  mode  ³s.d.´  ³t-stat´ 
Ȗ  0.500  0.0285    0.0134    2.1367 
ț  0.150  0.0784    0.0334    2.3451 
ș  0.500     0.8319    0.0685  12.1423 
ı  2.000     7.4672    1.5820    4.7201 
į  0.500       0.3561   0.0707    5.0392 
࣐࣊  1.500     1.5045    0.1264  11.8999 
࣋࢟  0.500     0.5836    0.1499    3.8941 
࣋ࣀ  0.800     0.9328    0.0458  20.3758 
࣋࣊  0.500     0.5006    0.1759    2.8457 
࣋ࣆ  0.750     0.7577    0.0430  17.6052 
࣌࣊  0.010     0.0046   0.0019    2.4321 
࣌࢘  0.250     0.3431    0.0371    9.2568 
࣌࢟  0.010     0.4583    0.1539    2.9775 
࣌ࣆ  0.250     0.6293    0.1606    3.9187 
࣌ࣀ  0.005     0.0314    0.0131    2.3898 
 
Log data density [Laplace approximation] is -395.299099. 
 
Tabella 8SULPRVWHSGLVWLPDFRQ³QHZVVKRFN´W-4. 
 
La  Tabella  8  ci  restituisce  la  moda  della  distribuzione  a  posteriori  la  sua 
deviazione standard e il valore della statistica t per tutti i parametri. 
I valori che ci fornisce la statistica t sono tutti significativamente diversi da 0 in 
quanto, assumendo una distribuzione a posteriori normale, i suddetti valori sono 
tutti al di fuori della regione critica (-1.96,1.96). 
3RVVHGLDPR XQ¶XOWHULRUH LQIRUPD]LRQH LO YDORUH GHOOD ORJYHURVLPLJOLDQ]D 
ottenuta con il metodo di Laplace (presuppone normalità della distribuzione a 56 
 
posteriori),  pari  a  -395.2999099 4XHVW¶XOWLPR GDWR q PLQRUH GHJOL DOWUL GXH
modelli esaminati in precedenza. (-390.701560 per il modello base, -392.297011 
SHULOPRGHOORFRQ³QHZVVKRFN´DOWHPSRW-1). 
Fermo restando che  il modello con logverosimiglianza più grande risulta essere 
quello  preferibile,  perché  fornisce  delle  stime  più  adeguate,  si  opta  anche  in 
questo caso per  il modello con assenza di shock anticipato.    
Per avere indicazioni migliori conviene anche fare un raffronto tra i modelli con 
il valore  della logverosimiglianza ottenuto FRQLOPHWRGR³0RGLILHG+DUPRQLF
0HDQ´FKHqXQLQGLFHSLattendibile. Il valore cercato ci viene dato nel secondo 
step di stima ed è pari a -384.8720374XHVW¶XOWLPRYDORUHqVROROHJJHUPHQWH
maggiore di -384.323325, valore della logverosimiglianza calcolato nel modello 
FRQ DVVHQ]D GL ³QHZV VKRFN´ ,Q WHUPLQL GL comparazione  della 
logverosimiglianza non si può quindi propendere con assoluta certezza per uno 
dei due modelli, anche se si potrebbe spezzare una lancia in favore del modello di 
partenza.  
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Parametri  Media a posteriori  Intervallo di credibilità al 90% 
Ȗ  0.0921  [0.0367; 0.1624] 
ț  0.1810  [0.0955; 0.2761] 
ș  0.1667  [0.0655; 0.2706] 
ı  10.1366  [7.4823; 13.1072] 
į  0.6861  [0.5865; 0.7648] 
࣐࣊  1.3846  [1.1846; 1.6602] 
࣋࢟  0.3348  [0.2250; 0.4288] 
࣋ࣀ  0.9475  [0.9182; 0.9807] 
࣋࣊  0.2426  [0.0792; 0.3840] 
࣋ࣆ  0.4573  [0.3229; 0.5888] 
࣌࣊  0.1586  [0.1299; 0.1829] 
࣌࢘  0.2405  [0.2137; 0.2627] 
࣌࢟  0.0110  [0.0023; 0.0179] 
࣌ࣆ  0.9152  [0.8409; 0.9921] 
࣌ࣀ  0.0094  [0.0037; 0.0150] 
 
Log data density is -384.872037. 
 
Tabella 9VHFRQGRVWHSGLVWLPDFRQ³QHZVVKRFN´W-4. 
 
La Tabella 9 fornisce la PHGLDGHOODGLVWULEX]LRQHDSRVWHULRULHO¶LQWHUYDOORGL
credibilità al 90% relativi a tutti i parametri.  
Analizziamo ora le stime della media a posteriori. Le stime risultano essere tutte 
significative (non è incluso lo 0 negli intervalli di credibilità), ma VHTXHVW¶XOWLPH
vengono confrontate con quelle relative al modello base (Tabella 3) emergono 
grandi differenze. ,PDJJLRULFDPELDPHQWLVLQRWDQRSHULSDUDPHWULșHį 58 
 
Il valore della stima della media a posteriori di  ș  nel modHOORVHQ]D³QHZV
VKRFN´YDOHQHO  modello analizzato in questo paragrafo la stima si riduce 
a 0.1667, evidenziando come le aspettative e non più le abitudini dei consumatori 
risultino  ora  fondamentali  nel  modello,  ciò  è  dovuto  al  fatto  che  gli  agenti 
posseggano informazioni anticipate su uno shock che colpirà il mercato dei beni 
in un futuro prossimo. 
La  seconda  difformità  di  una  certa  rilevanza  è  riscontrabile  nel  valore  del 
parametro įFKHVXSHUDLOYDORUHGLHVLDWWHVWDD capovolgendo i 
risultati del modello base (dove įYDOH. Perciò nHOO¶HTXD]LRQHq il 
JUDGRGL³VPRRWKLQJ´GHOWDVVRG¶LQWHUHVVHįa giocare un ruolo fondamentale e 
viene  così  GDWD PLQRU  LPSRUWDQ]D VLD DO WDVVR G¶LQIOD]LRQH VLD DOOD UHD]LRQH
GHOO¶DXWRULWjGLSROLWLFDPRQHWDULDLQIDWWLODVWLPDGL߮గ passa da 1.7424 a 1.3846. 
La stima della pendenza della curva di Phillips Neokeynesiana ț) sale a 0.1810 
(nel  modello  base  vale  0.1021),  valore  comunque  ancora  accettabile  nella 
letteratura macroeconometrica.  
Il  valore  della  stima  per  il  coefficiente  di  avversione  al  rischio  (ı)  cambia 
significativamente  e  passa  da  6.9809  a  10.1366.  Si  riduce  così  O¶HODVWLFLWj
intertemporale 1/ ı FKHGHWHUPLQDO¶LQIOXHQ]DGHOWDVVRG¶LQWHUHVVHUHDOHH[-ante 
sul consumo.  
Il valore di ɏɃsale a 0.9475 (nella Tabella 3 vale 0.8793) e  conferma ancor di più 
O¶elevata persistenza dello shock di domanda nel modello preso in esame.  
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Figura 23: 'LVWULEX]LRQLDSRVWHULRULFRQ³QHZVVKRFN´W-4. 
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La Figura 23 invece ci fornisce la distribuzione a posteriori (linea nera), O¶DSULRUL 
(linea grigia) e la moda della distribuzione a posteriori (linea tratteggiate verde 
verticale). Le distribuzioni a posteriori  si discostano da quelle a priori e questo è 
un  buon  sintomo  in  quanto  i  dati  sono  informativi.  Le  buone  notizie  però 
finiscono  qui;  infatti,  sebbene  le  distribuzioni  a  posteriori  sembrino 
approssimabili alla distribuzione normale, eccetto per il parametro kappa la cui 
distribuzione a posteriori sembra addirittura essere bimodale, la moda a posteriori 
calcolata nel primo step di stima (Tabella 8) è quasi sempre al di fuori della 
distribuzione di interesse. 
 Alla  luce  di  quanto  osservato  nella  Figura  23,  si  ha  una  prova,  oltre  quella 
parziale del valore della logverosimiglianza, sul fatto che LOPRGHOORFRQ³QHZV
VKRFN´DOWHPSRW-4 non sembra essere un modello adeguato. 
Per correttezza di esposizione riportiamo le funzioni di risposta ad impulso anche 
per il modello analizzato in questo paragrafo. 
 
 
 
Figura 24: effetto GHO³QHZVVKRFN´W-4 allo shock deOO¶LQIOD]LRQH. 
 
Se si paragona la Figura 24 alle Figure  6 e 15 si nota che la funzione di risposta 
GLLPSXOVRSHUODVHULHGHOWDVVRG¶LQIOD]LRQHSDUWHGDXQYDORUHPROWRSLJUDQGH
di circa dieci volte (0.2 rispetto allo 0.02 degli altri due modelli), e inoltre il 
raggiungimento della stabilizzazione GHOWDVVRG¶LQIOD]LRQHqPROWRSLUHSHQWLQo. 61 
 
 
 
)LJXUD  (IIHWWR GHO ³QHZV VKRFN´ W-4  sullo  shock  dell¶RXWSXW
QDWXUDOHVXOWDVVRGLFUHVFLWDGHOO¶RXWSXW. 
 
Partendo inizialmente da un aumento di ߝ௧
௬ VKRFNGHOO¶RXWSXWQDWXUDOHTXHVWR
cambiamento  avrà  una  ripercussione  mirata  ad  accrescere  il  livello  naturale 
GHOO¶RXWSXWݕ௧
௡ con un conseguente incremento del WDVVRGLFUHVFLWDGHOO¶RXWSXW(a 
sua volta LOWDVVRG¶LQWHUHVVHĹO¶RXWSXW HO¶LQIOD]LRQe ՝). 
Conclusosi tale processo ݕ௧
௡ ed  ݕ௧  si fisseranno sul valore nullo così come il 
WDVVRGLFUHVFLWDGHOO¶RXWSXW; nella Figura 25 si giunge alle medesime conclusioni 
presenti nella Figura 10 e 21.  
 
 
 
Figura  26 (IIHWWR GHO ³QHZV VKRFN´  t-4  sullo  shock  del  trend 
VXOO¶RXWSXW³JURZWK´. 
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Nella Figura 26 si assiste ad un iniziale aumento di ߝ௧
ఓ (shock del trend) che fa 
crescere  il  trend  ߤ௧ LO TXDOH VWLPROD O¶LQQDO]DPHQWR  del  livello  naturale 
GHOO¶RXWSXWݕ௧
௡ e GLFRQVHJXHQ]DGHOO¶RXWSXW³JURZWK´6HTXHVW¶XOWLPDYDULDELOH
aumenta, FUHVFHUjVLDLOWDVVRG¶LQIOD]LRQHFKHLOWDVVRG¶LQWHUHVVHYHGLFXUYDGL
Phillips ed equazione del tDVVRG¶LQWHUHVVH&RPHJLjHVDPLQDWR nella Figura 20, 
questo  circolo  vizioso  viene  arrestato  TXDQGR VL YHULILFD O¶DXPHQWR GHO WDVVR
G¶LQWHUHVVHVLHQWUDFRVuLQXQDIDVHGLUHFHVVione che fa diminuire il tasso di 
FUHVFLWDGHOO¶RXWSXW HDVXDYROWDLOWDVVRG¶LQIOD]LRQHULVWDELOHQGRO¶HTXLOLEULR
Ora il punto di stabilizzazione per il OLYHOORQDWXUDOHGHOO¶RXWSXWHSHUݕ௧ si attesta 
al valore 1.4 (maggiore rispetto alle Figure 9 e 20 il cui valore è 1.3) . 
 
 
 
)LJXUDHIIHWWRGHO³QHZVVKRFN´W-DOORVKRFNGHOWDVVRG¶LQWHUHVVH 
 
La  Figura  27  VSLHJD O¶HIIHWWR GL XQR VKRFN QHJDWLYo  diߝ௧
௥(skock  del  tasso 
G¶LQWHUHVVH dove LOWDVVRGLFUHVFLWDGHOO¶RXWSXW e O¶LQIOD]LRQHĹil  tasso interesse  
՝  per poi stabilizzarsi al valore nullo così come è accaduto nel modello base e 
QHOPRGHOORFRQ³QHZVVKRFN´DOWHPSRW-1. 
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Figura 28: Effetto del ³QHZVVKRFN´W-VXOO¶RXWSXW³JURZWK´. 
 
/¶HIIHWWR GHO ³QHZV VKRFN´  è  evidente  nel  terzo  grafico  della  Figura  28.  La 
funzLRQHGLULVSRVWDGLLPSXOVRGHOWDVVRGLFUHVFLWDGHOO¶RXWSXW parte da un valore 
di  0.05  comincia  poi  a  decrescere  fino  ad  avere  un  piccolo  picco  ed  infine 
stabilizzarsi sul valore nullo. Se confrontata con la Figura 19, la Figura 28 denota 
un movimento ribaltato per quanto concerne la funzione di risSRVWDG¶LPSXOVR per 
LOWDVVRGLFUHVFLWDGHOO¶RXWSXW. Questo risultato è poco verosimile, perché in netto 
FRQIOLWWRFRQODWHRULDHFRQRPLFDYLVWDILQRDGRUDLQIDWWLXQDXPHQWRGHO³QHZV
VKRFN´ genera un LQL]LDOHULDO]RGHOWDVVRGLFUHVFLWDGHOO¶RXWSXW e non ad una 
diminuzione.  
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Conclusioni 
 
In  questa  tesi,  come  ampiamente  ripetuto,  VL q FRPELQDWR O¶DSSURFFLR D
componenti  non  osservabili  (UC)  con  il  modello  Neo  Keynesiano.  Come 
risultato, è divenuto possibile includere le informazioni dal tasso di inflazione e 
GDOODVWUXWWXUDGLXQPRGHOOR'6*(QHOODVWLPDGHOO¶RXWSXWJDS 
Nella Figura 29 in nero è rappresentata la serie stimata GHOO¶RXWSXWJDSHLQYHUGH
invece sono segnalati gli intervalli di credibilità al 90%. 
 
.    
Figura 29: Output gap. 
 
 
 Così  il  modello  Neo  Keynesiano,  grazie  agli  intervalli  di  credibilità  per    i 
parametri strutturali  forniti GDOVHFRQGR³VWHS´GLVWLPDFRQ'\QDUH è in grado di 
trasformare O¶LQFHUWH]]D iniziale VXOO¶RXWSXW gap a qualcosa di noto che risulta 
XWLOHVHOHDXWRULWjPRQHWDULHDGRSHUDQRUHJROHULVWUHWWHDOWDVVRG¶LQWHUHVVHFRPH 
nel caso della regola di Taylor.  
Inoltre  il  modello  Neo  Keynesiano    VWLPD O¶RXWSXW JDS FRPELQDQGR
O¶LQIRUPD]LRQH RWWHQXWD GD una  ³YDULDELOH IXWXUD´ OH DVSHWWDWLYH VXO  tasso 66 
 
G¶LQIOD]LRQHFRQ O¶DJJLXQWDGHOOH restrizioni cross-equazione e delle aspettative 
razionali. Tutto ciò sembra migliorare in maniera considerevole la performance 
delle stime nel presente, rendendo tale procedura potenzialmente più utile per 
coloro che gestiscono la politica monetaria.  
In ultima istanza è stato poi proposto un confronto tra il modello Neo Keynesiano 
HTXHOOLFRQO¶DJJLXQWDGL XQ³QHZVVKRFN´ al tempo t-1 e t-4. Ciò che si evince è 
la  validità  del  primo  modello  sia  in  termini  di  correttezza  delle  stime,  il 
monitoraggio  della  convergenza  risulta  migliore,  che  in  logverosimiglianza, 
risultando essa maggiore nel modello Neo Keynesiano di partenza,  rispetto ai 
modelli con O¶DJJLXQWDGHL ³QHZVVKRFN´  Questa conclusione è dettata dal fatto 
che nonostante gli agenti posseggano informazioni anticipate sul momento in cui 
ORVKRFNGLGRPDQGDFROSLUjO¶HFRQRPLDHVVL tuttavia non sono consapevoli né 
sulla portata né sugli effetti che questo shock avrà sulle variabili in gioco. 
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APPENDICE TECNICA 
Introduzione a Dynare 
Dynare  è  un  software  che  serve  per  decifrare,  riprodurre  e  stimare  modelli 
DSGE.  Il  percorso  è  intuitivo,  inizialmente  si  ha  a  disposizione  un  modello 
composto da  numerose equazioni, dynare converte ogni  equazione  in input per 
la procedura di matlab che è  un programma che ci consente di risolvere il nostro 
modello. 
Nel  campo  dei  modelli  DSGE  siamo  interessati  soprattutto  a  vedere  come  il 
sistema  si  comporta  nel  rispondere  agli  shock,  siano  essi  permanenti  o 
temporanei, e poi a come ritorna al suo stato stazionario. 
Il file.mod (ovvero lo script su cui si lavora) in dynare è formato da cinque parti 
distinte: 
- preambolo: contiene la lista delle variabili e dei parametri. Esso è suddiviso in 
tre  comandi,  var  che  comprende  le  variabili  endogene,  varexo  le  variabili 
esogene, parameters i parametri ed i suoi valori; 
-  modello:  dove  viene  specificato  il  modello  semplicemente  scrivendolo 
equazione per equazione; 
- ³steady state´ o valore iniziale: contiene informazioni sullo stato stazionario 
oppure sul punto preciso da cui far partire la simulazione, questo perché in un 
contesto stocastico il modello deve essere linearizzato prima di essere risolto e 
per fare questo dynare ha bisogno di conoscere lo stato stazionario; 
- shock: definisce gli shock del sistema. Due sono i tipi di shock che possono 
essere inseriti, temporanei o permanenti. Nel caso di shock temporanei il sistema 
poi  ritorna  al  suo  stato  stazionario,  mentre  nel  caso  di  shock  permanenti  il 
sistema si ristabilizza su un altro punto di stazionarietà; 
- calcolo: ordina a dynare di compiere delle specifiche operazioni (previsione, 
stima,ecc..).  Per  constatare  O¶LPSDWWR GHOOR VKRFN G\QDUH FRQVLGHUD OD
distribuzione  degli  shock  e  valuta  come  impattano  sul  modello,  poi  ripete 
ricorsivamente questa procedura che gli permette di tracciare una risposta media. 68 
 
 
Codice dynare: 
Di seguito viene fornito il file.mod per stimare il nostro modello: 
 
% .mod file for output gap estimation us.model 
 
var pihat, yhat, rhat, yn, y, mu, zeta, epsr, epspi, outputobs, inflobs, robs ; % 
endogenous variables and exogenous latent AR(1) processes 
varexo  epsy,  epi,  er,  epsmu,  ezeta  ;  %  shocks  //  ordering  matters  in  case  of 
correlated shocks -- Cholesky decomposition applies 
 
parameters gamma, kappa, theta, delta, sigma, phipi, rhopi, rhoy, rhozeta, rhonu; 
 
// initial values for the parameter vector 
// quarterly data (no annualization) 
 
// Phillips curve  
gamma = 0.5;  
delta = 0.5; 
theta = 0.5;  
kappa = .05; 
sigma = 2; 
phipi = 1.5; 
rhoy = 1; % .7 default  
rhopi = 0;  
rhonu = 0; 
rhozeta = 0.8; 
 
model; 
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pihat = (gamma)*pihat(-1) + (1-gamma)*pihat(+1) + kappa*(yhat) + epspi; 
epspi = rhopi*epspi(-1) + epi; 
yhat = (theta)*yhat(-1)+(1-theta)*yhat(+1)-(1/sigma)*(rhat-pihat(+1))+ zeta; 
rhat = (delta)*rhat(-1)+(1-delta)*(phipi)*pihat + epsr; 
epsr = rhonu*epsr(-1) + er; 
yn = rhoy*yn(-1) + mu + epsy; 
mu = mu(-1) + epsmu; 
zeta = rhozeta*zeta(-1) + ezeta; 
y=yn-yhat; 
 
 
// measurement equation 
inflobs = pihat;  
outputobs = yhat-yhat(-1) + yn - yn(-1); 
robs = rhat;  
end; 
 
steady(solve_algo=0); check; 
 
estimated_params; 
gamma, .04, beta_pdf, .5, .15,0,1; 
kappa, .055, beta_pdf, .15, .05,0,1; 
theta, .79, beta_pdf, .5, .15,0,1; 
sigma, 6.5, gamma_pdf, 2, 1; 
delta, .52, beta_pdf, .5, .15,0,1; 
phipi, 1.6, gamma_pdf, 1.5, .2; 
//rhoy, .65, uniform_pdf, , , 0, 1; 
rhoy, .65, beta_pdf, .5, .285; 
rhozeta, .93, beta_pdf, .8, .1,0,1; 
rhopi, .5, beta_pdf, .5, .15,0,1; 70 
 
rhonu, .78, beta_pdf, .75, .15,0,1; 
 
 
//shocks,stdevs 
//stderr epi, .004, inv_gamma_pdf, .005, 2; 
stderr epi, .004, inv_gamma_pdf, .01, 2; 
stderr er, 1.3, inv_gamma_pdf, .25, .1; 
stderr epsy, 1.25, inv_gamma_pdf, .01, 2; 
stderr epsmu, 1.61, inv_gamma_pdf, .25, .1; 
stderr ezeta, .10, inv_gamma_pdf, .005, 2; 
end; 
 
 
varobs inflobs outputobs robs; 
 
// dati.m - sample: 54:II-10:III  -  
 
estimation(datafile=dati,  prefilter=1,  first_obs=1,  mode_compute=4, 
mode_check, mh_replic=0);% 
estimation(datafile=dati,  prefilter=1,  first_obs=1,  mh_jscale=.65,  mh_drop=.5, 
mode_compute=4,  mh_nblocks=2,  bayesian_irf,  filtered_vars,  conf_sig=0.90, 
mh_replic=1000000); 
%ycbo seems to work better 
 
estimation(datafile=dati,prefilter=10,first_obs=1, 
mode_compute=4,mode_check,mh_replic=0); % ycbo seems to work better 
//estimation(datafile=dati,prefilter=1,first_obs=1, 
mh_jscale=.15,mh_drop=.5,mode_compute=0,mode_file=cchannel_obes_mode,
mh_nblocks=1,conf_sig=0.90,filtered_vars,bayesian_irf,mh_replic=1000000); % 
ycbo seems to work better                                                                                   71 
 
 
//Generate IRfunctions and Moments of the variables of interest 
//stoch_simul pihat yhat rhat; 
 
//save cchannel.mat; 
 
Convergenza iterativa 
 
Di  seguito  vengono  riportati  i  grafici  che  ci  permettono  di  valutare  la 
convergenza di ogni singolo parametro, in quanto la convergenza è un requisito 
necessario per poter ottenere la distribuzione a posteriori, infatti qualora le serie 
non fossero convergenti sarebbe inutile SURFHGHUHFRQO¶DQDOLVLHELVRJQHUHEEH
quindi fare delle modifiche nel modello. Le condizioni che queste serie devono 
rispettare per essere convergenti sono già state elencate assieme alla convergenza 
generale  del  modello  nel  capitolo  due,  qui  ci  limitiamo  solamente  a  dare  un 
giudizio  sulla  convergenza  di  ogni  singolo  parametro  relativamente  solo  al 
modello  di  base,  cioè  quello  stimato  nel  Capitolo  2;  mentre  per  gli  altri  due 
modelli  stimati  abbiamo  riportato  solamente  i  grafici  in  cui  la  convergenza 
univariata di un parametro desta perplessità. 
Anche qui ricordiamo che la convergenza va valutata dal 5 in poi (in ascissa), in 
quanto abbiamo scartato la prima metà delle simulazioni iterative. 
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Figura 30: ³0&0&XQLYDULWHGLDJQRVWLFV´± I 
 
La Figura 30 riporta i grafici delle convergenze univariate rispettivamente degli 
VKRFN GHO WDVVR G¶LQIOD]LRQH GHO WDVVR G¶LQWHUHVVH H GHO OLYHOOR QDWXUDOH
GHOO¶RXWSXW ߪగ,  ߪ௥,  ߪ௬.  Ad  eccetto  del  primo  shock  dove  si  erano  segnalati 
problemi anche nella distribuzione a posteriori, gli altri due shock convergono 
con efficacia allo stato stazionario. 73 
 
 
Figura 31: ³0&0&XQLYDULWHGLDJQRVWLFV´± II 
 
La Figura 31 riporta i grafici delle convergenze univariate rispettivamente degli 
VKRFNGHOWUHQGGHOO¶RXWSXWJDSߪఓ, ߪ఍HGHOSDUDPHWURȖ7XWWHHWUHOHVHULH
convergono allo stato stazionario. 74 
 
 
 
Figura 32: ³0&0&XQLYDULWHGLDJQRVWLFV´± III 
 
La  Figura  32  riporta  i  grafici  delle  convergenze  univariate  relativamente  ai 
SDUDPHWULțșı6RODPHQWHSHULOSDUDPHWURțVLULVFRQWUDTXDOFKHRVFLOOD]LRQH
tra le serie, ma essendo minima può essere tranquillamente trascurata.  
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Figura 33: ³0&0&XQLYDULWHGLDJQRVWLFV´- IV 
 
La Figura 33 riporta i grafici delle convergenze univariate rispettivamente dei 
SDUDPHWUL įǡ߮గ,  ߩ௬.  Anche  qui  la  convergenza  dei  singoli  parametri  viene 
rispettata. 76 
 
 
Figura 34: ³0&0&XQLYDULWHGLDJQRVWLFV´- V 
 
La Figura 34 riporta i grafici delle convergenze univariate rispettivamente dei 
parametri  ߩ఍,  ߩగ,  ߩఓ.  Pure  in  questo  caso  non  ci  sono  problemi  di  sorta  per 
quanto riguarda la convergenza dei parametri. 
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Figura 35: ³0&0&XQLYDULWHGLDJQRVWLFV´ PRGHOORFRQ³QHZVVKRFN´ 
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Figura 36: ³0&0&XQLYDULWHGLDJQRVWLFV´ PRGHOORFRQ³QHZVVKRFN´
t-4. 
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Figura 37: ³0&0&XQLYDULWHGLDJQRVWLFV´ PRGHOORFRQ³QHZVVKRFN´
t-4. 
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Figura 38: ³0&0&XQLYDULWHGLDJQRVWLFV´ PRGHOORFRQ³QHZVVKRFN´
t-4. 
Dalla Figura 35 alla Figura 38 si notano i grafici anomali del monitoraggio della 
FRQYHUJHQ]D SHU DOFXQL SDUDPHWUL GHL GXH PRGHOOL FRQ OD SUHVHQ]D GHO ³QHZV
VKRFN´/DGLVFUHSDQ]DWUDODYDULDQ]DWUDHTXHOODHQWURULVXOWDHYLGHQWHDGRFFKLR
nudo  e  per  il  modello  con  news  shock  al  tempo  t-4  perquasi  la  totalità  dei 
parametri. 
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