In this paper we consider the AB-percolation model on Z ϩ d and
. If the probability of a site to be in state A is ␥/(2d 2 ) for some fixed ␥Ͼ1, then the probability that AB-percolation occurs converges as d→ϱ to the unique strictly positive solution y(␥) of the equation yϭ1Ϫexp(Ϫ␥y). We also find the limit for the analogous quantities for oriented AB-percolation on Z 
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I. INTRODUCTION AND MAIN RESULTS
Let G be an infinite connected graph with edge set E and vertex set V. To each vertex of G assign one of two states, say A and B, with probability p and 1Ϫp, respectively, independently of all other vertices. The corresponding product probability on the configurations of sites is denoted by P p ;E p denotes expectation with respect to P p . The state of v will be denoted by X(v). We It is well known that for reasonable graphs G there is a critical probability p c (G) strictly between 0 and 1, such that
For background, see Kesten ͑1982͒ 1 or Grimmett ͑1999͒. 2 The model which we just described is usually called ͑Bernoulli͒ site-percolation. The AB-percolation model is the following variant of this classical model. An AB-path is a self-avoiding path v 0 ,v 1 ,...,v n , the state of whose vertices 
͑1.2͒
The set in the right-hand-side here could be empty. In such a case we leave p H alt undefined. This will not arise in the high-dimensional situations which interest us here. It is easily seen that p H alt does not depend on v 0 . We use here the notation p H rather than p c for the critical probability because the equality of several differently defined critical probabilities has not yet been proven for AB-percolation. Even on GϭZ d we do not know that the probability for an AB-path of length n from v 0 decays exponentially in n when pϽ p H alt (Z d ). One fundamental difference between the A-percolation or classical site-percolation model and the AB-percolation model is the latter's lack of monotonicity. Analysis of the classical model depends heavily on certain correlation inequalities, including the FKG and BK inequalities ͑see Secs. 2.2 and 2.3 of Grimmet ͑1999͒ 2 for these inequalities͒, which in turn depend on the fact that the classical model is ''increasing:'' The occurrence of events such as ͕v 0 ↔ A ϱ͖ or ͕u↔ A v͖ can only be helped if the state of any collection of vertices is changed from B to A. This monotonicity is, in general, absent in the AB-model and can lead to rather unexpected phenomena. For example, Appel and Wierman ͑1987͒ 3 proved that AB-percolation does not occur for any value of the parameter p on a class of bipartite graphs, including GϭZ 2 . Also Łuczak and Wierman ͑1988͒ 4 explicitly constructed a graph which exhibits multiple AB-percolation phase transitions. Thus the definition ͑1.2͒ is somewhat arbitrary. It is in general not true that AB-percolation occurs for all p(p H alt (G),1/2͔ ͑note that the set of p values for which AB-percolation occurs is symmetric about 1/2, by the symmetry between A and B͒.
The AB-percolation model evidently has some appeal as a model of physical phenomena. In fact, this model was introduced independently by Mai and Halley ͑1980͒ 5 in the context of chemisorption and by Sevšek et al. ͑1983͒ 6 as antipercolation in the study of the model on a Bethe lattice in connection with antiferromagnetism. Also, Wilkinson ͑1987͒ 7 looked at a more general two parameter problem as a model for gelation processes; AB percolation is a special case of his model. So far the study of AB-percolation model in the references focuses on the question whether it is possible to have AB-percolation on specific graphs G ͑such as Z 
The second theorem deals with the limit of the AB-percolation probability in Z ϩ d and Z d when we take pϭ2␥/d 2 and pϭ␥/2d 2 , respectively, for some fixed ␥Ͼ1, and let d go to ϱ. This will follow from the fact that around a fixed site v the number of neighbors of v connected to ϱ is close to its expected value ͑when d is large͒.
Theorem 2: Let y(␥) be the unique strictly positive solution of the equation yϭ1Ϫe
Ϫ␥y .
͑1.6͒
Then, for ␥Ͼ1, in the AB-percolation model
͑1.8͒
Remarks: ͑i͒ The proof which we give below actually proves the following, somewhat more general, result. Call a vertex vϭ (v(1) 11 Cox and Durrett ͑1983͒, 12 Gordon ͑1991͒, 13 Hara and Slade ͑1990͒, 14 and Kesten ͑1990͔͒. 15 It turns out that in these cases the lower bound in ͑1.3͒ is closer to the truth. It follows from Theorem 1 and Remark ͑i͒ that asymptotically as d→ϱ: 
͑2.3͒
Moreover, if d 2 p→ϱ but dp remains bounded, ͑2.4͒ 
͓Recall that X(u) is the state of the vertex u.͔ Denote the cardinality of a set A by ͉A͉. Then it is not hard to see that
In particular, by the Cauchy-Schwarz inequality 
Define Z 2n B by interchanging A and B in ͑2.10͒. It is easy to check that Z 2n A ,nу0, is a GaltonWatson process whose offspring distribution has generating function
͑2.11͒
Similarly, Z 2n B ,nу0, is a Galton-Watson process whose offspring distribution has the generating function
The expected number of children per individual in each of these branching processes is d 2 p(1 Ϫ p). AB-percolation occurs from v 0 if and only if at least one of these branching processes has a strictly positive survival probability, that is, when 19 Theorem I.5.1͔ that these are the smallest solutions in ͓0,1͔ of the equations q*ϭ f *͑q*͒, * ϭA or B.
͑2.13͒
Note that by our definitions 1Ϫq*ϭ P p ͕Z 2n * Ͼ0 for all n͖ϭ P p ͕E v 0 * ͖.
͑2.14͒
It is not difficult to see from ͑2.13͒ and the explicit expression ͑2.12͒ for f B , that if we set p ϭ␥/d 2 for some fixed ␥Ͼ1 and let d→ϱ, then
Therefore, if d→ϱ along some subsequence for which q B has a limit, Q say, then Q must satisfy
͑This is the equation for the extinction probability of a branching process with a mean ␥ Poisson distribution.͒ Moreover, 1ϪQϭlim
ϪQϭy(␥), as defined in ͑1.6͒. ͑This is the only place in the proof of ͑2.3͒ for which we need ͑2.9͒.͒ This is independent of the subsequence through which d→ϱ. Therefore, ͑2.3͒ holds for ␥Ͼ1.
It is obvious that for any fixed ␥ and d→ϱ
In the other direction
This shows that if d(1Ϫq
A ) converges along some subsequence to z, say, then zϭ␥(1Ϫe Ϫz ), that is, zϭ0 or zϭ␥y(␥). By virtue of ͑2.15͒ only the second value is possible, so that
which proves ͑2.2͒.
We also want to give a slightly different derivation of ͑2.3͒ which uses a consistency relation 
because the tree of descendants of v is isomorphic to
I͓w͔, and let w 1 ,...,w M be all the vertices with h(w)ϭ2 and I͓w͔ϭ1. Denote by wЈ the parent of w in T d , that is the vertex which just precedes w on (w). Then
Clearly the last probability is at most d(␥/d 2 )→0 as d→ϱ. Now all the I͓w͔ and the X(w) with h(w)ϭ2 are independent. Therefore
Also by the independence of the I͓w͔ with h(w)ϭ2 and by ͑2.18͒ and the fact that
Consequently, if d→ϱ along any subsequence for which the limit of
B ͖ exists, then this subsequential limit must be a solution of ͑1.6͒. Because of ͑2.9͒ this solution must be y(␥) and not the zero solution. This leads to ͑2.3͒ as before.
Next we turn to the case of ͑2.4͒. The relation ͑2.6͒ is now immediate from ͑2.9͒. Moreover
by the argument for ͑2.15͒. We then find from the relation
Ϫdp .
Finally, ͑2.5͒ now follows as in ͑2.17͒.
Proof of Theorem 1 for
Probably this case can be proven together with the case of AB-percolation on Z d by the method of Penrose ͑1993͒ 16 as outlined in the next proof. Perhaps some of the other methods for studying the asymptotic behavior of the critical probability of high-dimensional percolation ͓see Bollobás and Kohayakawa ͑1994͒, 11 Gordon ͑1991͒, 13 Kesten ͑1990͒, 15 Hara and Slade ͑1990͒
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͔ also apply, but we have not checked this. However, the method of the second moment of Cox and Durrett ͑1983͒ 12 is simpler in the oriented case, so we shall illustrate this method here. For simplicity we restrict ourselves to the case of AB-percolation with 
As we already stated we follow Cox and Durrett ͑1983͒. We restrict ourselves to merely sketching the necessary changes. Let R 2n be the set of all oriented paths ϭ(0,v 1 ,...,v 2n ) of length 2n with X(v 2i )ϭA and X(v 2iϪ1 )ϭB,iϭ1,2,...,n. Note that we do not specify X"0… here. Then we have E p ͉R 2n ͉ϭd 2n p n (1Ϫp) n and, as in ͑2.9͒
͑2.21͒
It, therefore, suffices to bound E͉R 2n ͉ 2 . Observe that
where l i (,Ј) is the number of vertices common to and Ј in V i ϩ . Now let Sϭ(S 1 ,S 2 ,...)
and SЈϭ(S 1 Ј ,S 2 Ј ,...) be two independent oriented simple random walks on Z ϩ d , as in Cox and Durrett ͑1983͒. 12 Denote the probability measure which governs ͕S t ,S t Ј͖ by P, and let E be expectation with respect to P. Let F n be the -field generated by S t ,S t Ј ,tрn. Further, let t 1 Ͻt 2 Ͻ¯denote the successive random indices for which S t i ϭS t i Ј . Note that this sequence only has finitely many members except on a P-null set when dу4. Define 
Now let ⌫(,) be an upper bound for
on the event ͕t iϪ1 Ͻϱ, iϪ1 ϭ͖. Then we can continue the preceding inequality to get
Then according to the argument of Cox and Durrett ͑1983͒
12
Now we take for ⌫ the following matrix:
͑2.25͒
A routine computation, together with ͑2.24͒ shows that as p↓0 and d→ϱ, ⌫ ªthe largest eigenvalue of ⌫, is asymptotically equivalent to
This is less than 1 whenever pϾ(2ϩ⑀)/d 2 for some fixed ⑀Ͼ0 and d sufficiently large. By the Perron-Frobenius theorem ͓see Gantmacher ͑1960͒, 20 Section 13.2͔ the strictly positive matrix ⌫ has an eigenvector v corresponding to the eigenvalue ⌫ , with all components strictly positive. In fact, in our simple case we can explicitly calculate
Since ⌫ m vϭ͓ ⌫ ͔ m v, it follows that:
Thus, the right-hand-side of ͑2. 
This is no restriction since the percolation probability is increasing in p A . To simplify notation we derive the upper bound only for even d. This actually suffices, because percolation in dimension dϪ1 implies percolation in d dimensions. We now more or less follow Penrose ͑1993͒. 16 Because of our more complicated situation we have to redo a number of Penrose's steps. It will still be useful to the reader to consult Penrose ͑1993͒ 16 for the details of some estimates. L will be the subgraph of Z 2 of all ͑i,j͒ with iу0,͉ j͉рi,iϩ j even. We shall consider L as a directed graph, with the edges between ͑i,j͒ and (iϩ1,jϮ1) directed from the former to the latter. On this directed graph we shall consider a dependent mixed bond-site percolation. Edges and sites will be open or closed. We shall use a recursive procedure to decide the states of all sites and edges, starting with the site ͑0, 0͒. A site (i, j)L will be open if the edge from (iϪ1,jϪ1) to ͑i,j͒ or the edge from (iϪ1,jϩ1) to ͑i,j͒ is open. In turn, the edge from (iϪ1,jϪ1) ͓or from (iϪ1,jϩ1)͔ to ͑i,j͒ can be open only if (iϪ1,jϪ1) ͓respectively, (iϪ1,jϩ1)͔ is open. From this we see that, once we know the state of ͑0, 0͒, the main step will be to decide when an edge is open. The states of the edges will be determined one by one in the following order. An edge starting at (i 1 , j 1 ) precedes an edge from (i 2 , j 2 ) if i 1 Ͻi 2 or if i 1 ϭi 2 but j 1 Ͻ j 2 . Finally the edge from (i 1 , j 1 ) to (i 1 ϩ1,j 1 Ϫ1) precedes the edge from (i 1 , j 1 ) to (i 1 ϩ1,j 1 ϩ1). The state of an edge will be a function of some of the states X(u) introduced before. For an edge eL we denote by F(e) the -field generated by those X(v) which have been examined to determine the states of the edges preceding e in the ordering of the edges of L introduced above. One of the difficulties in this proof is to keep track of which vertices have been examined at any stage.
We will set things up so that for large d, for each edge eL P p ͕e is open͉F͑e ͖͒у1Ϫ5⑀,
͑2.27͒
on the event that the initial point of e is open. Here ⑀Ͼ0 is a fixed small number such that in standard Bernoulli site percolation on L with each site open with probability 1Ϫ5⑀, percolation occurs. Under ͑2.27͒ we can then couple our mixed bond-site percolation process with such a Bernoulli site percolation to conclude that our process on L also percolates ͓compare Lemma 1 in Russo ͑1982͔͒.
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To relate the mixed bond-site percolation process to the AB-percolation process we need some more notation. For any vertex vϭ(v(1) 
We remind the reader that vertices in V 2 (V 1 ) are called even ͑odd͒ vertices. Positive integers k,m,k 2 will be chosen below such that ͑2.49͒ and ͑2.50͒ hold. ͓We use k 2 instead of k 1 to distinguish this constant from Penrose's k 1 ; m and k are essentially the same as in Penrose ͑1993͒.͔ 16 These integers will be independent of the dimension d. We shall also fix some arbitrary ordering of the vertices of Z d . On a number of occasions it will be necessary to order some subsets of Z d . This will always be done according to this fixed ordering. We begin by choosing 2m even vertices u (0,0,1),...,u(0,0,2m) in B(0,0) We now discuss how to determine the state of an edge. For the sake of definiteness, we assume that the state of ͑i,p͒ has been determined for all ͉p͉рi with (i,p)L, as well as of all edges preceding the edge e from ͑i,j͒ to (iϩ1,jϪ1). We now consider the state of this edge e. If the site (iϩ1,jϪ1) is already open because the edge from (i, jϪ2) to (i, jϪ1) was declared open, then the state of the edge from ͑i,j͒ to (iϩ1,jϪ1) has no influence on the further evolution of the states, so in this case, we may as well declare the edge e open. If the site ͑i,j͒ is closed, then, as we stated before, e is also declared closed. We, therefore, only need to consider the case when ͑i,j͒ is open ͓and the edge from (i, jϪ2) to (iϩ1,jϪ1) is closed͔. If ͑i,j͒ is open, then we will have chosen the special vertices u(i, j,l), 1рlр2m, in B(i, j). Roughly speaking, e will be open if there exist 2m distinct vertices in B(iϩ1,jϪ1) which are connected by an AB-path to one of the m special vertices u(i, j,l)B(i, j), 1рlрm. In order to prove ͑2.27͒ recursively we need to restrict these paths further. Our construction is such that when we come to decide on the state of e, we will also have chosen a collection C(e) of AB-paths on Z d with the following properties ͑2.29͒-͑2.34͒:
Each path in C͑e ͒ starts at one of the vertices u͑0,0,l ͒,1рlр2m.
͑2.29͒
Let D be the collection of edges ͑of Z d ͒ which appear in some path in C(e).
Then D is a forest.
͑2.30͒
If ϭ(u 0 ϭu(0,0,l),u 1 ,...,u p )C(e), then pр2k(iϩ1). u r can be a special vertex only if r is a multiple of 2k. If 2kqϽp ͑or equivalently, u 2kq is not the endpoint of ͒, then u 2kq is a special vertex, say u 2kq ϭu(q, j q ,l q ) for some (q, j q )L. This also holds if 2kqϭp and u p B(s,t) with ͑s,t͒ open. Finally, it holds that j 0 ϭ0,͉ j q Ϫ j qϪ1 ͉ϭ1,1рl q р2m.
͑2.31͒
For any special vertex u(q, j q ,l q ), let (q, j q ,l q ) be the number of even vertices w for which there exists a path (u 0 ,u 1 ,...,u r )C(e) which passes first through u(q, j q ,l q ) and then reaches w in at most 2k more steps. Then ͑q, j q ,l q ͒рk 2 .
͑2.32͒
For any path ϭ(u 0 ϭu(0,0,l),u 1 ,...,u p )C(e), whose endpoint u p is not a special vertex, set ‫ץ‬ϭ͕v:v has l 1 -distance р2 to some even vertex of ͖. If the endpoint u p equals a special vertex, then set ‫ץ‬ϭ͕v:v has l 1 -distance р2 to some even vertex of other than u p ͖.
Then X͑v ͒ has been examined only for v or v‫ץ‬ for some C͑e ͒. ͑2.33͒
Each path in C(e) is an AB-path. Each u(s,t,l), 1рlр2m, with (s,t)L such that sрi or sϭiϩ1,tр jϪ1 and such that ͑s,t͒ is already known to be open, is the endpoint of some path in C(e).
Moreover, ͉u(s,t,l)Ϫu(s,t,lЈ)͉у4 for all such ͑s,t͒ and for l lЈ. Finally, for 1рlрm,u(i, j,l) does not belong to any path of C(e) of which it is not the endpoint.
͑2.34͒
A few explanatory comments to these conditions may be helpful. Equation ͑2.30͒ means that there are no circuits in D. More explicitly, there cannot be two vertices v and w with two disjoint paths made up from edges in D from v to w. Roughly speaking, condition ͑2.31͒ says that exactly every 2k steps a path C(e) passes through a special point. The last part of ͑2.31͒ says that (q, j q ), qу0, runs through an oriented path on L. Finally, ͑2.32͒ gives an upper bound on the number of descendants in generations 2kqϩ1,...,2k(qϩ1) of u(q, j q ,l q ) in the tree made up of edges of D which contains u(q, j q ,l q ). We remind the reader that all these properties are assumed only when ͑i,j͒ is already known to be open.
The recursive step must be such that at the end we have a new collection of paths C(eЈ) which can be used for the examination of the next edge eЈ ͓which runs from ͑i,j͒ to (iϩ1,jϩ1)͔. This C(eЈ) must have the properties ͑2.29͒-͑2.33͒ with e replaced by eЈ. It should also satisfy ͑2.34͒ with the final condition modified to ''for mϩ1рlр2m,u(i, j,l) does not belong to any path of C(eЈ) of which it is not the endpoint.''
As motivation for the steps to follow, note that we cannot choose the same X(v) twice, so that we must avoid visiting a site v for which X(v) has already been examined in a previous step. This will be achieved by only moving in ''new coordinate directions,'' as we explain now. First, let ϭ(u 0 ,...,u 2ki ) be a path from some u(0,0,l)ϭu 0 to some special vertex u(i, j,p)ϭu 2ki B(i, j). Let ϭ(u 0 ,...,u 2ki ,u 2kiϩ1 ,...u 2kiϩr ) be an extension by rр2k steps of . Denote the piece (u 2kiϩ1 ,...,u 2kiϩr ) which was added on by û . We want to know to which sites in Јഫ‫ץ‬Ј with ЈC(e), u 2kiϩr can be equal. If u 2kiϩr Јഫ‫ץ‬Ј, then there exists an even wЈ such that ͉u 2kiϩr Ϫw͉р2 ͑by definition of ‫ץ‬Ј͒. Let Јϭ(w 0 ,...,w q ) and wϭw s with 2knϽs р2k(nϩ1) ͑when sϭ0 take nϭ0͒. Then, by ͑2.31͒, w 2kn ϭu(n, jЈ,pЈ) is a special vertex and we must have ͉u͑i, j, p ͒Ϫu͑ n, jЈ, pЈ͉͒р͉u 2kiϩr Ϫu͑i, j,p ͉͒ϩ͉u 2kiϩr Ϫw͉ϩ͉wϪu͑n, jЈ,pЈ͉͒р4kϩ2.
Therefore, ͉iϪn͉ϩ͉ jϪ jЈ͉р4kϩ2.
Thus, there are at most (8kϩ3) 2 2m choices for u(n, jЈ,pЈ). Moreover, w is a descendant in generation s of u(n, jЈ, pЈ) in the tree of edges from D which contains u(n, j, pЈ). Hence, by virtue of ͑2.32͒, there are at most k 2 possibilities for w once u(n, jЈ,pЈ) has been fixed. In total there are at most Kϭ(8kϩ3) 2 2mk 2 possibilities for w. Each such w has l 1 -distance to u(i, j,p) of at most ͉u 2kiϩr Ϫu 2ki ͉ϩ2р2kϩ2 from u 2ki . Therefore, there exists a set ⌳ 0 ϭ⌳ 0 (i, j, p)ʚ͕1,2,...,d͖ of cardinality at most (2kϩ2)K such that each possible w satisfies w͑l ͒ϭu 2ki ͑ l ͒ for all l ⌳ 0 , ͑w(l) is the lth coordinate of w͒. Now take
Then ͉⌳͉р2m(2kϩ2)K. Moreover, any even w which is within distance 2 of an extension of lengthр2k of the path in C(e) to a u(i, j,p), 1р pр2m, must satisfy
Note that such a set ⌳ can be determined by just knowing C(e), that is, by information from the past. It will turn out that we can obtain ͑2.27͒ by restricting ourselves to extensions û which satisfy for some 1рpр2m for the set of even vertices in W. In order to decide whether to declare the edge e from ͑i,j͒ to (iϩ1,jϪ1) open or not we are now going to look for suitable paths from the u(i, j,l), 1рl рm, to B(iϩ1,jϪ1). When ͑i,j͒ is open ͓and the edge from (i, jϪ2) to (iϩ1,jϪ1) is closed͔, then we shall go through a specific procedure to construct a random forest M, that is, a subgraph of Z d without circuits, with the following properties ͑2.39͒-͑2.43͒:
If f is an edge in M with endpoints a and b, then bϪaW.
͑2.39͒
There exist 2m distinct even vertices u(iϩ1,jϪ1,l), 1рlр2m, in B(iϩ1,jϪ1) such that each u(iϩ1,jϪ1,l) is connected by an AB-path of length 2k to one of the m special vertices u(i, j,p), 1рpрm. Moreover,͉u͑iϩ1,jϪ1,l ͒Ϫu͑ iϩ1,jϪ1,lЈ͉͒у4,l lЈ.
͑2.40͒
The total number of even vertices in M is at most k 2 .
͑2.41͒
All paths in M start at some u(i, j,p),1р pрm, They are AB-paths and have length р2k.
͑2.42͒
The forest M is determined by only the X(v) with vM or with v(‫ץ‬ )പW, where is any path in M which starts at one of the u͑i, j, p ͒,1р pрm, ͑2.43͒
and ‫ץ‬ is as in ͑2.33͒. The construction of M may or may not succeed. e is declared open ͑closed͒ when the construction succeeds ͑or fails, respectively͒. We have two tasks left. First, for the next edge eЈ to be examined we must define a new C(eЈ) with the properties ͑2.29͒-͑2.34͒ when e is replaced by eЈ. Second, we must prove ͑2.27͒, which amounts to showing that the conditional probability, given the information on the previous steps, of the construction of M succeeding is at least 1Ϫ5⑀. We work on the second task first.
To construct M we need a further process ͕Z n ͖ nу0 on W 2 . This will be a branching random walk, albeit not in the strict sense, because the displacements of the children of the same parent are not independent. Z n will count certain particles, which we refer to as nth generation particles. The displacement of a particle from its parent will always be a vector in W 2 . The locations of the particles of the nth generation will be denoted by v n,1 ,...,v n,Z n ͑in our fixed order for vertices of Z d ͒. To construct ͕Z n ͖ we need new random variables X (r) (u), uZ d , rу1. For different ͑u,r͒ these random variables are assumed independent. They will take the values A, B, C, or D and their distribution is specified by
͑2.44͒
We identify X
(1) (u) with X(u). For the zeroth generation of the process ͕Z n ͖ we take m particles, one each located at u(i, j,l), 1рlрm. Thus all the particles in the Z-process will have positions in
For the time being the precise location of the initial particles is unimportant and we shall denote them by v 0,l . The only important aspect of these locations is that
which is a consequence of the requirements in ͑2.34͒. By our choice for the zeroth generation we also have
Assume that each particle of the zeroth generation has state A, that is, X(v 0,l )ϭA for 1рl рZ 0 . If ͑i,j͒ is open, then this actually is the case, because each u(i, j,l) is the endpoint of an AB-path starting at an even u(0,0,p); see ͑2.34͒. Our construction will be such that all particles of the Z-process have state A. During the construction we shall check various of the X (r) (u). At the start we only know the X(v 0,l ).
We shall only construct the first kϪ1 generations and part of the kth generation of the Z-process. Later generations are not needed. Now assume that we have determined the size of the nth generation and the locations and states of its particles. First consider nϩ1Ͻk. To form the (nϩ1)th generation we then check successively for lϭ1,2,...,Z n a new state for each of the W 2 -neighbors of v n,l . More specifically, the W 2 -neighbors of a vertex v are the vertices vЈ with vЈϪvW 2 and ͉vϪvЈ͉ϭ2. Let the neighbors of a given v n,l be w 1 ,...,w q . Assume that during the construction so far the highest r-value for which X (r) (w j ) was examined is r j . We then check the value of X (r j ϩ1) (w j ). We include in the (nϩ1)th generation a particle at those w j for which X (r j ϩ1) (w j )ϭA. These new particles are called the children of the nth generation particle at v n,l . Note that more than one (nϩ1)th generation particle may be born at a given vertex w, because several v n,l may have w as a neighbor and give birth to a child at w. When nϩ1ϭk we use essentially the same procedure to construct the kth generation, except that we stop considering neighbors of the particles in the (kϪ1)th generation as soon as we found 2m kth generation particles. Of course we may not stop; the whole kth generation may contain fewer than 2m particles. Next we apply the map L to the positions of the particles in the Z-process. We obtain a branching random walk on L. The nth generation of this new branching random walk has Z n particles, located at L(v n,l ), 1рlрZ n . Let us call the process on L the L-process. We remind the reader that the dimension of W equals d ϭdϪ͉⌳͉. In addition we introduce
It is straightforward to check that for a particle at (s,t)L, the expected number of its children at (sϮ␣,tϮ␤) in the L-process equals
.
͑2.47͒
Note that the expected number of children of an individual in this branching random walk on L is
It is also straightforward that the second moment of the number of children of a given individual is bounded by some constant C 1 , independent of d ͓use ͑2.26͔͒. Let v 0,1 ,...,v 0,m B(i, j). It will be helpful to introduce the event We claim that if ͑1.12͒ and ͑2.26͒ prevail and d is so large that the expected number of children per individual given by ͑2.48͒ is at least (1ϩ␥)/2Ͼ1, then there exist integers kу4 and m such that for any (i, j)L and any m zeroth generation particles in the Z-process at positions v 0,1 ,...,v 0,m it holds that
͑2.49͒
This holds for each of the choices of the sign in B(iϩ1,jϮ1) and uniformly in the v 0,l . It is important that one pair k, m can be chosen so that ͑2.49͒ holds for all large d. ͑2.49͒ with this almost uniformity in d can be proven as in lemmas 1 and 2 of Penrose ͑1993͒. 16 These rely only on the local central limit theorem for the offspring distribution in the L-process and simple moment estimates for Galton-Watson processes. Even stronger results have been proven repeatedly in the branching process literature; see for instance Asmussen and Kaplan ͑1976͒. 22 It is only to obtain this uniform estimate that the L-process has been introduced. For the remainder, k and m are fixed such that ͑2.49͒ holds. We repeat that if A 1 occurs we do not construct the full kth generation. Only the first 2m particles of this generation are determined. We need to intersect A 1 with the event for a suitable k 2 . When ͑2.26͒ holds, we can find an integer k 2 such that
͑2.50͒
Again k 2 can be chosen independent of d. Indeed, since the expected number of children per individual in the Z-process or in the L-process is 2d 2 p A р2␥ for large d ͓under ͑2.26͔͒, the expected total number of individuals in the generations 0,1,...,kϪ1 is at most m ͚ lϭ0 kϪ1 (2␥) l . Thus ͑2.50͒ follows from ͑2.49͒ and Markov's inequality. For the remainder of this proof we fix a k 2 for which ͑2.50͒ holds.
We need a further restriction on the positions of the particles in the first k generations of the Z-process. We do not want any pair of particles other than a parent and its child to be adjacent on W 2 or to have the same position. More formally, define A 3 ϭ͕No pair of particles other than a parent-child pair, in the first k generations of the Z-process have positions u 1 ,u 2 with ͉u 1 Ϫu 2 ͉р2͖.
We claim that ͓under ͑2.26͔͒ P͕A 2 ‫گ‬A 3 ͖→0 as d→ϱ.
͑2.51͒
Of course we use ͑2.45͒ here; no two particles in the zeroth generation may be adjacent for ͑2.51͒ to hold. To see ͑2.51͒, let Y 1 ,Y 2 ,... be independent, identically distributed random variables whose distribution is the uniform distribution on the 2d 2 vectors of l 1 -norm 2 in W 2 . In addition, let S n ϭ ͚ iϭ1 n Y i . Then
because Y 1 ,Y 2 must contain the two unit vectors whose sum equals w plus another unit vector and its opposite. Similarly, for nу3
for a suitable constant C 2 . Let S n Ј and S n Љ be two independent copies of S n . Then these inequalities
show that the probability for a given particle in the n 0 th generation of the Z-process to have two different children, one of which has a descendant in the n 1 th generation at some u 1 and the other of which has a descendant in the n 2 th generation at some u 2 , such that ͉u 1 Ϫu 2 ͉р2 and n 1 Ϫn 0 ϩn 2 Ϫn 0 у2 ͑but n 1 ϭn 0 or n 2 ϭn 0 allowed͒, is at most
.51͒ follows from this; compare also the estimate for E p6 on p. 265 in Penrose ͑1993͒.
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Now each particle in the Z-process has associated to it a path in v 0,l ϩW 2 for some 1рl рm. This is the path giving the locations of all its ancestors in order, starting at v 0,l . Such a path is of the form v 0,l 0 ,v 1,l 1 ,... with ͉v j,l j Ϫv jϩ1,l jϩ1 ͉ϭ2. In the construction of the Z-process we check at any stage only the state of the W 2 -neighbors of one of the particles already included in the family trees at an earlier stage. Thus if A 3 occurs, then the only way for a path associated to one of the particles to visit a vertex whose state has already been determined at an earlier stage, is by a so-called ''immediate reversal,'' that is by having v j,l j ϭv jϩ2,l jϩ2 for some j. This can happen if a particle at some vertex v has a child at some w and, in turn, this child has a child at v. Until the first immediate reversal in the construction, a particle is placed at a vertex v only because the original X(v)ϭX
(1) (v)ϭA. Until then we do not use X (r) (u) with rу2 for any vertex u to get to the particle at v. Therefore, if we exclude the occurrence of immediate reversals, then on A 3 all the vertices v which contain a particle of the first k generations of the Z-process genuinely have state A and the associated path is an A-path on
͑2.52͒
Further, an immediate reversal can occur only if the following event A 4 fails:
by an A-path in the set ͑ 2.52͒ of no more than k steps has X ͑ 2 ͒ ͑ v ͒ϭC͖.
But the probability that A 4 fails is at most A 5 ϭ͕for each particle in the branching random walk there is a vertex u W which is adjacent to the particle and to its parent and with X͑u ͒ϭB͖.
Note that the u's, which are required here, must be odd vertices and that we have not examined X(u) for any odd vertex yet. Moreover, if A 2 occurs, then we need at most k 2 vertices to be in state B. Thus, given a realization of the first k generations of the Z-process on which A 2 occurs, the conditional probability of A 5 is at least (1Ϫ p B ) k 2 , and we may assume d so large that this is at least 1Ϫ⑀ ͓see ͑1.12͔͒. Combining this with ͑2.50͒, ͑2.51͒, and ͑2.53͒ we have that for large d
͑2.54͒
Finally we come to the forest M. When
occurs, then we take for M the union of the edges in the AB-paths which we found in the last paragraph, from the vertices u(i, j,l), 1рlрm, to any of the particles in the first k generations of the Z-process which we investigated ͑this means that the kth generation may be truncated at 2m particles͒. This is indeed a forest, because A 3 occurs. For the u(iϩ1,jϪ1,l) required in ͑2.40͒ we take the location of the 2m particles in the kth generation of the Z-process. They satisfy the last condition in ͑2.40͒ because A 3 occurs ͑when two even particles have l 1 -distanceϾ2, then the distance between them is at least 4͒. The other conditions in ͑2.39͒-͑2.43͒ hold by construction. In this case, when A 1 ϪA 5 occur, we say that the construction of M succeeded and declare the edge e from ͑i,j͒ to (iϩ1,jϪ1) to be open.
The construction of the Z-process only investigates the states of vertices in
By condition ͑2.33͒, and the fact that ͑2.36͒ implies ͑2.37͒, none of these vertices had its state investigated before we came to the determination of the state of e. Thus the conditional probability in ͑2.27͒ is at least equal to the left hand side of ͑2.54͒. This shows that ͑2.27͒ holds. The last step of the proof is the definition of C(eЈ) for the edge eЈ which succeeds e in the order of the edges of L. If the vertex ͑i,j͒ is closed, or the edge from (i, jϪ2) to (iϩ1,jϪ1) is open, then we did not investigate any vertices in order to decide on the state of e. Accordingly we do not change C(e), that is we take C(eЈ)ϭC(e). If ͑i,j͒ is open and the edge from (i, jϪ2) to (iϩ1,jϪ1) is closed, then we go through the construction described in this proof and roughly speaking take C(eЈ) to be the union of C(e) and the forest M. Since M is not a collection of paths we have to be more precise. Formally, C(eЈ) is the union of C(e) and the collection of paths of the form followed by , where C(e) is a path from one of the u(0,0,l), 1рlр2m, to some u(i, j,p), 1р pрm, and is a path in M starting at u(i, j,p).
We briefly check that C(eЈ) satisfies ͑2.29͒-͑2.34͒ with e replaced by eЈ ͓and the required small modification in ͑2.34͔͒. ͑2.29͒ is obvious from the definition of C(eЈ). ͑2.30͒ follows from the fact that no circuits can be formed by means of the paths which have been added to C(e). In turn, this is so because ͑2.36͒ implies ͑2.37͒ and because the edges in M 'move in directions of W only, i.e., ͑2.39͒. Next ͑2.31͒ also follows from the nature of the paths which have been added to C(e). To see this note that the parts which have been added have length р2k. Moreover, apart from their initial point, they can contain only one special point, namely their endpoint. The endpoint of is a special point if and only if has length equal to 2k. In addition, the initial point of any such is a special point in B(i, j) and is therefore the 2kith point and endpoint of some path C(e) ͓see ͑2.31͒ and ͑2.34͔͒. As for conditions ͑2.32͒-͑2.34͒ for C(eЈ), these are immediate from the same conditions for C(e) and ͑2.40͒-͑2.43͒. Thus if we start with C(e 0 )ϭ0 " for e 0 ϭthe edge from ͑0,0͒ to ͑1,Ϫ1͒, and increase C according to the procedure just outlined at each step, then the resulting C(e) will have the properties ͑2.29͒-͑2.34͒ at each stage.
This completes the recursive step when we have to decide on the state of the edge from ͑i,j͒ to (iϩ1,jϪ1). When we want to decide on the state of the edge from ͑i,j͒ to (iϩ1,jϩ1) no essential changes need to be made. Only, in this case the role of the u(i, j,l) with 1рlрm is taken over by the u(i, j,l) with mϩ1рlр2m. Thus, we try to connect the vertices u(i, j,l) with m ϩ1рlр2m to B(iϩ1,jϩ1), and ignore the u(i, j,l) with 1рlрm.
III. PROOF TO THEOREM 2
First we discuss ͑1.8͒. We are now back to the case when P͕X(v)ϭA͖ϭ pϭ1Ϫ P͕X(v) ϭB͖. In the case of AB-percolation on Z d the result can be proven by the ideas of Section 15 in Penrose ͑1993͒. 16 The probability of an infinite AB-path starting at the origin is at most P͕X(0) ϭA͖р pϭO(d Ϫ2 ). More precisely, this upper bound equals p times the probability that a certain Galton-Watson process ͕Ẑ n ͖ does not die out. The offspring distribution of this Galton-Watson process is a binomial distribution corresponding to 2d 2 trials with success parameter p. The Ẑ -process starts with one individual. Intuitively, Ẑ n counts the number of particle alive in the nth generation of the Z-process of the preceding proof, except that we now drop the restriction that the displacement of a child from its parent has to lie in W 2 . The limsup of the survival probability of the Ẑ -process ͑as d→ϱ͒ is at most equal to the survival probability of a branching process whose offspring distribution is Poisson with mean ␥. This is so, because the distribution of the number of offspring of one particle in the Ẑ -process converges to a Poisson distribution with mean ␥ when pϭ␥/(2d 2 ). The survival probability of such a process is the y(␥) of ͑1.6͒. This result implies that the probability of a BA-path starting at the origin is in the limit at most the expected number of neighbors of 0 in
This provides an upper bound for the left-hand-side of ͑1.8͒.
To obtain a lower bound, we merely have to show that we can get started in the preceding proof. That is, we have to find 2m vertices u(0,0,l), 1рlр2m, in B(0,0) which are connected to the origin by AB-paths of lengthрC 4 . When these paths are fixed, they use at most 2mC 4 edges which involve at most 2mC 4 coordinates. This set of coordinates plays the same role as ⌳ in the preceding proof. We can then obtain a continuation to infinity of at least one of these AB-paths by considering only paths which take no steps in these 2mC 4 directions. The probability that such a continuation exists can be made as close to one as desired by taking ⑀ small ͑and hence k,m large͒ in the preceding proof. Thus, a lower bound for the left hand side of ͑1.8͒ is essentially given by the probability that there exist 2m even points in B(0,0) which satisfy ͑2.28͒ and which are connected to a neighbor of the origin by an AB-path. It is not hard to show that an asymptotic lower bound for this is again the probability that at least one neighbor of 0 has state A times the survival probability y(␥) of a Galton-Watson process with a mean ␥ Poisson offspring distribution. Since the probability of 0 having at least one neighbor in state A is asymptotically equivalent to ␥/d, this proves ͑1.8͒.
We turn now to Theorem 2 in the oriented case. Presumably, ͑1.7͒, can again be proven by the method of Penrose ͑1993͒, 16 but we have not checked this. An alternative is to use the method of Kesten ͑1991͒. 18 Because the probability of AB-percolation is not obviously monotonic in p we cannot simply copy the proof there, but need an extra step.
It is helpful for that to consider the two parameter problem described by ͑1. for all large d. Now let C 2 be the set of vertices of V 2 which are connected by an A-path on V 2 to a neighbor on V 2 of the origin. By simple path counting
for some constant C 5 and all large d. If v 0 is a vertex in C 2 , then there is an oriented A-path on V 2 from the origin to v. Call the predecessor of v on this path a parent of v. We say a parent, because it is not necessarily unique. The probability that for each vC 2 പ⌳ nϩ2 , v 0, there is a vertex of Z ϩ d which is adjacent to v and to a parent of v and which is in state B is, for any N у1, at least
͑3.7͒
By choosing N large enough and then taking d large enough ͓and hence p B close to 1 ͑see ͑1.11͔͒ we can make the right-hand-side of ͑3.7͒ at least 1Ϫ⑀. Note that if each vC 2 പ⌳ nϩ2 and its parent have a common neighbor in state B, then all the vertices in vC 2 പ⌳ nϩ2 have an AB-path leading to them from some neighbor of the origin. Thus in this case C 2 പ⌳ nϩ2 ʚC. If in addition Cʚ⌳ n , this implies that C 2 പ⌳ nϩ2 ʚ⌳ n , ͑3.8͒
and this prevents C 2 of getting out of ⌳ n , because any path in C 2 to the complement of ⌳ nϩ2 would have to jump from ⌳ n to the complement of ⌳ nϩ2 by a step of size у3, which is impossible. Thus ͑3.8͒ forces C 2 to be finite. ͑1.7͒ follows.
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