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7Abstract
Under ambient conditions, most metals are covered with an oxide layer. The interaction of
these oxide surfaces with different molecules has been widely investigated as the formation
of molecular-metal oxide complexes has found a broad range of applications in technology.
Theoretical insights into the physics and chemistry of such hybrid interfaces are crucial for the
growth of technological advancement. Approaches based on Density Functional Theory (DFT)
constitute an efficient alternative to wavefunction-based methods and have gained a prominent
role in the study of systems and processes of substantial complexity. The density functional
tight binding (DFTB) approach and its time-dependent extension (TD-DFTB) combine the
accuracy typical of first principles DFT with the efficiency representative of semiempirical
methods. Despite their success, serious shortcomings of DFTB/TD-DFTB have been identified.
Those include the inaccurate description of hydrogen bond interactions and σ → pi∗ electron
transitions.
The DFTB and TD-DFTB methods are here extended in order to overcome the aforementioned
deficiencies. The incorporation of one-center exchange-like terms in the expansion of multicenter
integrals leads to a DFTB scheme in which the fluctuation of the dual density matrix is treated
self-consistently. This formalism improves upon hydrogen bond energies of neutral, protonated
and hydroxide water clusters as well as of methylimidazole-water complexes. An analogous
correction for TD-DFTB leads to marked qualitative and quantitative improvements over the
original method. Especially, the failure for the description of σ → pi∗ and n→ pi∗ excitations is
surmounted. Benchmark calculations on a large set of organic molecules also indicate a better
description of triplet states. Overall, the accuracy of the revised TD-DFTB approach is found
to be similar to that of ab initio TD-DFT calculations, at a highly reduced computational
cost. Furthermore, TD-DFTB is generalized to account for fractional occupation and spin
polarization.
DFTB and TD-DFTB are employed to investigate the structural and optical properties of ti-
tanium dioxide (TiO2) complexed with two important environmental pollutants, namely, nitric
oxide (NO) and acetaldehyde (CH3CHO). The TiO2-NO systems are shown to absorb visible
light by formation of charge-transfer (CT) complexes. In contrast, complexation with acetalde-
hyde does not lead to solar activation of TiO2. The CT complexes may act as visible light
sensitizers which prompt the self-degradation of the contaminant. Our predictions are con-
firmed by experiments conducted in collaboration within the present work. We also explain
the unexpected photo-decomposition of NO in the presence of aluminum oxide (Al2O3) under
ultraviolet illumination.
Finally, the structural and electronic properties of the interfaces between zinc oxide (ZnO) and
several organic molecules are investigated using DFT and DFTB. The influence of the ZnO
surface coverage on the adsorption energies and geometries of the ligands is analyzed. Stable
interfaces in the gas phase are found for carboxylic acids, thiols and phosphonates. We find that
all these compounds prefer to bind dissociatively on the nonpolar surfaces of ZnO. Furthermore,
glycine is found to bind to the (1010) ZnO surface through either the carboxyl or the amino
group with similar adsorption energies at full coverage. However, the electronic properties of
the adduct depend on the orientation of the aminoacid. For lower coverages, glycine strongly
adsorbs on the surface through both functional groups. We find that the presence of surface
oxygen vacancies slightly strengthens the ligand-substrate interaction.
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Chapter 1
INTRODUCTION
The interaction between metal oxides and molecules is a ubiquitous phenomenon in nature. Due
to exposure to atmospheric oxygen or water, all metals, except gold, undergo surface oxidation.
These oxide surfaces then unavoidably interact with molecular constituents of the surrounding
media. The study of these interactions is therefore crucial for the understanding of a wide
range of processes occurring in our daily life. Furthermore, molecular/metal oxides interfaces
have found a large number of applications in technology, such as catalysis, photocatalysis and
gas sensing [1, 2].
An intensively investigated metal oxide is titanium dioxide (TiO2), also known as titania. TiO2
has been widely employed in industry as a white pigment, food coloring and sunscreen. It has
been also successfully used in heterogeneous catalysis, dye-sensitized solar cells, gas sensors,
electro-chromic devices and photocatalysis. The latter application has received increasing at-
tention in the last few years as the global environmental pollution has been identified as a serious
concern that needs to be addressed immediately. The study of the photocatalytic properties of
TiO2 is one of the main research targets within this thesis. The present work also deals with
the properties of the modification of zinc oxide (ZnO) surfaces and nanostructures using small
organic molecules. ZnO is another versatile metal oxide with several technological applications.
In particular, the combination of different structures of ZnO with organic compounds has been
the object of a large number of scientific publications. Along this introductory chapter, we will
expand on these topics while exposing the motivations for this doctoral research as well as the
state of the art of the concerned fields. The employed theoretical methodology will also be
briefly motivated.
1.1 TiO2 Photocatalysis
Photocatalysis has been recognized as a very efficient way to deal with air pollution, a serious
problem that affects living beings across the globe. In a photocatalytic process, the generation
of electron-hole pairs follows by absorption of light by a chosen semiconductor substrate (called
the photocatalyst). The electron-hole pairs then generate free radicals which facilitate the oc-
currence of subsequent reactions (for example, degradation of unwanted species). Among the
different semiconductor materials, titanium dioxide (TiO2) is one of the most powerful photo-
catalysts [3–5], and is often used for the purpose of environmental purification due to its strong
17
Introduction 18
oxidative ability, chemical inertness and nontoxicity [6]. TiO2 can appear in nature in three
different phases: rutile, anatase and brookite, the former being the most stable configuration.
Rutile (110) is the most stable surface for this phase, whereas for anatase, (101) is found to
be thermodynamically favorable. Nevertheless, the high reactivity of anatase nanoparticles has
been often associated with the minority (001) surface [7].
Among the most harmful atmospheric pollutant gases emitted by combustion are the nitrogen
oxides (NOx), which are responsible for acid rains, smog, nitrogen pollution in water and
greenhouse warming. NOx also constitute a serious health hazard for the human respiratory
system, causing or worsening diseases such as emphysema and bronchitis, and aggravating
existing heart disorders [8]. There is, therefore, a great need for diminishing the concentration
of these dangerous environmental pollutants. Removing dilute NOx gas from the atmosphere
presents a major difficulty. Therefore, the photocatalytic decomposition of these gases adsorbed
on TiO2 provides a practical way to deal with this problem. Under UV illumination, NOx in
contact with TiO2 surfaces can be partially removed from air via their photo-degradation,
leading to non-hazardous reaction products.
This promising application of TiO2 photocatalysts has been widely studied from an experi-
mental point of view, paying specific attention to nitric oxide (NO), as this gas is a major
emission product of combustion [9]. Recent experiments conducted by Bahnemann’s group
at the University of Hanover returned results that contradict the traditional understanding of
photocatalytic reactions. When studying the oxidation of NO on materials irradiated with a
UV-A lamp, they unexpectedly observed degradation activity on alumina (Al2O3) films. This
metal oxide is a strong insulator and the formation of electron-hole pairs is hence not viable.
This indicates that the understanding of photoreactions on metal oxide surfaces is still in its
infancy. Especially, these findings raise doubts about the generation of electron-hole pairs as
the catalyzing mechanism governing the degradation of NO and other pollutants on TiO2. The-
oretical simulations may play an important role in giving answers to this query and suggest
new experiments that lead to a better insight into the nature of this phenomenon.
Despite the relevance of photocatalysis in environmental remediation, few theoretical works
have addressed the decomposition of NOx on TiO2. More importantly, those works are limited
to the study of the ground state properties of the adduct. Excited state simulations, which
are fundamental for a deep understanding of TiO2 photocatalysis, are missing. This is due to
the prohibitive computational cost incurred in performing accurate excited-state calculations
for solid materials and its interaction with molecules. At the time of writing and to our
knowledge, only one investigation reports on theoretical time-dependent calculations of small
organic compounds adsorbed on anatase TiO2 [10]. To circumvent the associated computational
expense, the authors modeled the TiO2 surface by employing a small cluster (Ti6O12) embedded
in a classical field sampled with point charges. They found that, for phenol, the most important
peak in the absorption spectra corresponds to an electron transfer from the molecule to the
metal oxide surface. Charge transfer (CT) mechanisms in photocatalytic phenomena have
attracted the attention of many researchers in the last few years. Especially, a photoinduced
ligand-to-metal charge transfer (LMCT) process [11] has been suggested as an alternative to
popular visible-light activation methods such as impurity doping and dye-sensitization (for a
review on this topic see Ref. [12]).
Visible-light activation of TiO2-based hybrid systems whose separate parts do not absorb visi-
ble radiation has been generally attributed to the formation of LMCT complexes and has been
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observed even for physisorbed systems [13–15]. Several pollutants, including NOx, do not ab-
sorb visible light by themselves, nor does pure TiO2. However, the formation of pollutant-TiO2
complexes may enable adsorption of visible irradiation via a LMCT mechanism. This repre-
sents an important advantage for addressing outdoor air pollution as the visible range is the
major component of sunlight. Formation of CT complexes on TiO2 has therefore a promising
application in air cleaning when the surface ligand forming the complex is a pollutant. Ab-
sorption of visible light may then lead to self-degradation of the unwanted compound. Electron
transfer from the ligand to the TiO2 surface may undergo either direct oxidation of the former
or reduction of O2 molecules to form strongly oxidizing species, thus eventually leading to the
oxidation of the pollutant. Theoretical simulations are crucial to confirm the prevalence of
CT mechanisms on these systems and predict suitable anchors for the realization of LMCT
complexes.
It has been traditionally argued that the photo-degradation of NOx depends on the capacity of
adsorption of the pollutants on the TiO2 surface. The majority works on the topic investigate
the structural properties and energetics of the adsorbate. Various studies have shown that
nitrous oxide (N2O) is a major product of the photo-decomposition of NO on rutile surfaces
(NO reduction) [9, 16–18] whereas, on the anatase phase, the presence of species like nitrate
(NO−3 ) and nitrite (NO
−
2 ) has been reported (NO oxidation) [19,20].
Most theoretical studies so far has focused on the adsorption on the rutile phase. In 2000,
Sorescu et al. investigated the adsorption properties of NO on the completely oxidized rutile
TiO2 (110) surface [21]. They found that NO adsorbs weakly and the most stable configuration
corresponds to a tilted geometry in which the Nitrogen (N) atom is oriented towards the surface
and bonded to the metal sites. Similar findings are reported in other theoretical studies [18,22].
They also determined that a 1
2
NO monolayer is energetically favorable over a 1 monolayer
coverage. Furthermore, they observed a small modification of the NO bond length as well as
small changes in the valence electron distribution which indicates the presence of a predominant
physisorption mechanism. It has been shown that, for full coverages, the interaction between
NO molecules leads to formation of N2O2 species that bind weakly to the surface.
In 2002, a similar theoretical investigation was conducted, this time considering a defective TiO2
(110) surface [18]. It was shown that the adsorption properties of NO are strongly driven by the
presence of oxygen vacancies (VO) on the surface. The adsorption energies increase significantly
when considering this kind of defect and new active sites become available (vacancy sites). The
largest adsorption energies were obtained for bridge tilted configurations of NO between 4-fold
coordinated Ti sites with no preferential orientation of the molecule. It was also suggested that
the adsorption mechanism changes from physisorption to chemisorption when these defects are
present. Moreover, the data obtained for various adsorption configurations reveal a weakening
of the NO bond with the increase of the surface binding energy. This may favor the dissociation
of the molecule and its reaction with other compounds. In 2001, Li and coworkers also found
that when NO adsorbs on defective TiO2 (110) surfaces the N-O bond is weakened, and the
energy barrier for a NO decomposition reaction is reduced [23]. On the other hand, they
demonstrated that the adsorption of N2O2 species, formed from NO-NO interactions, leads to
an instability of the molecular structure and the formation of N2O gas. In general, it could be
stated that increasing the defect density on the surface leads to an increase in the NO reduction
yield to N2O and N2. N2O is also an air pollutant and greenhouse gas, and a considerable effort
has been undertaken to study its conversion to form N2 on TiO2 [24, 25].
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Volatile organic compounds (VOCs) are also ubiquitous pollutants in the environment and
indoors whose degradation has been pursued via TiO2 photocatalysis. Acetaldehyde is an ex-
ample of these chemicals and a major indoor air pollutant. Acute exposure to acetaldehyde
can cause eye and skin irritation whereas chronic intoxication effects are similar to those of
alcoholism [26]. Moreover, this pollutant is recognized as a potential human carcinogen [27].
The existent theoretical works addressing the acetaldehyde adsorption on TiO2 are even fewer
than for NO. A very recent investigation combines Fourier transform infrared (FTIR) spec-
troscopy and theoretical calculations to study the adsorption and condensation of this VOC on
anatase [28]. The authors showed that the attachment of acetaldehyde on the majority (101)
surface is dominated by a weak interaction between the carbonyl group and the Ti surface site.
Similar binding properties were observed theoretically for the adsorption on (110) rutile [29].
1.2 Functionalization of ZnO with Organic Compounds
During the past several years, zinc oxide (ZnO) has captured the attention of many researchers
due to its promising optical, optoelectronic, piezoelectric, catalytic and sensing properties.
Thus, this semiconductor material has a number of potential applications in catalysis, light
emitting diodes, solar cells, microelectronic devices and gas sensors. Another appealing at-
tribute of ZnO is the ease of fabrication of a wide number of nanostructures. Novel electrical,
chemical and optical properties are introduced with the synthesis of such low-dimensional ZnO
materials, as the result of the surface and quantum confinement. Moreover, the large surface-
to-volume ratios of nanostructures lead to a unique possibility of enhanced material sensitivity
and selectivity. In this sense, a large variety of ZnO nanostructures have been grown and
used in various nanodevices with a distinguished performance in electronics, optics and pho-
tonics [30, 31](see Fig. 1.1).
Figure 1.1: A collection of ZnO nanostructures. Adapted from Ref. [31].
Furthermore, the combination of organic matter with inorganic semiconductor nanostructures
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has been of increasing interest in nanoscience and nanotechnology. Such hybrid materials
are synthesized by coating the semiconductor surface with organic and bioorganic molecules.
Organic/inorganic heterointerfaces offer the possibility of incorporation of specific functions,
combination of molecular or biological and semiconducting features or enhancement of some
properties of the pure semiconductor. These functionalized materials have promising applica-
tions in highly specific sensors, hybrid solar cells and multi-functional devices.
The functionalization of ZnO nanostructures and surfaces has been studied from an exper-
imental and theoretical viewpoints, demonstrating the electrical, optoelectronic and sensing
enhancement of devices fabricated on the basis of such materials [32, 32–37]. A very recent
example of ZnO functionalization was carried out by Bach et al.. They showed that the disper-
sivity of ZnO nanoparticles is importantly enhanced via functionalization with polystyrene [38].
Other recent works include the functionalization of ZnO films with amines and thiols, which
has been shown to induce ferromagnetism at room temperature [39,40]. This behavior has been
also reproduced for ZnO nanowires (NWs) and nanotubes (NTs) capped with thiol [41].
For the successful realization of hybrid organic-ZnO materials, a strong covalent attachment
of the ligands on the semiconductor surface is required. Many anchor molecules have been
investigated to determine which functional groups are the optimal ones to be covalently bound
to the surface. Compounds which have been used as anchors include amines [42–44], car-
boxylic acids [45–53], phosphonic acids [54], thiols [43, 54–58] and silanes [45, 59–61]. There
exist, however, some discrepancies regarding the success of some of these adsorbates for the
functionalization of ZnO. Whereas some measurements suggest a favorable covalent binding
of carboxylic acids on ZnO [45, 51, 52, 62], other studies indicate surface etching [57]. The
experimental conditions seem to play a crucial role in the synthesis of the hybrid structures.
Parameters such as the pH must be carefully controlled to prevent that the ZnO structures
undergo unwanted reactions in the presence of anchor species. The chemisorption of amines
on ZnO are, on the other hand, confirmed by X-ray photoelectron spectroscopy (XPS) and
atomic force microscopy (AFM) measurements [39,43] but other AFM studies indicate a rather
weak adsorption of these compounds on (1010) ZnO surfaces [57]. There is therefore a general
demand of theoretical simulations that help get more insight into the chemistry and physics of
organic/ZnO interfaces.
1.3 Theoretical Approach
The accurate description of molecular/metal oxide hybrid interfaces at the atomic scale entails
the use of Quantum Mechanics (QM). In QM, solving the Schro¨dinger equation allows for the
exact determination of the energy and wavefunction of a many-body system and hence, any
property of such system. However, it turns out that the practical application of this equation
is limited to very simple problems. For atomic systems, even within the Born-Oppenheimer
approximation where the motion of the nuclei and the electrons are decoupled, the Schro¨dinger
equation can only be solved exactly for hydrogen-like species. Fortunately, approximate so-
lutions are provided via several quantum mechanical methods such as Hartree-Fock (HF). In
HF, the stationary properties of atomic systems are obtained by invoking the energy varia-
tional principle, provided that the many-electron wavefunction is described by a single Slater
determinant. To account for electron correlation, post-HF approaches were developed. Such
methods include configuration interaction (CI) [63–65], Møller-Plesset perturbation theory (e.g.
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MP2 [66], MP3, MP4 [67]), coupled cluster (CC) [68, 69] and quantum chemistry composite
methods (e.g. G1 [70], G2 [71], G3 [72]). Although post-HF methods describe with high ac-
curacy many chemical and physical properties, their applicability is rather limited to small
systems due to their steep computational cost. A cheaper alternative to these approaches is
provided by density functional theory (DFT), where the complex many-body wavefunction is
replaced by the total electronic density as the basic variable.
DFT has been one of the most utilized tools during the last years for the description of ground-
state properties of a wide variety of molecular systems that range from small molecules to large
periodic materials. While it lacks the accuracy typical of correlated wavefunction-based meth-
ods, it goes beyond HF as electron correlation is incorporated in a self-consistent-field (SCF)
fashion. Thus, DFT has turned out to be a good compromise between accuracy and computa-
tional cost; affordable to study hundreds-of-atoms systems on most current workstations with
fairly good precision. The field of application of this method was subsequently extended to the
study of excited states properties with the development of time-dependent density functional
theory (TD-DFT) [73]. This method has become the de facto standard for the computation of
optical properties for molecules with several tens of atoms. Also the limitations of TD-DFT
are now well documented in the literature (see for example Refs [74–76]), which together with
benchmark data [77–79], helps researchers judge a priori whether a certain class of density
functionals is sufficient for the predictive simulation of the problem at hand.
With the increase of the dimension of the systems of interest or the need of longer simulation
times for the description of a given phenomena, the field of application of ab initio methods, even
DFT, gets quickly smaller. Approximate molecular orbital methods then appear as a useful tool
to address highly demanding computational studies. Such approaches include Hu¨ckel theory
[80–83] and semiempirical methods such as MINDO [84], AM1 [85] and PM3 [86–88]. Although
during their early introduction computational resources were considerably scarce compared to
present-day computing power, semiempirical approaches are, and will be, demanded due to
the ever growing complexity of targeted problems in quantum chemistry and material science.
The aforementioned semiempirical methods are based on HF theory. On the other hand, an
approximate DFT-based formalism offers a unique opportunity for increased transferability due
to explicit incorporation of correlation effects. Such approach is the density functional tight
binding (DFTB) method [89,90].
Since its early inception, DFTB has been continually extended in order to widen its field of
application, address known limitations and improve its numerical accuracy. Especial mention
deserves the development of time-dependent DFTB (TD-DFTB) [91], which is an approxima-
tion to linear-response TD-DFT. In DFTB and TD-DFTB additional approximations beyond
the choice of a given exchange-correlation functional are accomplished to enhance the numeri-
cal efficiency. These are mostly the neglect, simplification and parametrization of two-electron
integrals, thus circumventing their exact evaluation, considered as the main computational
bottleneck of molecular orbital methods.
1.4 Scope and Structure of the Thesis
In the present work, density functional approaches are employed for the study of ground-
and excited-state properties of molecules and their interaction with metal oxide surfaces and
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nanostructures. In particular, the degradation of NO and acetaldehyde on TiO2 under visible
and UV irradiation is investigated via excited-state simulations. Rutile and anatase TiO2
surfaces are considered in this investigation. To afford the use of sufficiently large models that
allow a reliable description of these problems, we have employed TD-DFTB. The modification
of ZnO surfaces and nanostructures using prototype organic molecules is also addressed within
this thesis by using DFT and DFTB. Furthermore, special stress is laid upon the development
and validation of new extensions within DFTB and TD-DFTB. Especially, a refinement is
formulated in order to diminish the crude approximations originally made for the evaluation
of the two-electron integrals. Thus, many of the neglected terms are brought back into the
formalism at no substantial additional computational cost and complexity of the scheme. One
of the TD-DFTB extensions, namely the generalization to treat spin-polarized systems, is
crucial for the reliable description of the systems involving the radical NO and the study of
ferromagnetic configurations of hydroxyl groups on TiO2 surfaces. Other developments improve
on the quantitative description of some particular systems. For example, the known poor
description of σ → pi∗ and n → pi∗ transitions in many chromophores within TD-DFTB is
overcome.
This thesis is organized as follows: Charter 2 reviews DFT and TD-DFT. In Chapter 3, the
DFTB method is presented in detail. The formulation followed there is, in essence, different
from the original derivation. This clears away some ambiguities of the traditional formula-
tion while paves the way for the introduction of the aforementioned refinement. The refined
scheme is then tested along other approaches for the description of hydrogen bonded complexes,
traditionally recognized as difficult systems for DFTB. Chapter 4 introduces TD-DFTB. The
strategy employed for its derivation differs again from that originally conceived. This en-
ables the direct inheritance of some features of the ground-state formalism such as fractional
occupancy and spin polarization. Furthermore, the refinement of the two-electron integrals in-
troduced in ground-state DFTB is translated into the time-dependent formalism. To highlight
the qualitative improvement within the refined scheme, we report results for selected diatomic
molecules. Additionally, a comparison between results obtained with the proposed formalism
and the original TD-DFTB approach for a large set of benchmark molecules is presented. Our
findings are further compared to TD-DFT, the best theoretical estimates from the literature
and experimental observations. The results concerning the study of the photocatalytic degra-
dation of NO and acetaldehyde are presented in Chapter 5. The formation of CT complexes
is demonstrated for NO. Based on our observations, the unexpected experimental findings at
Bahnemann’s group are explained, and some aspects of TiO2 photocatalysis are unveiled. In
Chapter 6, the structural properties and energetics of ZnO nonpolar surfaces and nanowires
modified with monofunctional organic ligands are reported. Furthermore, we investigate the
electronic properties of fully-oxidized and oxygen-reduced ZnO surfaces covered with a bifunc-
tional adsorbate. In Chapter 7, the conclusions of this work as well as some future prospects
are drawn. At the end of Chapters 3, 4, 5 and 6, the main aspects and obtained results are
summarized. This document also encloses a total of three appendices containing supporting
material, including further theoretical aspects of the presented methodology as well as extensive
tables with all our results.
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Chapter 2
A BRIEF REVIEW ON DENSITY
FUNCTIONAL THEORY
In this chapter we briefly review Density Functional Theory (DFT) and its time depended exten-
sion, time-dependent density functional theory (TD-DFT). A more comprehensive review can
be found for example in Ref. [92] for the ground state theory and in [93] for the time-dependent
development. This will lay the foundations for the later introduction of an approximate DFT
and TD-DFT formalism.
2.1 The Hohenberg-Kohn Theorems
The groundwork for DFT was laid by the model of Thomas and Fermi for the description of
electrons in atoms, introduced in 1927 [94–98]. They were the first authors to write an explicit
relation between the total kinetic energy of a many-electron system and its electron density,
based on the consideration of a uniform distribution of noninteracting electrons in each small
volume element of space. However, the modern era in DFT is initiated with the works by
Hohenberg and Kohn, who generalized the approximate Thomas-Fermi (TF) model into an
exact theory. The grounds of the formalism rely on two theorems. The first one states that the
external potential, Vext, is determined, to within an additive constant, uniquely by the electron
density ρ(r) [99]. As integration of ρ yields the total number of electron, N , it follows that ρ
also determines the ground-state wave function Ψ and hence, all ground-state properties of the
system. Thus, such properties can be expressed as a functional of the density.
In particular, the total energy functional can be written as
E[ρ] = T [ρ] + Vee[ρ] +
∫
Vext(r)ρ(r)dr, (2.1)
where T [ρ] is the kinetic energy and Vee[ρ] is the electron-electron repulsion. The latter consists
of the coulomb interaction,
EH[ρ] =
1
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′, (2.2)
and a nonclassical term. The sum T [ρ] + Vee[ρ] is independent of the external potential and is
hence a universal functional of ρ, whereas the last term in Eq. (2.1) has a unique correspondence
with ρ due to the first Hohenberg-Kohn (HK) theorem.
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The second HK theorem serves an energy variational principle analogous to that for the wave
functions. It enounces that for a trial density ρ˜(r), such that
∫
ρ˜(r)dr = N and ρ˜(r) ≥ 0, the
energy functional evaluated at ρ˜, E[ρ˜], is never smaller than the ground state energy. In this
way, the ground state energy in DFT is the minimum value of the energy functional, and this
minimum value is obtained when the functional is evaluated at the ground state density.
Although the HK theorems were originally restricted to a nondegenerate closed-shell ground
state, their validity was later demonstrated also for systems with degenerate ground-states [100].
Also, analogous theorems can be formulated for spin-dependent densities. Another issue is
related to the fact that not every trial density ρ˜ yields an external potential Vext. This V-
representability problem is, however, easily circumvented by reformulating the theory so that
the trial densities are simply subject to a N-representability condition, which is satisfied for any
reasonable density [100,101].
2.2 The Kohn-Sham Method
One problem still remains in the theory of Hohenberg and Kohn, and it is the difficulty as-
sociated to the calculation of T [ρ] and the nonclassical part of Vee[ρ]. In the TF model Vee[ρ]
is simply replaced by the classical coulomb energy, EH[ρ], whereas the kinetic energy is taken
from the theory of a noninteracting uniform electron gas. A next level of approximation to
Vee[ρ] was introduced by Dirac few years later, by adding to EH[ρ] the exchange energy for a
uniform electron gas [102]. Efforts to refine the approximation to T [ρ] started with the work by
Weizsa¨cker, who first considered the effects of the inhomogeneity of the electron density, which
is particularly large in atoms and molecules [103]. Still, TF and related models lack accuracy.
An alternative approach to the kinetic energy functional was developed by Kohn and Sham in
1965 [104], thereby turning DFT into a practical tool for accurate calculations. Nowadays, the
Kohn-Sham (KS) method is the de facto standard for the calculation of ground-state properties
of large molecules.
In the KS method the energy functional for a system of N electrons moving in the external
potential Vext is written as follows:
E[ρ] = Ts[ρ] + EH[ρ] + Exc[ρ] +
∫
Vext(r)ρ(r)dr, (2.3)
where Ts[ρ] is the exact ground-state kinetic energy of a fictitious system of N noninteracting
electrons moving in the effective potential Vs and yielding the electronic density ρ:
Ts[ρ] =
∑
i
ni
∫
ψ∗i (r)
(
−1
2
∇2
)
ψi(r)dr. (2.4)
ψi are the eigenfunctions resulting from solving the one-electron Schro¨dinger equation,
Hˆψi(r) =
[
−1
2
∇2 + Vs(r)
]
ψi(r) = εiψi(r), (2.5)
and ni are the corresponding occupation numbers. The electronic density of such noninteracting
system is given by
ρ(r) =
∑
i
ni|ψi(r)|2. (2.6)
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The third term in Eq. (2.3) is called the exchange-correlation (XC) energy. It contains the
difference between the kinetic energy of the actual system, T [ρ], and Ts[ρ], and the nonclassical
component of Vee[ρ]. The XC energy is the only functional in (2.3) with an unknown analytical
form and so it must be approximated; otherwise the KS method is exact. Several approaches
for the XC functionals have emerged; we will devote next section to this matter.
It is useful to write the KS energy functional in terms of the single-particle energies εi. To this
end, we add and subtract in Eq. (2.3) the term
∑
i ni
∫
ψ∗i Vsψidr while employing (2.5) and
(2.6), which results in
E[ρ] =
∑
i
niεi + EH[ρ] + Exc[ρ] +
∫
Vext(r)ρ(r)dr−
∫
Vs(r)ρ(r)dr (2.7)
By applying the second HK theorem (variational principle) to the energy functional (2.7), one
arrives at a set of equations (2.5), for which the effective potential Vs becomes
Vs[ρgs](r) = Vext(r) + VH[ρgs](r) + Vxc[ρgs](r), (2.8)
where the so-called Hartree and XC potentials (VH and Vxc, respectively) are defined as
VH[ρ](r) =
δEH[ρ]
δρ(r)
=
∫
ρ(r′)
|r− r′| dr
′ (2.9)
Vxc[ρ](r) =
δExc[ρ]
δρ(r)
(2.10)
In Eq. (2.8) ρgs denotes the ground-state density of the many-body system. As Vs is a functional
of the electron density, the set of equations (2.5) (known as the KS equations) are solved self-
consistently. The procedure of finding its solutions usually starts with the assumption of the
effective potential. The guessed Vs leads to a density ρ which is, in turn, used to evaluate Vs
according to (2.8). This process is then repeated until the ground-state density is obtained
within the desired accuracy. The eigenvalues, εi, and eigenfunctions, ψi, solution of the KS
equations are known as KS energies and KS orbitals, respectively. Likewise, Hˆ and Vs are
respectively termed the KS Hamiltonian and the KS potential.
The ground-state energy is obtained by evaluating the energy functional (2.7) at ρgs. To this
end, the KS potential Vs[ρgs] [Eq. (2.8)] is substituted into Eq. (2.7), which leads to
E[ρgs] =
∑
i
niεi − EH[ρgs] + Exc[ρgs]−
∫
Vxc[ρgs]ρgs(r)dr (2.11)
The first term of Eq. (2.11) contains the sum over the energies of all occupied KS orbitals,
whereas the second, third and fourth terms are known as double-counting corrections.
2.3 Exchange-Correlation Functionals
The greatest challenge in KS DFT remains to be of how to accurately evaluate the XC func-
tional. Today, a large variety of XC functionals are available and have been extensively bench-
marked for the description of different ground-state properties. In this section we will review
very briefly some of the most important contributions in the long trajectory of developments
of this quantity.
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2.3.1 Local density approximation
Kohn and Sham proposed the simplest existing approximation to the XC functional, the so-
called local density approximation (LDA) [104]. It applies the uniform electron gas formula for
the evaluation of Exc, leading to
ELDAxc [ρ] =
∫
ρ(r)εxc(ρ)dr, (2.12)
εxc being the XC energy per particle of a homogeneous electron gas of density ρ. The XC
potential then reads
V LDAxc (r) =
δELDAxc [ρ]
δρ(r)
= εxc(ρ) + ρ(r)
δεxc(ρ)
δρ
. (2.13)
The exchange contribution of εxc = εx + εc is given by the Dirac XC functional for the homo-
geneous electron gas [102],
εx(ρ) = −3
4
(
3
pi
) 1
3
ρ(r)
1
3 , (2.14)
whereas the correlation part has no analytical expression, though accurate quantum Monte
Carlo results [105] has been interpolated to provide various analytical forms [106–109].
The extension of LDA to spin-polarized densities is known as the local spin density approxima-
tion (LSDA). It turns out that a similar Density functional theory (known as spin(S)-DFT) can
be built for those systems, leading to spin-polarized KS equations, where the kinetic energy is
handled exactly whereas the XC functional is approximated. Within LSDA, the latter quantity
reads
ELSDAxc [ρ↑, ρ↓] =
∫
ρ(r)εxc(ρ↑, ρ↓)dr, (2.15)
where ρ = ρ↑ + ρ↓ is the total density, consisting of the spin-up and -down densities. The form
of the S-DFT exchange functional can be shown to be [110]
Ex[ρ↑, ρ↓] =
1
2
(Ex[2ρ↑] + Ex[2ρ↓]) , (2.16)
where for LSDA the functionals Ex[2ρ↑] and Ex[2ρ↓] are evaluated using (2.14). The correlation
contribution to ELSDAxc has been constructed via interpolation of the known LDA forms for the
paramagnetic (ρ↑ = ρ↓) and ferromagnetic cases (ρ = ρ↑, ρ↓ = 0) [106,111].
Despite the crude consideration of a homogeneous electron gas for the description of atomic
and molecular densities, LDA performs well in many cases. The main deficiencies within the
approach are the presence of spurious self-interaction and the wrong long-range behavior of XC
potentials.
2.3.2 Gradient correction
The LDA typically underestimates the exchange energy by about 10%. This is because the
electron density in atomic and molecular systems is far from homogeneous. To account for this
nonuniformity, corrections depending on the density gradient have been developed [112–115],
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thus giving birth to the generalized gradient approximation (GGA). The GGA XC functional
can be written in general terms as
EGGAxc [ρ↑, ρ↓] =
∫
f(ρ↑, ρ↓,∇ρ↑,∇ρ↓)dr, (2.17)
where the functional f has been constructed in diversified manners. One of the most popular
approaches for molecular systems is the BLYP method, which employs the asymptotically-
corrected exchange functional of Becke [114] and the correlation functional of Lee, Yang and
Parr [116]. Another prominent choice, especially in solid-state physics, is the Perdew-Burke-
Ernzerhof (PBE) formalism [117, 118]. Unlike other GGA approaches, PBE improves upon
LDA in every aspect, reducing to LDA in the limit of a uniform electron gas. However, GGA
functionals do not heal the self-interaction error of local-density approaches. Corrections in
GGA are local in the sense that they are applied to each point r independently, but at the
same time, they incorporate, to first order, information on the density in the infinitesimal
neighborhood surrounding r. GGA functionals are therefore called semi-local.
2.3.3 Hybrid Functionals
A notorious problem of local and semi-local functionals is the underestimation of the band gap
of semiconductor and insulator materials. For ZnO, for example, GGA returns a band gap
of 0.7 eV, with a relative error of roughly 80% with respect to the experimental value of 3.4
eV. In 1993, Becke stated that, for further improvement upon GGA methods, exact-exchange
information had to be included in the XC functionals [119,120]. Admixing a fraction of nonlocal
HF exchange alleviates the self-interaction error present in conventional DFT methods. The
resulting hybrid functionals can be expressed in the following form [121]:
EHybxc [ρ] = αE
HF
x + (1− α)EDFTx [ρ] + EDFTc [ρ] (2.18)
The parameter α controls the amount of exact exchange, EHFx , being included in the XC
functional. For PBE0 (a popular hybrid functional) α is fixed to 0.25, whereas the DFT
exchange and correlation are taken at the PBE level of theory [122–124]. The chosen ratio
of exact and PBE exchange seems to work satisfactorily and surpass the GGA description of
structural, thermochemical and electronic properties of solids [125]. However, as it has been
pointed out [122, 124], this ratio is not universally optimal. Another widely employed hybrid
functional is B3LYP, which makes use of parameters fitted to experimental data [119].
The use of hybrid functionals carries an additional computational workload compared to typical
DFT approaches. This can be alleviated if the long-range exchange interaction is limited to
short distances. Thereby the exchange functional is separated into two components, a short-
range part containing a fraction of HF exchange and a long-range contribution consisting solely
of the pure DFT exchange. The Heyd-Scuseria-Erhenzoh (HSE) functional is a popular example
of such range-separated hybrid functionals [126,127]. It uses PBE0 and PBE for the short- and
long-range sections of the exchange interaction, respectively.
Another kind of range-separated functionals are the so-called long-range corrected (LC) hybrids,
CAM-B3LYP being one of the most representative examples [128]. This functional combines
the hybrid B3LYP scheme with the long-range correction formalism of Hirao and co-workers
[129]. While retaining the good quality of atomization energies yield by B3LYP, CAM-B3LYP
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has been shown to overcome the inaccurate description of charge transfer excitations of the
conventional hybrid method [130–132]. Therefore, CAM-B3LYP finds particular applicability
in non-stationary problems. An extension of DFT to time-dependent investigations is reviewed
in the next section.
2.4 Time-Dependent Extension
DFT has doubtlessly become the first-choice tool to efficiently address an ample range of station-
ary problems. For time-dependent phenomena, a ∆SCF scheme has found some applicability.
However, this method can be only justified under certain assumptions on the excited states.
Also, the need to perform SCF calculations for each excited state, along with other practical
difficulties, result in a cumbersome formalism. An alternative consists of extending DFT into
the time domain.
2.4.1 Formal foundations
Significant efforts to bring the Hohenberg-Kohn-Sham formalism to non-stationary problems
were accomplished by adapting the HK theorems to the description of electrons moving in
a time-dependent external potential [133–135]. However, it was not until the seminal paper
of Runge and Gross in 1984 [73], that the desired analogy with the ground-state scheme was
proven for any1 arbitrary non-stationary situation. Runge and Gross formulated two HK-like
theorems that set the basis for the development of TD-DFT.
The first Runge-Gross (RG) theorem (analogous to the first HK theorem) states that the
time-dependent external potential, Vext(rt), is determined, to within an additive function of
time, uniquely by the time-dependent electron density, ρ(rt). Thus, ρ(rt) determines the time-
dependent Hamiltonian, Hˆ(t), and the wavefunction, Ψ[ρ](t), up to a time-dependent phase
factor. It follows then that the expectation value of any operator that does not contain time
derivatives is a functional of the time-dependent density.
The second RG theorem2 introduces a variational principle (or, more precisely, a principle of
stationary action) in TD-DFT for the determination of ρ(rt). It states that the action
A[ρ] =
∫ t1
t0
〈Ψ[ρ](t)|i ∂
∂t
− Hˆ(t)|Ψ[ρ](t)〉 dt (2.19)
is, up to an additive constant3, a unique functional of the density and is stationary about the
true density of the system. Thus, ρ(rt) can be calculated from the Euler equation,
δA[ρ]
δρ(rt)
= 0 (2.20)
1The only restriction in the theory of Runge and Gross is that the external potential must be t-analytic
around the initial time, t = t0.
2The Runge-Gross paper [73] actually contains four theorems. The second one proposes a hydrodynamical
formulation of TD-DFT and the third one, the action theorem, is the one we here refer to as the second.
3Note that the action defined in (2.19) contains indeed the expectation value of an operator including a
time derivative. This quantity is hence not a unique functional of ρ as the wavefunction may have an arbitrary
time-dependent phase factor for a given density which does not cancel out. However, it is easy to show that the
existence of the phase factor simply adds an arbitrary constant to A.
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The stationary action principle (2.20) yields the so-called time-dependent KS (TDKS) equa-
tions,
Hˆψj(rt) =
[
−1
2
∇2 + Vs(rt)
]
ψj(rt) = i
∂ψj(rt)
∂t
, (2.21)
where ψj(rt) are the TDKS orbitals producing the time-dependent density,
ρ(rt) =
∑
j
nj|ψj(rt)|2, (2.22)
and the TDKS potential Vs(rt) is expressed as
Vs(rt) = Vext(rt) +
∫
ρ(r′t)
|r− r′| dr
′ + Vxc(rt), (2.23)
where the second term is the time-dependent Hartree potential and Vxc = δAxc/δρ. The
functional Axc is unknown but it can be subject to a local approximation in time:
Axc =
∫ t1
t0
Exc[ρt]dt, (2.24)
where ρt is the instantaneous density at time t. This is the case of an external potential varying
infinitely slowly in time and is known in TD-DFT as the adiabatic approximation. Within this
approach the first derivative of Axc reads
Vxc[ρ](rt) =
δAxc[ρ]
δρ(rt)
∼= δExc[ρt]
δρt(r)
= Vxc[ρt](r), (2.25)
that is, it amounts to the XC potential (2.10) evaluated at the electron density at a particular
time, but it does not contain any information on the history of the density. This means that
memory effects on the XC potential are completely disregarded. This can be directly seen
from the second derivative of Axc (the so-called XC kernel) which gives the response of the XC
potential to a density fluctuation,
δAxc[ρ]
δρ(rt)δρ(r′t′)
=
δVxc[ρ](rt)
δρ(r′t′)
∼= δ(t− t′)δVxc[ρt](r
′)
δρt(r)
. (2.26)
The Hartree kernel is, on the other hand, inherently local in time and so is given exactly within
the adiabatic approximation. The adiabatic approximation brings considerable simplicity to
the scheme and works satisfactorily in many cases. However, this approach finds its limits for
the description of charge-transfer and Rydberg excited states [136,137] or states dominated by
double excitations [138,139] as well as in cases of conical intersections [140,141], to just mention
a few critical shortcomings. Many schemes have been designed to go beyond or circumvent the
adiabatic approximation. For a review on these formalisms see Ref. [74].
The RG formalism is limited to applied electric fields. As the effects of magnetic fields are
often smaller than those of electric fields in experimental investigations of molecular properties,
this is in many cases sufficient. To suppress this restraint, Ghosh and Dhara developed the
TD current DFT method [142] which is a more general formalism, accounting also for time-
dependent magnetic fields. This thesis is, however, not concerned with magnetic fields and so
this formalism will not be developed here.
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2.4.2 Linear Response
There are two main routes to solve the TDKS equations, namely, the real-time propagation
of the KS wavefunction and using linear response techniques. The latter is a perturbative
approach and is therefore limited to weak fields. Excitation energies can be extracted within
this method since the linear response function of a finite interacting system has discrete poles
at these energies. This thesis is only concerned with linear-response TD-DFT, which was
first developed by Casida in 1995 [143]. In the following, we will derive the linear response
equation and its transformation into an eigenvalue problem. The derivation will be consistent
with a general spin-unrestricted scheme with possible fractional occupation of the KS states.
Greek letters σ and τ stand for the spin variables. We employ the usual nomenclature of MOs
throughout, that is, labels i, j, k, l denote occupied orbitals, a, b, c, d denote virtual orbitals
and s, t, u, v denote general orbitals. However, as we allow for fractional occupation and spin
polarization, coupled indexes iσ and aσ (or jτ and bτ) will stand more generally for KS orbitals
such that niσ > naσ (or njσ > nbσ). For more detail on the derivation of linear-response TD-
DFT the reader is referred to Refs. [143,144].
For a system initially in the ground state the perturbation introduced into the KS Hamiltonian
due to an external perturbation δVext is, to linear order,
δHˆσ(rt) = δV σs (rt) = δVext(rt) + δV
σ
hxc(rt), (2.27)
where δV σhxc = δV
σ
H + δV
σ
xc is the linear response of the Hartree-XC potential due to the change
in the electron density:
δV σhxc(rt) =
∑
τ
∫ ∫
fστhxc[ρgs](rt, r
′t′) δρτ (r′t′) dr′dt′. (2.28)
fστhxc[ρgs] is the sum of the Hartree and XC kernels evaluated at the ground-state density, which
in the adiabatic approximation reads
fστhxc[ρgs](rt, r
′t′) = δ(t− t′)
(
1
|r− r′| +
δV σxc[ρt,↑, ρt,↓](r
′)
δρt,τ (r)
∣∣∣∣
ρgs
)
= δ(t− t′) fστhxc[ρgs](r, r′). (2.29)
Now, we turn our attention to the change in the charge density, δρσ. According to the first RG
theorem, there is a one-to-one mapping between the time-dependent density and the external
potential. Thus, to first order, the density fluctuation is given by the linear density response
to the external perturbation, characterized by the nonlocal susceptibility χ of the many-body
system at the ground-state density:
δρσ(rt) =
∑
τ
∫ ∫
χστ [ρgs](rt, r
′t′) δVext(r′t′) dr′dt′ (2.30)
On the other side, the linear density response equals that of the KS system due to the pertur-
bation of the KS Hamiltonian and we hence can write,
δρσ(rt) =
∑
τ
∫ ∫
χστs [ρgs](rt, r
′t′) δV τs (r
′t′) dr′dt′, (2.31)
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where χs is the KS susceptibility, that is, the response function of a system of noninteracting
particles with unperturbed density ρgs. We can thereby substitute Eq. (2.27) into (2.31) and
equate with Eq. (2.30), which leads to a Dyson-like equation for the true χ of the system [144]:
χστ (rt, r′t′) = χστs (rt, r
′t′)
+
∑
σ′τ ′
∫ ∫ ∫ ∫
χσσ
′
s (rt, rt) f
σ′τ ′
hxc (rt, r
′t′)χτ
′τ (r′t′, r′t′) drdr′dtdt′ (2.32)
This is the central equation of linear-response TD-DFT. The KS susceptibility can be easily
calculated from time-dependent perturbation theory. The susceptibility of the real interacting
system contains valuable information. Their poles are the excitation energies of the system.
Furthermore, response properties such as the dynamic polarizability can be determined; oscil-
lator strengths are then found as the residues of the mean polarizability.
The poles of χ can be determined as the solution to an eigenvalue problem as pointed out
by Casida [143]. To this end, we now move to a matrix representation. This implies to set,
for example, δρσ =
∑
st ψsσψtσδP
σ
st and δV
σ
s =
∑
st δV
s
stσP
σ
st, where P
σ
st = 〈Ψ|aˆ†tσaˆsσ|Ψ〉 are
the elements of the KS density matrix. Next, changing to the frequency domain by Fourier
transforming in time, one can write the linear response of the KS density matrix to the applied
field as
δP σst(ω) =
∑
uvτ
χsstσ,uv,τ (ω)δV
s
uvτ (ω) =
nsσ − ntσ
ωst − ω δV
s
stσ(ω), (2.33)
where ωstσ = εsσ − εtσ is the KS energy difference relative to states s and t, solutions of the
stationary KS equation. The energies ωstσ are the poles of the KS susceptibility. It should be
noted that δP σst vanishes when the KS orbitals ψsσ and ψtσ have equal occupations, that is,
only elements of the type δP σia and δP
σ
ai are nonzero. This means, in turn, that only KS matrix
elements of the type δV siaσ and δV
s
aiσ contribute to the density matrix response. Thereby, the
linear density response can be expressed as
δρσ(ω) =
∑
ia
(ψiσψaσX
σ
ia(ω) + ψiσψaσY
σ
ia(ω)), (2.34)
where Xσia = δP
σ
ia and Y
σ
ia = δP
σ
ai. The matrix elements δV
s
iaσ and δV
s
aiσ depend, in turn, on the
response of the density matrix through the Hartree-XC component,
δV hxciaσ (ω) =
∑
uvτ
Kiaσ,uvτ (ω)δP
τ
uv(ω)
=
∑
jbτ
(
Kiaσ,jbτ (ω)X
τ
jb(ω) +Kiaσ,bjτ (ω)Y
τ
jb(ω)
)
, (2.35)
and an identical relation holds for the matrix elements δV hxcaiσ . The elements of the coupling
matrix K are generally defined as the derivative of the unperturbed KS Hamiltonian with
respect to the density matrix elements. In the adiabatic approximation this leads to
Kiaσ,jbτ =
∂Hiaσ
∂P τjb
=
∂V hxciaσ
∂P τjb
∼=
∫ ∫
ψiσ(r)ψaσ(r) f
στ
hxc[ρgs](r, r
′)ψjτ (r′)ψbτ (r′) drdr′. (2.36)
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It should be noticed that the dependence of K upon the frequency vanishes within the adia-
batic approximation. An important feature of the coupling matrix for local or semi-local XC
functionals is its invariance with respect to the permutation of any connected (real orbital) in-
dices (for instance, Kiaσ,jbτ = Kiaσ,bjτ = Kaiσ,jbτ ). This symmetry does not hold for functionals
involving Hartree-Fock exchange [143].
Substituting Eq. (2.35) and (2.27) into (2.33) while setting δVext = 0 (condition for a system
excitation) yields two coupled equations (one for δV siaσ and one for δV
s
aiσ) for the determination
of the excitation energies, ωI , which can be written as a single matrix equation,(
A B
B A
)(
XI
YI
)
= ωI
(
C 0
0 −C
)(
XI
YI
)
, (2.37)
where the matrices A, B and C are defined according to
Aiaσ,jbτ =
δijδabδστωjbτ
njτ − nbτ +Kiaσ,jbτ
Biaσ,jbτ = Kiaσ,bjτ
Ciaσ,jbτ =
δijδabδστ
njτ − nbτ . (2.38)
The dimension of the eigenproblem (2.37) can be reduced by half via a suitable unitary trans-
formation:
(A−B)(A + B)|XI + YI〉 = ω2IC2|XI + YI〉. (2.39)
Next, provided that the orbital rotation Hessian (A−B) is positive definitive, Eq. (2.39) can
be further transformed to finally yield the so-called Casida equation:
ΩFI = ω
2
IFI , (2.40)
where the response matrix Ω is defined as
Ω = S−1/2 (A + B) S−1/2 (2.41)
S = −C (A−B)−1 C. (2.42)
Due to the symmetry of the coupling matrix, (A − B) becomes strictly diagonal. Thus, the
expression for the response matrix elements acquires the following simplified form:
Ωiaσ,jbτ = δijδabδστω
2
jbτ + 2
√
(niσ − naσ)ωiaσKiaσ,jbτ
√
(njτ − nbτ )ωjbτ . (2.43)
For closed shell systems the problem can be further simplified after a unitary transformation
of the response matrix into a diagonal block matrix,
Ω˜ = U−1ΩU =
(
ΩS 0
0 ΩT
)
, (2.44)
where the singlet (S) and triplet (T) response submatrices are
Ω
S/T
ia,jb = ω
2
jbδijδab + 2
√
(ni − na)ωiaKS/Tia,jb
√
(nj − nb)ωjb, (2.45)
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with
KSia,jb = Kia↑,jb↑ +Kia↑,jb↓
KTia,jb = Kia↑,jb↑ −Kia↑,jb↓. (2.46)
In this way the dimension of the eigenvalue problem is again reduced, and the singlet-triplet
and singlet-singlet excitations can be independently computed.
Once the excitation vectors, FI , are obtained, the oscillator strength related to excitation I can
be calculated as
f I =
2
3
3∑
k=1
∣∣∣∣∣∑
iaσ
dkiaσ
√
(niσ − naσ)ωiaσF Iiaσ
∣∣∣∣∣
2
, (2.47)
where dkiaσ = 〈ψiσ|rˆk|ψaσ〉 is the k-th component of the dipole matrix element diaσ, with rˆk
denoting the k-th component of the position operator, rˆ.
A very basic simplification of TD-DFT is carried out within the single-pole approximation
(SPA) [144–147], which consists of truncating Ω to a 1×1 matrix. It works surprisingly well in
several cases. However, the most important fact about this approach is not its often accurate
performance, but the fact that it provides with a simple model for the qualitative understanding
of TD-DFT results. Within the SPA, the excitation energies can be directly evaluated from
the KS energy difference and the corresponding diagonal coupling matrix element as follows:
ωI(iaσ) ≈ ωiaσ + (niσ − naσ)Kiaσ,iaσ. (2.48)
From Eq. (2.48) one can see that the coupling matrix plays a fundamental role in the scheme.
It has the effect of shifting the true excitation energies away from the transition energies of the
KS noninteracting system. On the other hand, oscillator strengths are not corrected within the
SPA, that is, they keep their KS values,
fI(iaσ) =
2
3
(niσ − naσ)ωiaσ
3∑
k=1
|dkiaσ|2. (2.49)
The SPA fails for systems with important collective effects. A more advance approach is the
double-pole approximation (DPA), which accounts for pairs of strongly coupled KS transitions
[148].
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Chapter 3
THE DENSITY FUNCTIONAL
BASED TIGHT BINDING METHOD
There exist several quantum mechanical approaches for the calculation of energies and inter-
atomic forces in solids. Among them, DFT-based methods have become increasingly popular
due to their accuracy and efficiency. However, there are still many problems that escape from
the scope of DFT due to their demanding computational requirements. Less accurate ap-
proaches have emerged to address, at least qualitatively, interatomic interaction in solid-state
physics. Those schemes include models described by Kim-Gordon theory [149], pseudopotential
perturbation methods [150] or the semiempirical tight-binding (TB) approach. Although the
latter was first intended for the study of periodic solids only [151], it has been subsequently
generalized to an atomistic total-energy method.
In the simplest TB model, the total electronic energy is written as
E =
∑
i
niεi +
1
2
A6=B∑
AB
U(|RA −RB|), (3.1)
where εi are the solution of a non-self-consistent Schro¨dinger equation,
Hˆψi(r) =
[
−1
2
∇2 + V (r)
]
ψi(r) = εiψi(r), (3.2)
and U(|RA−RB|) is a short-range pairwise potential between atoms A and B which is usually
fitted to experiment. Application of the variational principle to (3.1) and consequent expansion
of the eigenfunctions ψi in a basis of atomiclike orbitals, {φα}, leads to a secular equation,
|H− εS| = 0, (3.3)
where Hαβ = 〈φα|Hˆ|φβ〉 and Sαβ = 〈φα|φβ〉. The basis functions are often chosen to be
orthogonal which results in S = I, whereas the Hamiltonian matrix elements are treated as
parameters fitted to the band structure of a reference system.
Although the TB approach has been applied with some success [152–155], critical limitations
have been acknowledged [156,157]. Issues arise due to the limited transferability of the derived
parameters. While they are designed to reproduce properties of the reference system, they
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fail to cover a wide range of different problems. The poor transferability of the parameters is
mainly given, on the one hand, because they lack physical meaning. On the other hand, it has
been shown that orthogonality of the basis functions often hinders transferability [158]. These
problems might be then remediated by adopting a nonorthogonal basis set and calculating the
parameters directly from a more fundamental theory. Approaches in this direction include the
linear muffin-tin orbitals (LMTO) TB scheme of Andersen and Jepsen [159], a Hartree Fock-
based TB [160] and the density functional-based TB method (DFTB) [89, 90], to which this
chapter is devoted.
The formulation of DFTB presented here differs from its original derivation as we express the
energy functional and Hamiltonian in terms of the density matrix fluctuation and not in terms
of net Mulliken charges as it is traditionally done. The final expressions for the energy and
Hamiltonian are obtained after applying the Mulliken approximation for the evaluation of two-
electrons integrals. Mulliken charges then appear naturally and unambiguously and not as
one choice for the electron density partition. This formulation is appropriate for a following
extension of DFTB that goes beyond the Mulliken approach.
3.1 Tight Binding meets DFT
A connection between DFT and TB total energy expressions is not straightforward as that
would suppose that the double-counting energy in Eq. (2.11) can be represented by the sum
of short-range pair potentials. Another contrasting aspect rests on the self-consistent nature
of the KS equations versus the non-self-consistency in TB. Foulkes and Haydock, based on the
work by Harris [161], were the first to relate this two theories [162]. They stated that the DFT
energy functional at a given density ρ, close to the ground state density, can be written as1
E[ρ] =
∑
i
niεi + EH[ρ] + Exc[ρ]−
∫
VH[ρ0]ρ(r)dr−
∫
Vxc[ρ0]ρ(r)dr, (3.4)
where ρ0 is such that the eigenfunctions ψi of the Hamiltonian Hˆ
0 = −1
2
∇2 + Vs[ρ0] describe a
noninteracting electron gas with density ρ(r) =
∑
i ni|ψi(r)|2 and εi are the eigenvalues of Hˆ0.
ρ0 can be then understood as a guessed ground-state density from which the input Hamiltonian
Hˆ0 is constructed, whose eigenfunctions, in turn, lead to the output density ρ, at which the
functional is to be evaluated. Eq. (3.4) is obtained by taking Vs[ρ0] = Vext + VH[ρ0] + Vxc[ρ0]
in Eq. (2.7), that is, having the form of the self-consistent potential Vs[ρgs], Eq. (2.8). This
is justified on the basis of ρ being a good guess of the ground-state density and hence, Vs[ρ0]
being close to Vs[ρgs].
Expansion of E[ρ] about ρ0 yields
E[ρ] = E [ρ0] +
1
2
∫∫
fhxc[ρ0](r, r
′) ∆ρ(r) ∆ρ(r′) drdr′ + ..., (3.5)
1In Ref. [162] ρ and ρ0 are termed nout and nin, respectively.
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where ∆ρ = ρ− ρ0 and fhxc = fH + fxc with
fH(r, r
′) =
δ2EH[ρ]
δρ(r)δρ(r′)
=
1
|r− r′|
fxc[ρ](r, r
′) =
δ2Exc[ρ]
δρ(r)δρ(r′)
. (3.6)
The quantity E is sometimes called the Harris functional and is defined as follows:
E [ρ] =
∑
i
niεi − EH[ρ] + Exc[ρ]−
∫
Vxc[ρ]ρ(r)dr. (3.7)
This functional has an important meaning. It coincides with E[ρ] at the ground-state density
(see Eq. (2.11)) and is also stationary about this density. E is, however, not strictly variational
as a small fluctuation around its ground-state value, δE = E [ρgs + δρ]− E [ρgs], may be either
positive or negative. Its advantage with respect to E[ρ] relies on the fact that it does not
depend explicitly on the output density ρ, and the eigenvalues εi are the solution of a non-
self-consistent Schro¨dinger equation where the effective potential depends on ρ0 only. Thus,
the problem of finding the stationary solution of E is equivalent to (and much simpler than)
solving the KS equations, whereas the error of E [ρ0] with respect to the actual ground-state
energy are second order in the error of the guessed density.
Now, it only remains to choose the input density ρ0. Foulkes and Haydock stressed that there
are many ways to define ρ0 and that some choices may work better for some materials than
others do [162]. To keep the scheme simple, the obvious option is to take ρ0 as the superposition
of spherical atomiclike densities,
ρ0(r) =
∑
A
ρA(r). (3.8)
Evaluation of the Harris functional at this input density leads to
E [ρ0] =
∑
i
niεi −
∑
A
EH[ρA]− 1
2
A6=B∑
AB
∫∫
ρA(r)ρB(r
′)
|r− r′| drdr
′ + Exc
[∑
A
ρA
]
, (3.9)
where Exc is the exchange-correlation contribution (third and fourth terms in (3.7)) to E and
EH[ρA] is the intra-atomic Hartree energy of atom A. Due to the spherical symmetry of the
atomic densities ρA, the third term in (3.9) is given exactly by the sum of strictly pairwise
potentials. If in addition the atomic densities are subject to the constraint,
∫
ρA(r)dr = ZA,
and we explicitly include the nucleus-nucleus repulsion energy, ENN, the resulting two-body po-
tentials become also short-range, since at large interatomic distances the electron-electron and
nucleus-nucleus interactions are canceled. Unlike EH, Exc is not separable into pair potentials
because of the nonlinearity of exchange-correlation functionals, but it is possible to expand it
in a cluster series as
Exc
[∑
A
ρA
]
=
∑
A
Exc[ρA] +
1
2
A6=B∑
AB
(Exc[ρA + ρB]− Exc[ρA]− Exc[ρB]) + ..., (3.10)
and truncate the expansion after the two center term by arguing that the overlap of densities
from three or more atoms is negligible [162]. This argument also relies on the screening of
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electron-electron and nucleus-nucleus interaction of the chosen neutral atomic charges. Thus,
the Harris functional can be finally written in a TB form2:
E [ρ0] =
∑
i
niεi +
∑
A
(Exc[ρA]− EH[ρA]) + 1
2
A6=B∑
AB
UAB(|RA −RB|). (3.11)
The repulsive potentials UAB include the Hartree and XC pairwise contributions. These poten-
tials can be easily evaluated from a dimer calculation and are by concept completely transfer-
able. The eigenvalues εi are obtained from the one-electron Schro¨dinger equation,
Hˆ0ψi(r) =
[
−1
2
∇2 +
∑
A
VA(r) + U(r)
]
ψi(r) = εiψi(r), (3.12)
where VA = Vext,A+VH [ρA]+Vxc[ρA] and U is a small additional potential due to the nonlinearity
of the exchange-correlation functional, U = Vxc[
∑
A ρA] −
∑
A Vxc[ρA]. As Hˆ
0 is not self-
consistent, the eigenvalues εi can be easily obtained after reducing (3.12) to a secular equation
(3.3). For this, a suitable basis of nonorthogonal atomiclike functions has to be defined, and
the Hamiltonian and overlap matrices have to be evaluated.
3.2 The Standard DFTB Approach
The DFTB method is an example of how one could employ the theory described above in
practice. The formalism follows as a series of approximations and considerations made to the
scheme of Foulkes and Haydock.
3.2.1 Input density and basis set
First, it is desirable to define a proper atomiclike densities ρA, which superposed conform the
input density ρ0. This is a very important step as a well guessed density will greatly determine
the success of the method. A natural choice is to obtain the density of the corresponding
isolated atom via a self-consistent DFT atomic calculation. However, free-atom densities are
diffuse, and their superposition does not represent properly the density of a compound system.
To simulate the effect of neighboring atoms on the atomic density, they are calculated using a
modified KS equation, [
−1
2
∇2 + Vs[ρA] +
(
r
r0
)2]
φν(r) = ενφν(r), (3.13)
where an extra parabolic3 potential, (r/r0)
2, is introduced for confinement purposes. The
resulting densities are compressed with respect to the free-atom densities and are therefore a
2EH [ρA] and Exc[ρA] depend only on the chosen ρA densities and so they are just constant contributions to
the total energy for any atomic configuration of a given system.
3In principle, the exponent of the confinement potential can be considered an adjustable parameter and
indeed, it was originally set to 4 [163]. Later on, it was shown that this parameter has rather small influence
on the results [164] and it is nowadays usually taken as 2. However, see Ref. [165] for a recent parametrization
scheme where values ranging from 2 to 16.8 are used. See also Refs. [166,167] for suggested alternative form of
the confinement potential for the calculation of pseudoatomic orbitals.
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more suitable choice for the description of a wide variety of molecules and condensed systems.
The confinement radius, r0, is chosen for the given element to yield an optimal transferability
in different reference systems.
Another important aspect of the method deals with the employed basis set. In DFTB a minimal
set of compressed AO is used. There are two possible routes for their computation. The first
one uses Eq. (3.13) to obtain self-consistently both the density and the atomic functions for the
pseudo-atom [164]. The second way considers the calculation of the atomic density and orbitals
in separate steps, where different confinement radii are employed. While the former scheme
intends to keep a low number of parameters to be handled, the latter offers the possibility to
improve DFTB results by individual optimization of the basis set. The confinement radius
used for the AO has been shown to have an optimal value of about 1.85 rcov, where rcov is the
covalent radius of the corresponding element. The value of r0 for the calculation of the densities
is usually taken larger and may vary strongly from element to element. The pseudo-atomic wave
functions are constructed by the linear combination of Slater-type orbitals (STO),
φµ(r) =
ni∑
i=1
nj∑
j=0
aijr
l+je−αirYlm
(r
r
)
, (3.14)
and characterized by their angular momentum l and magnetic quantum number m. All func-
tions are centered at the corresponding atom. Orbitals corresponding to the same atom are
therefore orthogonal.
3.2.2 Hamiltonian and overlap matrices
Once the atomic orbitals φν and densities ρA are obtained, the Hamiltonian and overlap matrices
can be determined as
H0µν = 〈φµ| −
1
2
∇2 + Vs
[∑
A
ρA
]
|φν〉, Sµν = 〈φµ|φν〉. (3.15)
Although in DFTB the effective potential Vs was initially decomposed into atomiclike contri-
butions as in (3.12), today it is an established practice to evaluate Vs at the superposed atomic
densities4. In this way, the nonlinearity of the XC functional is accounted. In practice, the po-
tential is not evaluated at the sum of all atomic densities. Even considering the sum of densities
of first neighbor atoms would complicate the scheme considerably. Instead, the evaluation of Vs
in the matrix element H0µν contemplates only the contributions from those atoms at which the
orbitals φµ and φν are located. If we consider µ ∈ A and ν ∈ B, with A 6= B the Hamiltonian
matrix elements read
H0µν = 〈φµ| −
1
2
∇2 + Vs[ρA + ρB]|φν〉. (3.16)
In this way, three-center or higher terms are completely neglected within DFTB. The atomic
blocks of the Hamiltonian matrix are described by a diagonal matrix, Hµν = δµνεµ, where εµ
are the eigenvalues of the Hamiltonian for an isolated atom, which ensures the correct limit
for a dissociated system. The energies εµ are obtained via SCF DFT calculations for a single
4However, in a very recent DFTB parametrization scheme [165] the authors obtain better band structure
energies and curvatures when superposing the potentials than when employing a density superposition.
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atom. The Hamiltonian and overlap matrix elements are then determined with respect to the
distance of the atom pairs and are tabulated. Thus, no integral evaluation is required during
geometry optimizations or MD runs.
3.2.3 Repulsive potential
For the evaluation of the Harris functional, Eq. (3.11), it only remains to evaluate the one
and two-body potentials. To ensure that at large distances the repulsive energy goes to zero,
all monomer (constant) contributions are ignored. The pairwise potentials are not calculated
by its direct evaluation at ρ0, but fitted to ab initio results for a reference system. They are
then represented by a polynomial or spline for every pair of elements up to a limit interatomic
distance Rc (see, for example, Refs. [168, 169]). This cutoff distance is usually chosen between
1.5 to 2 times the equilibrium bond length.
The DFTB total energy can be finally written as
E = E [ρ0] =
∑
i
niεi + Erep, (3.17)
where the repulsive energy, Erep, comprises the sum of the fitted pairwise potentials.
3.3 Second Order Corrections
Numerous systems and materials have been successfully investigated within the DFTB ap-
proach [89, 170–176]. But not for every case the chosen input density is satisfactory. For
systems with considerably charged atoms the error introduced by the assumed neutral den-
sity becomes appreciable. Such problematic systems include heteronuclear molecules and polar
semiconductors. A systematic extension of the method is accomplished by including up to the
second term of the energy functional (3.5), that is, the second-order in the density difference
∆ρ. This leads to a self-consistent scheme with the iterative update of the electron density until
convergence is reached. Such a extension is called self-consistent-charge DFTB (SCC-DFTB).
In the following we will consider a spin-unrestricted scheme [177]. This generalization implies
to write the second-order contribution to the energy as
E(2) =
1
2
∑
στ
∫∫
∆ρσ(r) f
στ
hxc[ρ0](r, r
′) ∆ρτ (r′) drdr′, (3.18)
where the sum runs over the spin variables σ =↑, ↓, and ∆ρσ = ρσ − ρ0,σ. The input density
ρ0 = [ρ0,↑, ρ0,↓] is chosen spin-unpolarized (ρ0,↑(r)− ρ0,↓(r) = 0, ∀r). The exchange-correlation
component of fhxc now depends on the spin-dependent electron density,
fστxc [ρ](r, r
′) =
δ2Exc[ρ]
δρσ(r)δρτ (r′)
. (3.19)
For the succeeding formulation, the Greek indices µ, ν, κ, λ will denote atomic orbitals (AO).
Let us also abbreviate a general two-point integral over a kernel g(r, r′) in the following form:
(f |g|h) =
∫∫
f(r)g(r, r′)h(r′) drdr′. (3.20)
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For atomic orbital products f(r) = φµ(r)φν(r) and h(r
′) = φκ(r′)φλ(r′) the shorthand (µν|g|κλ)
will be also used. Expanding the KS orbitals into the AO set, ψsσ =
∑
µ c
σ
µsφµ, E
(2) can be
written as
E(2) =
1
2
∑
στ
∑
µνκλ
∆P σµν (µν|fστhxc[ρ0]|κλ) ∆P τκλ, (3.21)
where ∆P σµν = P
σ
µν−P 0,σµν denotes the AO density matrix of the difference density ∆ρσ(r), with
P σµν =
∑
st
cσµsc
σ
νtP
σ
st, P
0,σ
µν =
∑
st
cσµsc
σ
νtP
0,σ
st . (3.22)
Here P σst = 〈Ψ|aˆ†tσaˆsσ|Ψ〉 are the MO density matrix elements, Ψ being the ground state KS
determinant. This leads to P σst = nsσδst for the orthogonal KS functions ψsσ. The term P
0,σ
st
designates the MO density matrix of the reference system.
By applying the variational principle to the modified energy functional, E = E [ρ0] + E(2), we
obtain the secular equation (3.3) with a modified DFTB Hamiltonian, Hµν = H
0
µν +H
1
µν , where
H1µνσ =
∑
τ
∑
κλ
(µν|fστhxc[ρ0]|κλ) ∆P τκλ. (3.23)
Thus, second-order corrections due to charge fluctuations leads to a KS Hamiltonian which
includes up to first-order corrections. The Hamiltonian is now self-consistent and so the secular
equations are solved iteratively.
3.3.1 Mulliken and monopole approximations
So far the SCC formalism has been described exactly. Next, two important approximations
will be applied for the evaluation of the multicenter integrals appearing in (3.21) and (3.23),
which will simplify considerably the scheme. First, the Mulliken approximation is applied. This
amounts to set φµφν ≈ 12Sµν(|φµ|2 + |φν |2), using the known AO overlap integrals Sµν . Thus,
the general four-center integrals are written in terms of two-center integrals,
(µν|fστhxc[ρ0]|κλ) ≈
1
4
SµνSκλ
∑
α∈{µ,ν}
∑
β∈{κ,λ}
(αα|fστhxc[ρ0]|ββ) . (3.24)
By substituting Eq. (3.24) into (3.21), the second order contribution to the energy reads,
E(2) =
1
2
∑
στ
∑
µν
∆P˜ σµµ (µµ|fστhxc[ρ0]|νν) ∆P˜ τνν , (3.25)
where P˜ σµν are the elements of the dual density matrix defined as
P˜σ =
1
2
(Pσ · S + S ·Pσ) . (3.26)
The concept of dual representation of the density matrix was introduced by Han and coworkers
in their implementation of the LDA+U method [178]. The authors show that for a nonorthog-
onal orbital basis this matrix satisfies exactly the sum rule,
∑
σ Tr(P˜
σ) = Ne, where Ne is the
Density functional tight binding 44
total number of electrons. They also pointed out, that the use of the dual density matrix is
consistent with the Mulliken population analysis. Thus, for example, the trace of the atom-A
block of P˜σ returns the Mulliken population for that atom:
qσA =
∑
µ∈A
P˜σ =
∑
s
nsσ
∑
µ∈A
∑
ν
cσµsc
σ
νsSµν . (3.27)
A further simplification to Eq. (3.25) is obtained by spherical averaging over AO products. Such
monopole approximation ensures that the final total energy expression is invariant with respect
to arbitrary rotations of the molecular frame. To this end, the functions FAl are introduced:
FAl(|r−RA|) = 1
2l + 1
m=l∑
m=−l
|φµ(r−RA)|2, (3.28)
where l and m denote the angular momentum and magnetic quantum number of AO φµ,
centered on atom A. We then have for µ = {Alm}, ν = {Bl′m′}:
(µµ|fστhxc[ρ0]|νν) ≈ (FAl|fστhxc[ρ0]|FBl′) = ΓστAl,Bl′ (3.29)
introducing the shorthand notation Γ. Thus, the second-order energy can be expressed as
E(2) =
1
2
∑
στ
∑
AB,ll′
∆qσAlΓ
στ
Al,Bl′∆q
τ
Bl′ , (3.30)
where qσAl is the Mulliken population for atom A, angular momentum l and spin σ.
In practice, rather than working with spin-dependent charge fluctuations, it is preferred to
evaluate the net charge and spin populations during the self-consistent process. This is achieved
after transformation from the set {ρ↑, ρ↓} to the total density ρ = ρ↑ + ρ↓ and magnetization
m = ρ↑ − ρ↓. By this change of variables, the XC kernel can be split and one arrives at (see
Appendix A)
ΓστAl,Bl′ = γAl,Bl′ + δσδτδABWAl,l′ , (3.31)
where δσ = 2δσ↑ − 1 and the parameters
γAl,Bl′ = (FAl|fhxc[ρ0]|FBl′) (3.32)
WAl,l′ =
(
FAl
∣∣∣∣∣ δ2Exc[ρ,m]δm(r)δm(r′)
∣∣∣∣
ρ0,0
∣∣∣∣∣FAl′
)
. (3.33)
The constants WAl,l′ depend only on the XC kernel, but not on the long-range Coulomb in-
teraction. Moreover, as the reference density ρ0 is built from neutral spin-unpolarized atomic
densities and the XC functional is an even functional in m, there are no integrals that involve
mixed derivatives of the XC energy with respect to both the density and magnetization. The
parameters γAl,Bl′ and WAl,l′ are known in DFTB as the γ-functional and spin coupling con-
stants, respectively [179]. The latter are treated as strictly on-site parameters, whereas γAl,Bl′
is calculated for every atom pair using an interpolation formula, that depends on the distance
RAB between the atoms A and B and the atomic Hubbard-like parameters γAl,Al and γBl′,Bl′ :
γAl,Bl′ =
1
RAB
− S(RAB, γAl,Al, γBl′,Bl′). (3.34)
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S is a short-range function ensuring the correct convergence at RAB = 0 and the correct R
−1
behavior at large interatomic distances.
Traditionally, the Hubbard parameters are not computed directly from the integrals (3.32),
but from total energy derivatives according to γAl,Al = δ
2E/δn2, where E denotes the DFT
total energy of atom A and n refers to the occupation of the shell with angular momentum
l. The derivative is evaluated numerically by full self-consistent field calculations at perturbed
occupations. Due to orbital relaxation, Hubbard parameters obtained in this way are roughly
10-20 % smaller than the ones from a direct integral evaluation. It has been pointed out that
use of a low-quality basis set leads to overestimated Hubbard parameters as the missing basis
functions would otherwise screen its value [180]. Thus, the approximation used for determining
γAl,Al in DFTB partly compensates for the error introduced by the employed minimal basis.
In part because of this error compensation, DFTB often returns better results than DFT itself
when employing a minimal basis set.
By substituting Eq. (3.31) into (3.30), the second-order energy term finally reads
E(2) =
1
2
∑
AB,ll′
∆qAlγAl,Bl′∆qBl′ +
1
2
∑
A,ll′
∆mAlWAl,l′∆mBl′ , (3.35)
where qAl = q
↑
Al+q
↓
Al and mAl = q
↑
Al−q↓Al are the Mulliken net charge and spin population of shell
l on atom A. Likewise, by applying the Mulliken (3.24) and monopole (3.29) approximations
to Eq. (3.23), one arrives at
H1µνσ =
1
2
Sµν
∑
τ
∑
γ
[(µµ|fστhxc[ρ0]|γγ) + (νν|fστhxc[ρ0]|γγ)] ∆P˜ τγγ
=
1
2
Sµν
∑
τ
∑
Cl′′
(
ΓστAl,Cl′′ + Γ
στ
Bl′,Cl′′
)
∆qτCl′′
=
1
2
Sµν
∑
Cl′′
(γAl,Cl′′ + γBl′,Cl′′) ∆qCl′′
+
1
2
δσSµν
∑
l′′
(WAl,l′′∆mAl′′ +WBl′,l′′∆mBl′′) . (3.36)
It should be noted that atomic blocks of the Hamiltonian matrix are diagonal due to the
orthogonality of the AO centered at the same atom. In the SCC scheme, the repulsive potentials
are determined as a function of the distance by taking the difference between DFT cohesive
energies and the corresponding SCC-DFTB electronic energies,
∑
i niεi + E
(2), for suitable
reference systems. SCC-DFTB has been applied to large biological systems, atomic clusters
and solids with great success [181–184]. Nowadays, the use of non-self-consistent DFTB has
been diminished in favor of its SCC variant, for which the term DFTB will stand in the following.
3.4 Density Matrix Formulation of DFTB
In this section we propose a more general formulation of DFTB, where the KS Hamiltonian and
the total energy are expressed in terms of the KS density matrix fluctuations. This formulation
is especially suitable for a linear response extension as the coupling matrix could be obtained
directly. Such extension will be addressed in the next chapter.
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First, let us express the dual density matrix, P˜σ, with respect to the MO density matrix
elements. Using the definitions (3.22) and (3.26), we obtain,
P˜ σµν =
∑
st
P˜ stσµν P
σ
st, (3.37)
where the matrix P˜stσ is defined as
P˜ stσµν =
1
4
(
cσµsc˜
σ
νt + c
σ
µtc˜
σ
νs + c
σ
νsc˜
σ
µt + c
σ
νtc˜
σ
µs
)
, c˜s = cs · S. (3.38)
Next, we substitute Eq. (3.37) in the expression of the second-order energy, (3.25). Using the
definition of the Γ functional, (3.29), E(2) can be then expressed as
E(2) =
1
2
∑
στ
∑
stuv
∑
ABll′
∆P σstq
stσ
Al Γ
στ
Al,Bl′q
uvτ
Bl′ ∆P
τ
uv, (3.39)
where ∆P σst = P
σ
st−P 0,σst . The quantity qstσAl =
∑
µ∈A,l P˜
stσ
µµ is the trace of the angular-momentum
block of the matrix P˜stσ, corresponding to atom A and momentum l and its importance will
be revealed in section 4.1. Also for a later reference, we now define a matrix K¯,
K¯stσ,uvτ =
∑
ABll′
qstσAl Γ
στ
Al,Bl′q
uvτ
Bl′ . (3.40)
Using this abbreviation, the DFTB total energy can be written in the following simple form,
E =
∑
σ
∑
st
H0stσP
σ
st +
1
2
∑
στ
∑
stuv
∆P σstK¯stσ,uvτ∆P
τ
uv + Erep, (3.41)
The DFTB KS equations are obtained after applying the variational principle to the energy
functional,
Hstσ − sσδst = 0, ∀s, t, σ, (3.42)
where the KS Hamiltonian is expressed as
Hstσ =
∂E
∂P σst
= H0stσ +
∑
τ
∑
uv
K¯stσ,uvτ∆P
τ
uv. (3.43)
This expression can be recognized as a Taylor expansion of the DFT Hamiltonian up to the
first order in the density matrix, around the reference density. K¯ is then identified as the first
derivative of the DFT Hamiltonian with respect to the density matrix, evaluated at ρ0, within
the Mulliken and monopole approximations.
The standard expression for the DFTB Hamiltonian can be retrieved in a straightforward way.
First, the KS orbitals are expanded into the AO basis. Then, we employ the expression for the
converged ground state density, P σst = nsσδst, and the identity
∑
st c
σ
µsP
0,σ
st c
σ
νt = n
0
µσδµν (∀µ, ν, σ),
n0µσ being the occupation numbers for the reference atoms. For details, we refer the reader to
Appendix B.
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3.5 Beyond the Mulliken Approximation
The original DFTB approach had limitations regarding the description of some molecular sys-
tems with an electronic density different from the mere superposition of neutral atomic contri-
butions. The method was significantly improved with the SCC extension, thus addressing in a
self-consistent fashion charge transfer between atoms. Afterwards, DFTB has been gradually
extended in numerous directions. It was importantly augmented to allow for spin-unrestricted
calculations [177, 184], which widens the type of systems and properties that can be targeted
within the approach. DFTB parameters have also received considerable attention. Witek et
al., for example, introduced relativistic effects on the parametrization process, thus broaden-
ing the number of chemical elements to be covered by this formalism [166]. The conquest of
the periodic table has especially been a longed goal in the DFTB community. Concerning
this, a LDA+U-like approach was developed to allow for the correct description of compounds
containing elements with strongly localized electrons, such as rare earths and transition met-
als [185,186]. Very recently, a semiautomatic parametrization scheme for the electronic part of
DFTB that covers the periodic table was developed [165]. Other contributions include empirical
corrections for dispersion interaction [187,188] as well as implementations for hybrid QM/MM
simulations [189,190], just to name a few.
One of the most recent efforts to improve DFTB is based on a third-order expansion of the
total energy [191–194]. This appears to be the obvious sequential step to reach a new level of
approximation. A higher degree of self-consistency, and hence accuracy, can be obtained with
such scheme. This extension becomes particularly important for highly charged molecules and
combined with an empirical correction to the γ functional [192] it has been shown to improve
the parameter transferability to reproduce hydrogen bonding energies and proton affinities
[193]. At this point, an important query may arise: Is there no room left for second-order
extensions within DFTB? In second-order DFTB, two main approaches should be recognized:
the monopole approximation of the density fluctuations and the Mulliken approach for the
evaluation of the multicenter integrals. Possible corrections to these approaches have, however,
not been fully exploited. Only for the former, a refinement has been proposed recently, where
dipole-monopole interactions are considered [195]. In this section, we address the sophistication
of the Mulliken approximation. We will propose a more accurate evaluation of multicenter
integrals which does not imply additional computational effort.
The Mulliken approximation has enjoyed considerable popularity amongst chemical physicists
for the evaluation of multicenter integrals over atomic basis functions, recognized as one of the
most critical bottlenecks in early quantum chemistry. Although the growing computing power
of modern workstations allows now for their numerical integration, an approximate treatment
of such integrals remains advantageous for the study of large systems. Such is the case of
DFTB, where the numerical calculation of those integrals would substantially increase the
computational requirements of the method. It should be also mentioned that the analytical
evaluation of three- and four-center Coulomb integrals over STOs is neither possible.
The Mulliken approach simplifies the computational scheme considerably as it considers only
one- and two-center interactions. While in general, this approximation accounts, at least ap-
proximately, for the differential overlap of atomic orbitals, there is an important exception. If
orbitals φµ and φν with µ 6= ν reside on the same atom, their product vanishes as for every
atom sub-block the overlap matrix reduces to the identity due to the orthogonality of basis
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functions at a common center. In other words, monoatomic differential overlaps (i.e. overlaps
involving orbitals centered at the same atom) are subject to a zero-differential overlap (ZDO)
approximation within DFTB. This implies that many three-, two-, and more importantly, one-
center integrals are completely neglected even though some of the latter may be fairly large.
Visible consequences of this approximation for the calculation of the absorption spectra of some
molecules will be shown in the next chapter.
A next level of approximation demands the evaluation of every one-center integral of the ex-
change type, i.e.,
(
µν|fhxcρσρτ [ρ0]|µν
)
with µ 6= ν. This resembles how Pople et al. proceeded in
the development of the intermediate neglect of differential overlap model (INDO) [196] to over-
come the deficiencies encountered within the complete neglect of differential overlap method
(CNDO) [197]. Unlike the INDO model, where the one-center two-electron integrals are fitted
to atomic spectroscopic data, in DFTB the corresponding onsite integrals are calculated by
numerical integration. Another difference between the present procedure and that followed in
INDO is related to the process of inclusion of the additional terms. Both CNDO and INDO
are based on a ZDO approximation and in consequence, all three- and four-center integrals
are set to zero. Hence, the direct inclusion of the one-center exchange-like terms in the Fock
matrix elements does not introduce any inconsistency in the formalism. DFTB operates in a
different way. All multicenter integrals are subject to the same approximation and this leads
to neglect of some of them. A refinement of this approach should then consider in an equal
manner integrals involving different number of atomic centers. Therefore, we include here
up to exchange-like onsite terms in the expansion of every multicenter integral. This ensures
that three- and two-center integrals are also refined at the same level of approximation as for
one-center terms.5
To illustrate this, we follow a derivation that stems from Ru¨denberg demonstration of Mulliken
formula [198]. Let {φα} and {φβ} be a complete set of orthonormalized real orbitals centered
at atom A and B, respectively. Let also µ ∈ A, ν ∈ B, κ ∈ C and λ ∈ D unless otherwise
specified. Then, the orbitals φµ and φν can be expanded as
φµ(r) =
∑
β∈B
Sβµφβ(r), φν(r) =
∑
α∈A
Sανφα(r), (3.44)
and the differential overlap of these two orbitals can be expressed as
φµ(r)φν(r) =
1
2
(∑
α∈A
Sανφα(r)φµ(r) +
∑
β∈B
Sβµφβ(r)φν(r)
)
, (3.45)
or more conveniently as
φµ(r)φν(r) =
1
2
Sµν
(|φµ(r)|2 + |φν(r)|2)
+
1
2
(
α6=µ∑
α∈A
Sανφα(r)φµ(r) +
β 6=ν∑
β∈B
Sβµφβ(r)φν(r)
)
, (3.46)
where the first term accounts for the Mulliken approach. Let us now denote with (µν|κλ), a
two-electron integral with an arbitrary local or semi-local kernel. Using (3.46), (µν|κλ) can be
5Below we show that our refinement does not affect four-center integrals. However, the fact that all multi-
center integrals (also four-center) are equally treated ensures consistency throughout the scheme.
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expanded as follows:
(µν|κλ) = 1
4
SµνSκλ [(µµ|κκ) + (µµ|λλ) + (νν|κκ) + (νν|λλ)]
+
1
4
Sµν
(
γ 6=κ∑
γ∈C
Sγλ [(µµ|κγ) + (νν|κγ)] +
δ 6=λ∑
δ∈D
Sδκ [(µµ|δλ) + (νν|δλ)]
)
+
1
4
Sκλ
(
α6=µ∑
α∈A
Sαν [(µα|κκ) + (µα|λλ)] +
β 6=ν∑
β∈B
Sβµ [(βν|κκ) + (βν|λλ)]
)
+
1
4
(
α6=µ∑
α∈A
γ 6=κ∑
γ∈C
SανSγλ(µα|κγ) +
α6=µ∑
α∈A
δ 6=λ∑
δ∈D
SανSδκ(µα|δλ)
)
+
1
4
(
β 6=ν∑
β∈B
γ 6=κ∑
γ∈C
SβµSγλ(βν|κγ) +
β 6=ν∑
β∈B
δ 6=λ∑
δ∈D
SβµSδκ(βν|δλ)
)
. (3.47)
Note that expression (3.47) is exact as long as the AO sets {φα}, {φβ}, {φγ} and {φδ} are
complete. The first line in Eq. (3.47) contains the leading terms, which include Coulomb-like
integrals. Truncation of the expansion up to the first line accounts for the Mulliken approxi-
mation of multicenter integrals. A next level of approximation demands the further inclusion
of every fully-onsite exchange-like integral, i.e.,(µν|µν), with µ, ν ∈ A and µ 6= ν. At this level
of theory the multicenter integrals can be expressed as
(µν|κλ) ≈ (µν|κλ)mull + (µν|κλ)ons, (3.48)
where
(µν|κλ)mull = 1
4
SµνSκλ [(µµ|κκ) + (µµ|λλ) + (νν|κκ) + (νν|λλ)] , (3.49)
and
(µν|κλ)ons = 1
4
α6=µ∑
α∈A
SανSαλ(µα|µα)δµκ + 1
4
α6=µ∑
α∈A
SανSακ(µα|µα)δµλ
+
1
4
β 6=ν∑
β∈B
SβµSβλ(βν|βν)δνκ + 1
4
β 6=ν∑
β∈B
SβµSβκ(βν|βν)δνλ
+
1
4
SκνSµλ(µκ|µκ)δAC(1− δµκ) + 1
4
SλνSµκ(µλ|µλ)δAD(1− δµλ)
+
1
4
SκµSνλ(νκ|νκ)δBC(1− δνκ) + 1
4
SλµSνκ(νλ|νλ)δBD(1− δνλ) (3.50)
It should be noted that for nonzero (µν|κλ)ons, at least two of the four orbitals have to belong
to a common center, which means that this refinement strictly excludes four-center integrals.
Moreover, as it should be expected, integrals of the type (µµ|νν), which are given exactly within
the Mulliken approach, are not affected by this correction.
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3.6 Onsite-corrected DFTB
The refinement of the expression for the multicenter integrals, Eq. (3.48), will be hereafter
referred to as the onsite correction. After substituting this formula into (3.21) and doing some
lengthy but straightforward algebra, it is possible to obtain a refined expression for the DFTB
second-order energy,
E(2) =
1
2
∑
στ
∑
µν
∆P˜ σµµ (µµ|fστhxc[ρ0]|νν) ∆P˜ τνν
+
∑
στ
∑
A
µ6=ν∑
µν∈A
∆P˜ σµν (µν|fστhxc[ρ0]|µν) ∆P˜ τµν . (3.51)
Eq. (3.51) differs from the traditional formula (3.25) in the additional second term, which
depends on the fluctuations of the off-diagonal elements of the dual density matrix, P˜ σµν , con-
necting orbitals φµ and φν placed at the same atom.
In a similar manner, by substituting (3.48) into (3.23) it is possible to obtain a refined Hamil-
tonian Hnew = Hold + Hons, where Hold is given by Eq. (3.36) and Hons is given by
Honsµνσ =
∑
τ
α6=µ∑
α∈A
Sαν(µα|fστhxc[ρ0]|µα)∆P˜ τµα +
∑
τ
β 6=ν∑
β∈B
Sβµ(βν|fστhxc[ρ0]|βν)∆P˜ τβν . (3.52)
Unlike one might deceptively think, the onsite contribution to the Hamiltonian has nonzero
off-site elements, that is, our correction affects also matrix elements, Hµνσ, with orbitals φµ
and φν placed at different atoms. The major effect relies, however, on the atomic blocks of the
Hamiltonian matrix. Important differences from the previous scheme should be noted for these
quantities. To see this in details let us write the DFTB Hamiltonian for an arbitrary atom A
under the onsite correction:
Hµνσ = δµν
(
εµ +
∑
τ
∑
γ
(µµ|fστhxc[ρ0]|γγ)∆P˜ τγγ
)
+ 2(1− δµν)
∑
τ
(µν|fστhxc[ρ0]|µν)∆P˜ τµν , ∀µ, ν ∈ A. (3.53)
As can be seen from this formula, the onsite-correction term (last term) incorporate nonzero
off-diagonal elements to the traditional strictly diagonal matrix. Within the new formalism, the
Hamiltonian is thus self-consistent in terms of the whole dual density matrix and not only of
its diagonal elements (Mulliken population). Within the onsite-corrected DFTB, convergence
is reached when a converged dual density matrix is obtained. As this represents a somewhat
heavier convergence criterion, our correction is in principle expected to moderately prolong
the computational time with respect to the previous scheme. In the dissociation limit, the
dual density matrix is restored to its free-atom value and hence, the Hamiltonian recovers its
diagonal form.
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3.7 Onsite Correction in Practice. Onsite Parameters
In standard DFTB, the first term of Eq. (3.51) is subject to a monopolar approximation as
described in (3.30). However, with inclusion of the exchange integrals, the spherical averaging
over AO products will in general not lead to an expression that is invariant under a rotation
of the molecular frame. A similar issue is met for the INDO model. A detailed discussion on
the rotational invariance (RI) in INDO has been addressed by Figeys et al. [199]. The authors
state that, for instance, for two orbitals with angular momentum p centered at the same atom
A, the following identity must hold to preserve RI:
(pp|fστhxc[ρ0]|pp)− (pp|fστhxc[ρ0]|p′p′) = 2(pp′|fστhxc[ρ0]|pp′), ∀p, p′ ∈ A . (3.54)
In the original DFTB formulation this requirement is fulfilled, as both integrals on the left-
hand side of Eq. (3.54) are approximated to have the same value, ΓστAp,Ap, while the integral on
the right-hand side is neglected. To retain RI within the present scheme, one could evaluate
all onsite integrals exactly so that (3.54) holds automatically. Off-site integrals are exempt
from this issue and can be approximated as usual using (3.29). Splitting the first term of Eq.
(3.51) into onsite and off-site contributions while applying (3.29) for the off-site component,
one obtains
E(2) =
1
2
∑
στ
∑
A
∑
µν∈A
∆P˜ σµµ (µµ|fστhxc[ρ0]|νν) ∆P˜ τνν
+
∑
στ
∑
A
µ6=ν∑
µν∈A
∆P˜ σµν (µν|fστhxc[ρ0]|µν) ∆P˜ τµν
+
1
2
∑
στ
A6=B∑
AB
∑
ll′
∆qσAlΓ
στ
Al,Bl′∆q
τ
Bl′ . (3.55)
In section 3.3 we stressed the importance of using the screened parameters γAl,Al to counter-
vail the poor quality of the basis set employed in DFTB. Accordingly, only the exchange-like
integrals are in practice obtained directly from the wavefunctions whereas the coulomb-like
integrals, (pp|fhxcρσρτ [ρ0]|pp) and (pp|fhxcρσρτ [ρ0]|p′p′), are evaluated using the identity (3.54) and
the known (approximate) values of the Hubbard-like parameters:
(pp|fhxcρσρτ [ρ0]|pp) = ΓστAp,Ap +
4
3
(pp′|fhxcρσρτ [ρ0]|pp′)
(pp|fhxcρσρτ [ρ0]|p′p′) = ΓστAp,Ap −
2
3
(pp′|fhxcρσρτ [ρ0]|pp′). (3.56)
Apart from the improved accuracy, the use of the traditional Γ-parameters keeps the modifica-
tions of the original method as small as possible, while RI is still exactly preserved. Additionally,
in this way the simplicity of the scheme is not destroyed and the number of parameters to add
is reduced.
As discussed by Figeys and coworkers, integrals involving d-orbitals need to be set to their
averaged value for RI fulfillment. In this case a similar identity holds:
(dd|fστhxc[ρ0]|dd)− (dd|fστhxc[ρ0]|d′d′) = 2(dd′|fστhxc[ρ0]|dd′), (3.57)
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where (dd|fστhxc[ρ0]|d′d′) and (dd′|fστhxc[ρ0]|dd′) stand for the mean value of every possible combi-
nation (ten in total) of orbitals d and d′, with d 6= d′. Using (3.57) and the definition (3.29),
one obtains
(dd|fστhxc[ρ0]|dd) = ΓστAd,Ad +
8
5
(dd′|fστhxc[ρ0]|dd′)
(dd|fστhxc[ρ0]|d′d′) = ΓστAd,Ad −
2
5
(dd′|fστhxc[ρ0]|dd′). (3.58)
As a last requirement for a basis set containing up to d functions, it is necessary to set also every
(pp|fστhxc[ρ0]|dd) integral to its averaged value, which is given by the exact ΓAp,Ad. However, RI
fulfillment does not depend on the value of this quantity and so the usual screened Hubbard
is also employed in this case. Thus, by substituting Eqs. (3.56) and (3.58) into (3.55), the
second-order energy reads
E(2) =
1
2
∑
στ
∑
AB,ll′
∆qσAl Γ
στ
Al,Bl′ ∆q
τ
Bl′
+
∑
στ
∑
A,ll′
µ6=ν∑
µ∈A,l
ν∈A,l′
∆P˜ σµν Λ
στ
Al,Al′ ∆P˜
τ
µν
+
1
3
∑
στ
∑
A
∑
µν∈A,p
(3δµν − 1)∆P˜ σµµ ΛστAp,Ap′ ∆P˜ τνν
+
1
5
∑
στ
∑
A
∑
µν∈A,d
(5δµν − 1)∆P˜ σµµ ΛστAd,Ad′ ∆P˜ τνν , (3.59)
where the shorthand ΛστAl,Al′ = (ll
′|fστhxc[ρ0]|ll′) is used. The first term in Eq. (3.59) accounts
for the noncorrected energy (3.30). The second term corrects partly for the employed Mulliken
approximation in the first term. It accounts for the interaction of the fluctuations of off-diagonal
dual density matrix elements. Finally, third and fourth terms correct for the RI loss due to
the concurrent application of the monopolar approximation in the first term and the onsite
correction (second term).
It is worth stressing that RI is satisfied using (3.59) but regardless of the employed Γ and Λ
parameters. The latter (which will be referred to as the onsite parameters) are in our model
neither freely adjustable nor fitted to experiments. Instead, they are computed numerically at
the PBE level (see Ref. [200] for details on their evaluation). Due to symmetry, only ten onsite
parameters per element are needed for angular momenta up to l = 2:
Λ↑↑As,Ap, Λ
↑↓
As,Ap, Λ
↑↑
Ap,Ap′ , Λ
↑↓
Ap,Ap′ , Λ
↑↑
As,Ad, Λ
↑↓
As,Ad, Λ
↑↑
Ap,Ad, Λ
↑↓
Ap,Ad, Λ
↑↑
Ad,Ad′ , Λ
↑↓
Ad,Ad′ (3.60)
These integrals are calculated for every atom type, stored in a file and read during the calcula-
tion. Table 3.1 shows some calculated onsite parameters. Hydrogen has vanishing Λ-parameters
because the employed basis set contains only s-functions residing on this element. Therefore, no
onsite correction applies for hydrogen atoms. The present DFTB scheme has been implemented
in a development version of the DFTB+ code [201].
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Element sp(↑↑) pp′(↑↑) sd(↑↑) pd(↑↑) dd′(↑↑)
sp(↑↓) pp′(↑↓) sd(↑↓) pd(↑↓) dd′(↑↓)
H 0.00000 0.00000 0.00000 0.00000 0.00000
0.00000 0.00000 0.00000 0.00000 0.00000
C 0.04973 -0.01203 0.00000 0.00000 0.00000
0.10512 0.02643 0.00000 0.00000 0.00000
N 0.06816 -0.00879 0.00000 0.00000 0.00000
0.12770 0.03246 0.00000 0.00000 0.00000
O 0.08672 -0.00523 0.00000 0.00000 0.00000
0.14969 0.03834 0.00000 0.00000 0.00000
S 0.07501 0.00310 0.00398 0.01100 -0.01792
0.11653 0.03058 0.03915 0.04979 0.01582
Ti 0.02659 -0.01297 -0.00587 -0.00523 -0.00750
0.06881 0.01640 0.01239 0.01144 0.02604
Au 0.03752 -0.00505 0.00073 -0.00002 0.00531
0.06928 0.01677 0.01339 0.01228 0.02519
Table 3.1: Onsite parameters for some chemical elements calculated at the PBE level of theory.
3.8 Hydrogen Bond Energies
Despite the outstanding success of DFTB in many fields, serious shortcomings have been dis-
closed for some applications. Especial mention deserves the inaccurate description of hydrogen
bonded complexes. In particular, DFTB has been shown to poorly reproduce bulk water and
water clusters properties partly due to underestimation of the strength of hydrogen bonding
interaction [202–205]. This issue was partly overcome with the introduction of a purely empiri-
cal short-range correction to the γ functionals involving hydrogen [192] (the modified functions
will be denoted γh in the following). Within this correction the short-range contribution, S, to
the functional γAl,Bl′ (Eq. 3.34) is damped by the factor
exp
[
−
(
γAl,Al + γBl′,Bl′
2
)ξ
R2AB
]
, (3.61)
if at least one of atoms A and B is a hydrogen-like species. The parameter ξ is fitted to
reproduce a desired property, generally binding energies and/or proton affinities of hydrogen-
bonded complexes. The combination of this correction with a third order energy expansion (the
so-called DFTB3 method) has been shown to further improve hydrogen bond energies [193].
In DFTB3, apart from the empirical ξ, one additional parameter per atom type is required,
namely, the derivative of the Hubbard-like functions with respect to the atomic occupation.
These parameters can be either calculated numerically or fitted to higher-level results. In this
section we assess the performance of the onsite-corrected DFTB method for the description of
hydrogen bonds. To this end, we calculated the binding energies of 22 small systems containing
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water, including neutral, protonated and deprotonated water clusters. This benchmark set has
been employed earlier for the validation of different variants of DFTB3 [192,193].
System DFTB DFTB DFTB DFTB DFTB3 G3B3
(ons) (3ord) (ons + 3ord) γ γh calc fit
(H2O)2 0.2 1.5 0.3 1.6 0.0 0.0 0.0 -4.9
(H2O)3 -0.4 5.4 0.0 5.5 -0.6 -0.3 -0.01 -15.1
(H2O)4 -1.4 9.4 -1.1 9.7 0.6 0.8 1.1 -27.4
(H2O)5 -1.4 12.5 -1.5 13.3 1.4 1.3 1.7 -36.3
H+(H2O)2 -4.2 5.9 -2.3 4.5 -2.0 0.9 2.1 -33.9
H+(H2O)3 -2.4 11.6 0.1 10.4 -0.1 3.7 5.3 -57.3
H+(H2O)4 -1.0 15.0 1.9 13.9 1.1 5.0 6.7 -77.2
H+(H2O)5 0.0 19.7 3.7 18.3 1.8 6.2 8.1 -91.9
OH−(H2O) -10.4 1.5 -2.3 -5.1 -12.8 -5.9 -3.2 -27.4
OH−(H2O)2 -8.7 5.3 -0.4 -2.6 -17.0 -8.4 -5.3 -48.6
OH−(H2O)3 -10.5 9.0 -0.2 0.3 -17.5 -7.2 -3.5 -66.7
OH−(H2O)4 -9.2 14.2 0.8 6.1 -18.2 -7.8 -4.7 -86.3
NH3 (H2O) 1.8 3.1 1.7 3.2 2.1 2.1 2.1 -6.6
NH+4 (H2O) -4.6 1.4 -3.4 0.6 -3.4 -1.3 -0.9 -20.4
(H2O)6 [book] -1.3 16.5 -0.7 16.7 1.2 1.7 2.2 -45.8
(H2O)6 [cage] -0.8 17.6 0.5 17.2 0.3 1.5 1.8 -46.6
(H2O)6 [prism] 0.0 18.0 1.1 17.6 0.0 1.3 1.7 -47.2
(H2O)6 [ring] -1.6 15.3 -2.1 16.5 1.8 1.5 2.1 -44.7
methylimidazole(-H+)(H2O) -0.6 3.2 -1.9 4.1 2.0 1.2 1.1 -15.9
methylimidazole (H2O) [donor] 1.2 2.6 1.7 2.4 1.4 1.9 2.0 -6.2
methylimidazole (H2O) [acceptor] 1.4 2.8 0.5 3.5 2.6 1.9 1.9 -8.2
methylimidazole H+ (H2O) -0.4 3.9 0.5 3.3 1.2 2.3 2.5 -16.0
MUD 2.9 8.9 1.3 8.0 4.0 2.9 2.7
MSD -2.5 8.9 -0.1 7.3 -2.5 0.1 1.1
MAX 10.5 19.7 3.7 18.3 18.2 8.4 8.1
Table 3.2: Comparison of binding energies as obtained with the DFTB method at different levels
of approximation and G3B3. For all DFTB variants, the reported values are the deviations
from the G3B3 results. (H2O)n, H
+(H2O)n and OH
−(H2O)n denote a neutral, protonated and
deprotonated (hydroxide) water n-mer, respectively. The structures of the four water hexamers
are depicted in Fig. 3.1. Methylimidazole(H+)(H2O) and methylimidazole(-H
+)(H2O) denote,
respectively, a protonated and deprotonated methylimidazole complexed with water, whereas
methylimidazole (H2O) [donor] ([acceptor]) stand for the neutral methylimidazole complexed
with water as a hydrogen-bond donor (acceptor). All energies are expressed in kcal/mol.
In Table 3.2 the aforementioned binding energies are reported as obtained with different DFTB
approaches. These approaches include the original second-order scheme using the standard γ
functions [DFTB(γ)] and the modified parameters for hydrogen [DFTB(γh)] as well as using
third order corrections [DFTB(3ord)] and the proposed onsite refinement [DFTB(ons)]. Ad-
ditionally, the combination of both onsite and third order corrections [DFTB(ons + 3ord)] is
tested. Finally, we also compare our results to DFTB3 findings using Hubbard derivatives
either obtained from PBE calculations [DFTB3(calc)] or fitted to reproduce binding energies
and proton affinities for a large set of molecules [DFTB3(fit)]. For DFTB3(calc) the parameter
ξ is fitted to reproduce the binding energy of the neutral water dimer whereas it is fitted to
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an extended data set for DFTB3(fit). As a reference data, we employed previously obtained
results [193] using the quantum chemistry composite method G3B3 [206], which is a variant of
the G3 formalism in which geometries and zero point vibrational energies are calculated at the
B3LYP/6-31G(d) level. Except for the onsite corrected schemes, DFTB(ons) and DFTB(ons
+ 3ord), the binding energies were taken from reference [193]. Geometries were also extracted
from the mentioned work, which are optimized at the B3LYP/6-31G(d) level of theory. All
binding energies are defined as the energy difference between the complex and the isolated
molecules, so that a negative value designates a bonded system. For all DFTB variants the
deviation with respect to G3B3 results is reported, where the DFTB energies are taken as the
minuend, that is, a positive value indicates an underestimation of the absolute value of the
binding energy (and hence, an underestimation of the strength of the hydrogen bonding inter-
action). At the bottom of the table, the mean unsigned and signed deviation or error (MUD
and MSD, respectively) as well as the maximum deviation from G3B3 results (MAX) are given
for every tested method.
book cage prism ring
Figure 3.1: Four water hexamers investigated in Table 3.2.
As shown in Table 3.2, the standard DFTB method generally underestimates the strength of
hydrogen bonding interaction with an error of about 2-4 kcal/mol per hydrogen bond. The
only exceptions are the deprotonated water clusters. In this case, the tetramer and pentamer
exhibit a rather small underestimation of this interaction whereas for the water dimer and
trimer an overestimation is observed. For the protonated water clusters and protonated water-
methylimidazole complex, errors are especially large. Use of the empirical γh functions substan-
tially improves upon binding energies for the neutral and protonated clusters but worsens the
description of the deprotonated ones with a remarkable overestimation of the strength of the
hydrogen bonding interaction. On the other hand, third order corrections in combination with
the standard γ parameters does not improve the results overall. However, the DFTB3 schemes
retain the good results obtained with DFTB(γh) while systematically improve the description
of the deprotonated systems. The overall enhancement of DFTB3 over the traditional scheme
should be, however, mainly attributed to the empirical correction for hydrogen and only in part
to the combined application of this modification and the third-order extension.
With the application of the onsite correction a global improvement is perceived, resulting in
a MUD (2.9 kcal/mol) similar to that obtained with the DFTB3 method. In this case, there
is a clear tendency to overestimation of the hydrogen bonding interaction, in contrast to the
global underestimation within the standard formalism and the scattered DFTB3 values around
G3B3 results. This overestimation is especially important for the hydroxide water clusters.
The associated errors are smaller than those of the DFTB(γh) variant but considerably larger
Density functional tight binding 56
than for the standard approach. Particularly outstanding is, in contrast, the description of
the water hexamers and methylimidazole-water complexes, with errors under 2 kcal/mol per
hydrogen bond. When combining the onsite correction with the third-order extension the
obtained energies are even better. The MUD is in this case reduced to only 1.3 kcal/mol with
a maximum individual deviation of 3.7 kcal/mol. The MSD is also substantially small (-0.1
kcal/mol) which indicates that the obtained values are scattered around the reference data.
Among all tested DFTB variants, the DFTB(ons + 3ord) scheme is the only one for which
the errors for the hydroxide water clusters are really consistent with those of the neutral and
positive charged systems. This indicates that a high parameter transferability is achieved within
such a formalism. More importantly, both DFTB (ons) and DFTB (ons+3ord) methods are
totally free of empirical or semiempirical parameters, which is a desired feature in DFTB.
Although the use of the fitted γh functions in DFTB seems to work well for the small systems
considered above, results are not longer satisfactory when studying larger water clusters. This
has been shown in a recent benchmark by the group of Truhlar for the description of water
nanoparticles [203]. They tested the accuracy of 85 DFT and semiempirical methods to re-
produce the binding energies of five water hexadecamers (16-mers) [see Fig. 3.2], obtained by
Yoo and coworkers [207] using coupled cluster theory with quasiperturbative triplet excitations
[CCSD(T)] [68, 69]. The geometries of the water nanoparticles and monomer were optimized
at the MP2/aug-cc-pVTZ level. As shown in that work, DFTB(γ)6 highly underestimate the
strength of the hydrogen bonding interaction with a mean binding energy error of 68 kcal/mol.
This issue is importantly alleviated with DFTB(γh), although absolute values of the binding
energy are still substantially underestimated.
Furthermore, Truhlar and coworkers assessed the accuracy of the methods in terms of relative
energies of the water 16-mers. For this property, the tested DFTB variants perform well,
with MUD of 1.2 and 1.7 kcal/mol when employing the standard and modified γ, respectively.
In order to assess quantitatively the ability of the investigated approaches to reproduce both
relative energies and absolute binding energies, Truhlar et al. defined a characteristic error
(CE) as follows:
CE = 0.5
(
MUDXBE
MUDmedBE
)
+ 0.5
(
MUDXRE
MUDmedRE
)
. (3.62)
MUDXBE and MUD
X
RE are, respectively, the mean unsigned errors in the five binding energies
and ten relative energies as computed with method X. MUDmedBE = 19.9 kcal/mol and MUD
med
RE
= 2.0 kcal/mol are the median of all of the MUDXBE and MUD
X
RE values, respectively. Whether
or not the errors for the binding and relative energies should have the same weight in the
calculation of the CE might be a matter of debate. However, it seems adequate for a very
general assessment to avoid a possible bias towards one of these properties and so we would like
to assess the new DFTB formalism based on this indicator. Table 8 of Ref. [203] shows all 85
tested methods sorted by their CE. The authors consider as satisfactory those approaches with
a CE well below 1.0 whereas those with CE values close to or greater than 1.0 are disapproved.
DFTB(γ) belongs to the latter group of approaches with a CE = 2.02. If the empirical γh
function is employed, the value decreases to 1.31 but the use of the method is still discouraged.
Table 3.3 shows the binding energies for the five water 16-mers obtained by DFTB(ons),
DFTB(3ord), DFTB(ons+3ord) and both DFTB3(cal) and DFTB3(fit). The same MP2 ge-
6In Ref. [203] standard self-consistent-charge DFTB [DFTB(γ)] is termed SCC-DFTB whereas DFTB(γh)
is referred to as SCC-DFTB-γh.
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antiboat boat-a boat-b
4444-a 4444-b
Figure 3.2: Five water hexadecamers investigated by Yoo et al. [207].
ometries for the water 16-mer and monomer employed in Ref. [203] are used throughout. We
also include the results for DFTB(γ) and DFTB(γh) as well as the reference CCSD(T) energies
from Ref. [203]. At the bottom of the table we provide the MUDBE, MUDRE and Truhlar’s CE
for every DFTB variant. Our results reveal that inclusion of onsite corrections cures the prob-
lem of standard DFTB for the description of these systems. DFTB(ons) and DFTB(ons+3ord)
exhibit MUDBE of only 10.5 and 14.0 kcal/mol, respectively. Third-order corrections alone
does not improve the performance of standard DFTB. However, DFTB3 does return binding
energies in better agreement with CCSD(T) findings. DFTB(ons) also keeps a low MUDRE
and as a result it exhibits a Truhlar’s CE of 0.56. With this result, our method would occupy
the sixteenth place in Truhlar’s table, above DFT approaches such as PBE (CE = 0.77) and
hybrid schemes such as HSE06 (CE = 0.70) and PBE0 (CE = 0.79). DFTB3 would also obtain
a distinguished position in the table, with a CE of 0.61 when using third-order parameters
computed by DFT. Combination of third-order and onsite corrections apparently is not a good
formula here; such formalism scores a CE close to 1.0 and would be considered as an “average“
method by Truhlar and co-workers.
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Structure DFTB DFTB DFTB DFTB DFTB3 CCSD(T)
(ons) (3ord) (ons + 3ord) γ γh calc fit
4444-a 12.01 68.26 16.58 67.03 33.99 13.63 14.92 -171.06
4444-b 10.97 68.20 15.67 66.90 33.45 12.99 14.26 -170.52
antiboat 9.50 67.82 12.22 68.14 35.80 14.22 15.86 -170.55
boat-a 9.91 68.73 12.61 69.04 36.48 14.86 16.48 -170.80
boat-b 10.10 68.67 12.77 68.98 36.46 14.93 16.55 -170.64
MUDBE 10.5 68.3 14.0 68.0 35.2 14.1 15.6
MUDRE 1.2 0.5 2.4 1.2 1.7 1.0 1.2
CE 0.56 1.83 0.95 2.02 1.31 0.61 0.70
Table 3.3: Comparison of binding energies of five water 16-mers as obtained with the DFTB
method at different levels of approximation and CCSD(T). For all DFTB variants, the reported
values are the deviations from the CCSD(T) results. The five water configurations are depicted
in Fig. 3.2. At the bottom of the table, we provide the mean unsigned errors in the five binding
energies (MUDBE) as well as the mean unsigned errors in the ten relative energies of every
combination pair (MUDRE). Truhlar’s characteristic error (CE) is also given for every DFTB
variant. All energies are expressed in kcal/mol.
As a final check, we computed the binding energies for the two water heptadecamers studied
in Ref. [203] using DFTB(ons) and DFTB3(cal). Both methods also perform fairly well in
this case, with MUDBE of 10.1 and 15.6 kcal/mol and relative energy errors of 0.26 and 0.27
kcal/mol, respectively. These results suggest that both the onsite-corrected DFTB and DFTB3
method may be reliably employed for the study of some properties of neutral bulk water at a
little computational cost.
3.9 Summary
The density functional based tight binding (DFTB) approach is an approximate DFT method
which is parametrized as in TB theory. Due to important simplifications of the scheme, such
as the employment of a minimal basis set and neglect of three and higher center interactions,
together with the elusion of on-the-fly integral evaluations, DFTB has emerged as a very efficient
tool. After the original formulation, the formalism has been extended in a wide variety of ways.
Second-order corrections account for interatomic charge transfer in a self-consistent fashion.
For this extension, two main approximations are employed, namely, the so-called Mulliken
approximation and the truncation up to the monopolar term of a multipole expansion of the
square of the basis functions. This chapter has been primarily dedicated to the refinement of
the Mulliken approximation. Following the ideas yielding the INDO method, we incorporate
the disregarded one-center exchange-like integrals into the formalism. This leads to a scheme
which treats in a self-consistent way the fluctuations of the whole dual density matrix, and not
only its diagonal elements (charges). This scheme substantially improves upon hydrogen bond
energies for a set of 22 water-containing systems. The overall accuracy is comparable to that
obtained with the DFTB3 method, which employs empirical parameters fitted to reproduce
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this property. If, in addition, a third order extension is combined with our correction, hydrogen
bond energies are further improved. Within such a scheme, the transferability to treat different
charge states in hydrogen bonded systems clearly surpasses that of DFTB3 whereas no empirical
parameters are necessary. The description of larger neutral water clusters is also improved with
respect to standard DFTB results when employing onsite corrections. In this case, however,
the combination of third-order extensions with our refinement does not outperform the onsite-
corrected DFTB. We additionally showed that DFTB3 also describe these systems accurately.
The onsite correction has again the advantage of requiring no fitted parameters.
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Chapter 4
THE TIME DEPENDENT DFTB
METHOD
Although Casidas’ TD-DFT has demonstrated to be highly efficient, there are still many appli-
cations in photochemistry and nanophysics out of the scope of the method. Quantum molecular
dynamics in the excited state, for example, require the evaluation of energies and forces at a
large number of points along the trajectory. Also, the investigation of extended nanostructures
with intrinsic defects or surface modifications can not be reliably performed with small models.
These kind of problems might be addressed with an approximate TD-DFT formalism. Such a
scheme is the time-dependent density functional based tight-binding method (TD-DFTB).
The development of TD-DFTB dates back to the year 2001 when Niehaus and coworkers,
prompted by the good performance of ground-state DFTB, decided to extend the method to
account for excited state properties [91]. The idea behind was simple. In density functional
response theory, aside from the KS eigenpairs one needs to evaluate the coupling matrix. This
matrix can be expressed as a sum of multicenter integrals by expanding the KS orbitals into
the AO basis set. Next, it is straightforward to apply the same techniques for the evaluation of
multicenter integrals that were earlier employed for second-order DFTB, namely, the Mulliken
approximation and the monopole truncation of a MO multipole expansion. These approaches
grant TD-DFTB users with the same advantages they savor with DFTB, that is, avoiding
expensive integrations on the fly in favor of using pre-calculated two-center parameters. This
results in a numerically efficient tool giving fast, yet fairly accurate results for demanding
calculations.
The method was originally referred to as the γ approximation. The introduced parameters
are very similar to the so-called γ and W constants. The only difference rests on that the
new parameters are based on the actual electron density whereas γ and W are computed
using neutral spin-unpolarized atoms. As the KS density is not known a priori, the new set
of parameters would need to be determined during the calculation and the main asset of TD-
DFTB would be lost. It was claimed, however, that the dependence of these quantities on the
atomic net charges is negligible at least for systems with small charge transfer. Accordingly,
TD-DFTB employs the known γ and W constants.
After the original implementation [91], TD-DFTB was extended in a number of different di-
rections. The derivation of analytical excited state gradients [208] allows for the calculation
of adiabatic transition energies and excited states geometries. Also, a real time propagation
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of KS orbitals using order-N algorithms has been derived [209]. Other extensions include non-
adiabatic molecular dynamics simulations in the Ehrenfest [210] or surface hopping [211, 212]
approach as well as a TD-DFTB approach for open boundary conditions in the field of quantum
transport [213]. A recent detailed review on the advantages and limitations of the method has
been provided by Niehaus et al. [214].
In this chapter, we will follow a different strategy for the derivation of TD-DFTB. The coupling
matrix will be obtained directly from the ground state theory. It will be shown that no addi-
tional approximation or neglect is required for a linear response treatment within DFTB. The
following derivation will also clearly justify the employment of the ground-state DFTB param-
eters in TD-DFTB. Additionally, the method will be extended to account for spin-polarized
systems and fractional occupation of the KS orbitals. It will be also shown that onsite correc-
tions in TD-DFTB lead to important improvements over the traditional formalism.
4.1 Spin-unrestricted TD-DFTB
In section 3.4 we introduced a new formulation of DFTB, where the energy functional and
KS Hamiltonian are expressed in terms of the KS density matrix fluctuations. This formalism
is especially suitable for the derivation of a TD-DFTB scheme as the derivative of the KS
Hamiltonian with respect to the density matrix elements (namely, the coupling matrix) is
obtained straightforwardly. Thus, the coupling matrix is in this case a subblock1 of the matrix
K¯ defined in Eq. (3.40):
Kiaσ,jbτ :=
∂Hiaσ
∂P τjb
= K¯iaσ,jbτ . (4.1)
This quantity depends on the γ and W parameters, as well as on qstσAl , introduced earlier in
Eq. (3.39). In this case, for which s = i and t = a, the quantities, qiaσAl , are called Mulliken
transition charges [91] and the matrix P˜iaσ, defined in Eq. (3.38), represents the dual KS
transition density for an excitation from orbital i to a. It should be then clear that in TD-
DFTB no further approximations are needed, other than those already introduced in DFTB.
From Eq. (3.38), it should be noted that the dual transition density matrix is invariant with
respect to the permutation of the indices i and a, that is, P˜iaσ = P˜aiσ. This implies that in
TD-DFTB the coupling matrix is symmetric. This is, indeed, an expected property as typical
DFTB is derived as an approximation to local or semi-local DFT2. Due to this symmetry, the
expression for the response matrix elements can be simplified as in Eq. (2.43). Note that the
coupling matrix, Eq. (4.1), was derived from a spin-unrestricted formalism which, additionally,
allows for occupancies such that 0 ≤ nsσ ≤ 1, and hence, this generality is automatically
transferred to the time-depended scheme.
It is worth formulating the method for closed shell systems as a particular case, in order to make
contact with the original derivation of TD-DFTB . In this special case the Mulliken transition
charges have the property qia↑Al = q
ia↓
Al = q
ia
Al. If, in addition, the dependence of the γ-functional
1Recall that the coupling matrix is defined only for those elements Kiaσ,jbτ such that niσ > naσ and njτ > nbτ
whereas K¯ is a more general matrix with no restriction or constraint on the orbitals.
2See Ref. [215] for an extension of DFTB to general hybrid functionals.
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and W constants on the angular momentum is neglected, the coupling matrix simplifies to
Kiaσ,jbτ =
∑
AB
qiaA (γAB + δσδτδABWA) q
jb
B , (4.2)
with qiaA =
∑
l q
ia
Al. This expression is in full agreement
3 with that derived previously for spin-
unpolarized densities [91].
The singlet and triplet coupling submatrices are then expressed as
KSia,jb = Kia↑,jb↑ +Kia↑,jb↓ =
∑
AB
qiaA q
jb
B γAB
KTia,jb = Kia↑,jb↑ −Kia↑,jb↓ =
∑
A
qiaA q
jb
AWA (4.3)
Once the excitation vectors, F Iiaσ, are obtained within TD-DFTB, the oscillator strengths can be
computed from (2.47). The transition dipole matrix is then conveniently subject to a Mulliken
approximation,
diaσ ≈
∑
A
RAq
iaσ
A , (4.4)
where RA is the position of atom A.
4.2 Onsite Corrections in TD-DFTB
In the previous chapter we addressed the limitations of the Mulliken approximation and showed
that refinements accounting for the interaction of electrons at the same atom improve the
description of some ground-state properties. In TD-DFTB, an important outcome of this
approach is related to the evaluation of the transition charges qiaσAl , and hence, the coupling
matrix. The Mulliken approximation returns correct values for these quantities as long as the
states i and a are localized on different centers or when their projection on a same center
happens on the same orbital. On the contrary, if i and a have components cµi and cνa at
different AO φµ and φν , with µ, ν ∈ A, the Mulliken transition charges qiaσAl are underestimated
or even vanish identically for some critical cases.
These critical cases occur for systems with high symmetry, especially, for diatomic molecules.
Let us see this case in details. Let the z-axis be along the line connecting the atoms 1 and 2
of the molecule. Consider first a transition from the bonding orbital pi = cp1xpip
(1)
x + cp2xpip
(2)
x to
the antibonding orbital pi∗ = cp1xpi∗p
(1)
x − cp2xpi∗p(2)x (see Fig. 4.1). The corresponding Mulliken
transition charge for atom 1, for example, is qpipi
∗
1 =
1
2
(cp1xpicp1xpi∗Sp1xp1x−cp1xpicp2xpi∗Sp1xp2x). The
overlap matrix element Sp1xp1x is equal to 1 whereas Sp1xp2x is nonzero as the atomic functions
p
(1)
x and p
(2)
x are nonorthogonal. As a result, the coupling matrix has nonzero elements involving
pi → pi∗ transitions and so the Mulliken approach accounts approximately for this kind of exci-
tation. Consider now a transition from the bonding orbital σ = cp1zpip
(1)
z + cp2zpip
(2)
z to the same
virtual orbital pi∗. In this case the transition charge amounts to qσpi
∗
1 =
1
2
(cp1zσcp1xpi∗Sp1zp1x −
cp1zpicp2xpi∗Sp1zp2x). Sp1zp1x is zero due to the orthogonality of the atomic functions located at
3The parameter W is termed M in Ref. [91]
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the same center, whereas Sp1zp2x vanishes because p1z and p2x are orthogonal for the diatomic
system. This leads to qσpi
∗
1 = 0 and in a similar manner, q
σpi∗
2 = 0. This in turn means that the
coupling matrix elements Kσpi∗,jb (∀j, b) vanish and hence, no correction of the KS energy differ-
ence occurs in the linear response treatment. As an important outcome, the triplet-singlet gap
is zero for such transitions. More importantly, singlet-singlet excitations appears as electric-
dipole forbidden as they show vanishing oscillator strengths.
⇡⇡⇤
 
⇡⇤
  ! ⇡⇤ ⇡ ! ⇡⇤
Figure 4.1: Localization of σ and pi∗ (left) versus pi and pi∗ (right) orbitals in the N2 molecule.
In the former case the orbitals have projections on different atomic functions and hence, no
coupling is accounted within the Mulliken approximation.
To overcome these limitations we apply the onsite correction for the evaluation of the coupling
and dipole matrices.
4.2.1 Coupling matrix
The refinement of the coupling matrix can be obtained straightforwardly from the ground-state
theory. The idea is to arrange the expression for the corrected energy functional (3.55) to look
like in (3.41), with K¯ being a refined matrix. This is done by substituting Eq. (3.37) in (3.55).
Thus, the corrected coupling matrix is expressed as
Kiaσ,jbτ =
∑
A
∑
µν∈A
P˜ iaσµµ (µµ|fστhxc[ρ0]|νν) P˜ jbτνν
+ 2
∑
A
µ6=ν∑
µν∈A
P˜ iaσµν (µν|fστhxc[ρ0]|µν) P˜ jbτµν
+
A6=B∑
ABll′
qiaσAl Γ
στ
Al,Bl′q
jbτ
Bl′ . (4.5)
The one-center integrals in the first and second terms are evaluated in terms of the parameters
Γ and Λ as explained in section 3.7.
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4.2.2 Dipole matrix
In a similar manner, the approximation for the transition dipole matrix [Eq. (4.4)], and hence
the oscillator strengths, can be improved by including all nonvanishing one-center dipole in-
tegrals. Consider the expansion of the KS orbitals into a set of localized atom-centered AO,
ψsσ =
∑
µ c
σ
µsφµ. Thus, the elements of the transition dipole matrix read
diaσ =
∑
µν
cσµic
σ
νa〈µ|ˆr|ν〉 (4.6)
Let µ ∈ A and ν ∈ B unless otherwise indicated. Using the orbital product expansion (3.46),
the AO dipole matrix elements, 〈µ|ˆr|ν〉, can be expressed as follows,
〈µ|ˆr|ν〉 = 1
2
Sµν (RA + RB) +
1
2
(
α6=µ∑
α∈A
Sαν〈α|ˆr|µ〉+
β 6=ν∑
β∈B
Sβµ〈β |ˆr|ν〉
)
, (4.7)
where RA = 〈µ|ˆr|µ〉 and RB = 〈ν |ˆr|ν〉 denote the positions of centers A and B, respectively.
After substituting Eq. (4.7) in (4.6), we finally have
diaσ =
∑
A
RAq
iaσ
A +
∑
A
µ6=ν∑
µν∈A
P˜ iaσµν 〈µ|ˆr|ν〉, (4.8)
where the definition (3.38) was additionally employed.
Element Dsp Dpd D
′
pd D
′′
pd
H 0.00000 0.00000 0.00000 0.00000
C 0.76346 0.00000 0.00000 0.00000
N 0.64604 0.00000 0.00000 0.00000
O 0.60175 0.00000 0.00000 0.00000
S 0.46427 0.39975 -0.23079 0.46159
Au 0.76444 0.25369 -0.14647 0.29293
Ti 0.73030 0.21775 -0.12572 0.25143
Table 4.1: Dipole parameters for some chemical elements calculated at the PBE level of theory.
According to the dipole selection rules only s-p and p-d dipole integrals are non-zero. Among
the s-p integrals, only those of the type Dsp = 〈s|rk|pk〉 do not vanish, all of them being equal.
With regards to the p-d integrals, eleven of them are non-vanishing:
Dpd = 〈py|x|dxy〉 = 〈px|y|dxy〉 = 〈py|z|dyz〉 = 〈pz|y|dyz〉 = 〈pz|x|dxz〉 = 〈px|z|dxz〉
= 〈px|x|dx2−y2〉 = −〈py|y|dx2−y2〉
D′pd = 〈py|y|dz2〉 = 〈px|x|dz2〉
D′′pd = 〈pz|z|dz2〉. (4.9)
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These integrals are also calculated numerically at the PBE level for every atom type and read
during the calculation. In table 4.1 we report the dipole parameters for some elements. For
hydrogen, all parameters are zero as only s functions are employed for this species. For the
second-row elements C, N and O only the integrals Dsp are nonzero because the basis set is
sampled with s and p orbitals only.
4.3 Performance for Diatomic Systems
The downsides of the traditional TD-DFTB approach were already acknowledged in the original
article [91]. A minor attention has been given to this issue because pi → pi∗ transitions usually
dominate the absorption spectrum. Indeed, σ → pi∗ and n→ pi∗ excitations are generally found
to have a rather small oscillator strength. However, these excitations play a significant role in
the absorption spectra of some species. Furthermore, they may be crucial for the luminescence
properties of some compounds, which are of key importance in many technological applications.
In this section, it is shown that the inaccurate description of σ → pi∗ transitions is surpassed
within the refined formalism. Three diatomic molecules, NO, N2 and O2, were chosen to better
illustrate the performance of the new method in this regard.
Table 4.2 shows the low-lying vertical excitation energies of the investigated molecules calcu-
lated within both the corrected and the original formulation of TD-DFTB. It should be noted
that only valence excited states can be treated within TD-DFTB due to the employed mini-
mal basis set. For NO and O2, spin-unrestricted TD-DFTB calculations have been performed,
where the doublet X 2Π and the triplet X 3Σ−g ground states have been considered, respectively.
To identify the excited state multiplicity of the open-shell systems, we evaluate the expectation
value of the square of the total spin operator, 〈S2〉, by using the expression II.83 in Ref. [216] 4.
In Table 4.2, a multiplicity is only assigned to those excited states with low spin contamination.
This covers the most important excitations in the absorption spectrum.
As a reference, we computed vertical excitation energies to valence states of these compounds by
using TD-DFT as implemented in the TURBOMOLE package [218]. The PBE XC functional as
well as triple-zeta plus polarization (TZP) basis set has been used. All ground state geometries
were previously optimized at the corresponding level of theory. Some experimental findings
taken from the literature [219, 220] are also included for comparison. The oscillator strength
for each excitation is indicated to the right of the corresponding excitation energy, and in the
first column of the table the symmetry and type of the transition are specified.
These molecules have as a common feature that they all exhibit low-lying σ → pi∗ excitations
playing an important role in their absorption spectra. As stated above, a wrong description of
these transitions is a known issue in original TD-DFTB. In the following discussion, we also
identify a failure in the description of some pi → pi∗ transitions of these compounds.
4This expression is in accordance with the simplified characterization of the many body excited state in
terms of singly excited Slater determinants given by Casida [143]. A more rigorous formula for 〈S2〉 can be
found in Ref. [217]. However, for a roughly assignment of the multiplicity and detection of spin-contaminated
states, the former expression is sufficient.
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Molecule/Trans. TD-DFT TD-DFTB Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
NO
Σ+ (pi → pi∗) 6.46 <0.01 8.36 7.22 <0.01 7.49 <0.01 8.53
Π (σ → pi∗) 6.49 <0.01 7.23 7.29 <0.01 7.77 0.00 7.80/7.77
∆ (pi → pi∗) 7.26 0.00 8.36 7.74 0.00 8.53 0.00 8.64/8.53
Σ− (pi → pi∗) 8.36 0.00 8.36 8.53 0.00 8.53 0.00 8.53
2Π (σ → pi∗) 8.61 0.02 7.84 8.33 0.01 7.80 0.00 7.77/7.80
Σ− (pi → pi∗) 8.74 0.00 8.74 8.64 0.00 8.64 0.00 8.64
2∆ (pi → pi∗) 9.11 0.00 8.74 9.09 0.00 8.64 0.00 8.64
Π (σ∗ → pi∗) 11.64 <0.01 12.45 12.68 <0.01 13.19 0.00 13.19
2Σ+ (pi → pi∗) 14.00 0.35 8.47 11.90 0.63 11.65 0.50 8.64
2Π (σ∗ → pi∗) 14.82 0.38 12.87 14.64 0.24 13.23 0.00 13.23
N2
3Πg (σg → pig) 7.30 8.20 7.48 8.12 8.12 8.04
3Σ+u (piu → pig) 7.42 9.60 6.91 7.36 9.01 7.75
3∆u (piu → pig) 8.24 9.60 7.76 9.01 9.01 8.88
3Σ−u (piu → pig) 9.60 9.60 9.01 9.01 9.01 9.67
3Πu (σu → pig) 10.37 11.49 11.30 12.06 12.06 11.19
1Πg (σg → pig) 9.05 0.00 8.20 8.71 0.00 8.12 0.00 8.12 9.31
1Σ−u (piu → pig) 9.60 0.00 9.60 9.01 0.00 9.01 0.00 9.01 9.92
1∆u (piu → pig) 10.03 0.00 9.60 9.66 0.00 9.01 0.00 9.01 10.27
1Πu (σu → pig) 13.53 0.42 11.49 13.82 0.33 12.06 0.00 12.06 12.78
1Σ+u (piu → pig) 14.84 0.77 9.60 13.02 0.98 12.75 0.80 9.01 12.96
O2
3∆u (piu → pig) 6.39 0.00 6.90 6.21 0.00 6.35 0.00 6.35 6.0-6.2
3Σ−u (piu → pig) 6.90 0.00 6.90 6.35 0.00 6.35 0.00 6.35 6.3-6.5
3Πg (σg → pig) 7.84 0.00 7.91 6.80 0.00 6.79 0.00 6.79
3Σ+u (piu → pig) 9.00 0.18 6.90 8.36 0.32 8.21 0.24 6.35 ∼8.6
3Πu (σu → pig) 14.85 0.18 14.16 15.35 0.18 14.52 0.00 14.52
Table 4.2: Comparison of vertical excitation energies ωI and oscillator strengths fI for TD-
DFT with TZP basis set, the traditional TD-DFTB method (old) and TD-DFTB with onsite
correction (new). The PBE functional is used throughout. ωKS denotes the KS orbital energy
difference corresponding to the most dominant single particle transition in the many body
wavefunction, as discussed by Casida in Ref. [143]. Experimental data for N2 and O2 were
taken from Ref. [219] and inferred from the potential energy curves in Ref. [220], respectively.
Oscillator strengths are only provided for excitations that are not trivially spin-forbidden. All
energies are expressed in eV.
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NO
NO belongs to the symmetry point group C∞v for which Π and Σ+ transitions are electric dipole
allowed. However, TD-DFTB describes the former as forbidden. This is due to the mentioned
vanishing of the corresponding transition charge which leads to an equality of the KS energy
difference ωKS and the excited state energy ωI . Within the refined formulation this failure is
successfully overcome as shown in Table 4.2. This improvement is specially important for the
second and fourth Π transitions with oscillator strengths of 0.01 and 0.24, respectively, which
are in agreement with the TD-DFT values of 0.02 and 0.38. Our correction is in this case,
essential for providing qualitatively correct oscillator strengths in the absorption spectrum (see
Fig. 4.2) where traditional TD-DFTB is able to describe only the Σ+ peak.
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Figure 4.2: Absorption spectrum of nitric oxide as obtained with full TD-DFT (PBE/TZP),
traditional TD-DFTB (old) and TD-DFTB with on-site corrections (new). The y-axis repre-
sents the molar extinction coefficient, ε =
∑
I εI . For its calculation we use the relationship,
fI = C
∫
εI(ω)dω [221], where fI is the oscillator strength related to excitation I, C = 3.5×10−5
M cm/eV and the energy, ω, is given in eV. By using Lorentzian functions for the spectral broad-
ening, the extinction coefficient can then be written as ε(ω) =
∑
I
fI
Cpi
Γ/2
(ω−ωI)2+(Γ/2)2 . The full
width at half maximum (FWHM), Γ, was set to 0.5 eV.
The onsite correction also improves the description of Π transitions quantitatively. For example,
the first Π excitation energy is clearly overestimated with respect to first-principle results.
When using the correction the overestimation is reduced by almost 0.5 eV. Oppositely, the
second Π excitation energy is strongly underestimated within traditional TD-DFTB whereas
the corrected calculations return a value (8.33 eV) close to that from TD-DFT (8.61 eV). The Σ+
(pi → pi∗) transitions are also found to be better described within the onsite correction, although
the first (second) Σ+ excitation energy is still significantly overestimated (underestimated).
Unlike σ → pi∗ and n → pi∗, pi → pi∗ excitations has been shown to be correctly described
within TD-DFTB. There is however a critical exception for NO and other diatomic species
(see below N2 and O2 molecules, for instance). It should be noted in Table 4.2 that for the
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forbidden transitions Σ− and ∆, no energy displacement with respect to the KS energy difference
happens within the original TD-DFTB. For Σ− excitations, this is in correspondence with ab-
initio observations, and the corrected and traditional results are in this case identical. However,
first-principle findings do indicate an energy shift for ∆ transitions. The wrong degeneracy of
Σ− and ∆ excitations of diatomic molecules should be identified as another important failure of
traditional TD-DFTB. The onsite correction also rectifies this problem as can be seen in Table
4.2.
As a final minor enhancement, it should be mentioned that the spin contamination of the
doublet 2Π states are reduced within the onsite-corrected formalism (data not shown).
N2 and O2
The electric-dipole-allowed transitions 1Πu and
3Πu of the homonuclear molecules N2 and O2
(point group D∞h), respectively, are neither correctly described by traditional TD-DFTB as
shown in Table 4.2. When applying the onsite correction, these excitations become allowed with
oscillator strengths in agreement with ab-initio results. However, it is necessary to indicate that
the O2
3Πu excitation energy is somewhat overestimated, being in better agreement within the
non-corrected formalism. In contrast, the onsite correction greatly improves the correspondence
of the excitation energy of N2
1Πu with the TD-DFT result. This transition and the
3Πu
state are degenerate according to traditional results whereas such degeneracy is broken at the
corrected TD-DFTB level. This degeneracy breaking is in total accordance with the results
obtained at a higher level of theory.
The original formalism also predicts the degeneracy of the singlet and triplet Σ−u and ∆u states
of N2 with excitation energy equal to 9.01 eV. This is however only partially confirmed by
the ab-initio results and in total disagreement with the experimental findings. According to
TD-DFT, the triplet and singlet Σ−u states are degenerate with excitation energy of 9.60 eV
but the triplet and singlet ∆u degeneracy is not observed. On the other hand, experiments
report nearly degenerate Σ−u states with excitation energies of 9.67 and 9.92 eV for the triplet
and singlet states, respectively, in contrast with the TD-DFT findings. This apparent failure
of TD-DFT has been noticed before [222, 223]. In a recent letter, it was shown that excited
states like Σ−u of N2 cannot be described by linear-response TD-DFT as their corresponding
excitation energies do not correspond to poles of the response function [224]. TD-DFTB as an
approximation to TD-DFT unavoidably inherits this issue and our correction is unable to fix
it. However, it does break the wrong degeneracy of the triplet and singlet ∆u states. For O2, a
similar degeneracy breaking of the transitions Σ−u and ∆u within the corrected TD-DFTB can
be observed. This is again in total agreement with first-principle results.
4.4 Benchmarks
In this section we intend to give a more general assessment of the performance and efficiency
of the presented formalism by comparing it to the old scheme and different TD-DFT variants
in terms of vertical transition energies, oscillator strengths and employed computational time.
A statistical analysis for an extensive sample data is pursued but not always possible. As a
reference, both high-level theoretical results and experimental observations are used. For both
TD-DFTB scheme, the same set of parameters (except, of course, the newly introduced onsite
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and dipole parameters) are employed throughout. Also, calculations with either methods are
subject to the same convergence criteria in every case. In all reported MSD, the excitation
energies and oscillator strengths of the assessed method are taken as the minuend, that is, a
positive MSD denotes an overestimation with respect to the reference method.
4.4.1 Vertical transition energies
To assess the general performance of the corrected TD-DFTB method in terms of vertical ex-
citation energies we have employed a large benchmark set defined by the group of Thiel [225].
This set has been largely used during the last few years to test several density function-
als [77–79, 226–230] and DFT-based methods [229–232]. In particular, it has been recently
used for the validation of TD-DFTB [232]. It covers pi → pi∗, n → pi∗ and σ → pi∗ exci-
tations of 28 organic compounds, intending to embrace the most important chromophores in
organic photochemistry. Thiel’s set is divided into 4 groups according to the nature of the
compounds (Fig. 4.3): unsaturated aliphatic hydrocarbons (group A), aromatic hydrocarbons
and heterocycles (group B), carbonyl compounds (group C) and nucleobases (group D).
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Figure 4.3: Thiel’s benchmark set of compounds.
For comparison we have calculated singlet and triplet vertical excitation energies at the TD-
DFT level, employing three types of density functionals: pure, hybrid and long-range corrected
(LC) ones. PBE is chosen as the pure functional, which allows for assessment of TD-DFTB as
an approximation. PBE has been shown, however, to not be the most suitable functional to
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compute vertical excitation energies and, therefore, the benchmark has been enriched with em-
ployment of the global hybrid PBE0 [123,124] and the LC functional CAM-B3LYP [128]. PBE0
and CAM-B3LYP have been extensively benchmarked, resulting in ones of the best tested func-
tional in reproducing theoretical best estimates (TBE) and experimental findings [77,233–236].
For the PBE and PBE0 cases, a TZP basis set was employed whereas we used 6-311G** basis
functions for the LC functional calculations. Given the known poor description of singlet-triplet
(S-T) transition energies by TD-DFT due to triplet instabilities in the ground states [237–239],
we have also performed CAM-B3LYP/6-311G** calculations in the Tamm-Dancoff approxima-
tion (TDA) [238]. The significant improvement of triplet states under the TDA was simultane-
ously shown by the groups of Tozer [240, 241] and Bre´das [242]. The TURBOMOLE package
was used for those calculations involving the conventional functionals, whereas NWChem [243]
was employed for CAM-B3LYP in both TD-DFT and TDA calculations. To detach the accu-
racy of TD-DFTB as an approximation to TD-DFT from the quality of DFTB ground state
geometries, the same optimized structures were used along the benchmark. These geometries
were previously obtained at the MP2 level [225]. Nevertheless, it has been shown that TD-
DFTB results for Thiel’s set are not too sensitive to employment of either MP2 or DFTB
geometries [232].
In Appendix C, all our calculation results can be consulted. In sections C.1.1 and C.2.1 we
include the KS energy difference of the corresponding dominant single-particle transition, which
is useful for the analysis of the relative displacement of the excitation energies with respect
to the KS energy difference as compared to ab-initio TD-DFT at the PBE level (TD-PBE).
Oscillator strengths are also given as another useful information. For further comparison, we
also provide the TBEs for this benchmark set, calculated at the CASPT2 level and reported by
Thiel’s group [225]. Experimental values for some vertical excitation energies are additionally
given. At the bottom of Tables C.5 - C.8 and C.12 - C.14 a statistical analysis of the collected
data is presented. The MSD and the root-mean-square (RMS) deviation of the TD-DFTB
excitation energies with respect to the experiment, the TBE and TD-PBE are reported for
each group of compounds. Statistics on TD-DFT results are also provided to indicate its
degree of correspondence with a higher level of theory and experiment.
To assess the validity of our approximation, we focus on the comparison with the TD-PBE data
set. It is important to recall that TD-DFTB parameters are calculated at this level of theory
and the main aim of our approach is to improve its agreement with respect to the TD-DFT
description. Since TD-DFT at the PBE level is of course an approximation itself, we are also
interested in examining the accuracy of our method compared to a higher level of theory and
experiment. In this case, we can benchmark both the traditional and corrected formalisms
side by side with different TD-DFT approaches. It is worth mentioning that the subset of S-T
excitations for which experimental observations are provided is around 50% smaller than the
original set, but we consider it still suitable to perform a statistical analysis. The TBEs are,
on the other hand, available for the complete benchmark set and they are fairly close to their
corresponding experimental values, with a RMS error of 0.24 eV for triplet states and 0.38 eV
for singlet states. On average, both singlet and triplet TBEs are slightly overestimated (MSD
= 0.15 eV and 0.20 eV, respectively). This should be borne in mind for the further analysis.
Consistent with earlier studies [77, 78], TD-DFT excitation energies at the PBE level appear
to be somewhat underestimated with regard to experimental findings as a general trend (MSD
= -0.28 eV and -0.27 eV for singlet and triplet states, respectively). Opposed to this, with the
incorporation of a fraction of exact exchange, singlet-singlet (S-S) excitation energies become
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overestimated, being in closer agreement with the TBEs. Especially, the PBE0 functional
agrees significantly with a MSD = 0.00 and RMS error of only 0.31 eV for S-S transitions. The
TDA, on the other hand, shows a high overestimation of singlet energies, whereas returns the
expected good accordance with TBEs and experiment for S-T excitations.
Triplet States
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Figure 4.4: Root mean square errors and mean signed deviation of S-T transition energies for
a subset of Thiel’s benchmark with respect to experimental data.
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Figure 4.5: Root mean square errors and mean signed deviation of S-T transition energies for
Thiel’s benchmark set with respect to TBEs.
Fig. 4.4 and 4.5 show the MSD and RMS deviations of S-T energies from experiment and the
TBEs, respectively, for the investigated methods. As should be seen from the former Figure,
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triplet state energies are significantly overestimated compared to experiment (MSD = 0.50 eV)
within traditional TD-DFTB. One of the main effects of our correction is indeed the significant
improvement of S-T excitation energies taking TD-PBE and experimental values as a reference.
Within the refined formulation, the RMS error for this kind of transition is reduced by 0.3 eV
with respect to both TD-PBE and experiment. More importantly, the RMS error with respect
to the latter (0.33 eV) is slightly lower than that for TD-PBE itself (0.38 eV). This difference is
yet increased if the functionals PBE0 (0.46 eV) and CAM-B3LYP (0.43 eV) are employed, and
if the TBEs are taken as the reference, the RMS deviations for TD-DFT S-T energies are even
larger. Only the TDA clearly outperforms our method in this case. A similar accuracy for both
TD-PBE and refined TD-DFTB can be seen for the first two groups of compounds whereas,
for the third group, the agreement with experimental data is somewhat better for our method
(see Appendix C). In addition, whereas Tables C.12 - C.14 still indicate some overestimation
of the corrected TD-DFTB results with respect to TD-PBE, the MSD of our refined approach
compared to experiment becomes very small, which shows that the corrected S-T excitation
energies are scattered around the experimental values. Specifically, in the group of aromatic
hydrocarbons and heterocycles, transition energies are overestimated whereas there is some
underestimation for the carbonyl compounds. Only with regard to TBE, the refined excitation
energies appear to be underestimated for every group of compounds (see Appendix C).
Singlet States
TD-DFTB (old)
PBE
PBE0
CAM-B3LYP (RPA)
CAM-B3LYP (TDA)
0 0.4 0.8
RMS (eV)
TD-DFTB (new)
-0.6 0 0.6
MSD (eV)
0.56
0.45
0.55
0.77
0.47
0.48
-0.28
-0.12
-0.01
0.63
0.34
0.22
Figure 4.6: Root mean square errors and mean signed deviation of S-S transition energies for
a subset of Thiel’s benchmark with respect to experimental data.
In contrast to the observations for S-T transitions, the traditional TD-DFTB method is, on
average, in slightly better agreement with TD-PBE for the description of S-S excitations, com-
pared to the new formulation. The RMS deviations of the corrected and non-corrected tran-
sition energies from TD-PBE values are in this case 0.57 eV and 0.50 eV, respectively. On
the other hand, regarding the experimental references and the TBEs, both approaches perform
with similar accuracy for this kind of transition (see Figs. 4.6 and 4.7). The refined formal-
ism returns overestimated S-S excitation energies according to TD-PBE results, although with
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Figure 4.7: Root mean square errors and mean signed deviation of S-S transition energies for
Thiel’s benchmark set with respect to TBEs.
respect to experiment they are again spread around the reference values as can be seen from
Fig. 4.6. In this case, the overestimation for the second group of compounds is compensated
with the underestimation for the aliphatic hydrocarbons and the nucleobases, thus leading to
an almost vanishing MSD (-0.01 eV). The results for the latter mentioned group of compounds
are the least overestimated with respect to TD-PBE, with a MSD of only 0.09 eV. By contrast,
the underestimation with respect to experiment is significant (MSD = -0.37 eV) and increases
even more by taking the TBEs as the reference, for which the MSD amounts to -0.75 eV. For
this group, the RMS error of TD-DFTB for singlet states with respect to TBEs is remark-
ably high (0.91 eV and 0.96 eV for the corrected and non-corrected approaches, respectively).
The limited agreement between the TD-DFTB excitation energies of the nucleobases and their
TBE counterparts has been already pointed out by Trani and co-workers [232]. However, it
is necessary to notice that this failure should be rather attributed to TD-PBE itself and not
to TD-DFTB as an approximation. In fact, the worst agreement between TD-PBE and TBE
along the benchmark set is found for the carbonyl compounds and the nucleobases, with RMS
errors of 0.96 eV and 0.89 eV, respectively. A very recent study by Foster and Wong indeed
shows that conventional semi-local functionals fail in the description of the optical properties of
nucleobases while tuned range-separated functionals offer significant improvements [244]. This
is evidenced by the good performance of CAM-B3LYP (see Appendix C), whose RMS deviation
from TBE is lowered to 0.30 eV. It should be indicated, however, that the best agreement with
both experiment and TBEs is for the global hybrid functional PBE0, with RMS errors of 0.30
eV and only 0.11 eV, respectively. The enhancement of PBE0 over long-range corrected func-
tionals for the description of these compounds has been previously pointed out by Jacquemin
and co-workers [77].
Overall Performance
The overall analysis (accounting excitations to both singlet and triplet states) leads to somewhat
smaller RMS errors for corrected TD-DFTB compared to the non-corrected formalism, as can
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Figure 4.8: Root mean square errors and mean signed deviation of S-S and S-T transition
energies for a subset of Thiel’s benchmark with respect to experimental data.
be seen from Figs. 4.8 and 4.9. It should be indicated that, despite the important improvements
for the triplet states within the corrected formulation, the benchmark set for S-S excitations
is comparatively larger, conceding more importance to this kind of transitions within the total
balance. As a general behavior, it can be stated that TD-DFTB singlet excited states are shifted
up in energy when the onsite correction is switched on. At the same time, the correction shifts
triplet states down.
Let us investigate this trend in more detail. For local functionals, the TD-DFT coupling matrix
leads to an upward shift of excitation energies with respect to Kohn-Sham energy differences
for singlets and a downward shift for triplets. Ground state DFTB generally overestimates KS
energy differences with respect to TD-PBE, due to the employed minimal basis set. In the
original TD-DFTB, this error is partially compensated for singlet states, because the coupling
matrix is underestimated with respect to first principles results. For triplet states the aforemen-
tioned errors do not compensate, but sum up, leading to strongly overestimated S-T energies.
In the new approach, the underestimation of the coupling correction to KS energies is reduced,
which leads to a widening of the singlet-triplet gap. Whereas S-T energies are now in much
better accord with the TD-PBE reference, S-S energies are slightly overestimated. Given the
fact that TD-PBE systematically underestimates S-S energies with respect to the experiment,
the new formalism performs well for both S-S and S-T energies in this comparison.
Let us now turn our attention to the overall accuracy of the singlet-triplet energy gap within
the onsite correction. By inspection of Figs. 4.4 to 4.7, it should be noticed that with respect
to both reference data, MSDs for the corrected singlet and triplet states are similar. For
instance, with respect to the TBEs, S-T and S-S energies are underestimated by 0.20 and
0.29 eV, respectively. This indicates that corrected TD-DFTB returns a mean singlet-triplet
gap in agreement with ab initio and experimental results. This is not the case for original
TD-DFTB, where for the most critical case (taking experimental data as reference) it gives a
large positive MSD for triplet states whereas returns a negative value for S-S transitions, thus
strongly underestimating the mean singlet-triplet gap.
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Figure 4.9: Root mean square errors and mean signed deviation of S-S and S-T transition
energies for Thiel’s benchmark set with respect to TBEs.
The singlet-triplet gap broadening under the onsite correction is particularly noticeable for
n → pi∗ and σ → pi∗ excitations. The excitation energies for these transitions are either
identically equal or (for few cases) very close to their corresponding KS energy differences at the
non-corrected TD-DFTB level, resulting in degenerate or nearly-degenerate singlet and triplet
states (see Appendix C). The only exception are the triplet B1u states of tetrazine, for which
an energy displacement occurs also for traditional TD-DFTB, although clearly underestimated
with respect to the TD-PBE results. Within the onsite correction the excitation energies
are either shifted down for triplets or shifted up for singlets with respect to the KS energy
difference, leading to a singlet-triplet gap in accordance with the observations at the TD-DFT
level. A similar degeneracy breaking was shown earlier for N2. Also in terms of oscillator
strengths these transitions are flawed in original TD-DFTB as they appear to be forbidden, in
contradiction with the TD-DFT and TBE findings. The proposed correction returns nonzero
oscillator strengths in agreement with more sophisticated calculations.
Considering only n → pi∗ and σ → pi∗ transitions, the RMS error of S-T excitation energies
at the corrected and non-corrected TD-DFTB level as compared to TD-PBE are, respectively,
0.58 and 0.82 eV. This kind of excitations are evidently difficult cases for the traditional formal-
ism, and an important improvement is obtained with the onsite correction, although the major
quantitative enhancement of the latter approach is for S-T pi → pi∗ transitions. Indeed, n→ pi∗
and σ → pi∗ excitation energies are still strongly overestimated at the corrected TD-DFTB level
with respect to TD-PBE, with MSD of 0.49 and 0.32 eV for triplet and singlet states, respec-
tively. However, if we compare our findings with the TBEs, those are by contrast, significantly
underestimated (MSD = -0.21 and -0.40 eV for S-T and S-S transitions, respectively) and the
RMS deviations for both corrected and non-corrected formalisms are similar.
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4.4.2 Oscillator strengths
The most important effect of the onsite correction on TD-DFTB oscillator strengths is perceived
for n → pi∗ and σ → pi∗ transitions. In the benchmark set of Thiel, most of these excitations
appear as forbidden within the traditional formalism, which does not concur with TD-DFT
results (see Tables C.5 - C.8). Within the refined scheme, the allowed transitions recover their
nonvanishing oscillator strengths. The majority of them exhibit rather small values of this
quantity. The only exception is for the A′′2 state of triazine with an oscillator strength of 0.01
according to corrected TD-DFTB, which is in agreement with the TD-DFT findings. Although
the correct qualitative description of n → pi∗ and σ → pi∗ excitations constitutes the main
asset of corrected TD-DFTB, it is of interest to assess its general accuracy for the evaluation of
pi → pi∗ oscillator strengths. Opposed to the existing situation for vertical excitation energies,
there is no standard, well established benchmark for oscillator strengths. Moreover, there are
considerably fewer works addressing the assessment of TD-DFT for the description of this
magnitude than there are for transition energies. Also, they generally consider a reduced
number of compounds/transitions for the statistical analysis. Some authors have found that
range separated and global hybrids have the best performance among some tested functionals
[129, 245, 246]. Coupled cluster (CC) models have been repeatedly employed as a reference
method [230, 245–247], whereas comparison to experiment is troublesome due to overlapping
and broadening of the spectral lines.
Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP EOM-CCSD
new old
Ethene
1B1u(pi → pi∗) 0.37 0.27 0.33 0.37 0.38 0.35
Butadiene
1Bu(pi → pi∗) 0.65 0.52 0.61 0.69 0.70 0.62
Pyridine
1B2(pi → pi∗) 0.03 0.02 0.03 0.04 0.04 0.03
1A1(pi → pi∗) 0.02 0.01 0.01 0.02 0.02 0.01
Pyrazine
1B2u(pi → pi∗) 0.09 0.07 0.07 0.10 0.09 0.08
1B1u(pi → pi∗) 0.06 0.03 0.05 0.06 0.07 0.05
Pyrimidine
1B2(pi → pi∗) 0.03 0.03 0.03 0.04 0.03 0.03
1A1(pi → pi∗) 0.03 0.02 0.04 0.04 0.04 0.02
Pyridazine
1A1(pi → pi∗) 0.03 0.02 0.02 0.02 0.02 0.02
RMS 0.01 0.04 0.01 0.02 0.03
MSD 0.01 -0.02 0.00 0.02 0.02
Table 4.3: Oscillator strengths for 9 pi → pi∗ excitations to valence states.
Caricato’s benchmark is possibly the most extensive and significant one among those in the
literature [246]. They tested 28 XC functionals using a set of 11 small organic molecules
Time-dependent DFTB 78
against equation-of-motion CC singles and double (EOM-CCSD) [248, 249] results. Ground-
state geometries were optimized at the MP2/6-311G(p,d) level whereas a 6-311(3+,3+)G(p,d)
basis set was employed for the evaluation of the oscillator strengths. They show that the best
agreement with EOM-CCSD is achieved at the CAM-B3LYP level. However, it should be borne
in mind that, in TD-DFT, oscillator strengths are not only sensitive to the employed functional
but also to variation of the basis set. Table 4.3 shows the oscillator strength of 9 pi → pi∗
excitations as obtained with the methods tested in the previous subsection except the TDA.
Those have been extracted from Caricato’s set by considering the most important transitions
(with oscillator strengths ≥ 0.01) to valence states only. For comparison, the EOM-CCSD
results reported by Caricato and coworkers are also provided. A visible consequence of our
correction is the systematic increase of the oscillator strength values. This is also observed
for Thiel’s set in Appendix C. As suggested by the reference data in Table 4.3, this is indeed
a desired feature. Traditional results appear to be underestimated not only with respect to
EOM-CCSD but also to the investigated TD-DFT variants. On the other hand, the agreement
of refined TD-DFTB with the reference data is satisfactory, with a RMS deviation of only
0.01. The onsite correction apparently returns slightly overestimated values, although TD-
DFT results are even more overestimated when the hybrid functionals are employed.
4.4.3 Computational time
Figure 4.10 shows the total elapsed (wall clock) time employed for the calculation of the low-
lying excitation energies and oscillator strengths of the 28 compounds of Thiel. All calculations
were performed on a workstation with an Intel Xeon processor E3-1225 at 3.10 GHz and a
memory of 8 Gb. The first 15 S-S and S-T excitation energies of every compound were computed
for each case. As can be seen from Fig. 4.10, the real time employed by both TD-DFTB variants
is significantly shorter than for any of the TD-DFT methods.
TD-DFTB (old)
PBE
PBE0
CAM-B3LYP (RPA)
CAM-B3LYP (TDA)
1 10 100 1,000 10,000 100,000
Real time (s)
TD-DFTB (new)
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12.7 h
30.2 h
20 h
76 s
96 s
Figure 4.10: Total wall clock time for the computation of the first 15 singlet-singlet and singlet-
triplet excitation energies of Thiel’s set of compounds.
Small molecules are not the usual target of TD-DFTB, whose efficiency makes it especially
useful for the study of large systems. It is therefore of interest to benchmark the computational
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time in a more realistic applicability of the method. Thus, as a second test we calculated the
first 20 S-S energies of a large molecule (C66O10N4H44). The real time employed by traditional
and corrected TD-DFTB, as well as by TD-PBE as calculated with TURBOMOLE are shown
in Fig. 4.11. For TD-PBE a TZP basis set was used. For the tight-binding approaches, we
additionally truncated the set of KS states to reduce the dimension of the linear-response
eigenproblem and hence, shorten the computational time. In Fig. 4.11 we show both the results
for the full calculation (with no cut-off) and the one using the aforementioned restriction. The
latter are indicated with a star (see Figure).
TD-DFTB (old)*
TD-DFTB (old)
TD-DFTB (new)*
TD-DFTB (new)
PBE(TZP)
1 10 100 1,000 10,000 100,000 1,000,000
Real time (s)
161 s
78 s
4.8 days
9.8 mins
28 mins
Figure 4.11: Wall clock time for the computation of the first 20 singlet-singlet excitation energies
of a macromolecule.
There are many ways to establish the constraints of the KS orbitals entering the calculation. For
investigations with a priori knowledge of the localization of the states involved in the important
transitions, a constraint of the orbitals based on their Mulliken population on selected atoms
has been used [250]. This is for instance the case of molecules in solution, for which excitations
involving the solvent are usually of minor interest. This constraint is therefore intended for very
specific purposes. We chose to restrict the orbitals by their energies rather than by their spatial
location. Instead of defining subsets of occupied and virtual orbitals independently, we set a
KS energy difference threshold to which all single-particle transitions are subject. That is, we
include every orbital pair, ψi and ψa, such that ωia ≤ ωthres, where ωthres must be greater than
the upper boundary of the energetic region of interest, ωmax. An appropriate value for ωthres
depends on the optical properties of the system. For systems with transitions with a marked
collective character, the defined energy window needs to be large. Conversely, for systems
featuring single-particle excitations, ωthres may be chosen fairly close to the maximum energy
of the region of interest and yet obtain accurate transition energies.
The requirements for returning accurate oscillator strengths are, in contrast, generally higher.
Contrary to the transition energies, these quantities are specially sensitive to even small off-
diagonal elements of the response matrix [251]. This means that even a weak transition coupling
affects the oscillator strengths and to a significantly lesser extent, the excitation energies. Thus,
the correct description of the former magnitude usually demands a greater threshold energy
difference.
There is, however, a more efficient way of setting an orbital constraint that accounts for both
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Figure 4.12: Low-lying absorption spectrum of a macromolecule (displayed to the right) as
obtained with TD-DFT (PBE/TZP), traditional TD-DFTB (old) and corrected TD-DFTB
with (new) and without (new)∗ constraints on the KS orbitals. See Fig. 4.2 for details on the
calculation of ε. The Lorentzian FWHM was set to 0.2 eV.
accurate energies and oscillator strengths, that is, a constraint giving a smaller orbital subset
than that obtained with a mere restriction on the energy, while yielding the same accuracy.
Oscillator strengths depend, apart from the response vector FI , on the dipole matrix d and
the KS energy difference as expressed in Eq. (2.47). This formula indicates that this quantity
has important contributions from {i, a} pairs for which the matrix elements dia and ωia are
significant. In this sense, a truncation of the transitions based on their SPA oscillator strengths
might be more effective for the calculation of oscillator strengths. Our experience shows that the
combination of an energy window with a cutoff in SPA oscillator strengths reduces the dimension
of the orbital subset compared to a truncation based only on energetic considerations, for a
given accuracy. On the other hand, the former restriction usually slows down convergence of
the Lanczos algorithm for the diagonalization of the response matrix. This altogether leads to
similar CPU times for both approaches. The results shown in Fig. 4.11 correspond to an energy
cutoff of ωmax + 2.72 eV and an oscillator strength cutoff of 10−3. ωmax is in this case about
2.7 eV. As can be seen from the Figure, the enforced constraints reduce the wall time in up
to 65% with respect to the full TD-DFTB calculation. In Fig. 4.12, the absorption spectrum
of the molecule is shown. It should be noted that, despite the constraints, both TD-DFTB
(new) and TD-DFTB (new)∗ give very similar spectra. The same holds for traditional TD-
DFTB (spectrum for TD-DFTB (old)∗ not shown). Further restrictions start compromising
the accuracy of the method. This is because some of the low-lying KS transitions are coupled
to higher ones and hence, the latter have to be included within the energy window in order
to obtain correct results. Our orbital constraints are obviously more promising for systems
displaying excitations with a low collective character. This is the case of TiO2 surfaces, for
which restricted TD-DFTB calculations were up to 700% faster at no additional loss of accuracy.
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These systems will be studied in the next chapter.
4.5 Summary
In this chapter, we generalized the TD-DFTB method to account for spin-polarized densities
and fractional occupation of the KS orbitals. Although a spin-unrestricted TD-DFTB scheme
has been already implemented [232], our method is fully consistent with the use of local XC
functionals, in total contrast to the previous formulation. The present formalism was obtained
via a linear response treatment of ground-state DFTB, which leads without ambiguities to the
original formulation for closed-shell systems. The coupling matrix is thus extracted from a
more general matrix K¯, which accounts for second-order corrections in DFTB. Any extension
or further improvement of the DFTB second-order energy can be straightforwardly translated
into the time depended scheme. An example of this practice is the onsite correction for the
ground-state theory, from which it is possible to obtain a refined coupling matrix. This leads
to improved excitation energies and vectors. Following a similar idea, the transition dipole
matrix can be enhanced by taking the AO product expansion beyond a Mulliken approximation.
Thus, oscillator strengths are improved via a refinement of both the excitation vectors and the
transition dipole matrix.
The onsite corrections to the coupling and dipole matrices improve especially upon the descrip-
tion of n → pi∗ and σ → pi∗ transitions. The inaccurate characterization of these excitations
has been one of the acknowledged limitations of traditional TD-DFTB. They often appear
as electric-dipole forbidden even though more sophisticated methods predict strong associated
peaks in the absorption spectra of some systems. With our formalism, we have been able to
surpass this failure, returning oscillator strengths in agreement with ab initio observations. In
particular, for diatomic molecules the refined scheme is essential to obtain a qualitatively correct
spectra. Moreover, for closed-shell systems the erroneous σ → pi∗ and n → pi∗ triplet-singlet
degeneracy is overcome within the refined formalism.
Another shortcoming of non-corrected TD-DFTB for the description of diatomic systems was
uncovered. pi → pi∗ transitions with irreducible representations Σ− and ∆ appear as degenerate,
which contradicts ab initio and experimental findings. The new formulation delivers the correct
behavior compared to TD-DFT results. An overall numerical correspondence with TD-DFT
results can also be recognized for the diatomic species N2, NO and O2.
We employed a set of 28 compounds (Thiel’s set) to benchmark the new formalism in terms
of vertical excitation energies, oscillator strengths and computational time. With respect to
TD-PBE, traditional TD-DFTB performs better for singlet-singlet (S-S) than for singlet-triplet
(S-T) excitations. It should be pointed out, however, that S-T excitation energies are in better
agreement with theoretical best estimates (TBE) than S-S energies. Nevertheless, compared
to some collected experimental findings, S-S energies appear again to be more accurate than
S-T energies, which are strongly overestimated. Our correction successfully heals this overes-
timation, returning singlet-triplet excitation energies in agreement with TBE and experiment.
In this regard, the refined formalism also outperforms TD-DFT at the PBE, PBE0 and CAM-
B3LYP level, which give underestimated S-T energies. On the other side, corrected S-S energies
have the same overall quality as in the traditional scheme. In this case, both TD-DFTB for-
malisms slightly outperform TD-DFT at the PBE level. The quality of the refined TD-DFTB
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approach is nonetheless accomplished at a considerably smaller computational effort. The total
elapsed time required by our formalism for the computation of the low-lying transition energies
of Thiel’s compounds was roughly 60 times shorter than that needed using TD-PBE. For large
systems this factor is increased to circa 250. We finally discussed the implementation of or-
bital constraints within TD-DFTB to further reduce the computational time. The calculation
of low-lying excitation energies with marked collective character using orbital constraints was
roughly three times faster than for the unrestricted scheme, at no additional loss of accuracy.
For systems displaying single-particle excitations, restricted calculations can be further sped
up by a factor of 7.
Chapter 5
PHOTOCATALYTIC ACTIVITY OF
TITANIUM DIOXIDE
In this chapter we investigate the photocatalytic degradation of nitric oxide and acetaldehyde on
TiO2 under UV and visible illumination. We consider two titania surfaces, namely, rutile (110)
and anatase (001). The rutile (110) surface consists of alternating rows of fivefold coordinated
(5c) Ti and twofold coordinated (2c) O atoms (see Fig. 5.1). This surface is not only the most
investigated single-crystal TiO2 surface but has also become the prototypical metal oxide surface
for fundamental studies [252]. However, for the purpose of photocatalysis the anatase phase of
titania enjoys more relevance due to its generally higher photocatalytic activity [253–256]. The
(001) facet of anatase is well known by its high reactivity [257,258]. This surface is structurally
simpler than rutile (110), with every Ti atom on the surface being pentacoordinated (Fig. 5.1).
Although (101) is the naturally dominant facet of anatase, different techniques have emerged
for the synthesis of TiO2 structures with exposed {001} crystal facets in order to enhance their
photocatalytic properties [256,259–261].
O2c Ti5c
O3c
Ti6c
Ti5c O2c
O3c
[110]
[001]
[110]
[001]
[100]
[010]
Figure 5.1: DFTB optimized structures of rutile (110) (left) and anatase (001) (right) surfaces
of titania.
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The TD-DFTB approach is employed for the computation of the excitation energies and oscil-
lator strengths of the pollutant-TiO2 complexes. PBE and HSE calculations are performed for
the validation of DFTB for the description of the ground-state properties of the systems under
investigation. We finally compare our predictions to experimental results.
5.1 Ground State Properties of the Pollutant-TiO2 Com-
plexes
The study of the excited-state properties of ligand adsorption on TiO2 surfaces is currently not
feasible within a first-principle methodology without compromising the accuracy of the results
with the use of oversimplified models. The utilization of small clusters to describe a periodic
material introduces a significant error amounting to sampling the Brillouin zone with a single
k-point. This error is alleviated by increasing the model size, thus decreasing the dimensions
in the reciprocal space. To afford the use of reliable models for the ambitioned computational
assignment we employ TD-DFTB. For the accurate description of the systems under investiga-
tion, a proper parametrization set has to be defined. In this section we test the suitability of
DFTB parameters for the description of the ground-state properties of TiO2 and its interaction
with NO. This represents an important step towards the appropriate characterization of the
photocatalytic properties of titania.
5.1.1 Validation of DFTB parameters
For the study of TiO2 surfaces and its interaction with NO and acetaldehyde, we have modified
the set of DFTB parameters tiorg [262]. Pure TiO2 surfaces interact weakly with the investi-
gated ligands, which physisorb at rather large distances (over 2 A˚) from the surface. We have
improved the Ti-O and Ti-N repulsive potentials, laying special emphasis on the function tail
in order to reproduce interatomic distances and adsorption energies of the adsorbates.
As reference systems we employed NO attached to the Ti5c atom of rutile (110) and anatase
(001) surfaces. We considered both orientation of the molecule, that is, either O or N pointing
towards the metal site. Additionally, the oxygen-reduced rutile (110) surface was employed
to explore a different interatomic distance regime. The defective surfaces were modeled by
removing a bridging O2c atom per each (2×1) surface unit cell. Furthermore, we compare bulk
properties of both considered morphologies of titania with DFT and experimental findings.
Reference calculations were performed at the PBE level of theory as implemented in the Vienna
ab initio Simulation Package (VASP) [263–266]. Plane wave basis set with an energy cutoff
of 420 eV as well as the projector augmented-wave (PAW) method [267, 268] have been used.
For the surface systems periodic calculations were performed according to the slab approach,
where a fairly large vacuum region is created along the normal to the surface in the supercell,
thus avoiding spurious interaction between the periodically repeated slabs. For Brillouin zone
integrations, k-point meshes were sampled using a (8×8×4) and (8×8×8) Monkhorst-Pack
(MP) [269, 270] grids for bulk anatase and rutile, respectively. For rutile (110) and anatase
(001) surfaces, (8×8×1) MP grids were employed. During the geometry optimization, all
atoms were allowed to move till the interatomic forces were smaller than 10−3 eV/A˚ for bulk
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calculations and 10−2 eV/A˚ for surface calculations. Spin polarized calculations were performed
for those systems involving NO.
Similar supercells were employed for the DFTB calculations where the supercell dimensions
were re-optimized. The Brillouin zone was sampled with a (4×4×8) and (4×4×2) MP grids for
bulk rutile and anatase, respectively, whereas for surface calculations, (3×1×3) and (4×4×1)
MP grids were respectively used for rutile (110) and anatase (001). For the optimization of
the geometries, every atomic position was relaxed till the interatomic forces were smaller than
5×10−4 eV/A˚ for bulk and 5×10−3 eV/A˚ for the pristine and modified TiO2 surfaces. Single-
point calculations were conducted using VASP optimized geometries and then varying the
Ti5c-molecule distance in a vertical configuration (that is, N-O bond oriented along the surface
normal) with a step of 0.1 A˚. Analogue VASP single-point calculations were also performed
with the aim of construction of the repulsive potentials.
The cohesive energies and lattice constants of anatase and rutile as calculated with the mod-
ified tiorg set are given in Table 5.1. We further provide PBE and experimental values for
comparison. DFTB results are overall in line with the ab initio and experimental findings
with some tendency of underestimation of the cohesive energies and overestimation of the lat-
tice constants. The calculated band gaps are 3.1 eV and 3.2 eV for bulk rutile and anatase,
respectively, which agree well with the experimental values of 3.0 eV for rutile [271] and 3.2
eV for anatase [272]. More remarkably, they are in better agreement with experiment than
the typically underestimated values obtained within DFT using local or semi-local XC func-
tionals [273–275] or the overestimated values obtained with hybrid functionals [262,273]. This
originates from a fortunate error compensation within the method.
Property DFTB PBE Exp.
anatase
a (A˚) 3.90 3.79 3.78
c (A˚) 9.49 9.74 9.52
c/a 2.43 2.57 2.51
Ecoh (eV) 18.88 21.54 19.73
rutile
a (A˚) 4.72 4.63 4.59
c (A˚) 3.00 2.96 2.96
c/a 0.64 0.64 0.64
Ecoh (eV) 19.16 21.44 19.79
Table 5.1: Comparison between DFTB, PBE and experimental results concerning the properties
of bulk rutile and anatase.
The adsorption properties of NO on rutile and anatase surfaces are summarized in Table 5.2.
The adsorption energies were calculated as
Eads =
1
n
(ET − Ebare − nENO), (5.1)
Photocatalytic activity of TiO2 86
where ET is the total energy of the complex, Ebare is the total energy of the bare TiO2 surface,
ENO is the energy of an isolated NO molecule in the gas phase and n is the number of NO
molecules absorbed on the surface. To determine the most stable ground-state structure of
the ligand-TiO2 complexes several molecular orientations and binding sites were considered.
According to our findings, NO adsorbs favorably on the perfect (110) surface in a tilted con-
figuration with the N atom oriented towards the surface and bonded to the Ti5c atom. The
distance from the N atom to the metal site is 2.56 A˚. These results are in line with previous
theoretical predictions [18,21,22] and our PBE results. For the adsorption through the oxygen
atom the O-Ti5c distance (2.80 A˚) also compares well to our PBE findings, which returned an
optimized distance of 2.75 A˚. For the oxygen-reduced surface the N-Ti5c and O-Ti5c distances
are shortened to 1.95 and 1.83 A˚, respectively. In the case of adsorption on the anatase (001)
surface, ligand-substrate distances are also in agreement with PBE. In terms of adsorption en-
ergies, the correspondence of DFTB with higher-level theory is also remarkable with absolute
errors equal or smaller than 0.08 eV.
Configuration Property DFTB PBE
rutile (110)
on perfect surface via N-Ti5c N-Ti distance 2.56 2.55
Eads -0.25 -0.27
on perfect surface via O-Ti5c O-Ti distance 2.80 2.75
Eads -0.15 -0.14
on O2c-reduced surface via N-Ti5c N-Ti distance 1.95 1.87
Eads -0.89 -0.86
on O2c-reduced surface via O-Ti5c O-Ti distance 1.83 1.99
Eads -0.29 -0.34
anatase (001)
on perfect surface via N-Ti5c N-Ti distance 2.25 2.26
Eads -0.47 -0.35
on perfect surface via O-Ti5c Eads -0.11 -0.16
Table 5.2: Comparison between DFTB and PBE in terms of optimized structures and energetics
of the NO adsorption on TiO2. Distances are given in A˚ and energies in eV.
5.2 Cluster Models and Absorption Spectra
We have built reasonably large TiO2 clusters to model the anatase and rutile surfaces (Fig. 5.2),
which still make possible the computation of the absorption spectra at the TD-DFTB level. The
peripheral oxygen atoms not belonging to the surface were saturated with hydrogen atoms in
such way that the clusters are neutral. Rutile (110) and anatase (001) surfaces are represented
by a Ti21O68H52 and Ti19O57H38 clusters, respectively. To determine the optimized ground-
state structure of the rutile cluster, all atomic positions were allowed to relax within DFTB
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until the interatomic forces were smaller than 2.5×10−2 eV/A˚. For the anatase cluster the
peripheral oxygens were kept fixed during the geometry optimizations as the structure otherwise
undergoes large deformations. For those systems involving NO, spin-unrestricted calculations
were performed.
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Figure 5.2: Side (left) and top (right) views of the optimized geometries of the rutile Ti21O68H52
(top) and anatase Ti19O57H38 (bottom) clusters.
To test the validity of the employed models, we first compare the DFTB structural and elec-
tronic properties of the clusters with first-principle results. Surface Ti5c-O2c and Ti5c-O3c bond
lengths are in correspondence with those found at the PBE level. The interatomic distance
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between the central pentacoordinated Ti and the adjacent O3c atoms on the rutile cluster is
2.00 A˚ which agrees with the PBE value of 1.95 A˚ for the periodic system. In the anatase
case, Ti5c-O2c and Ti5c-O3c interatomic distances are 1.89 and 1.96 A˚, respectively, compared
to the PBE values of 1.75 and 1.95 A˚. Band gaps are also accurately described. DFTB yields
a HOMO-LUMO gap of 2.98 eV for the rutile cluster and 3.05 eV for the anatase cluster. The
UV-vis absorption spectra for both TiO2 clusters are shown in Fig. 5.3. These ﬁndings are in
agreement with very recent room-temperature optical absorption measurements, reproducing
the relative steepness degree of the absorbance curves for rutile and anatase at the vis-UV
frontier [276].
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Figure 5.3: Left panel: UV-vis absorption spectrum for rutile and anatase TiO2 clusters as
obtained with TD-DFTB. See Fig. 4.2 for details on the calculation of ε. The Lorentzian
FWHM was set to 0.1 eV. Right panel: experimental UV-vis absorption spectrum for rutile
(1) and anatase (2) TiO2 nanocrystalline powders. Reprinted from [276]. Copyright 2014, with
permission from Elsevier.
The most stable conﬁguration of the NO adsorption on the rutile cluster is depicted in Fig. 5.4.
The pollutant binds to the Ti5c site in a tilted conﬁguration via N with a N-Ti5c interatomic
distance of 2.55 A˚, in total agreement with the PBE ﬁndings reported above (see Table 5.2).
The adsorption conﬁguration through the O atom also resembles that found at a higher level
of theory with a O-Ti5c distance of 2.75 A˚.
In order to assess the suitability of our cluster models in terms of electronic structure of the
TiO2-NO compound system, we employed the range-separated hybrid scheme HSE as the ref-
erence method. Periodic single-point calculations were performed using the PBE optimized
geometry. The Brillouin zone was sampled with a (3×1×3) MP grid. The highest occupied
molecular orbital (HOMO) of an isolated NO molecule is a degenerate antibonding π orbital
(π∗) which is singly occupied in one spin component (say spin-up). The two degenerate π∗ states
with spin down are the lowest unoccupied molecular orbitals (LUMO). When the molecule ad-
sorbs on the TiO2 surface, the system loses its symmetry and the orbital degeneracy is broken.
Thereby one of the former spin-up degenerate states turns into the LUMO. Our HSE results
indicate that the HOMO lies in the band gap of rutile TiO2 at 0.8 eV above the valence band
maximum (VBM) with marked localization on the molecule. The LUMO lies in the conduction
band edge and is more delocalized. Besides, the two unoccupied π∗ orbitals of the spin-down
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channel are also inserted close to the conduction band minimum (CBM) of the semiconductor
(see Fig. 5.4 right). DFTB results agree about the insertion of the NO levels in the energy
gap region, although their positions differ from the HSE findings. Within HSE the HOMO
lies deeper in the band gap compared to DFTB results. Moreover, the HOMO-LUMO energy
difference amounts to only 0.3 eV according to DFTB whereas HSE yields a value of approx-
imately 2.6 eV. More importantly for the study of CT excitations is however the position of
the HOMO with respect to the CBM. DFTB underestimate the HOMO-CBM energy difference
by about 0.8 eV taking HSE results as reference. However, as mentioned above, hybrid DFT
approaches generally overestimate the band gap of TiO2. In the present case HSE yields a,
too large, value of approximately 3.4 eV. All this should be borne in mind for the subsequent
analysis of the absorption spectra. The fact that NO also introduces unoccupied KS states in
the band gap is indeed remarkable as this might enable a CT mechanism which is generally not
regarded, that is, a metal-to-ligand charge transfer (MLCT) process.
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Figure 5.4: Optimized structure (left) and density of electron states (DOS) (right) of the NO
adsorption on the neutral rutile cluster. Oxygen, titanium, nitrogen and hydrogen atoms are
represented by red, dark gray, blue and white spheres, respectively. In the DOS plot the zero
of energy is set to the valence band maximum and the dashed line indicates the Fermi level
position.
To compute the absorption spectra in the region of interest (up to about 4 eV), the first 1200
excitation energies and oscillator strengths for the TiO2-NO complexes were obtained. We
used expression II.83 in Ref. [216] to evaluate the expectation value of the square of the total
spin operator, 〈S2〉, of the excited states for the open-shell systems (those involving NO) (see
section 4.3). For computing the absorption spectra we considered only those states with a
〈S2〉 contamination of less than 0.5. The set of KS transitions entering the calculations were
truncated by a cutoff KS energy difference of roughly 30 eV. This constraint leads to similar
results as for the TD-DFTB calculation without any restriction for the investigated systems
whereas the computational time is reduced by a factor of up to 7.
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The UV-vis absorption spectrum corresponding to the NO adsorption on rutile is shown in
Fig. 5.5. We observe weak absorption bands in the visible region of the spectrum corresponding
to CT from both the molecule to the surface and the surface to the molecule. Speciﬁcally, the
electron is transferred from the singly occupied π∗ orbital of NO to 3d orbitals of the Ti atoms of
the substrate for the LMCTmechanism. In the case of a MLCT process the electron is promoted
from the O-2p states of TiO2 to a virtual π
∗ molecular orbital. The most intense LMCT peak
is assigned to a transition to d states of surface Ti5c and subsurface Ti6c atoms. It is important
to stress that the CT peaks may be red-shifted with respect to the actual behavior as suggested
by the HSE results. Additionally, CT excitation energies are commonly underestimated by
TD-DFT calculations using conventional XC functionals [277, 278]. In particular, the MLCT
component may be completely displaced to the UV-A region of the spectrum. In this region, a
band-to-band excitation leading to the generation of an electron-hole pair is much more likely
to occur as indicated in Fig. 5.5.
Absorption of visible radiation by the TiO2-NO complex may lead to formation of nitrosonium
ions (NO+), which may in turn react with water to form nitrous acid,
NO+ +H2O → HONO+H+, (5.2)
thus fulﬁlling the ﬁrst step in the oxidation reaction of NO. As pointed out above, our results
suggest that under illumination with UV light, NO is likely to oxidize via reaction with oxidizing
species formed from the interaction with the photoinduced electron or hole.
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Figure 5.5: Absorption spectrum for the TiO2(rutile)-NO complex depicted in Fig. 5.4. The
spectrum has been projected onto three diﬀerent components: the red dotted line denotes
ligand-to-metal charge transfer excitations, the orange dotted line metal-to-ligand charge trans-
fer excitations and the black dotted line band-to-band excitations.
Let us now investigate the photodegradation of NO on anatase TiO2. The most stable conﬁg-
uration for the NO adsorption on the anatase cluster is shown in Fig. 5.6 (right). The binding
on the Ti5c site weakens one of the adjacent O2c-Ti5c bonds, eventually leading to its division.
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This results in the formation of reactive Ti4c and O1c surface sites. Within DFTB, this conﬁg-
uration is circa 1 eV more stable than that depicted in Fig. 5.6 (left) where no bond breaking
is observed. Let us denote the most stable adsorption mode conﬁguration B and that featuring
no bond breaking conﬁguration A. For a 1 ML coverage of NO the surface Ti-O bond is not
disturbed and NO attaches to the surface as in Fig. 5.6 (left). In both cases the distance from
the molecular N atom to the metal site is 2.25 A˚. The bond breaking at a low-coverage regime
was conﬁrmed by periodic PBE calculations where a tetragonal supercell with a (2×3) surface
unit cell and a single NO molecule were considered. PBE yields a N-Ti4c distance of 2.24 A˚
and a N-O1c distance of 1.94 A˚. The latter compares well to the value of 2.01 A˚ obtained with
DFTB. The adsorption energy is -0.65 eV at the PBE level, whereas DFTB yields a value of
-1.47 eV. The transition from conﬁguration A to B occurs barrierless at low NO concentrations
within both DFTB and PBE approaches.
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Figure 5.6: Optimized geometries of the NO adsorption on the neutral anatase cluster. The
color code is that employed in Fig. 5.4.
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Figure 5.7: Absorption spectra for the TiO2(anatase)-NO complexes depicted in Fig. 5.6. See
Fig. 5.5 for information.
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Fig. 5.7 shows the absorption spectra corresponding to both configurations. Both spectra
indicate vis-light activation of the CT complexes. The CT excitation energies for the 1 ML-like
configuration are in general blue-shifted with respect to those for the low-coverage adsorption.
The main distinctive feature among both spectra is however the enhanced LMCT absorbance
for the low-coverage case. Also, the probability of occurrence of a MLCT process is diminished
for configuration B whereas this type of transition has a higher relevance for configuration A.
The most dominant sp transitions of the CT excitations corresponding to the highest peaks of
Fig. 5.7 are depicted in Fig. 5.8. The occupied and virtual KS orbitals are represented with
blue and orange wireframes, respectively. For the structure A, the transition takes place mainly
from threefold coordinated O-2p orbitals to the unoccupied pi∗ state of NO. On the other hand,
configuration B is the only adsorption mode with clear indication of a covalent bond between
NO and the TiO2 surface with the HOMO having a strong component onto the N-Ti4c bonding
orbital.
Figure 5.8: Charge density corresponding to the occupied (blue) and virtual (orange) Kohn-
Sham states for the most dominant single-particle transition in the many-body wavefunction
for the main CT peaks in the visible spectra of Fig. 5.7.
The adsorption mode for low NO concentrations suggests that the direct interaction of the
pollutant with the surface could lead to formation of nitrite or nitrate species. The photoinduced
transfer of the unpaired electron from NO to the substrate may provoke the weakening of the N-
Ti5c bond as the corresponding molecular orbital shows a Ti-O bonding character. In addition,
this orbital has a small component on the O1c-Ti5c bond and so a promotion of this state to the
conduction band of the semiconductor may also weaken this bond, thus leading to the oxidation
of the pollutant. In a DFT study, Minot et al. suggested that the formation of nitrite or nitrate
would be possible if monocoordinated surface O atoms react with NO [279]. They proposed a
model of the (001) facet with the presence of terminal O1c atoms. They observed an improved
reactivity of the surface (the NO adsorption energy went from 0.4 eV for the regular (001)
surface to 2.96 eV for the O-terminated one). According to our findings, the existence of this
less stable surface termination would not be required as NO can itself evoke the formation of
such reactive O1c atoms at the conventional surface.
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We now turn to the adsorption of acetaldehyde on the surfaces of TiO2. The most stable binding
configuration on the rutile and anatase clusters are depicted in Fig. 5.9. Acetaldehyde favorably
attaches to the rutile surface through the carbonyl O atom at the Ti5c site with the H atom of
the -CHO group oriented towards and adjacent bridging O2c atom. A dissociative adsorption
where a proton is transferred from the ligand to the substrate was found to be unstable. The O-
Ti5c interatomic distance obtained within DFTB is 2.73, which is larger than the value (2.16 A˚)
reported in a recent GGA investigation [29]. In the anatase case, acetaldehyde binds through
the carbonyl group onto the undercoordinated metal site whereas the H atom relaxes to a
position between two neighboring O2c atoms. The O-Ti5c interatomic distance is identical as
for the rutile case. Unlike NO, the adsorption of the volatile compound was not found to cause
Ti-O bond breaking at the surface.
Figure 5.9: Optimized geometries of the adsorption of acetaldehyde on the rutile (left) and
anatase (right) clusters. The color code is that employed in Fig. 5.4. Additionally, cyan
spheres represent carbon atoms.
Unlike NO, the HOMO of acetaldehyde lies in the valence band of TiO2 and the LUMO is
located in the conduction band. The electronic structure of TiO2 is hence not substantially
modified upon adsorption of the pollutant organic compound. The absorption spectra of the
complex is neither expected to change considerably from that of the bare surfaces of titania.
To plot the absorption spectra in the UV(A)-vis region, the computation of the first 415 S-S
excitation energies and oscillator strengths of the modified TiO2 clusters was required. The
same KS orbital constraint as for the NO based complexes was employed. The resulting spectra
are given in Fig. 5.10. As expected from the electronic structure analysis, no vis-light activation
is observed for the acetaldehyde case. Furthermore, the absorption profiles for rutile and anatase
systems resemble those of the clean TiO2 surfaces (Fig. 5.3).
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Figure 5.10: Absorption spectrum for the TiO2-acetaldehyde complexes depicted in Fig. 5.9.
5.3 CT Complexes based on Alumina
In a similar manner as the solar activation of a wide-gap semiconductor can be achieved by CT
complexation with a suitable ligand, the absorption of UV-A light by an insulator material may
be enabled by photoinduced electron transfer from the adsorbate to the insulator surface. This
might explain the unexpected photocatalytic activity of alumina for the decomposition of NO.
To conﬁrm this, we investigate the electronic properties of NO adsorption on the (0001) surface
of α-Al2O3. The Al-terminated (0001) surface has been shown to be the most stable bulk
termination experimentally [280–282] and theoretically [283–286]. Furthermore, it is known
that this surface easily undergoes hydroxylation [280, 284, 286–291] even in the presence of
water vapor at low pressure [292]. To model this surface we replaced each surface Al atom by
three H atoms as proposed in Refs. [287, 288]. Periodic spin-polarized DFT calculations were
conducted at the PBE level of theory for the geometry optimization of the system using the
PAW method as implemented in VASP. The wavefunctions were expanded into a plane-wave
basis set with an energy cutoﬀ of 420 eV. The supercell consists of a Al2O3 slab containing 6
alumina layers and one NO molecule initially placed vertically with the N atom oriented to the
surface. This conﬁguration has been found to be favorable in a recent theoretical study [293].
The position of all atoms were allowed to relax till the change in the total energy was smaller
than 10−3 eV.
After relaxation, one of the onsite -OH groups is oriented parallel to the surface plane whereas
the other two point almost vertically along the normal to the surface. This is in agreement with
previous theoretical observations [286,290,293]. The system exhibited large surface relaxations
similarly as observed previously in other investigations [280, 288, 293–295]. The NO molecule
adsorbs in a tilted mode as shown in Fig. 5.11.
For the computation of the electronic structure, single-point HSE calculations were performed
at the optimized geometry. The Brillouin zone was sampled with a (3×3×1) MP grid. The
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Figure 5.11: Optimized structure (left) and the density of electron states (DOS) (right) of the
NO adsorption on the fully hydroxylated metal-terminated (0001) surface of α-Al2O3. Blue, red,
pink and white spheres denote nitrogen, oxygen, aluminum and hydrogen atoms, respectively.
In the DOS plot the zero of energy is set to the valence band maximum and the dashed line
indicates the Fermi level position.
corresponding DOS is shown in Fig. 5.11. HSE calculations yield a Al2O3 band gap of 6.02 eV,
which is notably greater than that obtained at the PBE level (4.7 eV) and in better agreement
with experiment. The insertion of NO levels in the gap region is also observed for the insulator
material as can be seen from the figure. The HOMO lies at 0.87 eV above the VBM and
the LUMO at 3.78 eV. This suggests the possibility of a CT process under UV illumination.
However, the large HOMO-CBM energy difference (5.15 eV) indicate that a LMCT excitation
might not be possible under UV-A radiation. In contrast, a MLCT process appears to be more
plausible.
5.4 Comparison with Experimental Results
In close collaboration within this research, the aforementioned group of Prof. Bahnemann
has conducted experimental studies to support our findings. In this section we would like to
summarize their main observations. The photodegradation of NO and acetaldehyde on powders
of TiO2 were investigated under UV and visible illumination. To remove residual organic
compounds at the surface, the samples were pretreated under UV radiation. As light source
they employed a UV-A lamp with a maximum wavelength λmax = 365 nm. This corresponds
roughly to the region from 3.4 to 3.9 eV in the computed absorption spectra shown in section 5.2.
Additionally, they employed a light-emitting diode (LED) lamp with λ = 455 nm (∼2.7 eV) for
the analysis of the vis-light activity of TiO2. The pollutants were exposed to irradiation for two
hours after the concentration of NO (acetaldehyde) were equilibrated to 1 (5) ppm. A relative
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humidity of 50 % was employed. After the lamps were deactivated, the concentration of the
pollutants were followed under dark conditions till it reached its initial value. To evaluate the
activity of titania, the photonic eﬃciency, ξ, was calculated. This quantity is deﬁned as
ξ =
V˙ · p · (cd − ci)
J · A ·R · T , (5.3)
where V˙ stands for the volume ﬂux, p is the pressure, ci and cd are the pollutant concentrations
under illumination and dark conditions, respectively, J denote the photon ﬂux, A the irradiation
area, R the gas constant and T the absolute temperature. The obtained photonic eﬃciencies
for diﬀerent TiO2 samples under vis and UV irradiation are given in Fig. 5.12 for NO and
acetaldehyde degradation. The employed TiO2 photocatalysts are Degussa P25, Kronoclean
vlp 7000, Hombikat UV 100, PP10 and Rutile. UV 100 and Rutile are composed of 100%
anatase and rutile TiO2 respectively. Degussa P25 is a mixture of 80% anatase and 20% rutile
whereas vlp 7000 and PP10 are anatase TiO2 modiﬁed with impurities to enable absorption of
visible light.
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Figure 5.12: Photonic eﬃciencies (ξ) of diﬀerent TiO2 powders for the degradation of acetalde-
hyde (left) and NO (right) under visible-light (red bars) and UV (gray bars) illumination.
As seen from Fig. 5.12 the degradation of acetaldehyde occurs under UV irradiation for all
investigated photocatalysts. The maximum photonic eﬃciency is achieved by the P25 sample,
followed closely by the pure-anatase UV100 powders. The lowest eﬃciency is obtained for
rutile, which exhibits a value of only 0.24 %. Under visible light, only the modiﬁed anatase
powders show nonzero degradation activity within the experimental error. This is in line with
our theoretical ﬁndings, which indicate no visible-light absorption of the acetaldehyde molecule
complexed with either pure rutile or anatase (see Fig. 5.10). In contrast to these observations,
all TiO2-NO systems exhibit nonvanishing photonic eﬃciencies under illumination with both
UV and visible light (Fig. 5.12 right). The absorption in the visible spectrum by the TiO2-NO
complexes were also predicted by our theoretical results (Fig. 5.5 and 5.7).
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5.5 Summary
In this chapter we studied the optical properties of TiO2 complexed with acetaldehyde and
nitric oxide (NO) by means of the DFTB/TD-DFTB approach. Both defect-free rutile (110)
and anatase (001) surfaces were investigated. The complexes were modeled by finite rutile
and anatase clusters and a single pollutant molecule. The structural, electronic and optical
properties of the TiO2 models were validated by periodic calculations using a higher level of
theory and experiment. The adsorption properties of the pollutants on the TiO2 clusters were
also found to be in agreement with more sophisticated theoretical methods.
NO favorably adsorbs on either surfaces with the N atom oriented towards the Ti5c surface site.
We found that adsorption on the anatase surface leads to surface Ti5c-O2c bond destabilization
and eventually to the presence of highly undercoordinated Ti4c and O1c atoms on the oxide
surface. Analysis of the charge density of the highest occupied molecular orbital indicates
the presence of a covalent bond between NO and the Ti4c surface site. This effect is however
not observed for a full surface coverage of NO molecules, in which case the TiO2 surface does
not undergo any reconstruction. The availability of singly coordinated surface oxygens might
facilitate the photo-oxidation of NO via a direct reaction of the pollutant with the substrate.
In the case of acetaldehyde, the molecule binds to the pentacoordinated metal site via its
carbonyl group and through hydrogen bonds with neighboring O2c atoms. No surface bond
destabilization was seen in this case.
The calculated UV-vis absorption spectra for the TiO2-NO systems reveal the creation of visi-
ble absorption bands by formation of CT complexes. In contrast, no vis-light activation occurs
by complexation between acetaldehyde and TiO2. This is in agreement with experimental
measurements of the photonic efficiency of various TiO2 samples for the degradation of the in-
vestigated pollutants. Under vis-light illumination, pure TiO2 powders show vanishing photonic
efficiency for the acetaldehyde degradation whereas for the photocatalytic oxidation of NO the
photonic efficiencies are nonzero. Apart from a ligand-to-metal CT (LMCT) mechanism our re-
sults suggest the possibility of electron transfer from the substrate valence band to the molecule
unoccupied orbitals, although, for moderately low concentrations of NO on anatase (001), a
LMCT process is expected to predominate. According to our findings, the photocatalytic degra-
dation of the pollutants under UV irradiation is governed by band-to-band excitations leading
to photogenerated electron-hole pairs.
UV activation of alumina is also expected by CT complexation with NO as indicated by the
insertion of NO electron levels in the band gap of the insulator material. However, in this
case the charge transfer mechanism may only occur from the metal oxide to the molecule
under illumination with UV-A light. The formation of Al2O3-NO CT complexes explains the
experimentally observed photocatalytic activity of the wide-band gap insulator for the NO
degradation.
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Chapter 6
ORGANIC/ZINC OXIDE HYBRID
INTERFACES
In this chapter we employ DFT to investigate the structural properties and energetics of the
modification of nonpolar ZnO surfaces and NWs using different functional groups. To this end,
we employ prototype molecules of the form CH3-X, where -X is the anchor group of interest.
Namely, the investigated moieties are -COOH, -NH2, -OH, -SH, -CN and -PO(OH)2. Addi-
tionally, we study the structural and electronic properties of a bifunctional compound, namely,
glycine (NH2-CH2-COOH), which is the simplest α aminoacid and serves as a prototypical
biomolecule. Moreover, glycine contains two of the most investigated anchor groups on ZnO:
the -NH2 and -COOH groups. Due to the extra complexity associated to the investigation of a
bifunctional ligand (increase of degrees of freedom in the adsorption mode) the, more efficient,
DFTB method is employed in this case.
6.1 Modification of (1210) ZnO Surfaces
An important characteristic of wurtzite ZnO is the presence of polar low-index (0001) planes,
which leads to positively charged Zn- and negatively charge O-terminated surfaces. Polar
surfaces in ZnO are surprisingly stable and can be observed as atomically flat, unreconstructed
facets of ZnO nanoparticles. The other two usually detected facets of ZnO are the nonpolar
{1010} and {1210}. They have lower formation energies than their polar counterparts and,
therefore, appear as the majority surfaces of synthesized ZnO nanoparticles. Nonpolar surfaces
are mixed-terminated, that is, they consist of pairs of Zn and O atoms. Among the two nonpolar
surfaces, (1010) is the energetically most favorable. The unreconstructed surface consists of
periodically repeated threefold coordinated Zn-O pairs as depicted in Fig. 6.1. These surface
atoms exhibit dangling bonds, which are responsible for the attachment of the target adsorbate.
The (1010) ZnO surface has been widely studied, and its structure and properties are known
with high detail. Wo¨ll compares the knowledge about this surface with that gained on (110)
TiO2, considered the best understood metal oxide surface [296]. In contrast, the number of
studies on the (1210) surface is significantly smaller. In particular, few investigations have
addressed the functionalization of this surface with organic molecules.
In this section we report on DFT calculations of the structural properties and energetics of
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Figure 6.1: First and second atom layers of the (1010) (left) and (1210) (right) ZnO surfaces.
The surface unit cell has been enclosed by a rectangle. To create depth perception and ease of
identiﬁcation, the ﬁst-layer atoms have been represented with more vivid colors. Oxygen and
zinc atoms are represented by red and silver spheres, respectively.
the interaction between the (1210) ZnO surface and amino (-NH2), hydroxyl (-OH), thiol (-
SH), carboxyl (-COOH) and nitrile (-CN) functional groups. The choice was based on the
availability of electron lone pairs, which make possible the formation of covalent or ion-dipole
bonds with the Zn binding sites. The ZnO surfaces were modeled using a tetragonal supercell
consisting of a ZnO slab containing 16 atomic Zn-O layers and a vacuum region of 50 A˚ along
the [1210] direction. This region is thus suﬃciently large to avoid spurious interaction between
periodically repeated slabs. Periodic DFT calculations were performed at the PBE level as
implemented in the SIESTA package [297]. An optimized set of double-zeta plus polarization
(DZP) functions as well as norm-conservative Troullier-Martins pseudopotentials [298] were
employed. A (4×1×4) MP grid was used for the k-point samplings. During the calculation,
all atomic positions were allowed to change till every interatomic force was smaller than 10−2
eV/A˚.
The (1210) surface also exhibits threefold coordinated Zn and O atoms arranged in pairs.
However, in this case the number of Zn-O pairs per surface unit cell increases to two (see
Fig. 6.1). At the same time, the area of the unit cell is almost twice greater than that of the
(1010) surface, which results in an averaged Zn-O dimer density of 0.065 Zn-O/A˚2, similar to
that for the most favorable nonpolar surface (0.056 Zn-O/A˚2) [299]. As surface Zn-O pairs
can be translated into potentially available binding sites, it is therefore expected that similar
adsorption properties be observed for both nonpolar surfaces.
Let us deﬁne the ligand coverage, θ, as the number of adsorbate molecules per surface Zn-O
pairs. We investigate the cases θ = 1 and θ = 0.5 (by considering two and one ligand per
surface unit cell, respectively) for each anchor group. To study the interaction between the
ligands and the ZnO surfaces, several conﬁgurations of the adduct were considered. To have
a quantitative measure of the strength of the ligand-substrate interaction, we calculated the
adsorption energy per adsorbate, Eads, for every tested conﬁguration. This quantity is deﬁned
as
Eads =
1
n
(ET − Ebare − nElig), (6.1)
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where ET is the total energy of the modified surface, Ebare is the total energy of the bare surface,
Elig is the energy of an isolated neutral ligand in the gas phase and n is the number of ligands
absorbed on the surface. The obtained adsorption energies for the most stable configurations
are summarized in Table 6.1. For comparison we also show the adsorption energies concerning
the (1010) surface, taken from Ref. [299]. As expected, the same adsorption trend as for the
(1010) surface is observed: -COOH is the most energetically favorable anchor group whereas
the aprotic -CN group attaches weakly to the surface. Moreover, in all cases ligand-substrate
interactions are stronger for θ = 0.5. This can be partly explained in terms of molecule-molecule
repulsion interaction, whose strength increases with the ligand coverage.
Two general binding modes should be identified in Table 6.1. The dissociative mode involves
a proton transfer from the molecule to the surface O atom. In contrast to the findings for
the (1010) surface, only one adsorption regime was found for each investigated moiety on the
(1210) surface. Non-dissociative adsorptions are favored for -OH, -CN and -NH2, whereas -SH
and -COOH groups adsorb dissociatively. This resembles the behavior found for the (1010)
surface.
group mode (1210) (1010)
θ = 0.5 θ = 1 θ = 0.5 θ = 1
-CN diss. - - - -
nondiss. -0.65 -0.50 -0.80 -0.48
-NH2 diss. - - -0.94 -0.18
nondiss. -1.36 -1.15 -1.35 -0.88
-OH diss. - - -1.06 -0.75
nondiss. -1.06 -1.02 -1.30 -1.02
-SH diss. -1.38 -1.28 -1.79 -1.03
nondiss. - - -0.82 -
-COOH diss. -1.79 -1.36 -2.07 -1.39
nondiss. - - - -
Table 6.1: Adsorption energies (in eV) of the substituted methane molecules CH3-X (X =
CN, NH2, OH, SH and COOH) on (1210) and (1010) ZnO for both molecular (nondiss.) and
dissociative (diss.) adsorptions.
Discrepancies between the adsorption energies and adduct geometries for the two nonpolar
surfaces in some cases can be explained by pointing out some dissimilarities between both
surface structures. Although both surfaces have similar Zn-O dimer densities, their atomic
arrangements differ significantly (see Fig. 6.1). For the most stable nonpolar surface, the Zn-O
dimers are disposed homogeneously, in contrast to the configuration for the (1210) surface. The
distance between two neighboring surface Zn atoms is 3.34 A˚ and 3.06 A˚ for the (1010) and
(1210) surfaces, respectively. However, for the former, dangling bonds are practically oriented
along the surface normal with a small component onto the [0001] direction and so a bidentate
bridging adsorption becomes favorable for low-covered regimes. Such is the case of -SH and
-COOH [299]. On the contrary, for the (1210) surface, dangling bond orientations do not
favor this binding mode and so -SH adsorbs in a monodentate fashion for θ = 0.5, despite
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the similarities of both surfaces regarding Zn-Zn distances (see Fig. 6.2). Thus, the weaker
adsorption of this ligand on the (1210) surface can be explained on the basis of its denticity
reduction. For this surface, a -COOH bidentate bridging adsorption is however possible if
second nearest-neighbors are considered as binding sites. In this case, the orientation of the
dangling bonds favors this mode for low coverages. The second nearest-neighbor distance is
rather large (5.06 A˚) for the bare (1210) surface but decreases to 4.48 A˚ when the surface is
covered with a one-half monolayer of carboxylic acid (Fig. 6.2). This stabilization mechanism
involves a significant surface relaxation which partly explains the adsorption energy decrease
with respect to the (1010) case.
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Figure 6.2: Optimized geometries of the modified (1210) ZnO surface using -SH (top left),
-COOH (top right), -NH2 (bottom left) and -OH (bottom right) functional groups. Only the
three topmost Zn-O layers are shown.
The -OH and -NH2 functional groups attach in a similar way as on the (1010) surface. We have
found monodentate geometries for these moieties with interatomic distances dZn-O = 2.17 A˚
and dZn-N = 2.10 A˚ for θ = 0.5, and dZn1-O1 = 2.15 A˚, dZn2-O2 = 2.13 A˚ and dZn1-N1 = dZn2-N2 =
2.13 A˚ for θ = 1 (Fig. 6.2). Hydrogen bonds with surface oxygens have lengths dH· · · OA = 1.42
A˚ and dH· · · OA = 1.74 A˚ at full coverage for -OH and -NH2, respectively. For θ = 0.5, dH· · · OA
Organic/ZnO hybrid interfaces 103
= 1.59 A˚ in the case of -OH surface modification whereas for -NH2 both hydrogen atoms form
hydrogen bonds with lengths dH1 · ·· OA1 = 1.96 A˚ and dH2 · ·· OA2 = 1.92 A˚.
For the -CN group, the formation of a covalent C-O bond is not favorable for θ = 0.5 and the
molecule retains its linear structure (Fig. 6.3). This differs from the findings concerning the
(1010) surface for which the functional group is found to adsorb via formation of C-O and N-Zn
bonds [299]. However, for θ = 1, we find that one of the two ligands per surface unit cell does
preferentially bind in a bidentate mode, resembling that for the most stable ZnO surface (see
Fig. 6.3 top). In this case a bond length of dC-OA = 1.45 A˚ was found.
CN
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Figure 6.3: Optimized geometries of the modified (1210) ZnO surface using the -CN functional
group.
6.2 Modification of ZnO Nanowires
In this section we investigate the adsorption of monofunctional compounds on ZnO NWs. The
bare NW has been modeled by cutting a hexagonal prism out of a ZnO wurtzite structure
in such a way that its growth direction is oriented along the c-axis, and it exhibits nonpolar
{1010} and {1210} facets. It has been shown that ZnO NWs typically grow in this way [300,301]
and similar models have been employed in other theoretical studies [302]. Fig. 6.4 depicts the
lateral and cross-sectional view of the bare NW. We considered a tetragonal supercell with a
dimension of 30×30×5.41 A˚3 containing 48 atoms. Large vacuum regions along the [1010] and
[1210] directions avert spurious interaction of the NW with the supercell images. The lattice
parameter c was optimized for the bare system and kept fixed in the following.
For the coated NW, the previously investigated -COOH, -NH2 and -SH moieties were employed.
The -OH and -CN groups were disregarded due to their relative weak interaction with the non-
polar ZnO surfaces. On the other side, methylphosphonic acid (MPA, formula CH3PO(OH)2)
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Figure 6.4: Cross-sectional (left) and side (right) views of the optimized structure of the bare
ZnO nanowire.
is added here to the set of investigated ligands. The -PO(OH)2 functional group has been
shown to chemisorb onto the ZnO (1010) surface in a recent theoretical investigation [303]. We
considered the adsorption of one ligand per surface Zn-O pair (θ = 1) for the systems involv-
ing -COOH, -NH2 and -SH groups. This amounts to 12 molecules per supercell. This surface
coverage has been demonstrated to be favored on nonpolar ZnO surfaces under ligand-rich con-
ditions [299]. By contrast, MPA has been found to adsorb preferentially in a bidentate bridging
mode, that is, via two O-Zn bonds as depicted in Fig. 6.8. Hence, for this particular case θ =
0.5 (six molecules per supercell).
The preferred molecular configurations obtained in the previous section were regarded as initial
guess for the geometry optimization of the modified NWs. For MPA, a double dissociated
structure (that is, a structure for which the two hydrogen atoms are transferred from the -
PO(OH)2 group to the nanowire surface) was assumed as initial geometry. This has been
shown by DFT studies to be the favored configuration on the (1010) surface [303]. For every
system, the structure of each ligand was equivalent to each other at the beginning of the
calculation. It should be noticed that the (1010) surface is invariant under a reflection about a
perpendicular (1210) plane containing the Zn binding sites (ZnA in Fig. 6.4). Additionally, as
all investigated adsorbates are achiral, bend molecular configurations with orientations to one
or the other direction along the normal to the (1210) plane are equivalent for θ = 1. We chose
alternate orientation of the molecules in such a way that, on the same (1010) facet, they look
in the same direction whereas the orientation is switched in the neighboring (1010) facets. This
in turn implies that, at the (1210) facets, they are either oriented towards each other or looking
outward in opposite directions. In this way, every second (1210) facet displays a small ligand-
free region. It is obviously possible to build up a system with all molecules oriented toward the
same direction. However, the chosen model allows us to study two possible scenarios regarding
the ligand adsorption while considering a single adduct configuration.
For the optimization of the geometries, periodic DFT calculations have been performed as
implemented in VASP. The Kohn-Sham equations were solved at the PBE level of theory.
Plane wave basis sets with an energy cutoff of 300 eV as well as the PAW method have been
employed. For Brillouin zone integration, k-point meshes were sampled using a (1×1×4) MP
grid. During the calculations, every atom was allowed to move till the interatomic forces were
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smaller than 10−2 eV/A˚.
The results concerning the adsorption of the -COOH group on the NW agree in general with
those found for the surface adsorption. The molecule binds via two asymmetric O-Zn bonds
(see Fig. 6.5). The diﬀerence between the O1-Zn and O2-Zn bond lengths ranges from 0.1 A˚
to 0.4 A˚. This asymmetric bidentate adsorption has been shown to tend to a monodentate one
when the system is embedded in an aqueous environment at room temperature [304]. To get
insight into the strength of the adsorbate-substrate interaction and compare it with previous
results for the surface, we calculated the absorption energy per ligand (Eq. 6.1). The obtained
value is -1.31 eV, which compares well with the adsorption energy of the ligand on the nonpolar
ZnO surfaces (see Table 6.1).
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Figure 6.5: Cross-sectional (left) and side (right) views of the optimized structure of the
CH3COOH-modiﬁed ZnO nanowire.
The relaxation of the nanowire facets upon adsorption of the -COOH group also resembles that
observed for the ZnO surfaces. The tricoordinate Zn atoms relax outwards, thus enlarging the
bond length of ZnA-OA surface pairs. In this case, the bond length goes from 1.90A˚ for the bare
nanowire to 2.04-2.12 A˚ for the modiﬁed nanostructure, for a relative elongation of up to 12%.
This value is slightly greater than the 9% enlargement found for the two-dimensional model.
At the same time, the bond lengths between the fourfold coordinated ZnB and the OA atoms
in the modiﬁed nanowire experience a reduction of around 6% with respect to the bare wire.
Hydrogen bonds with one of the -COOH oxygens have bond lengths of 1.66 A˚. Previous DFTB
calculations for the interaction of CH3COOH with the (1010) ZnO surface yielded a somewhat
larger value of 1.74 A˚ [305]. The C-O bond lengths of the -COOH group vary from 1.31 to 1.27
A˚. This is in agreement with the ﬁndings for the (1010) surface.
The optimized structure of the NW modiﬁed with -SH is depicted in Fig. 6.6. The molecular
geometry is also in accordance with the structure found for the modiﬁcation of the nonpolar
surfaces. The two nonequivalent conﬁgurations of the ligands have been labeled with indexes
1 and 2. The adsorption is dissociative and monodentate with S1-Zn and S2-Zn bond lengths
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of 2.23 and 2.26 A˚, respectively. The corresponding binding energy per adsorbate is -1.18 eV,
which is between the values found for the adsorption on the (1010) (-1.03 eV) and the (1210)
(-1.28 eV) surfaces.
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Figure 6.6: Cross-sectional (left) and side (right) views of the optimized structure of the CH3SH-
modiﬁed ZnO nanowire.
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Figure 6.7: Cross-sectional (left) and side (right) views of the optimized structure of the
CH3NH2-modiﬁed ZnO nanowire.
The adsorption energy for the -NH2 case (0.81 eV) is, in contrast, slightly smaller than that
observed for the (1010) surface and over 0.3 eV smaller than for the (1210) surface. The
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optimized structure of the NH2-ZnO system is shown in Fig. 6.7. The adsorbates bind in
a nondissociated form with interatomic distances N1-Zn and N2-Zn of about 2.15 and 2.31 A˚,
respectively. Thus, the N-Zn bond lengths for one of the nonequivalent molecular conﬁgurations
is in line with the results for the nonpolar surface reported above, whereas, for the second group
of ligands, the N-Zn interatomic distance is larger.
Finally, the optimized geometry corresponding to the modiﬁcation of the NW using MPA is
depicted in Fig. 6.8. MPA strongly binds to the nanostructure via two symmetric O-Zn bonds
with an O-Zn interatomic distance of 1.92 A˚. The third oxygen atom of the -PO(OH)2 group,
O3, relaxes to a position equidistant from the two hydrogen atoms transferred from the ligand to
the surface with an interatomic distance dO3 · ··H = 1.67 A˚. The adsorption energy per adsorbate
amounts in this case to 2.69 eV.
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Figure 6.8: Cross-sectional (left) and side (right) views of the optimized structure of the
CH3PO(OH)2-modiﬁed ZnO nanowire.
6.3 Glycine Adsorption on (1010) ZnO Surfaces
Thus far we have studied the interaction between monofunctional ligands and nonpolar facets of
ZnO. However, in real situations the compound employed for the purpose of surface modiﬁcation
may attach to the substrate through more than one functional group. In this section we inves-
tigate the adsorption of a bifunctional linker on the (1010) ZnO surface and how the adsorption
mode inﬂuences the electronic properties of the complex. We chose glycine (NH2CH2COOH)
due to the availability of two of the most employed anchor groups for ZnO functionalization
and its small molecular volume, which minimizes repulsive steric eﬀects.
Glycine adsorption was investigated with DFTB. DFTB has been shown to describe successfully
ZnO surfaces and their interaction with small molecules [306]. In our calculations, we considered
a tetragonal supercell consisting of a ZnO slab with 16 atomic layers along the [1010] direction
and a vacuum region of 20 A˚. We deﬁne the surface coverage, θ, as the number of glycine
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molecules adsorbed per surface unit cell (surface Zn-O pair) and considered coverages of 0.25,
0.5, and 1 by using surface cells with (2 × 2), (2 × 1), and (1 × 1) periodicities, respectively.
The Brillouin zone integration was performed using MP meshes of (1 × 2 × 2) for θ = 0.25
and (1 × 4 × 3) for θ = 0.5 and 1. All atoms were allowed to move until the interatomic forces
were smaller than 5× 10−3 eV/A˚.
Several molecular orientations were considered during this investigation. The corresponding
adsorption energies were calculated using Eq. 6.1. To study the relative thermodynamic stabil-
ity of the considered surface coverages, we assume that the ZnO surface is in thermodynamic
equilibrium with glycine in the gas phase. The variation of the surface energy of the substrate
after adsorption of glycine can then be calculated according to
∆γ =
1
NAA
(ET − Ebare − nEGly) = θEads
A
, (6.2)
where A is the area of the (1 × 1) surface unit cell and NA is the number of (1 × 1) surface
unit cells contained in the supercell.
Table 6.2 summarizes the adsorption energies and the surface energy variations for the most
stable configurations of the hybrid interface. Our results show that for θ = 1 glycine binds to
the surface through the -COOH (-NH2) group with an adsorption energy of Eads = -1.82 (-1.67)
eV. Adsorption through the carboxyl group is, therefore, slightly favored. The corresponding
optimized structures are depicted in Fig. 6.9. For the most stable configuration, glycine binds
to the substrate in a monodentate mode and dissociatively. Similar investigations on glycine
adsorption on Si surfaces found a barrier height for dissociation of only 1 eV [307], suggesting
that dissociation is likely to occur at room temperature. One of the carboxylic oxygens, O1,
binds to the surface Zn atom with a bond length of 2.15 A˚, whereas the oxygen atom O2 relaxed
to a position equidistant from two neighboring surface Zn atoms at 2.28 A˚.
θ group mode Eads (eV) ∆γ (eV/A1×1) geometry
1 -COOH monodentate, anion, dissociated -1.82 -1.82 Fig. 6.9 (top)
1 -NH2 dissociated -1.67 -1.67 Fig. 6.9 (bottom)
1 -COOH monodentate, zwitterion, nondissociated -0.84 -0.84 not shown
0.5 -COOH/-NH2 bidentate chelating, dissociated -2.92 -1.46 Fig. 6.10 (middle)
0.5 -COOH/-NH2 monodentate, dissociated -3.12 -1.56 Fig. 6.10 (right)
0.5 -COOH bidentate bridging, dissociated -2.56 -1.28 Fig. 6.10 (left)
0.25 -COOH/-NH2 monodentate, dissociated -3.05 -0.76 Fig. 6.11 (top)
0.25 (VO) -COOH/-NH2 monodentate, dissociated -3.18 -0.80 Fig. 6.11 (bottom)
Table 6.2: DFTB adsorption energies (Eads) and surface energy variations per (1 × 1) ZnO
surface (∆γ) corresponding to the stable binding geometries of glycine on (1010) ZnO.
Adsorption through the -NH2 group occurs via the binding of the nitrogen atom to the metal
site. One proton is transferred from the functional group to the surface oxygen site during
adsorption as shown in Fig. 6.9 (bottom). It is worth mentioning that a metastable zwitterionic
form of glycine on ZnO was only observed for a full coverage, with a relatively small adsorption
energy of Eads = -0.84 eV. No stable zwitterionic glycine has either been found on Zn-terminated
ZnO polar surfaces [308].
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Figure 6.9: Optimized structures of the modified (1010) ZnO surface using 1 ML of glycine
molecules adsorbed through either the -COOH (top) or the -NH2 (bottom) groups.
For θ = 0.5, two surface Zn sites per molecule are available, and glycine can therefore adsorb
through -COOH in a bidentate bridging configuration. The optimized structure corresponding
to this adsorption mode is shown in Fig. 6.10 (left). The bond lengths between the oxygen atoms
of the molecule and the surface are dO1-Zn1 = 2.03 A˚ and dO2-Zn2 = 2.05 A˚. The adsorption energy
for this configuration is Eads = -2.56 eV. These results are in line with a DFTB investigation
where the authors found that acetic acid preferentially attaches to the (1010) ZnO surface in
a bidentate bridging mode for a 0.5 ML coverage [305]. However, in the case of glycine, a
competition between -NH2 and -COOH groups for attaching to the available binding sites is
expected. We found, indeed, that the most stable configurations for the adsorption of glycine
involve the attachment of both functional groups. Adsorption in a -COOH bidentate chelating
mode occurs through dissociation of the -NH2 group (Fig. 6.10 middle). The adsorption bond
lengths for this case are dN-Zn1 =1.95 A˚, dO1-Zn2 = 2.19 A˚ and dO2-Zn2 = 2.16 A˚, and the
adsorption energy is Eads = -2.92 eV. Slightly favored (Eads = -3.12 eV) is the adsorption in
a -COOH monodentate configuration (Fig. 6.10 right). In this case, the -NH2 group does not
dissociate. The bond lengths are dN-Zn2 = 2.01 A˚ and dO1-Zn1 = 1.90 A˚. For each configuration,
dissociation of the -COOH group is observed.
The smallest investigated surface coverage is θ = 0.25. For the most stable configuration,
the adsorption is produced in a similar manner as for θ = 0.5, that is, the ligand attaches
dissociatively through both functional groups in a -COOH monodentate mode (see Fig. 6.11
top). The -NH2 group binds to the surface Zn2 site through the nitrogen atom with a bond
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length of 2.01 A˚, whereas the carboxylic oxygen O2 adsorbs on a neighboring metal site (Zn4)
with a bond length of 1.99 A˚. The corresponding adsorption energy is -3.05 eV. This geometry
resembles that found for glycine on polar (0001) ZnO surfaces [308], where the hydrogen of the
-COOH group is transferred to the Zn-terminated surface. In contrast, this adsorption mode
differs from that found for glycine on TiO2 (110), where the ligand binds favorably through
-COOH in a bidentate bridging configuration for a 0.5 ML coverage [309,310].
O1
N
O2
N
Zn2 Zn1
O2
O1
Zn1 Zn2
O1
Zn1 Zn2
O2
Figure 6.10: Optimized structures of the modified (1010) ZnO surface using 0.5 ML of glycine
molecules in different binding modes: -COOH bidentate bridging (left), -COOH bidentate
chelating with dissociated -NH2 group (middle) and -COOH monodentate with nondissociated
-NH2 group.
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Figure 6.11: Optimized structures of glycine adsorbed on the defect-free (top) and oxygen-
reduced (bottom) (1010) ZnO surfaces for θ = 0.25.
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To analyze the relative thermodynamic stability of the glycine/ZnO interface for different sur-
face coverages, we compare the respective ∆γ values. According to our results, the 1 ML
coverage is expected.
Although similar adsorption energies were found for the adsorption of glycine on the ZnO sur-
faces through either -COOH or -NH2 groups in high-coverage regimes, the electronic properties
of the two modified surfaces are very different. The DOS for the adsorption through -COOH is
shown in Fig. 6.12 (middle). Changes with respect to the DOS for the bare surface (Fig. 6.12
top) are observed close to the top of the valence band and the bottom of the conduction band.
The states at the VBM have strong projections onto the OCOOH-2p, surface Zn-3d, and NNH2-2p
orbitals. For the adsorption through the -NH2 group, additional levels are inserted close to the
VBM, localized mainly at the N-Zn-O3 bonds (see Fig. 6.12 bottom). In addition, unoccupied
intragap levels are also seen, with contributions coming mainly from the -COOH group.
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Figure 6.12: Total and projected density of states for the bare (1010) ZnO surface (top) and
the modified surface using glycine adsorbed through the -COOH group (middle) and the -NH2
group (bottom) for θ = 1. The atom notation corresponds to the one employed in Fig. 6.9.
The dashed line indicates the Fermi level position.
6.3.1 The effect of surface oxygen vacancies
The successful modification of ZnO surfaces can be hindered by the presence of intrinsic de-
fects and impurities. Surface defects can act as catalysts for adsorption/dissociation of the
ligand, thus changing the properties of the nanostructure and affecting the features for device
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applications [311–314]. We investigate next the effect of surface oxygen vacancies (VO) on
the adsorption of glycine on the ZnO nonpolar surface. VO is a common defect in ZnO and
has been extensively investigated in bulk materials [315–317] and (1010) surfaces [318]. The
oxygen-reduced surface was modeled by removing one surface oxygen per 2 × 2 surface unit
cells. One glycine molecule per oxygen vacancy was considered. The most stable configuration
for the adsorption on the defective surface is shown in Fig. 6.11 (bottom). The binding geome-
try shows some similarities with that for the defect-free surface. The molecule adsorbs through
both functional groups, with interatomic distances of dN-Zn2 =2.04 A˚, dO2-Zn4 = 2.06 A˚, d O1-Zn2
= 2.31 A˚, and dO1-Zn3 = 2.66 A˚. However, one of the carboxylic oxygens, O1, relaxes toward
the vacancy site compared to the geometry for the defect-free case. This leads to an energy
gain of roughly 0.1 eV, thus revealing a small influence of the defect on the glycine adsorption
mode and adsorption strength.
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Figure 6.13: Electronic band structure for the 0.25 ML coverage of glycine molecules on
the defect-free (top) and oxygen-reduced (bottom)(1010) ZnO surfaces (structures shown in
Fig. 6.11). The density of states (DOS) for the defective surface is shown to the right of the
corresponding band structure. The blue curve denotes the sum of the projections of the DOS
onto the 4s orbitals of atoms Zn1, Zn2 and Zn3. The dashed line indicates the Fermi level
position.
The densities of states for the glycine adsorption on the defect-free and reduced surfaces for
θ = 0.25 are shown in Fig. 6.13. No intragap states appear for the defect-free surface case
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(Fig. 6.13 top). However, the adsorption on the defective surface reveals an intragap electronic
level with contributions coming mainly from the 4s states of atoms Zn1, Zn2 and Zn3 and the
2p states of atom O1 (Fig. 6.13 bottom).
6.4 Summary
We have investigated the structural properties and energetics of organic/ZnO interfaces for
a two-dimensional (nonpolar (1210) surface) and a one-dimensional (nanowire) systems using
DFT. In general, similar properties of the complexes were found for both dimensionalities.
The adsorption energies of the investigated ligands on ZnO follow the same trend for both
the nanowire and the planar structure, being the -COOH-ZnO system the energetically most
stable adduct. According to our results, stable organic/ZnO interfaces can be also formed
through modification with thiols and phosphonates. In contrast, the interaction between ZnO
and alcohols, amines and nitriles is relatively weak.
Furthermore, the adsorption of glycine (which contains both amino and carboxyl functional
groups) on the nonpolar (1010) ZnO surface was investigated employing the DFTB method.
We found the 1 monolayer coverage to be the most favorable adsorption configuration, with no
marked preference concerning the functional group attaching to the substrate. However, the
electronic structure of the modified surface is strongly affected when the ligand binds through
the -NH2 group. For lower coverages, as new binding sites become available, glycine is expected
to bind through both anchor groups. The absolute value of the adsorption energy per ligand
is greater for lower coverages than for the fully-covered surface as the molecule can maximize
the number of bonds with the substrate, thus leading to an energy gain. The strength of the
glycine-ZnO interaction slightly increases when the adsorption takes place at an oxygen-vacancy
site. For every studied configuration of the complex, glycine adsorbs dissociatively, where one
or two protons are transferred from the adsorbate to the substrate.
Organic/ZnO hybrid interfaces 114
Chapter 7
CONCLUDING REMARKS
In the framework of this dissertation, new extensions of the DFTB and TD-DFTB methods
were introduced and implemented. The main extension, the so-called onsite correction, con-
stitutes a change in the paradigm of the semiempirical approach. This correction deals with
the refinement of one of the main approximations applied in second-order DFTB, namely, the
Mulliken approach for the evaluation of two-electron multicenter integrals. This approximation
is crucial for the efficient simplification of the method and has been demonstrated to work
satisfactorily in many scenarios. However, there is a special case for which this approach be-
comes critical. In linear response TD-DFTB σ → pi∗ and n → pi∗ excitations are erroneously
described as the Mulliken approximation conduces in many occasions to the strict neglect of the
corresponding transition charges. We have developed a formalism within which this problem is
successfully healed without a drastic repercussion in the complexity and computational demand
of the method.
The onsite correction leads to a DFTB scheme where the whole dual electron density matrix is
managed self-consistently, unlike the traditional formalism where only its diagonal elements are
considered. The binding energies of hydrogen-bonded complexes were shown to be substantially
improved within the new scheme. These systems have been acknowledged several times as
problematic within the current methodological frame, and an improvement in their description
has been pursued. Advances in this regard include a recent third-order energy expansion
combined with the insertion of a purely empirical correction for the interaction of hydrogen with
neighboring atoms (the so-called DFTB3 method). This extension involves the use of fitted
parameters and has been thought to be necessary for the correct characterization of hydrogen
bond interaction within DFTB. Our results indicate, however, that the systematic improvement
in the description of such interaction is possible through the development of extensions based
on fundamental grounds. Generally, a theory based on empiricism is likely to fail in situations
differing from those for which the method was originally designed. In this sense, our formalism
counts on an essential advantage. We showed in Chapter 3 that the onsite-corrected DFTB
approach can equal or even surpass the performance of DFTB3 for the reproduction of hydrogen
bond energies of water nanoparticles and small water-containing systems.
The combination of our refinement with a third-order expansion also seems to be promising
for the study of hydrogen-bonded complexes. However, this approach does not outperform
the sole application of the onsite correction (that is, up to a second-order energy expansion)
for the description of large water clusters. This is presumably because there is still room for
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improvement within second-order DFTB, and so the inclusion of third order terms do not always
necessarily leads to improvements. The further sophistication of the approximation for the
evaluation of multicenter integrals is currently under way. Within such scheme, the truncated
expansion of the two-electron integrals would enclose terms of the form (µν|κλ), where µ, ν ∈ A
and κ, λ ∈ B with A 6= B. These terms are neglected within the Mulliken approach if at least
one of the conditions µ 6= ν and κ 6= λ is met. This future prospect is expected to lead to a
further enhanced characterization of hydrogen-bonded complexes. Additionally, a systematic
analysis of other ground-state properties such as proton affinities and proton transfer barriers
will be accomplished in the future for a more ample assessment of the onsite-corrected DFTB
method. The generation of parameters specially designed for the refined formalism constitutes
another perspective. An extensive test of its performance for the description of geometries,
vibrational frequencies and electronic structures of organic molecules and periodic systems will
be accomplished.
Within TD-DFTB, the onsite correction was shown to overcome the inaccurate description
of the aforementioned electronic excitations. This was specially illustrated in Chapter 4 for
diatomic systems, for which the new formalism is essential to display a qualitatively correct ab-
sorption spectrum. The erroneous singlet-triplet degeneracy of σ → pi∗ and n→ pi∗ transitions
is also corrected within the new scheme. Additionally, during the study of the diatomic species
we unveiled a shortcoming of traditional TD-DFTB for the description of pi → pi∗ transitions.
This is the incorrect degeneracy of Σ− and ∆ excitation energies, which is also rectified within
the proposed scheme. We showed that the onsite correction improves overall upon excitation
energies and oscillator strengths. A considerable improvement in the agreement with more
sophisticated theoretical methods and experiment in terms of singlet-triplet excitation energies
was demonstrated. In this regard, the proposed approach even outperforms TD-DFT at the
PBE level and the hybrid schemes PBE0 and CAM-B3LYP. More importantly, this is accom-
plished at a substantially shorter computational time (1 to 2 orders of magnitude). The use
of the corrected TD-DFTB is hence encouraged for the study of singlet-triplet excitations of
relatively large systems. The overall accuracy of singlet-singlet excitation energies is in con-
trast similar to that reached within the original scheme. Aside from the onsite correction,
TD-DFTB has been extended here to account for fractional occupancy and spin polarization.
This will broaden the applicability of the method. For instance, the simulation of metallic or
near-metallic systems at elevated electronic temperature is now possible.
The low computational cost of TD-DFTB makes it especially suitable for the study of pho-
toinduced processes by means of quantum molecular dynamics simulations. In this regard,
the effect of the onsite correction on the calculation of energy gradients is under investigation.
The inclusion of hybrid functionals within TD-DFTB is also a promising prospect. This may
improve the overall accuracy of the method and will allow for new applications. One of those
is, for example, the development of an appropriate dressed TD-DFT-based formalism [138,231]
for the description of double-excitations. Additionally, the implementation of range-separated
functionals might enhance the description of charge-transfer excitations, which play a funda-
mental role in several photoreactions. In particular, the description of visible-light activation
of TiO2 and other photocatalysts by complexation with suitable ligands may be improved. The
development of a hybrid TD-DFTB formalism is ongoing.
Chapters 5 and 6 were devoted to the application of different density functional approaches to
get insight into the interaction of TiO2, Al2O3 and ZnO with selected compounds. PBE results
revealed that ZnO can form stable interfaces with -COOH, -SH and -PO(OH)2 anchor groups
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in the gas phase. However, many queries still remain concerning the stability of such interfaces
in an aqueous environment. Our DFTB findings on glycine adsorption on ZnO suggest that the
modification of nonpolar ZnO surfaces using bifunctional linkers needs to be carefully controlled
in order to prevent undesired electronic properties of functionalized ZnO nanostructures.
The TD-DFTB approach was employed for the study of some aspects of the photocatalytic
activity of TiO2. The reliability of the chosen methodology was demonstrated by comparison
with experimental and first-principle results. We believe that TD-DFTB might indeed become
the first-choice method for the investigation of excited-state properties of titania complexes.
On the one hand, its efficiency makes it possible to employ models with large dimensions.
This combined with the implementation of orbital constraints, allowed the computation of the
first 1200 excitation energies and oscillator strengths of systems containing up to 143 atoms
in less than one day. This task is unfeasible within an ab initio framework. On the other
hand, TD-DFTB can accurately describe the structural and electronic properties of titania.
In fact, TD-DFTB results are sometimes in better agreement with experiment than full TD-
DFT findings themselves due to a fortunate cancellation of errors. The band gaps of the two
main TiO2 polymorphs, rutile and anatase, are excellently given within TD-DFTB, and this
constitutes an important ingredient for the accurate description of near band gap excitations
of this metal oxide.
The vis-light activation of TiO2 via charge-transfer complexation with NO was demonstrated
during the present study. This has been confirmed by experimental measurements conducted
in close collaboration within this investigation. In contrast, TiO2-acetaldehyde complexes were
predicted to not absorb visible light. This is also in line with the experimental observation
of a vanishing photocatalytic activity of pure TiO2 samples for the degradation of acetalde-
hyde under visible illumination. Our results indicate that acetaldehyde may be chosen to test
the ability of TiO2-based photocatalysts to absorb visible light whereas NO would not be a
valid choice. Furthermore, the unexpected photocatalytic activity of alumina samples can be
explained by formation of CT complexes with NO.
The present study on TiO2 photocatalysis is only the first step in a promising route of research.
The use of the efficient TD-DFTB tool opens a variety of possibilities for the study of more
complex systems. The analysis of water coadsorption, as well as the effect of oxygen vacancies
or OH groups on the surfaces of titania, constitute some of the future perspectives. This
will help in unraveling many unknown aspects of photocatalysis. A very promising outlook of
methodological character is the development and implementation of orbital constraints for the
calculation of energy gradients. This combined with the parallelization of the TD-DFTB code
may eventually make it feasible to run quantum molecular dynamic simulations in the excited
state for different TiO2-pollutant complexes. In this manner, the degradation of the unwanted
species could be directly observed in the simulations.
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Appendix A
PARAMETERS γ AND W
In spin-unrestricted DFTB, the appearing two-center integrals, Γ (Eq. 3.29), which depend
on both the spin-up, ρ↑, and spin-down, ρ↓, charge densities are commonly split up into two
terms, one depending on the total density, ρ = ρ↑ + ρ↓, and the other on the spin density (or
magnetization), m = ρ↑ − ρ↓. In this manner, the method can be easily connected with its
spin-restricted version by simply setting the latter integral to zero.
This transformation is done via a change of variables from the set {ρ↑, ρ↓} to {ρ,m}; thus the
XC kernel can be expressed as follows:
δ2Exc[ρ↑, ρ↓]
δρσ(r)δρτ (r′)
=
δ2Exc[ρ,m]
δρ(r)δρ(r′)
+ δσ
δ2Exc[ρ,m]
δm(r)δρ(r′)
+ δτ
δ2Exc[ρ,m]
δρ(r)δm(r′)
+ δσδτ
δ2Exc[ρ,m]
δm(r)δm(r′)
, (A.1)
where δσ = 2δ↑σ − 1. By combining the Coulomb kernel with the second derivative of the
XC energy with respect to total density [first term in Eq. (A.1)], we obtain the γ functional
introduced in the original SCC-DFTB paper [90], whereas the last term is the kernel of the
spin constants, W [177]. Thus, the functional Γ can be written as
ΓστAl,Bl′ = γAl,Bl′ + δσδτWAl,Bl′ + 2δσδστDAl,Bl′ , (A.2)
where
γAl,Bl′ =
(
FAl
∣∣∣∣∣ 1|r− r′| + δ2Exc[ρ,m]δρ(r)δρ(r′)
∣∣∣∣
ρ0,0
∣∣∣∣∣FBl′
)
,
WAl,Bl′ =
(
FAl
∣∣∣∣∣ δ2Exc[ρ,m]δm(r)δm(r′)
∣∣∣∣
ρ0,0
∣∣∣∣∣FBl′
)
,
DAl,Bl′ =
(
FAl
∣∣∣∣∣ δ2Exc[ρ,m]δm(r)δρ(r′)
∣∣∣∣
ρ0,0
∣∣∣∣∣FBl′
)
. (A.3)
The derivatives of the XC functional are evaluated at the total density, ρ0, and magnetization,
m = 0, as the reference system is taken spin-unpolarized. Two-center contributions to W
are neglected: WAl,Bl′ = δABWAl,l′ . The parameters D contain the mixed derivative with
respect to ρ and m. If spin-orbit interactions are neglected, the XC functional must satisfy
Exc[ρ,m] = Exc[ρ,−m] and is therefore an even functional in m. This leads to D = 0 and the
Γ parameters obtain their final form as in Eq. (3.31).
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Appendix B
OBTAINING ORIGINAL DFTB
FORMALISM FROM ITS DENSITY
MATRIX FORMULATION
The spin-unrestricted Hamiltonian obtained in the original work of Ko¨hler et al. [177] can be
derived from the formalism presented in section 3.4 by substituting the KS density matrix
fluctuation, ∆P τuv = nuτδuv − P 0,τuv , and the expression (3.40) for the K¯ matrix in Eq. (4.5):
Hstσ = H
0
stσ +
∑
τ
∑
ACll′′
ΓστAl,Cl′′q
stσ
Al
(∑
u
nuτq
uuτ
Cl′′ −
∑
uv
P 0,τuv q
uvτ
Cl′′
)
. (B.1)
By using definition (3.38), the sum∑
u
nuτq
uuτ
Cl′′ =
∑
u
nuτ
∑
κ∈C,l′′
P uuτκκ
=
∑
u
nuτ
∑
κ∈C,l′′
∑
λ
cτκuc
τ
λuSκλ ≡ qτCl′′ (B.2)
yields the Mulliken population for the orbitals with quantum number l′′ and spin τ at center
C, whereas the sum∑
uv
P 0,τuv q
uvτ
Cl′′ =
1
2
∑
uv
P 0,τuv
∑
κ∈Cl′′
∑
λ
Sκλ (c
τ
κuc
τ
λv + c
τ
κvc
τ
λu)
=
∑
κ∈Cl′′
n0κτ (B.3)
yields the population for the aforementioned orbitals corresponding to the reference system.
For the latter sum, the identity,
∑
uv c
τ
κuP
0,τ
uv c
τ
λv = n
0
κτδκλ, was additionally employed. Making
use again of definition (3.38) for qstσAl in Eq. (B.1), leads to the following expression for the KS
Hamiltonian:
Hstσ =
∑
µν
cσµsc
σ
νtHµνσ, (B.4)
with
Hµνσ = H
0
µνσ +
1
2
Sµν
∑
τ
∑
Cl′′
(
ΓστAl,Cl′′ + Γ
στ
Bl′,Cl′′
)
∆qτCl′′ . (B.5)
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In Eq. (B.5), A and l (B and l′′) denote, respectively, the center and angular quantum number
of AO φµ (φν), and the spin-dependent charge fluctuation, ∆q
τ
Cl′′ = q
τ
Cl′′ −
∑
κ∈Cl′′ n
0
κτ .
By using Eq. (3.31), the Hamiltonian matrix elements, Hµνσ, can be finally expressed as
Hµνσ = H
0
µνσ +
1
2
Sµν
∑
Cl′′
(γAl,Cl′′ + γBl′,Cl′′) ∆qCl′′
+
1
2
δσSµν
∑
l′′
(WAl,l′′∆mAl′′ +WBl′,l′′∆mBl′′) , (B.6)
where ∆qCl′′ = ∆q
↑
Cl′′+∆q
↓
Cl′′ and ∆mCl′′ = ∆q
↑
Cl′′−∆q↓Cl′′ are the fluctuations of the l-resolved
atomic charge and spin populations, respectively.
Appendix C
VERTICAL EXCITATION
ENERGIES OF BENCHMARK
MOLECULES
C.1 Singlet States
C.1.1 Relative displacement of ωI with respect to ωKS
We provide in the following tables the singlet-singlet vertical excitation energies (ωI) for Thiel’s
set, obtained with TD-PBE (TZP), traditional (old) and refined TD-DFTB (new). The theo-
retical best estimates (TBE) [225] as well as some experimental results1 are additionally given
for comparison. ωKS denotes the KS orbital energy difference corresponding to the most dom-
inant single particle transition in the many body wavefunction. The benchmark set has been
divided into 4 groups as depicted in Fig. 4.3. All energies are expressed in eV.
Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Ethene
1B1u(pi → pi∗) 7.77 0.33 5.70 7.93 0.37 7.67 0.27 6.14 7.80 7.80
Butadiene
1Bu(pi → pi∗) 5.62 0.61 3.96 5.63 0.65 5.50 0.52 4.13 6.18 5.92
1Ag(pi → pi∗) 6.30 0.00 6.31 6.41 0.00 6.39 0.00 6.02 6.55
Hexatriene
1Ag(pi → pi∗) 5.07 0.00 4.90 5.04 0.00 5.04 0.00 4.78 5.09 5.21
1Bu(pi → pi∗) 4.52 0.98 3.04 4.52 0.98 4.43 0.84 3.17 5.10 4.93
1All experimental data employed along this Appendix were taken from the supporting information for
Ref. [225] (See references therein).
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Octatetraene
1Ag(pi → pi∗) 4.19 0.00 4.05 4.14 0.00 4.14 0.00 3.96 4.47 3.59
1Bu(pi → pi∗) 3.83 1.37 2.50 3.82 1.31 3.76 1.17 2.60 4.66 4.41
Cyclopropene
1B1(σ → pi∗) 6.29 <0.01 6.12 6.52 <0.01 6.44 0.00 6.44 6.76 6.45
1B2(pi → pi∗) 6.13 0.06 5.02 6.54 0.11 6.40 0.08 5.64 7.06 7.19
Cyclopentadiene
1B2(pi → pi∗) 4.94 0.09 3.82 4.91 0.13 4.78 0.09 4.01 5.55 5.30
1A1(pi → pi∗) 6.09 0.01 5.86 6.04 0.07 6.03 0.06 5.60 6.31 6.20
Norbornadiene
1A2(pi → pi∗) 4.48 0.00 3.98 5.26 0.00 5.22 0.00 4.91 5.34 5.23
1B2(pi → pi∗) 5.01 0.01 4.76 5.40 0.02 5.33 0.01 5.13 6.11 5.95
Table C.1: Singlet-singlet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group A.
Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Benzene
1B2u(pi → pi∗) 5.25 0.00 5.15 5.30 0.00 5.30 0.00 5.30 5.08 4.90
1B1u(pi → pi∗) 6.03 0.00 5.15 5.83 0.00 5.67 0.00 5.30 6.54 6.20
1E1u(pi → pi∗) 6.99 1.12 5.15 6.95 1.33 6.79 0.87 5.30 7.13 6.94
1E2g(pi → pi∗) 8.29 0.00 7.88 7.93 0.00 7.89 0.00 7.60 8.41 7.80
Naphthalene
1B3u(pi → pi∗) 4.23 <0.01 4.18 4.23 0.01 4.23 0.01 4.06 4.24 4.00
1B2u(pi → pi∗) 4.08 0.05 3.41 4.08 0.08 4.01 0.05 3.50 4.77 4.45
1Ag(pi → pi∗) 5.86 0.00 5.73 5.89 0.00 5.87 0.00 5.84 5.87 5.52
1B1g(pi → pi∗) 5.04 0.00 4.99 5.12 0.00 5.11 0.00 4.91 5.99 5.22
1B3u(pi → pi∗) 5.75 1.16 4.15 5.72 1.23 5.63 0.91 4.43 6.06 5.63
1B1g(pi → pi∗) 6.20 0.00 5.08 6.19 0.00 6.06 0.00 5.54 6.47
1B2u(pi → pi∗) 5.89 0.14 4.92 5.78 0.23 5.67 0.14 4.99 6.33 6.00
1Ag(pi → pi∗) 6.21 0.00 6.07 6.00 0.00 5.99 0.00 5.76/6.10 6.67 6.05
Furan
1B2(pi → pi∗) 6.13 0.16 4.82 6.21 0.18 6.06 0.12 5.17 6.32 6.06
1A1(pi → pi∗) 6.39 <0.01 6.06 6.53 0.01 6.49 <0.01 6.15 6.57
1A1(pi → pi∗) 8.19 0.39 6.26 8.26 0.59 8.04 0.37 6.61 8.13 7.82
Pyrrole
1A1(pi → pi∗) 6.28 <0.01 5.86 6.48 0.01 6.44 0.01 6.05 6.37
1B2(pi → pi∗) 6.37 0.17 5.09 6.54 0.17 6.39 0.11 5.49 6.57 5.98
1A1(pi → pi∗) 7.88 0.41 6.16 8.09 0.57 7.88 0.36 6.60 7.91 7.54
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Imidazole
1A”(n→ pi∗) 5.73 <0.01 5.73 6.30 <0.01 6.21 0.00 6.21 6.81
1A’ (pi → pi∗) 6.28 0.06 5.22 6.46 0.13 6.36 0.10 5.56 6.19 6.00
1A’ (pi → pi∗) 6.39 0.09 6.28 6.96 0.04 6.86 0.02 6.55 6.93 6.53
Pyridine
1B2(pi → pi∗) 5.36 0.03 4.85 5.38 0.03 5.37 0.02 5.02 4.85 4.99
1B1(n→ pi∗) 4.35 <0.01 4.05 4.70 <0.01 4.52 0.00 4.52 4.59 4.59
1A2(n→ pi∗) 4.44 0.00 4.41 4.84 0.00 4.81 0.00 4.81 5.11 5.43
1A1(pi → pi∗) 6.23 0.01 5.21 5.98 0.02 5.82 0.01 5.31 6.26 6.38
1A1(pi → pi∗) 6.54 <0.01 6.49 7.20 0.63 7.02 0.41 5.59 7.18 7.22
1B2(pi → pi∗) 7.12 0.23 5.80 7.14 0.58 7.01 0.40 5.88 7.27
Pyrazine
1B3u(n→ pi∗) 3.55 <0.01 3.24 3.91 <0.01 3.72 0.00 3.72 3.95 3.83
1Au(n→ pi∗) 4.02 0.00 4.00 4.37 0.00 4.34 0.00 4.34 4.81
1B2u(pi → pi∗) 5.26 0.07 4.50 5.27 0.09 5.24 0.07 4.68 4.64 4.81
1B2g(n→ pi∗) 5.09 0.00 4.72 5.81 0.00 5.53 0.00 5.53 5.56 5.46
1B1g(n→ pi∗) 5.54 0.00 5.48 6.20 0.00 6.15 0.00 6.15 6.60 6.10
1B1u(pi → pi∗) 6.44 0.05 5.26 6.08 0.06 5.91 0.03 5.30 6.58 6.51
1B2u(pi → pi∗) 7.20 0.03 7.17 7.57 0.54 7.46 0.38 6.50 7.60 7.67
1B1u(pi → pi∗) 7.52 0.23 5.77 7.58 0.60 7.36 0.38 5.88 7.72 7.67
Pyrimidine
1B1(n→ pi∗) 3.77 <0.01 3.58 4.37 <0.01 4.23 0.00 4.23 4.55 4.16
1A2(n→ pi∗) 3.99 0.00 3.92 4.59 0.00 4.53 0.00 4.53 4.91 4.62
1B2(pi → pi∗) 5.59 0.03 5.05 5.59 0.03 5.58 0.03 5.21 5.44 5.12
1A1(pi → pi∗) 6.49 0.04 5.39 6.22 0.03 6.05 0.02 5.50 6.95 6.70
Pyridazine
1B1(n→ pi∗) 3.12 <0.01 2.79 3.73 <0.01 3.50 0.00 3.50 3.78 3.30
1A2(n→ pi∗) 3.50 0.00 3.38 4.24 0.00 4.14 0.00 4.14 4.32
1A1(pi → pi∗) 5.46 0.02 4.92 5.37 0.03 5.36 0.02 4.96 5.18 4.90
1A2(n→ pi∗) 4.99 0.00 4.75 5.08 0.00 4.92 0.00 4.92 5.77 5.30
Triazine
1A”1(n→ pi∗) 3.81 0.00 3.80 4.61 0.00 4.59 0.00 4.59 4.60
1A”2(n→ pi∗) 4.05 0.01 3.80 4.77 0.01 4.59 0.00 4.59 4.66 4.59
1E” (n→ pi∗) 3.96 0.00 3.80 4.69 0.00 4.59 0.00 4.59 4.70 3.97
1A’2 (pi → pi∗) 5.95 0.00 5.85 5.96 0.00 5.96 0.00 5.96 5.79 5.70
Tetrazine
1B3u(n→ pi∗) 1.82 <0.01 1.52 2.58 <0.01 2.37 0.00 2.37 2.29 2.25
1Au(n→ pi∗) 2.82 0.00 2.71 3.75 0.00 3.68 0.00 3.68 3.51 3.4
1B1g(n→ pi∗) 4.10 0.00 3.74 4.89 0.00 4.63 0.00 4.63 4.73
1B2u(pi → pi∗) 5.47 0.05 4.61 5.28 0.08 5.24 0.06 4.55 4.93 5.00
1B2g(n→ pi∗) 4.77 0.00 4.60 5.25 0.00 5.08 0.00 5.08 5.20
1Au(n→ pi∗) 4.58 0.00 4.31 4.57 0.00 4.41 0.00 4.41 5.50
Table C.2: Singlet-singlet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group B.
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Formaldehyde
1A2(n→ pi∗) 3.77 0.00 3.50 4.49 0.00 4.25 0.00 4.25 3.88 3.79
1B1(σ → pi∗) 8.78 <0.01 8.19 8.69 <0.01 8.34 0.00 8.34 9.10
1A1(pi → pi∗) 8.88 0.02 8.78 9.79 0.30 9.37 0.22 7.53 9.30
Acetone
1A2(n→ pi∗) 4.20 0.00 3.96 4.71 0.00 4.49 0.00 4.49 4.40 4.38
1B1(σ → pi∗) 8.14 <0.01 7.86 7.83 0.01 7.71 0.01 7.68 9.10
1A1(pi → pi∗) 7.42 <0.01 7.35 8.46 0.31 8.31 0.24 6.94 9.40
Benzoquinone
1Au(n→ pi∗) 2.00 0.00 1.83 2.24 0.00 2.10 0.00 2.10 2.77 2.70
1B1g(n→ pi∗) 1.87 0.00 1.69 1.79 0.00 1.67 0.00 1.67 2.76 2.70
1B3g(pi → pi∗) 3.37 0.00 3.06 3.78 0.00 3.74 0.00 3.56 4.26 4.40
1B1u(pi → pi∗) 4.49 0.23 3.15 4.46 0.33 4.38 0.26 3.18 5.28 5.40
1B3u(n→ pi∗) 4.35 <0.01 4.28 4.08 <0.01 4.04 0.00 4.04 5.64
1B3g(pi → pi∗) 6.12 0.00 5.74 5.87 0.00 5.82 0.00 5.55 6.96
1B1u(pi → pi∗) 6.82 0.37 6.50 6.43 0.19 6.37 0.14 6.04 7.92 7.30
Formamide
1A”(n→ pi∗) 5.44 <0.01 5.22 5.73 <0.01 5.51 0.00 5.51 5.63 5.50
1A’ (pi → pi∗) 6.21 0.02 6.10 8.43 0.40 8.21 0.30 6.61 7.39 7.40
Acetamide
1A”(n→ pi∗) 5.39 <0.01 5.18 5.73 <0.01 5.51 <0.01 5.51 5.69 5.44
1A’ (pi → pi∗) 5.75 0.03 5.71 8.23 0.32 8.03 0.24 6.55 7.27 7.40
Propanamide
1A”(n→ pi∗) 5.41 <0.01 5.21 5.70 <0.01 5.49 <0.01 5.48 5.72 5.44
1A’ (pi → pi∗) 5.82 0.02 5.77 8.41 0.23 8.00 0.17 6.57 7.20 7.40
Table C.3: Singlet-singlet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group C.
Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Cytosine
1A’(pi → pi∗) 4.20 0.01 3.71 4.17 0.02 4.12 0.01 3.76 4.66 4.60
1A”(n→ pi∗) 3.77 <0.01 3.74 3.38 <0.01 3.36 0.00 3.36 4.87 5.00
1A”(n→ pi∗) 4.47 <0.01 4.30 4.75 <0.01 4.64 0.00 4.64 5.26
1A’(pi → pi∗) 4.91 0.06 4.22 5.23 0.08 5.18 0.07 4.61 5.62 5.60
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI fI ωKS ω
new
I f
new
I ω
old
I f
old
I ωKS
Thymine
1A”(n→ pi∗) 4.06 <0.01 3.95 3.88 <0.01 3.79 <0.01 3.79 4.82
1A’(pi → pi∗) 4.59 0.07 3.83 4.83 0.09 4.79 0.08 4.10 5.20 4.80
1A’(pi → pi∗) 5.32 0.06 4.77 5.25 0.12 5.19 0.09 4.76 6.27 5.70
1A”(n→ pi∗) 4.77 <0.01 4.72 4.32 <0.01 4.30 <0.01 4.30 6.16
1A’(pi → pi∗) 5.83 0.08 5.11 6.28 0.14 6.22 0.10 5.69 6.53 6.20
Uracil
1A”(n→ pi∗) 3.95 <0.01 3.85 3.78 <0.01 3.70 0.00 3.70 4.80 4.38
1A’(pi → pi∗) 4.76 0.06 4.01 4.88 0.03 4.85 0.02 4.66 5.35 5.10
1A’(pi → pi∗) 5.20 0.04 4.71 5.21 0.14 5.15 0.11 4.26 6.26 6.00
1A”(n→ pi∗) 4.74 <0.01 4.69 4.26 <0.01 4.24 0.00 4.24 6.10
1A’(pi → pi∗) 5.87 0.01 5.87 6.56 0.13 6.49 0.09 5.94 6.70 6.60
1A”(n→ pi∗) 5.22 <0.01 5.13 5.46 <0.01 5.38 0.00 5.38 6.56
Adenine
1A”(n→ pi∗) 4.28 <0.01 4.21 4.64 <0.01 4.59 0.00 4.59 5.12 5.40
1A’(pi → pi∗) 4.57 0.12 3.86 4.83 0.22 4.77 0.18 4.11 5.25 4.63
1A’(pi → pi∗) 5.00 0.05 4.55 5.11 0.03 5.09 0.02 4.85 5.25 4.92
1A”(n→ pi∗) 5.03 <0.01 4.90 5.42 <0.01 5.33 0.00 5.33 5.75
Table C.4: Singlet-singlet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group D.
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C.1.2 Vertical excitation energies and oscillator strengths
In this section we provide the singlet-singlet vertical excitation energies (ωI) and oscillator
strengths (fI) for the chosen benchmark set, obtained with traditional (old) and refined TD-
DFTB (new). As reference values, we additionally report TD-DFT results using three different
exchange-correlation functionals, PBE (TZP), PBE0(TZP) and CAM-B3LYP(6-311G**). Re-
sults obtained with TD-DFT (CAM-B3LYP/6-311G**) in the Tamm-Damcoff approximation
(TDA) are also given, along with the TBEs and some experimental results. The benchmark
set has been divided into 4 groups as depicted in Fig. 4.3. All energies are expressed in eV.
Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Ethene
1B1u(pi → pi∗) 7.93 0.37 7.67 0.27 7.77 0.33 7.79 0.37 7.97 0.38 8.61 0.59 7.80 7.80
Butadiene
1Bu(pi → pi∗) 5.63 0.65 5.50 0.52 5.62 0.61 5.83 0.69 6.03 0.70 6.52 1.05 6.18 5.92
1Ag(pi → pi∗) 6.41 0.00 6.39 0.00 6.30 0.00 7.03 0.00 7.71 0.00 7.73 0.00 6.55
Hexatriene
1Ag(pi → pi∗) 5.04 0.00 5.04 0.00 5.07 0.00 5.90 0.00 6.64 0.00 6.67 0.00 5.09 5.21
1Bu(pi → pi∗) 4.52 0.98 4.43 0.84 4.52 0.98 4.77 1.09 4.97 1.11 5.39 1.63 5.10 4.93
Octatetraene
1Ag(pi → pi∗) 4.14 0.00 4.14 0.00 4.19 0.00 5.04 0.00 5.83 0.00 5.86 0.00 4.47 3.59
1Bu(pi → pi∗) 3.82 1.31 3.76 1.17 3.83 1.37 4.09 1.50 4.31 1.53 4.67 2.23 4.66 4.41
Cyclopropene
1B1(σ → pi∗) 6.52 <0.01 6.44 0.00 6.29 <0.01 6.55 <0.01 6.66 <0.01 6.69 <0.01 6.76 6.45
1B2(pi → pi∗) 6.54 0.11 6.40 0.08 6.13 0.06 6.40 0.08 6.62 0.08 6.98 0.11 7.06 7.19
Cyclopentadiene
1B2(pi → pi∗) 4.91 0.13 4.78 0.09 4.94 0.09 5.11 0.09 5.22 0.09 5.62 0.14 5.55 5.30
1A1(pi → pi∗) 6.04 0.07 6.03 0.06 6.09 0.01 6.69 0.01 7.07 0.02 7.09 0.02 6.31 6.20
Norbornadiene
1A2(pi → pi∗) 5.26 0.00 5.22 0.00 4.48 0.00 4.91 0.00 5.21 0.00 5.41 0.00 5.34 5.23
1B2(pi → pi∗) 5.40 0.02 5.33 0.01 5.01 0.01 5.66 0.01 6.11 0.03 6.17 0.02 6.11 5.95
MSD
(PBE) 0.15 0.07
(TBE) -0.37 -0.45 -0.52 -0.09 0.26 0.49
(Exp.) -0.20 -0.26 -0.35 0.05 0.34 0.63
RMS
(PBE) 0.28 0.25
(TBE) 0.47 0.53 0.62 0.48 0.72 0.75
(Exp.) 0.39 0.46 0.56 0.56 0.80 0.90
Table C.5: Singlet-singlet vertical excitation energies and oscillator strengths for Group A.
Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Benzene
1B2u(pi → pi∗) 5.30 0.00 5.30 0.00 5.25 0.00 5.49 0.00 5.54 0.00 5.59 0.00 5.08 4.90
1B1u(pi → pi∗) 5.83 0.00 5.67 0.00 6.03 0.00 6.20 0.00 6.28 0.00 6.52 0.00 6.54 6.20
1E1u(pi → pi∗) 6.95 1.33 6.79 0.87 6.99 1.12 7.16 1.22 7.29 1.20 7.93 1.96 7.13 6.94
1E2g(pi → pi∗) 7.93 0.00 7.89 0.00 8.29 0.00 9.13 0.00 9.60 0.00 9.73 0.00 8.41 7.80
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Naphthalene
1B3u(pi → pi∗) 4.23 0.01 4.23 0.01 4.23 <0.01 4.52 <0.01 4.61 <0.01 4.67 <0.01 4.24 4.00
1B2u(pi → pi∗) 4.08 0.08 4.01 0.05 4.08 0.05 4.45 0.07 4.66 0.08 4.90 0.09 4.77 4.45
1Ag(pi → pi∗) 5.89 0.00 5.87 0.00 5.86 0.00 6.32 0.00 6.55 0.00 6.58 0.00 5.87 5.52
1B1g(pi → pi∗) 5.12 0.00 5.11 0.00 5.04 0.00 5.77 0.00 6.40 0.00 6.43 0.00 5.99 5.22
1B3u(pi → pi∗) 5.72 1.23 5.63 0.91 5.75 1.16 6.02 1.29 6.17 1.30 6.69 2.05 6.06 5.63
1B1g(pi → pi∗) 6.19 0.00 6.06 0.00 6.20 0.00 6.43 0.00 6.60 0.00 6.92 0.00 6.47
1B2u(pi → pi∗) 5.78 0.23 5.67 0.14 5.89 0.14 6.23 0.20 6.41 0.25 6.80 0.36 6.33 6.00
1Ag(pi → pi∗) 6.00 0.00 5.99 0.00 6.21 0.00 7.07 0.00 7.72 0.00 7.88 0.00 6.67 6.05
Furan
1B2(pi → pi∗) 6.21 0.18 6.06 0.12 6.13 0.16 6.25 0.16 6.37 0.15 6.78 0.22 6.32 6.06
1A1(pi → pi∗) 6.53 0.01 6.49 <0.01 6.39 <0.01 6.86 <0.01 7.11 <0.01 7.19 <0.01 6.57
1A1(pi → pi∗) 8.26 0.59 8.04 0.37 8.19 0.39 8.37 0.45 8.54 0.45 9.18 0.66 8.13 7.82
Pyrrole
1A1(pi → pi∗) 6.48 0.01 6.44 0.01 6.28 <0.01 6.68 <0.01 6.90 <0.01 6.99 <0.01 6.37
1B2(pi → pi∗) 6.54 0.17 6.39 0.11 6.37 0.17 6.51 0.18 6.63 0.16 7.01 0.21 6.57 5.98
1A1(pi → pi∗) 8.09 0.57 7.88 0.36 7.88 0.41 8.07 0.46 8.28 0.46 8.88 0.70 7.91 7.54
Imidazole
1A”(n→ pi∗) 6.30 <0.01 6.21 0.00 5.73 <0.01 6.32 <0.01 6.54 <0.01 6.55 <0.01 6.81
1A’ (pi → pi∗) 6.46 0.13 6.36 0.10 6.28 0.06 6.57 0.15 6.72 0.15 7.03 0.18 6.19 6.00
1A’ (pi → pi∗) 6.96 0.04 6.86 0.02 6.39 0.09 7.18 0.03 7.33 0.02 7.50 0.05 6.93 6.53
Pyridine
1B2(pi → pi∗) 5.38 0.03 5.37 0.02 5.36 0.03 5.58 0.04 5.61 0.04 5.71 0.03 4.85 4.99
1B1(n→ pi∗) 4.70 <0.01 4.52 0.00 4.35 <0.01 4.87 <0.01 5.07 <0.01 5.13 <0.01 4.59 4.59
1A2(n→ pi∗) 4.84 0.00 4.81 0.00 4.44 0.00 5.23 0.00 5.48 0.00 5.49 0.00 5.11 5.43
1A1(pi → pi∗) 5.98 0.02 5.82 0.01 6.23 0.01 6.41 0.02 6.48 0.02 6.74 0.02 6.26 6.38
1A1(pi → pi∗) 7.20 0.63 7.02 0.41 6.54 <0.01 7.43 0.48 7.55 0.49 8.11 0.48 7.18 7.22
1B2(pi → pi∗) 7.14 0.58 7.01 0.40 7.12 0.23 7.40 0.47 7.52 0.48 8.07 0.78 7.27
Pyrazine
1B3u(n→ pi∗) 3.91 <0.01 3.72 0.00 3.55 <0.01 4.00 0.01 4.19 <0.01 4.26 <0.01 3.95 3.83
1Au(n→ pi∗) 4.37 0.00 4.34 0.00 4.02 0.00 4.78 0.00 5.03 0.00 5.04 0.00 4.81
1B2u(pi → pi∗) 5.27 0.09 5.24 0.07 5.26 0.07 5.44 0.10 5.46 0.09 5.63 0.11 4.64 4.81
1B2g(n→ pi∗) 5.81 0.00 5.53 0.00 5.09 0.00 5.66 0.00 5.82 0.00 5.91 0.00 5.56 5.46
1B1g(n→ pi∗) 6.20 0.00 6.15 0.00 5.54 0.00 6.58 0.00 6.88 0.00 6.89 0.00 6.60 6.10
1B1u(pi → pi∗) 6.08 0.06 5.91 0.03 6.44 0.05 6.60 0.06 6.65 0.07 6.95 0.08 6.58 6.51
1B2u(pi → pi∗) 7.57 0.54 7.46 0.38 7.20 0.03 7.91 0.30 8.00 0.35 8.45 0.50 7.60 7.67
1B1u(pi → pi∗) 7.58 0.60 7.36 0.38 7.52 0.23 7.79 0.38 7.90 0.36 8.54 0.55 7.72 7.67
Pyrimidine
1B1(n→ pi∗) 4.37 <0.01 4.23 0.00 3.77 <0.01 4.34 0.01 4.55 <0.01 4.60 <0.01 4.55 4.16
1A2(n→ pi∗) 4.59 0.00 4.53 0.00 3.99 0.00 4.70 0.00 4.91 0.00 4.94 0.00 4.91 4.62
1B2(pi → pi∗) 5.59 0.03 5.58 0.03 5.59 0.03 5.83 0.04 5.85 0.03 5.95 0.03 5.44 5.12
1A1(pi → pi∗) 6.22 0.03 6.05 0.02 6.49 0.04 6.69 0.04 6.76 0.04 7.05 0.05 6.95 6.70
Pyridazine
1B1(n→ pi∗) 3.73 <0.01 3.50 0.00 3.12 <0.01 3.66 0.01 3.82 <0.01 3.91 <0.01 3.78 3.30
1A2(n→ pi∗) 4.24 0.00 4.14 0.00 3.50 0.00 4.30 0.00 4.55 0.00 4.58 0.00 4.32
1A1(pi → pi∗) 5.37 0.03 5.36 0.02 5.46 0.02 5.70 0.02 5.71 0.02 5.81 0.02 5.18 4.90
1A2(n→ pi∗) 5.08 0.00 4.92 0.00 4.99 0.00 5.53 0.00 5.74 0.00 5.78 0.00 5.77 5.30
Triazine
1A”1(n→ pi∗) 4.61 0.00 4.59 0.00 3.81 0.00 4.56 0.00 4.75 0.00 4.77 0.00 4.60
1A”2(n→ pi∗) 4.77 0.01 4.59 0.00 4.05 0.01 4.63 0.02 4.85 0.02 4.90 0.02 4.66 4.59
1E” (n→ pi∗) 4.69 0.00 4.59 0.00 3.96 0.00 4.63 0.00 4.84 0.00 4.87 0.00 4.70 3.97
1A’2 (pi → pi∗) 5.96 0.00 5.96 0.00 5.95 0.00 6.24 0.00 6.25 0.00 6.30 0.00 5.79 5.70
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Tetrazine
1B3u(n→ pi∗) 2.58 <0.01 2.37 0.00 1.82 <0.01 2.28 0.01 2.44 <0.01 2.54 <0.01 2.29 2.25
1Au(n→ pi∗) 3.75 0.00 3.68 0.00 2.82 0.00 3.61 0.00 3.86 0.00 3.90 0.00 3.51 3.4
1B1g(n→ pi∗) 4.89 0.00 4.63 0.00 4.10 0.00 4.86 0.00 5.01 0.00 5.12 0.00 4.73
1B2u(pi → pi∗) 5.28 0.08 5.24 0.06 5.47 0.05 5.66 0.07 5.63 0.06 5.83 0.07 4.93 5.00
1B2g(n→ pi∗) 5.25 0.00 5.08 0.00 4.77 0.00 5.40 0.00 5.57 0.00 5.62 0.00 5.20
1Au(n→ pi∗) 4.57 0.00 4.41 0.00 4.58 0.00 5.13 0.00 5.32 0.00 5.38 0.00 5.50
MSD
(PBE) 0.23 0.12
(TBE) 0.12 -0.23 -0.35 0.12 0.28 0.48
(Exp.) 0.13 0.02 -0.06 0.38 0.44 0.76
RMS
(PBE) 0.41 0.36
(TBE) 0.37 0.43 0.54 0.31 0.41 0.59
(Exp.) 0.35 0.34 0.39 0.49 0.59 0.85
Table C.6: Singlet-singlet vertical excitation energies and oscillator strengths for Group B.
Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Formaldehyde
1A2(n→ pi∗) 4.49 0.00 4.25 0.00 3.77 0.00 3.87 0.00 3.88 0.00 3.91 0.00 3.88 3.79
1B1(σ → pi∗) 8.69 <0.01 8.34 0.00 8.78 <0.01 8.96 <0.01 9.01 <0.01 9.10 <0.01 9.10
1A1(pi → pi∗) 9.79 0.30 9.37 0.22 8.88 0.02 9.35 0.03 9.37 <0.01 9.57 <0.01 9.30
Acetone
1A2(n→ pi∗) 4.71 0.00 4.49 0.00 4.20 0.00 4.36 0.00 4.38 0.00 4.41 0.00 4.40 4.38
1B1(σ → pi∗) 7.83 0.01 7.71 0.01 8.14 <0.01 8.69 <0.01 8.87 <0.01 8.93 <0.01 9.10
1A1(pi → pi∗) 8.46 0.31 8.31 0.24 7.42 <0.01 8.51 0.03 8.80 0.06 8.91 0.03 9.40
Benzoquinone
1Au(n→ pi∗) 2.24 0.00 2.10 0.00 2.00 0.00 2.65 0.00 2.97 0.00 3.00 0.00 2.77 2.70
1B1g(n→ pi∗) 1.79 0.00 1.67 0.00 1.87 0.00 2.48 0.00 2.80 0.00 2.84 0.00 2.76 2.70
1B3g(pi → pi∗) 3.78 0.00 3.74 0.00 3.37 0.00 3.84 0.00 4.15 0.00 4.29 0.00 4.26 4.40
1B1u(pi → pi∗) 4.46 0.33 4.38 0.26 4.49 0.23 4.93 0.35 5.24 0.41 5.60 0.49 5.28 5.40
1B3u(n→ pi∗) 4.08 <0.01 4.04 0.00 4.35 <0.01 5.62 <0.01 6.19 <0.01 6.21 <0.01 5.64
1B3g(pi → pi∗) 5.87 0.00 5.82 0.00 6.12 0.00 6.77 0.00 7.10 0.00 7.23 0.00 6.96
1B1u(pi → pi∗) 6.43 0.19 6.37 0.14 6.82 0.37 7.40 0.57 7.72 0.54 8.23 1.03 7.92 7.30
Formamide
1A”(n→ pi∗) 5.73 <0.01 5.51 0.00 5.44 <0.01 5.59 <0.01 5.61 <0.01 5.64 <0.01 5.63 5.50
1A’ (pi → pi∗) 8.43 0.40 8.21 0.30 6.21 0.02 7.28 <0.01 7.56 <0.01 7.65 <0.01 7.39 7.40
Acetamide
1A”(n→ pi∗) 5.73 <0.01 5.51 <0.01 5.39 <0.01 5.62 <0.01 5.66 <0.01 5.68 <0.01 5.69 5.44
1A’ (pi → pi∗) 8.23 0.32 8.03 0.24 5.75 0.03 7.02 0.02 7.45 0.03 7.46 0.03 7.27 7.40
Propanamide
1A”(n→ pi∗) 5.70 <0.01 5.49 <0.01 5.41 <0.01 5.65 <0.01 5.71 <0.01 5.73 <0.01 5.72 5.44
1A’ (pi → pi∗) 8.41 0.23 8.00 0.17 5.82 0.02 7.07 0.02 7.51 0.02 7.54 0.02 7.20 7.40
MSD
(PBE) 0.56 0.37
(TBE) -0.25 -0.44 -0.81 -0.21 0.02 0.12
(Exp.) 0.07 -0.08 -0.67 -0.11 0.07 0.21
RMS
(PBE) 1.06 0.93
(TBE) 0.88 0.88 0.96 0.31 0.23 0.25
(Exp.) 0.70 0.64 0.88 0.27 0.17 0.31
Table C.7: Singlet-singlet vertical excitation energies and oscillator strengths for Group C.
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI f
new
I ω
old
I f
old
I ωI fI ωI fI ωI fI ωI fI
Cytosine
1A’(pi → pi∗) 4.17 0.02 4.12 0.01 4.20 0.01 4.77 0.04 5.01 0.06 5.20 0.07 4.66 4.60
1A”(n→ pi∗) 3.38 <0.01 3.36 0.00 3.77 <0.01 4.92 <0.01 5.27 <0.01 5.29 <0.01 4.87 5.00
1A”(n→ pi∗) 4.75 <0.01 4.64 0.00 4.47 <0.01 5.32 <0.01 5.88 <0.01 5.90 <0.01 5.26
1A’(pi → pi∗) 5.23 0.08 5.18 0.07 4.91 0.06 5.57 0.10 5.95 0.12 6.14 0.12 5.62 5.60
Thymine
1A”(n→ pi∗) 3.88 <0.01 3.79 <0.01 4.06 <0.01 4.79 <0.01 5.05 <0.01 5.07 <0.01 4.82
1A’(pi → pi∗) 4.83 0.09 4.79 0.08 4.59 0.07 5.11 0.15 5.33 0.18 5.59 0.22 5.20 4.80
1A’(pi → pi∗) 5.25 0.12 5.19 0.09 5.32 0.06 6.16 0.07 6.65 0.07 6.81 0.12 6.27 5.70
1A”(n→ pi∗) 4.32 <0.01 4.30 <0.01 4.77 <0.01 6.02 <0.01 6.39 <0.01 6.40 <0.01 6.16
1A’(pi → pi∗) 6.28 0.14 6.22 0.10 5.83 0.08 6.46 0.16 6.82 0.18 7.00 0.19 6.53 6.20
Uracil
1A”(n→ pi∗) 3.78 <0.01 3.70 0.00 3.95 <0.01 4.73 <0.01 4.99 <0.01 5.02 <0.01 4.80 4.38
1A’(pi → pi∗) 4.88 0.03 4.85 0.02 4.76 0.06 5.30 0.14 5.50 0.18 5.75 0.21 5.35 5.10
1A’(pi → pi∗) 5.21 0.14 5.15 0.11 5.20 0.04 6.06 0.04 6.56 0.04 6.70 0.06 6.26 6.00
1A”(n→ pi∗) 4.26 <0.01 4.24 0.00 4.74 <0.01 5.94 0.00 6.30 <0.01 6.32 <0.01 6.10
1A’(pi → pi∗) 6.56 0.13 6.49 0.09 5.87 0.01 6.66 0.13 7.04 0.14 7.22 0.17 6.70 6.60
1A”(n→ pi∗) 5.46 <0.01 5.38 0.00 5.22 <0.01 6.36 0.00 6.82 <0.01 6.82 <0.01 6.56
Adenine
1A”(n→ pi∗) 4.64 <0.01 4.59 0.00 4.28 <0.01 5.10 <0.01 5.37 <0.01 5.40 <0.01 5.12 5.40
1A’(pi → pi∗) 4.83 0.22 4.77 0.18 4.57 0.12 5.13 0.22 5.39 0.25 5.55 0.06 5.25 4.63
1A’(pi → pi∗) 5.11 0.03 5.09 0.02 5.00 0.05 5.38 0.05 5.50 0.04 5.67 0.29 5.25 4.92
1A”(n→ pi∗) 5.42 <0.01 5.33 0.00 5.03 <0.01 5.73 <0.01 5.98 <0.01 6.01 <0.01 5.75
MSD
(PBE) 0.09 0.03
(TBE) -0.75 -0.81 -0.84 -0.06 0.28 0.39
(Exp.) -0.37 -0.29 -0.51 0.18 0.34 0.65
RMS
(PBE) 0.32 0.30
(TBE) 0.91 0.96 0.89 0.11 0.30 0.41
(Exp.) 0.61 0.64 0.63 0.30 0.45 0.70
Table C.8: Singlet-singlet vertical excitation energies and oscillator strengths for Group D.
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C.2 Triplet States
C.2.1 Relative displacement of ωI with respect to ωKS
In this section we provide the singlet-triplet vertical excitation energies (ωI) for the chosen
benchmark set, obtained with TD-PBE (TZP), traditional (old) and refined TD-DFTB (new).
The TBEs as well as some experimental results are additionally given for comparison. ωKS
denotes the KS orbital energy difference corresponding to the most dominant single particle
transition in the many body wavefunction. The benchmark set has been divided into groups
A, B and C as depicted in Fig. 4.3. All energies are expressed in eV.
Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI ωKS ω
new
I ω
old
I ωKS
Ethene
3B1u(pi → pi∗) 4.24 5.70 4.51 5.32 6.14 4.50 4.60
Butadiene
3Bu(pi → pi∗) 2.95 3.96 3.09 3.64 4.13 3.20 3.22
3Ag(pi → pi∗) 5.03 6.19 4.99 5.57 6.02 5.08 4.91
Hexatriene
3Ag(pi → pi∗) 4.05 4.90 4.00 4.46 4.78 4.15 4.11
3Bu(pi → pi∗) 2.27 3.04 2.39 2.82 3.17 2.40 2.61
Octatetraene
3Ag(pi → pi∗) 3.36 4.05 3.32 3.71 3.96 3.55 3.55
3Bu(pi → pi∗) 1.86 2.50 1.97 2.33 2.60 2.20 2.10
Cyclopropene
3B1(σ → pi∗) 5.80 6.12 6.24 6.44 6.44 6.62
3B2(pi → pi∗) 3.81 5.02 4.39 5.04 5.64 4.34 4.16
Cyclopentadiene
3B2(pi → pi∗) 2.90 3.82 3.07 3.58 4.01 3.25 3.10
3A1(pi → pi∗) 4.89 5.86 4.83 5.28 5.60 5.09
Norbornadiene
3A2(pi → pi∗) 3.17 3.98 3.93 4.52 4.91 3.72 3.47
3B2(pi → pi∗) 3.78 4.76 4.09 4.68 5.13 4.16 3.90
Table C.9: Singlet-triplet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group A.
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI ωKS ω
new
I ω
old
I ωKS
Benzene
3B2u(pi → pi∗) 4.96 5.15 5.30 5.30 5.30 5.88 5.60
3B1u(pi → pi∗) 4.01 5.15 4.11 4.71 5.30 4.15 3.94
3E1u(pi → pi∗) 4.63 5.15 4.82 5.06 5.30 4.86 4.76
3E2g(pi → pi∗) 7.17 7.88 6.90 7.27 7.60 7.51
Naphthalene
3B3u(pi → pi∗) 3.83 4.15 3.87 3.98 4.06 4.18
3B2u(pi → pi∗) 2.81 3.41 2.91 3.24 3.50 3.11
3Ag(pi → pi∗) 5.28 5.73 5.23 5.54 5.76 5.52
3B1g(pi → pi∗) 4.24 4.99 4.29 4.65 4.91 4.47
3B3u(pi → pi∗) 4.04 4.18 4.34 4.38 4.43 5.11
3B1g(pi → pi∗) 5.01 5.08 5.33 5.40 5.54 6.48
3B2u(pi → pi∗) 4.35 4.92 4.43 4.71 4.99 4.64
3Ag(pi → pi∗) 5.61 6.07 5.60 5.74 5.84 6.47
3B1g(pi → pi∗) 6.33 6.84 6.20 6.47 6.69 6.76
3Ag(pi → pi∗) 5.68 5.85 6.00 6.03 6.10 6.79
Furan
3B2(pi → pi∗) 3.91 4.82 4.30 4.76 5.17 4.17 4.02
3A1(pi → pi∗) 5.29 6.06 5.52 5.90 6.15 5.48 5.22
Pyrrole
3A1(pi → pi∗) 5.28 5.86 5.55 5.83 6.05 5.51 5.10
3B2(pi → pi∗) 4.24 5.09 4.64 5.08 5.49 4.48 4.21
Imidazole
3A”(n→ pi∗) 5.51 5.77 6.06 6.21 6.21 6.37
3A’ (pi → pi∗) 4.39 5.22 4.75 5.18 5.56 4.69
3A’ (pi → pi∗) 5.44 6.18 5.82 6.19 6.55 5.79
3A’ (pi → pi∗) 5.94 6.51 6.20 6.42 6.64 6.55
Pyridine
3B2(pi → pi∗) 4.45 4.85 4.70 4.88 5.02 4.64 4.84
3B1(n→ pi∗) 3.68 4.05 4.25 4.52 4.52 4.25
3A2(n→ pi∗) 4.30 4.41 4.73 4.81 4.81 5.28
3A1(pi → pi∗) 4.13 5.21 4.25 4.83 5.31 4.06 4.10
3A1(pi → pi∗) 4.80 5.44 4.99 5.26 5.59 4.91
3B2(pi → pi∗) 5.48 5.80 5.70 5.78 5.88 6.08
Tetrazine
3B3u(n→ pi∗) 1.08 1.52 2.07 2.37 2.37 1.89 1.69
3Au(n→ pi∗) 2.48 2.71 3.53 3.68 3.68 3.52 2.90
3B1g(n→ pi∗) 3.30 3.74 4.31 4.63 4.63 4.21 3.60
3B1u(n→ pi∗) 4.32 5.57 4.26 4.85 5.32 4.54
3B2u(pi → pi∗) 4.14 4.61 4.20 4.39 4.55 4.93
3B2g(n→ pi∗) 4.17 4.60 4.74 5.08 5.08 5.03
3Au(n→ pi∗) 3.98 4.31 4.20 4.41 4.41 4.33
3B1u(n→ pi∗) 5.15 5.80 5.24 5.52 5.86 5.38
Table C.10: Singlet-triplet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group B.
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Molecule / Transition TD-DFT TD-DFTB TBE Exp.
ωI ωKS ω
new
I ω
old
I ωKS
Formaldehyde
3A2(n→ pi∗) 3.01 3.50 3.90 4.25 4.25 3.50 3.50
3A1(pi → pi∗) 5.56 7.24 5.94 6.74 7.53 5.87 5.82
Acetone
3A2(n→ pi∗) 3.55 3.96 4.16 4.49 4.49 4.05 4.16
3A1(pi → pi∗) 5.63 6.87 5.82 6.41 6.94 6.03 5.88
Benzoquinone
3Au(n→ pi∗) 1.54 1.83 1.87 2.10 2.10 2.62 2.32
3B1g(n→ pi∗) 1.41 1.69 1.46 1.67 1.67 2.51 2.28
3B3g(pi → pi∗) 2.63 3.06 3.08 3.36 3.56 3.41
3B1u(pi → pi∗) 2.46 3.15 2.55 2.91 3.18 2.96
Formamide
3A”(n→ pi∗) 4.85 5.22 5.20 5.51 5.51 5.36 5.30
3A’ (pi → pi∗) 5.21 5.99 5.88 6.26 6.61 5.74
Acetamide
3A”(n→ pi∗) 4.84 5.18 5.21 5.51 5.51 5.42
3A’ (pi → pi∗) 5.27 5.96 5.84 6.21 6.55 5.88
Propanamide
3A”(n→ pi∗) 4.87 5.21 5.18 5.48 5.48 5.45
3A’ (pi → pi∗) 5.28 5.95 5.86 6.23 6.57 5.90
Table C.11: Singlet-triplet vertical excitation energies compared to energy difference of most
dominant single particle transition for Group C.
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C.2.2 Vertical excitation energies
In this section we provide the singlet-triplet vertical excitation energies (ωI) for the chosen
benchmark set, obtained with traditional (old), refined TD-DFTB (new) and TD-DFT at three
different levels (PBE/TZP, PBE0/TZP and CAM-B3LYP/6-311G**). Results obtained with
TD-DFT (CAM-B3LYP/6-311G**) in the TDA are also given, along with the TBEs and some
experimental findings. The benchmark set has been divided into groups A, B and C as depicted
in Fig. 4.3. All energies are expressed in eV.
Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI ω
old
I
Ethene
3B1u(pi → pi∗) 4.51 5.32 4.24 3.82 3.90 4.36 4.50 4.60
Butadiene
3Bu(pi → pi∗) 3.09 3.64 2.95 2.56 2.60 3.15 3.20 3.22
3Ag(pi → pi∗) 4.99 5.57 5.03 4.71 4.75 5.05 5.08 4.91
Hexatriene
3Ag(pi → pi∗) 4.00 4.46 4.05 3.78 3.80 4.15 4.15 4.11
3Bu(pi → pi∗) 2.39 2.82 2.27 1.89 1.86 2.51 2.40 2.61
Octatetraene
3Ag(pi → pi∗) 3.32 3.71 3.36 3.10 3.10 3.49 3.55 3.55
3Bu(pi → pi∗) 1.97 2.33 1.86 1.47 1.39 2.12 2.20 2.10
Cyclopropene
3B1(σ → pi∗) 6.24 6.44 5.80 6.04 6.18 6.22 6.62
3B2(pi → pi∗) 4.39 5.04 3.81 3.53 3.64 4.07 4.34 4.16
Cyclopentadiene
3B2(pi → pi∗) 3.07 3.58 2.90 2.56 2.60 3.06 3.25 3.10
3A1(pi → pi∗) 4.83 5.28 4.89 4.63 4.67 4.95 5.09
Norbornadiene
3A2(pi → pi∗) 3.93 4.52 3.17 2.94 3.05 3.45 3.72 3.47
3B2(pi → pi∗) 4.09 4.68 3.78 3.44 3.50 3.96 4.16 3.90
MSD
(PBE) 0.21 0.71
(TBE) -0.11 0.39 -0.32 -0.60 -0.56 -0.13
(Exp.) 0.00 0.54 -0.21 -0.54 -0.50 -0.03
RMS
(PBE) 0.32 0.78
(TBE) 0.18 0.48 0.38 0.62 0.57 0.19
(Exp.) 0.21 0.61 0.25 0.56 0.53 0.10
Table C.12: Singlet-triplet vertical excitation energies for Group A.
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI ω
old
I
Benzene
3B2u(pi → pi∗) 5.30 5.30 4.96 5.14 5.16 5.25 5.88 5.60
3B1u(pi → pi∗) 4.11 4.71 4.01 3.59 3.55 4.12 4.15 3.94
3E1u(pi → pi∗) 4.82 5.06 4.63 4.71 4.80 4.86 4.86 4.76
3E2g(pi → pi∗) 6.90 7.27 7.17 7.34 7.44 7.45 7.51
Naphthalene
3B3u(pi → pi∗) 3.87 3.98 3.83 3.96 4.07 4.14 4.18
3B2u(pi → pi∗) 2.91 3.24 2.81 2.55 2.50 3.03 3.11
3Ag(pi → pi∗) 5.23 5.54 5.28 5.32 5.39 5.48 5.52
3B1g(pi → pi∗) 4.29 4.65 4.24 4.09 4.12 4.40 4.47
3B3u(pi → pi∗) 4.34 4.38 4.04 4.27 4.32 4.42 5.11
3B1g(pi → pi∗) 5.33 5.40 5.01 5.74 6.38 6.39 6.48
3B2u(pi → pi∗) 4.43 4.71 4.35 4.40 4.50 4.64 4.64
3Ag(pi → pi∗) 5.60 5.74 5.61 6.05 6.26 6.31 6.47
3B1g(pi → pi∗) 6.20 6.47 6.33 6.60 6.84 6.93 6.76
3Ag(pi → pi∗) 6.00 6.03 5.68 6.17 6.69 6.78 6.79
Furan
3B2(pi → pi∗) 4.30 4.76 3.91 3.59 3.60 3.99 4.17 4.02
3A1(pi → pi∗) 5.52 5.90 5.29 5.17 5.21 5.37 5.48 5.22
Pyrrole
3A1(pi → pi∗) 5.55 5.83 5.28 5.26 5.31 5.42 5.51 5.10
3B2(pi → pi∗) 4.64 5.08 4.24 3.98 3.97 4.32 4.48 4.21
Imidazole
3A”(n→ pi∗) 6.06 6.21 5.51 5.89 5.99 6.06 6.37
3A’ (pi → pi∗) 4.75 5.18 4.39 4.16 4.17 4.50 4.69
3A’ (pi → pi∗) 5.82 6.19 5.44 5.42 5.52 5.67 5.79
3A’ (pi → pi∗) 6.20 6.42 5.94 5.99 6.04 6.20 6.55
Pyridine
3B2(pi → pi∗) 4.70 4.88 4.45 4.52 4.57 4.64 4.64 4.84
3B1(n→ pi∗) 4.25 4.52 3.68 4.05 4.24 4.31 4.25
3A2(n→ pi∗) 4.73 4.81 4.30 5.06 5.32 5.35 5.28
3A1(pi → pi∗) 4.25 4.83 4.13 3.70 3.67 4.24 4.06 4.10
3A1(pi → pi∗) 4.99 5.26 4.80 4.85 4.93 5.00 4.91
3B2(pi → pi∗) 5.70 5.78 5.48 5.68 5.73 5.80 6.08
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI ω
old
I
Tetrazine
3B3u(n→ pi∗) 2.07 2.37 1.08 1.38 1.56 1.69 1.89 1.69
3Au(n→ pi∗) 3.53 3.68 2.48 3.14 3.39 3.45 3.52 2.90
3B1g(n→ pi∗) 4.31 4.63 3.30 3.66 3.78 3.89 4.21 3.60
3B1u(n→ pi∗) 4.26 4.85 4.32 3.61 3.54 4.28 4.54
3B2u(pi → pi∗) 4.20 4.39 4.14 4.05 4.02 4.15 4.93
3B2g(n→ pi∗) 4.74 5.08 4.17 4.50 4.68 4.77 5.03
3Au(n→ pi∗) 4.20 4.41 3.98 4.47 4.69 4.76 4.33
3B1u(n→ pi∗) 5.24 5.52 5.15 5.25 5.32 5.38 5.38
MSD
(PBE) 0.28 0.55
(TBE) -0.24 0.03 -0.52 -0.41 -0.30 -0.13
(Exp.) 0.26 0.59 -0.19 -0.18 -0.12 0.11
RMS
(PBE) 0.41 0.63
(TBE) 0.41 0.45 0.63 0.48 0.42 0.26
(Exp.) 0.38 0.69 0.33 0.29 0.31 0.25
Table C.13: Singlet-triplet vertical excitation energies for Group B.
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Molecule / Trans. TD-DFTB PBE PBE0 CAM-B3LYP TDA TBE Exp.
ωnewI ω
old
I
Formaldehyde
3A2(n→ pi∗) 3.90 4.25 3.01 3.07 3.10 3.18 3.50 3.50
3A1(pi → pi∗) 5.94 6.74 5.56 4.97 5.08 5.58 5.87 5.82
Acetone
3A2(n→ pi∗) 4.16 4.49 3.55 3.66 3.70 3.77 4.05 4.16
3A1(pi → pi∗) 5.82 6.41 5.63 5.23 5.32 5.73 6.03 5.88
Benzoquinone
3Au(n→ pi∗) 1.87 2.10 1.54 2.07 2.38 2.45 2.62 2.32
3B1g(n→ pi∗) 1.46 1.67 1.41 1.92 2.24 2.30 2.51 2.28
3B3g(pi → pi∗) 3.08 3.36 2.63 2.60 2.72 3.03 3.41
3B1u(pi → pi∗) 2.55 2.91 2.46 2.01 2.03 2.70 2.96
Formamide
3A”(n→ pi∗) 5.20 5.51 4.85 4.95 5.00 5.07 5.36 5.30
3A’ (pi → pi∗) 5.88 6.26 5.21 5.09 5.12 5.39 5.74
Acetamide
3A”(n→ pi∗) 5.21 5.51 4.84 5.01 5.08 5.14 5.42
3A’ (pi → pi∗) 5.84 6.21 5.27 5.23 5.27 5.52 5.88
Propanamide
3A”(n→ pi∗) 5.18 5.48 4.87 5.05 5.14 5.20 5.45
3A’ (pi → pi∗) 5.86 6.23 5.28 5.26 5.31 5.55 5.90
MSD
(PBE) 0.42 0.79
(TBE) -0.20 0.17 -0.61 -0.61 -0.52 -0.29
(Exp.) -0.13 0.27 -0.53 -0.48 -0.35 -0.17
RMS
(PBE) 0.47 0.83
(TBE) 0.41 0.47 0.67 0.64 0.56 0.30
(Exp.) 0.39 0.57 0.57 0.52 0.44 0.24
Table C.14: Singlet-triplet vertical excitation energies for Group C.
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