Abstract-Networks-on-Chip (NoCs) are currently the paradigm of choice to interconnect the cores of a chip multiprocessor. However, conventional NoCs may not suffice to fulfill the on-chip communication requirements of processors with hundreds or thousands of cores. The main reason is that the performance of such networks drops as the number of cores grows, especially in the presence of multicast and broadcast traffic. This not only limits the scalability of current multiprocessor architectures, but also sets a performance wall that prevents the development of architectures that generate moderate-to-high levels of multicast. In this paper, a Wireless Network-on-Chip (WNoC) where all cores share a single broadband channel is presented. Such design is conceived to provide low latency and ordered delivery for multicast/broadcast traffic, in an attempt to complement a wireline NoC that will transport the rest of communication flows. To assess the feasibility of this approach, the network performance of WNoC is analyzed as a function of the system size and the channel capacity, and then compared to that of wireline NoCs with embedded multicast support. Based on this evaluation, preliminary results on the potential performance of the proposed hybrid scheme are provided, together with guidelines for the design of MAC protocols for WNoC.
INTRODUCTION
I N the ever-changing world of microprocessor design, multicore architectures are currently the dominant trend for both conventional and high-performance computing. These architectures consist of the interconnection of several independent processors or cores, as well as of a multilevel cache to improve overall performance. Communication between cores and the memory hierarchy is not only a requirement to ensure the correct operation of a multiprocessor, but also a main determinant of its performance [1] .
Network-on-Chip (NoC), which consists of a fabric of routed interconnections, is currently the paradigm of choice for moderately-sized multiprocessors [2] , [3] . As the number of cores grows, though, current NoCs face significant challenges that limit its theoretical scalability and that drive the need for new solutions at all levels of design [4] . For instance, the diminishing multicast performance of NoCs is foreseen to be a critical issue as we reach the manycore era: due to their point-to-point nature, multicast messages need to be replicated at the source or within the network. Without proper support, such approach increases the average communication latency and creates large levels of contention [5] , leading to a remarkable slowdown of the execution speed of the multiprocessor [6] . As the average number of destinations per message grows, the performance drop only becomes more severe.
A major concern is that, despite its limited support, multicast and broadcast may play a decisive role in future architectures [7] . Cache coherency, arguably the main source of on-chip communication in shared memory multiprocessors, is currently implemented through directory-based schemes that use multicast to invalidate cache blocks on a shared write. Absorbing the increase of multicast requirements inherent to application scaling [8] or produced by imprecise tracking techniques [9] comes at the cost of increased latency, extra storage overhead or higher protocol complexity. To avoid these trade-offs, alternative schemes eliminate the restrictions imposed by full-bit directories and make intensive use of broadcast instead. These range from directorylike schemes like the AMD HyperTransport [10] , to classical snooping protocols adapted to unordered networks [11] , [12] , and token coherence [13] . In message passing, collective primitives such as MPI_Allgather or MPI_Allreduce use multicast and are widely employed in parallel algorithms [7] . Finally, novel computing paradigms could be also multicast-driven: multiprocessors emulating neural network architectures communicate their cores through multicast "spike" messages [14] .
Considerable research efforts have been recently devoted to reducing the penalty imposed by multicast communications and, therefore, relaxing the constraints on the design of massive multiprocessor architectures. Most works have progressively improved multicast support by augmenting conventional network interfaces and routers [5] , [6] , [15] , [16] , [17] , [18] , [19] , [20] , [21] . Alternatively, multicast support in high-radix switches has been proposed but not evaluated [22] . The advent of emerging interconnect technologies also opens a set of opportunities within this context [23] . For instance, multicast methods have been extended to 3D topologies enabled by vertical stacking [24] . Further, the service of multicast traffic through dedicated broadcast channels by means of global RF transmission lines and nanophotonic waveguide bundles has been inspected [25] , [26] . Finally, onchip wireless communication stands as one of the most promising options given its inherent broadcast capabilities [7] , [23] , [27] .
In all the aforementioned cases, substantial performance improvements have been reported with respect to baseline NoC designs. However, the scalability of these solutions remains unknown and must be investigated in order to evaluate their suitability for manycore processors. In this paper, we aim to address this issue by performing a design space exploration in the pathway to obtaining the scalability of different network schemes. To this end, we study how the latency and throughput vary with a) the number of nodes; b) the link capacity; and c) the percentage of broadcast traffic (understanding broadcast as an extreme case of multicast communication). Due to their unique suitability, we set the main focus to network architectures enabled by wireless on-chip communication. We analyze their performance and implementation cost, to then benchmark them against to that of wireline NoCs with multicast support.
The employed methodology is summarized in Fig. 1 and detailed in Section 4. Basically, performance is modeled at the link level depending on the interconnect technology, and then used to obtain network-level metrics by means of cycle-accurate simulation. With it, the study aims to make a threefold contribution:
To identify the most appropriate network architecture in different scenarios by capturing performance break-even points, To contextualize the performance of well-known Medium Access Control (MAC) techniques, providing guidelines for future design and optimization, To provide a preliminary evaluation of hybrid wired-wireless network architectures.
The remainder of this paper is as follows. Section 2 gives more details on the motivation of this paper and surveys related work. In Section 3, we provide some background on wireless on-chip networking and review the state of the art. The general framework of evaluation is described in detail in 4. Then, the results of the design space exploration are shown in Section 5 and discussed in Section 6. Section 7 concludes the paper.
MOTIVATION AND RELATED WORK
The existing gap between traffic requirements and communication performance forces architects to face different design trade-offs in multiprocessors. In cache coherence, snooping protocols in bus-based processors with a few cores have given way to directory-based schemes in denser processors with modern NoCs. Synchronization has been particularly affected by this fact, as it has become expensive by default and can degrade performance by a 40 percent in average and by seven times in extreme cases like streamcluster albeit representing a small fraction of the code [28] . The main reason is that these functions would greatly benefit from global communication schemes [7] , [29] , implying that in spite of the recent coherence-aware proposals [12] , [30] , multicast support will become a key design point for NoCs. Also, and in spite of the recent NoC-aware works in architecture [31] , [32] , this implies that avoiding multicast may become unaffordable at some point.
Regardless of whether multicast is avoided or intensively used, scaling parallel architectures and applications increases their multicast requirements. Data is generally distributed (and potentially shared) among a larger number of cores, causing coherence transactions to be more frequent and to involve a larger destination set [33] , [34] . This implies that the multicast traffic per instruction increases with the system size for virtually any coherence protocol or interconnect, as shown in Fig. 2a , which assumes a tiled architecture with private 32-kB L1-D/L1-I caches, 512-kB of shared L2 per core and three coherence protocols [8] . Results are the geometric mean of all the SPLASH-2 and PARSEC benchmarks. Additionally, Figs. 2b and 2c show the percentage of multicast flits with respect to all the traffic for two multicast-intensive schemes. Even though multicasts may represent a little fraction of all the injected flits, in-network replication causes them to become accountable for a potentially huge percentage of the traffic. In TokenB, 25 percent of the injected traffic is broadcast and generates 80 percent of the flits served by the NoC.
Perhaps sparked by the expected increase in multicast traffic, considerable research has been directed towards improving its support in conventional NoCs using pathbased and tree-based strategies. In the former case, a number of copies are sent to separate chip partitions. Each copy is in turn replicated when reaching each destination: the copy is delivered and the original flit is forwarded to the next destination through a deterministic [15] or adaptive path [19] . In the latter case, the source injects a single message, which is replicated at intermediate routers and delivered to the intended destinations following a fixed [5] or balanced spanning tree [6] , [20] . When compared, tree-based methods generally provide a lower latency than path-based multicast, but generate higher levels of contention that may lead to a reduced throughput. Since flit replication at the routers is a basic aspect in both cases, recent works have migrated from single-port allocation [5] , [17] to multiport allocation [6] , [16] , [18] , thereby reducing routing latency.
Despite the recent efforts, the increasing importance of multicast directly contrasts with how NoC performance is expected to scale with the system size. The sheer addition of more cores causes the average logical distance between processors to increase, affecting latency for all types of traffic. Fig. 3a plots the latency-throughput characteristic of a mesh for different network sizes and assuming uniform random unicast traffic. Even considering an aggressive design with two cycles per hop, the low-load latency increases substantially and the throughput drops. Locality is normally enforced at upper layers to reduce the impact of the system size [1] ; however, this principle does not apply to dense multicasts since flits still need to reach far-apart destinations [18] , [20] . Moreover, flit forking increases contention and aggravates the performance degradation. This is clearly observed in Fig. 3b , which plots the latencythroughput characteristic of a 64-core mesh with multicast support as a function of the percentage of broadcast traffic. Recently, Krishna and Peh presented a NoC that may alleviate scalability issues by enabling single-cycle multihop traversals [21] . However, a detailed study on how performance varies with the system size is missing.
Combined, the scalability trends mentioned above lead to a performance contradiction. On the one hand, the number of cores is scaled to speedup execution, which in turn increases the multicast communication requirements. On the other hand, NoCs are likely to be less effective when serving such increasingly important type of traffic as the system size increases. At some point, these opposite trends may cause multiprocessors to hit a performance wall unless scalable multicast support is provided.
One possible solution would be to employ sharedmedium schemes, which are ideally suited to serve broadcasts yet clearly inefficient for unicast transmissions. Overlaying such a network over a conventional NoC would not only provide specialized support for multicasts, but also offload the main NoC and thus increase performance and efficiency for unicasts. If a single medium is shared among all cores, ordered multicast delivery can be ensured, helping to reduce the complexity of the processor architecture. However, globally shared-medium schemes will only be considered as serious contenders provided that their scalability is demonstrated. Among the different ways to implement such strategy [23] , [25] , [26] , we chose to focus on the wireless RF paradigm due to its inherent broadcast capabilities and potential scalability [7] .
WIRELESS NETWORK-ON-CHIP
Recent advancements in on-chip antennas and transceivers have opened the door to the conception of Wireless Network-on-Chip (WNoC) architectures. As information is radiated and may be received by any other antenna regardless of its chip location, WNoC offers native broadcast capabilities and shows great promise towards the implementation of lowlatency and adaptive schemes [7] , [27] . Here, we provide some background on this area.
PHY: Towards Core-Level Wireless Communication
The physical layer (PHY) is the foundation over which wireless networks are developed. It defines how bits are transmitted over the wireless links and, thus, the design of the antenna and the transceiver. In a WNoC, the PHY module will basically serialize processor messages, modulate the resulting bits at a given frequency much higher than the processor clock, and deliver the modulated signal to the antenna. The inverse operation is performed at reception.
The decisions taken at the PHY level affect the raw transmission rate, area and power footprint of the solution. The transmission rate R, expressed in bits per second (bps), is given by:
where B is the frequency bandwidth of the link in Hz, and S E is the spectral efficiency of the modulation in bps/Hz. Hence, transmission rates can be scaled by either (a) increasing B at the expense of an area and power cost that is roughly linear up to a certain limit imposed by the technology, or (b) using a modulation with higher S E , which may come with non-linear area and power costs due to the need of a complex modulator. As we will see, technology evolution has orthogonal implications on these costs. Current transceiver proposals for chip communication use frequencies around 60 GHz with simple modulations to minimize area and power. As a reference, the 65 nm CMOS implementation presented in [35] uses On-Off Keying (OOK) and achieves 16 Gbps with a bit error rate of 10 -15 while taking 31.2 mW of power and 0.25 mm 2 of silicon area including an antenna of 0.02 mm 2 [36] . The same authors increase the data rate by roughly tripling B for a total of 48 Gbps, while consuming 97.5 mW and 0.73 mm 2 . They also explore the possibility of using the Quadrature Phase-Shift Keying (QPSK), which doubles S E with respect to OOK for a total of 32 Gbps assuming the original bandwidth. Due to the need of complex components, the power escalates up to 96 mW and the area becomes approximately 0.4 mm 2 . As shown in Section 5.6, these power and area figures would represent an overhead of 1 to 10 percent if integrated within current 18-core processors. To scale the design, it may become necessary to use clustering and to employ one wireless unit per cluster as extensively evaluated in related works [27] , [37] , [38] , [39] . In spite of showing remarkable performance, efficiency, and thermal profile improvements, the potential of such hybrid approach for broadcast is still limited by its multi-hop nature.
In order to fully benefit from the unique flexibility and broadcast capabilities of WNoC, wireless communication must be provided for each individual core [7] , [29] . However, integrating one transceiver per core in manycore settings will only be possible if their area and power are drastically reduced. This can be achieved by pushing the transceiver frequency possibly through technology downscaling. With this, the area of passive components like the antennas or the inductors is quadratically reduced, and it becomes easier to increase the bandwidth assuming a fixed power budget. In Section 5.6 we provide a rough estimation of the power and area of [35] when scaled down to 22 nm CMOS and operating at frequencies around 120 GHz.
Research on RF circuits and systems able to operate at 100 GHz and above is a reality. Recent survey works [40] , [41] confirm that small-footprint antennas and transceivers operating at those frequencies will be available in the near future. Further, early prototypes at frequencies as high as 220 GHz have been presented [42] . Further down the road towards terahertz operation, graphene technologies are under intense research due to its exceptional properties [43] , [44] , [45] . Finally, the use of the recently proposed surface wave technology [23] , [46] could significantly reduce the power consumption due to its highly improved propagation method. In all cases, we believe that the benefits of the WNoC application could represent a strong technology pull and drive new research on the field.
MAC: Medium Access Control in WNoC
The Medium Access Control layer implements mechanisms to ensure that all nodes can access to the medium in a reliable manner. This plays a decisive role in determining the performance of any network as two simultaneous accesses to the same channel will fail and result into a waste of resources.
MAC protocol design has been a key research issue since the creation of the first computer networks. In the ALOHA system [47] , nodes simply attempt to transmit whenever data is ready and wait for acknowledgment. A collision is assumed at the receiver if the CRC fails, in which case the transmitter is not acknowledged and will have to retry after waiting a random amount of time. With a similar structure, slotted ALOHA reduces the collision probability by only allowing the user to transmit in pre-defined time instants, whereas Carrier Sense Multiple Access (CSMA, [48] ) does so by checking whether the channel is free before transmitting. Ethernet [49] uses CSMA with collision detection (CSMA/CD), which allows senders to prematurely abort transmissions to minimize the performance penalty. An alternative approach is token passing [50] , where the node that possesses the token transmits and then hands it off to the next node of an ordered list, totally avoiding collisions yet at the cost of extra latency.
Wireless networks typically deal with a set of issues that complicate the protocol and reduce performance. For instance, the IEEE 802.11 standard for wireless local area networks [51] uses CSMA with collision avoidance (CSMA/ CA) instead of CSMA/CD since collisions cannot be detected during transmission. It also provides a contentionfree mode of operation and addresses issues related to mobility, asynchronous operation, or the hidden terminal problem [52] , wherein nodes located in different transmission ranges cannot correctly assess if the medium is free.
In WNoC, the MAC mechanism is of fundamental importance since the medium will be densely populated and the load may be high. Additionally, the solution must be simple as large area and power overheads cannot be afforded. Fortunately, the on-chip scenario shows some unique characteristics that lead to simple but performant solutions, as elaborated in Section 6, a) the processor is driven by a unique system clock, reducing overall complexity and enabling the design of streamlined solutions; b) nodes are static and potentially within the same transmission range, eliminating hidden terminals; c) dedicated control wires may assist the protocol; and d) optimization is possible since the architect knows, and may even control, the whole system.
Related work in WNoC considers a variety of MAC designs. Most efforts implement contention-free schemes that avoid collisions by using orthogonal channels resulting from the use of different frequencies, codes, time slots or any combination thereof [27] , [38] , [39] , [53] . The main downturn of this approach is its rigid nature: the bandwidth is typically allocated in a static manner, affecting performance if traffic bursts or hotspots appear. Also, the complexity of the required transceivers does not scale well with the number of channels. Seeking to avoid this, other works have explored more flexible ways to managing channel access. For instance, the protocol proposed in [36] uses the token passing strategy mentioned above. In [54] , contention is avoided by exchanging control messages through the wired plane. In [55] , multiple narrow channels are used by different nodes to simultaneously send requests to a common receiver, which grants access to the data channel to only one of them. While these approaches reduce the complexity issues of using orthogonal channels, management is either latency-constrained [36] or not global [54] , [55] .
At the other end of the spectrum, contention-based schemes like ALOHA or CSMA have received less attention probably due to its random nature. The work in [56] proposes a slotted CSMA scheme with theoretically optimal persistence calculated a priori, and compares its performance with that of a token passing scheme. Given that these protocols perform better for different loads, the authors of [57] propose a scheme that dynamically switches between both depending on communication intensity.
FRAMEWORK
The main objective of this work is to contextualize the performance of WNoC by comparing it against state-ofthe-art wireline NoCs. To this end, we evaluate how the latency and throughput of different architectures scale as a function of the number of nodes N, the capacity of the wireless channel C and the percentage of broadcast traffic b. Table 1 shows a summary of the different simulation parameters.
The evaluation is performed with PhoenixSim [58] , a cycle-accurate NoC simulator based on Omnet++. Although its goal is to provide a simulation framework for nanophotonic NoCs, it also includes a complete set of modules to evaluate conventional NoCs. On top of this, we have implemented the necessary modules for the simulation of wireless on-chip communication towards the study of WNoC.
Simulated Architecture
This work considers a conventional tiled architecture, where each tile contains one core, as well as a fraction of the memory hierarchy and a Network Interface (NIF) connected to the router and wireless transceiver associated to the core. Fig. 4 depicts the network side of the simulated architecture. In transmission, cores generate traffic and convey it to a controller, which redirects it to the appropriate NIF depending on a pre-defined policy. This policy can simply obey network performance reasons and be simple, like checking whether the message is broadcast; or complex as the proposed in [59] , which takes decisions based on load and latency estimations for each network plane. It can also be defined using architectural reasons, e.g., a message is marked as latency-critical by the programmer or the coherence protocol. The NIFs prepare outgoing transmissions by performing end-to-end tasks such as address translation or flow/congestion control. Flow control units are sent to the corresponding network router in the electric case; whereas, in the wireless case, they go through the transceiver, which performs MAC procedures first. When access to the wireless network is granted, data is serialized into bits, which are coded and modulated in the PHY module. The resulting signal is then radiated by the antenna. In reception, the process is inverted to turn bits and flits into processor messages. It is worth to note that, in the wireless plane, the PHY module detects collisions and notifies upper layers accordingly.
The scheme can be easily modified to perform core concentration. It can be symmetrically applied to both network planes by incorporating a local switch between a set of cores and the controller. In an asymmetric scheme, NIFs would be connected directly to a higher-radix router in the wired plane, while a multiplexer and an amplifier would be required between the NIF and the MAC module of the wireless plane. Note that, in any case, cores are connected to two separate network planes and that there is no need to modify the routing protocol in the main NoC.
Due to the flexibility of WNoC, this scheme can be applied in heterogeneous systems. In CPU+GPU organizations, or in processors with small and large cores like ARM's big.LITTLE, it may be desirable to provide different broadcast domains. This can be achieved by using different frequency channels and tuning the transceiver of each node to the frequency of its domain. To ensure correct operation, we also need to ensure that the distance between any two neighboring nodes is enough to neglect near-field effects at the antennas.
Traffic Generation
Initially, cores are modeled as generators of memoryless traffic with a constant arrival rate over time. Unless noted, all cores transmit with the same probability. Broadcasts represent a fraction b of all the packets, while the rest (1-b) are unicasts and their destination follows a uniform distribution. Even though we do not want to bind to specific architectures, we consider two packet sizes as commonly found in cachecoherent systems [1] : short for requests and long for responses (the size of one address and one address plus one data block, respectively). Here, we assume these to be equivalent to 1 flit and 4 flits.
This simple synthetic traffic is used to investigate the scalability of different networks under a broad range of conditions. To provide hints of performance in more realistic scenarios, we later perform a sensitivity analysis considering traffic bursty and hotspot traffic, which is found in most cache-coherent applications for communications in general [60] and multicast in particular [8] . To generate bursty traffic, we alternate ON/OFF periods, the length of which follows Pareto distributions defined by the Hurst exponent H [61] . This exponent takes values between 0.5 (exponential) and 1 (extreme burstiness). To model hotspot traffic, we use a gaussian parameter s which takes values between 0 (concentrated) and 1 (spread out) and describes the percentage of load that is assigned to each node [60] . More details can be found in [8] .
Modeling Wireless Communication
In the simulator, wireless communication occurs through the exchange of messages between the PHY of different nodes. When a node sends data through the wireless plane, the simulator needs to internally determine:
Who receives the data? The PHY module of the sender delivers data to the nodes that are within its range and that use the same transmission channel. Since we assume that the transmission range of the antennas covers the whole chip and that all cores access to the same channel, data is broadcast to all nodes.
When is data received? The receiver will start receiving the data after the propagation time t p ¼ d=c 0 , where d is the physical distance between the transmitter and the receiver and c 0 is the speed of light (we assume free-space propagation). The transmission process takes t t ¼ l=C, where l is the packet length and C is the capacity of the wireless channel.
How are collisions detected? During the propagation time, receiving nodes are still not aware that the medium is being used. This can lead to collisions, which are automatically detected by the simulated receivers whenever two incoming transmissions overlap in time. Colliding messages are internally discarded and the situation will be notified to the MAC module. The user can decide when to send this notification, which must be in agreement with how collisions are detected in a real scenario. If desired, our model also allows transmitters to detect collisions while sending data.
Investigated Network Architectures
In this paper, we assume a WNoC that basically consists of one large channel of capacity C that is shared among N cores. We seek to cover a representative portion of the design space by testing the scalability of such configuration considering three MAC protocols, and then comparing it with that of a conventional NoC with two topologies and two router designs. NoCs based on optical waveguides or RF transmission lines could be also evaluated, but have been left out of the study due to scalability constraints in terms of laser power and design complexity [40] .
We simulate three wireless network architectures. In all of them, we consider that time is slotted at the system clock granularity. This simplifies the protocols and cannot be generally considered in conventional wireless scenarios due to synchronization issues. We also assume that, since the link budget is deterministic, negligible bit error rates (around 10 -15 ) can be assumed with proper power allocation and/or coding. This means that transmission errors will only be due to collisions and, thus, that acknowledging is not necessary in contention-free schemes. In [35] , authors consider a link power budget of 26.5 dB, enough at 60 GHz for a transmission range in the centimeter scale.
Wireless with Token Passing [W-TOKEN]. This category aims to represent a design family that relies in rigid strategies to avoid contention. In token passing, only the core that possesses the token is able to transmit [50] . One full packet can be transmitted in each round. We do not split long messages into flits here as the packet latency would be unacceptable, whereas bulk transmissions are not allowed for fairness reasons. Upon completion, or in case there is nothing to transmit, the token is handed off to the next core. We assume that the token passing is performed through a lightweight wired ring and is pipelined with the wireless transmission. Since the token somehow divides time in slots, we consider this as a feasible way to implement multiple access based on dividing the spectrum in orthogonal channels.
Wireless with Custom Carrier Sensing [W-CSMA]. This protocol represents a family of designs that let nodes contend for the channel (e.g., ALOHA and slotted ALOHA [47] , CSMA [48] ) as to provide certain flexibility at the cost of performance. In our case, we employed a protocol that augments a slotted ALOHA scheme with non-persistent CSMA aspects, and that adapts to the peculiarities of the chip scenario.
We divide time into slots at the processor clock granularity (1 GHz). When a node is ready to send data, it will begin a transmission at the next time slot provided that no other core is the middle of a transmission. This can be known by reading a short/long bit at the header of an on-going transmission (sizes are fixed) and ensures that collisions can only occur at the first slot of a transmission. If the medium is occupied or in the case of a collision, the sender backs off.
Receivers will detect collisions by checking redundancy or, since the power budget is deterministic, by observing that the power received is over a given limit. To minimize control overhead, we adopt a negative acknowledgment (NACK) strategy where receivers notify collisions by sending a tone. This acts as a jamming signal of sorts, and is based on the idea in [62] : the channel performs a collective AND operation, this is, the presence of tone implies that at least one receiver detected a collision. The transmitter will listen for the NACK during a time period by the end of the first transmission slot, or constantly if a separate frequency channel is used to this end. The sender will immediately cancel the transmission and retry later if a NACK is found, or continue with the transmission otherwise. In the unlikely case that a packet exceeds a given number of retries, it will be forwarded to an alternative network plane.
Wireless with Centralized Buffer [W-CBUF]. For the sake of comparison, we also study the performance of a centralized MAC scheme. With unlimited resources, it would be possible to have a single arbiter connected to every core with a one-cycle bidirectional link. When a node is ready to transmit data, it sends a request to the arbiter with its identity and size of the packet. The arbiter stores this information in a FIFO buffer and grants access to the node whose request is in the buffer head, waiting exactly the wireless transmission time between consecutive grants. Contention only appears when more than one node requests access during the same clock cycle and is resolved by the arbiter. This scheme therefore provides fair, ordered and contention-free access in a flexible way, with resources that are not available in traditional wireless networks. The main reason for evaluating this scheme with unlimited resources is to motivate unconventional MAC designs and to quantify the improvement margin of the protocols mentioned above.
Routed Mesh [MESH] . As baseline, we consider a wireline 2D mesh with two cycles per hop in the absence of contention, achievable with bypass strategies [20] . The choice of a mesh topology is backed up by its scalability in terms of complexity and performance, as well as by the fact that is extensively used as baseline design in the literature. Flow control is credit-based and uses the data links to exchange buffer utilization information between neighboring nodes. Tree-based multicast is studied due to its better latency scalability, which becomes a critical performance factor in manycore scenarios [63] . Note, though, that path-based and tree-based methods become very similar for broadcast (e.g., column-path routing [15] is equivalent to fixed tree with XY routing). We consider two router microarchitecture flavors: single-port allocation in MESH-BASE routers, and multiport allocation with multicast crossbar in MESH-FT. The delay is proportional to and independent of the number of flit replications in the former and latter case, respectively.
Flattened Butterfly [FBFLY] . Given its much lower diameter, this topology represents a more aggressive competitor. As described in [64] , FBFLY generally employs 4-way concentration and then connects each router with every router in its row or in its column. Thus, less than 4 hops suffice to reach any core from any other core. This comes at the cost of increasing the radix of the routers and complicating the design of its arbiter and crossbar as the network is scaled [63] . These designs do not scale well in terms of area and power (see Section 5.6), but are evaluated as to include low-diameter NoCs in the design space exploration. Due to the increase in design complexity, we assume that the pipeline depth logarithmically increases with the router radix, for a total of 3 to 7 cycles per hop. As in MESH, we consider fixed tree routing and two types of router: single-flit allocation in FBFLY-BASE and multiport allocation in FBFLY-FT.
Performance Metrics
Network performance is evaluated as follows. On the one hand, we measure latency as the time passed between the generation of one message and its complete reception at all the intended destinations. Therefore, results include the delay introduced by the NIF at both ends, typically one clock cycle each. We consider that the controller also takes one clock cycle both at transmission and reception.
On the other hand, throughput is measured from the transmitter perspective, which implies that a multicast message will only be counted once despite being received by more than one core. Throughput results are expressed in flits per cycle to facilitate the comparison between networks with different topology or bandwidth, and always account for the aggregate of both the unicast and broadcast flows.
To obtain the latency-throughput characteristic of each network architecture, we gradually increase the offered load. For simplicity, though, we will generally show two critical metrics: the low-load latency and the saturation throughput. The former corresponds to the average communication latency in the presence of mild contention, and models the performance of the network for at least 50 percent of the maximum admitted load with reasonable accuracy. The latter evaluates the throughput of the network for very high loads. For the sake of fairness, we measure the throughput obtained when the latency reaches a given common limit instead that of simply measuring the load at which the network saturates (both metrics may differ). The limit is set to 150 cycles, a value commensurate with the latency of accessing data in the main memory. Relating the throughput to a bounded latency is important since, in the manycore scenario, the execution speed of the processor is mainly constrained by latency, not throughput [63] .
RESULTS
In the following, we first inspect how the performance of each network architecture scales with the number of cores N. We then fix the system size and investigate the impact of the wireless channel capacity C and of the broadcast percentage b on performance. Fig. 5 shows the latency-throughput characteristics of the considered network architectures for a set of representative system sizes N ¼ f16; 64; 256; 1024g, assuming a wireless capacity of one flit per cycle and only broadcast traffic. As intuition suggests, the increase in system size has a significant impact upon performance. In conventional NoCs, the latency increases due to the growth of the number of hops required to reach all destinations, while the throughput suffers a contained drop. In wireless NoCs, the performance both in terms of latency and throughput depends on whether the protocol is fixed or works on demand. A notable case is that of W-CSMA, which saturates significantly earlier than the rest of alternatives. This is basically due of collisions: retries compete with newly generated packets, causing the throughput to gradually become lower than the offered load. Next, we analyze the results in more detail.
Scaling the Number of Nodes N
The behavior of the low-load latency as a function of the system size is shown in Fig. 6 . Three different scaling trends can be clearly identified. First, the latency of W-TOKEN scales linearly with the number of cores due to delay introduced by the arbitration phase. Since the token is passed through a ring, the latency scales as the average hop distance of such topology, O À N=2 Á . Due to their on-demand nature, the latency of the rest of wireless schemes remains flat given that, at low loads, a node will most likely be able to transmit immediately. In the wired NoCs, the latency scales proportionally to the average hop distance of the topology: O À ffiffiffiffi ffi N p Á in MESH and almost constant in FBFLY. In both topologies, the latency observed in their base configurations is considerably higher due to the additional delay incurred by the flit forking process. (FBFLY actually loses its scalability advantage since every flit spends / N cycles in each router).
For the sake of comparison, it is important to remark the results from related work. The NoC implemented in [20] is expected to show a similar scaling trend than MESH-FT, but with a lower absolute value since it attains one cycle per hop. The scheme in [21] is a mesh with unconventional multi-hop bypass links, and achieves a latency (not counting router-to-processor communication) as low as 5.6 clock cycles for 64 cores. Although its scalability is theoretically close to FBFLY-FT as it is potentially able to reach all cores in two network hops, several technological assumptions need to be made to confirm this potential [65] . Fig. 7 illustrates how the throughput of the different schemes scales with the system size. In MESH-BASE and FBFLY-BASE, the throughput decreases with the number of cores mainly because latency scaling induces the network to reach the latency limit at lower loads. With unbounded latency, the increase in terms of bisection bandwidth would mostly compensate the increase in number of destinations per message and the throughput would remain constant. This is the case for RMESH-BASE and FBFLY-BASE, which are below the latency limit and almost achieve maximum throughput. Given by the inherent broadcast nature of wireless NoCs and in spite of having a much lower bisection bandwidth, W-CBUF and W-CSMA also achieve a rather flat scaling with a lower absolute value in the latter case. Finally, we have that W-TOKEN is clearly dominated by the token passing delay and that it is not able to provide any throughput with acceptable delay beyond a few hundreds of cores.
Again, we compare our results with those of related work. The 16-core NoC implemented in [20] reports a throughput similar to that our MESH-FT. Since it is able to perform single-cycle hops, it will probably provide better throughput scalability than the meshes evaluated here. The work in [21] reports a throughput of $0.9 flits per cycle for 64 cores. This value, and its expected scalability, directly competes with MESH-FT, FBFLY-FT, or W-CBUF. The rest of wireless alternatives will need to improve to be comparable to it in large systems.
Scaling the Channel Capacity C
For the conditions evaluated above, wireless strategies are capable of consistently achieving very low latencies with moderate-to-high throughput. However, we have assumed a bandwidth of one flit per cycle thus far, which is around 160 Gbps in a system running at 1 GHz and with 128-bit links and including the propagation latency. As discussed in Section 3.1, these figures may not be available in the near future. Therefore, it is important to understand the dependence between performance and channel capacity in order to guide the design of future WNoCs.
Scaling the channel capacity C impacts upon the latency of any wireless communication through the transmission time as t t ¼ l=C, where l is the packet length. The propagation time, which also contributes on the communication latency, is dependent on the chip size and therefore assumed constant. The arbitration overhead is dependent on the arbitration scheme and, in the absence of load, remains constant (zero, two and N=2 cycles for W-CSMA, W-CBUF and W-TOKEN, respectively). For all this, the lowload latency approaches a fixed lower bound as we increase the channel capacity. To cite an example, the latency increases from $6.5 to $44 cycles in W-CSMA when scaling down the capacity from 160 to 8 Gbps. In large systems, these figures can still compete with most wired options.
Varying the channel capacity C also has a direct impact upon the throughput. Basically, the throughput increases linearly with the channel capacity if the propagation time is neglected. However, the propagation time becomes significant at high speeds and imposes an increasing overhead. To transmit a 128-bit flit in 8 cycles at 1 GHz, the propagation time requires the capacity to be increase only by 2.5 percent; whereas to transmit it in 1 cycle, the increase is of 25 percent.
Scaling the Broadcast Percentage b
The performance of wired topologies is generally inversely proportional to the number of destinations per message. On the contrary, wireless schemes treat all messages as broadcasts and, thus, their performance is independent of the percentage of broadcast traffic. Therefore, b ¼ 100 percent is a clearly unsuitable case for any NoC based upon point-topoint links and evaluating performance only in such scenario would be unfair. Here, we inspect the performance of MESH and FBFLY as a function of the percentage of broadcast traffic.
In the absence of contention, the latency of a broadcast transmission is equivalent to the latency of reaching the furthest destination. As shown in Fig. 8 , this causes the latency to drop as the broadcast probability decreases. The impact is more patent in the base configurations, since it takes several cycles to complete the flit forking process in each router. Remarkably, there is no break-even point of latency even with the best wired alternative: given enough channel capacity and due to its unique one-hop communication capabilities, the latency of any wireless transmission will be always the lowest.
From a throughput perspective, the percentage of broadcast traffic has a very large impact on performance. As illustrated in Fig. 9 , the throughput is of a several tens of flits per cycle in the wired topologies and decreases as each message has to reach more destinations. Approaching b ¼ 100 percent, the performance of wireline and wireless schemes become comparable despite the huge difference in terms of bisection bandwidth, to the point that break-even points with MESH-BASE are achievable given enough wireless capacity and MAC efficiency. This, together with the latency results above, suggests that the wireless plane could be used not only for broadcast transmissions, but also for selected latencysensitive unicasts to further enhance performance.
On the one hand, we estimate that the work in [20] will provide curves very similar to that of MESH-FT. On the other hand, it remains unknown how the multihop capabilities of [21] will affect throughput in mixed traffic, given that broadcasts that occupy several router ports within the same clock cycle may greatly affect unicast transmissions.
Sensitivity Analysis
Several works have confirmed that on-chip traffic is often injected by a small subset of nodes and in a bursty manner [8] , [60] . This fact has a notable impact upon the performance of the chosen NoC and, thus, should also influence its design. Here, we evaluate the sensitivity of the different network architectures to the traffic characteristics using, to this end, synthetic traffic generated with the method described in Section 4.2. Due to the random nature of the method, we performed 15 runs for each design point and calculated the geometric mean. Results are normalized to the exponential uniform random traffic case.
Hotspot traffic. Spatial concentration typically reduces the network throughput due to the uneven use of resources. Fig. 10 illustrates this effect by plotting the throughput for different levels of hotspot traffic. As we reduce s, the injection process becomes more concentrated, significantly impacting the performance of most networks. W-TOKEN suffers an important reduction since the token needs to travel around the ring even if the processors willing to transmit are highly clustered, whereas W-CBUF and W-CSMA perform well independently of the injection profile. Concentration is even helpful in the latter case, as it reduces the average number of contending stations. In wired schemes, concentration creates congestion around the source, particularly in those configurations with high perhop time, e.g., FBFLY-BASE.
Bursty traffic. Fig. 11 shows the performance of the different schemes for increasing levels of burstiness. All networks see their performance reduced due to the backlogging of flits in routers and interfaces during packet bursts. This increases the mean latency and reduces the achievable throughput due to momentary congestion. W-CSMA is a particularly concerning case, as the probability of collision increases with the burstiness of traffic. Congestion is also aggravated in wired schemes, which see the admissible throughput to drop substantially. On the other hand, W-TOKEN and W-CBUF perform reasonably well due to their collision-free and short pipelined nature.
Performance of a Hybrid Network Architecture
We conceive WNoC as a latency-driven and broadcastoriented plane that will serve global traffic, in complement to a throughput-oriented wireline NoC that will transport the rest of the communication flows [7] . In light of the results above, it is reasonable to think that such hybrid network architecture will not only greatly reduce the latency of broadcast messages, but also achieve a significant throughput boost by relieving the wired plane of having to serve such type of traffic. Note, though, that this represents a small fraction of the hybrid architecture design space [27] . Here, we evaluate our proposed hybrid scheme by comparing the performance of MESH-FT with and without an overlaid WNoC with centralized buffer. We inspect how the potential improvement scales with the system size, the capacity of the wireless channel and the percentage of broadcast traffic. We use the scheme depicted in Fig. 4 , configuring the controller so that it forwards unicast and broadcast messages to the wired and wireless planes, respectively. We put particular emphasis on the results for b 25 percent, as these correspond to the range of broadcast percentages found in cache-coherent processors as detailed in Fig. 2 [8] . Results for b > 25 percent could be also of interest given that new multicast-intensive architectural methods may arise if the cost of multicast is reduced [7] , [29] . Fig. 12 illustrates the improvement of the low-load latency as a function of all the variables considered throughout the paper. Here, a value of 4 implies that the hybrid architecture goes four times faster. The improvement is quite consistent and, as the intuition suggests, increases with the broadcast percentage, the channel capacity and the system size. Assuming N ¼ 256, the latency is reduced by a 20 percent for b % 10 percent, cut in half by b % 50 percent and to one third for b % 70 percent. A similar tendency, yet with lower absolute gains, is obtained when comparing the hybrid architecture to FBFLY-FT. Fig. 13 shows the throughput improvement (or deterioration) as a function of all the design variables. Up to a given broadcast percentage b 1 , the throughput of the wired plane is limited by bisection bandwidth and, therefore, the addition of the wireless plane increases performance (over 2X speedup in some cases). This percentage range is reduced as the network scales and the bisection bandwidth increases. Beyond that point b 1 , the wired plane becomes limited by the ejection links and the inclusion of the wireless plane only helps to reduce the overall latency. At very high percentages, the speedup is the throughput difference between W-CBUF and a RMESH-FT. Although the throughput improvement is sensitive to the capacity of the wireless channel, improvements can be achieved over a significant range of broadcast percentages even with a modest capacity. Finally, note that throughput results are similar when compared to FBFLY-FT, but not shown for brevity.
Implementation Cost
To evaluate the costs of the proposed WNoC, we take base on rough but conservative scaling trends [25] , [40] to extrapolate a reasonable design point from the transceiver designs proposed in [35] and outlined in Section 3.1. On the one hand, a sublinear downscaling in terms of area can be considered as a conservative rule of thumb given that passive components (e.g., antennas, inductors) scale quadratically with technology and assuming that active components approximately maintain their size. On the other hand, device scaling implies faster transistors and generally higher bandwidths assuming a constant power envelope. For RF transmission lines, a 40 percent increase of bandwidth per technology node was predicted in [25] . To account for the additional losses of the wireless channel, we conservatively assume a bandwidth-to-power ratio increase of around 25 percent per generation. Table 2 compares the aforementioned area and power figures with that of different NoC implementations reported in the literature. In [3] , the authors describe the mesh NoC of the Intel's 80-core Polaris processor. This design can be considered similar to MESH-BASE, as it does not implement any specific multicast support. To improve multicast performance, subsequent designs have explored the use of shorter router pipelines and multiport arbitration like the considered in MESH-FT [20] , as well as broadcast ordering capabilities [12] . Lower diameter topologies like FBFLY-BASE have been also estimated at 32 nm [63] . Reasonable power and area are obtained for different system sizes and link widths, although recognizing serious scalability issues due to the increase in crossbar size and buffering.
We also include data from two recent designs that also consider broadcast capabilities enabled by novel RF-interconnect and nanophotonic technologies. Even though transmission line complexity and laser power issues may limit their scalability, they are serious contenders that need to be considered. On the one hand, Oh et al. [59] propose to augment a conventional mesh with a global RF transmission line. Laying down the transmission line and the required transceivers takes a significant portion of area, and less power than the wireless option given that, in transmission lines, signals are guided instead of radiated and losses are reduced. On the other hand, a all-optical 64-core NoC based on global broadcast buses is proposed in [26] . The estimated power is high compared to the rest of alternatives, but provides a huge broadcast bandwidth of 320 bits per clock cycle. Area measurements are not provided.
To put these numbers in context, we complete Table 2 with the area and power consumption of two popular 22 nm cores, namely the high-performance Xeon Haswell and the energy-efficient Atom Silvermont. The thermal design power of an 18-core Haswell chip at 2.1 GHz is 135 W [66] . Correcting for frequency, we roughly estimate a per-core power of 5 W. A similar reasoning is perform for the 8-core Silvermont chip, which works at 1.7 GHz with a thermal design power of 12 W [66] . Area numbers are supplied by the literature.
In overall, it is shown that a 22 nm transceiver would have; an area and power consumption commensurate to that of current and future NoC designs, while representing between 1 percent and 10 percent of the area and power consumed by current core designs. The use of a secondary control channel in any of the wireless schemes (to transmit the NACKs in W-CSMA, for instance) would incur into additional overhead, yet much lower than for the data channel. These figures could be reduced by means of transceiver optimization, the system-level techniques described in Section 6.4, or the use of surface wave technologies bringing propagation losses down to transmission line levels [23] , [46] . In any case, it is worth noting that the cost of the wireless channel for broadcasts could be in part compensated by the fact that the wired plane can be simplified.
DISCUSSION
The results shown in Section 5 confirm the potential of wireless on-chip communication for low-latency global communication. Specifically, it is observed that wireless NoCs, 1) can outperform any wired topology in terms of latency; 2) have potential to offer a throughput comparable to that of their wireline counterparts; and 3) should be restricted to broadcast traffic and perhaps a small fraction of unicast messages. For all this, adding a wireless plane to a wired NoC will result in significant latency and throughput improvements in a wide range of settings.
These conclusions are valid provided that a flexible and efficient MAC mechanism is implemented. Next, we discuss possible optimizations and future research lines for the alternatives evaluated in this paper.
Optimizing W-CSMA
The good scalability of W-CSMA with respect to the system size makes it an interesting approach for broadcast-based wireless NoCs. However, its efficiency still needs to be improved in order to consider it as a serious contender. There are different design facets that affect performance and that must be carefully considered when optimizing a CSMA-like protocol.
Persistence is another important aspect to consider [48] . When seeing the channel busy, the p-persistent protocol grants access with probability p immediately after the ongoing transmission ends, or backs off with probability 1 À p. In this work, we assumed a non-persistent protocol (p ¼ 0). However, there exists an optimal persistence value depending on the traffic characteristics. In typical CSMA environments, this value is hard to find and to change in a consistent way at runtime in conventional wireless networks, resulting in suboptimal performance. In a chip environment, though, p could be evaluated more precisely given the relatively high knowledge on the traffic and even dynamically changed using a single broadcast message. Backoff times could be also precisely determined using the same principles, avoiding recurrent collisions in communication-intensive phases. Knowledge or even control on the traffic characteristics should be systematically exploited to optimize the protocol beyond the conventional CSMA design decisions. Broadcast traffic shows considerable predictability in some architectures due to recurrent memory access patterns [8] . Such predictability is even higher if we consider the well-studied phenomenon of application phase behavior [67] . This means that with multicast source prediction [8] some applications could see unprecedented levels of CSMA performance. This process could even be assisted by the programmer or the compiler, which could insert instructions that would tell the protocol how to operate (e.g., define the backoff length, set priorities) to maximize performance and, most importantly, combat the detrimental effects of traffic burstiness.
Multiprogramming also opens an unconventional design space. In these workloads, different sets of cores execute different applications, each with its own phased communication requirements. In this case, the assertiveness of the protocol could still be managed on a per-application basis, but should be coordinated among the different applications (similarly to the way prefetchers are adjusted in multicore settings [68] ) to maintain fairness and performance.
On the Feasibility of W-CBUF
Although the W-CBUF strategy performs remarkably well, it is an unrealistic option due to the implementation complexity. Achieving centralized arbitration requires small control packets to traverse global links and an N-to-1 multiplexer, or being buffered, within the same clock cycle. This is a daunting task as the system size and frequency increase.
One alternative way to perform centralized arbitration would be to use the low bandwidth channel in the wireless medium to exchange access requests and grants. However, these can still collide. This can be avoided by performing arbitration by means of a hierarchy of simple multiplexers and on-chip wires that progressively lead to the central buffer. From an implementation standpoint, recent works [12] have shown that similar lightweight networks may consume less than the tile area and power. Our network performance results, not shown for brevity, demonstrate that this approach would cause an increase in latency but would have a negligible impact on throughput. This way, the problem boils down to striking a balance between latency requirements and implementation complexity.
Tearing Down the Performance Barrier of W-TOKEN
The rigidity of the token passing scheme is the main barrier that prevents W-TOKEN from being a valid alternative in the manycore scenario. We assumed that passing the token takes one clock cycle per node, but this is clearly not enough in light of the results shown above, especially for hotspot traffic. By making the token ring asynchronous and allowing the token to traverse multiple nodes within the same clock cycle (assuming that these nodes do not have anything to transmit), the performance of W-TOKEN would greatly improve. This could be implemented with multi-hop asynchronous schemes such as the recently proposed in [65] .
System-Level Cost Reduction
The implementation cost of the wireless alternatives is basically driven by the area and power consumed by the transceiver. As pointed out in Section 5.6, these costs can be reduced by means of technology scaling, circuit optimization, and the use of simple modulations. Here, we point out some system-level design decisions that can be taken to further push the area and power down. Power gating. In manycore processors, cores will likely be dynamically turned on and off to save power. The flexibility of the wireless approach allows transceivers to be power gated with their associated core without affecting network performance, fact that is generally not possible with routers.
Fine-grained power allocation. A fixed power consumption is assumed in Section 5.6. The reality, however, is that power can be allocated on a per-core basis statically based on its position or dynamically based on traffic demands [69] .
Concentration. As outlined in Section 4.1, k cores can be clustered and connected to a single transceiver. This approach would increase latency by a few cycles and threaten the ordering guarantees, but would also reduce the area and power by a factor of k.
CONCLUSIONS
Motivated by the expected lack of efficient multicast mechanisms in manycore environments, we have evaluated the broadcast scalability of different WNoC schemes and compared it to that of aggressive NoC designs. The analysis considers full broadcast support in WNoCs through the integration of antennas on a per-core basis and the sharing of a single broadband channel among all cores. Besides enabling the ordered delivery of broadcast traffic, this scheme provides a latency up to one order of magnitude lower than the best evaluated wireline counterpart. Beyond a few hundreds of cores and in spite of its much lower bisection bandwidth, WNoC attains a broadcast throughput commensurate to that of conventional NoCs. For all this, we envisage a hybrid network architecture where a WNoC will serve broadcast traffic and a conventional NoC will transport the rest of communication flows. With such scheme, the latency is reduced dramatically for high levels of broadcast, whereas the throughput is significantly increased for low levels of broadcast. The improvement becomes more patent as the system size increases, ensuring the suitability of such hybrid approach in the manycore scenario. To achieve such goal, though, we stress the need of a channel capacity commensurate to the rate at which cores can inject data, as well as of a flexible and reasonably efficient MAC protocol. The latter requirement can be either met with common MAC protocols or amply exceeded by virtue of protocols that take advantage of the unique optimization advantages of the multiprocessor scenario.
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