An increasing number of cryo-electron microscopy (cryo-EM) density maps are being generated with suitable resolution to trace the protein backbone and guide sidechain placement. Generating and evaluating atomic models based on such maps would be greatly facilitated by independent validation metrics for assessing the fit of the models to the data. We describe such a metric based on the fit of atomic models with independent test maps from single particle reconstructions not used in model refinement. The metric provides a means to determine the proper balance between the fit to the density and model energy and stereochemistry during refinement, and is likely to be useful in determining values of model building and refinement metaparameters quite generally.
Introduction
There has been considerable progress over the past decade in the generation of subnanometer cryo-electron microscopy (cryo-EM) density maps of protein complexes, 1 with an increasing number of maps sufficiently resolved to recover a backbone trace. [2] [3] [4] In parallel, computational methods have been developed to generate and refine models using subnanometer resolution cryo-EM density. [5] [6] [7] [8] However, while there are a number of ways of assessing the reliability 9 and resolution 10,11 of single-particle reconstructions, there is no standard method by which models built and refined into such reconstructions may be independently validated. Recent studies (e.g. 12 ) use some combination of density correlation and protein structure geometry 13 to assess model accuracy.
Validation criteria are very important both for assessing the quality of structure models and for guiding the modeling process itself as illustrated by the extensive use of the free R factor to assess and guide crystallographic model refinement. 14 Indeed, development of independent validation criteria is essential to progress in building detailed atomic models based on cryo-EM data using methods such as Rosetta. 7 Decisions that arise during modeling such as when to incorporate explicit side-chain representations, the extent of flexibility to allow for backbone and side-chain conformations, the extent of refinement against the density, and the balance between the density and the physical chemistry implicit in the force field used in modeling all require an independent measure of model quality. The pitfall in using the fit of a model to the density data used to guide model building as a validation criterion is that the higher the weight on the density term the better the overall fit.
In this paper, we explore the use of independent reconstructions for model validation. We split a large set of particle images into two independent sets and build density reconstructions from each sets. One of these maps-the "training map"-is used for model building and refinement, and the other-the "testing map"-is used for cross validation.
Results
To evaluate this approach to cross validation, we focused on the single-particle reconstruction of wildtype Mm-cpn in the ATP/AlFx induced closed state. The 616 CCD frames used in the original 4.3 Å resolution reconstruction 2 were divided into two separate image data sets. The contrast transfer function parameters were independently determined for each frame. The training map was reconstructed using 22,571 particles boxed out from one set of 308 CCD frames while the testing map was reconstructed using 22,446 particles boxed out from another set of 308 CCD frames. Two different initial density models, generated independently from program startcsym in EMAN1 15 were used to initiate the refinement. While the resultant independently reconstructed maps appear to have consistent backbone connectivity, some of the protruding densities which likely correspond to sidechains differ, probably due to the limited map resolution exacerbated by use of only half of the data-set (Supporting Information Movie 1). One of these reconstructions, the training map, was used for model refinement, while the other, the testing map, was held aside and only used after refinement for model validation (analogous to the crystallographic R free reflections 16 ).
We used the Rosetta structure prediction methodology to build and refine models into the training map by adding a score term to the Rosetta energy function assessing agreement between model and map. 7 A weighing term w a controls the contribution of the experimental data relative to the Rosetta all atom energy. Models were built from the homologous thermosome KS-1 structure (PDB accession code 1Q3Q), and refined into the training set density using 12 different values of w a . The Rosetta symmetric refinement protocol 17 was used to model the entire D8 symmetric complex [ Fig. 1(B) ]. All modeling used a voxel spacing of 1.30 Å , which is different from the previous value of 1.33 Å . 2 This recalibration reduced the Rosetta all atom energy and improved the fit of models to both the testing and training maps.
The Rosetta all atom energy of the models is shown as a function of w a in the green dotted line in Figure 2 . The energy of the models is roughly constant as w a increases to 0.2, and then rises steeply. The steep increase suggests that models above this point may be overfit to the training map. Molprobity validation 13 (not shown) similarly suggests a sharp decrease in model quality above w a 0.2.
The fit of the refined models to the training map and the independent testing map was assessed using the Fourier shell correlation (FSC) in the highest resolution shells (12-6 Å ). As expected, the fit of the refined models to the training map increases with increasing w a during model refinement [ Fig. 2(A) , blue solid line]. The fit of the refined models to the testing map [ Fig. 2(A) , red dashed line] increases in parallel with the fit to the training map for w a < 0.1. However, above 0.1-0.2 there is an "inflection point," where the fit of the refined models to the training map continues to increase but the fit to the testing map decreases, suggesting overfitting to the training map. The overfitting is not as pronounced when the density correlation rather than the FSC is used to assess the fit between the models and maps [ Fig. 2(B) ]; while a similar inflection point is observed around w a 5 0.1-0.2, the agreement to the testing map continues to increase, albeit slowly, as w a increases. The individual model-versus-map FSC curves (Supporting Information Fig. 2 ) suggest that this residual correlation arises from the lowest resolution Fourier shells-in these shells, the models agree less well with either dataset than the datasets agree with one another. This may be due to missing features in modeling, such as bulk solvent.
It is notable that the steep increase in Rosetta energy, and maximal agreement to the independent test map, both occur in the same w a range (from 0.1 to 0.2). Taken together, the increase in fit to the testing map and the lack of increase in Rosetta energy as w a varies from 0 to 0.1 suggests that model accuracy increases with increasing w a over this range. Above w a 5 0.2, the sharp increase in Rosetta energy and the decreasing agreement to the testing map suggest that model quality decreases in this region due to overfitting to the training map.
The two independent maps also provide insight into the issue of resolution assessment in cryo-EM maps. The resolution of a cryo-EM map has been commonly estimated from the Fourier Shell Correlation (FSC) between maps computed from split odd and even sets of image data during the last iteration of map refinement. Using this criterion, the resolutions of each of the two reconstructed density maps [ Fig. 1(A) ] were assessed to be 4.6 Å and 4.7 Å , respectively, at a 0.5 threshold (Supporting Information Fig. 1 ). However, the FSC between the maps independently reconstructed from two halves of data split from the onset of the refinement indicates a resolution of only 6.7 Å , at 0.143 threshold 10 (Supporting Information Fig. 4 ). The actual resolution is likely somewhere between these two values: the former estimate is likely overly optimistic 18 and the latter estimate is overly pessimistic. The resolvability of the Mm-cpn map using the entire data set is adequate to resolve b-strands in the equatorial domains of the subunit and to trace the polypeptide backbone. 2 The low value of the FSC correlation between the independent maps may reflect significant structural variation in the apical domains and loop regions (Supporting Information Fig. 5 ). Development of a more informative resolution definition for cryo-EM maps remains an open area of investigation.
Discussion
The development of metrics for cryo-EM model validation will be a critical step towards robustly generating high accuracy all-atom models from cryo-EM density. The split dataset approach explored here provides a metric that should be immediately useful: the Fourier correlation between the refined model and an independently reconstructed density map over shells with resolution higher than 12 Å . This metric can be used to determine the balance between the fit to the map and model energy and stereochemistry during refinement, as described in this paper, as well as any other metaparameter(s) related to model building and refinement.
The overall density correlation is less sensitive to overfitting than the FSC estimate at subnanometer resolution range because at very low resolution the training and test maps are more similar to each other than to the models. The source of the discrepancy between model and map at low resolution is not clear; it could reflect inaccuracies in the physical model (failure to treat model heterogeneity, bulk solvent effects, etc.), incorrect modeling of the contrast transfer function, or biases in the reconstruction process itself. Whatever the source, the problem can be avoided by discarding the lowest resolution shell during cross validation.
Splitting of the data-set into two halves inevitably limits the resolution and the quality of the reconstructed maps; this problem can be overcome by using the split data set approach for weight and other modeling parameter selection, after which a final refinement could be carried out using all of the data. It also might be possible to use individual particle images directly for validation provided alignment of the images to the model can be carried out sufficiently rapidly and accurately; this could require much less independent data and would have the added benefit of reducing possible bias introduced in the reconstruction process. Such an approach may be applicable for large virus particles, which may have sufficient inherent contrast for individual particle orientation and conformation assessment.
