Quoi de neuf en asservissement visuel depuis les JNRR'03 ? by Chaumette, François & Andreff, Nicolas
Quoi de neuf en asservissement visuel depuis les
JNRR’03 ?
Franc¸ois Chaumette, Nicolas Andreff
To cite this version:
Franc¸ois Chaumette, Nicolas Andreff. Quoi de neuf en asservissement visuel depuis les JNRR’03
?. Journe´es Nationales de la Recherche en Robotique, JNRR’07, 2007, Obernai, France, France.
2007. <inria-00350639>
HAL Id: inria-00350639
https://hal.inria.fr/inria-00350639
Submitted on 7 Jan 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Quoi de neuf en asservissement visuel
depuis les JNRR’03 ?
Franc¸ois Chaumette
INRIA / IRISA
Campus de Beaulieu
35042 Rennes Cedex
Te´l. 02 99 84 72 55 – Francois.Chaumette@irisa.fr
Nicolas Andreff
LaMI/LASMEA – IFMA/UBP/CNRS
Campus des Ce´zeaux/Clermont-Ferrand
63175 Aubie`re Cedex
Te´l. 04 73 28 80 66 – Nicolas.Andreff@ifma.fr
Re´sume´ - Cet article de synthe`se pre´sente les avance´es
re´alise´es en France au cours de ces quatre dernie`res anne´es
dans le domaine de l’asservissement visuel. 1
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I. INTRODUCTION
Les premiers travaux en asservissement visuel au sein de
la communaute´ franc¸aise datent de la fin des anne´es 1980.
Depuis lors, ils n’ont cesse´ de prendre de l’essor, via des
contributions me´thodologiques propres ou via l’e´largissement
de leur domaine d’application en se confrontant aux autres
domaines de la robotique. Au niveau factuel, depuis le dernier
point fait sur l’asservissement visuel aux JNRR’03, on peut
noter la soutenance d’une quinzaine de the`ses dans le domaine,
la publication d’une centaine d’articles dans les confe´rences
et revues internationales (dont cet article tente d’en faire la
synthe`se), la production d’un article de base [12], ainsi que
d’un tutoriel [13], [14], le seul existant jusqu’a` pre´sent datant
de 1996. Parmi toutes ces publications, on peut mettre en
exergue [28], prix du meilleur papier 2005 d’ITRO, faisant
suite a` celui de´ja` attribue´ en 2002, de´montrant ainsi l’excellent
niveau des travaux re´alise´s en France sur le sujet. Un effort
important de diffusion logicielle a e´galement e´te´ re´alise´ via la
mise a` disposition de la bibliothe`que d’asservissement visuel
ViSP [42] et de l’algorithme de suivi ESM [38].
Les contributions re´centes touchent a` tous les domaines de
l’asservissement visuel. Nous de´crivons dans un premier temps
celles ayant trait a` la mode´lisation des informations visuelles
qui sont utilise´es en entre´e des lois de commande. Sur ce
point, on peut particulie`rement noter les travaux re´alise´s pour
prendre en compte de nouveaux capteurs tels les capteurs de
vision omnidirectionnelle, ainsi que les sondes e´chographiques
en robotique me´dicale. La prise en compte de contraintes au
cours d’un asservissement visuel, soit pour re´aliser des taˆches
complexes, soit pour appre´hender des environnements de plus
en plus re´alistes, a e´galement e´te´ largement e´tudie´e. Nous
de´crivons en section III les travaux base´s sur des techniques de
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commande avance´e telles les LMI ou la commande pre´dictive,
et, en section IV ceux utilisant des techniques de planification
ou de se´quencement de taˆches. Nous pre´sentons ensuite en
section V les contributions obtenues dans le domaine de
la navigation visuelle en robotique mobile. Celles-ci sont
significatives, en raison notamment des progre`s re´alise´s dans
le domaine de la vision par ordinateur qui permettent a` pre´sent
de conside´rer de manie`re fiable et robuste des environnements
d’exte´rieur. Comme nous le verrons en section VI, le controˆle
d’engins volants par asservissement visuel est e´galement en
pleine expansion. Nous terminerons enfin en section VII par
la description de travaux plus ponctuels.
II. MODE´LISATION D’INFORMATIONS VISUELLES
Le but de ces e´tudes est de de´terminer des informations
visuelles telles que les lois de commande associe´es pre´sentent
des proprie´te´s remarquables. Nous conside´rons tout d’abord
les e´tudes reposant sur un mode`le de projection perspective
classique, puis sur la mode´lisation de nouveaux capteurs.
A. Projection perspective
1) Asservissement visuel 2D e´tendu : Les travaux de´crits
dans [59] portent sur l’analyse d’une commande utilisant
comme informations visuelles les coordonne´es homoge`nes
de points de l’image exprime´es en pixel multiplie´es par la
profondeur du point 3D correspondant, d’ou` le terme d’asser-
vissement visuel 2D e´tendu choisi par les auteurs de [59]. On
rappelle que ces informations visuelles peuvent eˆtre obtenues
soit a` partir d’un calcul de pose si on dispose d’une came´ra
e´talonne´e et du mode`le 3D de l’objet conside´re´, soit a` partir de
points apparie´s sur les images courante et de´sire´e en remontant
a` la structure partielle de l’objet. L’emploi de ces informations
visuelles redondantes aboutit a` de bonnes proprie´te´s de la
commande associe´e telles la possibilite´ de caracte´riser l’en-
semble de ses minima locaux, la ge´ne´ration de trajectoires
satisfaisantes, ainsi que la stabilite´ asymptotique globale du
syste`me sous l’hypothe`se de mesures parfaites et sa stabilite´
asymptotique locale en pre´sence d’erreurs d’e´talonnage.
2) Homographie: De nombreux travaux en asservissement
visuel utilisent l’estimation d’une homographie, soit pour
calculer les informations visuelles comme il est possible de
le faire en asservissement visuel 2D 1/2 ou 2D e´tendu, soit
pour le suivi visuel de texture plane, ou meˆme les deux
simultane´ment [38]. Il est bien connu que l’extraction de
la pose partielle de la came´ra a` partir de l’homographie
donne deux solutions possibles. Bien que de nombreuses
applications aient pu eˆtre re´alise´es, comme par exemple le
suivi automatique de ve´hicule [6], la double solution issue de
la de´composition peut poser des proble`mes, qui peuvent eˆtre
contourne´s en utilisant la moyenne des deux solutions [66].
Les travaux pre´sente´s dans [7] montrent que la de´composition
n’est meˆme pas indispensable.
3) Informations visuelles photome´triques: Pour limiter au
maximum la phase de traitement d’image, et donc re´duire le
risque d’erreur dans le suivi ou la mise en correspondance des
mesures utilise´es pour construire les informations visuelles, il
est possible d’utiliser directement l’intensite´ lumineuse d’une
zone de l’image. Ainsi, dans [43], une loi de commande est
propose´e afin de maximiser le contraste ou l’e´clairement d’un
objet dans l’image. Cette commande peut s’appliquer aussi
bien pour re´gler la pose de la source de lumie`re que celle de
la came´ra.
4) Me´canismes paralle`les: L’analyse de la cine´matique
particulie`re des robots paralle`les a montre´ que l’asservissement
visuel 3D-pose d’un tel type de robot, c’est-a`-dire utilisant
comme informations visuelles la pose de l’organe terminal du
robot par rapport a` la came´ra, est en fait une simple commande
par retour d’e´tat non-line´aire qui ne de´pend aucunement de la
mesure proprioceptive [18]. Une extension a` la dynamique est
en cours [47], base´e notamment sur la mesure simultane´e de
la pose 3D et de la vitesse carte´sienne de l’organe terminal du
robot par came´ra a` exposition se´quentielle [1].
Alternativement, la commande des robots paralle`les peut se
faire en observant les e´le´ments cine´matiques du robot, ce qui
permet de mesurer la cine´matique du robot (plutoˆt que de
l’estimer par mode`le) et de re´duire ainsi le jeu de parame`tres
ge´ome´triques ne´cessaires a` la commande. Cette approche a
e´te´ valide´e expe´rimentalement sur la plateforme de Gough-
Stewart [4] et sur la famille I4R/Par4 [19].
B. Nouveaux capteurs
1) Asservissement visuel omnidirectionnel: La vision omni-
directionnelle a connu un essor important ces dernie`res anne´es
au sein de la communaute´ de vision par ordinateur. Il est
donc naturel que la communaute´ en asservissement visuel
s’y soit e´galement inte´resse´e, notamment pour profiter du
champ de vision panoramique qu’elle fournit, particulie`rement
inte´ressant pour la navigation d’un robot mobile.
Sur la base d’un mode`le de projection sphe´rique unifiant les
capteurs de vision omnidirectionnelle a` centre de projection
unique et les came´ras classiques re´gies par une projection
perspective, des asservissements visuels valables pour tous ces
capteurs ont e´te´ propose´s. L’image de droites est conside´re´e
dans [32] et une homographie dans [31], amenant alors a` de
bonnes proprie´te´s de de´couplage. Ces re´sultats ont e´te´ valide´s
avec un capteur omnidirectionnel sur un robot manipulateur a`
six degre´s de liberte´ et sur un robot mobile. Dans ce dernier
cas, les lois de commande ont e´te´ construites en conside´rant les
contraintes de non-holonomie [30]. La commande d’un robot
paralle`le (plateforme de Gough) par vision omnidirectionnelle
a e´galement e´te´ re´cemment re´alise´e [63].
Le mode`le de projection sphe´rique pre´sente e´galement
de bonnes proprie´te´s pour de´terminer des informations vi-
suelles optimales. Par exemple, des informations visuelles
caracte´risant l’image d’une sphe`re, proportionnelles aux co-
ordonne´es du centre de la sphe`re, peuvent eˆtre obtenues assez
aise´ment graˆce a` ce mode`le [64]. Il en re´sulte une loi de
commande dont le seul parame`tre inconnu est le rayon de
la sphe`re et il est possible d’assurer la stabilite´ asymptotique
globale du syste`me quelle que soit la valeur choisie pour
ce rayon. Pour les capteurs catadioptriques disposant d’une
zone morte, une variante aux informations initiales peut eˆtre
choisie afin d’e´viter autant que possible de traverser cette zone
morte [65].
2) Lumie`re structure´e: L’emploi de lumie`res structure´es
n’avait pas fait l’objet d’e´tudes depuis de nombreuses
anne´es. Elles simplifient pourtant sensiblement les traitements
d’images et permettent d’appre´hender des objets non struc-
ture´s et non texture´s. Dans le cas ou` la grille projete´e est
rigidement lie´e a` l’objet d’inte´reˆt, les techniques classiques
peuvent s’appliquer directement. Par contre, si les sources
lumineuses sont lie´es a` la came´ra, la phase de mode´lisation
doit eˆtre revue entie`rement. Une e´tude a e´te´ effectue´e dans
ce sens dans [49] pour determiner le motif de lumie`re et les
informations visuelles associe´es re´alisant au mieux la liaison
classique plan sur plan.
3) Asservissement visuel e´chographique: Le travail de´crit
dans [67] concerne la conception et la commande d’un syste`me
robotique permettant de guider un instrument a` partir d’images
e´chographiques ainsi que son application pour de la chirurgie
intracardiaque a` cœur battant. Les informations visuelles uti-
lise´es sont compose´es de l’intersection entre l’instrument et
le plan e´chographique, dont il a fallu de´terminer la matrice
d’interaction. La difficulte´ particulie`re est que le mode`le utilise´
est corrompu par des incertitudes sur les parame`tres estime´s. Il
est donc ne´cessaire de mettre en œuvre, au niveau de l’analyse
et de la synthe`se, des me´thodes avance´es pour garantir la
robustesse en boucle ferme´e : me´thode indirecte de Lyapunov
et adaptation en ligne des gains. Le syste`me propose´ a e´te´
valide´ par des expe´riences in vitro et in vivo sur animaux.
Signalons que les techniques de commande pre´dictive peuvent
eˆtre utilise´es pour assurer que l’instrument reste visible dans
le plan de coupe [56].
Une autre e´tude dans le domaine de l’utilisation d’images
e´chographiques a porte´ sur l’utilisation de l’asservissement vi-
suel pour e´talonner les parame`tres intrinse`ques et extrinse`ques
d’une sonde embarque´e [33]. Apre`s e´talonnage, il est en
effet possible de superposer les diffe´rents plans de coupe
pour obtenir une reconstruction de la zone observe´e par la
sonde. L’asservissement visuel a e´te´ utilise´ pour positionner
la sonde a` des configurations particulie`res par rapport a` une
mire d’e´talonnage.
Par ailleurs, des travaux tre`s novateurs sont actuellement
en cours sur l’utilisation du speckle contenu dans les images
e´chographiques pour controˆler localement la pose de la
sonde [34].
III. COMMANDE
A. Commande sans prise en compte de contraintes
De nombreux travaux sur le de´veloppement de nouvelles
lois de commande ont e´galement e´te´ re´alise´s. Pour celles
utilisant en entre´e des informations visuelles redondantes
proches des mesures effectue´es, telles des coordonne´es de
points, on peut tout d’abord signaler [16] qui permet de rejeter
des informations visuelles aberrantes dues a` des erreurs de
traitement d’image. Le principe consiste a` associer un poids
a` chaque information visuelle. Ce poids, refle´tant la confiance
en la mesure associe´e, peut eˆtre calcule´ automatiquement en
utilisant les techniques statistiques robustes a` base de M-
estimateur.
Dans le meˆme ordre d’ide´e, pour assurer la continuite´ de
la loi de commande lorsque des informations visuelles dispa-
raissent ou apparaissent (et sous hypothe`se qu’un nombre suf-
fisant reste visible), il est possible d’introduire une ponde´ration
sur chaque information visuelle, cette ponde´ration e´tant alors
une fonction de´croissante de la distance de la primitive visuelle
au centre de l’image [27].
Le proble`me majeur des lois de commande classiques
utilise´es en asservissement visuel 2D sur des informations
visuelles redondantes de type point porte sur les trajectoires
re´alise´es pour de grands de´placements a` effectuer. En effet,
ces lois de commande ne sont valables que localement. Il
est montre´ dans [37] que des techniques de commande ins-
pire´es des me´thodes d’optimisation ESM (Efficient Second-
order Method) permettent de reme´dier en bonne partie a` ce
proble`me. En pratique, elles consistent a` utiliser la moyenne
des matrices d’interaction calcule´es pour la configuration
courante et celle de´sire´e.
B. Commande par LMI
Comme cela avait de´ja` e´te´ souligne´ en 2003, les tech-
niques de commande utilise´es en asservissement visuel ont
continue´ a` progresser et a` se ge´ne´raliser a` des techniques
non line´aires plus complexes, capables notamment de prendre
en compte des contraintes au niveau de l’asservissement.
Dans ce domaine, des avance´es concernant l’analyse et la
synthe`se multicrite`res de lois de commande par la the´orie
de Lyapunov et l’optimisation convexe sous contraintes LMI
(Ine´galite´s Line´aires Matricielles) ont e´te´ obtenues. Ainsi, le
proble`me d’asservissement visuel (3D ou 2D) sous contraintes
(visibilite´, saturation des actionneurs, contraintes 3D, etc.)
peut eˆtre re´solu de cette manie`re [20], [62] et formalise´
comme la stabilisation d’un syste`me non line´aire rationnel
sous des contraintes rationnelles, ce qui permet de re´duire le
conservatisme habituel de ces approches [21].
C. Commande pre´dictive
Une autre approche pour prendre en compte des contraintes
au niveau de l’asservissement visuel consiste a` utiliser les
techniques de commande pre´dictive non line´aire. Dans cette
approche, les objectifs sont exprime´s sous la forme d’un
proble`me d’optimisation non line´aire dont la re´solution fournit
une planification implicite et optimale de trajectoire sous
contraintes. De plus, le mode`le non line´aire complet du
syste`me est conside´re´. La line´arisation locale via la ma-
trice d’interaction n’est donc plus ne´cessaire, ce qui permet
d’ame´liorer le comportement du syste`me. Diffe´rentes appli-
cations ont e´te´ re´alise´es sur des bras manipulateurs [55]
et sur des robots mobiles, notamment pour la stabilisation
en une image de´sire´e [2], ainsi que pour du guidage sous
e´chographie [56]. Dans tous les cas, l’e´tude de la stabilite´
reste un proble`me ouvert. Le temps de calcul pour re´soudre le
proble`me d’optimisation NL, qui doit eˆtre effectue´ a` chaque
ite´ration de la loi de commande, est parfois aussi une li-
mitation a` l’utilisation de cette approche. Il est cependant
montre´ dans [3] que l’utilisation de la proprie´te´ de platitude
diffe´rentielle du syste`me permet de diviser par deux le temps
de calcul dans le cas d’un robot mobile.
La commande pre´dictive peut e´galement eˆtre utilise´e pour
des taˆches de poursuite d’un objet en mouvement. Ainsi,
un mode`le pre´dictif du mouvement du cœur a-t-il e´te´ utilise´
dans [28] pour re´duire l’erreur de suivi du pe´ricarde en
chirurgie a` cœur battant. L’objectif de ces travaux vise a`
re´aliser des interventions en laissant le cœur battre librement.
Le robot est alors utilise´ pour suivre de manie`re synchrone
les mouvements du coeur dans le but d’annuler le de´placement
relatif entre l’outil de chirurgie et la zone du pe´ricarde a` traiter.
De cette manie`re, le chirurgien a l’impression d’ope´rer un
cœur arreˆte´. Ces travaux ont e´te´ valide´s par des expe´riences
re´alise´es sur animaux avec un syste`me robotique controle´ par
asservissement visuel a` 500 Hz.
D. Couplage vision/force
Il existe deux fac¸ons classiques pour re´aliser le couplage
vision/force : la me´thode par impe´dance et la me´thode dite hy-
bride. Il a e´te´ montre´ dans [46] que la me´thode par impe´dance
peut pre´senter des minima locaux et que la me´thode hybride
requiert un mode`le tre`s pre´cis de la taˆche. Pour circonvenir
ces difficulte´s, une nouvelle me´thode dite hybride externe a
e´te´ propose´e. L’asservissement visuel y est place´ a` l’inte´rieur
d’une commande en effort externe, de manie`re hie´rarchique.
Le couplage est ainsi fait dans l’espace capteur : la trajectoire
de re´fe´rence ge´ne´re´e par asservissement visuel est modifie´e par
la commande en effort. Cette me´thode a e´te´ applique´e pour
l’exe´cution de taˆches de robotique de service telles l’ouverture
de porte et de tiroir [50].
IV. PLANIFICATION ET SE´QUENCEMENT DE TAˆCHES
La planification hors ligne de trajectoire est une approche
connue pour pallier aux proble`mes des commandes clas-
siques lors de grands de´placements a` re´aliser et pour pouvoir
conside´rer des contraintes. Dans ce domaine, deux algo-
rithmes, base´s sur les coordonne´es 2D e´tendues et fournissant
une solution analytique, ont e´te´ propose´s re´cemment. Les
trajectoires e´tant planifie´es en coordonne´es 2D e´tendues, elles
peuvent eˆtre injecte´es a` tout asservissement visuel charge´ de
suivre ces trajectoires. La premie`re me´thode impose a` un point
image se´lectionne´ de se de´placer en ligne droite, en faisant
varier la distance entre came´ra et objet pour assurer e´galement
la visibilite´ de tous les autres points images [58]. La seconde
me´thode cherche a` de´placer en ligne droite le centre de la
came´ra, en admettant d’e´ventuels e´carts locaux pour assurer
la visibilite´ [57].
L’utilisation du formalisme de la redondance est une autre
approche classique pour prendre en compte des contraintes.
Dans cette approche, celles-ci sont assure´es, autant que faire
se peut, par les mouvements disponibles ne modifiant pas
l’e´volution de la taˆche visuelle principale. Ceci s’ave`re eˆtre
parfois trop contraignant et il est possible d’e´largir sensi-
blement l’ensemble des mouvements permis en conside´rant
tous ceux qui font diminuer la norme de la taˆche principale,
conservant ainsi sa stabilite´ [39].
Il n’empeˆche que des degre´s de liberte´ doivent eˆtre dis-
ponibles pour pouvoir respecter les contraintes, ce qui n’est
pas toujours possible. Il est alors ne´cessaire de mode´liser
et de se´quencer plusieurs taˆches qui seront active´es ou
de´sactive´es en fonction des e´ve´nements se produisant, et donc
des contraintes a` assurer. C’est ce principe qui a e´te´ utilise´
dans [25] afin de faire naviguer un robot mobile tout en e´vitant
des obstacles et des occultations e´ventuels. Dans certains cas
cependant, il n’est pas possible d’e´viter toute occultation tout
en naviguant vers le but et en e´vitant simultane´ment les
obstacles. C’est pourquoi ces travaux ont e´te´ ame´liore´s afin de
laisser les occultations se produire si cela est ne´cessaire au bon
de´roulement de la mission. Pour cela, plusieurs me´thodes ont
e´te´ propose´es pour pre´dire la position des mesures visuelles
lorsque celles-ci sont momentane´ment indisponibles [26].
Plutoˆt que d’imposer a priori le se´quencement a` effectuer,
ce qui peut s’ave´rer proble´matique pour des applications
complexes, il est possible de se´lectionner automatiquement les
taˆches et contraintes a` activer ou a` de´sactiver au cours de la
re´alisation de la mission. On se rame`ne alors a` un proble`me de
gestion de pile de taˆches [40]. Cette approche a e´te´ re´cemment
applique´e sur un robot humanoı¨de afin de re´aliser la saisie
d’une balle en mouvement au cours de la marche tout en
conservant l’e´quilibre et en e´vitant les bute´es du bras [41].
V. ROBOTS MOBILES
A. Fonctions transverses
Pour les robots non-holonomes, il est bien connu que la
stabilisation de la pose comple`te du robot ne peut pas eˆtre
re´solue de manie`re ge´ne´rique a` l’aide de commandes par
retour d’e´tat classiques. L’utilisation de retours d’e´tat tre`s non-
line´aires pose alors des proble`mes difficiles de robustesse, en
particulier vis-a`-vis d’erreurs d’estimation de la pose. Dans
[5], le suivi d’une cible mobile omnidirectionnelle par un robot
de type unicycle muni d’une came´ra embarque´e est traite´,
via l’approche de commande par fonctions transverses. Un
mode`le pre´cis de la cible et des parame`tres intrinse`ques de la
came´ra permet une reconstruction fine de la pose, et conduit a`
de bonnes performances du sche´ma de commande. Le meˆme
proble`me a e´te´ reconside´re´ dans [44] sous l’angle de la robus-
tesse des sche´mas de commande vis-a`-vis d’erreurs de mode`le
de l’ensemble capteur/cible. Ce travail a montre´ qu’a` partir
d’un mode`le tre`s grossier, il est toujours possible de garantir
de bonnes proprie´te´s de bornitude de l’erreur de suivi, mais il
montre aussi une de´gradation des performances pour certaines
trajectoires de re´fe´rence, qui se traduit par l’apparition de
mouvements parasites autour du point de fonctionnement. Au
vu de ces re´sultats pre´liminaires, il apparaıˆt que l’e´tude de
l’asservissement visuel pour des syste`mes tre`s non-line´aires
me´rite d’eˆtre approfondie.
B. Navigation par localisation 3D
Des travaux tre`s fructueux ont e´te´ re´alise´s ces dernie`res
anne´es dans le domaine de la navigation de robot mobile en
milieu urbain. Dans [54], la trajectoire a` suivre est donne´e au
robot suite a` une phase d’apprentissage. Pendant cette phase
d’apprentissage, la came´ra embarque´e enregistre une vide´o a`
partir de laquelle une carte de l’environnement est construite.
Cette carte, obtenue par un algorithme de reconstruction 3D
base´ sur la mise en correspondance de points d’inte´reˆt, est
un mode`le 3D de la sce`ne observe´e constitue´ d’un nuage de
points. Au cours de la navigation, les images prises par la
came´ra permettent de localiser le robot au voisinage de la
trajectoire de re´fe´rence. Cette localisation consiste a` mettre
en correspondance des points d’inte´reˆt de´tecte´s sur l’image
courante avec le mode`le 3D de la sce`ne, ce qui permet d’en
de´duire la pose de la came´ra et donc du robot. La pose est
ensuite utilise´e pour commander le robot et faire en sorte qu’il
suive de fac¸on autonome le meˆme parcours que durant la phase
d’apprentissage ou un parcours le´ge`rement diffe´rent.
C. Navigation par me´moire visuelle
Le meˆme type d’application, reposant e´galement sur une
phase d’apprentissage, a e´te´ traite´ dans [52] et [8]. La
diffe´rence principale porte sur le fait qu’une reconstruc-
tion globale de l’environnement n’est pas indispensable pour
re´aliser la navigation, mais que des reconstructions locales
suffisent entre les diffe´rentes images cle´s repre´sentant le
chemin a` parcourir. Une autre diffe´rence importante porte sur
les lois de commande utilise´es. Dans [52], on ne cherche pas a`
suivre pre´cise´ment une trajectoire planifie´e, mais a` progresser
le long du couloir de navigation. En termes d’asservissement
visuel, cela revient a` ce que les informations visuelles restent
au sein d’un intervalle, au lieu qu’elles atteignent des valeurs
spe´cifiques. L’application de cette approche pour la navigation
d’un Cycab est de´crite dans [23] et pour un robot mobile
d’inte´rieur dans [8]. Initie´e avec une came´ra conventionelle,
cette approche a e´te´ re´cemment ge´ne´ralise´e a` toutes les
came´ras a` point central unique [17].
VI. ROBOTS VOLANTS
La commande par asservissement visuel d’engins volants a
connu elle aussi un essor tre`s important ces dernie`res anne´es.
Les premiers travaux que l’on peut signaler portent sur les
dirigeables pour lesquels des asservissements visuels ont e´te´
de´veloppe´s pour la stabilisation en un point fixe, l’atterrissage
automatique, ainsi que le suivi de structures line´iques (routes,
rivie`res, lignes e´lectriques,...) [61], [53].
Pour la commande d’he´licopte`res, autre type de syste`mes
sous-actionne´s, les premie`res contributions portent logique-
ment sur des asservissements visuels 3D utilisant la vision
pour estimer la pose du drone [48]. Cote´ asservissement visuel
2D, des lois de commande cine´matiques ont tout d’abord e´te´
propose´es [9]. Elles reposent sur la mesure du centre de gravite´
d’une cible apre`s projection sphe´rique, ce qui permet d’avoir
des informations visuelles disposant de la proprie´te´ de passi-
vite´ structurelle. Une commande dynamique a e´galement e´te´
re´cemment propose´e [29]. Dans ce type de loi de commande,
la mesure de la vitesse de translation de la came´ra est suppose´e
connue. Il est de´montre´ dans [35] que, si on suppose que la
cible observe´e est plane, alors, en combinant la vitesse d’un
point dans l’image et les mesures fournies par les gyrome`tres,
il est possible d’estimer la vitesse de la came´ra a` un facteur
d’e´chelle pre`s. Une nouvelle strate´gie de controˆle adaptatif
a ensuite e´te´ de´veloppe´e et expe´rimente´e sur un drone. Le
principal inconve´nient de cette premie`re me´thode re´side dans
la non observabilite´ de certains parame`tres rendant obligatoire
une mesure de la vitesse d’un point dans l’image, tre`s de´grade´e
en pratique avec les capteurs utilise´s. Une seconde approche
a alors e´te´ explore´e [36] pour se ramener a` un syste`me
entie`rement observable a` partir des simples mesures des amers
visuels. Pour cela, la taille de la cible observe´e par la came´ra
a e´te´ utilise´e.
Par ailleurs, la relation entre le sous actionnement et l’ana-
lyse des conditions de visibilite´ d’une cible est un proble`me
tre`s inte´ressant pour toute re´alisation pratique d’un asservis-
sement visuel sur un drone. Pour ce proble`me, une premie`re
approche de controˆle, base´e sur les techniques de commande
par petits gains et utilisant l’homographie comme information
visuelle, a e´te´ e´tudie´e dans [45].
Enfin, des e´tudes sont e´galement en cours pour re´aliser
l’atterrissage automatique d’avions. La strate´gie propose´e
dans [10] consiste a` planifier une trajectoire compatible avec
la dynamique de l’avion permettant de rejoindre la trajectoire
nominale d’atterrissage, puis a` suivre cette trajectoire en
utilisant des lois de commande de´couple´es pour les controˆles
late´ral et longitudinal en utilisant des informations visuelles
extraites de la piste d’atterrissage.
VII. AUTRES APPLICATIONS
Des progre`s importants ont e´galement e´te´ re´alise´s dans
le domaine du traitement d’images pour suivre des objets
de forme ou de texture complexes. Outre le suivi de points
d’inte´reˆt de´ja` e´voque´, on peut notamment citer le suivi de
surface planaire texture´e [38] a` partir duquel il est possible
d’estimer la pose du robot et la structure de la sce`ne. On
peut alors concevoir des approches d’asservissement visuel
qui ne ne´cessitent pas une image de re´fe´rence pour spe´cifier
une position a` atteindre [60]. Des techniques de reconstruction
locale peuvent e´galement eˆtre utilise´es pour se positionner
par rapport a` des objets non polye´driques [15]. Enfin, des
techniques de suivi 3D combinant des mesures de type contour
et texture ont e´te´ de´veloppe´es, permettant d’appre´hender des
objets 3D complexes [51]. Des applications d’envergure, autres
que celles de´ja` cite´es, sont donc a` pre´sent conside´re´es, telles
la manipulation d’objets en environnement spatial [22], l’aide
aux personnes handicape´es pour la de´tection et la saisie d’ob-
jets [24], ou la reconstruction 3D d’objets rigides naturels dans
les fonds marins par des techniques de perception active [11].
Dans un proche avenir, les techniques d’asservissement visuel
seront e´galement utilise´es pour des applications de micro-
manipulation et de micro-assemblage.
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