On the eigenproblem of matrices over distributive lattices  by Tan, Yijia
Linear Algebra and its Applications 374 (2003) 87–106
www.elsevier.com/locate/laa
On the eigenproblem of matrices over
distributive lattices
Yijia Tan∗
Department of Mathematics, Fuzhou University, Fuzhou 350002, China
Received 16 July 2002; accepted 15 March 2003
Submitted by R.A. Brualdi
Abstract
Let (L,,∨,∧) be a complete and completely distributive lattice. A vector ξ is said to
be an eigenvector of a square matrix A over the lattice L if Aξ = λξ for some λ in L. The
elements λ are called the associated eigenvalues. In this paper, we obtain the maximum ei-
genvector of A for a given eigenvalue λ, and give some properties of the maximum matrix
M(λ, ξ) in T (λ, ξ), the set of matrices with a given eigenvector ξ and eigenvalue λ. We also
consider the structure of matrices which possess a given primitive eigenvector ξ and show in
particular that, for any given λ in L, there is a matrix, namely M(λ, ξ), having ξ as a maximal
primitive eigenvector associated with the eigenvalue λ.
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1. Introduction
Let (L,,∨,∧) be a distributive lattice with the greatest element 1 and the least
element 0. A vector ξ is said to be an eigenvector of a square matrix A over the
lattice L if there exists a scalar λ in L such that Aξ = λξ ; in this case λ is called
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the associated eigenvalue. For brevity, let us call eigenvectors associated with the
eigenvalue λ = 1 the standard eigenvectors.
For the eigenvector–eigenvalue problems (eigenproblems for short) for the matr-
ices over a distributive lattice L, there are three basic questions which are worth
considering.
(a) Given an eigenvector ξ of a matrix A over L, which scalars are the eigenvalues
of A with the associated eigenvector ξ?
(b) Given an eigenvalue λ of the matrix A, which vectors are the eigenvectors of A
with the associated eigenvalue λ?
(c) Given a vector ξ over L and a scalar λ in L, which matrix A is such one that ξ
is an eigenvector of A and λ is the associated eigenvalue?
The question (a) was first studied by Rutherford [5] for the case of Boolean alge-
bras in 1965. He showed that given an eigenvector ξ of a matrix A over a Boolean
algebra B, the eigenvalues of A with the vector ξ form an interval in B, and he gave
an explicit formula for this interval. In 1998, Tan [7] generalized this result to a class
of complete and completely distributive lattices.
The question (b) was considered by several authors for special cases of
distributive lattices [2–7]. In 1965, Rutherford [5] showed that for a given matrix
A over a Boolean algebra B, each scalar in B is an eigenvalue of A, and the
eigenvectors of A with a given eigenvalue λ form a subspace (i.e., eigenspace) of
the vectors space over B (this result has been generalized to a class of complete
and completely distributive lattices, see [7]), and furthermore, he gave an explicit
formula for the maximum eigenvector in this eigenspace. He also constructed, for
each eigenvalue, a family of vectors which span its eigenspace. In 1992, Kirkland
and Pullman [4] presented a convenient way to construct a spanning set of
minimum cardinality for each eigenspace in the case of finite Boolean algebras. In
1978, Sanches [6] presented a way to find the maximum standard eigenvector of
a given fuzzy matrix, and in 1992, Cechlárova [2] characterized the standard
eigenvectors by means of the associated graph of a matrix A over a Bottleneck
algebra. Recently, Gavalec [3] studied the set of all increasing eigenvectors of a
matrix A over a max–min algebra.
The question (c) was first studied by Blyth [1] for the case of Boolean algebras in
1966. He showed that the set of matrices with a given eigenvector ξ and eigenvalue
λ forms a gerbier (i.e., ∨-semi-reticulated semigroup), and gave an explicit formula
for the maximum matrix in this gerbier. In 1998, Tan [7] generalized this result to a
class of complete and completely distributive lattices.
In this paper, we continue to consider the eigenproblem for matrices over the
class of complete and completely distributive lattices. In Section 3, we obtain the
maximum eigenvector of a given matrix A for a given eigenvalue λ, and give some
properties of the maximum matrix M(λ, ξ) in T (λ, ξ), the set of matrices with a
given eigenvector ξ and eigenvalue λ. In Section 4, we introduce the concept of
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primitive vectors and consider the structure of matrices which possess a given primi-
tive eigenvector ξ and show in particular that, for any given λ in L, there is a matrix,
namely M(λ, ξ), having ξ as a maximal primitive eigenvector associated with the
eigenvalue λ.
2. Definitions and preliminary lemmas
Let (L,,∨,∧) be a lattice. For a, b ∈ L, the largest x satisfying the inequality
a ∧ x  b is called the relative pseudocomplement of a in b, and is denoted by a →
b. (Note that the relative pseudocomplement of a in b was denoted by a b in [7].) If
for any pair of elements a and b in L, a → b exists, then L is said to be a Brouwerian
lattice. It is clear that a Boolean algebra is a Brouwerian lattice and in this case
a → b = b ∨ a′, where a′ is the complement element of a in this Boolean algebra.
Similarly, a linear lattice is a Brouwerian lattice and in this case
a → b =
{
1 a  b,
b a > b,
where 1 is the greatest element of this linear lattice.
A lattice L is said to be complete if for any subset S of L, both the least upper
bound ∨{y|y ∈ S} and the greatest lower bound ∧{y|y ∈ S} of S exist in L; L is
said to be completely distributive if for any x ∈ L, there are always x ∧ (∨{y|y ∈
S}) = ∨{x ∧ y|y ∈ S} and x ∨ (∧{y|y ∈ S}) = ∧{x ∨ y|y ∈ S}. We claim that any
complete and completely distributive lattice L is a Brouwerian lattice. In fact, for
any pair of elements a and b in L, the subset {x|x ∈ L, a ∨ x  b} is nonempty
since b ∈ {x|x ∈ L, a ∧ x  b}. Let u = ∨{x|x ∈ L, a ∧ x  b}. Then a ∧ u =
a ∧ (∨{x|x ∈ L, a ∧ x  b}) = ∨{a ∧ x|x ∈ L, a ∧ x  b}  b, and so u is the
largest element satisfying the inequality a ∧ x  b. Therefore a → b exists and a →
b = u.
In this paper, the lattice L is always supposed to be a complete and completely
distributive lattice with the greatest element 1 and the least element 0. Unless other-
wise specified all matrices and vectors are of order n.
The following notations are used.
[a, b] = {x ∈ L| a  x  b} is an interval in L;
a′ = a → 0.
The set Vn(L) of all column vectors over L forms a complete and completely
distributive lattice isomorphic to the nth direct power of L if we make the following
definitions.
ξ =


ξ1
...
ξn

 and η =


η1
...
ηn

 ⇒ ξ ∨ η =


ξ1 ∨ η1
...
ξn ∨ ηn

 and ξ ∧ η =


ξ1 ∧ η1
...
ξn ∧ ηn

 .
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For any ξ, η ∈ Vn(L), we define ξ  η ⇔ ξi  ηi for all i, ξ → η =


ξ1 → η1
...
ξn → ηn


and ξ ′ =


ξ ′1
...
ξ ′n

 .
Let 0 =


0
...
0

 and e =


1
...
1

.
The vectors 0 and e are called the zero vector and the universal vector of Vn(L),
respectively.
Let ei denote the vector in Vn(L) with 1 as ith coordinate, 0 otherwise.
The multiplication of the vector ξ by a scalar a in L is defined by
aξ =


a ∧ ξ1
.
.
.
a ∧ ξn

 ,
ξT denotes the row vector whose transpose is ξ and the norm of the vector ξ is
defined by ‖ξ‖ = ∨ni=1 ξi .
A nonempty subset V of Vn(L) is called a vector space in Vn(L) if it is closed
under “∨” and under multiplication by scalars (elements of L).
Likewise the set Mn(L) of all n × n matrices over L forms a complete and com-
pletely distributive lattice if we make the following definitions.
For A = (aij ), B = (bij ), C = (cij ) in Mn(L),
A ∨ B = C ⇔ aij ∨ bij = cij for i, j = 1, 2, . . . , n,
A ∧ B = C ⇔ aij ∧ bij = cij for i, j = 1, 2, . . . , n,
A  B ⇔ aij  bij for i, j = 1, 2, . . . , n.
An additional operation of matrix multiplication in Mn(L) can be introduced by
the definition
AB = C ⇔
n∨
k=1
(aik ∧ bkj ) = cij for i, j = 1, 2, . . . , n.
It is clear that Mn(L) forms a semigroup with respect to the multiplication.
(Mn(L),∨, ·) is a semiring and for A,B,C,D ∈ Mn(L), A ∨ A = A, and if A 
B,C  D then AC  BD.
The powers of A are defined by A1 = A and Ak+1 = A · Ak for k = 1, 2, . . .
The multiplication of a matrix A by a scalar λ is defined by
λA = B ⇔ λ ∧ aij = bij for i, j = 1, 2, . . . , n.
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The premultiplication of a vector ξ by A is defined by
Aξ = η ⇔
n∨
j=1
(aij ∧ ξj ) = ηi for i = 1, 2, . . . , n.
For any A in Mn(L), AT denotes the transpose of A, and the norm of the matrix
A is defined by ‖A‖ = ∨ni,j=1 aij . A is called symmetric if A = AT.
The following lemmas are used in the next paragraphs.
Lemma 2.1. For any a, b, c in L, we have
(1) a → b = a → (a ∧ b);
(2) b ∨ a′  a → b;
(3) (a ∨ b)′ = a′ ∧ b′;
(4) a′′  a and a′′′ = a′, where a′′′ = (a′′)′ and a′′ = (a′)′;
(5) b ∧ (a → b) = b;
(6) (a → b) ∧ (b → c)  a → c;
(7) (a → b) ∧ c  a → (b ∧ c);
(8) if a  b then a → b = 1;
(9) if c  a then c ∧ (a → b) = c ∧ b, especially, a ∧ (a → b) = a ∧ b;
(10) if a  b then b → c  a → c and c → a  c → b;
(11) if a  b then b′  a′;
(12) a ∧ b = a ∧ c ⇔ a  (b → c) ∧ (c → b).
Proof. (1)–(4) were proved in [7]. (8), (10) and (11) are clear.
(5). By (2), we have
b  b ∨ a′  a → b.
Therefore b ∧ (a → b) = b. This proves (5).
(6). Since a ∧ ((a → b) ∧ (b → c)) = (a ∧ (a → b)) ∧ (b → c)  b ∧ (b → c)
 c, we have (a → b) ∧ (b → c)  a → c. This proves (6).
(7). Since a ∧ ((a → b) ∧ c) = (a ∧ (a → b)) ∧ c  b ∧ c, we have (a → b) ∧
c  a → (b ∧ c). This proves (7).
(9). If c  a then c ∧ (a → b)  a ∧ (a → b)  b, and so c ∧ (a → b)  c ∧ b.
On the other hand, by (2), we have b  b ∨ a′  a → b, and so c ∧ b  c ∧ (a →
b). Therefore c ∧ (a → b) = c ∧ b. This proves (9).
(12). If a ∧ b = a ∧ c, then a ∧ b  c and a ∧ c  b, and so a  b → c and a 
c → b. Therefore a  (b → c) ∧ (c → b).
Conversely, if a  (b → c)∧ (c → b), then a ∧ b  (b ∧ (b → c)) ∧ (c → b) 
c ∧ (c → b)  c, and so a ∧ b  a ∧ c. Interchanging the roles of b and c, we obtain
in a similar way a ∧ c  a ∧ b. Thus a ∧ b = a ∧ c. This proves (12). 
Lemma 2.2 [7, Lemma 2.2]. Let b ∈ L, {ai |i ∈ I } ⊆ L, where I is a certain index
set. Then
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(1) ∧i∈I (ai → b) = (∨i∈I ai) → b;
(2) ∧i∈I (b → ai) = b → (∧i∈I ai).
By Lemma 2.1 (2), (3), (5), (6), (9) and Lemma 2.2 (1), and by the definitions
ξ  η, ξ ∨ η, ξ ∧ η, ξ → η and ξ ′ for vectors ξ and η, we have
Lemma 2.3. For any ξ, η, ζ, α1, . . . , αm in Vn(L), we have
(1) ξ ′ ∨ η  ξ → η;
(2) (ξ ∨ η)′ = ξ ′ ∧ η′;
(3) η ∧ (ξ → η) = η;
(4) (ξ → η) ∧ (η → ζ )  ξ → ζ ;
(5) if ζ  ξ then ζ ∧ (ξ → η) = ζ ∧ η, especially, ξ ∧ (ξ → η) = ξ ∧ η;
(6) ∧mi=1(αi → η) = (∨mi=1 αi) → η.
Lemma 2.4 [7, Lemma 2.9]. For any A ∈ Mn(L), Ane = An+1e.
3. Eigenvectors and eigenvalues
Definition 3.1 [7]. Let A ∈ Mn(L). An eigenvector of A is a vector ξ in Vn(L) such
that
Aξ = λξ
for some scalar λ in L. The element λ is called the associated eigenvalue.
We first consider a given eigenvalue λ of a matrix A in Mn(L) and determine the
range of its eigenvectors.
Theorem 3.1. Let A ∈ Mn(L) and λ be a given eigenvalue of A. Then
(1) The set E(A, λ) of the eigenvectors of λ forms a subspace of Vn(L) with the max-
imum element ξ∗(λ), namely the union of all eigenvectors of λ, and the smallest
element 0;
(2) ξ∗(λ) = (λe ∨ ATe) → (λAne).
Proof. (1) was proved in [7] (see Theorem 3.3 in [7]).
(2) By Lemma 2.3 (6), we have
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λ
(
(λe ∨ ATe) → (λAne))= λ(((λe) → (λAne)) ∧ ((ATe) → (λAne)))
= (λe ∧ ((λe) → (λAne))) ∧ ((ATe) → (λAne))
= (λe ∧ λAne) ∧ ((ATe) → (λAne))
(by Lemma 2.3(5))
= (λAne) ∧ ((ATe) → (λAne))
= λAne (by Lemma 2.3(3)).
On the other hand, for any i ∈ {1, 2, . . . , n}, we have(
A((λe ∨ ATe) → (λAne)))
i
=
n∨
j=1
(
aij ∧ ((λe ∨ ATe) → (λAne))j
)
=
n∨
j=1
(
aij ∧
((
λ ∨
(
n∨
t=1
atj
))
→ (λAne)j
))
.
Since aij  λ ∨
(∨n
t=1 atj
)
, we have
(A((λe ∨ ATe) → (λAne)))i =
n∨
j=1
(
aij ∧ (λAne)j
)
(by Lemma 2.1(9))
= (λAn+1e)i = (λAne)i (by Lemma 2.4).
Then
A((λe ∨ ATe) → (λAne)) = λAne.
Therefore (λe ∨ ATe) → (λAne) ∈ E(A, λ) and so ξ∗(λ)  (λe ∨ ATe) → (λAne).
Now let ξ ∈ E(A, λ). Then Aξ = λξ , and so λξ = λAnξ  λAne. Therefore ξ 
(λe) → (λAne).
On the other hand, since
Aξ = λξ ⇔ (Aξ)i = λ ∧ ξi for i = 1, 2, . . . , n,
we have
aij ∧ ξj  λ ∧ ξi  λ for i, j = 1, 2, . . . , n,
and so
ξj  aij → λ for i, j = 1, 2, . . . , n.
Thus, we have
ξj 
n∧
i=1
(aij → λ) =
(
n∨
i=1
aij
)
→ λ = (ATe)j → λ for j = 1, 2, . . . , n,
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and so ξ  (ATe) → (λe). Therefore, we have
ξ  ((ATe) → (λe)) ∧ ((λe) → (λAne))  (ATe) → (λAne)
(by Lemma 2.3(4)),
and so
ξ  ((λe) → (λAne)) ∧ ((ATe) → (λAne))
= (λe ∨ ATe) → (λAne) (by Lemma 2.3(6)).
Hence
ξ∗(λ) = (λe ∨ ATe) → (λAne).
This proves the theorem. 
Remark 3.1. In Theorem 3.1, if λ = 1, then the maximum standard eigenvector
ξ∗(1) = e → Ane = Ane (because 1 → a = a for all a in L). But ξ∗(λ) /= λAne in
generally.
Example 3.1. Consider the matrix A =
[
0.5 0.3
0.4 0.5
]
over the fuzzy algebra [0,1]
and the eigenvalue λ = 0.5. Then we have the maximum eigenvector ξ∗(0.5) = (11),
but λA2e = (0.50.5).
Definition 3.2. The subspace E(A, λ) in Theorem 3.1 is called the λ-eigenspace of
A.
Theorem 3.2. Let A ∈ Mn(L) and λ ∈ L. If the only eigenvector of λ is the zero
vector, then λ ∈ [0, ‖An‖′].
Proof. Suppose that the only eigenvector of λ is the zero vector. For this λ we have
ξ∗(λ) = 0. That is, (λe ∨ ATe) → (λAne) = 0. But
λAne  (λe ∨ ATe) → (λAne) (by Lemma 2.3(1)),
we have λAne = 0, and so Ane  λ′e. Therefore ‖An‖ = eTAne  eTλ′e = λ′, and
so ‖An‖′  λ′′  λ. This completes the proof. 
Remark 3.2. In [5], Rutherford obtained the following result (see Theorem 6 in
[5]):
A Boolean matrix A of order n has at most one eigenvalue whose only eigenvector
is the zero vector. If such an eigenvalue exists, it is ‖An‖′.
However, this result does not hold for matrices over a distributive lattice in
generally.
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Example 3.2. Consider the lattice L = {0, a, b, c, d, 1} whose diagram is as fol-
lows. It is easy to see that L is a distributive lattice.
Now let A =

a 0 dd a b
0 0 a

 ∈ M3(L).





◦a
◦
0





◦c
◦
b






◦1
◦
d

Then A
Te =

1a
1

 and A3e =

aa
a


.
For any λ ∈ L, by Theorem 3.1(2), we have
ξ∗(λ) = (λe ∨ ATe) → (λA3e) =
(
λ ∨ 1
λ ∨ a
λ ∨ 1
)
→
(
λ ∧ a
λ ∧ a
λ ∧ a
)
=
( 1 → (λ ∧ a)
(λ ∨ a) → (λ ∧ a)
1 → (λ ∧ a)
)
=
(
λ ∧ a
(λ ∨ a) → (λ ∧ a)
λ ∧ a
)
.
Therefore
ξ∗(0) =
( 0
a → 0
0
)
=
( 0
d
0
)
, ξ∗(a) =
(
a
a → a
a
)
=
(
a
1
a
)
,
ξ∗(b) =
( 0
c → 0
0
)
=
( 0
0
0
)
, ξ∗(c) =
(
a
c → a
a
)
=
(
a
a
a
)
,
ξ∗(d) =
( 0
1 → 0
0
)
=
( 0
0
0
)
and ξ∗(1) =
(
a
1 → a
a
)
=
(
a
a
a
)
.
It is clear that A has two eigenvalues b and d whose only eigenvector is the zero
vector.
Next, we consider a given eigenvector ξ of a matrix A in Mn(L) and determine
the range of its eigenvalues.
Theorem 3.3 [7, Theorem 3.1]. Let A ∈ Mn(L) and ξ be an eigenvector of A. Then
the eigenvalues of ξ form a sublattice of L consisting of the interval [λ0, λ∗], where
λ0 = ‖Aξ‖ and λ∗ = ‖ξ‖ → ‖Aξ‖.
By Theorem 3.3, we have
Corollary 3.1. Let ξ be an eigenvector of A. Then ξ has a unique eigenvalue if and
only if
‖Aξ‖ = ‖ξ‖ → ‖Aξ‖.
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Theorem 3.4. If an eigenvector ξ of A has the unique eigenvalue λ, then every
eigenvector η of λ with ‖η‖  ‖ξ‖ has a unique eigenvalue, namely λ. In particular,
the maximum eigenvector ξ∗(λ) of λ has the unique eigenvalue λ.
Proof. By Corollary 3.1, we have
λ = ‖Aξ‖ = ‖ξ‖ → ‖Aξ‖.
Therefore
‖η‖ → ‖Aη‖ = ‖η‖ → ‖λη‖ = ‖η‖ → (λ ∧ ‖η‖)
= ‖η‖ → λ (by Lemma 2.1(1))
 ‖ξ‖ → λ (by Lemma 2.1(10))
= ‖ξ‖ → ‖Aξ‖ = ‖Aξ‖ = ‖λξ‖ = λ ∧ ‖ξ‖
 λ ∧ ‖η‖ = ‖λη‖ = ‖Aη‖.
On the other hand, ‖Aη‖  ‖η‖ → ‖Aη‖. Therefore ‖Aη‖ = ‖η‖ → ‖Aη‖. By Cor-
ollary 3.1, η has the unique eigenvalue λ. Since ξ∗(λ)  ξ , we have ‖ξ∗(λ)‖  ‖ξ‖,
and so ξ∗(λ) has the unique eigenvalue λ. This completes the proof. 
Theorem 3.5. If an eigenvector ξ of A ∈ Mn(L) has the unique eigenvalue λ, then
0  λ  ‖An‖.
Proof. Let ξ∗(λ) be the maximum eigenvector of λ and λ0 the minimum eigen-
value of ξ∗(λ). Then ξ∗(λ) = (λe ∨ ATe) → (λAne) (by Theorem 3.1 (2)) and λ0 =
‖Aξ∗(λ)‖ (by Theorem 3.3). Therefore, by Theorem 3.4,
λ = λ0 = ‖Aξ∗(λ)‖ = ‖λξ∗(λ)‖ (because Aξ∗(λ) = λξ∗(λ))
= eT(λξ∗(λ)) = eT(λ((λe ∨ ATe) → (λAne)))
= eT(λAne) (by the proof of Theorem 3.1(2))
= λeTAne = λ‖An‖,
so that λ  ‖An‖. This proves the theorem. 
By Theorem 3.5, we have
Corollary 3.2. Let A ∈ Mn(L) and λ be an eigenvalue of A. If λ /∈ [0, ‖An‖], then
every eigenvector of λ has at least two eigenvalues. In particular, the maximum
eigenvector ξ∗(λ) of λ has at least two eigenvalues.
Example 3.3. Consider the lattice L, the matrix A and the maximum eigenvectors
ξ∗(λ) for the eigenvalues λ of A in Example 3.2. Since ‖A3‖ = a, we have b, c, d, 1
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/∈ [0, ‖A3‖]. By Corollary 3.2, the eigenvector ξ∗(λ) have at least two eigenvalues
for λ = b, c, d and 1. In fact, the eigenvalues of ξ∗(b) = ξ∗(d) = (0, 0, 0)T are all
the elements in L, and the eigenvalues of ξ∗(c) = ξ∗(1) = (a, a, a)T are the ele-
ments a, c and 1. For λ = 0, the eigenvector ξ∗(0) = (0, d, 0)T has two eigenvalues,
namely 0 and a, For λ = a, the eigenvector ξ∗(a) = (a, 1, a)T has the unique eigen-
value, namely the eigenvalue a.
We now suppose that λ is a given element in L and ξ is a given vector in Vn(L)
and proceed to determine the matrix A such that ξ is an eigenvector of A and λ
is the associated eigenvalue. In [7], Tan obtained the maximum matrix M(λ, ξ) in
T (λ, ξ), where T (λ, ξ) = {A ∈ Mn(L)|Aξ = λξ}, and proved that the (i, j)th ele-
ment of M(λ, ξ) is M(λ, ξ)ij = ξj → (λ ∧ ξi). In the following we shall give some
properties of the matrix M(λ, ξ).
Theorem 3.6. For any given ξ in Vn(L), the set M(ξ) = {M(λ, ξ)|λ ∈ L} is a sub-
semigroup of the semigroup Mn(L). In this subsemigroup, multiplication coincides
with intersection.
Proof. For any M(λ1, ξ),M(λ2, ξ) ∈ M(ξ), we have
(M(λ1, ξ) · M(λ2, ξ))ij
=
n∨
k=1
(M(λ1, ξ)ik ∧ M(λ2, ξ)kj )
=
n∨
k=1
((ξk → (λ1 ∧ ξi)) ∧ (ξj → (λ2 ∧ ξk)))
=
n∨
k=1
((ξk → (λ1 ∧ ξi)) ∧ (ξj → λ2) ∧ (ξj → ξk))
(by Lemma 2.2(2))
= (ξj → λ2) ∧
(
n∨
k=1
((ξk → (λ1 ∧ ξi)) ∧ (ξj → ξk))
)
.
Since
(ξj → (λ1 ∧ ξi)) ∧ (ξj → ξj ) = ξj → (λ1 ∧ ξi) (because ξj → ξj = 1)
and ∨
k /=j
((ξj → ξk) ∧ (ξk → (λ1 ∧ ξi))) 
∨
k /=j
(ξj → (λ1 ∧ ξi))
(by Lemma 2.1(6)) = ξj → (λ1 ∧ ξi),
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we have
n∨
k=1
((ξk → (λ1 ∧ ξi)) ∧ (ξj → ξk))
= ((ξj → (λ1 ∧ ξi)) ∧ (ξj → ξj )) ∨

∨
k /=j
((ξj → ξk) ∧ (ξk → (λ1 ∧ ξi)))


= ξj → (λ1 ∧ ξi),
and so
(M(λ1, ξ) · M(λ2, ξ))ij = (ξj → λ2) ∧ (ξj → (λ1 ∧ ξi))
= ξj → (λ2 ∧ (λ1 ∧ ξi)) (by Lemma 2.2(2))
= ξj → ((λ1 ∧ λ2) ∧ ξi)
= M(λ1 ∧ λ2, ξ)ij .
Also, we have
(M(λ1, ξ) ∧ M(λ2, ξ))ij = M(λ1, ξ)ij ∧ M(λ2, ξ)ij
= (ξj →(λ1 ∧ ξi)) ∧ (ξj →(λ2 ∧ ξi))
= ξj →((λ1 ∧ ξi) ∧ (λ2 ∧ ξi)) (by Lemma 2.2(2))
= ξj →((λ1 ∧ λ2) ∧ ξi)
= M(λ1 ∧ λ2, ξ)ij .
Then, we have
M(λ1, ξ) · M(λ2, ξ) = M(λ1, ξ) ∧ M(λ2, ξ) = M(λ1 ∧ λ2, ξ) ∈ M(ξ),
and M(ξ) is a subsemigroup of the semigroup Mn(L). This proves the theorem. 
Theorem 3.7. Let ξ ∈ Vn(L) and λ ∈ L with λ  ‖ξ‖. Then M(λ, ξ) is symmetric
if and only if ξ is a scalar multiple of the universal vector e.
Proof. The sufficiency being obvious, we need only show that the condition is nec-
essary. Suppose that M(λ, ξ) is symmetric. Then for all i and j , we have
ξj → (λ ∧ ξi) = ξi → (λ ∧ ξj ).
Since λ  ‖ξ‖  ξi for all i, we have
ξj → ξi = ξi → ξj ,
and so
ξj = ξj ∧ (ξi → ξj ) (by Lemma 2.1(5)) = ξj ∧ (ξj → ξi)  ξi .
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Interchanging the roles of i and j , we obtain in a similar way ξi  ξj . Thus ξi = ξj
for all i and j . This proves the theorem. 
Theorem 3.8. Let ξ ∈ Vn(L) and λ ∈ L. Then ξ is the pth column of M(λ, ξ) if
and only if ξp = 1 = λ.
Proof. If ξp = 1 = λ, then for each j , M(λ, ξ)jp = ξp → (λ ∧ ξj ) = 1 → ξj =
ξj , and so that the pth column of M(λ, ξ) is the vector ξ .
Conversely, if ξ is the pth column of M(λ, ξ), then for each j , we have ξj =
ξp → (λ ∧ ξj ). Choosing in particular j = p, then we have that
ξp = ξp → (λ ∧ ξp),
and so
ξp = ξp ∧ ξp = ξp ∧ (ξp → (λ ∧ ξp))  λ ∧ ξp  ξp.
Therefore ξp = λ ∧ ξp and ξp  λ. Then ξp = ξp → (λ ∧ ξp) = ξp → ξp = 1, and
so λ = 1. This completes the proof. 
Definition 3.3. Given any interval [λ0, λ∗] of L. We say M(λ, ξ) is invariant over
[λ0, λ∗] if it is the same matrix for any choice of λ in [λ0, λ∗].
Theorem 3.9. Let λ0, λ∗ be any two elements of L such that λ0  λ∗. Then a nec-
essary and sufficient condition for M(λ, ξ) to be invariant over [λ0, λ∗] is that
‖ξ‖  λ∗ → λ0 (3.1)
Proof. We note first that the condition
ξj → (λ∗ ∧ ξi) = ξj → (λ0 ∧ ξi) (3.2)
may be written
(ξj → λ∗) ∧ (ξj → ξi) = (ξj → λ0) ∧ (ξj → ξi) (by Lemma 2.2(2))
and that this holds if and only if
ξj → ξi  ((ξj → λ∗) → (ξj → λ0)) ∧ ((ξj → λ0) → (ξj → λ∗))
(by Lemma 2.1(12))
Since λ0  λ∗, we have ξj → λ0  ξj → λ∗, and so (ξj → λ0) → (ξj → λ∗) = 1.
Therefore (3.2) holds if and only if ξj → ξi  (ξj → λ∗) → (ξj → λ0).
Now if M(λ, ξ) is invariant for all λ in [λ0, λ∗], then the condition (3.2) holds for
all i and j , and so ξj → ξi  (ξj → λ∗) → (ξj → λ0) for all i and j . Therefore
ξi ∧ ξj = ξj ∧ (ξj → ξi) (by Lemma 2.1(9))
 ((ξj → λ∗) → (ξj → λ0)) ∧ ξj
 (ξj → λ∗) → (ξj ∧ (ξj → λ0)) (by Lemma 2.1(7)).
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Since ξj ∧ (ξj → λ0)  λ0, we have
ξi ∧ ξj  (ξj → λ∗) → λ0 (by Lemma 2.1(10)).
Since
λ∗  λ∗ ∨ ξ ′j  ξj → λ∗ (by Lemma 2.1(2)),
we have
ξi ∧ ξj  (ξj → λ∗) → λ0  λ∗ → λ0 (by Lemma 2.1(10)).
Choosing in particular i = j . We have ξi  λ∗ → λ0 for all i, from which (3.1)
follows immediately.
Conversely, if (3.1) holds, then ξi  λ∗ → λ0 for all i, and so ξi ∧ λ∗  λ∗ ∧
(λ∗ → λ0)  λ0 and ξi ∧ λ∗  ξi ∧ λ0. On the other hand, since ξi ∧ λ0  ξi ∧ λ∗,
we have λ∗ ∧ ξi = λ0 ∧ ξi , and so the condition (3.2) holds. We thus have M(λ0,
ξ) = M(λ∗, ξ). For any λ ∈ [λ0, λ∗], we have λ0  λ  λ∗. Then for all i and j ,
ξj → (λ0 ∧ ξi)  ξj → (λ ∧ ξi)  ξj → (λ∗ ∧ ξi) (by Lemma 2.1(10)),
i.e., M(λ0, ξ)  M(λ, ξ)  M(λ∗, ξ). Therefore, M(λ, ξ) = M(λ0, ξ) = M(λ∗, ξ)
for all λ in [λ0, λ∗]. This proves the theorem. 
4. Primitive eigenvectors
In this section, we shall introduce the concept of primitive vectors and consider
the structure of matrices which possess a given primitive eigenvector.
Definition 4.1. Let ξ ∈ Vn(L). ξ is call a primitive vector if all its non-zero compo-
nents are identical.
Now let A ∈ Mn(L), and ξ ∈ Vn(L) be a primitive vector. Then ξ can be written
as follows:
ξ = a
(∨
i∈U
ei
)
,
where a ∈ L and a /= 0, U is a nonempty subset of N = {1, 2, . . . , n}.
If the primitive vector ξ satisfies the equation Aξ = λξ , then we have
∨
j∈U
aij

 ∧ a = λ ∧ a for all i ∈ U (4.1)
and 
∨
j∈U
aij

 ∧ a = 0 for all i ∈ N − U. (4.2)
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Writing σi = ∨j∈U aij , Eq. (4.2) gives
a  σ ′i for all i ∈ N − U.
Thus a 
∧
i∈N−U σ ′i .
By Lemma 2.1(12), Eq. (4.1) yields
a  (λ → σi) ∧ (σi → λ) for all i ∈ U
and consequently
a 
( ∧
i∈N−U
σ ′i
)
∧
(∧
i∈U
(λ → σi)
)
∧
(∧
i∈U
(σi → λ)
)
=
( ∧
i∈N−U
σ ′i
)
∧
(
λ →
(∧
i∈U
σi
))
∧
((∨
i∈U
σi
)
→ λ
)
(by Lemma 2.2). (4.3)
Taking
a+ =
( ∧
i∈N−U
σ ′i
)
∧
(
λ →
(∧
i∈U
σi
))
∧
((∨
i∈U
σi
)
→ λ
)
. (4.4)
Then, we have
Theorem 4.1. Let ξ+ = a+ (∨i∈U ei). Then:
(1) ξ+ ∈ E(A, λ);
(2) the vector ξ = a (∨i∈U ei) ∈ E(A, λ) if and only if a  a+, where a ∈ L.
Proof. For any i ∈ N .
If i ∈ N − U , then
(Aξ+)i =
∨
j∈U
(aij ∧ a+) =

∨
j∈U
aij

 ∧ a+ = σi ∧ a+
= 0 (by (4.4)) = (λξ+)i .
If i ∈ U , then
(Aξ+)i =
∨
j∈U
(aij ∧ a+) = σi ∧ a+
=
( ∧
t∈N−U
σ ′t
)
∧
(
λ →
(∧
s∈U
σs
))
∧
(((∨
s∈U
σs
)
→ λ
)
∧ σi
)
.
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Since σi 
∨
s∈U σs , we have((∨
s∈U
σs
)
→ λ
)
∧ σi = σi ∧ λ (by Lemma 2.1(9)).
Therefore
(Aξ+)i =
( ∧
t∈N−U
σ ′t
)
∧
(
λ →
(∧
s∈U
σs
))
∧ (σi ∧ λ)
=
( ∧
t∈N−U
σ ′t
)
∧
(
λ ∧
(
λ →
(∧
s∈U
σs
)))
∧ σi
=
( ∧
t∈N−U
σ ′t
)
∧
(
λ ∧
(∧
s∈U
σs
))
∧ σi (by Lemma 2.1(9))
= λ ∧
( ∧
t∈N−U
σ ′t
)
∧
(∧
s∈U
σs
)
.
Also, we have
(λξ+)i = λ ∧ a+
=
( ∧
t∈N−U
σ ′t
)
∧
(
λ ∧
(
λ →
(∧
s∈U
σs
)))
∧
((∨
s∈U
σs
)
→ λ
)
=
( ∧
t∈N−U
σ ′t
)
∧
(
λ ∧
(∧
s∈U
σs
))
∧
((∨
s∈U
σs
)
→ λ
)
(by Lemma 2.1(9))
=
( ∧
t∈N−U
σ ′t
)
∧
(∧
s∈U
σs
)
∧
(
λ ∧
((∨
s∈U
σs
)
→ λ
))
=
( ∧
t∈N−U
σ ′t
)
∧
(∧
s∈U
σs
)
∧ λ (by Lemma 2.1(5)).
Therefore Aξ+ = λξ+. This proves (1).
(2) If a  a+, then ξ = aξ+, and so
Aξ = A(aξ+) = a(Aξ+) = a(λξ+) = λ(aξ+) = λξ.
Conversely, if Aξ = λξ , then by (4.3) and (4.4), a  a+. This completes the
proof. 
Definition 4.2. The vector ξ+ = a+ (∨i∈U ei) is called a maximal primitive eigen-
vector of A with the associated eigenvalue λ.
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Remark 4.1. Since the number of the nonempty subsets of the set {1, 2, . . . , n}
is 2n − 1, for any given matrix A ∈ Mn(L) and any given eigenvalue λ of A, the
number of the maximal primitive eigenvectors of A with the associated eigenvalue λ
is at most 2n − 1.
Using the above notations, we have the following result concerning the structure
of the matrices which admit primitive eigenvectors.
Theorem 4.2. There exist a, b ∈ L such that
a ∧ b  σi  b → a for i ∈ U, (4.5)
σi  b′ for i ∈ N − U (4.6)
if and only if the primitive vector ξ defined by
ξ = b
(∨
i∈U
ei
)
(4.7)
is an eigenvector of A with associated lattice of eigenvalues [a ∧ b, b → a].
Proof. Suppose that ξ = b (∨i∈U ei) is a primitive eigenvector of A with asso-
ciated lattice of eigenvalues [a ∧ b, b → a]. Then a is necessarily an eigenvalue
(since a ∧ b  a  b → a), and the ith component of the equation Aξ = aξ may
be written
σi ∧ b =

∨
j∈U
aij

 ∧ b = ∨
j∈U
(aij ∧ ξj ) = a ∧ ξi
a ∧ b if i ∈ U, (4.8)=
{
0 if i ∈ N − U. (4.9)
It then follows from (4.8) that, for i ∈ U , a ∧ b  σi and σi  b → (a ∧ b) = (b →
a) ∧ (b → b) = b → a, and from (4.9) that, for i ∈ N − U, σi  b′. The conditions
(4.5) and (4.6) are thus satisfied.
Conversely, suppose that (4.5) and (4.6) hold. We note first that by (4.5)
a ∧ b  σi ∧ b  b ∧ (b → a) = a ∧ b (by Lemma 2.1(9)).
It follows that
a ∧ b = σi ∧ b for all i ∈ U. (4.10)
Defining the vector ξ = b (∨i∈U ei), we then have, for each i ∈ U ,
(Aξ)i =
n∨
j=1
(aij ∧ ξj ) =

∨
j∈U
aij

 ∧ b = σi ∧ b = a ∧ b = a ∧ ξi = (aξ)i .
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Moreover, by the hypothesis of the inequality (4.6), we also have
σi ∧ b = 0 (4.11)
for each i ∈ N − U , so it follows that, for each i ∈ N − U , (Aξ)i = σi ∧ b = 0 =
(aξ)i . We have thus established that Aξ = aξ , in other words, ξ is a primitive eigen-
vector of A.
To deterimine the lattice [λ0, λ∗] of eigenvalues associated with ξ , we use the
results given in Theorem 3.3
λ0 = ‖Aξ‖, λ∗ = ‖ξ‖ → λ0. (4.12)
Performing the computation, we obtain, by (4.10) and (4.11)
λ0 =
n∨
i=1

∨
j∈U
(aij ∧ b)

 = n∨
i=1
(σi ∧ b)
=
(∨
i∈U
(σi ∧ b)
)
∨
( ∨
i∈N−U
(σi ∧ b)
)
=
∨
i∈U
(a ∧ b) = a ∧ b
and consequently
λ∗ = ‖ξ‖ → λ0 = b → λ0 = b → (a ∧ b) = b → a.
This proves the theorem. 
Corollary 4.1. If the primitive vector ξ = b (∨i∈U ei) is an eigenvector of A with
the associated lattice of eigenvalues [a ∧ b, b → a], then for each i ∈ U, σi =∨
j∈U aij is an eigenvalue associated with ξ . Moreover, if the stricter conditions
σi =
{
a if i ∈ U
b′ if i ∈ N − U and b
′′ = b (4.13)
hold, then ξ = b (∨i∈U ei) is a maximal primitive eigenvector of A associated with
all eigenvalues λ in [a ∧ b, a].
Proof. The first statement is immediate from the Theorem 4.2, since by the inequal-
ities (4.5)
Aξ = (a ∧ b)ξ  σiξ  (b → a)ξ = Aξ,
it follows that Aξ = σiξ for each i ∈ U .
As for the second statement, we observe that the equalities (4.13) clearly imply the
conditions (4.5) and (4.6), so by Theorem 4.2, ξ = b (∨i∈U ei) is a primitive eigen-
vector of A with associated lattice of eigenvalues [a ∧ b, b → a]. To show that ξ =
b
(∨
i∈U ei
)
is a maximal primitive eigenvector of A associated with any eigenvalue
λ in the sublattice [a ∧ b, a], it is sufficient to prove that
b =
( ∧
i∈N−U
σ ′i
)
∧
(
λ →
(∧
i∈U
σi
))
∧
((∨
i∈U
σi
)
→ λ
)
for all λ in [a ∧ b, a].
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Since a ∧ b  λ  a, we have a′  λ′ and b  a → λ. Thus( ∧
i∈N−U
σ ′i
)
∧
(
λ →
(∧
i∈U
σi
))
∧
((∨
i∈U
σi
)
→ λ
)
=
( ∧
i∈N−U
b′′
)
∧ (λ → a) ∧ (a → λ)
= b ∧ (λ → a) ∧ (a → λ) = b ∧ (λ → a) (because λ → a = 1)
= b.
This completes the proof. 
Theorem 4.3. For each primitive vector ξ with ξ ′′ = ξ, there exists, for any given
λ ∈ L, a matrix A ∈ Mn(L) such that ξ is a maximal primitive eigenvector of A with
associated eigenvalue λ, such a matrix is M(λ, ξ).
Proof. Let ξ = b (∨i∈U ei), where U is a nonempty subset of N = {1, 2, . . . , n}.
Then b′′ = b since ξ ′′ = ξ , and for any given λ ∈ L, the matrix M(λ, ξ) is given
by
M(λ, ξ)ij = ξj → (λ ∧ ξi) =
{ 1 if j ∈ N − U
b′ if j ∈ U, i ∈ N − U
b → λ if i, j ∈ U ,
consequently
σi =
∨
j∈U
M(λ, ξ)ij =
{
b → λ if i ∈ U
b′ if i ∈ N − U and b′′ = b.
It then follows by Corollary 4.3 to Theorem 4.2 that ξ is a maximal primitive
eigenvector of M(λ, ξ) associated with every eigenvalue in the sublattice [b ∧ (b →
λ), b → λ] = [λ ∧ b, b → λ], and so in particular with the eigenvalue λ. This proves
the theorem. 
Remark 4.2. In [5], Rutherford described the λ-eigenspace E(A, λ) of A in terms
of the primitive eigenvectors for any given n × n matrix A and any given eigen-
value λ of A over a Boolean algebra, and he proved [5, Theorem 4] that for any
ξ ∈ E(A, λ), ξ is a union of at most 2n − 1 primitive eigenvectors each of a different
type and each of the form aξ+ where ξ+ is a maximal primitive eigenvector, that is to
say, the set of all (at most 2n − 1) maximal primitive eigenvectors is a spanning set of
the space E(A, λ). However, this result does not hold for a complete and completely
distributive lattice in generally.
How to describe the λ-eigenspace E(A, λ) for a given matrix A over a complete
and completely distributive lattice? This is an open problem.
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