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Аннотация. В данной статье рассматривается метод классификации изображений на основе 
кластеризации сложных объектов, при помощи аппроксимации функций.
Resume. This article deals with the method of classifying images based on clustering of complex objects, 
using the approximation of functions.
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Повышенный интерес научных исследователей в сфере компьютерного зрения к анализу 
оцифрованных изображений делает все более актуальной проблему выделения областей изобра­
жений. В общем виде данная проблема представляет собой задачу кластеризации -  распределения 
пикселей изображений на несколько групп. Полученные группы обычно представляет собой 
объекты (некоторые области) изображений. Решение такой задачи актуально как при поиске 
изображений в электронных коллекциях так и при анализе визуальной информации (к примеру, 
при медицинской диагностике), а так же составлению панорам [Бабаринов С.Л., Щепилова Д.В., 
2016].
Все методы кластеризации изображений можно условно разделить на две группы: ста­
тистические методы кластеризации и методы кластеризации, основанные на выделении перепадов 
яркости.
В общем понятие кластеризации можно разделить на три составляющие:
1. Понимание данных путём выявления кластерной структуры. Разбиение выборки на 
группы схожих объектов позволяет упростить дальнейшую обработку данных и принятия реше­
ний, применяя к каждому кластеру свой метод анализа (стратегия «разделяй и властвуй»).
2. Сжатие данных. Если исходная выборка избыточно большая, то можно сократить её, 
оставив по одному наиболее типичному представителю от каждого кластера.
3. Обнаружение новизны. Выделяются нетипичные объекты, которые не удаётся при­
соединить ни к одному из кластеров.
В первом случае число кластеров стараются сделать поменьше. Во втором случае важнее 
обеспечить высокую степень сходства объектов внутри каждого кластера, а кластеров может быть 
сколько угодно. В третьем случае наибольший интерес представляют отдельные объекты, не впи­
сывающиеся ни в один из кластеров. Во всех этих случаях может применяться иерархическая 
кластеризация, когда крупные кластеры дробятся на более мелкие, те в свою очередь дробятся ещё 
мельче, и т. д. Такие задачи называются задачами таксономии [Васильев В.И., 1989]. Результатом 
таксономии является древообразная иерархическая структура. При этом каждый объект характе­
ризуется перечислением всех кластеров, которым он принадлежит, обычно от крупного к мелкому. 
Классическим примером таксономии на основе сходства является биноминальная номенклатура 
живых существ, предложенная Карлом Линнеем в середине XVIII века. Аналогичные систематиза­
ции строятся во многих областях знания, чтобы упорядочить информацию о большом количестве 
объектов.
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В процессе фотосъемки концентрируется свет, рассеянный объектами в сцене, и создается 
двухмерное изображение на плоскости изображения. При получении фотоснимков удаленных 
объектов, изображение характеризуется очень большой сценой и весьма малой плоскостью изоб­
ражения. При обработке изображений решаются задачи сглаживания и обнаружения краев. Обна­
ружение краев позволяет повысить уровень абстракции и перейти от перегруженного подроб­
ностями (мультимегабайтового) изображения к более компактному, абстрактному изображению. 
Изображение характеризуется сосредоточенными неоднородностями:
• по глубине;
• по ориентации двух поверхностей;
• по коэффициенту отражения;
• по освещенности.
А так как результаты операции обнаружения краев относятся только к данному конкрет­
ному изображению, то в них отсутствуют данные, позволяющие распознать эти различные типы 
сосредоточенных особенностей в сцене. Поскольку края соответствуют тем участкам изображения, 
где яркость подвергается резким изменением, то находят такие места и обнаруженные края ис­
пользуют для распознавания объектов.
Существует два подхода распознавания объектов:
• распознавание с учетом яркости;
• распознавание с учетом характеристик.
В первом подходе, непосредственно используется значение яркости пикселей, а во втором с 
учетом характеристик, таких как участи и края, предусматривается применение данных о 
пространственном расположении извлеченных из изображения характеристик.
Одним из недостатков метода распознавания с учетом яркости, в котором в качестве векто­
ров характеристик используется необработанные данные о пикселях, является большая избыточ­
ность.
В методе распознавания с учетом характеристик, по сравнению с методом распознавания с 
учетом яркости, уменьшается объем данных, так как количество краев намного меньше количества 
пикселей изображения, а при обеспечении инвариантности освещенности, края обнаруживаются 
приблизительно в одних и тех же местах, независимо от точной конфигурации освещенностей.
Метод обнаружения на основе характеристик поставляемых одномерными и двумерными 
массивами, используется в классификации объектов с помощью самоорганизующихся карт при­
знаков, которые обеспечивают отображение входной информации и хранят отношение существа 
входных элементов. Основным недостатком нейронных сетей Кохонена является -  использование 
коллекции характеристик, в то время как мозг выделяет целый ряд визуальных групп, которые 
специализируется с частями объекта.
Так как в методах с учетом характеристик, признаки определяются методом нахождения 
частей объектов на плоскости (x, y), для повышения эффективности классификация объектов 
предлагается выделять атрибуты, характерных признаков для отдельных частей объекта. Это 
обусловлено тем, что в одной части объекта эти атрибуты меняются незначительно, а при перехо­
де через границу от одной части объекта в другой происходит существенное изменение одного или 
другого из этих атрибутов. В этом случае использование самоорганизующихся карт Кохонена не 
позволяет классифицировать образ, так как для классификации необходимо не только признаки 
того или иного атрибута на плоскости но их место в топологической структуре объекта.
Так как количество характерных признаков для частей объекта ограничено, то ждя реше­
ния задачи классификации предлагается использовать разбиение области существования изобра­
жения на символы, которые в основе разбиваются на поля задающие характеристические функции 
[Сосулин Ю.Г., Фам Чунг Зунг., 2003].
В отличие от известных методов распознавания образов, задающих сегмент значением 
единица при наличии в нём следа изображения, предлагается задействовать сегмент характе­
ристическими (базовыми) функциями.
Характеристические (базовые) функции, определяемые в любом из полей разбиения 
произвольного сегмента, задаются двумерным массивом индексируемым дискретными координа­
тами xi, yi на плоскости, которые представляются целыми числами i,j, Э {R}. Такой массив приве­
ден в таблице, задание характеристических функций aij = {0,1}.
Геометрическая иллюстрация разбиения области существования изображения и разбиение 
сегментов на полях приведена на рисунке 1. Сегментам разбиения изображения объекта на плос­
кости соответствует Si. Разбиение Sk сегмента на поля соответствует двоичному вектору представ­
лений одной из допустимых (эталонных) функций изображения части объекта в сегменте Sk, кото­
рая задается элементами aij.
Так как в поле сегмента должно отображаться всё множество допустимых функций aij, за­
даваемых вектором Xj, то автомат должен из состояния аj под действием входного сигнала Xi пере­
ходить в любое допустимое состояние, что означает представление в сегменте части изображения 
объекта любой из допустимых функций [М.И. Маркин, 2004].
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Таблица
Table
Задание характеристических функций  
Setting characteristic functions 
A  tim e hash calculation
all al2 alj aln
all a22 a2j a2n
ail ai2 aij ain
anl an2 anj ann
Таким же автоматом записывается любой из сегментов разбиения объекта. постоянное 
изображение объекта соответствует объединению характеристических функций fSi задающих 
части сегментных изображений объекта. А  так как сегменты строго упорядочены, то последова­
тельность fSi, определяет обрез при классификации изображений объекта.
При линейном представлении множество сегментов последовательности функции fSi пред­
ставление частей изображения задает m-тый класс обреза, другая последовательность этих функ­
ций определяет другой класс. Число классов определяется количеством эталонных изображений.
Произвольное изображение объекта может быть отнесено к тому или иному классу в соот­
ветствии с используемой метрикой близости.
Формирование изображения предполагает обучение, как с учителем, так и без него. Обуче­
ние с учителем необходимо при формировании таблицы переходов автомата, когда каждому вход­
ному вектору Xi ставится в соответствие состояние перехода, задающее соответствующую функ­
цию, так как эти функции определяются априори. Эталонных изображений объектов, формируе­
мых из характеристических функций, отображённых во всех полях полного множества сегментов.
При формировании изображений эталонных объектов, если таких нет, используются 
несколько из распознанных, обучение ведется без учителя. Когда в соответствие входным векторам 
ставятся в соответствие каждом сегменте допустимые (эталонные) функции, а их последователь­
ность задает номер соответствующего класса.
Номера классов упорядочиваются по мере представления входных изображений. Изобра­
жения, не вошедшие в состав эталонных относят к соответствующему классу, используя заданную 
меру близости. В случае невозможности отнесения изображения к существующим классам форми­
руются дополнительный класс. Это связано с тем, что все последовательности функций fSi относя­
щиеся к эталонным достаточным для классификации либо не все допустимые пункция вошли в 
таблицу 1. Предлагаемый метод распознавания изображения состоит в следующем. Формирование 
классов эталонных изображений
1. По частоте появления пикселей определяют края в изображении объектов используя ме­
тод характеристик. Для этого область существования объекта разбивают на конечное множество 
квадратов, называемых сегментами. Одни из этих сегментов содержат след изображения, другие 
нет. Как и в известных методах распознавания образов, нейронными сетями квадратам присваи­
ваются номера, и полученные объекты представляются двумерными массивами.
2. Так как квадрат содержит множество пикселей, то задавая базисные функции, опреде­
ляют, какой из них аппроксимируется распределением пикселей в соответствующем сегменте. Для 
этого сегменты разбиваются на поля, описываемые двумерными массивами, и пользуюсь базис­
ными функциями, по наименьшему отклонению определяют лучшую из совокупности базисных 
функций [Хайкин, Саймон,]
3. Квадраты не содержащие изображения являются пустыми, как и содержащиеся в них
поля.
4. Линейные последовательности базисных функций с учетом пустых функций опреде­
ляются топологией сегментов.
5. Задают меру сходства изображений.
6. Формируют распределение распознаваемого изображения в сегменте его существования.
7. Определяют базисные функции, которые в соответствующих полях описывают распозна­
вание изображений.
8. Формируют линейный массив из базисных и пустых функции.
9. Пользуюсь параметром сходства, относят массив к одному из фиксированных классов 
или образуют новый класс.
В качестве параметра сходства может быть использовано аффинное преобразование базис­
ных функций. В качестве базисных функций наиболее просто использовать прямые линии с раз­
личной топологией представления на плоскости.
Резюме. Таким образом введение кластеризации и аппроксимации функций, позволяет 
классифицировать изображения.
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