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Abstract-In this paper, we consider a periodic predator-prey system where the prey can disperse 
between one patch with a low level of food and without predation and one patch with a higher level 
of food but with predation. We assume a Volterra within-patch dynamic. Under the assumption 
that the average of dispersal rate from Patch 1 to Patch 2 is less than that of the intrinsic growth 
rate of prey in Patch 1, we provide a sufficient and necessary condition to guarantee the prey and 
predator species to be permanent by using the main techniques in [l]. @ 2002 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The behavior of one biological species living in an environment where the need to forage and 
the need to avoid a predator are in conflict has been experimentally studied and discussed by 
many authors (e.g., [2-41). This kind of biological problem has motivated many studies on a 
mathematical model for a one-prey, one-predator system in which the prey can diffuse between 
one patch with little food and no predation and one patch with much food and predation, such 
as [5-71. 
The dispersal predator-prey systems which are described by autonomous ordinary differential 
equations have been well studied by many authors [5,7-201, and the references cited therein. 
However, realistic models often require the effects of the time delays and the changing environ- 
ment. Recently, Song and Chen in [6,21] studied the effect of dispersal on the permanence and 
the stability of periodic predator-prey system with and without time delays, respectively. They 
provided a set of sufficient conditions for permanence of the following system: 
il = Xl [bl (t) - a1 (t) 21 - c(t) ?/I + a (t) (22 - 21) 3 
3i’2 = ~2 (b2 (t) - ~2 (t) 221 + 02 (t) (21 - 52) 3 
ti = Y [-d(t) + e (t) 21 - q (t) ~1 , 
(1-l) 
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under the assumption that the prey species has a positive intrinsic growth rate in every patch. 
This condition indicates that their results cannot be chosen to satisfy the prey and predator 
species living in weak patch environment 122,231 where the prey species has negative intrinsic 
growth rate in some time intervals in some patches (not all patches). This kind of biological 
environlnent problem motivates our study on the Following system: 
21 = 21 fbl (t) - *1 (t> x1 - Cl (Q PI + a2 ft) 52 - &I ft> Zlt 
i2 = 32 [b2 (t> - a2 (t) 521 + &I (t) ~1 - h (t) xzt 
ji = Y i--d @I + e Ctf 21 - f (t) 91 . 
Wl 
We denote by 11 and by 22 the density of the prey in Patch 1 and in Patch 2, respectively, and 
by y the density of the predator in Patch 1. All coefficients in (1.2) are w-periodic and continuous 
for t > 0, a(t), a2tq, f(t), Ifla( and D21ft) are ail positive, while d(~),bl(t~,c~(t),e(t) are 
nonnegative. The function hi(t) is the intrinsic growth rate for species zi in patch i, ai 
represents the self-inhibition coefficient, and D,j(t) is the diffusion coefficient of species xj from 
p&h j to patch i. 
We suppose that in Patch 2 there is less food without predation, and in Patch 1 there is more 
food but risk of predation. The intrinsic growth rate bz(t) of prey species x2 in Patch 2 may be 
negative on some time intervals to indicate that the prey species live in a weak patch environment. 
The organization of this paper is as follows. In the next section, we agree on some notations, 
give some definitions, and state three lemmas which will be essential to our proofs. In Section 3, 
we consider the effect of dispersal on the permanence of prey-predator system (1.2). We get a 
sufficient and necessary condition to guarantee the prey and predator species to be permanent 
under the assumption that the prey species have a lower dispersal level. 
2. NOTATIONS, DEFINITIONS AND PRELI~INARI~S 
In this section, we introduce some definitions and notations, and state some results which will 
be useful in the subsequent sections. Let C denote the space of all bounded ~ontiiluous functions 
f:R-+ R, CT is the set of nonnegative f E C, and C+ is the set of all f f C such that f is 
bounded below by a positive constant. Given f E C, we denote 
and define the lower average AL(~) and upper average Anr (f) of f by 
and 
A~~(~) = lim sup (t - .s)-l r--+mJ t-s>r J st f(r) d7, 
respectively. If f E C is w-periodic, then the average A,(f) of f on a time interval [O,w] can be 
defined as 
A,(f) = in-’ J rJ f(t) dt. 0
DEFINITION 2.1. The system of differe~tja~ e~uatioI]s 
f = F(t,s), x E Rn, 
is said to be per~2anen~ if there exists a compact set fi’ in the interior of RT$ = (fzl, 3~2~ . . _ , 2,) E 
RiL 1 xi 2 0, i = 1,2,. . . , TZ}> such that all so~utjo~ls starting in the interior of R$ Lz~tjn2ate~y 
mter K. 
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DEFINITION 2.2. The system of differential equations 
i = F(t,x), x E R". 
is said to be cooperative if the off-diagonal elements of D, F(t, x) are nonnegative and competitive 
if the off-diagonal elements are nonpositive, rvhere D,F(t, x) is the n x n matrix derivative of F 
lvith respect to x. 
LEMMA 2.1. (See [24.) Let x(t) and y(t) are solutions of 
ti = F(t>x) 
and 
ti = G(t, Y). 
respectively, rvhere both systems are assumed to have the uniqueness property for initial value 
problems. Assume both x(t) and y(t) belong to a domain D S Rn for [to, tl] in which one of the 
tvvo systems is cooperative and 
F(t, 2) I G(t, z), (t,t) E [toA] x D. 
If z(te) I y(to), then x(tl) 5 y(tl). If F = G and x(to) < y(to), then z(tl) < y(tl). 
To prove the permanence of species in (1.2), we need the information on the periodic logistic 
models with and without dispersal. 
LEM~IA 2.2. (See [25].) The problem 
i = x [b(t) - a(t)x] , x E c+, (2.1) 
hca.s exactly one canonical solution U if a E C+, b E C and AL(~) > 0. Moreover, the follorving 
properties hold: 
(:I) U is w-periodic (almost periodic) if a, b are w-periodic (almost periodic); 
(I>) U is constant if b/a is constant, in this case, U = b/u; 
(c) u(t) - U(t) - 0 as t - co, for any positive solution u(t) of equation (2.1); 
(4 (b(WWL I U < (W/e(t))“‘. 
For the dispersal logistic equations 
i, = xl [bl (t) - ~1 (t) xl]+ D12 (t) ~2 - D2121, 
i, = 52 (b2 (t) - ~2 (t) 5721 + D21 (t) 51 - 012x2, 
(2.2) 
we can obtain the following results using similar proofs to those of Theorem 2 and 3 in [22]. 
Lr;hlhrA 2.3. Suppose that there exists an integer i (i = 1 or 2) such that 
A, (bi (t) - Dj; (t)) > 0 (j #i), 
then system (2.2) is permanent and there exist a unique positive w-periodic solution (x;(t), s;(t)), 
nhich is globally and asymptotically stable. 
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3. THE EFFECT OF DISPERSAL 
ON PREDATOR-PREY SPECIES 
In this section, we consider the effect of dispersal on the permanence of the predator-prey 
species. For (1.2), we make the following assumptions. 
(HI) .4,[b,(t) - 021(t)] > 0. 
THEOREM 3.1. Under Assumption (HI), (I .2) is permanent if and only if 
(H2) A,[-d(t) + e(t)zT(t)] > 0. 
To prove this theorem, we need the following several propositions. For the rest of this paper, 
we denote (~1 (t), 32(t), y(t)) to any solution of (1.2) with positive initial ~ollditiolls. 
PROPOSITION 3.1. Suppose (Hlj holds, tfien there exist positive constants Al, such that 
lim sup zi (t) 5 MT, 
t-+m 
i = 1,2. (3-I) 
In addition, if (H2) holds, then there exists a positive const.ztnt Ar, SUC~I that 
lim sup y(t) 5 M,. 
t-03 (3.2) 
PROOF. Obviously, R% = (( sl,rz,g) / 51 > O1 52 2 0, y 2 0) is a positively invariant set of 
system (1.2). Given any positive solution (~~{~)~~z(~),~(~)) of (1.2), we have 
iT< 5 LZ.i [b, (t) - a, (t) Xi] + Dij (t) Zj - Dji (t) Xi, i = 1,2, j # i; 
on the other hand, the following auxiliary equations: 
tii = tli [b, (t) - ai (t) ~$1 + Di, (t) 1~) - Dji (t) u+, i = 1,2, j # 6 (3.3) 
have a globally asymptotically stable positive w-periodic solution (z;(t), z;(t)), under Assump- 
tion (Hl). Let (ui(t),uz(t)) be the solution of (3.3) with ,ui(O) = xi(O), by Lemma 2.1, we 
have 
xi (t) 5 @i @) . i = 1,2, 
for t 2 0. Moreover, from the global stability of (r;(t), z$(t)), f or every given e > 0, there exists 
Tu > 0, such that 
Ui (t> < zf (t) + E: for t > TO, 
hence 
xj (t) < z; (t) + E, i = 1,2, 
for t > TO. In addition, for t Z To, we have 
j, 5 Y l-d(t) + e ttf (6 (t) + f) - f (t) ~1 . 
By jH2f and Lemmas 2.1 and 2.2, there exists Tr > To, such that 
Y (t) < Y* (t) i- 69 
for t 2 TI, where g*(t) is the positive and globally asymptotically stable w-periodic solution of 
the following auxiliary equation: 
ti = u [-d(t) + e (t) (z;(t) + s) - f (t) TJ] .
Denote A& = nmxo~t-+{x~(t)+~ : i = 1,2} and M, = maxa~+,{y*(t)+e}, then (3.1) and (3.2) 
hold for system (1.2). 
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PROPOSITION 3.2. Suppose that (Hl) holds: then there exists a positive constant. qx such that 
lim supzl(t) > ~1~. 
t+ca (3.4) 
PROOF. Suppose that (3.4) is not true, then t.here is a sequence {z,,,} c Rt, such that 
lim sup21(t,tm) < i, 
t-m 
nz= 1,2,..., 
where (.zl(t, z,~), ~(t, tm), ~(t, 2,)) is th e solution of (1.2) with initial values (x~(t,O),~2(t,O), 
d&O)) = ‘Gn. Choose sufficiently small positive constants Ed 
and 
A, (-d(t) + e(f)c3) < 0, 
.4, [h (t) - Cl (t) Ed exp (CW) - USE, - 
and Q such that E, < 1, Ed < 1, 
(3.6) 
D21 (t)] > 0, (3.7) 
where Q = nlaxo<t<,{d(t) + e(t) + f(t)}. By (3.5), for the given E= > 0, there exists a positive -- 
integer No. such that 
lim supzl(t,z,) < i < Eg, 
t+cc 
for 111 > IV,,. For the rest of this proof, we assume that m > No. Hence, there exists Al > 0, 
such that 
21 (t, 2,) < E,. 
for t 2 ~1(~), and further, 
B (t. 2,) I Y (C b) [-d(t) + e(t) E, - f(t)Y (4 G)] , 
for t 1 rl(ln). By (3.6), any positive solution ,u(t) of the following equation: 
ti = v [-d(t) + e(t)z= - f(t)o] 
satisfies 
lim v(t) = 0. 
t-co 
By Lemma 2.1, we have 
l&m y(t, z,,) = 0. 
Therefore, there is a T:~) > ~i’~) such kar 
Y(t r&I) < Eyr for in > NO. t 1 Tim). (3.8) 
This leads to 
:i1 (t, &r) 2 51 (t! &I) [h (t) - a1 (t) 51 (t?Gn) - Cl (t) qjl + 012 (t) 22 (6 Grd - D21 (t) Xl ct, Gn) 1 
i2 (t, z,,) = 5’2 (6 s’,,,) [b2 (t) - a2 (t) 52 (6 GJ] + D21 (t) 21 (h G-J - 012 (t) x2 (6 zm) ,
for t 2 T:~~‘. Let (ul(t),uz(t)) b e any positive solution of the following auxiliary equations: 
til = UI [bl (t) - al (t) 211 - cl (t) ~1 + 012 (t) ~2 - D21 (t) ~1, 
ti2 = ~2 [b2 (t) - az (t) ~21 + D21 (t) ~1 - D12 (t) ‘112. 
(3.9) 
By (3.7) and Lemma 2.3, system (3.9) has a unique positive solution (u;(t),z$(t)), which is 
globally asymptotically stable. So we have 
u?(t) 
Xi (ty Zm) > L 
2 ’ 
i = 1,2, 
for sufficiently large t > 0 and m > NO, which contradicts (3.5). This completes the proof. 
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PROPOSITION 3.3. Suppose that (HI) holds, then there exist positive constants -yzi such that 
lim inf xi(t) > ~.~j 
t--Co 
(i = 1,Z). (3.10) 
PROOF. We first show that inequality (3.10) holds for i = 1. Otherwise, there exists a sequence 
{zm} c Rt, such that 
lim infzl (t,zm) < +$, 
t--co 
m= 1,2,..*. 
On the other hand, by Proposition 3.2, 
lim supzl(t: 2,) > v.~! 
t--cm 
nz= 1!2,.... 
Hence, there are two sequences {sp’ } and (ti”‘} satisfying the following conditions: 
0 < Sirn) < tl”“’ < si”’ < tin”’ < . *. < p < tb”’ < . . . ( 
% 
Cm) __+ m, &m) 
z1 (p,zm) = 1 
+ x, =q-+~, 
and 
91 
17-t ’ 
51 (tp,Z,) = 2, 
2 < 12’1 (k&l) < y$ 
t E 
( 
,bd t(m) 
9 > 5’9 * 
By Proposition 3.1, for a given integer m > 0, there is a T’~‘~’ > 0, such that 
(3.11) 
Xl (C &fJ I Af,, y (6 %L) I A$, 
for t 2 Tjrn). Because sl;“’ -+ 00 as q -+ x, there is a positive integer K(‘n), such that 
.%I cm) > TV”‘) as q 2 I<(‘“), hence 
2, (h &rJ 2 i‘(f)n (6 &n) I (3.12) 
for (I 2 I<(““), t E [s;“’ (7n) ,t, 1, where C(t) = bl(t)-Dzl(t)-al(t)nl,-cl(t)Ar,. Integrating (3.12) 
from st”) to tp’ yields 
If A_,{<(t)) > 0, this leads to a contradiction; otherwise, A_,(<(t)) < 0, we have 
t(m) _ ,(mJ + ix) 
9 9 as 112 -+ cc, q > K(m), 
according to the boundedness of c(t). There exist positive constant P, No, E,, and cyr 0 < E= < 1, 
I) < .E~ < 1, such that (3.6) and (3.7) hold and 
(3.13) 
(3.14) 
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and 
I a [W - cl(t) Ed exp (aw) - ai(t - &i(t)] dt > 0, (3.15) 0 
for all nz 2 NO, q 2 Kc”), and a 2 P. Inequality (3.13) implies 
xi (t, Grl) < Es, i = 1,2, t E [spdp] ) (3.16) 
for m 2 NO, q 2 Ktm). For positive sy satisfying (3.7) and (3.14), we have the following two 
circumstances: 
(i) y(t,zln) 2 Ey for all t E [sq (m), sl;“’ + P]: 
(ii) there exists TRY’ E [sjl)n), sl;“’ + P], such that Y(r,‘;“‘, zm) < sy. 
If (i) holds, by (3.16), we have 
5 y (,p,, Zm) exp ~~,~~~)‘p [-d(t) + e(t)El - f(t)Eg] dt 
I 
P < AI, exp [-d(t) + e(t)Ez - f(t)q,] dt 
0 
< Q: 
which is a contradiction. 
If (ii) holds, we now claim that 
y (6 h) I Ey exp (au). t E $‘, brn) ( 1 Q . (3.17) 
Otherwise, there exists 7:;“’ E (T::‘, timl”‘] such that 
Y ($‘, m,) > Ey exp (QW) . 
By the continuity of y(t, zm), there must exist T::) E (THY), T:;‘) such that 
and 
Y (t ,Gll 1 > q/r 
for t E (T$) , rir) ). Let P(‘“) be the normegative integer such that T::’ E (T$) + Pcm)w, T:;) + 
(P(ln) + l)w], we obtain, by (3.4), 
< y ($), zm) exp C’ [-d(t) + e(% - f(tkul dt 
= Ey exp I--d(t) + dth - f(tkyl dt 
< 5y exp (ck*~) . 
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This contradiction establishes that (3.17) is true, particularly (3.17) holds for t E [siw) + P, tl;“‘]. 
By (3.11) and (3.15), we have 
t(m) 
> Xl S(y) + P, z, ( ) s ew s!,:,k+p [h(t) - cl tt)q, exp (ati) - ~1 (tkx - 0~1 (t)l dt 
> -$exp s f f In 1 ‘i sl”‘)+P [bl(t) - cl(t)Eyexp (aw) - al(th - &l(t)1 dt 
which is also a contradiction. Hence, there exists -ysi such that (3.10) holds for i = 1. 
Secondly, we show that (3.10) holds for i = 2. According to the above discussion, there exists 
“r, > Tl such that 
x1(t) > Ysl, 
for t 2 T2. So we have 
for t 2 T2_ The algebraic equation F(z2) = 0 give us one positive root 
Clearly, F(Q) > 0 for every positive number 12 (0 < 22 < 52). Choose -y&O < ~~2 < 
5’2)?&1 . = .12 y,2 > F(y,z) > 0. If zz(Tz) 2 -y=z, then it also holds for t > Tz; if rcz(T2) < ~~2, 
t,hen 
S2 (T2) 2 inf(Ffz2) I 0 5 52 < ~2) > 0, 
there must exist Ts( 1 Tz), such that zrs( t) > ~.~2 for t 2 T3. This completes the proof. 
PROPOSITION 3.4. Suppose that (X1) and (H2) hold, then there exists a positive constant 77~ 
srzch that 
pi& sup y(t) > 77y- (3.18) 
PROOF. By Assumption (H2), we can choose constant EO > 0 such that 
A, t&o(t)) > 0, (3.19) 
where 
&,(t) = -d(t) + e(t);c;(t) - e(t)Eo - f(t)~. 
Consider the following equations with parameter a > 0: 
2, = x1 [hi(t) - Zaci(t) - a~(t)q] + k(t)m - &l(t)a, 
5, = x2 [bz(t) - a2(+2] + D2l(t)a - &2(+2. 
(3.20) 
By Assumption (Hl), we know that 
A, [bl(t) - I-321(t) - 2CWff)] ’ 0 
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holds for sufficiently small o > 0. By Lemma 2.3, equation (3.20) has a unique positive w- 
periodic solution (zrc\(t), zsa(t)), which is globally asymptotically stable. Let (51,(t), ?za(t)) be 
the solution of (3.20) with initial condition Zia(O) = z:(O), i = 1,2, then for the above ~0, there 
exists Td > Ts, such that 
Erl 
l&Y(t) - Qa(f)l < -* 
4’ 
for t 2 TI. 
By the continuity of the solution in the parameter, we have (?&(t),~~ (t)) -+ (~~~~),~~~~)) 
tmiformly in [Ta. T4 + ti] as ct + 0. Hence, for EO > 0, there exists aa = CYO(EO) > 0 such that 
CO 
121,(t) - x;(t)1 < -, 
4 
for t E [TJ. TJ + w] , 0 < Q < a,-,. 
So we have 
l%(t) - r;(t)1 5 Isa(t) - %A(t)l + I%(t) - z;(t)1 < 2, 
for t E [?;, Td + w]. Since xl,(t) and r;(t) are all w-periodic, we have 
IQ*(t) -z;(f)/ < $5 
for t 3 0, 0 < o < ~0. Choosing constant or (0 < ~1 < ~0, 2ar < EO), then 
Zla, (t) > x;(f) - $ t > 0. (3.21) 
Suppose that conclusion (3.18) is not true, then there exists 2 E Rt such that for the positive 
solution (s,(t), z*(t), y(t)) of (1.2) with initial condition (z*(O), Q(O), y(O)) = 2, we have 
lim supy(t) < al. 
t-m 
So there exists T5 2 Td such that 
for t 2 T;, and hence, 
!I@) < 2o1, (3.22) 
2, 2 XI [br(r) - %cr(t) - o~(r).~] + %CQc2 - ~zI(~)~I, 
5, = x2 [bz(t) - az(t)zz] + Dzl(t)cq - &(t)22. 
Let (.~r(t),~(t)) be the solution of (3.20) with a = ~1 and condition u,(T..) = z;(Ts), i = 1,2, 
by Lemma 2.1, we know that 
xi(r) > W(t), t > T., i = 1,2. 
By the global asymptotic stability of (~r~,(t),~2~,(t))~ for given E = &e/2, there exists TG 2 T5 
such that 
for t 2 To. So we have 
ant1 hence, 
zr(t) > z;(t) - 50, t 2 To. 
This implies 
ti(r) 2 @)E*(t)Y(t)? t > TG, 
integrating the above inequality from TG to t yields 
By (3.19) we know that y(t) - ZG as t --+ oo, which is a contradiction. This completes the proof. 
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PROPOSITION 3.5. Under Assumptions (Hl) and (H2), there exists a positive constant yy such 
tfrat 
)iir inf y(t) 2 yY. (3.23) 
PROOF. Otherwise, there must exists a sequence {t,,,} c R”,, such that 
lim infy(t,z,) < (mF1)2, 
t-30 
nz= 1,2,...; 
lim supy (t! 2,) > Vy? 
t--rcc 
n-L = 1,2,. . . ? 
from Proposition 3.4. Hence. there are two time sequences {so”‘} and {t$,m”‘} satisfying the 
following conditions: 
0 < p < p < p < p < . . . < p < p < . . . ( 
Cm) sq -ml q $I”) + 00, =q4cQ, 
and 
(3.24) 
17Y (&’ < Y(h,-m) < -3 
m+l 
t E 
( 
s(*) ) tb*’ 4 1. 
By Proposition 3.1, for a given integer m > 0, there is a T,‘“’ > 0, such that 
y (4 s’m) 5 Al,, for t 2 T,‘“‘. 
Because s!/) --) x as q --+ M, there is a positive integer I<(*), such that sp’ > Tim’ as 
(1 2 Kc’“), hence, 
ti(C Gn) r Y (t, &I) 1-w - fwq , 
for (! 2 Kc’“): t E [sLrn) (m) ,t, ], Integrating the above inequality from siml” to tl;“‘, we get 
So we have 
s 
*‘“‘, 
,:,, [d(t) + f(t)M,] dt 2 ln(m + l), 
% 
for (1 2 1C(‘7L). According to the boundedness of the function d(t) + f(t)&, we know that 
$‘“) _ ,(m) --) ,.& 
q 9 I as 111 + Co, q 1 lam). 
By (3.19), there are constants P > 0, a > P and an integer Na > 0 such that 
(3.25) 
77Y - c cki < E()? 
m + 1 
t(‘R) 
Q - @’ > 2P, (3.26) 
an d 
I 
(1 
L,(t) dt > 0, (3.27) 
0 
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for ‘rn > Ne, q > Kcm). Further, we have - - 
for 771 > N,,, q > Kcm). In addition, for t E [sbm): ti”‘], we have - - 
Let (ul(t), uz(t)) be the solution of (3.20) with o = ~1 and ~i(.sk~;“‘) = z~(s;~‘, tm), by Lemma 2.1, 
we have 
3, (k&l) > ui(t)> t E [p, tp] . 
Further, by Propositions 3.1 and 3.3 and sb”’ - co as q -, co, we can choose 1~~‘“’ > 1\‘(m), 
such that 
7SL I Xi (s;? i,,) 5 Jr*? i = 1,2, 
holds for q > Ki’R’. For o = crl, (3.20) has a unique positive w-periodic solution (zia, (t), x2,, (t)) 
which is globally asymptotically stable. In addition, by the periodicity of (3.20), the periodic 
solution (~l~,(t),~,,(t)) is uniformly asymptotically stable with respect to the compact set 
s2 = {(X1,22) : -yr, I zi I Al,, i = 1,2}. Hence, for the given ~a in Proposition 3.4, there exists 
To > P which is independent on nz and q, such that 
w(t) > Qxl(t) - $T t > To + sp . 
By (3.21), we have 
N(t) L x;(t) - Eo, t 2 Z-0 + SI;“‘. 
From (3.25), there exists a positive integer Ni 2 NO, such that th”’ > sl;“’ + 2To > sp’ + 2P 
for ~2 2 Nr and q 2 Ki’“‘. So we have 
n(t, %I) > z;(t) - EO, tE p+To,p . 1 
as m 2 Nr and q 2 Kim’. Hence, 
for t E [s:,‘~) (In) + To, t, 1. Integrating the above inequality from sg (m) + ra to tbm) yields 
t,hat is to say 
which is a contradiction. This completes the proof. 
PROOF OF THEOREM 3.1. Combining Propositions 3.1-3.5 completes the proof of the sufficiency 
of Theorem 3.1. 
Next we prove the necessity of Theorem 3.1. 1Ye will show that, under Assumption (Hl), if 
A, [-d(t) + e(t)z;(t)l I 0, (3.28) 
1006 J. '31 
then 
lim y(t) = 0. 
t--KG 
In fact, by (3.28), we know that for any given 0 < E < 1, there exists ~1 > 0 and &a > 0 such that 
A, [-d(t) + e(t) (z;(t) + ~1) - f(t)c] 5 clAd (e(t)) - cA,(f(t)) 5 -EO. (3.29) 
Since 
we know that for the given ~1 there exists T(l) > 0 such that 
q(t) 5 z;(t) + El* t 2 T(l). 
By (3.29), we have 
A, [-d(r) + e~~)~l(~) - f(t)&] I -EO, (3.30) 
for t > T(i). First, we show that there must exist Tc2) such that y(Tt2)) < E. Otherwise, we have 
E 2 y(t) 5 y (T(l)) exp/T:lb [-d(s) + e(s)xl(s) -ME] ds - 0, <as t --+ cm. 
This implies E 5 0, which is a contradiction. Let AI(E) = maxe<t<Wjd(t) + e(t)zi(t) + f(t)s}. 
By Proposition 3.1, we know that q(t) is bounded. So M(E) is ai& bounded for E E [0, 11. 
Second, we will show that 
for t > Tfzl. (3.31) 
Otherwise, there exists TC3) > Tc2) such that 
Y (TC3)) > Eexp (Af (E) w) . 
By the continuity of g(t), there must exist T(‘) f (T(*), Tc3)) such that y(Tt4’) = E and y(t) > E 
for t E (II’(*), Tc3)]. Let Pi be the nonnegative integer such that Z!‘t3) E (T(“) f J’iw, T(“) + (Pi + 
l)w], by (3.30), we have 
which is a contradiction. This implies (3.31) holds. Further, by the arbitrariness of E, we know 
t.hat g(t) -+ 0 as t - 0~. This completes the proof. 
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