We introduce two kinds of fractional integral operators; the one is defined via the exponential-integral function
and the other is defined via the special function 
Γ(s)
ds, x > 0.
We establish different properties of these operators, and we study the relationship between the fractional integrals of first kind and the fractional integrals of second kind. Next, we introduce a new concept of fractional derivative of order α > 0, which is defined via the fractional integral of first kind. Using an approximate identity argument, we show that the introduced fractional derivative converges to the standard derivative in L 1 space, as α → 0 + . Several other properties are studied, like fractional integration by parts, the relationship between this fractional derivative and the fractional integral of second kind, etc. As an application, we consider a new fractional model of the relaxation equation, we establish an existence and uniqueness result for this model, and provide an iterative algorithm that converges to the solution.
Introduction
In recent years, the theory of fractional calculus has become an important object of investigations due to its demonstrated applications in different areas of physics and engineering, such as image segmentation [11] , fluid mechanics [16] , viscoelasticity [4, 8] , stochastic processes [6] , pollution phenomena [13] , etc.
The classical fractional calculus is based on the well-known Riemann-Liouville fractional integrals (I where Γ is the Gamma function and n = [α] + 1, or on the Erdélyi-Kober operators as their immediate generalizations. For more details on these fractional operators, see for example [14, 18] . There are also several other definitions of integrals and derivatives of fractional order, each of them depends on a particular kernel-function, see for example [2, 3, 9, 12, 15, 19] . In this paper, new fractional integral and derivative operators of order α > 0 are introduced. Different properties like the relationship between fractional derivatives and fractional integrals, convergence results as α → 0 + , fractional integration by parts, etc, are studied. Moreover, an application to a viscoelsaticity problem is provided.
The paper is organized as follows. In Section 2, we introduce the class of fractional integral operators of first kind J 
Γ(s)
We prove that S As an application, in Section 5, we consider a new fractional model of the relaxation equation, we establish an existence and uniqueness result for this model, and provide an iterative algorithm that converges to the solution.
Fractional integral operators of first kind
In this section, we introduce a new class of fractional operators involving the exponentialintegral function, and we study some of their properties.
The exponential-integral function is defined as (see, for example [1] ):
Using Fubini's theorem, it can be easily seen that
Similarly, we define the right-sided fractional integral of order α > 0 as follows.
, a < b, be a given function. The right-sided fractional integral of order α > 0 of f is given by
We have the following result.
is a linear and continuous operator. Moreover, we have
Similarly, we define the function G α : R → R by
Observe that F ∈ L p (R; R) and
Moreover, by (1), we have G α ∈ L 1 (R; R) and
where * denotes the convolution product. Further, by (4) and (5), we obtain
On the other hand, for a.e. x ∈ [a, b], we have
Finally, combining (6) with (8), the desired result follows.
Using a similar argument to that above, we obtain the following result.
Note that unlike the case of Riemann-Liouville fractional integrals, the semigroup property is not satisfied in our case. More precisely, the following properties
We have the following integration by parts result.
Theorem 2.3. Let 1 ≤ p, q ≤ ∞ be such that
Proof. First observe that by Theorem 2.1 and the regularity assumptions imposed on f and g, we have
Next, using Fubini's theorem, we have
which yields the desired result.
Further, we shall prove the following approximation result.
Before giving the proof of Theorem 2.4, we need some preliminaries on Harmonic Analysis (see, for example [5] ).
Definition 2.3 (approximate identity
). An approximate identity is a family {h α } α>0 of real valued functions such that
Lemma 2.1. Let h be a real valued function such that
Then, the family {h α } α>0 given by
is an approximate identity.
Moreover, we have lim
Let E 1 : R → R be the function given by
Observe that by (1), the function E 1 satisfies the assumptions of Lemma 2.1. Therefore, the function {G α } α>0 given by (3) is an approximate identity. Hence, by Lemma 2.2, we have the following result.
Now, we are ready to give the proof of Theorem 2.4.
where F is the function given by (2). By Lemma 2.3, we have lim
which yields lim
On the other hand, by (7), we have
Combining (9) with (10), the desired result follows.
Using a similar argument to that above, we obtain the following approximation result for
Next, we give some examples of functions f for which we calculate J α a f and
Proof. (11) and (12) follow immediately using the properties (see [10] ):
and lim
where
Proof. (14) and (15) follow immediately using (13) and the property (see [10] ):
Remark 2.1. Taking n = 0, (14) reduces to (11) and (15) reduces to (12) (with C = 1).
Using a similar calculation to that above, we obtain the following result.
, be the function given by
where γ is the Euler's constant and ζ is the Euler-Riemann zeta function.
Proof. The result follows using the property (see [10] ):
where r > 0.
Similarly, using (16), we obtain the following result.
Fractional integral operators of second kind
In this section, we present another class of fractional integral operators. First, let us introduce some special functions that will be used later (see, for example [1] ). We introduce the function
We denote by γ(·, ·) the lower incomplete Gamma function, given by
The regularized lower Gamma function is given by
The derivative of P (s, x) with respect to x is given by
On the other hand, for a.e. t ∈ [a, b], using again Fubini's theorem, we have
Using the change of variable
Next, combining (19) with (20), we get
Finally, combining (18) with (21), we get the desired result.
Note that, as in the case of fractional integral operators of first kind, the following properties S Further, using a similar argument to that used in the proof of Theorem 2.3, we obtain the following integration by parts result.
Next, we shall study the relation between the fractional integral operators of first and second kind. First, we need the following result, which can be easily proved.
where L is the Laplace transform operator.
We have the following result
we obtain
On the other hand, using Lemma 3.1, we have
Finally, combining (22), (23) and (24), we obtain
Note that due to the symmetry of the convolution product, it can be easily seen that
. This makes end to the proof.
Theorem 3.5. Let α > 0 and (a, b) ∈ R 2 be such that a < b.
In order to prove Theorem 3.6, we need the following auxiliary result.
Lemma 3.2. Given α 0 > 0, we have
Proof. First, by (1), there exists a certain δ > 0 such that
Next, let 0 < α < α 0 be fixed. Taking β > 0 such that
and using (24), we obtain
Integrating over [0, 1], using Fubini's theorem and the change of variable
i.e.,
which yields
Using the above inequality and (25), we get
Next, the change of variable
which proves the desired result. Now, we are ready to give the proof of Theorem 3.6.
; R) and α > 0 be small enough. Using Theorem 3.4, we have
On the other hand, by Theorem 3.1, we have
Therefore, from (27), we get
Next, by Lemma 3.2, there exists a certain constant C > 0 (independent on α) such that
Combining (26) with (28), we get
Finally, passing to the limit as α → 0 + , and using Theorem 2.4, the desired result follows.
In the case of a constant function f , S Proof. (29) and (30) follow immediately using Fubini's theorem.
Fractional derivative operators
In this section, we introduce a new class of fractional derivative operators involving the fractional integrals of first kind. As we will show later, these new fractional derivatives are inverse operations for the fractional integrals of second kind. 
In this case, we have c = f (a) and df dx (x) = ϕ(x), a.e. x ∈ [a, b].
We say that f has an absolutely continuous representative, if there exists a function ψ ∈ AC([a, b]; R) such that
In this case, the function f is identified to its absolutely continuous representative ψ. Similarly, we define the right-sided fractional derivative of order α > 0 as follows. 
Next, let us consider the functional space
We have the following approximation result.
Before giving the proof of Theorem 4.1, we need the following standard result form Harmonic Analysis (see, for example [5] ). 
Now, we are ready to give the proof of Theorem 4.1.
We introduce the function F : R → R given by
otherwise.
It can be easily seen that F ∈ C 1 b (R; R). On the other hand, by (7), we have
where G α is given by (3). Next, using Lemma 4.1, we have
Moreover, using a similar argument as in the proof of Theorem 2.4, we have
Combining (31) with (32), we obtain
Finally, since
, using (33) and Theorem 2.4, the desired result follows.
Next, we shall discuss the relation between the fractional integral operators of second kind and the fractional derivative operators introduced above.
Proof. Using Theorem 3.4, we have
Therefore, we obtain
Proof. Using Theorem 3.5, we have
Similarly, we define the functional space
Proof. By the definition of the functional space S
It is important to note that the results given by Theorem 4.5 and Theorem 4.6 do not hold for an arbitrary function f ∈ L 1 ([a, b]; R). The following theorems show this fact.
Proof. Identifying J α a f to its absolutely continuous representative, we can write
On the other hand, by Theorem 3.4, we have
Combining (34) with (36), we obtain
. Applying the operator S α a to both sides of the above equation, and using again Theorem 3.4, we obtain
Using (29), we obtain
Taking the derivative with respect to x, and using (17), we obtain
Finally, combining (35) with (37), the desired result follows.
The next results characterize the conditions for the existence of the fractional derivatives D 
Using Theorem 3.4, we obtain
Using (11) and Theorem 3.4, we obtain
for a.e. x ∈ [a, b]. Taking the derivative with respect to x, we obtain
Using a similar argument to that above, we obtain the following result for
, and can be represented in the form
, a < b, using an approximate identity argument, we proved that (see Theorem 4.1 and Theorem 4.2)
Next, let f ∈ AC([a, b]; R), (a, b) ∈ R 2 , a < b, be such that f (a) = 0. Using Theorem 4.9, for α > 0, we have
Passing to the limit as α → 0 + , and using Theorem 2.4, we obtain (38). Therefore, Theorem 4.1 holds also true for every function f ∈ AC([a, b]; R) satisfying f (a) = 0.
Similarly, let f ∈ AC([a, b]; R), (a, b) ∈ R 2 , a < b, be such that f (b) = 0. Using Theorem 4.10, for α > 0, we have
Passing to the limit as α → 0 + , and using Theorem 2.5, we obtain (39). Therefore, Theorem 4.2 holds also true for every function f ∈ AC([a, b]; R) satisfying f (b) = 0.
A formulation of the above facts is given by the following theorem.
We end this section with the following rule for fractional integration by parts.
(40) {hhgfz} {hhgfz}
On the other hand, by Theorem 4.4, we have
Finally, combining (40) with (41), the desired result follows.
A fractional relaxation equation
The standard form of a relaxation equation is given by
where λ is a positive constant and f is a given function (see, for example [7, 17] ). Equation (42) models several physical phenomena, such as the Maxwell model, which describes the behavior of a viscoelastic material using a spring and a dashpot in series. In this case,
, where E is the elastic modulus, η is the viscosity coefficient, and f (t) denotes E multiplying the strain rate. In this section, we are concerned with the existence and uniqueness of solutions to the fractional relaxation equation Equation (43) is investigated under the following assumptions:
where C f > 0 is a certain constant satisfying
The functional space C([0, 1]; R) is equipped with the Chebyshev norm
Lemma 5.1. We have
Proof. Let h ∈ C([0, 1]; R) be fixed. We have
Passing to the limit as t → 0 + , and using the dominated convergence theorem, we obtain
which proves that T h is continuous at 0. Further, let r > 0 be small enough. We have
On the other hand, we have Therefore, passing to the limit as r → 0 + in (47), we obtain
Further, we have
Passing to the limit as r → 0 + , and using the dominated convergence theorem, we obtain (ii) u is a fixed point of the mapping given by (50).
Next, we shall prove the following result. converges to u * with respect to the norm · ∞ . Finally, by Lemma 5.2, the desired result follows.
