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Résumé :
On considère K/F une extension quadratique séparable modérément ramifiée de corps locaux non archi-
médiens. Soit D une F-algèbre à division centrale d’indice n pair. Soit G = (D ⊗F K)× ≃ GL2(∆) où ∆
est une K-algèbre à division centrale d’indice n/2. Alors G/D× est un espace symétrique. On considère
(π, V ) une représentation lisse et irréductible de niveau 0, non cuspidale, membre de la série discrète de
G. On obtient des conditions de D×-distinction pour π. Pour cela, on utilise la paramétrisation de Silber-
ger et Zink de π via une paire admissible modérée ainsi que le système de coefficients sur l’immeuble de
G associé à π donné par Schneider et Stuhler. Puis, dans les cas étudiés, on vérifie que la correspondance
de Jacquet-Langlands préserve la distinction.
Abstract :
Let K/F be a quadratic separable extension of non archimedean local fields. Let D be a division algebra
of center F and dimension n2 over F. One assumes that n is even. Let G = (D ⊗F K)× ≃ GL2(∆)
where ∆ is a division algebra of center K and of dimension (n/2)2 over K. Then G/D× is a symmetric
space. One considers (π, V ) a level zero discrete series representation of G. One assumes that (π, V ) is not
supercuspidal. Using the parametrization of Silberger and Zink of π in terms of tame admissible pairs and
the coefficient system of the Bruhat-Tits building associated to π by Schneider and Stuhler, we obtain
some conditions of D×-distinguishness of π. Then, in certain cases, we prove that the Jacquet-Langlands
correspondence preserves distinction.
Introduction
Nous noterons K/F une extension quadratique séparable modérément ramifiée de corps locaux non
archimédiens. Soit n un entier naturel non nul. On note GF = GLn(F) et GK = GLn(K). On fixe un
diviseur d de n (dm = n) et D une F-algèbre à division centrale d’indice d (i.e de dimension d2 sur son
centre F). Enfin, on note HF = GLm(D) et HK = (Mm(D) ⊗F K)
×. Il existe un diviseur µ de n et une
K-algèbre à division centrale ∆ d’indice δ = n/µ tels que HK = GLµ(∆). On a le résultat suivant :
Théorème. ([JL], [Rog], [DeKaVi], [Bad]) Il existe une unique bijection, appelée correspondance de
Jacquet-Langlands :
JL : R2(GK)→R
2(HK)
telle que pour tous (g, g˜) ∈ HK ×GK elliptiques réguliers de même polynôme minimal, et toute représen-
tation π ∈ R2(GK), on a :
Θπ(g˜) = (−1)
µ×(δ−1)ΘJL(π)(g)
où R2(GK) (resp. R2(HK)) sont les classes d’isomorphisme des représentations lisses irréductibles membres
de la série discrète de GK (resp. HK) et Θ désigne le caractère d’Harish Chandra.
Lorsque n = 2 et d = 2, la correspondance de Jacquet-Langlands est l’application identité. Dans ce cas,
les travaux de J. Hakim et de D. Prasad nous montrent qu’une série discrète (en niveau quelconque)
de GL2(K) est GL2(F)-distinguée si et seulement si elle est D×-distinguée (on pourra se référer dans
[Hak] au Théorème 9.1 page 21 pour les représentations cuspidales de caractère central trivial ainsi
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qu’au Théorème 7.1 page 16 pour la représentation de Steinberg et ses tordues ou on pourra retrouver
ce résultat dans [P2] Théorème C). Plus généralement, les travaux de J. Hakim et F. Murnaghan dans
[HM1] (Théorème 11.1 page 1887) nous donnent des critères de GLn(F)-distinction pour les cuspidales
modérées de GLn(K) (là aussi en niveau quelconque). Enfin, dans [Co], nous avons montré qu’une re-
présentation cuspidale de niveau 0 de GLn(K) est GLn(F)-distinguée si et seulement si son image par la
correspondance de Jacquet-Langlands est GLm(D)-distinguée.
Dans le travail qui suit, nous généralisons les résultats évoqués précédemment dans le cas de certaines
représentations lisses irréductibles de HK = GLµ(∆), de niveau 0, membres de la série discrète, non
cuspidales, dans le cas particulier où µ = 2. Avec les articles [SZ1] et [SZ2], A. Silberger et E. W. Zink
montrent que la correspondance de Jacquet-Langlands se restreint en une bijection :
JL : R20(GLn(K))→R
2
0(GL2(∆))
où R20(GLn(K)) (resp. R
2
0(GL2(∆))) sont les classes d’isomorphisme des représentations lisses irréduc-
tibles membres de la série discrète de niveau 0. De plus, les articles [SZ1] et [SZ2] nous donnent une
paramétrisation de ces séries discrètes de niveau 0 via des paires admissibles modérées. Notre objectif
est de déterminer des conditions de D×-distinction de telles représentations (où D est une F-algèbre à
division centrale d’indice n = d = 2δ). Nous n’obtiendrons pas de résultats généraux mais, dans les cas
que nous étudions, nous montrerons que la correspondance de Jacquet-Langlands préserve la distinction.
Notre méthode de travail est la suivante : soit (π, V ) une série discrète non cuspidale de niveau 0 de
GL2(∆). On note (χf ,Kf ) (où χf est en particulier un caractère modéré K-régulier de K
×
f ) la paire
admissible modérée associée à π par [SZ2]. Notons XK l’immeuble de Bruhat-Tits de GL2(∆), XF celui
de D× (qui est réduit à un point) et j : XF 7→ XK l’injection naturelle entre ces immeubles. On notera X0
l’ensemble des sommets de XK et X(1) l’ensemble des arêtes orientées. Si s est un sommet de XK, on note
As l’ordre héréditaire associé à s, Ps le radical de Jacobson de As, U1s = 1 + Ps et Gs = A
×
s = A
×
s /U
1
s .
Si a est une arête, on note de même Aa l’ordre héréditaire associé, Pa le radical de Jacobson de Aa et
U1a = 1 + Pa. On utilise les travaux [SS2] de P. Schneider et U. Stuhler en 3.1.2 pour définir sur XK un
système de coefficients :
Théorème. ([SS2]) Pour tout sommet s de XK et toute arête a, on notera Vs = V
U1s l’espace des
vecteurs fixes de V sous l’action de U1s et, de même, on notera Va = V
U1a .
Soit C0 l’espace des 0-chaînes c’est-à-dire l’ensemble des fonctions f : X0 → V à support fini telles que
pour tout sommet s dans X0, on a f(s) ∈ V
U1s . On note C1 l’espace des 1-chaînes c’est-à-dire l’ensemble
des fonctions f : X(1) → V à support fini telles que pour toute arête orientée 〈s, t〉, on a f(〈s, t〉) ∈ V
U1{s,t}
et f(〈s, t〉) = −f(〈t, s〉). On définit enfin l’opérateur bord :
∂1 : C1 → C0, f 7→ ∂1(f) où ∂1(f)(s0) =
∑
s1∼s0
f(〈s1, s0〉)
On a un complexe augmenté exact de C-espaces vectoriels, qui est aussi une suite exacte de GL2(∆)-
modules :
0→ C1
∂1−→ C0
ε
−→ V → 0
où ε : C0 → V est l’augmentation définie par ε : w 7→
∑
s∈X0
w(s).
En particulier, V s’identifie au module d’homologie du complexe, on a : V ≃ C0∂1(C1) . Puis, par
exactitude à droite du foncteur Hom, on a la suite duale :
0→ HomD×(π,1)
ε∗
−→ HomD×(C0,1)
∂∗1−→ HomD×(C1,1)
On en déduit que : ker(∂∗1 ) = Im(ε
∗) ≃ HomD×(π,1). Ainsi, la représentation π est D
×-distinguée
si et seulement si l’application ∂∗1 n’est pas injective. Dans la suite, nous étudions donc le noyau de
l’application ∂∗1 . Puisque C0 ≃
⊕
s∈X0
Vs, si ϕ ∈ ker(∂
∗
1 ), on peut voir ϕ comme une famille (ϕs)s∈X0 où
ϕs est la restriction de ϕ à Vs. Les espaces Vs, comme Gs-modules, sont entièrement connus grâce aux
travaux de [SZ2] et dépendent uniquement de la paire admissible modérée (χf ,Kf) associée à π. Nous
explicitons ces espaces en 4.1.4 :
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Théorème. La représentation Vs de Gs se décompose simplement de la façon suivante :
Vs ≃ (
f−1⊕
ν=0
χΦ
ν
0 ⊗ StGs)⊕ (
⊕
0≤ν1<ν2<f
IndGs
Bs
(χΦ
ν1
0 ⊗ χ
Φν2
0 ))
où Φ est un générateur du groupe de Galois Gal(k∆,2/kK), StGs est la représentation de Steinberg de Gs,
Bs est le sous-groupe de Borel standard de Gs, χ = χf ◦ NKd/Kf et χ0 est l’unique caractère de k
×
∆ qui
vérifie :
χ = χ0 ◦Nk∆,2/k∆
(Ici, k∆,2 est une extension quadratique du corps résiduel de ∆, et, si r ∈ N
∗, on note Kr l’unique
extension non ramifiée de K de degré r contenue dans K, une clôture algébrique de K).
Les conditions pour que ϕ ∈ HomD×(C0,1) appartienne au noyau de ∂
∗
1 sont données en 3.2.3 :
Lemme. La forme linéaire ϕ ∈ HomD×(C0,1) appartient au noyau de ∂
∗
1 si et seulement si pour tous
sommets voisins s et t, les applications ϕs et ϕt coïncident sur V{s,t}, et pour tout g dans D
×, pour tout
sommet s, on a ϕs = ϕg.s ◦ π(g).
La première condition est analogue à la condition de recollement dans la définition des faisceaux. Pour
pouvoir expliciter la deuxième condition, qui est la condition de D×-équivariance, il faut en particulier
connaître les D×-orbites d’un sommet de XK. Nous déterminons ces D×-orbites dans la partie 2. Enfin,
si s est un sommet et Ns le normalisateur de A×s dans GL2(∆), alors Ns agit sur Vs et, pour tout g
dans Ns, ϕs = ϕs ◦π(g). Pour comprendre l’action de Ns, nous avons besoin de connaître le type étendu
maximal de niveau 0 associé à π (au sens de Silberger et Zink) dont nous rappelons la définition dans la
partie 4.5. Malheureusement, [SZ2] ne décrivent pas l’action de tout le normalisateur. Nous ne pouvons
pas faire les calculs dans le cas général : on doit donc se restreindre à quelques cas particuliers.
Dans notre étude, nous nous sommes surtout intéressés au cas où l’extension K/F est totalement ramifiée,
modérément ramifiée. Dans ce cas, on obtient tout d’abord un résultat de multiplicité 1 en 5.1.46 :
Théorème. On a :
dimC(HomD×(π,1)) ≤ 1
Notons que de tels résultats de multiplicité 1 sont connus pour GLn(K), on pourra se référer à [Fl] pour
vérifier que (GLn(K),GLn(F)) est une paire de Gelfand. La preuve de ce résultat s’étend facilement
à (GLµ(∆),GLm(D)) lorsque F est de caractéristique nulle. En effet, on montre en annexe le résultat
suivant :
Théorème. Supposons que F est de caractéristique nulle. Alors, la paire (GLµ(∆),GLm(D)) est une
paire de Gelfand-Kazhdan.
Si ϕ appartient à HomD×(C0,1) et s est un sommet, on note ϕs =
∑f−1
ν=0 ϕ
ν
s +
∑
0≤ν1<ν2<f
ϕν1,ν2s la
décomposition de ϕs sur :
Vs ≃ (
f−1⊕
ν=0
χΦ
ν
0 ⊗ StGs)⊕ (
⊕
0≤ν1<ν2<f
IndGs
Bs
(χΦ
ν1
0 ⊗ χ
Φν2
0 ))
Supposons que l’extension K/F est totalement ramifiée. On notera k ≃ kK ≃ kF le corps résiduel de K.
Alors, j(XF) est un sommet s0 et on obtient les conditions suivantes de D×-distinction en 5.2.10 :
Théorème. Si f est pair, alors π n’est pas D×-distinguée.
Supposons que π soit D×-distinguée. Alors f est impair, χ0 est non trivial sur k
× mais trivial sur les
carrés de k×, et pour tout sommet s et tous entiers 0 ≤ ν1 < ν2 ≤ f − 1, on a :
ϕν1,ν2s = 0
et pour tout ν ∈ {0, · · · , f−1}, pour tout sommet s distinct de s0, ϕνs est entièrement déterminée par ϕ
ν
s0 .
En particulier, si ϕνs0 = 0, alors ϕ
ν
s = 0.
Dans la partie 5.3, on montre le résultat suivant :
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Théorème. Si f est pair, alors π et son image par la correspondance de Jacquet-Langlands ne sont pas
distinguées, de sorte que Jacquet-Langlands préserve bien la distinction.
Enfin, dans une dernière partie, on étudie, avec la même méthode, la représentation de Steinberg de
GL2(∆), dans le cas où l’extension K/F est non ramifiée, puis totalement ramifiée. On montre alors en
6.4.2 le résultat suivant :
Théorème. Soit (π, V ) la représentation de Steinberg de GL2(∆). Alors π n’est pas D×-distinguée et la
correspondance de Jacquet-Langlands préserve la distinction dans ce cas.
1 Notations principales.
Dans toute la suite, on fixe K/F une extension quadratique séparable modérément ramifiée de corps
locaux non archimédiens. On fixe D une F-algèbre à division centrale d’indice d. On suppose que d est
pair de sorte que l’on peut considérer K plongé dans D, et on note ∆ le commutant de K dans D. Alors
∆ est une K-algèbre à division centrale d’indice δ = d/2 et on a un isomorphisme de K-algèbres :
D ⊗F K→ End∆(D) ≃M2(∆), x⊗ k 7→ [fx⊗k : y 7→ xyk]
Ainsi H = D× est un sous-groupe de G = (End∆(D))
× ≃ GL2(∆). On note ̟F (resp. ̟K, ̟D, ̟∆) des
uniformisantes de F (resp. K, D, ∆), OF (resp. OK, OD, O∆) les anneaux de valuation, PF (resp. PK,
PD, P∆) les idéaux de valuation, kF (resp. kK, kD, k∆) les corps résiduels et vF (resp. vK, vD, v∆) les
valuations normalisées.
Si l’extension K/F est totalement ramifiée, on identifiera les corps résiduels de K et de F et on notera
k = kF ≃ kK. On notera q le cardinal de kF et Q celui de k∆. On fixe K une clôture algébrique de K et
pour tout entier naturel l, on note Kl l’extension non ramifiée de degré l de K contenue dans K et kK,l
son corps résiduel. On fixe Φ un générateur du groupe de Galois Gal(kD/kF). Soient NrdD et Nrd∆ les
normes réduites.
On noteraXF (resp. XK) l’immeuble de Bruhat-Tits de D× (resp. G) et j : XF →֒ XK l’injection naturelle
entre ces immeubles dont nous rappelons la définition en 2.1. On notera AK l’appartement standard de
XK, X0 l’ensemble des sommets de XK. Si s et t sont deux sommets dans X0, d(s, t) désigne la distance
de s à t. Si s ∈ X0, on note As l’ordre héréditaire associé à s, Us = A×s , Ps le radical de Jacobson de As,
U1s = 1 + Ps. On note également Gs = A
×
s = A
×
s /U
1
s , StGs la représentations de Steinberg de Gs et
Bs le sous-groupe de Borel standard de Gs. On note R20(G) l’ensemble des classes d’isomorphisme des
membres de la série discrète de G de niveau 0. Le caractère trivial d’un groupe est noté 1. Si E/M est
une extension finie de corps, NE/M : E
× →M× désigne l’application norme.
Toutes les représentations considérées seront supposées complexes et lisses.
On identifiera les sommets de XK aux O∆-chaînes de réseaux de période 1 d’un ∆-espace vectoriel (à
droite) de dimension 2 (cf. [BF] pages 212 à 224). Si L est un O∆-réseau d’un ∆-espace vectoriel de
dimension 2, on notera [L] = {L̟k∆ : k ∈ Z} le sommet de XK associé.
2 Orbites des sommets de XK sous l’action de D×.
Notation 2.0.1. On fixe (e1, e2) une ∆-base de D. Soit S0 l’ensemble des sommets de l’appartement
standard AK :
S0 = {sk = [e1O∆ ⊕ e2P
k
∆] : k ∈ Z}
2.1 Rappels sur les injections d’immeubles.
On pourra se référer à [Tit] (2.6 page 47) pour les résultats suivants :
Théorème 2.1.1. ([Tit]) Il existe une injection naturelle j : XF → XK vérifiant les trois propriétés
suivantes :
a) L’application j est D×-équivariante, c’est-à-dire que pour tout g dans D× et tout x dans XF, on
a j(g.x) = g.j(x).
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b) L’image de j est incluse dans X
Gal(K/F)
K , où X
Gal(K/F)
K désigne les éléments de XK qui sont fixes
sous l’action du groupe de Galois Gal(K/F).
c) L’application j est affine, c’est-à-dire que pour tout appartement A de XF (vu comme espace
affine), il existe un appartement B de XK tel que j(A) ⊆ B et j|A : A → B est une application
affine.
Nous allons utiliser le théorème suivant démontré dans [PY] (Théorème 1.9 page 555) :
Théorème 2.1.2. ([PY]) Soit G un groupe réductif défini sur un corps local non archimédien L de
carcatéristique résiduelle p. Soit F ⊆ AutL(G) un groupe fini d’ordre non divisible par p. On note GF les
points fixes de G sous l’action de F et H = (GF )◦ la composante de l’unité de GF . Soient XG et XH les
immeubles de Bruhat-Tits de G et de H respectivement. Alors, via l’injection naturelle des immeubles
j : XH →֒ XG, on peut identifier XH à XFG , l’ensemble des points fixes de XG sous l’action de F .
On en déduit le résultat suivant :
Proposition 2.1.3. L’application j est unique et Im(j) = X
Gal(K/F)
K .
On explicite alors j dans le cas où l’extension K/F est non ramifiée (on pourra se référer à [Co],
propriété 3.2.12) :
Proposition 2.1.4. Supposons que l’extension K/F est non ramifiée. L’immeuble XF de D
× possède un
seul sommet [OD] et on a j([OD]) = m0 où m0 est le milieu de l’ arête [s0, s1] dans l’immeuble XK.
On explicite également j dans le cas où K/F est totalement ramifiée, modérément ramifiée (cf. [Co],
propriété 3.2.20) :
Proposition 2.1.5. On suppose que l’extension K/F est totalement ramifiée, modérément ramifiée. On
a j([OD ]) = s0.
2.2 Cas où l’extension K/F est non ramifiée.
On suppose dans cette partie que l’extension K/F est non ramifiée. On détermine les D×-orbites des
sommets de XK :
Proposition 2.2.1. Les D×-orbites des sommets de XK sont exactement les sphères de centre m0 et de
rayon k + 1/2 pour k ∈ N.
Démonstration. La base (e1, e2) étant fixée, on identifie G à GL2(∆).
On remarque que v∆(̟
2
D) = v∆(̟∆) = 1 = v∆(t
2
0) où :
t0 =
(
0 1
̟∆ 0
)
Il existe donc u dans GL2(O∆) (donc u fixe s0) tel que ̟D = t0u. Comme t0 échange s0 et s1, l’uni-
formisante ̟D fixe m0 et échange les sommets s0 et s1. De plus, O
×
D ⊆ GL2(O∆) fixe s0 et m0, donc
fixe point par point l’arête [s0, s1]. Enfin, puisque v∆(̟
2
D) = v∆(̟∆), ̟
2
D fixe s0, et donc fixe point par
point l’arête [s0, s1].
Puisque D× agit via des isométries sur l’immeuble XK, il est clair que la D×-orbite d’un sommet s de
XK est contenue dans la sphère de centre m0 et de rayon d(s,m0).
Soit s un sommet de XK. On distingue deux cas :
∗ Si d(s0, s) = d(s1, s) + 1. Soit sk dans l’appartement AK tel que s1 ∈ [s0, sk] et :
d(m0, sk) = d(s,m0)
Alors k > 0, d(m0, s) = k − 1/2 et sk = [e1O∆ ⊕ e2P
k
∆]. Les sommets s0 et s sont dans un même
appartement A. Il existe donc (f1, f2), une ∆-base de D telle que :
s0 = [f1O∆ ⊕ f2O∆], s = [f1O∆ ⊕ f2P
k
∆]
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Ainsi, s0 = [e1O∆⊕e2O∆] = [f1O∆⊕f2O∆]. Quitte à remplacer fi par fi̟
l
∆, on peut supposer que :
e1O∆ ⊕ e2O∆ = f1O∆ ⊕ f2O∆
Soit d dans D× tel que d.e1 = f1. On sait que d s’écrit sous la forme d = ̟mDx où x ∈ O
×
D .
Supposons tout d’abord que m est pair. Alors, puisque v∆(̟
2
D) = 1, on a :
d = ̟mDx = ̟
m/2
∆ x
′
, x
′
∈ GL2(O∆)
On en déduit que d.s0 = s0 donc :
d.(e1O∆ + e2O∆) = f1O∆ + d.e2O∆ ∈ [f1O∆ + f2O∆]
et donc d.(e1O∆ + e2O∆) = f1O∆ + f2O∆. De plus, puisque P
k
∆ ⊆ O∆ :
d.sk = [d.(e1O∆ + e1P
k
∆ + e2P
k
∆)] = [d.(e1O∆) + d.(e1O∆ + e2O∆)̟
k
∆]
= [f1O∆ + (f1O∆ + f2O∆)̟
k
∆] = [f1O∆ + f2P
k
∆] = s
Montrons qu’il est impossible que m soit impair. Raisonnons par l’absurde. Supposons que m est
impair. Alors d échange les sommets s0 et s1, ainsi d.s1 = s0 et :
d.(e1O∆ + e2P∆) = f1O∆ + d.e2P∆ ∈ s0 = [f1O∆ + f2O∆]
On en déduit que d.(e1O∆ + e2P∆) = f1O∆ + f2O∆. Puisque P
k−1
∆ ⊆ O∆, on a :
d.sk = [d.(e1O∆ + e1P
k−1
∆ + e2P
k
∆)] = [f1O∆ + (f1O∆ + f2O∆)̟
k−1
∆ ] = [f1O∆ + f2P
k−1
∆ ]
Notons s˜ = [f1O∆ + f2P
k−1
∆ ]. Alors :
d(s˜, s0) = d(d.sk, s0) = d(sk, d
−1.s0) = d(sk, s1) = k − 1
et d(s˜,m0) = d(sk,m0) = k−1/2. De plus, par hypothèse, d(s1, s) = k−1. On a donc deux chemins
géodésiques reliant s0 à s :
[s0, s1, · · · , s] et [s0, · · · , s˜, s]
Ces deux chemins sont égaux. Par suite, d(s1, s˜) = k − 2 et d(s˜,m0) = k − 2 +
1
2 = k − 3/2. D’où
une contradiction.
∗ Si d(s0, s) = d(s1, s) − 1. Comme précédemment, on choisit sk dans l’appartement AK tel que
s0 ∈ [sk, s1] et d(m0, s) = d(m0, sk). Ainsi k ≤ 0, d(m0, s) = −k + 1/2 et :
sk = [e1O∆ + e2P
k
∆]
Il existe A un appartement contenant s et s0. Soit (f1, f2) une ∆-base de D telle que :
s0 = [f1O∆ + f2O∆], s = [f1O∆ + f2P
k
∆]
On suppose à nouveau que f1O∆ + f2O∆ = e1O∆ + e2O∆. Soit d dans D
× tel que d.e2 = f2. On
écrit d sous la forme d = x̟mD avec x ∈ O
×
D .
Supposons que m est pair. Alors, comme précédemment, on vérifie que :
d.(e1O∆ + e2O∆) = f1O∆ + f2O∆
Ainsi, en utilisant le fait que O∆ ⊆ P
k
∆, on montre que d.sk = s.
Si m est impair, alors d.s1 = s0 d’où :
d.(e1O∆ + e2P∆) = d.e1O∆ + f2P∆ ∈ s0 = [f1O∆ + f2O∆]
On en déduit que d.(e1O∆ + e2P∆) = f1O∆ + f2O∆. Puisque k ≤ 0, on a P∆ ⊆ O∆ ⊆ P
k
∆, d’où :
d.sk = [d.(e1O∆ + e2P∆ + e2P
k
∆)] = [f1O∆ + f2O∆ + f2P
k
∆] = s

6
2.3 Cas où l’extension K/F est totalement ramifiée, modérément ramifiée.
On suppose ici que l’extension K/F est totalement ramifiée, modérément ramifiée.
Avec un raisonnement analogue à celui de la démonstration de la proposition 2.2.1, on détermine les
D×-orbites des sommets de XK :
Proposition 2.3.1. Les D×-orbites des sommets de XK sont exactement les sphères de centre s0 et de
rayon k ∈ N.
Nous montrons par la suite que tous les sommets d’une même D×-orbite sont en fait contenus dans
la même O×D-orbite :
Proposition 2.3.2. Les O×D-orbites des sommets de XK sont aussi les sphères de centre s0 et de rayon
k, avec k dans N.
Démonstration. On aOD = e1O∆+e2O∆. Pour 1 ≤ i ≤ 2, comme ei ∈ OD, on a vD(ei) ≥ 0. Si on suppose
que vD(e1) > 0 et vD(e2) > 0, alors, pour tout (λ1, λ2) ∈ O∆ × O∆ \ {(0, 0)}, on a e1λ1 + e2λ2 /∈ O
×
D .
On peut donc supposer que vD(e1) = 0. Puisque l’extension K/F est totalement ramifiée, modérément
ramifiée, on peut supposer que ̟2K = ̟F et donc ̟
d
D = ̟F = ̟
2
K = ̟
2δ
∆ (avec 2δ = d). On en déduit que
̟∆ ∈ ̟DO
×
D . Par suite, OD/OD̟∆ est isomorphe au corps résiduel kD de D et est donc un k∆-espace
vectoriel de dimension 2. Or, si vD(e2) > 0, on a :
OD/OD̟∆ = (e1O∆ + e2O∆)/(OD̟∆) = e1k∆
est un k∆-espace vectoriel de dimension 1. D’où une contradiction. On en déduit que vD(e1) = vD(e2) = 0.
Ensuite, on reprend la démonstration précédente : on fixe s un sommet de XK et l’on note k la distance
de s à s0. On fixe (f1, f2) une ∆-base de D telle que :
s = [f1O∆ + f2P
k
∆]
et on peut supposer que OD = e1O∆ + e2O∆ = f1O∆ + f2O∆. Alors, il existe d dans D
× tel que
d.s = sk. D’après la démonstration précédente, un tel élément d s’écrit comme produit d’éléments dr tels
qu’il existe l1 dans {e1, e2} et l2 dans {e1, e2, f1, f2} tel que dr.l1 = l2. Comme e1, e2, f1, f2 ∈ O
×
D , on a :
dr.l1 = l2 ⇒ vD(l2) = 0 = vD(dr .l1) = vD(dr) + vD(l1) = vD(dr)
On en déduit que dr ∈ O
×
D et donc d ∈ O
×
D .

3 Systèmes de coefficients de Schneider et Stuhler.
Nous allons rappeler ici les résultats de [SS1] et [SS2].
Notation 3.0.3. On fixe (π, V ) une représentation lisse irréductible de G, membre de la série discrète,
de niveau 0, non cuspidale. Pour l dans {0, 1}, on note Xl l’ensemble des l-simplexes de XK et X(l)
l’ensemble des l-simplexes orientés de XK.
Si s et t sont deux sommets de XK reliés par une arête (on écrira alors s ∼ t), on notera a = {s, t}
l’arête non orientée reliant s et t, et 〈s, t〉 l’arête orientée. On notera Aa l’ordre héréditaire associé à a,
Ua = A×a , Pa le radical de Jacobson de Aa et U
1
a = 1 + Pa.
3.1 Définition d’un système de coefficients.
Définition 3.1.1. ([SS2]).
Un système de coefficients d’espaces vectoriels W sur l’arbre XK est la donnée :
– d’une famille d’espaces vectoriels Wσ où σ parcourt l’ensemble des simplexes de XK.
– d’applications linéaires rτσ : Wτ →Wσ pour chaque couple de simplexe σ ⊆ τ telles que r
σ
σ = IdWσ
et si σ1 ⊆ σ2 ⊆ σ3, alors rσ3σ1 = r
σ2
σ1 ◦ r
σ3
σ2 .
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Soit C0 l’espace des 0-chaînes c’est-à-dire l’ensemble des applications f : X0 → W à support fini telles
que pour tout sommet s dans X0, on a f(s) ∈ Ws. On note C1 l’espace des 1-chaînes c’est-à-dire
l’ensemble des applications f : X(1) → W à support fini telles que pour toute arête orientée 〈s, t〉, on a
f(〈s, t〉) ∈W{s,t} et f(〈s, t〉) = −f(〈t, s〉). On définit enfin l’opérateur bord :
∂1 : C1 → C0, f 7→ ∂1(f) où ∂1(f)(s0) =
∑
s1∼s0
f(〈s1, s0〉)
On a alors un complexe de chaînes :
C1
∂1−→ C0
Dans leur article [SS2], P.Schneider et U.Stuhler définissent un système de coefficients particulier
sur XK d’espace vectoriel V (l’espace de la représentation π) de la façon suivante :
Notation 3.1.2. – Pour tout sommet s de XK et toute arête a ∈ X(1), on notera Vs = V
U1s l’espace
vectoriel des vecteurs fixes de V sous l’action de U1s , et de même Va = V
U1a .
– Pour chaque couple de simplexe σ ⊆ τ , on note rτσ : Vτ → Vσ l’inclusion Vτ ⊆ Vσ .
On note alors C0 l’espace des 0-chaînes (c’est-à-dire l’ensemble des applications f : X0 → V à support
fini telles que pour tout sommet s dans X0, on a f(s) ∈ V
U1s ) et C1 l’espace des 1-chaînes (c’est-à-dire
l’ensemble des applications f : X(1) → V à support fini telles que pour toute arête orientée 〈s, t〉, on a
f(〈s, t〉) ∈ V U
1
{s,t} et f(〈s, t〉) = −f(〈t, s〉)).
D’après [SS2] (Théorème II.3.1), on a alors une résolution de V :
Proposition 3.1.3. On a un complexe augmenté exact de C-espaces vectoriels :
0→ C1
∂1−→ C0
ε
−→ V → 0
où ε : C0 → V est l’augmentation définie par :
ε : w 7→
∑
s∈X0
w(s)
Dans la suite, il sera plus commode de voir l’espace des 0-chaînes (resp. des 1-chaînes) non plus comme
un espace de fonctions mais comme une somme directe, indexée par les sommets s (resp. les arêtes a),
des espaces Vs (resp. Va) définis précédemment :
Lemme 3.1.4. On a deux isomorphismes de C-espaces vectoriels :
C0 →
⊕
s∈X0
V U
1
s , f 7→ (f(s))s∈X0
et :
C1 →
⊕
〈s,t〉∈X(1)
V U
1
{s,t} , f 7→ (f(〈s, t〉))〈s,t〉∈X(1)
Remarque 3.1.5. Via les identifications précédentes, l’opérateur bord ∂1 est définie de la façon suivante :
∂1 : C1 =
⊕
〈s,t〉∈X(1)
V U
1
{s,t} → C0 =
⊕
s∈X(0)
V U
1
s , (w〈s,t〉)〈s,t〉∈X(1) 7→ (vs)s∈X(0)
telle que vs =
∑
t∼s w〈t,s〉.
Le complexe augmenté est en fait une suite exacte de G-modules pour l’action de G sur les espaces
C0 et C1, définie dans [SS2], que nous rappelons ici :
Proposition 3.1.6. ([SS2]).
Le groupe G agit sur C0 de la façon suivante :
g.(vs)s∈X(0) = (v
′
s)s∈X(0) , pour g ∈ G et (vs)s∈X(0) ∈ C0
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où v
′
s = π(g).vg−1.s. De même, G agit sur C1 :
g.(w〈s,t〉)〈s,t〉∈X(1) = (w
′
〈s,t〉)〈s,t〉∈X(1) , pour g ∈ G et (w〈s,t〉)〈s,t〉∈X(1) ∈ C1
où w
′
〈s,t〉 = π(g).w〈g−1.s,g−1.t〉. On a alors une suite exacte de G-modules :
0→ C1
∂1−→ C0
ε
−→ V → 0
Remarque 3.1.7. On en déduit que π est le quotient d’une induite compacte.
En effet, si l’on fixe s0 un sommet de XK, alors Vs0 est un R1-module (où R1 est le normalisateur dans
G de A×s0 ). Soit s un sommet de XK, il existe donc g dans G tel que g.s0 = s, alors gU
1
s0g
−1 = U1s et
Vs = π(g).Vs0 . On en déduit que :
C0 =
∑
g∈G
π(g).Vs0 =
∑
g∈G/R1
π(g).Vs0 = c− ind
G
R1(Vs0 )
Ainsi, d’après 3.1.3, on a :
V ≃
c− indGR1(Vs0 )
∂1(C1)
3.2 Lien avec la D×-distinction de pi.
Proposition 3.2.1. Par exactitude à droite du foncteur Hom, on a la suite duale :
0→ HomD×(π,1)
ε∗
−→ HomD×(C0,1)
∂∗1−→ HomD×(C1,1)
On en déduit que :
ker(∂∗1 ) = Im(ε
∗) ≃ HomD×(π,1)
Ainsi, la représentation π est D×-distinguée si et seulement si l’application ∂∗1 n’est pas injective où
∂∗1 : HomD×(C0,1) → HomD×(C1,1) telle que pour toute forme linéaire D
×-invariante f : C0 → C,
on a :
∂∗1 (f) : C1 → C, w 7→ f(∂1(w))
Remarque 3.2.2. On a un isomorphisme de C-espaces vectoriels :
HomC(C0,C)→
∏
s∈X0
HomC(V
U1s ,C), ϕ 7→ (ϕs = ϕ|V U1s )s∈X0
Ainsi, si ϕ appartient à HomD×(C0,1), on peut voir ϕ comme une collection de formes linéaires
(ϕs)s∈X0 où, pour tout sommet s, ϕs est la restriction de ϕ à l’espace Vs. On a les conditions suivantes
pour que ϕ appartienne à ker(∂∗1 ) :
Proposition 3.2.3. Soit ϕ = (ϕs)s∈X0 une forme linéaire sur C0.
Alors ϕ ∈ HomD×(C0,1) ∩ ker(∂
∗
1 ) si et seulement si :
i) Pour tous sommets voisins s et t, les applications ϕs et ϕt coïncident sur V{s,t}.
ii) Pour tout g dans D×, pour tout sommet s, on a ϕs = ϕg.s ◦ π(g).
Démonstration. Soit ϕ = (ϕs)s∈X0 une forme linéaire sur C0 appartenant à HomD×(C0,1)∩ker(∂
∗
1 ). Soit
a = {s, t} une arête et w dans V U
1
a , alors w ∈ C1 et ∂1(w) = (vu)u∈X0 où vt = w, vs = −w et vu = 0
sinon. Comme ϕ ∈ ker(∂∗1 ), ϕ est triviale sur l’image de ∂1. On a donc :
ϕ(∂1(w)) = 0 =
∑
u∈X0
ϕu(vu) = ϕs(−w) + ϕt(w) = −ϕs(w) + ϕt(w)
On en déduit que ϕs et ϕt coïncident sur V
U1a (rappelons que V U
1
a ⊆ V U
1
s et V U
1
a ⊆ V U
1
t ).
Soit g dans D× et (vu)u∈X0 dans C0, alors, par D
×-équivariance, ϕ(g.(vu)u∈X0 ) = ϕ((vu)u∈X0). Or
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ϕ(g.(vu)u∈X0) = ϕ((π(g).vg−1 .u)u∈X0).
Soit s un sommet et (vu)u∈X0 tel que vu = v 6= 0 si u = s, vu = 0 sinon. Alors :
ϕ((vu)u∈X0) = ϕs(v) et ϕ(g.(vu)u∈X0) = ϕ((π(g).vg−1.u)u∈X0)
or vg−1.u 6= 0 si et seulement si g
−1.u = s, i.e u = g.s, et alors π(g).vg−1.u ∈ π(g).Vs = Vg.s. On
en déduit que ϕ(g.(vu)u∈X0) = ϕg.s(π(g).v). Par conséquent, pour tout g dans D
× et tout sommet s,
ϕs = ϕg.s ◦ π(g).

4 Travaux de Silberger et Zink.
Dans cette partie, on fixe à nouveau (π, V ) une représentation lisse irréductible de G, membre de la
série discrète, non cuspidale, de niveau 0.
4.1 Paramétrisation de Silberger et Zink de pi.
Remarque 4.1.1. Soit s un sommet de XK. Alors Vs = V
U1s est stable par A×s (car U
1
s ⊲ A
×
s ) et l’action
de U1s est triviale, donc Vs peut être vu comme une représentation de A
×
s /U
1
s ≃ GL2(k∆). On remarque
également que Vs est un R1 = 〈̟∆〉A
×
s -module.
Notation 4.1.2. Pour tout sommet s, on notera Gs = A×s /U
1
s et Bs le sous-groupe de Borel standard
de Gs. On fixe pour toute la suite Φ un générateur du groupe de Galois Gal(k∆,2/kK) (où k∆,2 est une
extension quadratique de k∆).
Définition 4.1.3. i) Soit r ∈ N∗. Soit χ un caractère de K×r . On dit que χ est modéré s’il est trivial
sur 1 + PKr . On dit que χ est K-régulier si sa Gal(Kr/K)-orbite est de cardinal maximal, r.
ii) On appelle paire admissible de degré r sur K la donnée de la Gal(K/K)-orbite d’un caractère
modéré K-régulier de K×r .
Nous rappelons ici la paramétrisation de Silberger et Zink de la représentation π :
Théorème 4.1.4. ([SZ2], paragraphes 2 et 3).
Pour r entier naturel non nul, notons Ir l’ensemble des paires admissibles modérées de degré r sur K.
On a alors une paramétrisation de R20(G) par ⊔r|dIr.
Soit (Kf , χf ) la paire admissible modérée associée à π. Soit :
χ = χf ◦NKd/Kf
Alors f est la longueur de la Gal(k∆,2/kK)-orbite de χ, e = d/f , e
′
= (e, 2) (le PGCD de e et 2). Puisque
la représentation π n’est pas cuspidale, on a e
′
6= 1, dans notre cas e
′
= 2, e est pair et donc f divise δ.
Il existe un unique caractère χ0 de k
×
∆ qui vérifie :
χ = χ0 ◦Nk∆,2/k∆
Alors, pour tout sommet s, la représentation Vs de Gs se décompose simplement de la façon suivante :
Vs ≃ (
f−1⊕
ν=0
χΦ
ν
0 ⊗ StGs)⊕ (
⊕
0≤ν1<ν2<f
IndGs
Bs
(χΦ
ν1
0 ⊗ χ
Φν2
0 ))
où, pour tout entier u, on note χΦ
u
0 = χ0 ◦ Φ
u.
Les conditions pour qu’une forme linéaire ϕ ∈ HomD×(C0,1) appartienne au noyau de ∂
∗
1 se lisent sur
ses restrictions ϕs aux espaces Vs. Etant donnée la décomposition de Vs comme Gs-module, nous allons
avoir besoin de modèles pour les représentations de Steinberg StGs et pour les induites paraboliques
IndGs
Bs
(χΦ
ν1
0 ⊗ χ
Φν2
0 ) afin de pouvoir faire les calculs.
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4.2 Modèle pour la représentation de Steinberg au niveau résiduel.
Notation 4.2.1. On fixe pour cette partie s un sommet de XK et ν un entier naturel tel que 0 ≤ ν < f .
On note χ1 = χ
Φν
0 , π
ν
s = χ1 ⊗ StGs et W
ν
s l’espace de π
ν
s . On notera enfin P
1
s(k∆) l’ensemble des droites
d’un k∆-espace vectoriel de dimension 2 correspondants aux arêtes de XK dont l’un des sommets est s.
4.2.1 Représentation de Steinberg.
On utilisera le modèle suivant, bien connu, pour les représentations de Steinberg (au niveau résiduel) :
Proposition 4.2.2. On choisira le modèle suivant pour la représentation πνs :
W νs =
h : P1s(k∆)→ C : ∑
x∈P1s(k∆)
h(x) = 0

et pour tout g dans Gs, pour tout h dans W
ν
s :
πνs (g).h : x 7→ χ1(det(g))h(g
−1.x)
4.2.2 Dual de la Steinberg.
On vérifie facilement la propriété suivante :
Proposition 4.2.3. Soit ϕ une forme linéaire sur W νs (i.e. ϕ ∈ (π
ν
s )
∨). Alors, il existe ϕ˜ dans :
(W νs )
∨ = {h : P1s(k∆)→ C}/{fonctions constantes}
telle que pour tout h dans (W νs )
∨, pour tout g dans Gs :
(πνs )
∨(g).h = χ−11 (det(g))StGs(g).h
et pour tout h dans W νs :
ϕ(h) =
∑
x∈Gs
h(x)ϕ˜(x)
4.2.3 Modules de Jacquet des représentations de Steinberg.
On a le résultat classique suivant sur les modules de Jacquet des représentations de Steinberg :
Proposition 4.2.4. Soit t un sommet voisin de s. Notons a l’arête reliant s et t, et da ∈ P
1
s(k∆) la
droite correspondant à l’arête a. Alors U = U1a/U
1
s est un radical unipotent d’un sous-groupe de Borel
de Gs qui fixe da et agit transitivement sur les éléments de P
1
s(k∆)\{da}. On notera (W
ν
s )a ou encore
(W νs )da le sous-espace (W
ν
s )
U de W νs . On a alors un isomorphisme de C-espaces vectoriels :
(W νs )a → C, h 7→ h(da)
et :
(W νs )a = {h ∈W
ν
s : h est constante sur P
1
s(k∆)\{da}}
4.3 Modèle pour les induites paraboliques au niveau résiduel.
Notation 4.3.1. Dans cette partie, on fixe s un sommet de XK, ν1 et ν2 des entiers naturels tels que
0 ≤ ν1 < ν2 ≤ f−1. On note χ1 = χ
Φν1
0 , χ2 = χ
Φν2
0 , π
ν1,ν2
s = Ind
Gs
Bs
(χ1⊗χ2), et U
ν1,ν2
s l’espace de π
ν1,ν2
s .
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4.3.1 L’induite parabolique irréductible.
On redonne la définition de l’induite parabolique :
Définition 4.3.2. On a :
Uν1,ν2s =
{
h : Gs → C;h(bg) = χ1 ⊗ χ2(b)h(g), b ∈ Bs, g ∈ Gs
}
et :
πν1,ν2s (g).h : x→ h(xg)
pour tout g dans Gs et tout h dans U
ν1,ν2
s .
4.3.2 Dual de l’induite parabolique.
On montre facilement le résultat suivant :
Proposition 4.3.3. Soit ϕ une forme linéaire sur Uν1,ν2s (i.e. ϕ ∈ (π
ν1,ν2
s )
∨). Alors, il existe ϕ˜ dans
IndGs
Bs
(χ−11 ⊗ χ
−1
2 ) telle que pour tout h dans U
ν1,ν2
s :
ϕ(h) =
∑
x∈Gs
h(x)ϕ˜(x)
4.3.3 Modules de Jacquet de l’induite parabolique.
On a le résultat classique suivant sur les modules de Jacquet de πν1,ν2s :
Proposition 4.3.4. Soit Us un radical unipotent de Bs. Alors, le module de Jacquet (π
ν1,ν2
s )
Us est
un C-espace vectoriel de dimension 2 et (πν1,ν2s )
Us ≃ χ1 ⊗ χ2 + χ2 ⊗ χ1 comme représentation du tore
T s = Bs/Us.
4.4 Lien avec le système de coefficients de Schneider et Stuhler.
Notation 4.4.1. On fixe ϕ = (ϕs)s∈X0 dans HomD×(C0,1) ∩ ker(∂
∗
1 ). Si s est un sommet de XK, alors
ϕs est une forme linéaire sur :
Vs = (
f−1⊕
ν=0
W νs )⊕ (
⊕
0≤ν1<ν2<f
Uν1,ν2s )
On notera ϕνs (resp. ϕ
ν1,ν2
s ) la forme linéaire sur Vs qui coïncide avec ϕs sur W
ν
s (resp. sur U
ν1,ν2
s ) et qui
est nulle ailleurs. On a alors :
ϕs =
f−1∑
ν=0
ϕνs +
∑
0≤ν1<ν2<f
ϕν1,ν2s
Enfin, si g ∈ A×s , on notera g sa réduction dans Gs = A
×
s /U
1
s .
Proposition 4.4.2. Soit ϕ = (ϕs)s∈X0 dans HomD×(C0,1)∩ ker(∂
∗
1 ). Pour tout sommet s, pour tout h
dans D× ∩ A×s , on a :
ϕνs = ϕ
ν
s ◦ π
ν
s (h)
pour tout ν dans {0, · · · , f − 1} et :
ϕν1,ν2s = ϕ
ν1,ν2
s ◦ π
ν1,ν2
s (h)
pour tout 0 ≤ ν1 < ν2 < f . De plus, si s et t sont deux sommets voisins dans XK, en notant a l’arête
{s, t}, on a :
ϕνs = ϕ
ν
t sur (W
ν
s )
U1a ≃ (W νt )
U1a
pour tout ν dans {0, · · · , f − 1} et :
ϕν1,ν2s = ϕ
ν1,ν2
t sur (U
ν1,ν2
s )
U1a ≃ (Uν1,ν2t )
U1a
pour tout 0 ≤ ν1 < ν2 < f .
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Démonstration. Soit ϕ = (ϕs)s∈X0 dans HomD×(C0,1) ∩ ker(∂
∗
1 ). Fixons s un sommet. Soit v dans W
ν
s
et h dans D× ∩ A×s , alors :
ϕs(v) = ϕh.s ◦ π(h).v = ϕs ◦ π(h).v
Les espaces Uν1,ν2s et W
µ
s sont deux à deux non isomorphes (en tant que Gs-modules). Puisque v ∈W
ν
s ,
on a ϕs(v) = ϕ
ν
s(v) et, comme π(h).v ∈ W
ν
s , ϕs ◦π(h).v = ϕs ◦π
ν
s (h).v = ϕ
ν
s ◦π
ν
s (h).v. On en déduit que :
ϕνs = ϕ
ν
s ◦ π
ν
s (h)
On montre avec un raisonnement analogue que pour tout 0 ≤ ν1 < ν2 < f :
ϕν1,ν2s = ϕ
ν1,ν2
s ◦ π
ν1,ν2
s (h)
Considérons à présent s et t, deux sommets voisins de XK et a = {s, t} l’arête reliant ces deux sommets.
Alors on a des injections naturelles Ua →֒ A
×
s , Ua →֒ A
×
t et :
Ua/U
1
a →֒ A
×
s = A
×
s /U
1
As , Ua/U
1
a →֒ A
×
t
On vérifie facilement que :
(Vs)
U1a = (
f−1⊕
ν=0
(W νs )
U1a )⊕ (
⊕
0≤ν1<ν2<f
(Uν1,ν2s )
U1a ) et (Vt)
U1a = (
f−1⊕
ν=0
(W νt )
U1a )⊕ (
⊕
0≤ν1<ν2<f
(Uν1,ν2t )
U1a )
où les modules de Jacquet (W νs )
U1a et (Uν1,ν2s )
U1a sont deux à deux non isomorphes en tant que Ua/U1a -
modules (de même pour les modules de Jacquet (W νt )
U1a et (Uν1,ν2t )
U1a ). De plus, pour ν ∈ {0, · · · f − 1},
on a un isomorphisme de Ua/U1a -modules :
(W νs )
U1a ≃ (W νt )
U1a
de même, pour 0 ≤ ν1 < ν2 < f :
(Uν1,ν2s )
U1a ≃ (Uν1,ν2t )
U1a
On en déduit que pour tout ν ∈ {0, · · ·f − 1} :
ϕνs = ϕ
ν
t sur (W
ν
s )
U1a ≃ (W νt )
U1a
et pour 0 ≤ ν1 < ν2 < f :
ϕν1,ν2s = ϕ
ν1,ν2
t sur (U
ν1,ν2
s )
U1a ≃ (Uν1,ν2t )
U1a

4.5 Construction d’un type étendu maximal de niveau 0 pour pi.
Dans le théorème 4.1.4, nous avons rappelé que les membres de la série discrète de niveau 0 étaient
paramétrés par certaines paires admissibles modérées. Afin de déterminer des conditions pour qu’une
forme linéaire ϕ appartienne au noyau de ∂∗1 , nous allons avoir besoin de connaître, pour un sommet s,
l’action du normalisateur de A×s sur l’espace Vs. Pour cela, il nous faudra connaître le type étendu
maximal de niveau 0 associé à la représentation π. Nous allons donc tout d’abord rappeler la définition
du type étendu maximal de niveau 0 d’une représentation, au sens de Silberger et Zink. Dans l’article
[SZ2], on a une paramétrisation des types étendus maximaux de niveau 0 par des paires admissibles
modérées. Nous allons donc rappeler quel est le lien entre la paire admissible modérée qui paramétrise
une représentation, et celle associée à son type étendu maximal de niveau 0.
4.5.1 Définition d’un type étendu maximal de niveau 0 pour π.
On reprend ici la définition de [SZ2], définition 0.8.
Un type étendu de niveau 0 pour π est une paire (X,Σ) où X est un sous-groupe ouvert compact
modulo le centre de G = A× et Σ est une représentation irréductible de X tels que :
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i) Il existe un ordre héréditaire A tel que A× ⊆ X et 1U1
A
⊂ Σ|U1
A
.
ii) Σ apparaît simplement dans π|X .
iii) Si π
′
∈ R20(A
×) telle que Σ ⊂ π
′
|X , alors π = π
′
.
Soit π ∈ R20(A
×) et on suppose que (X,Σ) est un type étendu de niveau 0 pour π. Soit X ⊆ X
′
où X
′
est un sous-groupe ouvert compact modulo le centre de G. On suppose que Σ
′
est une représentation
irréductible de X
′
telle que Σ ⊂ Σ
′
|X et Σ
′
⊂ π|X′ . Alors (X
′
,Σ
′
) est aussi un type étendu de niveau 0
pour π.
En particulier, si c− IndX
′
X Σ est irréductible alors (X
′
, c− IndX
′
X Σ) est un type étendu de niveau 0
pour π. Puisque chaque sous-groupe ouvert compact modulo le centre X de G est contenu dans un
sous-groupe ouvert compact modulo le centre maximal X
′
de G, il vient que pour chaque sous-groupe
ouvert compact modulo le centre maximal R tel que X ⊆ R, il existe un unique type étendu de niveau 0
(R, Σ˜) pour π tel que Σ ⊂ Σ˜|X .
On dira qu’un type étendu de niveau 0 pour π (R, Σ˜) tel que R est un sous-groupe ouvert compact
modulo le centre maximal est un type étendu maximal de niveau 0 pour π.
Remarque 4.5.1. Plus généralement, si Gm = GLm(∆β) est une forme intérieure de GLd(K) (i.e
m× β = d et ∆β est une K-algèbre à division centrale d’indice β). Soit P l’ensemble des couples (τ, τa)
où τ est un caractère modéré de K×d , a est la longueur de la Gal(kK,d/kK)-orbite de τ et τa est un
caractère K-régulier de K×a qui vérifie τ = τa ◦NKd/Ka . Soit T (Gm) les classes de conjugaison des types
étendus maximaux de niveau 0 des représentations dans R20(Gm). Alors, on a une paramétrisation :
Gal(K/K) \ P → T (Gm), (τ, τa) 7→ Σ˜
Gm
τa
Soit Σ˜Gmτa ∈ T (Gm) et ρ ∈ R
2
0(Gm). On note alors ρ = Π(Σ˜
Gm
τa ) si Σ˜
Gm
τa est un type étendu maximal de
niveau 0 pour ρ. De plus, on a aussi une paramétrisation :
Gal(K/K) \ P → R20(Gm), (τ, τa) 7→ Π
Gm
τa
Si (τ, τa) ∈ P , on a :
ΠGmτa = Π(w˜
m−(a,m)Σ˜Gmτa )
où w est un caractère non ramifié deK× (i.e. trivial surO×K ) tel que w
2a = 1, wa 6= 1 et w˜ = w ◦NrdMm(∆β)/K.
Enfin, si Gm1 , Gm2 sont deux formes intérieures de GLd(K) et si JL : R
2
0(Gm1)→ R
2
0(Gm2) est la cor-
respondance de Jacquet-Langlands, alors, pour tout (τ, τa) ∈ P :
JL(Π
Gm1
τa ) = Π
Gm2
τa
(On pourra se référer à [SZ2], Théorème 3).
4.5.2 Construction lorsque f est pair.
Remarque 4.5.2. D’après 4.5.1, si f est pair, on a :
π = ΠGL2(∆δ)χf = Π(w˜
m−(f,m)Σ˜GL2(∆δ)χf ) = Π(w˜
2−(f,2)Σ˜GL2(∆δ)χf ) = Π(Σ˜
GL2(∆δ)
χf
)
Donnons à présent la construction du type étendu maximal de π lorsque f est pair ([SZ2], paragraphe 4).
Soit a l’arête {s0, s1}. Soit (σ,Σ) = (σ, U
0,f/2
s0 ) la représentation de A
×
s0〈̟K〉 définie par :
σ = c− Ind
A×s0 〈̟K〉
A×a 〈̟K〉
(χ0 ⊗ χ
Φf/2
0 χ|K×)
Alors la restriction de σ à A×s0 est l’induite parabolique σ = Ind
Gs0
Bs0
(χ0 ⊗ χ
Φf/2
0 ) et donc σ est une
représentation générique. Soit U ⊂ A
×
s0 , radical unipotent. Soient ϕ un caractère non dégénéré de U et
ϕ0 un caractère additif non trivial de (kK,+) tels que :
ϕ(u) = ϕ0 ◦ trk∆/kK(u1,2)
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pour tout u =
(
1 u1,2
0 1
)
∈ U . Puisque σ est générique, il existe un unique vecteur v dans Σ (unique
à multiplication par un scalaire non nul près) tel que pour tout u dans U :
σ(u).v = ϕ(u)v
Comme représentation de A×s0 , on a σ ≃ σ ◦ Ad(̟
f/2
∆ ). Alors, il existe un opérateur d’entrelacement
J : Σ → Σ tel que, pour tout x ∈ A×s0 , σ(̟
f/2
∆ x̟
−f/2
∆ ) = Jσ(x)J
−1. On fixe J , l’unique opérateur
d’entrelacement bijectif de σ dans σ ◦ Ad(̟
f/2
∆ ) qui vérifie J.v = v. On définit (σ̂, Σ̂) = (σ̂, U
0,f/2
s0 ) une
extension de (σ,Σ) à N = 〈̟
f/2
∆ 〉A
×
s0 telle que pour tout i dans Z et tout h dans A
×
s0 :
σ̂((̟
f/2
∆ )
ih) = ζiJ iσ(h)
où ζ = χf ((−1)e−1̟K) et e = d/f . Enfin, on définit :
(σ˜, Σ˜) = (c− IndR1N σ̂, c− Ind
R1
N U
0,f/2
s0 )
représentation de R1 = 〈̟∆〉A
×
s0 (le normalisateur de A
×
s0 dans G). Alors (σ˜, Σ˜) est un type étendu
maximal de niveau 0 pour π. De plus, Je = Idσ.
5 Conditions de D×-distinction lorsque K/F est totalement ra-
mifiée.
Notation 5.0.3. On fixe (π, V ) une représentation lisse et irréductible de G, membre de la série discrète,
non cuspidale, de niveau 0. Comme dans 4.1.4, on note (Kf , χf ) la paire admissible modérée associée à π.
On supposera dans toute cette partie que l’extension K/F est totalement ramifiée, modérément ramifiée.
On notera k = kF ≃ kK.
5.1 Conditions nécessaires de D×-distinction de pi.
Notation 5.1.1. On suppose dans cette partie que la représentation π est D×-distinguée. On utilise les
mêmes notations que dans 4.4.1 et de 4.1.4. On fixe ϕ = (ϕs)s∈X0 dans HomD×(C0,1)∩ ker(∂
∗
1 ). Si s un
sommet de XK, on notera ϕ
ν
s la restriction à W
ν
s de ϕs et ϕ
ν1,ν2
s sa restriction à U
ν1,ν2
s . On a alors :
ϕs =
f−1∑
ν=0
ϕνs +
∑
0≤ν1<ν2<f
ϕν1,ν2s
Rappelons que χ = χ0 ◦ Nk∆,2/k∆ . En écrivant les condition de D
×-distinction de π sur les éléments
du centre, on obtient le résultat suivant :
Proposition 5.1.2. Puisque π est D×-distinguée, son caractère central, χ, est trivial sur F×. Par suite,
pour tout x dans k×, on a :
χ0(x) ∈ {−1, 1}
5.1.1 Conditions sur ϕs0 .
Rappelons que l’image de XF par j est un sommet, noté s0 et :
Vs0 = (
f−1⊕
ν=0
W νs0)⊕ (
⊕
0≤ν1<ν2<f
Uν1,ν2s0 ) = (
f−1⊕
ν=0
χΦ
ν
0 ⊗ StGs0
)⊕ (
⊕
0≤ν1<ν2<f
Ind
Gs0
Bs0
(χΦ
ν1
0 ⊗ χ
Φν2
0 ))
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Etude de ϕνs0 pour 0 ≤ ν ≤ f − 1.
Notation 5.1.3. On fixe ν dans {0, 1, · · · , f−1}. On utilise le modèle présenté en 4.2. On note χ1 = χ
Φν
0 .
Rappelons que ϕνs0 est une forme linéaire sur W
ν
s0 = χ1 ⊗ StGs0
où Gs0 = A
×
s0 . Pour tout g dans Us0 ,
on a :
πνs0(g) = χ1 ⊗ StGs0
(g) = χ1(det(g))StGs0
(g)
où g est la réduction de g dans le quotient Us0/U
1
s0 . On fixe ϕ˜
ν
s0 dans {h : P
1
s0(k∆)→ C}/{fonctions constantes}
tel que pour tout h dans W νs0 :
ϕνs0(h) =
∑
d∈P1s0(k∆)
h(d)ϕ˜νs0 (d)
On identifiera le quotient GL2(O∆)/(1 +̟∆M2(O∆)) à Gs0 ≃ GL2(k∆). On a l’inclusion O
×
D ⊆ Us0 où
Us0 ≃ GL2(O∆), on identifiera donc k
×
D avec l’image de O
×
D dans le quotient GL2(O∆)/(1 +̟∆M2(O∆)).
On fixe α dans kD\k∆ tel que α
2 ∈ k∆. Alors kD = k∆[α].
Lemme 5.1.4. L’injection de kD dans M2(k∆) comme k∆-algèbre est, à conjugaison près, donnée par :
kD →֒ M2(k∆), x+ αy 7→
(
x α2y
y x
)
(où (x, y) ∈ k2∆). Ainsi :
kD ≃
{(
x α2y
y x
)
: x, y ∈ k∆
}
Proposition 5.1.5. Le quotient k×D/k
×
∆ agit simplement transitivement sur P
1
s0(k∆), i.e pour toutes
droites d1 et d2 dans P
1
s0(k∆), il existe un unique élément x dans k
×
D/k
×
∆ tel que x.d1 = d2.
Démonstration. Soit x dans k×D tel qu’il existe d dans P
1
s0(k∆) tel que x.d = d. Alors, x appartient
à k×D ⊆ GL2(k∆) et possède au moins une valeur propre. Puisque l’extension kD/k∆ est quadratique,
x appartient à k×∆. Soit d une droite de P
1
s0(k∆). Notons O(d) l’orbite de d sous l’action de k
×
D/k
×
∆ et
Stab(d) l’ensemble {x ∈ k×D/k
×
∆ : x.d = d}. Alors d’après ce qui précède, Stab(d) = {Id}. Or :
♯O(d) = ♯(k×D/k
×
∆)/♯(Stab(d)) = ♯(k
×
D/k
×
∆) =
Q2 − 1
Q− 1
= Q+ 1 = ♯P1s0(k∆)
On en déduit que l’action est transitive, et même simplement transitive.

Lemme 5.1.6. Soit g dans k×D. Le fait que NkD/k(g) soit ou non un carré dans k
× ne dépend que de la
classe de g dans k×D/k
×
∆.
Démonstration. Il suffit de remarquer que si x appartient à k×∆, alors :
NkD/k(x) = Nk∆/k(NkD/k∆(x)) = (Nk∆/k(x))
2

Notation 5.1.7. Notons t1, · · · , tQ+1 les sommets voisins de s0 (dans XK). Pour i dans {1, · · · , Q+1},
on notera ai l’arête {s0, ti} et δ
s0
i ∈ P
1
s0(k∆) la droite correspondante. On supposera que t1 = s1, ainsi
la droite δs01 correspond à l’arête {s0, s1}. Puisque k
×
D/k
×
∆ agit simplement transitivement sur P
1
s0(k∆)
et que t1, · · · , tQ+1 sont tous dans la même O
×
D-orbite, on peut fixer gi dans O
×
D ⊆ Us0 et noter gi son
image dans Us0/U
1
s0 = Gs0 , tel que gi.δ
s0
i = δ
s0
1 (et on a donc gi.s0 = s0), d’où :
ϕνs0 = ϕ
ν
s0 ◦ π
ν
s0(gi)
et :
πνs0(gi) = χ1(NkD/k(gi))StGs0
(gi)
Pour tout i dans {1, · · · , Q+1}, on notera αi = χ1(NkD/k(gi)). Comme NkD/k(gi) ∈ k
×, on a αi ∈ {−1, 1}.
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Proposition 5.1.8. On se place sous les hypothèses décrites en 5.1.1 et 5.1.3. Si χ0 est trivial sur k
×,
alors ϕνs0 = 0.
Démonstration. Comme χ0 est trivial sur k
×, on a αi = 1 pour tout 1 ≤ i ≤ Q + 1. De plus, soit hδs0
i
dans W νs0 telle que hδs0i
(δ) = − 1Q si δ 6= δ
s0
i et hδs0i
(δs0i ) = 1. Alors :
ϕνs0 ◦ π(gi)(hδs0i ) = ϕ
ν
s0(StGs0
(gi).hδs0
i
)
où :
StGs0
(gi).hδs0
i
: δs01 7→ 1, δ 6= δ
s0
1 7→ −
1
Q
Ainsi :
ϕνs0 ◦ π(gi)(hδs0i ) = (1 +
1
Q
)ϕ˜νs0(δ
s0
1 )−
1
Q
∑
δ∈P1s0(k∆)
ϕ˜νs0 (δ)
et :
ϕνs0(hδs0i
) = ϕ˜νs0 (δ
s0
i )−
1
Q
∑
δ 6=δ
s0
i
ϕ˜νs0(δ) = (1 +
1
Q
)ϕ˜νs0 (δ
s0
i )−
1
Q
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
On en déduit que pour tout 1 ≤ i ≤ Q + 1, on a ϕ˜νs0(δ
s0
1 ) = ϕ˜
ν
s0(δ
s0
i ). Par suite, ϕ˜
ν
s0 est une fonction
constante, et ϕνs0 = 0.

Lemme 5.1.9. On reprend les notations de 5.1.7. Supposons que χ0 vaut −1 sur les éléments de k
× qui
ne sont pas des carrés et vaut 1 sur les carrés de k×. Soit r le nombre d’indices i tels que αi = 1.
On a r = Q+12 .
Démonstration. Rappelons que k×D/k
×
∆ agit simplement transitivement sur P
1
s0(k∆). Le quotient k
×
D/k
×
∆
est de cardinal Q+1 et, l’action de k×D/k
×
∆ étant simplement transitive, les gi sont deux à deux distincts.
Ainsi :
k×D/k
×
∆ = {gi : 1 ≤ i ≤ Q+ 1}
La norme NkD/k : k
×
D → k
× est surjective. Soit (k×)2 l’ensemble des carrés de k×, alors l’application :
N0 : k
×
D → k
×/(k×)2, x 7→ NkD/k(x)(k
×)2
est encore surjective. De plus, pour tout x dans k×∆, NkD/k(x) = (Nk∆/k(x))
2 est un carré, et donc N0
passe au quotient. On en déduit une surjection :
N : k×D/k
×
∆ → k
×/(k×)2, gi 7→ NkD/k(gi)(k
×)2
Ainsi ker(N) est de cardinal Q+12 . De plus, gi ∈ ker(N) si et seulement si NkD/k(gi) est un carré dans
k×, i.e, si αi = 1. Par conséquent r est le cardinal de ker(N).

Proposition 5.1.10. Supposons que χ0 vaut −1 sur les éléments de k
× qui ne sont pas des carrés et
vaut 1 sur les carrés de k×.
Si ϕ˜νs0(δ
s0
1 ) = ϕ˜
ν
s0(δ
s0
Q+1) alors ϕ
ν
s0 = 0.
Si ϕ˜νs0(δ
s0
1 ) 6= ϕ˜
ν
s0(δ
s0
Q+1) alors pour tout h dans W
ν
s0 :
ϕνs0(h) =
(Q+1)/2∑
i=1
h(δs0i )
× (ϕ˜νs0(δs01 )− ϕ˜νs0(δs0Q+1))
et :
ker(ϕνs0 ) = {h ∈ W
ν
s0 :
(Q+1)/2∑
i=1
h(δs0i ) = 0}
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Démonstration. Quitte à réordonner les droites, on peut supposer que α1 = α2 = · · · = αQ+1
2
= 1. Alors,
avec des calculs analogues au cas précédent, on a :
ϕ˜νs0 (δ
s0
1 ) = ϕ˜
ν
s0(δ
s0
2 ) = · · · = ϕ˜
ν
s0(δ
s0
Q+1
2
)
(et, comme g1 = Id dans k
×
D/k
×
∆, on peut encore supposer, après ré-indexation, que δ
s0
1 correspond à
l’arête {s0, s1}). Puis, pour i dans {
Q+3
2 , · · · , Q+ 1} :
ϕνs0(hδs0i
) = (1 +
1
Q
)ϕ˜νs0(δ
s0
i )−
1
Q
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
et :
ϕνs0 ◦ π(gi)(hδs0i ) = −(1 +
1
Q
)ϕ˜νs0 (δ
s0
1 ) +
1
Q
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
Ainsi :
(
Q+ 1
Q
)ϕ˜νs0 (δ
s0
i ) = −(
Q+ 1
Q
)ϕ˜νs0 (δ
s0
1 ) +
2
Q
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
d’où :
ϕ˜νs0(δ
s0
i ) = −ϕ˜
ν
s0(δ
s0
1 ) +
2
Q+ 1
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
On en déduit que :
ϕ˜νs0(δ
s0
Q+3
2
) = · · · = ϕ˜νs0(δ
s0
Q+1) = −ϕ˜
ν
s0(δ
s0
1 ) +
2
Q+ 1
∑
δ∈P1s0(k∆)
ϕ˜νs0(δ)
Ainsi, pour tout h dans W νs0 :
ϕνs0 (h) =
Q+1∑
i=1
h(δs0i )ϕ˜
ν
s0(δ
s0
i ) = ϕ˜
ν
s0(δ
s0
1 )×
(Q+1)/2∑
i=1
h(δs0i ) + ϕ˜
ν
s0(δ
s0
Q+1)×
Q+1∑
i=(Q+3)/2
h(δs0i )
Or :
Q+1∑
i=1
h(δs0i ) = 0⇒
Q+1∑
i=(Q+3)/2
h(δs0i ) = −
(Q+1)/2∑
i=1
h(δs0i )
Par suite :
ϕνs0(h) =
(Q+1)/2∑
i=1
h(δs0i )
× (ϕ˜νs0(δs01 )− ϕ˜νs0(δs0Q+1))
Finalement, ou bien ϕ˜νs0(δ
s0
1 ) = ϕ˜
ν
s0(δ
s0
Q+1), et dans ce cas ϕ
ν
s0 = 0 ; ou bien ϕ˜
ν
s0(δ
s0
1 ) 6= ϕ˜
ν
s0(δ
s0
Q+1) et
alors, pour tout h dans W νs0 , on a :
ϕνs0(h) =
(Q+1)/2∑
i=1
h(δs0i )
× (ϕ˜νs0(δs01 )− ϕ˜νs0(δs0Q+1))
et :
ker(ϕνs0 ) = {h ∈ W
ν
s0 :
(Q+1)/2∑
i=1
h(δs0i ) = 0}

Remarque 5.1.11. On peut réécrire cette formule : notons O1 l’ensemble des droites δ
s0
i telles que
αi = NkD/k(gi) est un carré dans k
× et O2 = P1s0(k∆)\O1. Alors ϕ
ν
s0 est proportionnelle à :
h 7→
∑
d∈O1
h(d) = −
∑
d∈O2
h(d)
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Proposition 5.1.12. On se place sous les hypothèses 5.1.1 avec les notations 5.1.3 et 5.1.7. L’espace
d’entrelacement Homk×
D
(π0s0 ,1) est de dimension au plus 1. Plus précisément, si χ0 est trivial sur k
×,
Homk×
D
(π0s0 ,1) = {0}, sinon, Homk×D
(π0s0 ,1) est de dimension 1.
Démonstration. On a :
dimC(Homk×
D
(π0s0 ,1)) = 〈χπ0s0
, χ1
k
×
D
〉
où χπ0s0
est le caractère de la représentation π0s0 . Rappelons que :
χSt
Gs0
= χ
Ind
Gs0
Bs0
1
− 1Gs0
Remarquons que k×D = k
×
∆ ⊔ (k
×
D \ k
×
∆) où tous les éléments de k
×
∆ sont centraux, et tous les éléments de
k×D \ k
×
∆ sont elliptiques réguliers. Par conséquent, si x appartient à k
×
∆, on a :
χSt
Gs0
(x) = dim(StGs0
) = Q+ 1− 1 = Q
et, si x appartient à k×D \ k
×
∆, on a :
χSt
Gs0
(x) = χ
Ind
Gs0
Bs0
1
(x) − 1Gs0
(x) = 0− 1 = −1
On en déduit que :
〈χπ0s0
, χ1
k
×
D
〉 =
1
|k×D |
∑
x∈k×
D
χχ0⊗StGs0
(x) =
1
|k×D |
(
∑
x∈k×
∆
χ0 ◦NkD/k(x)×Q−
∑
x∈k×
D
\k×
∆
χ0 ◦NkD/k(x))
=
1
|k×D |
((Q+ 1)×
∑
x∈k×
∆
χ0 ◦NkD/k(x)−
∑
x∈k×
D
χ0 ◦NkD/k(x))
Par hypothèse, χ20 est trivial sur k
×, ainsi :∑
x∈k×
∆
χ0 ◦NkD/k(x) =
∑
x∈k×
∆
χ0(x
2) = |k×∆| = Q− 1
On distingue alors deux cas.
Supposons dans un premier temps que χ0 est trivial sur k
×, alors :
〈χπ0s0 , χ1k×
D
〉 =
1
|k×D |
((Q+ 1)(Q− 1)− |k×D |) =
1
|k×D |
((Q+ 1)(Q− 1)− (Q2 − 1)) = 0
et :
Homk×
D
(π0s0 ,1) = {0}
Sinon, χ0 est trivial sur les carrés de k
× et vaut −1 sur les éléments de k× qui ne sont pas des carrés.
Alors χ0 ◦NkD/k est non trivial sur k
×
D et :
〈χπ0s0 , χ1k×
D
〉 =
1
|k×D |
((Q+ 1)(Q− 1)− 0) = 1 = dimC(Homk×
D
(π0s0 ,1))

Etude de ϕν1,ν2s0 pour 0 ≤ ν1 < ν2 ≤ f − 1.
Notation 5.1.13. On se place à nouveau sous les hypothèses de 5.1.1. On fixe deux entiers naturels ν1 et
ν2 tels que 0 ≤ ν1 < ν2 ≤ f−1. Nous noterons χ1 = χ
Φν1
0 , χ2 = χ
Φν2
0 . Soit π
ν1,ν2
s0 = U
ν1,ν2
s0 = Ind
Gs0
Bs0
(χ1 ⊗ χ2).
Puisque χ20 est trivial sur k
×, nécessairement, χ1 × χ2 est également trivial sur k
×. On utilise le modèle
présenté en 4.3. On fixe ϕ˜ν1,ν2s0 ∈ Ind
Gs0
Bs0
(χ−11 ⊗ χ
−1
2 ) tel que :
ϕν1,ν2s0 (h) =
∑
x∈Gs0
ϕ˜ν1,ν2s0 (x)h(x)
pour tout h dans πν1,ν2s0 .
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Proposition 5.1.14. Si χ1 × χ2 est non trivial sur k
×
∆ alors ϕ
ν1,ν2
s0 = 0.
Démonstration. Pour tout g dans k×D , on a ϕ
ν1,ν2
s0 = ϕ
ν1,ν2
s0 ◦π
ν1,ν2
s0 (g). Ainsi ϕ
ν1,ν2
s0 appartient à Homk×D
(πν1,ν2s0 ,1).
Nous allons déterminer les conditions pour que l’espace d’entrelacement Homk×
D
(πν1,ν2s0 ,1) soit non trivial,
i.e pour que 1k×
D
⊆ (πν1,ν2s0 )|k×D
. Le caractère 1k×
D
est une sous-représentation de (πν1,ν2s0 )|k×D
si et seulement
si le produit scalaire des caractères 〈χπν1,ν2s0
,1k×
D
〉 est non nul. Rappelons que pour tout g dans Gs0 , on a :
χπν1,ν2s0
(g) =
1
|Bs0 |
∑
x∈Gs0
x−1gx∈Bs0
χ1 ⊗ χ2(x
−1gx)
Ainsi :
〈χπν1,ν2s0
,1k×
D
〉 =
1
|k×D |
∑
g∈k×
D
χπν1,ν2s0
(g)
=
1
|k×D | × |Bs0 |
∑
g∈k×
D
∑
x∈Gs0
x−1gx∈Bs0
χ1 ⊗ χ2(x
−1gx)
On remarque que k×D = (k
×
D\k
×
∆) ⊔ k
×
∆ où tous les éléments de k
×
D\k
×
∆ sont elliptiques réguliers (donc
aucun de leurs conjugués n’est contenu dans un sous-groupe de Borel de Gs0) et tous les éléments de k
×
∆
sont centraux dans Gs0 . Par conséquent :
〈χπν1,ν2s0
,1k×
D
〉 =
1
|k×D | × |Bs0 |
∑
g∈k×
∆
∑
x∈Gs0
x−1gx∈Bs0
χ1 ⊗ χ2(x
−1gx)
=
|Gs0 |
|k×D | × |Bs0 |
∑
g∈k×
∆
χ1(g)× χ2(g)
On en déduit que 〈χπν1,ν2s0
,1k×
D
〉 6= 0 si et seulement si (χ1 × χ2)|k×
∆
= 1|k×
∆
.

Proposition 5.1.15. On utilise les notations de 5.1.13. Supposons que χ1 × χ2 est trivial sur k
×
∆.
L’espace d’entrelacement Homk×
D
(πν1,ν2s0 ,1) est de dimension 1. Par conséquent, la forme linéaire ϕ
ν1,ν2
s0 ,
qui appartient à Homk×
D
(πν1,ν2s0 ,1), est unique, à multiplication par un scalaire près.
Démonstration. Avec un calcul rapide, on remarque que
|Gs0 |
|Bs0 |
= Q+1 =
|k×
D
|
|k×
∆
|
. Par conséquent, si χ1×χ2
est trivial sur k×∆, on a 〈χπν1,ν2s0
,1k×
D
〉 =
|Gs0 |
|Bs0 |
×
|k×
∆
|
|k×
D
|
= 1.

Rappelons que χ = χ0 ◦ Nk∆,2/k∆ et que la Gal(k∆,2/k)-orbite de χ est de longueur f . On montre
facilement le lemme suivant :
Lemme 5.1.16. Soit 〈Φ〉 = Gal(k∆,2/k). Alors, tout comme χ, la 〈Φ〉-orbite de χ0 est de longueur f .
Proposition 5.1.17. On utilise les notations introduites en 5.1.13. Si le caractère χ1 × χ2 est trivial
sur k×∆ alors f est pair et ν2 = ν1 +
f
2 .
Réciproquement, supposons que ν2 = ν1 +
f
2 . Si χ1 × χ2 est trivial sur k
×
∆ alors χ0 est trivial sur k
×
f/2,
où kf/2 est une extension de degré f/2 de k contenue dans k∆. En particulier, χ0 est trivial sur k
×.
Ainsi, si ϕν1,ν2s0 6= 0, le caractère χ0 est trivial sur k
× et f est pair (donc l’indice δ de la K-algèbre à
division ∆ est pair).
20
Démonstration. Supposons que χ1 × χ2 soit trivial sur k
×
∆, alors :
∀x ∈ k×∆, χ0(Φ
ν1(x)Φν2 (x)) = 1 ⇔ ∀x ∈ k×∆, χ0(xΦ
ν2−ν1(x)) = 1
⇔ ∀x ∈ k×∆, χ0 ◦ Φ
ν2−ν1(x) = (χ0(x))
−1
⇔ ∀x ∈ k×∆, χ0 ◦ Φ
ν2−ν1(x) = χ0(x
−1)
Soit x dans k×∆, alors :
χ0(x) = χ0((x
−1)−1) = χ0(Φ
ν2−ν1(x−1)) = χ0((Φ
ν2−ν1(x))−1) = χ0 ◦ Φ
ν2−ν1(Φν2−ν1(x))
On en déduit que χ0 = χ0◦Φ
2(ν2−ν1). Ainsi f divise 2(ν2−ν1), or 2 ≤ 2(ν2−ν1) < 2f , donc nécessairement
f = 2(ν2 − ν1), f est pair et ν2 = ν1 +
f
2 .
Réciproquement, supposons que ν2 = ν1 +
f
2 . Alors χ1 × χ2 est trivial sur k
×
∆ si et seulement si :
∀x ∈ k×∆, χ0(Φ
ν1(x)Φν1+f/2(x)) = 1⇔ ∀x ∈ k×∆, χ0(xΦ
f/2(x)) = 1
Notons kf et kf/2 les extensions de corps de k de degré f et f/2 respectivement, contenues dans k∆.
Alors kf/2 est l’ensemble des points fixes de Φ
f/2. Par restriction à kf , on a 〈Φf/2〉 = Gal(kf/kf/2) et :
Nkf/kf/2 : k
×
f ։ kf/2, x 7→ xΦ
f/2(x)
On en déduit que si χ1 × χ2 est trivial sur k
×
∆ alors :
∀x ∈ k×f , χ0(xΦ
f/2(x)) = 1 = χ0(Nkf /kf/2(x))⇔ ∀x ∈ k
×
f/2, χ0(x) = 1

5.1.2 Conditions sur ϕs1 .
Notation 5.1.18. On se place sous les hypothèses de 5.1.1. Rappelons que s1 est un sommet de XK tel
que d(s0, s1) = 1 où s0 = j(XF) et :
Vs1 =
(
f−1⊕
ν=0
W νs1
)
⊕
 ⊕
0≤ν1<ν2≤f−1
Uν1,ν2s1

où :
W νs1 ≃ χ0
Φν ⊗ StGs1
et Uν1,ν2s1 ≃ Ind
Gs1
Bs1
χ0
Φν1 ⊗ χ0
Φν2
Comme précédemment, on identifie P1s1(k∆) avec l’ensemble des droites correspondant aux arêtes de
l’arbre XK dont l’un des sommets est s1. On notera δ
s1
Q+1 la droite correspondant à l’arête {s0, s1}.
Soient u1, · · · , uQ les sommets voisins de s1 distincts de s0 et δ
s1
1 , · · · , δ
s1
Q les droites correspondantes.
Lemme 5.1.19. Pour tout i dans {1, · · · , Q}, il existe gi dans O
×
D tel que gi.s0 = s0, gi.s1 = s1 et
gi.ui = u1.
Démonstration. On a démontré en 2.3.2 que les sommets u1, · · · , uQ sont tous dans la même O
×
D-orbite.
Pour tout i dans {1, · · · , Q}, on peut donc fixer gi dans O
×
D tel que :
gi.ui = u1
Comme gi ∈ O
×
D ⊂ D
×, on a gi.s0 = s0. Le groupe D× agit via des isométries sur les sommets. On en
déduit facilement que gi.s1 est un sommet voisin de s0. De même, on remarque que gi.s1 est un sommet
voisin de u1 6= s0. On a donc deux chemins géodésiques reliant s0 à u1 :
[s0, s1, u1] et [s0, gi.s1, u1]
Par unicité d’un tel chemin, on a bien gi.s1 = s1.

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Notation 5.1.20. Comme u1, · · · , uQ sont dans la même O
×
D-orbite et, par lemme 5.1.19, pour tout i
dans {1, · · · , Q}, il existe gi dans O
×
D tel que gi.s0 = s0, gi.s1 = s1 et gi.δ
s1
i = δ
s1
1 .
Lemme 5.1.21. Notons g˜i la réduction de gi dans Us1/U
1
s1 . Alors, pour tout i dans {1, · · · , Q}, det(g˜i) est
un carré dans k×, par conséquent, pour tout ν dans {0, · · · , f − 1} :
χΦ
ν
0 (det(g˜i))StGs1
(g˜i) = StGs1
(g˜i)
Démonstration. Soit i dans {1, · · · , Q}. On a gi ∈ O
×
D ⊆ Us0 . Notons gi la réduction de gi dans
k×D ⊆ Us0/U
1
s0 . Alors gi fixe la droite δ
s1
Q+1 ∈ P
1
s0(k∆) (car fixe s0 et s1). Puisque k
×
D/k
×
∆ agit simplement
transitivement sur P1s0(k∆), on a gi ∈ k
×
∆. Par suite :
gi ∈ (O
×
∆U
1
D) ∩ Us1 ⊆ (O
×
∆U
1
s0) ∩ Us1
Nous allons déterminer l’intersection (O×∆U
1
s0) ∩ Us1 puis sa réduction dans Us1/U
1
s1 . On identifie Us0 à
GL2(O∆). Notons :
w0 =
(
1 0
0 ̟∆
)
Alors Us1 = w0Us0w
−1
0 donc :
U1s0 =
(
1 + P∆ P∆
P∆ 1 + P∆
)
et O×∆U
1
s0 =
{(
u ̟∆v
̟∆w u
)
: u ∈ O×∆, v, w ∈ O∆
}
de plus :
Us1 =
(
O∆ P
−1
∆
P∆ O∆
)
d’où (O×∆U
1
s0) ∩ Us1 =
{(
u ̟∆v
̟∆w u
)
: u ∈ O×∆, v, w ∈ O∆
}
On a :
U1s1 = w0U
1
s0w
−1
0 =
(
1 + P∆ O∆
P2∆ 1 + P∆
)
et P∆/P
2
∆ ≃ (k∆,+)
Soient ui dans O
×
∆, et vi, wi dans O∆ tels que :
gi =
(
ui ̟∆vi
̟∆wi ui
)
alors :
g˜i =
(
ui 0
wi ui
)
= ui
(
1 0
u−1i wi 1
)
où ui et wi sont les réductions de ui et wi dans k
×
∆. Ainsi :
det(g˜i) = det
(
ui
(
1 0
u−1i wi 1
))
= det(ui)× 1
Or det(ui) = NkD/k(ui) est un carré dans k
×, donc χΦ
ν
0 (det(g˜i)) = 1.

Etude de ϕνs1 pour 0 ≤ ν ≤ f − 1.
Notation 5.1.22. On fixe ν dans {0, · · · , f −1}, et ϕ˜νs1 dans {h : P
1
s1(k∆)→ C}/{fonctions constantes}
telle que pour tout h dans W νs1 :
ϕνs1(h) =
∑
d∈P1s1(k∆)
h(d)ϕ˜νs1 (d)
Notons χ1 = χ
ν
0 .
Proposition 5.1.23. On se place sous les hypothèses de 5.1.18 et 5.1.22. Supposons que χ0 est trivial
sur k×. Alors ϕνs1 = 0.
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Démonstration. Supposons que χ0 est trivial sur k
×. Dans ce cas, nous avons déjà vu que ϕνs0 = 0.
Fixons h dans W νs1 telle que h(δ
s1
Q+1) = 1 et h(δ
s1
i ) = −
1
Q si i 6= Q + 1. Alors h est dans le mo-
dule de Jacquet (W νs1 )
U1a correspondant à l’arête a = {s0, s1}. Les formes linéaires ϕνs0 et ϕ
ν
s1 coïn-
cident sur (W νs1)
U1a , donc ϕνs1(h) = ϕ
ν
s0(h) = 0. Or, ϕ
ν
s1(h) = ϕ˜
ν
s1 (δ
s1
Q+1) −
1
Q
∑Q
i=1 ϕ˜
ν
s1(δ
s1
i ). On en
déduit que ϕ˜νs1(δ
s1
Q+1) =
1
Q
∑Q
i=1 ϕ˜
ν
s1(δ
s1
i ). Puis, en remarquant que pour tout i dans {1, · · · , Q}, on a
ϕνs1 = ϕ
ν
s1 ◦ π(gi), et avec des calculs analogues à l’étude de ϕ
ν
s0 , on montre que ϕ˜
ν
s1(δ
s1
1 ) = · · · = ϕ˜
ν
s1(δ
s1
Q ).
Par conséquent, ϕ˜νs1 est constante et ϕ
ν
s1 = 0.

Proposition 5.1.24. On utilise les notations de 5.1.18 et 5.1.22. Supposons que χ0 n’est pas trivial sur
k× (mais uniquement trivial sur les carrés de k×).
Si ϕνs0 = 0, alors ϕ
ν
s1 = 0.
Sinon, pour tout h dans W νs1 :
ϕνs1(h) =
Q+ 1
2Q
× (ϕ˜νs0(δ
s0
1 )− ϕ˜
ν
s0 (δ
s0
Q+1))× h(δ
s1
Q+1)
et :
ker(ϕνs1 ) = {h ∈W
ν
s1 : h(δ
s1
Q+1) = 0}
Démonstration. Supposons que χ0 n’est pas trivial sur k
×. Il nous faut distinguer deux cas. Tout d’abord,
si ϕ˜νs0(δ
s0
1 ) = ϕ˜
ν
s0(δ
s0
Q+1), alors ϕ
ν
s0 = 0 et, avec des calculs analogues au cas précédent, on montre que
ϕνs1 = 0. Sinon, rappelons que pour tout h dans W
ν
s0 :
ϕνs0(h) =
(Q+1)/2∑
i=1
h(δs0i )
× (ϕ˜νs0(δs01 )− ϕ˜νs0(δs0Q+1))
Les applications ϕνs0 et ϕ
ν
s1 coïncident sur le module de Jacquet (W
ν
s1 )
δ
s1
Q+1 (les fonctions dans W νs1 qui
sont constantes sur P1s1(k∆)\{δ
s1
Q+1}). Fixons h dans (W
ν
s1)
δ
s1
Q+1 telle que h(δs1Q+1) = 1 et h(δ) = −
1
Q
sinon. Alors ϕνs1(h) = ϕ
ν
s0 (h), ainsi :
ϕ˜νs1(δ
s1
Q+1)−
1
Q
Q∑
i=1
ϕ˜νs1 (δ
s1
i ) =
(Q+1)/2∑
i=1
h(δs0i )
× (ϕ˜νs0 (δs01 )− ϕ˜νs0(δs0Q+1))
Rappelons que la droite δs1Q+1 correspond à l’arête {s0, s1} et donc à la droite δ
s0
1 . Ainsi :
(Q+1)/2∑
i=1
h(δs0i ) = 1−
Q− 1
2
×
1
Q
=
Q+ 1
2Q
Par suite ϕ˜νs1(δ
s1
Q+1)−
1
Q
∑Q
i=1 ϕ˜
ν
s1(δ
s1
i ) =
Q+1
2Q ×(ϕ˜
ν
s0(δ
s0
1 )−ϕ˜
ν
s0 (δ
s0
Q+1)). Comme dans le cas précédent, on
montre que ϕ˜νs1(δ
s1
1 ) = · · · = ϕ˜
ν
s1(δ
s1
Q ). On en déduit que ϕ˜
ν
s1(δ
s1
Q+1) = ϕ˜
ν
s1(δ
s1
1 ) +
Q+1
2Q × (ϕ˜
ν
s0(δ
s0
1 )− ϕ˜
ν
s0 (δ
s0
Q+1)).
Ainsi, pour tout h dans W νs1 , on a :
ϕνs1(h) = ϕ˜
ν
s1(δ
s1
Q+1)h(δ
s1
Q+1) + ϕ˜
ν
s1(δ
s1
1 )×
(
Q∑
i=1
h(δs1i )
)
= ϕ˜νs1(δ
s1
1 )× h(δ
s1
Q+1) +
Q+ 1
2Q
× (ϕ˜νs0(δ
s0
1 )− ϕ˜
ν
s0(δ
s0
Q+1))× h(δ
s1
Q+1) + ϕ˜
ν
s1 (δ
s1
1 )×
(
Q∑
i=1
h(δs1i )
)
= ϕ˜νs1(δ
s1
1 )×
(
Q+1∑
i=1
h(δs1i )
)
+
Q+ 1
2Q
× (ϕ˜νs0(δ
s0
1 )− ϕ˜
ν
s0 (δ
s0
Q+1))× h(δ
s1
Q+1)
=
Q+ 1
2Q
× (ϕ˜νs0 (δ
s0
1 )− ϕ˜
ν
s0(δ
s0
Q+1))× h(δ
s1
Q+1)

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Etude de ϕν1,ν2s1 pour 0 ≤ ν1 < ν2 ≤ f − 1.
Notation 5.1.25. On se place sous les hypothèses de 5.1.18. On fixe deux entiers naturels ν1 et ν2 tels que
0 ≤ ν1 < ν2 ≤ f − 1. Nous noterons χ1 = χ
Φν1
0 , χ2 = χ
Φν2
0 . Soit π
ν1,ν2
s1 = U
ν1,ν2
s1 = Ind
Gs1
Bs1
(χ1 ⊗ χ2). On
utilise le modèle présenté en 4.3. On fixe ϕ˜ν1,ν2s1 dans Ind
Gs1
Bs1
(χ−11 ⊗χ
−1
2 ) tel que pour tout h dans π
ν1,ν2
s1 :
ϕν1,ν2s1 (h) =
∑
x∈Gs1
ϕ˜ν1,ν2s1 (x)h(x)
Lemme 5.1.26. On a :
ϕν1,ν2s1 ∈ HomKs1 (π
ν1,ν2
s1 ,1)
où Ks1 est la réduction de O
×
D ∩ Us1 dans Gs1 . Alors :
〈χπν1,ν2s1
,1Ks1 〉 =
2
Q− 1
× (
∑
u∈k×
∆
χ1 × χ2(u))
Démonstration. Soit g dans O×D ∩ Us1 et g˜ la réduction de g dans Gs1 = Us1/U
1
s1 . On a :
ϕν1,ν2s1 = ϕ
ν1,ν2
s1 ◦ π
ν1,ν2
s1 (g˜)
Notons Ks1 la réduction de O
×
D ∩ Us1 dans Gs1 . D’après les calculs précédents, on a :
Ks1 =
{
u
(
1 0
w 1
)
: u ∈ k×∆, w ∈ k∆
}
et ϕν1,ν2s1 ∈ HomKs1 (π
ν1,ν2
s1 ,1). L’espace d’entrelacement HomKs1 (π
ν1,ν2
s1 ,1) est non trivial si et seulement
si 〈χπν1,ν2s1
,1Ks1 〉 6= 0, or :
〈χπν1,ν2s1
,1Ks1 〉 =
1
|Ks1 | × |Bs1 |
∑
g∈Ks1
∑
x∈Gs1
x−1gx∈Bs1
χ1 ⊗ χ2(x
−1gx)
On montre facilement que si x ∈ Gs1 et g ∈ Ks1 , alors x
−1gx ∈ Bs1 si et seulement si x ∈ Bs1 . On peut
à présent calculer 〈χπν1,ν2s1
,1Ks1 〉.
〈χπν1,ν2s1
,1Ks1 〉 =
1
|Ks1 | × |Bs1 |
∑
g∈Ks1
∑
x∈Gs1
x−1gx∈Bs1
χ1 ⊗ χ2(x
−1gx)
=
|Gs1 |
|Ks1 | × |Bs1 |
∑
g∈k×
∆
χ1 × χ2(g)
+
1
|Ks1 | × |Bs1 |
∑
u∈k×
∆
∑
w∈k×
∆
∑
x∈Bs1
χ1 ⊗ χ2
(
u×
(
x−1
(
1 0
w 1
)
x
))
=
|Gs1 |
|Ks1 | × |Bs1 |
∑
g∈k×
∆
χ1 × χ2(g) +
|k×∆| × |Bs1 |
|Ks1 | × |Bs1 |
∑
u∈k×
∆
χ1 × χ2(u)
=
2
Q− 1
×
∑
u∈k×
∆
χ1 × χ2(u)


On en déduit immédiatement les résultats suivants :
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Proposition 5.1.27. On utilise les notations de 5.1.25. Si χ1 × χ2 n’est pas trivial sur k
×
∆, on a
ϕν1,ν2s1 = 0.
Proposition 5.1.28. Si χ1 × χ2 est trivial sur k
×
∆ (c’est le cas si χ0 est trivial sur k
×
f/2, si f est pair
et ν2 = ν1 + f/2), alors :
〈χπν1,ν2s1
,1Ks1 〉 = 2
et ϕν1,ν2s1 ∈ HomKs1 (π
ν1,ν2
s1 ,1) où HomKs1 (π
ν1,ν2
s1 ,1) est un espace de dimension 2.
5.1.3 Conditions sur ϕsk pour k ≥ 1.
Notation 5.1.29. On se place sous les hypothèses de 5.1.1. Rappelons que s0 = j(XF). On fixe k un
entier naturel supérieur ou égal à 1. Alors s1, · · · , sk sont des sommets de XK tels que d(sj , sj+1) = 1
pour tout j dans {0, · · · , k − 1}. On a Gsk = Usk/U
1
sk
. Soit P1sk(k∆) = {δ
sk
1 , · · · , δ
sk
Q+1} les droites
correspondants aux arêtes de XK dont sk est l’un des sommets où δ
sk
Q+1 correspond à l’arête {sk−1, sk}.
Notons u1, · · · , uQ les sommets voisins de sk distincts de sk−1.
Lemme 5.1.30. Pour tout i dans {1, · · · , Q}, il existe gi dans O
×
D ∩ Us1 ∩ · · · ∩ Usk tel que gi.ui = u1.
Démonstration. On reprend le même raisonnement que dans la démonstration de 5.1.19. Pour i dans
{1, · · · , Q}, il existe gi dans O
×
D tel que gi.ui = u1. On a alors deux chemins géodésiques reliant s0 et u1 :
[s0, s1, · · · , sk, u1] et [s0, gi.s1, · · · , gi.sk, u1]
Par unicité d’un tel chemin, on a bien gi.s1 = s1, gi.s2 = s2, · · · , gi.sk = sk.

Notation 5.1.31. D’après le lemme 5.1.30, on sait que O×D ∩ Us1 ∩ · · · ∩ Usk agit transitivement sur les
sommets u1, · · · , uQ et donc, pour tout i dans {1, · · · , Q}, il existe gi dans O
×
D ∩ Us1 ∩ · · · ∩ Usk tel que
gi.δ
sk
i = δ
sk
1 .
Avec des calculs analogues à ceux de la démonstration de 5.1.21, on montre le résultat suivant :
Lemme 5.1.32. Notons g˜i la réduction de gi dans Usk/U
1
sk . Alors :
χΦ
ν
0 (det(g˜i)) = 1
pour tout ν dans {0, · · · , f − 1}.
On montre facilement par récurrence sur k les propriétés suivantes :
Proposition 5.1.33. Soit ν un entier naturel tel que 0 ≤ ν ≤ f − 1, alors :
i) Si le caractère χ0 est trivial sur k
×, ϕνsk = 0.
ii) Si le caractère χ0 n’est pas trivial sur k
×, on distingue deux cas : ou bien ϕνs0 = 0 et alors ϕ
ν
sk
= 0 ;
ou bien ϕνs0 6= 0, et alors :
ϕνsk(h) =
(−1)k−1(Q+ 1)
2Qk
× (ϕ˜νs0(δ
s0
1 )− ϕ˜
ν
s0(δ
s0
Q+1))× h(δ
sk
Q+1)
pour tout h dans W νsk .
Proposition 5.1.34. Si χ1 × χ2 n’est pas trivial sur k
×
∆, on a ϕ
ν1,ν2
sk = 0.
Démonstration. Soit g dans O×D ∩ Us1 ∩ · · · ∩ Usk et g˜ la réduction de g dans Gsk = Usk/U
1
sk
. On a
ϕν1,ν2sk = ϕ
ν1,ν2
sk
◦ πν1,ν2sk (g˜). Notons Ksk la réduction de O
×
D ∩ Us1 ∩ · · · ∩ Usk dans Gsk , alors :
Ksk =
{
u
(
1 0
w 1
)
: u ∈ k×∆, w ∈ k∆
}
et ϕν1,ν2sk ∈ HomKsk (π
ν1,ν2
sk
,1). Or :
〈χπν1,ν2sk
,1Ksk 〉 =
1
|Ksk | × |Bsk |
∑
g∈Ksk
∑
x∈Gsk
x−1gx∈Bsk
χ1 ⊗ χ2(x
−1gx)
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Soit g = u
(
1 0
w 1
)
∈ Ksk et x ∈ Gsk . Si x
−1gx appartient à Bsk , on a :
χ1 ⊗ χ2(x
−1gx) = (χ1 × χ2(u))× 1
On en déduit que 〈χπν1,ν2sk
,1Ksk 〉 est un multiple de
∑
u∈k×
∆
χ1 ×χ2(u) = 0 (car χ1 ×χ2 n’est pas trivial
sur k×∆). Par conséquent ϕ
ν1,ν2
sk = 0.

5.1.4 Première conclusion sur les conditions nécessaires de distinction.
On utilise les notations de 5.1.1, 5.1.3.
Théorème 5.1.35. Soit (π, V ) une représentation membre de la série discrète de G, de niveau 0, non
cuspidale et (Kf , χf ) la paire admissible modérée associée à π définie en 4.1.4. On définit comme dans
3.1.2 un système de coefficients sur XK d’espace vectoriel V . Soit ϕ = (ϕs)s∈X0 dans ker(∂
∗
1 ) ∩HomD×(C0,1).
Si f est impair et si χ0 est trivial sur k
×, alors π ne peut pas être D×-distinguée.
Si f est pair, si χ0 est trivial sur k
× sans être trivial sur k×f/2, alors π ne peut pas être D
×-distinguée.
Supposons que π soit D×-distinguée. Alors :
i) Si χ0 est non trivial sur k
× mais trivial sur les carrés de k×, pour tout sommet s, pour tout
0 ≤ ν1 < ν2 ≤ f − 1, on a :
ϕν1,ν2s = 0
et pour tout ν ∈ {0, · · · , f − 1}, pour tout sommet s distinct de s0, on a :
ϕνs(h) =
(−1)k−1(Q+ 1)
2Qk
× (ϕ˜νs0 (δ
s0
1 )− ϕ˜
ν
s0(δ
s0
Q+1))× h(δ
s
Q+1) pour tout h ∈W
ν
s
où k = d(s, s0), δ
s
Q+1 est la droite correspondant à l’arête {s˜, s}, avec [s0, · · · , s˜, s] chemin géodé-
sique reliant s à s0.
ii) Si f est pair, si χ0 est trivial sur k
×
f/2 (donc en particulier, χ0 est trivial sur k
×), alors, pour tout
sommet s et tout 0 ≤ ν ≤ f − 1 :
ϕνs = 0
et ϕν1,ν2s = 0 dès que ν2 6= ν1 +
f
2 .
5.1.5 Multiplicité 1.
On utilise encore dans cette partie les notations et hypothèses de 5.1.1. On suppose en particulier
que π est D×-distinguée. On fixe ̟K et ̟F telles que ̟2K = ̟F.
Proposition 5.1.36. Soit YSt l’ensemble les formes linéaires ϕ dans ker(∂
∗
1 ) telles que pour tout sommet
s, pour tout 0 ≤ ν1 < ν2 ≤ f − 1, on a ϕν1,ν2s = 0. L’application :
YSt → Homk×
D
(π0s0 ,1), ϕ 7→ ϕ
0
s0
est injective.
Démonstration. Fixons ϕ dans YSt. En utilisant les résultats de 5.1.35, on remarque que, pour ν dans
{0, · · · , f − 1}, et pour tout sommet s, la forme linéaire ϕνs est entièrement déterminée par ϕ
ν
s0 . Ainsi,
l’application :
(ϕνs )s∈X0 7→ ϕ
ν
s0
est injective. Rappelons que pour tout s dans X0 (i.e s sommet de XK) et pour tout x dans D×, on a
ϕs = ϕx.s ◦ π(x). En particulier, si g ∈ O
×
D, alors ̟Dg̟
−1
D ∈ D
× et :
ϕs0 = ϕ(̟Dg̟−1D ).s0
◦ π(̟Dg̟
−1
D ) = ϕs0 ◦ π(̟Dg̟
−1
D )
Que dire de l’opérateur π(̟Dg̟
−1
D ) pour g dans O
×
D ?
On remarque que ̟2dD = ̟F = ̟
2
K = ̟
2d
∆ . Ainsi ̟D ∈ ̟∆GL2(O∆). De plus, la conjugaison par ̟∆
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engendre le groupe de Galois 〈Φ〉 = Gal(k∆/k). Pour g dans Us0 ≃ GL2(O∆), on note g
Φ = Φ(g) (action
sur les coefficients). On notera π˜ la restriction de π à GL2(O∆) et π˜
Φ : g ∈ GL2(O∆) 7→ π˜(g
Φ). Pour
tout g dans GL2(O∆), on a :
π˜(̟Dg̟
−1
D ) = π˜(g
Φ)
(car la conjugaison par un élément de Us0 transforme π˜ en une représentation équivalente). Pour tout g
dans O×D , on a ϕs0 = ϕs0 ◦ π˜
Φ(g). Fixons g dans O×D. Soit h dans W
ν
s0 , alors :
π˜Φ(g).h = π˜(Φ(g)).h = χΦ
ν+1
0 (det(g))StGs0
(Φ(g)).h
On notera StΦ
Gs0
la représentation StΦ
Gs0
: x 7→ StGs0
(Φ(x)). Nous allons montrer que StGs0
et StΦ
Gs0
sont
des représentations équivalentes de Gs0 . On choisit le modèle suivant pour StGs0
:
StGs0
=
(
Ind
Gs0
Bs0
1Bs0
)
/1Gs0
On remarque immédiatement que 1Φ
Gs0
et 1Gs0
sont équivalentes. Soit :
ψ : Ind
Gs0
Bs0
1Bs0
→ Ind
Gs0
Bs0
1Bs0
, h 7→ h ◦ Φ−1
On vérifie alors facilement que ψ est un opérateur d’entrelacement bijectif entre StGs0
et StΦ
Gs0
.
On en déduit que, pour tout g dans O×D, on a :
∀h ∈W νs0 , π˜
Φ(g).h = χΦ
ν+1
0 ⊗ StGs0
(g).h⇒ ∀h ∈ W νs0 , π˜
Φ(g).h ∈W ν+1s0
Par suite, pour tout h dans W νs0 , on a :
ϕs0(h) = ϕ
ν
s0(h) = ϕs0(π˜
Φ(g).h) = ϕν+1s0 (π˜
Φ(g).h)
En particulier, pour g = 1 dans O×D et pour tout h dans W
ν
s0 , on a ϕ
ν
s0(h) = ϕ
ν+1
s0 (h). On en déduit que
l’application (ϕνs )s∈X0,0≤ν≤f−1 7→ ϕ
0
s0 est injective.

Lemme 5.1.37. Supposons que ϕν1,ν2s0 est non nulle, en particulier, 0 ≤ ν1 < ν2 ≤ f − 1, f est pair et
ν2 = ν1 +
f
2 . Alors, on peut supposer que pour tout x dans k
×
D et tout b dans Bs0 :
ϕ˜ν1,ν2s0 (bx) = χ
−1
1 ⊗ χ
−1
2 (b)
(et ceci ne dépend pas du représentant bx dans Gs0 = Bs0k
×
D).
Démonstration. On suppose ici que χ1×χ2 est trivial sur k
×
∆ et que l’on peut trouver ϕ
ν1,ν2
s0 non triviale.
Puisque ϕν1,ν2s0 est k
×
D-équivariante, l’application ϕ˜
ν1,ν2
s0 est aussi k
×
D-invariante (à droite). Le groupe
Gs0 = GL2(k∆) agit transitivement sur P
1
s0(k∆) et Bs0 est le stabilisateur de la droite [1 : 0]. On en
déduit la bijection suivante :
P
1
s0(k∆)→ Gs0/Bs0 , g.[1 : 0] 7→ gBs0
On peut donc voir l’action de k×D sur P
1
s0(k∆) comme une action sur Gs0/Bs0 : si d ∈ P
1
s0(k∆), il existe g
dans Gs0 tel que d = g.[1 : 0], alors, pour x dans k
×
D, x.d ∈ P
1
s0(k∆) s’identifie à (xg)Bs0 dans Gs0/Bs0 .
L’action de k×D étant transitive, pour tout g dans Gs0 , il existe x dans k
×
D tel que (xg)Bs0 = Bs0 , ainsi
g ∈ k×DBs0 . On a donc Gs0 = k
×
DBs0 = Bs0k
×
D avec k
×
D ∩Bs0 = k
×
∆. Ainsi, pour tout x dans k
×
D et tout
b dans Bs0 , ϕ˜
ν1,ν2
s0 (bx) = χ
−1
1 ⊗ χ
−1
2 (b) (et ceci ne dépend pas du représentant bx dans Gs0 = Bs0k
×
D car
χ−11 ⊗ χ
−1
2 est trivial sur k
×
∆).

Lemme 5.1.38. Supposons que ϕν1,ν2s0 soit non nulle. Alors, pour tout k dans Z, la forme linéaire ϕ
ν1,ν2
sk
est entièrement déterminée par ϕν1,ν2s0 .
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Démonstration. Nous allons raisonner par récurrence sur k. On fixe 0 ≤ ν1 < ν2 ≤ f − 1 tels que ϕν1,ν2s0
est non nulle. On suppose que pour x ∈ k×D et b ∈ Bs0 , ϕ˜
ν1,ν2
s0 (bx) = χ
−1
1 ⊗ χ
−1
2 (b). Notons a0 l’arête
{s0, s1}, alors ϕν1,ν2s0 et ϕ
ν1,ν2
s1 coïncident sur J
ν1,ν2
0 = (U
ν1,ν1
s0 )
U1a0 ≃ (Uν1,ν1s1 )
U1a0 . Soit h dans Jν1,ν20 dont
le support est contenu dans Bs0 , alors :
ϕν1,ν2s0 (h) =
∑
x∈Bs0
h(x)ϕ˜ν1,ν2s0 (x) =
∑
x∈Bs0
χ1 ⊗ χ2(x)h(1)χ
−1
1 ⊗ χ
−1
2 (x) = ♯(Bs0)× h(1)
Soit :
D0 = {h ∈ J
ν1,ν2
0 |Supp(h) ⊆ Bs0}
= {h : Gs0 → C|Supp(h) ⊆ Bs0 et pour tout b ∈ Bs0 , h(b) = χ1 ⊗ χ2(b)h(1)}
Alors D0 est une droite vectorielle. On note f0 l’élément de D0 tel que f0(1) = 1, alors :
D0 = Cf0 et ϕ
ν1,ν2
s0 (f0) = µ0 = ♯(Bs0) 6= 0
On en déduit que ϕν1,ν2s0 est non nulle sur le module de Jacquet J
ν1,ν2
0 . Par suite, ϕ
ν1,ν2
s1 est non nulle
sur le module de Jacquet Jν1,ν20 et ϕ
ν1,ν2
s1 (f0) = µ0 = ϕ
ν1,ν2
s0 (f0). Ainsi, ϕ
ν1,ν2
s1 est une forme linéaire non
nulle de Uν1,ν2s1 . Notons H
ν1,ν2
s1 son noyau. Il s’agit d’un hyperplan de U
ν1,ν2
s1 . De plus, si x appartient à
Hν1,ν2s1 ∩D0, alors il existe λ dans C tel que x = λf0 et ϕ
ν1,ν2
s1 (x) = 0 = λµ0, donc λ = 0 et x = 0. On en
déduit que :
Uν1,ν2s1 = D0 ⊕H
ν1,ν2
s1 = D0 ⊕ ker(ϕ
ν1,ν2
s1 )
et ϕν1,ν2s1 est entièrement déterminé par ϕ
ν1,ν2
s1 (f0) = ϕ
ν1,ν2
s0 (f0) = µ0. Puis, on remarque que ϕ
ν1,ν2
s1 et
ϕν1,ν2s2 coïncident sur le module de Jacquet J
ν1,ν2
1 = (U
ν1,ν1
s1 )
U1a1 ≃ (Uν1,ν1s2 )
U1a1 où a1 est l’arête {s1, s2}
et que pour tout h dans Jν1,ν21 dont le support est contenu dans Bs1 , on a ϕ
ν1,ν2
s1 (h) = µ0 × h(1).
Avec un raisonnement analogue, on montre que Uν1,ν2s2 = D1 ⊕H
ν1,ν2
s2 = D1 ⊕ ker(ϕ
ν1,ν2
s2 ) où D1 = Cf1
et f1 ∈ J
ν1,ν2
1 est la fonction dont le support est contenu dans Bs1 et telle que f1(1) = 1. Ainsi, ϕ
ν1,ν2
s2
est entièrement déterminée par ϕν1,ν2s1 (f1) = µ0 = ϕ
ν1,ν2
s0 (f0).
Une récurrence immédiate nous permet d’obtenir le résultat.

Nous allons compléter les résultats des parties 5.1.1, 5.1.2 et 5.1.3 en étudiant l’action de l’uniformi-
sante de D. Montrons le résultat suivant :
Proposition 5.1.39. Supposons que f est pair. Alors, pour tout ν1 dans {0, · · · , (f/2)− 1}, on a :
π(̟−1D ).U
ν1,ν1+f/2
s0 = U
ν1+1,ν1+(f/2)+1
s0
Démonstration. Nous allons utiliser plusieurs lemmes. Pour cela, rappelons quelques notations. On sup-
pose ici que f est pair. On note Φ un générateur de Gal(k∆/k). On peut supposer que l’action de Φ sur
A×s0 = GL2(O∆) est induite par la conjugaison par ̟∆. Soit Ks0 = R1 = 〈̟∆〉A
×
s0 . Le Ks0 -module V
U1s0
se décompose simplement de la façon suivante :
Vs0 = V
U1s0 = (
f−1⊕
ν=0
W νs0)⊕ (
⊕
0≤ν1<ν2≤f−1
Uν1,ν2s0 )
où :
W νs0 ≃ χ
Φν
0 ⊗ StGs0
et Uν1,ν2s0 ≃ Ind
Gs0
Bs0
(χΦ
ν1
0 ⊗ χ
Φν2
0 )
On note (σ,Σ) = (Ind
Gs0
Bs0
(χ0⊗χ
Φf/2
0 ), U
0,f/2
s0 ) vue comme représentation de A
×
s0〈̟K〉 (en rajoutant χ|K×
sur le centre). Alors :
NR1(σ) = {g ∈ R1 : σ
g ≃A×s0〈̟K〉−module
σ} = 〈̟
f/2
∆ 〉A
×
s0
Ainsi σ̟
f/2
∆ ≃ σ, et il existe un opérateur d’entrelacement bijectif J : U
0,f/2
s0 → U
0,f/2
s0 tel que
pour tout h ∈ A×s0 , on a σ(̟
f/2
∆ h̟
−f/2
∆ ) = Jσ(h)J
−1. On fixe J comme dans 4.5.2. On définit
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(σ̂, Σ̂) = (σ̂, U
0,f/2
s0 ) une extension de (σ,Σ) àN = NR1(σ) telle que pour tout i dans Z et tout h dansA
×
s0 ,
on a σ̂((̟
f/2
∆ )
ih) = ζiJ iσ(h), où ζ = χf ((−1)
e−1̟K) et e = d/f . Enfin, on définit :
(σ˜, Σ˜) = (c− IndR1N σ̂, c− Ind
R1
N U
0,f/2
s0 )
représentation de R1. Alors (σ˜, Σ˜) est un type étendu maximal de niveau 0 pour π. Ainsi :
HomKs0 (σ˜, π) 6= 0
Il existe donc une injection I : Σ˜ →֒ Vπ telle que pour tout v ∈ Σ˜ et tout h ∈ Ks0 = R1, on a
I(σ˜(h).v) = π(h).I(v). Par construction, Σ˜ ⊆ Vs0 . On peut supposer que I est une inclusion, Σ˜ ⊆ Vs0 et
donc σ˜(h).v = π(h).v pour tout v dans Σ˜ ⊆ Vs0 et pour tout h dans Ks0 .
On démontre facilement les trois lemmes suivants :
Lemme 5.1.40. On a une injection A×s0-équivariante :
Σ = U0,f/2s0 →֒ Σ˜ = c− Ind
R1
N U
0,f/2
s0 , w 7→ fw
où fw : R1 → U
0,f/2
s0 a pour support N = NR1(σ) et pour tout n dans N , fw(n) = σ̂(n).w.
Lemme 5.1.41. Pour tout w dans U
0,f/2
s0 , σ˜(̟
−1
∆ ).fw est une fonction à support dans N̟∆, et pour
tout n dans N :
σ˜(̟−1∆ ).fw(n̟∆) = σ̂(n).w
Lemme 5.1.42. Pour tout w
′
dans U
1,(f/2)+1
s0 , on a w
′
◦ Φ−1 ∈ U
0,f/2
s0 .
Lemme 5.1.43. On a une injection A×s0-équivariante :
Σ = U1,(f/2)+1s0 →֒ Σ˜ = c− Ind
R1
N U
0,f/2
s0 , w
′
7→ gw′
où gw′ : R1 → U
0,f/2
s0 a pour support N̟∆ et pour tout n dans N , gw′ (n̟∆) = σ̂(n).(w
′
◦ Φ−1).
Démonstration. Il faut montrer que l’application w
′
7→ gw′ est bien A
×
s0 -équivariante, c’est-à-dire que
pour tout h ∈ A×s0 et tout w
′
∈ U
1,(f/2)+1
s0 , on a :
g
Ind
Gs0
Bs0
(χΦ0 ⊗χ
Φ(f/2)+1
0 )(h).w
′
= σ˜(h).gw′
Soient h dans A×s0 et w
′
dans U
1,(f/2)+1
s0 . Alors g
Ind
Gs0
Bs0
(χΦ0 ⊗χ
Φ(f/2)+1
0 )(h).w
′
est une fonction à support
dans N̟∆. Soit n dans N . Soit i dans Z et n0 dans A
×
s0 tels que n = (̟
f/2
∆ )
in0. On a :
g
Ind
Gs0
Bs0
(χΦ0 ⊗χ
Φ(f/2)+1
0 )(h).w
′
(n̟∆) = σ̂(n).((Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1)
or σ̂(n) = ζiJ iσ(n0) et :
σ(n0).((Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1) : x 7→ (Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1(xn0)
où :
(Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1 : X 7→ (Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
)(Φ−1(X)) = w
′
(Φ−1(X)h)
On en déduit que :
g
Ind
Gs0
Bs0
(χΦ0 ⊗χ
Φ(f/2)+1
0 )(h).w
′
(n̟∆) = ζ
iJ iσ(n0).((Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1)
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avec :
σ(n0).((Ind
Gs0
Bs0
(χΦ0 ⊗ χ
Φ(f/2)+1
0 )(h).w
′
) ◦ Φ−1) : Gs0 → C, x 7→ w
′
(Φ−1(x)Φ−1(n0)h)
On a σ˜(h).gw′ : x 7→ gw′ (xh). On remarque que pour tout n dans N , n̟∆h = nΦ(h)̟∆. Ainsi σ˜(h).gw′
est une fonction à support dansN̟∆. Soit n dansN . Soit i dans Z et n0 dans A
×
s0 tels que n = (̟
f/2
∆ )
in0.
Alors :
σ˜(h).gw′ (n̟∆) = gw′ (n̟∆h) = gw′ (nΦ(h)̟∆) = σ̂(nΦ(h)).(w
′
◦ Φ−1) = ζiJ iσ(n0Φ(h)).(w
′
◦ Φ−1)
avec σ(n0Φ(h)).(w
′
◦ Φ−1) : x 7→ w
′
◦ Φ−1(xn0Φ(h)) = w
′
(Φ−1(x)Φ−1(n0)h). Par suite :
g
Ind
Gs0
Bs0
(χΦ0 ⊗χ
Φ(f/2)+1
0 )(h).w
′
= σ˜(h).gw′

Lemme 5.1.44. On a :
σ˜(̟−1∆ ).U
0,f/2
s0 = U
1,(f/2)+1
s0
Démonstration. En utilisant les notations précédentes, on remarque que pour tout w dans U
0,f/2
s0 , on a
σ˜(̟−1∆ ).fw = gw′ , où w
′
= w ◦ Φ ∈ U
1,(f/2)+1
s0 . Par conséquent, σ˜(̟
−1
∆ ).U
0,f/2
s0 ⊆ U
1,(f/2)+1
s0 . Les deux
espaces U
0,f/2
s0 et U
1,(f/2)+1
s0 sont de même dimension (finie), par suite :
σ˜(̟−1∆ ).U
0,f/2
s0 = U
1,(f/2)+1
s0

Par récurrence, on montre de façon analogue que pour tout 0 ≤ ν1 ≤ (f/2)− 1, on a :
σ˜(̟−1∆ ).U
ν1,ν1+f/2
s0 = U
ν1+1,ν1+(f/2)+1
s0
Enfin, on peut montrer le résultat 5.1.39. En effet, on remarque que ̟dD = ̟F = ̟
2
K = ̟
d
∆. Ainsi, il
existe u0 dans A×s0 = GL2(O∆) tel que ̟D = ̟∆u0 et ̟D ∈ R1. Par conséquent :
σ˜(̟−1D ) = σ˜(u
−1
0 )σ˜(̟
−1
∆ )
Soit 0 ≤ ν1 ≤ (f/2)− 1. Alors U
ν1+1,ν1+(f/2)+1
s0 est un A
×
s0 -module, donc :
σ˜(u−10 ).U
ν1+1,ν1+(f/2)+1
s0 = U
ν1+1,ν1+(f/2)+1
s0
et :
σ˜(̟−1D ).U
ν1,ν1+f/2
s0 = σ˜(u
−1
0 )σ˜(̟
−1
∆ ).U
ν1,ν1+f/2
s0 = σ˜(u
−1
0 ).U
ν1+1,ν1+(f/2)+1
s0 = U
ν1+1,ν1+(f/2)+1
s0

Proposition 5.1.45. Soit YInd l’ensemble des formes linéaires ϕ dans ker(∂
∗
1 ) telles que pour tout
sommet s, pour tout 0 ≤ ν ≤ f − 1, on a ϕνs = 0. Si f est impair, YInd = {0}.
Supposons que f est pair. Alors l’application :
YInd → Homk×
D
(π0,f/2s0 ,1), ϕ 7→ ϕ
0,f/2
s0
est injective.
Démonstration. Si f est impair, alors d’après 5.1.35, on a bien YInd = {0}.
Supposons que f est pair. Toujours d’après 5.1.35, on sait que ϕν1,ν2s = 0 dès que ν2 6= ν1 + (f/2). On a
ϕs0 = ϕ̟−1
D
.s0
◦ π(̟−1D ) = ϕs0 ◦ π(̟
−1
D ). Soit ν1 dans {0, · · · , (f/2)− 1} et s un sommet de XK. Soit w
dans U
ν1,ν1+f/2
s0 , alors ϕs0(w) = ϕ
ν1,ν1+(f/2)
s0 (w) et, d’après 5.1.39 :
π(̟−1D ).w = σ˜(̟
−1
D ).w ∈ U
ν1+1,ν1+(f/2)+1
s0
On en déduit que pour tout w dans U
ν1,ν1+f/2
s0 :
ϕν1,ν1+(f/2)s0 (w) = ϕ
ν1+1,ν1+1+(f/2)
s0 (σ˜(̟
−1
D ).w)
Enfin, le lemme 5.1.38 nous permet de conclure.

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Théorème 5.1.46. Soit (π, V ) une représentation lisse et irréductible de G, membre de la série discrète,
de niveau 0, non cuspidale. Alors :
dimC(HomD×(π,1)) ≤ 1
Démonstration. Si π n’est pas D×-distinguée, alors dimC(HomD×(π,1)) = 0.
Sinon, si π est D×-distinguée, alors dimC(HomD×(π,1)) = dimC(ker(∂
∗
1 )). D’après 5.1.35, si ϕ ∈ ker(∂
∗
1 ),
alors, ou bien ϕ ∈ YSt, ou bien ϕ ∈ YInd. Or, d’après 5.1.36, 5.1.12, 5.1.45 et 5.1.15, les espaces YSt et
YInd sont de dimension au plus 1. On en déduit que dimC(HomD×(π,1)) ≤ 1.

5.2 Synthèse sur les conditions de D×-distinction de pi.
Nous allons démontrer que, si f est pair, alors la représentation π ne peut pas être D×-distinguée.
On utilise les notations introduites en 5.1.1 et 5.1.13.
Notation 5.2.1. On suppose ici que f est pair. On note χ1 = χ0, χ2 = χ
Φf/2
0 . On suppose donc
que χ1 × χ2 est trivial sur k
×
∆. Alors χ = χ1 ⊗ χ2 est une représentation du tore T s0 vue comme une
représentation de Bs0 triviale sur Us0 . On notera w =
(
0 1
1 0
)
. Soit χ = χ1 ⊗ χ2. On remarque que
χ ◦Ad(w) = χ2 ⊗ χ1. On notera χw = χ ◦Ad(w). Soit ψ = Ad(̟
f/2
∆ ), alors χ1 ◦ ψ = χ2 et χ2 ◦ ψ = χ1.
On note (σ, Ind
Gs0
Bs0
χ).
Définition 5.2.2. On définit :
D = {F : Gs0 → C, F (b1gb2) = χ
w(b1)χ(b2)F (g); b1, b2 ∈ Bs0 , g ∈ Gs0}
Pour F dans D et pour h : Gs0 → V1 = C, on note :
F ∗ h : Gs0 → V2 = C, x 7→
1
|Gs0 |
∑
g∈Gs0
F (xg−1)h(g)
Remarque 5.2.3. Si F ∈ D, on a F (b) = 0 pour tout b dans Bs0 . On vérifie facilement que si f1
appartient à Ind
Gs0
Bs0
χ1 ⊗ χ2, on a F ∗ f1 ∈ Ind
Gs0
Bs0
χ2 ⊗ χ1.
Définition 5.2.4. Soit F dans D, on définit LF : Ind
Gs0
Bs0
χ→ Ind
Gs0
Bs0
χw par LF (f1) = F ∗ f1.
On a le résultat classique suivant :
Proposition 5.2.5. (Mackey) Si F ∈ D alors LF ∈ HomGs0
(Ind
Gs0
Bs0
χ, Ind
Gs0
Bs0
χw) et on a un isomor-
phisme de C-espaces vectoriels :
D → HomGs0
(Ind
Gs0
Bs0
χ, Ind
Gs0
Bs0
χw), F 7→ LF
Remarque 5.2.6. Un élément F dans D est entièrement déterminé par la valeur F (w). Ainsi, si
F (w) 6= 0, LF est un isomorphisme.
Définition 5.2.7. Soit :
I : Ind
Gs0
Bs0
χw → (σ ◦ ψ, Ind
Gs0
Bs0
χ), f 7→ f ◦ ψ−1
alors I est un isomorphisme de Gs0-modules.
Lemme 5.2.8. Soit F dans D tel que F (w) 6= 0. Posons J = I ◦ LF . Alors J : Ind
Gs0
Bs0
χ→ Ind
Gs0
Bs0
χ est
un opérateur d’entrelacement bijectif tel que, pour tout h dans A×s0 :
J ◦ σ(h) = σ(̟
f/2
∆ h̟
−f/2
∆ ) ◦ J
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Proposition 5.2.9. Supposons que χ0 est trivial sur k
×. Alors ϕ
0,f/2
s0 est nulle.
Démonstration. Supposons que χ0 est trivial sur k
×. Raisonnons par l’absurde pour montrer que ϕ
0,f/2
s0 = 0.
Supposons donc que ϕ
0,f/2
s0 6= 0. D’après le lemme 5.1.37, on peut supposer que, pour tout h dans
U
0,f/2
s0 = Ind
Gs0
Bs0
χ, on a ϕ
0,f/2
s0 (h) =
∑
g∈Gs0
h(g)ϕ˜
0,f/2
s0 (g) où, pour tout b dans Bs0 et tout x dans k
×
D ,
ϕ˜
0,f/2
s0 (xb) = χ
−1
1 ⊗ χ
−1
2 (b). Nous allons fixer J , un opérateur d’entrelacement bijectif J : Ind
Gs0
Bs0
χ→ Ind
Gs0
Bs0
χ
comme dans la construction de 4.5.2.
On commence par fixer µ0 : (k,+)→ C× un caractère additif non trivial de k. On cherche f0, non nulle,
dans Ind
Gs0
Bs0
χ telle que, pour tout u =
(
1 u0
0 1
)
:
σ(u).f0 = µ(u)f0, où µ(u) = µ0 ◦ trk∆/k(u0)
Rappelons que Gs0 = Bs0 ⊔T s0Us0wUs0 et si x ∈ Gs0 \Bs0 , alors x s’écrit de façon unique sous la forme
x = tu1xu2 avec t ∈ T s0 et u1, u2 ∈ Us0 . On définit f0 : Gs0 → C telle que f0(b) = 0 pour tout b dans
Bs0 et, pour t ∈ T s0 et u1, u2 ∈ Us0 , f0(tu1wu2) = χ(t)µ(u2).
Alors f0 est bien définie, f0 ∈ Ind
Gs0
Bs0
χ et, pour tout u dans Us0 , σ(u).f0 = µ(u)f0.
On vérifie facilement que si F ∈ D vérifie F (w) = −(Q+ 1), alors J.f0 = f0 où J = I ◦ LF .
On fixe donc J = I ◦ LF où F (w) = −(Q+ 1).
D’après 5.1.39, on sait que, pour tout h dans U
0,f/2
s0 , on a π(̟
−f/2
∆ ).h = σ(̟
−f/2
∆ ).h ∈ U
0,f/2
s0 et
ϕ
0,f/2
s0 (π(̟
−f/2
∆ ).h) = ϕ̟−f/2
∆
.s0
◦ π(̟
−f/2
∆ )(h) = ϕs0(h) = ϕ
0,f/2
s0 (h). Or π(̟
−f/2
∆ ).h = ζJ.h (où ζ est
défini comme dans 4.5.2) donc ϕ
0,f/2
s0 (h) = ζϕ
0,f/2
s0 (J.h).
Notons f˜ ∈ Ind
Gs0
Bs0
χ0⊗χ
Φf/2
0 = Ind
Gs0
Bs0
χ telle que f˜(g) = 0 pour g /∈ Bs0 et, pour g ∈ Bs0 f˜(g) =
1
|Bs0 |
χ(g).
Alors ϕ
0,f/2
s0 (f˜) =
∑
b∈Bs0
ϕ˜
0,f/2
s0 (b)f˜(b) =
1
|Bs0 |
∑
b∈Bs0
χ−1(b)χ(b) = 1. On en déduit que ϕ
0,f/2
s0 (f˜) = 1 = ζϕ
0,f/2
s0 (J.f˜).
1. Calculons tout d’abord J.f˜ .
Un calcul simple nous permet de vérifier que LF (f˜) =
1
|Gs0 |
F . Ainsi, pour tout b ∈ Bs0 , on a
J.f˜(b) = 0 et si b1, b2 ∈ Bs0 :
J.f˜(b1wb2) =
F (w)
|Gs0 |
χ(b1)χ
w(b2)
2. Calculons ϕ
0,f/2
s0 (J.f˜).
On a :
ϕ0,f/2s0 (J.f˜) =
∑
g∈Bs0wBs0
ϕ˜0,f/2s0 (g)J.f˜(g) =
∑
g∈(k×
D
\k×
∆
)Bs0
ϕ˜0,f/2s0 (g)J.f˜(g)
Notons :
X1 =
{(
0 B
C D
)
: B,C ∈ k×∆, D ∈ k∆
}
et X2 =
{(
A B
C D
)
: A,C ∈ k×∆, B,D ∈ k∆ : AD −BC 6= 0
}
Alors Bs0wBs0 = Gs0\Bs0 = X1 ⊔X2. Fixons X =
(
0 B
C D
)
∈ X1. Alors :
X =
(
0 B
C D
)
=
(
0 α2
1 0
)(
C D
0 B/α2
)
=
(
B 0
0 C
)
w
(
1 D/C
0 1
)
Donc :
ϕ˜0,f/2s0 (X) = χ
−1
1 (C)χ
−1
2 (B/α
2) = χ−11 (C)χ
−1
2 (B)χ2(α
2)
et :
J.f˜(X) =
F (w)
|Gs0 |
χ1(B)χ2(C)
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Ainsi :
S1 =
∑
X∈X1
ϕ˜0,f/2s0 (X)J.f˜(X)
=
F (w)
|Gs0 |
× χ2(α
2)× (
∑
B∈k×
∆
χ1(B)χ
−1
2 (B)) × (
∑
C∈k×
∆
χ2(C)χ
−1
1 (C))
Or
∑
B∈k×
∆
χ1(B)χ
−1
2 (B) = |k
×
∆|〈χ1, χ2〉 = 0 car χ1 6= χ2, donc S1 = 0.
Fixons à présent Y =
(
A B
C D
)
∈ X2. Alors :
Y =
(
A/C α2
1 A/C
)(
C D −A DA−BCA2−α2C2
0 C BC−ADα2C2−A2
)
=
(
BC−AD
C A
0 C
)
w
(
1 D/C
0 1
)
Donc :
ϕ˜0,f/2s0 (Y ) = χ
−1
1 (C)χ
−1
2 (C)χ
−1
2 (BC −AD)χ2(α
2C2 −A2)
et :
J.f˜(Y ) =
F (w)
|Gs0 |
χ1(BC −AD)χ
−1
1 (C)χ2(C)
On en déduit que :
S2 =
∑
Y ∈X2
ϕ˜0,f/2s0 (Y )J.f˜(Y )
=
F (w)
|Gs0 |
×
∑
A,C∈k×
∆
χ−11 (C
2)χ2(α
2C2 −A2)× (
∑
B,D∈k∆
AD−BC 6=0
χ1(BC −AD)χ
−1
2 (BC −AD))
Soient A et C dans k×∆. Alors :∑
B,D∈k∆
AD−BC 6=0
χ1(BC −AD)χ
−1
2 (BC −AD) =
∑
s∈k×
∆
∑
B,D∈k∆
AD−BC=s
χ1(s)χ
−1
2 (s)
Or l’ensemble {(B,D) ∈ k∆ × k∆ : AD −BC = s} est de cardinal Q. Ainsi :∑
B,D∈k∆
AD−BC 6=0
χ1(BC −AD)χ
−1
2 (BC −AD) = Q×
∑
s∈k×
∆
χ1(s)χ
−1
2 (s) = 〈χ1, χ2〉 = 0
Finalement, S2 = 0.
D’après les calculs précédents, on a ϕ
0,f/2
s0 (J.f˜) = S1 + S2 = 0 = ζ
−1, ce qui est impossible car
ζe = χ(̟K) 6= 0.

On utilise les notations de 5.1.1, 5.1.3. Le résultat suivant découle directement de 5.1.35, 5.2.9 et
5.1.45 :
Théorème 5.2.10. Soit (π, V ) une représentation membre de la série discrète de G, de niveau 0, non
cuspidale et (Kf , χf ) la paire admissible modérée associée à π définie en 4.1.4. On définit comme dans
3.1.2 un système de coefficients sur XK d’espace vectoriel V . Soit ϕ = (ϕs)s∈X0 dans ker(∂
∗
1 ) ∩HomD×(C0,1).
Si f est pair, alors π n’est pas D×-distinguée.
Supposons que π soit D×-distinguée. Alors f est impair, χ0 est non trivial sur k
× mais trivial sur les
carrés de k×, pour tout sommet s, pour tout 0 ≤ ν1 < ν2 ≤ f − 1, on a :
ϕν1,ν2s = 0
et pour tout ν ∈ {0, · · · , f − 1}, pour tout sommet s distinct de s0, on a :
ϕνs (h) =
(−1)k−1(Q+ 1)
2Qk
× (ϕ˜νs0 (δ
s0
1 )− ϕ˜
ν
s0(δ
s0
Q+1)) × h(δ
s
Q+1) pour tout h ∈W
ν
s
où k = d(s, s0), δ
s
Q+1 est la droite correspondant à l’arête {s˜, s}, avec [s0, · · · , s˜, s] chemin géodésique
reliant s à s0.
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5.3 Distinction et correspondance de Jacquet-Langlands.
Notation 5.3.1. Soit n = 2δ, soit f un diviseur de δ. On note r = (2δ)/f , alors n = r × f . Soit ∆
une K-algèbre à division centrale d’indice δ. On suppose que l’extension quadratique K/F est totalement
ramifiée, modérément ramifiée. On fixe ̟K et ̟F des uniformisantes de K et F telles que ̟
2
K = ̟F. On
note JL la correspondance de Jacquet-Langlands :
JL : R20(GL2(∆))→R
2
0(GLn(K))
Soit (χf ,Kf ) une paire admissible modérée (i.e Kf est une extension non ramifiée de degré f de K et χf
est un caractère modéré, K-régulier, de K×f ).
Notation 5.3.2. Soit ρ ∈ R20(GL2(∆)) de paire admissible modérée associée (χf ,Kf). Alors d’après
5.2.10, la représentation ρ n’est pas D×-distinguée. Nous noterons Π = JL(ρ). Alors Π est une série
discrète de niveau 0 de paire admissible associée (χf ,Kf ) (cf. [SZ2]).
Commençons par quelques rappels sur les membres de la série discrète de GLn(K) (on pourra retrouver
ces résultats dans [BH], section 3). Introduisons quelques notations. On fixe e un diviseur de n et b un
entier naturel tel que n = e× b. Soit P le sous-groupe parabolique standard (triangulaire supérieur par
blocs) de GLn(K) de radical unipotent N tel que P/N = L ≃ GLb(K)
×e. Si τ est une représentation
cuspidale de GLb(K) on note, pour tout réel a, τ
a la représentation de GLb(K) définie par :
τa : GLb(K)→ Vτ , x 7→ ||det(x)||
a
Kτ(x)
et τL la représentation de L définie par τL = τ
(1−e)/2⊗τ (3−e)/2⊗· · ·⊗τ (e−1)/2. Enfin, on note I
GLn(K)
P τL
l’induite parabolique normalisée de τL. On a les propriétés suivantes :
Théorème 5.3.3. i) La représentation I
GLn(K)
P τL admet un unique quotient irréductible. On note
Ste(τ), et on appelle Steinberg généralisée de GLn(K) de support cuspidal τ
⊗e, cette représentation.
Alors Ste(τ) est membre de la série discrète de GLn(K).
ii) Si ρ est membre de la série discrète de GLn(K), il existe un diviseur e de n et une représentation
cuspidale τ de GLn/e(K) tels que ρ ≃ Ste(τ). De plus, le couple (e, τ) est entièrement déterminé
par la classe d’isomorphisme de la représentation ρ.
Ainsi, la représentation Π est isomorphe à une représentation de Steinberg généralisée. Dans leur
article [BH], C. J. Bushnell et G. Henniart font le lien entre la paire admissible modérée associée à Π et
le support cuspidal de cette Steinberg généralisée :
Théorème 5.3.4. ([BH], 6.3, démonstration du théorème 2) La représentation Π est une Steinberg
généralisée de support cuspidal π⊗rf où πf est une représentation cuspidale de niveau 0 de GLf (K). Soit
ζ le caractère quadratique non ramifié de K×f (i.e. ζ est trivial sur O
×
Kf/2
et d’ordre 2, en particulier
ζ(̟K) = −1). Alors la paire admissible modérée associée à πf est (ζχf ,Kf ).
Remarque 5.3.5. Nous avons choisi de travailler avec les conventions de Silberger et Zink, c’est-à-dire
que la paire admissible modérée associée à une représentation ρ, membre de la série discrète de niveau 0,
est préservée par Jacquet-Langlands, mais a besoin d’être corrigée pour connaître la paire admissible
modérée associée au type étendu maximal de niveau 0 de ρ (cf. remarque 4.5.1). Dans leur article [BH],
Bushnell et Henniart ont choisi de paramétrer les représentations par les paires admissibles modérées
associées à leurs types étendus maximaux. Ainsi, d’après [BH], 6.3, démonstration du théorème 2, Π est
une Steinberg généralisée de support cuspidal π⊗rf où la paire admissible modérée associé au type étendu
maximal de πf est (ζχf ,Kf ). Or, d’après [SZ2], exemples 0.10 page 184, puisque πf est cuspidale, la
paire admissible modérée associée à πf est aussi (ζχf ,Kf) (il n’y a pas de correction à faire).
Notation 5.3.6. On notera η le caractère quadratique de F× associé à K/F (i.e. η est l’unique caractère
non trivial de F× qui soit trivial sur NK/F(K
×)).
Remarque 5.3.7. Soit ψ un générateur du groupe de Galois Gal(K/F), alors ψ(̟K) = −̟K et
NK/F(̟K) = ̟Kψ(̟K) = −̟
2
K = −̟F. On en déduit que η(̟F) = η(−̟F)η(−1) = η(−1).
Nous aurons besoin du résultat suivant, du à N. Matringe, qui donne un critère de distinction d’une
représentation membre de la série discrète de GLn(K) en fonction de son support cuspidal :
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Théorème 5.3.8. ([M], Corollaire 4.2) La représentation Π est GLn(F)-distinguée si et seulement si
πf est η-distinguée.
On vérifie facilement la propriété suivante :
Lemme 5.3.9. On fixe α une racine carrée de η(−1). Pour x dans O×K , on note x sa réduction dans
k× =
O×
K
1+PK
≃
O×
F
1+PF
. On définit η̂ : K× → C× tel que pour tout i dans Z et tout x dans O×K :
η̂(̟iKx) = α
iη(x) = αiη(x)
Alors η̂ est un caractère de K× qui prolonge η.
Notation 5.3.10. Nous noterons π̂f = η̂ ⊗ πf .
Lemme 5.3.11. On a les isomorphismes de C-espaces vectoriels suivants :
HomGLf (F)(πf , η ◦ det) = HomGLf (F)(πf , η̂ ◦ det) ≃ HomGLf (F)(η̂ ⊗ πf ,1)
Ainsi Π est GLn(F)-distinguée si et seulement si π̂f est GLf (F)-distinguée.
Remarque 5.3.12. On vérifie aussi que π̂f est une représentation cuspidale de niveau 0 de GLf (K) de
paire admissible modérée associée (ζ × χf × η̂ ◦NKf/K,Kf).
Notre objectif ici est de montrer que si on se trouve dans le cas du théorème 5.2.10 où la série
discrète paramétrée par (χf ,Kf ) n’est pas D
×-distinguée, alors son image par la correspondance de
Jacquet-Langlands n’est pas non plus GLn(F)-distinguée.
5.3.1 Premier cas : cas où f est pair.
On suppose dans tout ce paragraphe que f est pair. Nous rappelons un résultat du théorème 3.2.31
dans [Co] :
Théorème 5.3.13. Soit Λ une représentation cuspidale de niveau 0 de GLf (K) (où f est pair) de paire
admissible modérée (θ,Kf ) (ici K/F est totalement ramifiée, modérément ramifiée et les uniformisantes
de F et K vérifient l’égalité ̟2K = ̟F). Alors Λ est GLf (F)-distinguée si et seulement si θ est trivial
sur F×, θ est trivial sur k×f/2 (où kf/2 est une extension de degré f/2 de k) et, pour kf = kf/2[δ], on a
θ(̟K)θ(δ) = −1.
Proposition 5.3.14. Supposons que πf est η-distinguée. Soit δ dans k
×
f tel que δ /∈ kf/2 et δ
2 ∈ k×f/2.
Alors ζχf est trivial sur F
×, χf et ζχf sont triviaux sur k
×
f/2, χf (δ) = −1, et χf (̟K) = −1.
Démonstration. Il suffit d’appliquer le théorème 5.3.13 au caractère θ = ζ × χf × η̂ ◦NKf/K.

D’après ce qui précède, si la représentation πf est η-distinguée, alors la paire admissible modérée
associée à πf vérifie les conditions du théorème 5.3.13. Le résultat suivant, du à A. C. Kable, va nous
permettre de conclure :
Théorème 5.3.15. ([K]) Une représentation cuspidale de GLf (K) ne peut pas être à la fois GLf (F)-
distinguée et η-distinguée.
On en déduit directement le théorème suivant :
Théorème 5.3.16. La représentation Π = JL(ρ) n’est pas GLn(F)-distinguée. Ainsi ρ n’est pas D×-
distinguée et son image par la correspondance de Jacquet-Langlands n’est pas GLn(F)-distinguée.
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5.3.2 Deuxième cas : cas où f est impair et χ0 est trivial sur k
×.
On suppose dans tout ce paragraphe que f est impair. On rappelle un résultat du théorème 3.1.21
dans [Co] :
Théorème 5.3.17. Soit Λ une représentation cuspidale de niveau 0 de GLf (K). Puisque f est impair
et l’extension K/F est totalement ramifiée, modérément ramifiée, la représentation Λ n’est pas GLf (F)-
distinguée.
On en déduit directement le résultat suivant :
Théorème 5.3.18. La représentation Π = JL(ρ) n’est pas GLn(F)-distinguée. Ainsi ρ n’est pas D×-
distinguée et son image par la correspondance de Jacquet-Langlands n’est pas GLn(F)-distinguée.
6 Cas particulier de la représentation de Steinberg de GL2(∆).
6.1 Paramétrisation de Silberger et Zink de la représentation de Steinberg
de G.
Commençons par donner une définition de la représentation de Steinberg de G = GL2(∆) :
Définition 6.1.1. Notons P0 le sous-groupe parabolique minimal de G :
P0 =
(
∆ ∆
0 ∆×
)
On note V0 = Ind
G
P01P0 . Pour tout parabolique P de G tel que P0 ⊆ P , on note VP l’image canonique de
IndGP1P dans V0. Alors :
StG = V0/(
∑
P0 P
VP )
Ici, on a donc : StG = V0/1G.
Rappelons quel est le paramètre de Silberger et Zink de la représentation de Steinberg de G :
Proposition 6.1.2. ([SZ2], exemple 0.10).
Notons (π, V ) la représentation de Steinberg de G. On utilise les mêmes notations que dans 4.1.4. Soit
χ, caractère modéré de K×d = K
×
2δ, qui paramétrise en partie π (alors χ|K× est le caractère central de π)
et f la longueur de la Gal(kK,d/kK)-orbite de χ. Alors f = 1, χf est le caractère trivial de K
×, χ0 est le
caractère trivial de k×∆ et donc pour tout sommet s :
Vs = StGs
6.2 Cas où l’extension K/F est totalement ramifiée.
D’après 5.1.35, on a :
Théorème 6.2.1. On suppose que l’extension K/F est totalement ramifiée, modérément ramifiée. Dans
ce cas, la représentation de Steinberg (π, V ) de G ne peut pas être D×-distinguée.
6.3 Cas où l’extension K/F est non ramifiée.
Notation 6.3.1. Rappelons que AK désigne l’appartement standard de XK tel que :
S0 = {sk = [OK ⊕ P
k
K] : k ∈ Z}
est l’ensemble des sommets de AK et j(XF) = m0 est le milieu de l’arête {s0, s1}.
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Lemme 6.3.2. Soit A2 l’ordre héréditaire principal minimal de M2(∆) :
A2 =
(
O∆ O∆
P∆ O∆
)
et R2 le normalisateur de A
×
2 dans G R2 = 〈t2〉A
×
2 où t2 =
(
0 1
̟∆ 0
)
. Le type étendu de niveau 0
maximal pour π = StG est la représentation (Σ˜,C) de R2 telle que :
Σ˜(ti2x) : C→ C, v 7→ (−1)
iv
pour i dans Z et x dans A×2 .
Lemme 6.3.3. Soit a0 l’arête reliant les sommets s0 et s1. Pour tout v dans Va0 , on a :
π(̟D).v = −v
Démonstration. On remarque que ̟dD = ̟F = ̟K = ̟
δ
∆ = (t
2
2)
δ = td2. Ainsi ̟D = t2u pour un élément
u dans GL2(O∆). Donc, pour tout v dans Va0 : π(̟D).v = π(t2).v = Σ˜(t2).v = −v.

Lemme 6.3.4. On a ϕs0 = 0.
Démonstration. Rappelons que, d’après 2.2.1, les D×-orbites des sommets de XK sont exactement les
sphères de centre m0, où m0 = j([OD ]) est le milieu de l’arête {s0, s1}. Ainsi, le seul sommet voisin de
s0 qui est aussi dans sa D×-orbite est s1. Notons a0 l’arête {s0, s1}. On a ̟D = t2u où u ∈ GL2(O∆).
Puisque t2 échange les sommets s0 et s1, et u fixe s0, ̟D échange les sommets s0 et s1. Sur le module
de Jacquet Va0 = (Vs0 )
U1a0 , on a :
ϕs0 = ϕs1 = ϕ̟D .s1 ◦ π(̟D) = ϕs0 ◦ π(̟D)
D’après le lemme précédent, pour tout v dans Va0 , on a π(̟D).v = −v. Ainsi, pour tout v dans Va0 ,
ϕs0(v − π(̟D).v) = 0 = 2ϕs0(v), donc ϕs0 est triviale sur Va0 .
Notons δ0 la droite de P
1
s0(k∆) correspondant à l’arête a0 et δ1, · · · , δQ2 les droites correspondant aux
autres voisins de s0. D’après ce qui précède, ϕs0 = 0 sur Va0 = Vδ0 . Comme précédemment, on fixe ϕ˜s0
dans {P1s0(k∆)→ C}/{fonctions constantes} telle que, pour tout h dans Vs0 :
ϕs0(h) =
∑
d∈P1s0(k∆)
ϕ˜s0(d)h(d)
Fixons h dans Vs0 telle que h(δ0) 6= 0. On définit hδ0 dans Vδ0 de sorte que hδ0(d) = −
h(δ0)
Q2 si d 6= δ0 et
hδ0(δ0) = h(δ0). Alors :
ϕs0 (hδ0) = 0 = ϕ˜s0(δ0)h(δ0)−
h(δ0)
Q2
∑
δ 6=δ0
ϕ˜s0 (δ)
D’où ϕ˜s0(δ0) =
1
Q2
∑Q2
i=1 ϕ˜s0(δi). Les Q
2 autres sommets voisins de s0 sont tous à une distance
1
2 + 1
de m0, donc sont dans la même D
×-orbite. Notons t1, · · · , tQ2 ces voisins (ti correspond à la droite δi).
Soit di dans D× tel que di.ti = t1. On vérifie facilement que l’on peut supposer que di ∈ O
×
D . Ainsi, pour
tout i dans {1, · · · , Q2}, il existe gi dans O
×
D tel que gi.ti = t1 (et alors gi.δi = δ1 et gi.s0 = s0). Alors,
ϕs0 = ϕgi.s0 ◦ π(gi) = ϕs0 ◦ π(gi). On en déduit alors que pour i dans {1, · · · , Q
2}, ϕ˜s0(δi) = ϕ˜s0(δ1).
Par conséquent :
ϕ˜s0(δ0) =
1
Q2
Q2∑
i=1
ϕ˜s0(δi) = ϕ˜s0(δ0) =
Q2
Q2
ϕ˜s0(δ1) = ϕ˜s0(δ1)
Par suite, ϕ˜s0 est constante et ϕs0 = 0. Puis, en utilisant la D
×-équivariance de ϕ, on montre que si s
est un sommet de XK tel que d(s,m0) = 1/2, alors ϕs = 0.

Un raisonnement par récurrence nous permet de montrer le lemme suivant :
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Lemme 6.3.5. On a ϕsk = 0 pour tout entier naturel k.
Une conséquence immédiate de ce lemme est le théorème suivant :
Théorème 6.3.6. On suppose que l’extension K/F est non ramifiée. Dans ce cas, la représentation de
Steinberg (π, V ) de G n’est pas D×-distinguée.
6.4 Représentation de Steinberg et correspondance de Jacquet-Langlands.
Dans cette partie, on suppose seulement que l’extension K/F est quadratique modérément ramifiée
(elle peut être non ramifiée ou totalement ramifiée).
Remarque 6.4.1. Comme en 5.3, on note JL la correspondance de Jacquet-Langlands :
JL : R20(GL2(∆))→R
2
0(GLn(K))
Notons Π la représentation de Steinberg de GL2(∆). Alors, d’après [SZ2], JL(Π) est la représentation
de Steinberg de GLn(K) où n = 2δ (et δ est l’indice de ∆).
Une conséquence immédiate du corollaire 4.2 de [M] est le fait suivant :
Théorème 6.4.2. La représentation de Steinberg JL(Π) de GLn(K) n’est pas GLn(F)-distinguée.
Ainsi Π n’est pas D×-distinguée et son image par la correspondance de Jacquet-Langlands n’est pas
GLn(F)-distinguée.
Démonstration. D’après le corollaire 4.2 de [M], la représentation de Steinberg JL(Π) de GLn(K) est
GLn(F)-distinguée si et seulement si le caractère trivial est η
n−1-distingué où η est le caractère quadra-
tique de F× associé à K/F. Or, ici n est pair et le caractère trivial n’est pas η-distingué. On en déduit
que JL(Π) n’est pas GLn(F)-distinguée.

A Un résultat de multiplicité 1 en caractéristique nulle
A.1 Rappels sur les paires de Gelfand-Kazhdan.
Dans cette partie, on note G un groupe topologique localement compact, totalement discontinue,
unimodulaire. Soit F un corps local non archimédien.
Définition A.1.1. Soit H un sous-groupe fermé de G. On suppose que H\G est muni d’une mesure
invariante à droite, qu’il existe une anti-involution continue i de G telle que i(H) = H et que toute
distribution bi-H-invariante de G est fixée par i. On dit alors que (G,H) (ou plus précisément (G,H, i))
est une paire de Gelfand-Kazhdan.
Définition A.1.2. Soit H un sous-groupe fermé de G. On dit que le couple (G,H) est une paire de
Gelfand si pour toute représentation lisse irréductible π de G on a :
dim(HomH(π,1))× dim(HomH(π˜,1)) ≤ 1
(où π˜ désigne la contragrédiente (lisse) de π).
Le résultat suivant est démontré dans un cas particulier dans [GK2] et plus généralement dans [Gro]
(proposition 4.2) :
Théorème A.1.3. Une paire de Gelfand-Kazhdan est en particulier une paire de Gelfand.
Dans la suite, notre objectif sera de montrer qu’un certain couple (G,H) est une paire de Gelfand.
Pour cela, nous utiliserons un résultat plus général, donné dans [GK2] :
Définition A.1.4. Soit X une variété algébrique définie sur F. Soit G un groupe algébrique défini sur
F qui agit sur X de manière algébrique. On note X = X(F) et G = G(F). On dit que la paire (X,G) est
régulière si pour tout x dans X l’application :
G→ G.x, g 7→ g.x
est une submersion.
38
Remarque A.1.5. Pour tout x dans X , il existe au plus (à multiplication par un réel strictement positif
près) une mesure positive µx sur G.x qui soit G-invariante.
Théorème A.1.6. Soit (X,G) une paire régulière. On suppose qu’il existe σ un automorphisme algé-
brique de X, défini sur F, tel que :
1. Pour tout x dans X, on a σ(G.x) = G.x.
2. Pour tout x dans X, on a σ(G.x) = G.x.
3. L’automorphisme σ fixe les mesures µx.
Alors σ fixe toute distribution G-invariante sur X.
Remarque A.1.7. Si l’automorphisme σ est d’ordre fini, alors la troisième condition est satisfaite.
A.2 Théorème de Hilbert 90 généralisé.
On introduit les notations suivantes pour toute la suite :
Notation A.2.1. On considère K/F une extension quadratique séparable de corps locaux non archi-
médiens. On suppose que F est de caractéristique nulle. On note Γ = Gal(K/F) = {Id, σ0}. Soit A une
F-algèbre centrale simple d’indice n. Soit D une F-algèbre à division centrale d’indice d telle que :
A ≃ Mm(D)
On note l = n2 = m2 × d2. On fixe (b1, · · · , bl) une base de A sur F. On pose AK = A ⊗F K. On a
l’injection canonique de K dans AK :
K →֒ AK, k 7→ IdA ⊗ k
AK est une K-algèbre centrale simple. On considère B = (b1 ⊗ 1, · · · , bl ⊗ 1) une K-base de AK. Soit
G = A×K .
Remarque A.2.2. On remarque que Γ agit naturellement sur AK :
σ.(a⊗ k) = a⊗ σ(k); a ∈ A, k ∈ K
Donc pour tout µ1, · · · , µl ∈ K, on a :
σ.(µ1(b1 ⊗ 1) + · · ·+ µl(bl ⊗ 1)) = µ
σ
1 (b1 ⊗ 1) + · · ·+ µ
σ
l (bl ⊗ 1)
Par conséquent, si c ∈ AK est donné par ses coordonnées dans la base B, c = (µ1, · · · , µl), alors pour
tout σ ∈ Γ, on a :
σ(c) = (µσ1 , · · · , µ
σ
l )
On a donc une action naturelle de Γ sur G.
Pour démontrer le théorème de Hilbert 90 dans notre cas, nous commençons par rappeler un résultat
d’indépendance algébrique des automorphismes (cf. [Bour1], chapitre 5 (Corps commutatifs), paragraphe
10 (Extensions galoisiennes), partie 7 (Indépendance algébrique des automorphismes), Théorème 4) :
Théorème A.2.3. Soit E un corps infini, L une extension galoisienne de E de degré fini m. Soit
{σ1, · · · , σm} = Gal(L/E). Soit Ω une extension quelconque de L. Soit P ∈ Ω[X1, · · · , Xm] tel que pour
tout x ∈ L, P (σ1(x), · · · , σm(x)) = 0. Alors P = 0.
On montre le corollaire suivant par récurrence :
Corollaire A.2.4. Soit E un corps infini, L une extension galoisienne de E de degré fini m. Soit
{σ1, · · · , σm} = Gal(L/E). Soient N ≥ 1 et N.m variables indépendantes Z1, · · · , ZN.m. Soit P dans
L[Z1, · · · , ZN.m] tel que, pour tout x1, · · · , xN ∈ L, on a :
P (xσ11 , · · · , x
σm
1 , x
σ1
2 , · · · , x
σm
2 , · · · , x
σm
N ) = 0
Alors P = 0.
39
Théorème A.2.5. (Théorème de Hilbert 90 généralisé)
Tout 1-cocycle de Γ dans G est un 1-cobord, i.e. :
H1(Γ, G) = {1}
Démonstration. Considérons ϕ : Γ→ G, σ 7→ ϕ(σ) = gσ un 1-cocycle. Alors, pour tout σ, τ ∈ Γ :
ϕ(στ) = ϕ(σ).σ(ϕ(τ))
Montrons que ϕ est un 1-cobord, i.e montrons qu’il existe b dans G tel que, pour tout σ dans Γ :
ϕ(σ) = b−1σ(b)
Ainsi, pour tout b dans G, on a ϕ(Id) = b−1Id(b). Puisque ϕ(Id) = 1 et Γ = {Id, σ0}, il suffit de trouver
b dans G tel que ϕ(σ0) = b
−1σ0(b). On notera ϕ(σ0) = gσ0 = (λ1, · · · , λl) (sa décomposition dans B).
Pour tout c ∈ AK, on forme la série de Poincaré :
b =
∑
σ∈Γ
ϕ(σ)σ(c) = c+ gσ0 .σ0(c)
Soit τ0 ∈ Γ, alors :
τ0(b) = τ0(
∑
σ∈Γ
ϕ(σ)σ(c)) =
∑
σ∈Γ
τ0(ϕ(σ))τ0(σ(c)) =
∑
σ∈Γ
ϕ(τ0)
−1ϕ(τ0σ)τ0σ(c)
= ϕ(τ0)
−1(
∑
σ∈Γ
ϕ(τ0σ)τ0σ(c)) = ϕ(τ0)
−1b
Pour montrer que ϕ est un 1-cobord, il suffit de montrer que l’on peut choisir c tel que b soit inversible,
i.e tel que NrdAK(b) 6= 0 (où NrdAK désigne la norme réduite de AK).
Raisonnons par l’absurde. Supposons que pour tout c ∈ AK on ait NrdAK(b) = 0. Soient µ1, · · · , µl
dans K, soit c = (µ1, · · · , µl), alors :
NrdAK(c+ gσ0 .σ0(c)) = 0
avec σ0(c) = (µ
σ0
1 , · · · , µ
σ0
l ) et gσ0 = (λ1, · · · , λl). Et donc :
gσ0 .σ0(c) = gσ0 .(
∑
i
µσ0i (bi ⊗ 1)) =
∑
i
µσ0i (gσ0(bi ⊗ 1))
La norme réduite étant polynomiale en les coordonnées, il existe P dans K[Z1, · · · , Z2×l] tel que :
NrdAK(c+ gσ0 .σ0(c)) = P (µ1, µ2, · · · , µl, µ
σ0
1 , · · · , µ
σ0
l )
On en déduit que, pour tout µ1, · · · , µl ∈ K :
P (µ1, µ2, · · · , µl, µ
σ0
1 , · · · , µ
σ0
l ) = 0
D’après le corollaire précédent, P = 0 dans K[Z1, · · · , Z2×l]. Ainsi, pour tout x1, · · · , x2×l ∈ K, on a :
P (x1, · · · , x2×l) = 0
On choisit x1, x2, · · · , xl ∈ K tels que c0 = (x1, · · · , xl) ∈ G. On pose y1 = y2 = · · · = yl = 0. Alors
P (x1, x2, · · · , xl, y1, · · · , yl) = 0. De plus, P (x1, x2, · · · , xl, y1, · · · , yl) correspond à :
NrdAK(c0 + 0) = NrdAK(c0)
Or NrdAK(c0) 6= 0 puisque c0 ∈ G, ce qui est absurde puisque P = 0. On en déduit qu’il existe c ∈ AK
tel que b = c+ gσ0 .σ0(c) ∈ G. Par suite ϕ est un 1-cobord et on a bien le résultat.

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A.3 Résultat de multiplicité 1.
Théorème A.3.1. La paire (G,H) est une paire de Gelfand-Kazhdan.
Démonstration. Pour montrer ce résultat, bien connu dans le cas déployé, nous allons utiliser le théorème
A.1.6 en adaptant la preuve de [Ser] à notre contexte.
1. Par définition on a :
G = G(F) = H(K⊗F F) ≃ H(K) = (Mm(D) ⊗F K)
× ≃ (Mm(D ⊗F K))
×
De plus, on sait qu’il existe une K-algèbre à division centrale ∆ telle que :
Mm(D ⊗F K) ≃Mµ(∆)
Donc G ≃ GLµ(∆). On a également :
H = H(F) = (A⊗F F)
× ≃ A×
d’où H ≃ GLm(D). On fixe σ un générateur du groupe de Galois Gal(K/F). Alors σ agit naturel-
lement sur les coefficients de Mm(D ⊗F K) :
σ.(d ⊗ k) = d⊗ σ(k)
On notera θ l’action de σ sur Mm(D ⊗F K) et donc sur G. On remarque en particulier que θ est
une involution et que H est l’ensemble des points fixes de G sous l’action de θ. On rappelle que
l’on a un ismorphisme de F-algèbres (cf. [Bour2], chapitre 5 (Corps commutatifs), paragraphe 10
(Extensions galoisiennes), partie 4 (Descente galoisienne), Proposition 8 et remarque 1) :
α : K⊗F F→ F× F, x⊗ y 7→ (σ(x)y, xy)
On a H1 = H(F) = (Mm(D)⊗FF)× = (Mm(D⊗FF))×. Il existe une extension F ⊆ L ⊆ F telle que :
D ⊗F L ≃Md(L)
Par conséquent D⊗F F ≃ Md(F) d’où H1 ≃ (Mm(Md(F)))×. Par suite, H1 ≃ GLn(F). En utilisant
l’isomorphisme α, on remarque de plus que :
G1 = G(F) = H(K⊗F F) = (A⊗F (K⊗F F))
×
≃ (A⊗F (F⊕ F))
× ≃ ((A ⊗F F)⊕ (A⊗F F))
× ≃ (Mn(F)×Mn(F))
×
≃ GLn(F)×GLn(F)
On remarque également que :
G1 ≃ (Mm(D ⊗F F)⊗F K)
× ≃ GLn(K⊗F F)
On a donc G1 ≃ H1 ×H1 avec :
α˜ : G1 → H1 ×H1, [xi,j ⊗ yi,j ]i,j 7→ ([σ(xi,j)yi,j ]i,j , [xi,jyi,j]i,j)
où G1 est identifié à GLn(K⊗FF), xi,j ∈ K, yi,j ∈ F. Notons encore θ l’action naturelle de σ sur les
coefficients de G1. Via ces identifications, l’action de σ sur H1 ×H1 (encore notée θ), correspond
à la permutation des coordonnées. On va désormais considérer deux actions.
L’une de H1 ×H1 sur G1 :
h1, h2 ∈ H1, g ∈ G1, (h1, h2).g = h1gh
−1
2
L’autre de H ×H sur G :
h1, h2 ∈ H, g ∈ G, (h1, h2).g = h1gh
−1
2
On notera également :
i : G1 → G1, g 7→ θ(g)
−1
(et on notera de même i : G→ G, g 7→ θ(g)−1).
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2. D’après ce qui précède, i est une anti-involution continue et i(H) = H .
3. D’après [Bor], chapitre II, paragraphe 6, proposition 6.7, puisque F est de caractéristique nulle,
pour tout x dans GLn(F), l’application :
χx : H1 ×H1 → H1 ×H1.x
est submersive. On en déduit que (G,H×H) est une paire régulière.
4. Puisque i est une anti-involution, i est d’ordre 2. Ainsi, pour tout x dans G, i fixe toute mesure
positive µx sur H ×H.x qui soit H ×H-invariante.
5. Montrons que i fixe les H1 ×H1-orbites de G1.
On peut tout d’abord remarquer que H1 est l’ensemble des points fixes de G1 sous l’action de θ,
donc pour tout h ∈ H1, on a i(h) = h−1. De plus, on a l’injection de H1 dans G1 par injection
diagonale :
H1 → G1 ≃ H1 ×H1, x 7→ (x, x)
On remarque que pour tout g ∈ G1 et tous h1, h2 ∈ H1, on a :
i((h1, h2).g) = i(h1gh
−1
2 ) = i(h
−1
2 )i(g)i(h1) = h2i(g)h
−1
1
Il nous suffit donc de montrer que g et i(g) sont dans la même H1×H1-orbite. Grâce à l’application
α˜ définie auparavant, on a une bijection entre G1 et H1×H1. On peut alors voir l’action de H1×H1
sur G1 comme une action de H1 ×H1 sur lui même :
(h1, h2).(x1, x2) = (h1x1h
−1
2 , h1x2h
−1
2 )
On notera (H1 ×H1/ ∼) ses orbites. D’après le calcul précédent, l’application i permet de définir
une application :
j : (H1 ×H1/ ∼)→ (H1 ×H1/ ∼), g = (x1, x2) 7→ i(g) = (x
−1
2 , x
−1
1 )
Montrons que j est l’application identité. L’application H1 × H1 → H1, (a, b) 7→ ab−1 permet
d’identifier les H1 × H1-orbites de G1 aux classes de similitudes de H1. On peut ainsi définir
l’application :
η : (H1 ×H1/ ∼)→ Ad(H1)\H1, (x1, x2) 7→ Ad(H1).(x1x
−1
2 )
où Ad(H1)\H1 désigne les classes de similitudes de H1. On vérifie rapidement que η est une bijec-
tion. Soit ζ : Ad(H1)\H1 → Ad(H1)\H1 telle que ζ = η ◦ j ◦ η−1. Pour tout h ∈ H1, il existe x1, x2
dans H1 tels que Ad(H1).h = Ad(H1).(x1x
−1
2 ) et :
ζ(Ad(H1).(x1x
−1
2 )) = ζ ◦ η((x1, x2)) = η ◦ j((x1, x2)) = Ad(H1).(x
−1
2 x1)
Comme x1x
−1
2 = x2(x
−1
2 x1)x
−1
2 , x1x
−1
2 et x
−1
2 x1 sont H1-conjugués. Par conséquent ζ est l’appli-
cation identité. On en déduit que i fixe bien les H1 ×H1-orbites de G1.
6. Montrons que i fixe les H ×H-orbites de G.
On pose :
S = {g ∈ G : i(g) = g} = {g ∈ G : θ(g) = g−1}
On vérifie facilement que pour tout g dans G, gi(g) ∈ S et pour tout h dans H , ghi(gh) = gi(g).
Considérons alors l’application :
ψ : G/H → S, gH 7→ gi(g)
Montrons que ψ est surjective. Soit s ∈ S. On définit l’application :
ϕs : Γ→ G, σ 7→ s, Id 7→ 1
On vérifie facilement que ϕs est un 1-cocycle. D’après le théorème de Hilbert 90 généralisé, ϕs est
un 1-cobord. Il existe donc g ∈ G tel que, pour tout τ dans Γ, ϕ(τ) = gτ(g)−1. En particulier, pour
τ = σ, on a :
ϕ(σ) = gσ(g)−1 ⇔ s = gi(g) = ψ(g)
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Donc ψ est bien surjective. On remarque de plus que pour tout g ∈ G et tout h ∈ H , on a :
ψ(hg) = hgi(g)i(h) = h(ψ(g))h−1 = Ad(h).ψ(g)
L’application suivante est donc bien définie :
ξ : H\G/H → Ad(H)\S, HgH 7→ Ad(H).(gi(g))
Par surjectivité de ψ, ξ est clairement surjective. Montrons qu’elle est injective. Soient g1, g2 ∈ G
tels que ξ(Hg1H) = ξ(Hg2H), alors Ad(H).(g1i(g1)) = Ad(H).(g2i(g2)). Il existe donc h ∈ H tel
que :
g1i(g1) = hg2i(g2)h
−1 = (hg2h
−1)(i(hg2h
−1))
d’où (hg2h
−1)−1g1 = i(g
−1
1 (hg2h
−1)). Posons x = g−11 (hg2h
−1), alors i(x) = θ(x)−1 = x−1 donc
x = θ(x) et x ∈ H . Par suite g−11 (hg2h
−1) ∈ H et hg2h−1 ∈ g1H donc Hg1H = Hg2H . L’applica-
tion ξ est donc bien injective. On remarque que :
i(h1gh2) = h
−1
2 i(g)h
−1
1
pour tous h1, h2 dans H et tout g dans G. L’application suivante est donc bien définie :
j : H\G/H → H\G/H,HgH 7→ i(HgH) = Hi(g)H
Montrons que l’application j est l’identité. L’application ξ étant bijective, on peut définir :
Λ = ξ ◦ j ◦ ξ−1 : Ad(H)\S → Ad(H)\S
Pour montrer que j est l’identité, il suffit de montrer que Λ est l’identité. On remarque que pour
tout s ∈ S il existe g ∈ G tel que s = gi(g) et :
Λ(Ad(H).s) = Λ(ξ(HgH)) = ξ ◦ j(HgH) = ξ(Hi(g)H) = Ad(H).(i(g)g)
On a donc :
Λ : Ad(H)\S → Ad(H)\S, Ad(H).(gi(g)) 7→ Ad(H).(i(g)g)
Montrons que pour tout g ∈ G, gi(g) et i(g)g sont conjugués dans H . Or, i(g)g = g−1(gi(g))g donc
ces deux éléments sont conjugués dans G. Pour montrer notre résultat, il suffit de vérifier que deux
éléments de S conjugués dans G sont conjugués dans H . Soient s1 et s2 ∈ S tels qu’il existe g ∈ G
tel que s1 = g
−1s2g, alors gs1 = s2g. Comme gs1 = s2g, on a (λg)s1 = s2(λg) pour tout λ ∈ K×
(car K× est contenu dans le centre de AK). Soit λ dans K
×. On applique θ à l’égalité précédente :
θ(λg)s−11 = s
−1
2 θ(λg) donc θ(λg)s1 = s2θ(λg)
On en déduit que pour tout λ ∈ K×, (λg + θ(λg))s1 = s2(λg + θ(λg)). Comme λg + θ(λg) est
invariant sous l’action de θ, λg + θ(λg) ∈ Mm(D). Puisque λg + θ(λg) = λσθ(g)(g−1θ(g) +
λ
λσ Id),
il suffit de trouver λ ∈ K× tel que g−1θ(g) + λλσ Id soit inversible. On fixe L/K une extension telle
que AK se déploie sur L :
AK ⊗K L ≃ Mp(L)
Alors AK →֒ Mp(L) et pour tout x ∈ AK, NrdAK(x) = detMp(L)(x) et x ∈ A
×
K si et seulement si
detMp(L)(x) 6= 0. Soit λ ∈ K
×, alors :
NrdAK(g
−1θ(g) +
λ
λσ
Id) = detMp(L)(g
−1θ(g) +
λ
λσ
Id) = χg−1θ(g)(−
λ
λσ
)
Donc g−1θ(g) + λλσ Id est inversible si et seulement si −
λ
λσ n’est pas dans le spectre de g
−1θ(g).
Par théorème de Hilbert 90, on a un isomorphisme :
K
×/F× → ker(NK/F), λ 7→
λ
λσ
On vérifie facilement que K×/F× est infini en l’identifiant à P1(F), l’ensemble des droites de F2. On
en déduit le résultat, c’est-à-dire que deux éléments de S conjugués dans G sont conjugués dans H .
D’après le théorème A.1.6, i fixe toute distribution bi-H-invariante sur G. Par conséquent, (G,H) est
bien une paire de Gelfand-Kazhdan, et donc une paire de Gelfand.

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