Abstract. Classification of structured data (i.e., data that are represented as graphs) is a topic of interest in the machine learning community. This paper presents a different, simple approach to the problem of structured pattern recognition, relying on the description of graphs in terms of algebraic binary relations. Maximum-a-posteriori decision rules over relations require the estimation of class-conditional probability density functions (pdf) defined on graphs. A nonparametric technique for the estimation of the pdfs is introduced, on the basis of a factorization of joint probabilities into individual densities that are modeled, in an unsupervised fashion, via Support Vector Machine (SVM). The SVM training is accomplished applying support vector regression on an unbiased variant of the Parzen Window. The behavior of the estimation algorithm is first demonstrated on a synthetic distribution. Finally, experiments of graphstructured image recognition from the Caltech Benchmark dataset are reported, showing a dramatic improvement over the results (available in the literature) yielded by state-of-the-art connectionist models for graph processing, namely recursive neural nets and graph neural nets.
Introduction
Learning from structured data, i.e. data that are represented as graphs, is a topic that has received a significant attention from the machine learning community. Classification of structured data is relevant to areas such as natural language processing, bioinformatics, structural pattern recognition, and the Web applications. Neural network models were proposed, such as recursive neural nets (RNN) [11] and graph neural nets (GNN) [7] . These architectures have the capability of unfolding over labeled graph, in a backpropagation-through-time fashion, recursively encoding information on the topology and on the label values into an internal activation state. In spite of their strong theoretical properties, RNNs and GNNs suffer from some drawbacks that might limit their real-world application: (i) RNNs can process only acyclic structures, which only seldom fit real-world scenarios; (ii) both RNNs and GNNs are complex machines, both from a formal and from a computational point of view; (iii) unconnected graphs cannot be processed; (iv) above all, they suffer from a drawback which they share with the classic recurrent neural nets, the "long term dependencies" problem [1] . In terms of graphical structures this problem takes the form of graphs with long shortest-paths between certain pairs of nodes, e.g. high trees. The paper looks at the problem of learning (discriminant functions) on structured domains from a different perspective and introduces a simple and effective attempt to overcome the above limitations. The proposed approach is suitable for directed or undirected, connected or unconnected, cyclic or acyclic graphs. Labels may be attached to nodes or edges as well. The approach simplifies significantly the formalism and may be implemented by means of ordinarily available software simulators. The idea is to describe the graph as an algebraic binary relation, i.e., as a subset of the Cartesian product in the definition domain of the graph. The class-posterior probabilities given the graph can then be reduced to a product (joint probability) of probability density functions (pdf) evaluated over the pairs in the relation. In order to apply the formalism, the problem of proper pdf estimation has to faced.
Estimating pdfs is one major topic in unsupervised learning and in supervised pattern recognition [5] . In fact, the right-hand-side of Bayes' theorem requires the knowledge of pdfs known as class-conditional probabilities [5] . Parametric techniques (e.g. maximum-likelihood) are not promising in the present scenario, since they rely on an arbitrary assumption on the form of the underlying, unknown distribution. Nonparametric techniques (e.g. k n -nearest neighbors [5] ) remove this assumption and attempt a direct estimation of the pdf from a data sample. The Parzen Window (PW) is one of the most popular approaches, relying on a combination of local window functions centered in the patterns of the training sample [5] . PW is limited in several respects, including: (1) the estimate is not expressed in a compact functional form, but it is a sum of as many local windows as the size of the sample; (2) the nature of the window functions may yield a fragmented model, which is basically "memory based" and (by definition) is prone to overfitting; (3) the whole training sample has to be kept in memory in order to compute the estimate of the pdf over any new (test) patterns, resulting in a high complexity of the technique in space and time; (4) the PW model heavily depends on the choice of an initial width of the local windows. For these reasons, artificial neural networks (ANN) could be considered instead, given the fact that they are nonparametric, "universal" models. Unfortunately, in spite of the popularity of ANNs probability estimation (e.g., class posterior probability modeling), only few and sub-optimal connectionist techniques for pdf estimation are presented in the literature. This is due to the fact that modeling a pdf (whose values are possibly in the range (0, +∞) and whose integral over the feature space has to be 1) via ANN is a difficult unsupervised task. Support vector machines (SVM) are a feasible alternative to ANNs for density estimation. SVMs were originally developed within the framework of Vapnik's machine learning theory as trainable non-parametric discriminant functions for supervised classification problems [12] . Supervised support vector regression (SVR) was then proposed for function approximation and regression problems, relying on the empirical risk minimization principle [10] . Although the problem of pdf estimation was considered by Vapnik since the early Nineties [12] , only a few SVM approaches have been proposed. In [14] , ad hoc training algorithms for SVM density estimation are introduced, relying either on the empirical cumulative distribution function or on the PW estimates. In [6] a kernel-based density estimator is used, relying on the idea of reducing the original data sample to a small subset, with the aim of reducing the computational cost of classic nonparametric methods.
This paper introduces a SVM algorithm for unsupervised, nonparametric density estimation that shares similarities with the technique described in [14] . The algorithm uses standard SVR (i.e., it may be implemented using any SVM simulation software which is suitable to SVR) and an unbiased version of the PW. It takes in input an unlabeled data sample, and returns a SVM which encapsulates the estimated pdf. The unbiased technique has a significant impact on the quality of the result. It overcomes the limitations of PW to a significant extent, and it may lead to better pdf models than previous SVM techniques for density estimation. Eventually, the model is used as a suitable paradigm for pdf estimation over graphs, within the proposed structured pattern classifier. The topics are addressed according to the following organization: the SVM density estimation algorithm is presented first (Section 2), followed by a demonstration (Section 3) featuring comparative evaluations on samples drawn from a mixture of Fisher-Tippett pdfs. The probabilistic classifier for graphical data is presented next (Section 4). Experiments on the Caltech Benchmark dataset are reported (Section 5), showing a dramatic improvement over the established results yielded by RNNs and GNNs. Conclusions are drawn in Section 6.
Unbiased pdf estimation via SVM
Let us consider a pdf p(x), defined over a real-valued, d-dimensional feature space. Again, let T = {x 1 , . . . , x n } be an unsupervised sample of n patterns, identically and independently distributed (i.i.d.) according to p(x). The PW estimate of p(x ′ ) from the sample T over a generic feature vector x ′ has the form p(
, where ϕ(.) is the window function having edge h n , and V n = h d n is the corresponding volume. The edge and the volume are explicitly written as a function of n, since smaller regions around x ′ are considered as the sample size n increases, e.g. h n = h 1 / √ n. The initial edge h 1 has to be chosen empirically, and it heavily affects the resulting model on finite samples. Asymptotic convergence of nonparametric models of this kind can be found in [5] . Let us now consider a SVM that we wish to train in order to learn a modelp(.) of the probability law p(x) from the unsupervised dataset T . The idea is to use the PW model as a target output for the SVM (as in [14] ), and to apply standard SVR. An unbiased variant of this idea is proposed, according to the following unsupervised algorithm (expressed in pseudo-code):
. . , n} /* supervised training set */ 4. Train the SVM via SVR over S 5. Letp(.) be equal to the SVM Unsupervised selection of optimal parameters for the SVM kernels may be obtained applying the method described in [3] . Since the SVM output is assumed to be an estimate of a pdf, it must be non-negative. The algorithm does not prevent from negative values over certain regions of the feature space, e.g. regions that are not covered by the data sample. A viable solution is forcing negative outputs to zero once training is completed. In this respect, the introduction in the training set of a small fraction of synthetic patterns featuring a zero target in the regions adjacent to the support of the pdf may turn out to be effective (smoothing down the estimate of the pdf along its tails, too). The support may be obtained applying the technique proposed in [9] . Nevertheless, as in the popular k n -nearest neighbor nonparametric pdf estimation [5] ,p(.) is not necessarily a pdf (in general, the integral ofp(.) over the feature space does not equal 1). If the size of the data sample and/or the dimensionality of the feature space are large, the computational cost of the algorithm may become troublesome. The PW estimation time (step 2.2 of the algorithm) grows as n 2 with the sample size, the SVR slows down its convergence, and the search for adequate parameters for SVR becomes excessively demanding. In addition, if p(x) is varying substantially over its support, the resulting number of support vectors may exceed a critic fraction of the original patterns (e.g., 70 − 80% of the sample size). Under these circumstances, a variant of the algorithm may be used, by taking the Parzen window functions ϕ(.) as the kernels for the SVM (several SVM software simulators feature the adoption of pre-computed kernels).
There is a major aspect of the algorithm that shall be clearly pointed out: the PW generation of target outputs (steps 2-2.2) is unbiased. Computation of the target for i-th input pattern x i does not involve x i in the underlying PW model. This is crucial in smoothing the local nature of PW. The target (i.e., estimated pdf value) over x i is determined by the concentration of patterns in the sample (different from x i ) that occur in the surroundings of x i . In particular, if an isolated pattern (i.e., an outlier) is considered, its exclusion from the PW model turns out to yield a close-to-zero target value. This phenomenon is evident along the tails of certain distributions (Section 3). It is seen that, in spite of its simplicity, the approach overcomes most of the PW limitations. The following Section shows that it may also turn out to be more accurate than other kernelbased methods for density estimation.
Demonstration
An illustrative estimation task is considered. Samples are randomly drawn from a mixture of 3 Fisher-Tippett distributions: "Fisher-Tippett Mixture" "PW n=10000 h=1.0" "SVM n=10000 h=1.0" Fig. 1 . Estimates for an increasing sample size: n = 100 (top), n = 1000 (mid), n = where Π 1 = 0.35, Π 2 = 0.5, and Π 3 = 0.15 are the mixing parameters, and the component densities are identified by the locations µ 1 = 2.0, µ 2 = 5.0, µ 3 = 7.0, and by the scales β 1 = 0.6, β 2 = 0.7, β 3 = 0.5, respectively. Figure 1 shows the resulting (classic) PW and (unbiased) SVM models, estimated from data samples of increasing size (n = 100, n = 1000, and n = 10000) randomly drawn from the mixture. The estimates are plotted against the original pdf. A standard Normal window function was used in both the classic PW and in the proposed technique, with a standard initial edge h 1 = 1.0. SVMs with radial basis functions kernels are applied throughout the paper. As expected, both models improve as the size of the sample increases. The SVM estimate is closer to the reference pdf than the PW is, turning out to be also much smoother and less sensitive to variations in the number n of training patterns. The SVM estimates were forced to non-negative values by converting negative outputs to zero. The PW is significantly affected by the presence of individual training points (e.g., along the tails of the distribution) belonging to low-probability regions. The presence of local peaks violates the natural shape of the underlying pdf. It is worth noticing the difference between the SVM curve and the form of the PW model that, roughly speaking, provides the SVM with the target outputs during training. Note that, by definition, no unbiased PW can be applied at test time (no direct comparison w.r.t the SVM is possible), since the algorithm applies only to patterns that are included in the training set. Fig. 2 plots the estimates obtained using a fixed-size data sample of n = 200 random patterns from the mixture, as a function of the initial edge h 1 , namely (from top-left to bottomright) 0.5, 1.0, 1.5 and 2.0. The PW estimates are heavily affected by the value h 1 , while the SVM model exhibits a stabler behavior. Finally, a quantitative comparison with a previous SVM density estimation technique ( [14] , section 1.11) is carried out. In [14] the evaluation is expressed in terms of integrated squared error (ISE), computed using Simpson's method over random samples drawn from a mixture of 2 Normal densities. The same criterion (i.e., ISE) is adopted in this paper, taking in consideration random samples from the Fisher-Tippet mixture and applying Simpson's method over the support of the pdf. Results are reported in Table 1 (for an increasing number of training patterns).
A Novel Framework for Graphical Pattern Recognition
A graph G is a pair G = (V, E) where V is an arbitrary set of nodes (or, vertices) over a given universe U , and E = {x j = (a j , b j ) | a j , b J ∈ U, j = 1, . . . , n} is the set of edges. We consider directed as well as undirected, connected and unconnected finite graphs (G is undirected iff (a, b) ∈ E ↔ (b, a) ∈ E), either cyclic or acyclic. From an algebraic point of view, the graph is a binary relation over U , i.e. G ⊆ U × U . All the binary relations (graphs) involved in the learning problem at hand (both in training and test) are assumed to be defined over the same domain U . We rely on the assumption that the universe U is a (Lebesgue-) measurable space, in order to ensure that probability measures can actually be defined. The measurability of finite graphs defined over measurable domains (and with measurable labels) like countable sets or real vectors is shown in [8] . Labels may be attached to vertices or edges, assuming they are defined over a measurable space. For the vertices, we consider a labeling L in the form of ddimensional vectors associated with nodes, namely
As regards the edge labels, for each (a j , b j ) ∈ E a label is allowed in the form ℓ e (a j , b j ) ∈ R d=(aj ,bj )e , where d e is the dimensionality of the continuous label domain. Labels are accounted for by modifying the definition of j , b j ) ). Note that the present framework requires that the nodes in the graph are individual elements of a well-defined universe. Consequently, it does not explicitly cover scenarios in which the nodes act only as "placeholders" in the specific graphical representation of the data. If this is the case, and the actual input features are completely encapsulated within label vectors, the previous definitions may be replaced by x j = (ℓ(a j ), ℓ(b j )) for each pair (a j , b j ) ∈ E. This may turn out to be effective in practical applications, but it is mathematically justified only iff each label uniquely identifies the corresponding node. Examples of structures that fit the present framework are: semantic networks, e.g. whose nodes are words from a given dictionary; subgraphs of the World Wide Web, where nodes are extracted from the universe of possible URLs and node labels are a representation of the information contained in the web page; scene descriptions in syntactic pattern recognition, whenever nodes are extracted from the universe of terminal/nonterminal symbols.
Let ω 1 , . . . , ω c be a set of separate classes. We assume that each graph belongs to one of the c classes. The posterior probability of i-th class given the graph is P (ω i | {x 1 , . . . , x n }), where each x j = (a j , b j ) is interpreted as a random vector whose characteristics and dimensionality depend on the nature of the universe U . The assumption of dealing with measurable universes allows the adoption of probabilistic measures, and applying Bayes' theorem [5] we can write:
where P (.) denotes a probability measure, and p(.) denotes a probability density function (pdf). The quantity p({x 1 , . . . , x n } | ω i ) is a joint pdf that expresses the probabilistic distribution of the overall binary relation {x 1 , . . . , x n } over its domain according to the law p(.). We assume that the pairs x j , j = 1, . . . , n (including the corresponding labels) are independently and identically distributed (iid) according to the class-conditional density p(x j | ω i ). Roughly speaking, p(x j | ω i ), encapsulates three different, yet joint probabilistic quantities, all of them conditioned on ω i : (1) the likelihood of observing any given pair of nodes (edge), (2) the probability distribution of node labels, and (3) the pdf of edge labels. In so doing, the probability of having an edge between two vertices is modeled jointly with the statistical properties of the nodes and of their labels. The iid assumption is in line with classical and state-of-the-art literature on statistical pattern recognition and on random graphs. For instance, in the ER random graph model [2] edges are iid according to a unique (e.g. uniform) probability distribution over the whole graph. In the small worlds paradigm [13] iid edges are inserted during the rewiring process that generates the graph. Similar arguments apply also to scale-free networks. It is noteworthy that the iid assumption does not imply any loss in terms of structural information. Once a graph is given, its structure is encapsulated within the binary relation, which does not depend on the probabilistic quantities involved in Eq. 2. Applying the iid assumption, Eq. 2 can be rewritten as:
Since the pairs x j are extracted from a well-defined universe and the joint probabilities are invariant w.r.t. arbitrary permutations of their arguments, there is no "graph matching" problem in the present framework. Representing the graph as a relation implies looking at the structure as a whole. This is a major difference w.r.t. other techniques that require a visit of the graph in a specific order, and that are faced with the problem of possible infinite recursion over cyclic structures. In order to apply Eq. 3 as a discriminant function for graphical pattern recognition, we need to estimate P (ω i ) and the class-conditional pdf p(x j | ω i ) for i = 1, . . . , c and j = 1, . . . , n. If good estimates of these quantities are obtained, the maximum-a-posteriori decision rule expressed by Eq. 3 is expected to yield the minimum Bayesian risk (i.e., minimum probability of classification error) [5] . The quantity P (ω i ) can be estimated from the relative frequencies of classes over the training sample, as usual. The technique described in Section 2 is used to estimate p(x j | ω i ). It has to be applied for c times, once for each independent subsample of the data which belongs to a specific class. Since n j=1 p(x j ) does not depend on ω i , it can be dropped from Eq. 3. Taking the logarithm we obtain an equivalent discriminant function g i ({x 1 , . . . , x n }) = n j=1 log{p(x j | ω i )} + log{P (ω i )}. In so doing, numerical stability is gained when dealing with joint probabilistic quantities over large graphs.
Experiments: Image Classification from the Caltech Benchmark Dataset
The proposed technique is compared with RNNs and GNNs on an image classification problem from the Caltech benchmark dataset. The experiment (as in [4] ) is based on 4 classes, i.e. images of bottles, camels, guitars, and houses. For each class, a subset of 350 images was extracted from the Caltech dataset. Half of the images consists of positive examples of the class, while the others are negative examples, i.e. images randomly sampled from the other classes. The same data subsets as in [4] were used, each divided into training, validation and test sets (150, 50, and 150 images, respectively). Each image was represented as an undirected Region Adjacency Graph (RAG), obtained using the Mean Shift algorithm and the k-means color quantization procedure as in [4] . Since RNNs cannot deal with undirected graphs, application of the RNNs requires that the RAGs are transformed into directed acyclic graphs (DAG) via breadth-first visit and substitution of each undirected edge with a directed one. Each node of the RAG has a 23-dimensional vector label, while edge labels are 5-dimensional [4] .
Results are expressed in terms of recognition accuracy on a class-by-class basis (see [4] ). Average of the accuracies is reported in the last column of the Table. It is seen that, although simple, the present approach outperforms the RNNs, and it yields also a significant average improvement over the GNNs.
There are two contributions of the paper: (1) an unbiased and easy to implement technique for multivariate pdf estimation via SVM trained with standard SVR. The model is effective, much stabler than PW, and it may yield improvement over previous SVM algorithms for density estimation; (2) a novel and simple approach to structured pattern recognition. Its core aspect is to look at a graph as a binary relation, and to introduce a Bayesian classifier that involves the estimation of a joint pdf over the relation itself. The SVM estimation technique may be successfully used in this respect. Experimental comparison w.r.t. stateof-the-art connectionist models for structured data confirms that the framework, albeit not universal, turns out to be sound.
