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 要  旨 
近年,映画,ドラマ,スポーツ中継,アニメなどといったテレビ番組は録画して視聴することが一般
的になってきており,映像の記録媒体が大容量化し,より長時間の録画が可能になった.さらにス
マートフォンなどの普及により,個人がより多くの動画を所有するようになり,その上 4K や 8K
という技術の普及から高画質かつ長時間の映像から視聴者がみたいと思う場面を検索する技術
が求められている. 
本研究では H.265 圧縮動画から得られる動きベクトルを用いることで動作領域の検出を行う. 
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映画, ドラマ, スポーツ中継, アニメなどといったテレビ番組は録画して
視聴することが一般的になってきており, 映像の記録媒体が大容量化し,
より長時間の録画が可能になった. さらにスマートフォンなどの普及によ
り, 個人がより多くの動画を所有するようになった. しかし, それにより, 長
時間かつ大量の映像コンテンツの中から視聴者が見たいと思う場面に効
率よく検索する技術 [2]-[6]がこれまで提案されてきている. さらに, 近年の
4Kや 8Kといった映像の高解像度化に伴い, 映像コンテンツの大規模化に
拍車がかかり, 今後はこれらのような高画質な映像が一般家庭にも広く











































MPEGとはMoving Picture Experts Groupの略称で, 動画や音声を圧縮する
規格を定めるワーキンググループである. そこで定められたデジタル動
画像や音声を圧縮するための規格の名称としてMPEGが用いられるよう


















また, このCUの大きさは 1種類でなく, 4x4,8x8,16x16,32x32などのCUが用


























従来, 人の動作を検出するためには文献 [13], [14]では輝度の勾配方向を
ヒストグラム化した特徴量であるHistogram of Oriented Gradient(HOG)[11]
を用いている. HOGの概要図を 3.1に示す.
図 3.1: HOGの概要図 出典 [13]p.2021
HOGを可視化すると以下のような画像が得られる.
8
図 3.2: HOGの可視化 [14]p.1






るピクセルの画素値の方が大きいか等しい場合 1に, 小さい場合は 0
に設定する.





図 3.3: LBPの概要図　出典 [15]p.1166
LBP値はグレースケールの画像として可視化することもでき, 可視化
を行うと図 3.4のような画像が得られる.
図 3.4: LBP値の可視化 出典 [15]p.1166
LBP値は中心地と隣接するピクセルの値との大小比較を行った結果を
示しており, 濃淡に対して不変性を保つという特徴を有している.

















図 3.5: 動きベクトルが出現するブロックの検出結果 出典 [9]p.23


















































まず, 符号化パラメータを利用し, 図 3.8のように人物の動作領域を検出す




図 3.8: 動作領域の検出 出典 [5]p.22
次に, ここで検出されたブロックの重心を求め, その重心をフレーム間
で繋いで 3Dの曲線を得る. まず, 図 3.9のように画面の横軸を x軸, 縦軸を z
軸, として 全てのフレームで重心を求める.
図 3.9: 重心の検出 出典 [5]p.15
さらに, 時間を y軸として図 3.10のように各フレームで求めた重心座標
に立方体のオブジェクトを設置したものを図に示す.
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図 3.10: 重心モデル [5]p.16
最後に各フレームの重心を線形補間で繋いだ曲線を求める. 求めた曲
線を図 3.11に示す.




























































索キー動画の重心座標データを f ,検索対象動画の重心座標データを g,検
索キー動画のフレーム数を n,検索対象動画のフレーム数をN ,スライド





f(k)− g(k + i)(i = 0, 1, ..., N − n− 1) (4.1)
f(k) = (fx(k), fy(k)) (4.2)
g(k) = (gx(k), gy(k)) (4.3)
f(k)− g(k + i) =
√

































本実験ではMac Book Pro(3GHz Intel Core i7, メモリ 8GB, Mac OS 10.14.1)


















図 5.2: 中心にいる場合 図 5.3: 左にずれた場合



































閾値 正例 正検出 誤検出 未検出 適合率 (%) 再現率 (%)　
手を振る 12500 529 509 1 20 99.8 96.2
手を叩く 8300 408 408 18 0 95.8 100.0
ボクシング 8900 404 404 6 0 98.5 100.0
表 5.2: 人物が左にずれた場合の評価結果
閾値 正例 正検出 誤検出 未検出 適合率 (%) 再現率 (%)　
手を振る 11100 501 452 2 49 99.6 90.2
手を叩く 8790 387 360 76 27 82.6 93.0
ボクシング 10800 396 385 19 11 95.3 97.2
表 5.3: 人物が右にずれた場合の評価結果
閾値 正例 正検出 誤検出 未検出 適合率 (%) 再現率 (%)　
手を振る 10000 454 397 3 57 99.3 87.4
手を叩く 11100 387 375 70 12 84.2 96.9
ボクシング 7500 388 388 10 0 97.5 100.0
表 5.4: 人物が縮小した場合の評価結果
閾値 正例 正検出 誤検出 未検出 適合率 (%) 再現率 (%)　
手を振る 9800 526 496 0 30 100.0 94.3
手を叩く 9100 491 491 3 0 99.4 100.0







適合率 [6](%) 適合率 (本研究)(%) 再現率 [6](%) 再現率 (本研究)(%)　
手を振る 91.7 99.8 97.7 96.2
手を叩く 64.8 95.8 100 100
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