Abstract. We describe here some recent progress pertaining to the Serre Intersection Multiplicity Conjecture. In particular, we show that if A is unramified, then just as in the equicharacteristic case, the intersection multiplicity of two modules is bounded below by the product of their Hilbert-Samuel multiplicities. We also explain, in terms of the blowup of Spec A, the geometric significance of achieving this lower bound.
Introduction
Let (A, m) be a regular local ring. For two finitely-generated A-modules M and N with ℓ(M ⊗ A N ) < ∞, Serre [Ser65, V] defines the "intersection multiplicity" via
The formula, which was originally proposed to define the intersection product of properly-meeting cycles on an algebraic variety, has garnered interest in its own right, thanks to the following conjecture:
Serre's Conjecture. Serre [loc. cit.] showed (b) holds in general and that (a) and (c) are also true provided that A is either equicharacteristic or of mixed-characteristic and unramified. While the positivity in (c) remains open, Gabber has shown, using de Jong's theory of regular alterations [dJ96] , that (a) holds in general. While Gabber never published his result, accounts may be found in [Ber97] and [Hoc97] . The "onlyif" in (c) -that is, the vanishing of χ A (M, N ) when dim M + dim N < dim Awas proved using K-Theoretic techniques by Gillet and Soulé [GS87] . An alternate proof, due to P. Roberts, may be found in [Rob85] .
For the case of an equicharacteristic A, Serre's proof of (c) shows that if M and N are of complimentary dimension (that is, when dim M + dim N = dim A), then, in fact, one has χ A (M, N ) ≥ e(M )e(N ) where we denote by e(M ) the Hilbert-Samuel multiplicity of M (with respect to m). Our first result is an extension of this lower bound to the unramified case:
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Theorem A. Suppose that (R 0 , πR 0 ) is a discrete valuation ring with perfect residue field. Let (A, m) be a regular local ring containing R 0 such that π ∈ m − m 2 . If M and N are finitely-generated A-modules with dim M + dim N = dim A and ℓ(M ⊗ A N ) < ∞, then χ A (M, N ) ≥ e(M )e(N ).
1
Note that for R 0 = Z pZ , we have precisely the case where A is unramified in the traditional sense.
To prove Theorem A, we may reduce to when A is complete and hence a powerseries ring over R, a complete DVR. We may further suppose that at least one of M or N is R-flat. In this case, χ A (M, N ) = e d (M ⊗ R N ) where d ⊆ A ⊗ R A is the "diagonal ideal." What we then actually prove is the stronger result that e(M ⊗ R N ) ≥ e(M )e(N ). This and other properties regarding the completed tensor product over a complete DVR are examined in detail in Section 2; the proof of Theorem A appears in Section 3.1.
Having established a lower bound for the Serre intersection multiplicity, we attempt to understand under what circumstances it is achieved. Our investigation is heavily motivated by the work of S.P. Dutta [Dut08, Dut13] , which analyzes the notion of intersection multiplicity on the blowup X of Spec A at the closed point. Given two coherent sheaves F and G on X with supports intersecting in the exceptional divisor E ⊆ X, we can define
where we denote by H i the (Zariski) sheaf-cohomology groups and by ℓ the length of each as an A-module. The connection between the Serre multiplicity χ A and the intersection multiplicity on the blowup χ O X is then afforded by the following theorem:
Theorem. We know that if A satisfies the hypotheses of Theorem A, then χ O X (O Y , O Z ) ≥ 0. The natural question to ask is whether we always have strict positivity provided that Y ∩ Z is nonempty -that is, when gr(A/p) ⊗ gr A gr(A/q) has dimension greater than 0 (see Lemma 3.5). More precisely, we conjecture:
Conjecture I. Let A be a regular local ring and suppose that M and N are equidimensional, finitely-generated modules such that dim M + dim N = dim A and ℓ(M ⊗ A N ) < ∞. Then χ A (M, N ) ≥ e(M )e(N ) with equality occurring if and only if dim(gr M ⊗ gr A gr N ) = 0.
It should go without saying that Conjecture I implies the positivity in part (c) of Serre's Conjecture. We shall therefore only concern ourselves with regular local rings A for which positivity is already known. We also remark that since only the top-dimensional components of Supp M and Supp N contribute to χ A (M, N ), we need to impose equidimensional hypotheses to exclude the obvious counterexamples (see Example 3.12).
In Section 3.3, we prove:
Theorem B. If A is equicharacteristic, then Conjecture I is true.
When A is essentially smooth over a field, Theorem B may be proved via the techniques of Fulton-MacPherson intersection theory. Our method, which is purely algebraic, relies instead on the celebrated Theorem of Rees [Ree61] that relates multiplicities to integral closures of ideals. The second key ingredient in our approach is the following isomorphism of P. Samuel [Sam51] , which states that for K a field and
No such isomorphism exists in mixed-characteristic; in Section 2.4, we explain how we may, in certain cases, circumvent this difficulty.
For the remainder of this section, let us fix a discrete valuation ring (R 0 , πR 0 ) with perfect residue field. Let (A, m) be any regular local ring containing R 0 such that π ∈ m − m 2 .
Theorem C. With A as above, Conjecture I is true for A-modules M and N under the additional assumption that Supp M ⊆ Supp(A/πA).
In this case, we can in essence reduce ourselves to working with the equicharacteristic ring A/πA where the result is already known by Theorem B. Details appear in Section 3.4.
We now turn to the case where the A-modules M and N are both R 0 -flat. We first make the following crucial observation:
, then e(M ) = e(M/πM ) or e(N ) = e(N/πN ).
With this result, we therefore see that when investigating Conjecture I for R 0 -flat modules M and N , we may always assume that at least one of the modulessay M -satisfies e(M ) = e(M/πM ). We now formulate: Theorem E. Let A be as above. Assume that M = A/a and N = A/b are equidimensional, R 0 -flat quotients of A and that e(M ) = e(M/πM ). Then Conjecture I is true in the presence of any one of the following additional conditions:
The proof of Theorem E ties together two main ideas: one algebraic, the other geometric. In the first three cases, there exists a close-enough analogue of Samuel's isomorphism to directly apply the techniques used in Theorem B. In particular, we show (see Proposition 2.17) that when A is complete, there is a canonical surjection 
We treat the intersection multiplicity on X in Section 3.3; Theorems C, D, and E are proved in Section 3.4.
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Some Remarks on Hilbert-Samuel Multiplicity
In this section, we fix notation and recall some elementary facts about HilbertSamuel multiplicity for later use. We give proofs when no suitable literature reference may be found.
1.1. Hilbert Functions. Let S be an N-graded ring, finitely generated by S 1 as an S 0 -algebra where S 0 is Artin-local. For any finitely-generated, graded S-module
The multiplicity e(E) is defined via
It is clear that for n >> 0, one has ∆f E (n) = ∆P E (n) as well as
Let (A, m) be a Noetherian local ring, M a finitely-generated, d-dimensional Amodule, and a ⊆ A an ideal such that ℓ(M/aM ) < ∞. We denote by f a,M (n) the Hilbert function for gr a (M ) := n=0 a n M a n+1 M and write P a,M (n) for the corresponding polynomial. We define the a-multiplicity via e a (M ) = e(gr a (M )). We will often write e(M ) and gr(M ) when a = m.
1.2. Grothendieck Groups. Now let Y ⊆ Spec A be a closed subset of dimension d. We shall write M(Y ) for the abelian category of finitely-generated A-modules M with support contained in Y and will denote by G 0 (Y ) the Grothendieck group on M(Y ). Let a ⊆ A be any ideal for which V (a) ∩ Y = {m}; this is enough to guarantee that ℓ(M/aM ) < ∞ for all M ∈ M(Y ). It is well known [Ser65, II-Prop.10] that the mapping e a (d, −), which sends M ∈ M(Y ) to ∆ d P a,M ∈ Z, is additive over short-exact sequences in M(Y ) and so defines a homomorphism
When computing Hilbert-Samuel multiplicities or intersection multiplicities, it is often convenient to pass to the primes associated to the modules in question. To that end, we have the following lemma:
Proof. We proceed by induction on a( 
For every d-dimensional component q of Y , we see from the above sequence that We also include the following companion statement which shows that comparing the multiplicities of M and M/xM really amounts to making the same comparison for A/p where p is a minimal, associated prime of M . 
Proof. Consider the map Φ, given by intersecting with x:
From Lemma 1.1, we know that in G 0 (Supp M ), we may write:
where dim(M ′′ ) < d. For those p subject to dim(A/p) = d, we have x / ∈ p as p is associated. By applying Φ, we therefore obtain, in G 0 (Supp M ∩ Supp(A/xA)), the relation
We can read off the multiplicity e a (M/xM ) by simply applying e a (d − 1, −). Thus, our statement will be proved once we show that the virtual module 1.4. Integral Closure of Ideals. We state here some elementary facts about the integral closure of ideals that will be used in the sequel. We refer the reader to [HS06] for proofs. Definition 1.5. Let a be an ideal in a ring, A. An element b ∈ A is said to be integral over a if it satisfies an equation of the form
where each a i belongs to a i . The integral closure of a, denoted a, is the collection of all b ∈ A that are integral over a. Note that a is an ideal by [HS06, 1.3.1].
The following lemma is an immediate consequence of the definitions. The converse, that multiplicity alone determines integral closure, requires additional hypotheses and is considerably more subtle. It is the Theorem of Rees alluded to in the introduction. 
Multiplicities of Completed Tensor Products
For this entire section, we fix a complete DVR (R, πR) with residue field k. N ) for two R-flat A-modules amounts to computing the multiplicity of M ⊗ R N with respect to a certain "diagonal ideal" as we shall recall in the next section. For proving the lower bound in this case, it certainly suffices to show that e(M ⊗ R N ) ≥ e(M )e(N ). To do so, we break the symmetry of the situation by introducing a second power-series ring
, considering a B-module N , and examining the multiplicity of M ⊗ R N , now regarded as an A ⊗ R B-module. For generalities concerning the completed tensor product, we refer the reader to [Ser65, V-6].
2.1. The Lower Bound.
. If M and N are finitely-generated A and B-modules respectively, then the following statements hold:
Proof. Let p 1 , · · · , p k be the minimal primes of Supp M and q 1 , · · · , q ℓ the minimal primes of Supp N . Put C = A ⊗ R B and let φ A and φ B be the canonical maps from Spec C to Spec A and to Spec B. We may write
A (Supp(M )) and similarly for N . We therefore obtain the following equalities:
One always has an isomorphism
and from it, (a) readily follows. For (b), we note that if N is R-flat, π must act as a non-zerodivisor on each B/q j ֒→ N . In this case, π either annihilates A/p i ⊗ R B/q j or is a non-zerodivisor, depending on whether π ∈ p i . In either case, we have
and the conclusion follows.
. Let M and N be finitely-generated A and B-modules respectively. If N is flat over R, then
Proof. It is well-known [Mat86, Thm.29.1] that there is a faithfully-flat base extension R → S where S is a complete DVR with uniformizer π and S/πS is algebraically closed. Put
and similarly define B ′ , M ′ , and N ′ . We note that A → A ′ is a faithfully-flat morphism for which m A A ′ = m A ′ and A ′ /m A ′ is the algebraically-closed field, S/πS. Since all relevant quantities will remain unchanged if we replace A, B, M , and N with A ′ , B ′ , M ′ and N ′ , we shall henceforth assume that k = R/πR is algebraically closed.
We next observe that since N is R-flat, we have an induced homomorphism of Grothendieck groups:
where dim M = d, the q are prime, and dim
so by the additivity formula (1.2) it suffices to prove the claim for M = A/p where p is a prime ideal.
Case 1: 
, we have e(N ) = e(A ⊗ R N ), thereby proving the desired inequality in this case.
Case 2: (M = A/p for some prime ideal, p.) Since A/m A is infinite, we know (see, for example, [Mat86, Thm. 14.14]) that there exists a system of parameters
This morphism is finite. From dimensional considerations, its kernel is prime and generated by a single non-zero element g.
where for a domain D we denote by K(D) its fraction field. We then obtain a short exact sequence of A 0 -modules
we see that e mA 0 (A/p) = re(A 0 ). We make two observations at this point: First, since k is algebraically closed, A/p and A 0 have the same residue field. Thus, given an Artinian A/p module, it does not matter whether we compute its length as an A/p or as an A 0 module. In particular, when computing the multiplicity e mA 0 (A/p) of A/p as an A 0 -module, it is the same as computing e mA 0 (A/p) (A/p), the multiplicity of A/p when regarded as a module over itself. Second, we note that
we have m A/p is contained in the integral closure of the extended ideal, m A0 (A/p). By Proposition 1.7, we are therefore assured that e(M ) = e(A/p) = e mA 0 (A/p) = re(A 0 ). Since N is R-flat, we can apply − ⊗ R N to obtain the following exact sequence of A 0 ⊗ R B-modules:
If we consider the morphism of rings
We also note that by Lemma
With these two considerations, we can apply
A 0 is a power-series ring modulo a principal ideal, so by Case 1, we conclude that
When Equality Holds.
It's not difficult to show that the inequality in Theorem 2.2 can be strict, even in the case of an equicharacteristic DVR:
, then e(M ) and e(N ) are both 1, but
) and so has multiplicity 2.
In this example, the inequality e(M ⊗ R N ) > e(M )e(N ) may be attributed to the fact that in both M and N , the uniformizer T is identified with an element in the square of the maximal ideal. The following theorem says that this is essentially the only reason why the inequality can be strict.
. Let M and N be finitely-generated A and B modules respectively, both of which are flat over R. Then e(M ⊗ R N ) = e(M )e(N ) if and only if e(M ) = e(M/πM ) or e(N ) = e(N/πN ).
Proof. Just as in the proof of Proposition, 2.2, we may assume that k = R/πR is algebraically closed. We consider the multiplication map
By Lemma 1.1, we can write
where dim M ′′ < dim M and dim N ′′ < dim N . If we have A/p ֒→ M , then since M is R-torsion free, the same must hold for A/p, meaning that it, too, is R-flat.
The same can be said for any B/q ֒→ N . Multiplying [M ] and [N ] gives, in
where, by Lemma 2.1, Γ is a sum of modules having lower dimension than M ⊗ R N . From the additivity formula (1.2), we see that for all p ∈ Supp M with dim(A/p) = dim M (and similarly for N ). From these two remarks, we are reduced to proving the theorem in the case that M = A/p and N = B/q where p and q are prime ideals. We shall henceforth assume that M and N are of this form.
We first tackle the "only if" part and assume that e(M ) = e(M/πM ). Since k is infinite, we can choose an ideal a = ( 
is, of course, guaranteed by Theorem 2.2.
To prove the converse, we suppose that e(M ) < e(M/πM ) and e(N ) < e(N/πN ). Once again we choose a system of parameters
→ A/p whose kernel is generated by a prime f . We put A 0 = A ′ /f A ′ and claim that e(A 0 ) < e(A 0 /πA 0 ). For this, we see that as in Case 2 of Proposition 2.2, we have an exact sequence of A 0 -modules 0 → A r 0 → M → E → 0 with dim E < dim M , whence e(M ) = re(A 0 ). We consider now the map on G 0 , given by intersection with the divisor π:
Arguing as in the proof of Proposition 1.4, we obtain, in G 0 (Spec(A 0 /πA 0 )), the relation
where Φ([E]) is represented by a sum of modules whose dimension is strictly less than dim M − 1. Applying e(dim M − 1, −) shows that e(M/πM ) = r · e(A 0 /πA 0 ), meaning that e(M/πM ) − e(M ) = r(e(A 0 /πA 0 ) − e(A 0 )).
In particular, we obtain e(A 0 ) < e(A 0 /πA 0 ). Since N is R-flat, we can apply − ⊗ R N to the above sequence and obtain e(M ⊗ R N ) = re(A 0 ⊗ R N ) (cf. Case 2 of Proposition 2.2). Since e(M ) = re(A 0 ), it therefore suffices to show that e(A 0 ⊗ R N ) > e(A 0 )e(N ).
Consider first the shape of f ∈ A ′ . We may write
where N = {0, 1, 2, · · · } and each c δ ∈ R. One therefore obtains the equality
where ν is the discrete valuation on R and ν(0) = ∞. If we denote by f the residue
, we see that
Since e(A 0 ) < e(A 0 /πA 0 ), we see that ν(c δ ) > 0 for all monomials c δ W
A ′ where a = ord(f ) = e(A 0 ) and g ∈ A ′ . Now put
Since B ′ is a power-series ring over N = B/q, we see that there is a canonical isomorphism gr
where each W i sits in degree 1. Since π divides f , we have a surjection
with π now regarded as an element of gr 1 (B/q). By assumption, e(N ) < e(N/πN ), so Proposition 1.3 assures us that dim gr N π gr N = dim gr N . This, in turn, says that going modulo f does not reduce the dimension of gr B ′ . Note that 
if and only if e(M ⊗ R N ) = e(M )e(N ).
Proof. Since we have assumed that M and N are R-flat, we know from Lemma 2.1 that dim(gr M ⊗ k gr N ) = dim(gr(M ⊗ R N )) + 1. Our claim is therefore a question of whether π ⊗ 1 − 1 ⊗ π cuts down the the dimension of gr M ⊗ k gr N . As far as sets are concerned, we have Case 1: (π ∈ q j ) In this case, we see that
and it is clear that π ⊗ 1 − 1 ⊗ π cuts down the dimension of gr(A)/p i ⊗ k gr(B)/q j . Case 2: (π / ∈ q j ) We consider going modulo the two-generated ideal (π ⊗ 1, 1 ⊗ π):
Since going modulo (π ⊗ 1, 1 ⊗ π) = (π ⊗ 1 − 1 ⊗ π, π ⊗ 1) drops the dimension by 2, π ⊗ 1 − 1 ⊗ π must cut down the dimension by 1.
2.3. Equidimensionality.
Definitions 2.6. Let A be a Noetherian ring. A finitely-generated A-module M is said to be equidimensional if for all minimal primes p ∈ Supp M , dim A/p = dim M . If A is local with maximal ideal m we say that A is formally-equidimensional if its m-adic completionÂ is equidimensional (as anÂ-module).
Formal equidimensionality is a crucial hypothesis for many of our arguments. We now show that this property is well-behaved with respect to completed tensor products. Proof. Since A/p is R-flat, π is a non-zerodivisor, so A/p has a system of parameters (π, x 1 , · · · , x d−1 ) where d = dim(A/p). By sending T i to x i , we obtain a finite morphism
where E is annihilated by some g ∈ A ′ . Since B/q is R-flat, we obtain
As g also kills E ⊗ R B/q, we see that (A/p ⊗ R B/q) g ∼ = (A ′ ⊗ R B/q) r g as A ′ ⊗ R B/qmodules. Since B/q is R-flat, g remains a non-zerodivisor on A/p ⊗ R B/q, thereby giving rise to an inclusion
However, A/p ⊗ R B/q is finitely-generated over A ′ ⊗ R B/q, so for some N > 0, one actually has an inclusion of A ′ ⊗ R B/q-modules
Fix an associated prime P of A/p ⊗ R B/q. Its contraction P ′ ∈ Spec(A ′ ⊗ R B/q) is also associated to A/p ⊗ R B/q, now thought of as an A ′ ⊗ R B/q-module. From the above inclusion, we see that P ′ is necessarily associated to
and so is a domain, meaning that P ′ = (0). We therefore see that A ′ ⊗ R B/q → (A/p ⊗ R B/q)/P is a finite, integral extension of rings, whence it follows that dim((A/p ⊗ R B/q)/P ) = dim(A ′ ⊗ R B/q).
Corollary 2.8. Let A and B be as in Proposition 2.7. Suppose that M and N are finitely-generated modules over
A and B such that both are R-flat and equidimensional. Then M ⊗ R N is equidimensional.
Proof. As we saw in Lemma 2.1, we can decompose Supp(M ⊗ R N ) via
where p and q range over all minimal primes in Supp M and Supp N . Since M and N are R-flat and equidimensional, we have, again by Lemma 2.1, that for each p and q,
We now appeal to Proposition 2.7.
If M and N are finitely-generated, equidimensional A and B modules, M ⊗ K N is equidimensional.
we see that M ′ and N ′ are R-flat, and, by Corollary 2.8,
′ -module on which T acts as a non-zerodivisor. Thus,
2.4. Passage to the Associated Graded. For power-series ring over a field K one has, thanks to Samuel, a particularly nice interplay between the completed tensor product over K and the associated graded:
for K a field. Then for ideals, a and b, there is an isomorphism
From this we immediately see that e(A/a ⊗ K B/b) = e(A/a)e(B/b). In mixedcharacteristic, the situation is considerably more subtle. where the grading on the left-hand side is given by total degree (see 2.12 below). If we denote by π the image of π in gr 1 A (or in gr 1 B), we see that π ⊗ 1 − 1 ⊗ π maps to 0 thus giving rise to a surjection gr(A/a)
Our situation is considerably worse than that in Theorem 2.10 as the kernel of ψ can, in general, be quite large. In fact, Corollary 2.5 shows that the source and target of ψ have the same dimension if and only if e(A/a ⊗ R B/b) = e(A/a)e(B/b).
Notations 2.12. We now put M ′ = {x ∈ gr(A/a) : π n · x = 0 for some n > 0} and consider the exact sequence
We now apply the functor − ⊗ k gr(B/b) and obtain
It will be convenient to view this as an exact sequence of gr A ⊗ k gr B-modules with an N-grading given by total degree: that is, the r-th graded piece of gr A ⊗ k gr B is given by
In this way, we can define Hilbert polynomials and therefore multiplicities for gr A ⊗ k gr B-modules as in Section 1.1. Proof. From Proposition 1.3, we see that no minimal prime of gr(A/a) contains π, and hence, M ′ must vanish at every such prime, meaning that
The result now follows from the exact sequence (*).
Lemma 2.14.
Proof. We can equip S = gr(A) ⊗ k gr(B) with a new N-grading that depends only on the first factor; that is, S r = gr r (A) ⊗ k gr(B). We apply a similar grading to N = M ′′ ⊗ k gr(B/b). The key point is that π ⊗ 1 − 1 ⊗ π is not homogeneous with respect to this grading. Since π ⊗ 1, the degree-1 component, is a non-zerodivisor on M ′′ ⊗ k gr(B/b), the result follows.
Corollary 2.15. If e(A/a) = e((A/a)/π(A/a)), then
Proof. We have from Lemma 2.14 that π ⊗ 1 − 1 ⊗ π is a non-zerodivisor on M ′′ ⊗ gr(B/b). Consider the exact sequence of gr A ⊗ k gr B modules, N-graded by total degree:
Thus, the Hilbert function for
is just the discrete derivative of that for M ′′ ⊗ k gr(B/b). From Lemma 2.13, we have e(M ′′ ⊗ k gr(B/b)) = e(A/a)e(B/b), and the conclusion follows.
Corollary 2.16. There is an exact sequence,
Proof. The desired exact sequence is obtained by tensoring (*) with gr(A) ⊗ k gr(B) π ⊗ 1 − 1 ⊗ π and noting that
Indeed, since π ⊗ 1 − 1 ⊗ π is clearly a non-zerodivisor in gr(A) ⊗ k gr(B), we may identify this Tor term with the submodule of M ′′ ⊗ k gr(B/b) consisting of elements killed by π ⊗ 1 − 1 ⊗ π, which, by Lemma 2.14, is {0}. 
induces a homeomorphism on Spec.
Proof. In the case of (i), π cuts down the dimension of gr(B/b), so the same argument used in Corollary 2.5 can be applied to show that going modulo π ⊗ 1 − 1 ⊗ π reduces the dimension of M ′ ⊗ k gr(B/b) by one. Statement (ii) is equivalent to saying that dim M ′ ≤ dim gr(A/a) − 2. In either case, we see that
From Lemma 2.16, we have the exact sequence
from which we obtain e gr(A/a) ⊗ gr(B/b)
Note that the last equality follows from Lemma 2.15. Consider the exact sequence of N-graded modules
The fact that the two right-hand terms have the same dimension (Corollary 2.5) and multiplicity means that K must have lesser dimension. Since
as claimed. For case (iii), we first remark that we have
and
with p i ranging over all minimal primes of A/a. It therefore suffices to prove the claim for each surjection
Since A is a regular local ring, the fact that each A/p i has dimension dim A − 1 means that ht(p i ) = 1, whence we have p i = (f i ) for some f i ∈ A. One therefore has an isomorphism gr(A/p i ) ∼ = gr(A)/(f i ) (see Lemma 3.6 in the next section). From Proposition 1.4, e(A/p i ) = e((A/p i )/π(A/p i )), meaning that π, now thought of as a prime element in gr 1 (A), does not lie in any minimal prime of gr(A/p i ) = gr(A)/(f i ) (Proposition 1.3). Since gr A is a unique factorization domain, this is enough to guarantee that π is a non-zerodivisor on gr(A/p i ) and, in particular, is not contained in any associated prime of gr(A/p i ). We are therefore reduced to the situation of Case (ii) for which we already know the result to be true. 
Lemma 3.2. Suppose that (R 0 , πR 0 ) is a discrete valuation ring and that R 0 /πR 0 is perfect. Let (A, m) be a regular local ring containing
where (R, πR) is complete and contains R 0 .
Proof. The proof follows the same outline as that of the Cohen Structure Theorem found in [Mat86, Ch. 29]. We shall be brief. Suppose that (π, x 1 , · · · , x n ) is a regular system of parameters for A. If R =Â/(x 1 , · · · , x n )Â, then R is a flat extension of R 0 and has π as its uniformizer. Since R 0 /πR 0 → R/πR is separable (i.e. 0-smooth), it follows [Mat86, 28.10] that that R 0 → R is πR-smooth. In particular, if we inductively assume that R → A/m i has been defined, we obtain a lift as indicated by the dotted arrow:
Ultimately, we see that the map R 0 →Â factors through R. We can then define
Since R/πR =Â/mÂ, the map is clearly surjective and, for dimensional reasons, must have kernel equal to {0}. 
Proof. Following [Ser65, V-16] we begin with two reductions. First, under the faithfully-flat base-change toÂ, our three numbers e(M ), e(N ), and χ(M, N ) are unchanged, so we shall henceforth assume that
where R is a complete DVR with uniformizer π (Lemma 3.2). Next, observe that χ A gives a bilinear map
By Lemma 1.1, we can write, in G 0 (Supp M ) and G 0 (Supp N ), the expressions
with dim M ′′ < dim M and dim N ′′ < dim N . From Theorem 3.1(c), we see that only the top dimensional terms of χ A (M, N ) survive in the sense that
From the additivity formula (1.2), it therefore suffices to prove the result for M = A/p and N = A/q. Note first that it cannot occur that π ∈ p and π ∈ q. If this were the case, both M and N would be supported on
Thus, π is a non-zerodivisor for one of the modules -say N . Consider the diagonal ideal, d ⊆ A ⊗ R A, that is generated by the elements,
There is a "reduction to the diagonal" spectral sequence [Ser65, V-12]
Since N is R-flat, the spectral sequence degenerates to give isomorphisms
where
is the Koszul homology with respect to the parameter system
so by Theorem 2.2, we conclude that
3.2. Connection with the Blowup. 
where X, Y , and Z are the blowups of X, Y , and Z at the closed point and
When A satisfies the hypotheses of Theorem A, we see that
Before proceeding further, we first give algebraic descriptions of Y ∩ Z and several other geometric objects relating to the blowup. 
In particular, Y ∩ Z is empty if and only if gr(A/a) ⊗ gr
Proof. Denote by E = Proj(gr A) the exceptional divisor of the blowup X → X. We have that E ∩ Y = Proj(gr(A/a)) and E ∩ Z = Proj(gr(A/b)). Since Y and Z meet at a point in X, we clearly have the set-theoretic containmentỸ ∩Z ⊆ E. Thus, as sets, we have This isomorphism may not hold if gr A fails to be a domain. For example, Proposition 1.3 shows that in general, we should not even expect both sides to have the same dimension. Nonetheless, we have the following partial result which will suffice for our purposes.
Proposition 3.7. Let (A, m) be a local ring and suppose that f ∈ A is a nonzerodivisor for which e(A/f A) = e(A). Then the surjection gr A/(f ) → gr(A/f A) induces an isomorphism of reduced schemes:
Proof. Let φ : X → Spec A be the blowup along the closed point with exceptional divisor E = φ −1 (Spec A/m). Let Y be the strict transform of Spec(A/f A). We can identify Proj(gr(A/f A)) with Y ∩ E. The canonical surjection of graded rings gives a closed immersion of Proj(gr(A/f A)) into Proj(gr(A)/(f )), which, itself, is a subscheme of E. To see that this inclusion is, in fact, a bijection of sets, choose any component of Proj(gr(A)/(f )) and let x ∈ X be its generic point. It will suffice to show that Proj(gr(A/f A)) = Y ∩ E contains x. Since x already belongs to E, we need only show that x ∈ Y .
Let B = O X,x . We consider now the local equations of Proj(gr A/(f )) and Proj(gr(A/f A)) in B. First, E = Proj(gr A) is an effective Cartier divisor and so is given by a single equation t ∈ B. As f ∈ m − m 2 , we obtain the factorization f = at in B, and Proj(gr A/(f )) is given locally in B by the ideal (a, t). We may also realize Y as the closure of φ −1 (Spec(A/f A)) − E in X, so locally in Spec B, Y is given via the closure of the locally-closed subset, Spec((B/f B) t ) = Spec((B/aB) t ). Now, Spec((B/aB) t ) is empty if and only if the vanishing set of a in Spec B is contained in the vanishing set of t. However, from Proposition 1.3, we know that since f cuts down the dimension of gr A, we must have that dim(B/(a, t)) < dim(B/(t)). That is, the vanishing sets of t and a meet properly. Thus, Spec(B/aB) t is nonempty and so its closure contains the maximal ideal of B, meaning that x ∈ Y .
Lemma 3.8. Let (A, m) be a formally-equidimensional, universally catenary local ring. Let X be the blowup along the maximal ideal. Then for every closed point
Proof. First, we observe that if x ∈ X is closed, then since X → Spec A is proper, x must be mapped to the closed point; hence, x ∈ E = Proj(gr A). Since A is formallyequidimensional and universally catenary, we have that gr(A) is an equidimensional ring [HS06, B.4.6]. Thus, E is an equidimensional projective scheme over the field k = A/m, so for any closed x ∈ X, dim O E,x = dim gr A − 1 = dim A − 1. But O E,x is just O X,x /tO X,x where t is the local equation for the effective Cartier divisor E, so dim O X,x = dim A. 
On X 0 , π generates E, so the result is clear for x ∈ X 0 ∩ E. For i ≥ 1, E ∩ X i is cut out by y i and W by (y i , π/y i ). Thus, x ∈ X i ∩ (E − W ) corresponds to a prime ideal p ⊆ A i containing y i but not π/y i . In O X,x = (A i ) p , π and y i therefore differ by the unit π/y i , so once again, O X,x /πO X,x ∼ = O E,x is regular. Since R 0 ⊆ O X,x , the second claim follows from Lemma 3.2.
With A and R 0 as above, let Y = Spec(A/p) and Z = Spec(A/q) be as in Dutta's Theorem (3.4). Our next proposition shows that if χ A (A/p, A/q) = e(A/p)e(A/q), then Y ∩ Z is contained (as a set) inside the closed, codimension-2 subscheme W defined in Lemma 3.9. Proof. We put X = Spec A, Y = Spec(A/p), Z = Spec(A/q) and denote by X, Y , and Z their respective blowups at the closed point. We let E be the exceptional divisor of X and consider the closed subscheme W = Proj(gr A/(π gr A)) ֒→ E as defined in Lemma 3.9. From the hypothesis, dim(gr(A/p)⊗ gr A gr(A/q)) ≤ 1; that is, Y ∩ Z is a finite (perhaps empty) set of closed points x 1 , · · · , x n ∈ E. We also know that Y ∩ Z ∩ W is empty, so according to Lemma 3.9, O X,xi is a power-series over a complete DVR for each of the x i . Each of the coherent sheaves Tor
is supported on (at most) finitely many closed points and so is Γ( X, −)-acyclic. We therefore see [Dut13, Main Thm.,(iii)] that the formula for
where we respectively denote by k(x i ) and k the residue fields of O X,xi and A. ] -could very likely be used to reduce the problem for a general equicharacteristic A to the finite-type situation of Theorem 3.11. However, since Fulton's proof requires the smoothness of the blowup over the base, it appears difficult to adapt it to the case of mixed-characteristic. Instead, we shall now present a direct, algebraic argument which generalizes Theorem 3.11 to all equicharacteristic regular local rings and applies, at least in part, to the case of mixed-characteristic. A key ingredient is the Theorem of Rees (1.8).
Theorem B.
Suppose that A is an equicharacteristic regular local ring with residue field k. Suppose that M and N are two equidimensional modules satisfying both
In other words, Conjecture I holds in the equicharacteristic case.
Proof. By base-extending toÂ, it is clear that the intersection multiplicity and the dimension of gr M ⊗ gr A gr N will remain unchanged. Since A is regular and hence formally-equidimensional, we are guaranteed [HS06, B.4.2,3] that M and N are equidimensional. We may therefore assume that
If we choose arbitrary minimal primes p of M and q of N , we necessarily have χ A (A/p, A/q) = e(A/p)e(A/q). It therefore suffices to prove the proposition for M = A/p and N = A/q. By tracing through the steps of the proof of Theorem 3.1 (or adapting the proof of Theorem A), we see that
. From Theorem 2.10, we have an isomorphism
From this isomorphism, we immediately see that e(A/p ⊗ k A/q) = e(A/p)e(A/q). By hypothesis, however, we also have χ(A/p, A/q) = e d (A/p ⊗ k A/q) = e(A/p)e(A/q). Since A/p ⊗ k A/q is equidimensional (Corollary 2.9), Rees's Theorem (1.8) says that the maximal ideal of A/p ⊗ k A/q is contained in the integral closure of d · (A/p ⊗ k A/q). The map of Rees Algebras
is therefore finite [HS06, Thm. 8.2.1]; and hence, the same can be said for gr
is 0-dimensional as claimed. A direct computation, however, shows that dim(gr(A/I) ⊗ gr A gr(A/J)) = 1.
3.4. Equality in the Mixed-Characteristic Case. We now fix a discrete valuation ring (R 0 , πR 0 ) with perfect residue field. We suppose that (A, m) is a regular local ring containing R 0 and that π ∈ m − m 2 . This is enough to guarantee (Lemma 3.2) thatÂ ∼ = R[[X 1 , · · · X n ]] for some complete DVR (R, πR). We treat first the case in which one of the modules is supported on A/πA, and hence, the situation is considerably simpler: is 0-dimensional (Lemma 3.5). The conclusion now follows from the fact that we chose p and q to be arbitrary minimal primes.
The case of two R 0 -flat modules is considerably more complicated. Before attempting to prove Conjecture I, we prove an intermediate result which is interesting in its own right: induces an homeomorphism on Spec, so gr(A/a) ⊗ gr A gr(A/b), the quotient of gr(A/a) ⊗ k gr(A/b) π ⊗ 1 − 1 ⊗ π by the X i ⊗ 1 − 1 ⊗ X i , will be 0-dimensional as claimed.
In case (v), let p and q be arbitrary minimal primes of A/a and A/b. Since A/a and A/b are equidimensional, we necessarily have χ A (A/p, A/q) = e(A/p)e(A/q).
By hypothesis, dim(gr(A/p) ⊗ gr A gr(A/q) ⊗ gr A gr A π gr A ) = 0, so by Proposition 3.10, dim(gr(A/p) ⊗ gr A gr(A/q)) = 0. Since p and q were arbitrary, the conclusion follows.
In case (iv), recall that Proposition 1.3 says that going modulo π will drop the dimension of gr(A/a). Since dim gr(A/a) = 1, we are reduced to case (v) where the result is already known.
