Abstract
Introduction
As an nonlinear version of Fisher linear discriminant analysis [4] , Kernel Fisher discriminant (KFD) has been proposed by [6] and it demonstrates the state-of-the-art performance on a range of benchmark data sets. In training KFD classifiers, the model includes some hyper-parameters such as the kernel parameter and the regularization parameter that govern the generalization performance of the classifiers. Finding the hyper-parameters with a good generalization performance is crucial for successful application of KFD. A popular way to estimate the generalization performance of a model is cross-validation. In l-fold crossvalidation, one divides the data into l subsets of (approximately) equal size and trains the classifier l times, each time leaving out one of the subsets from training, but using only the omitted subset to compute the classification errors. If l equals the sample size, this is called leave-one-out crossvalidation (LOO-CV). The naive implementation of l-fold cross-validation trains a classifier for each split of the data and is thus computationally expensive if l is large especially for LOO-CV where l = n. Previous work has been done to reduce the computational complexity of LOO-CV (but none for general l-fold cross-validation), see [9, 10, 7, 5, 3] for support vector machines, [12] for least square support vector machines and [2] for KFD. It should be noted that all these methods except for [12] computes the approximate LOO errors.
In cross-validating KFD, the classifier for each training set is not really of interest. One is only concerned with the predicted responses of the left-out examples. In this paper, we present a new formula for calculating the predicted responses of the left-out examples for validation and propose algorithms using this formula for evaluating l-fold cross-validation and LOO-CV of KFD. For l-fold crossvalidation, the proposed algorithm performs generally faster than the naive implementation and the reductions in computation increases with l. An interesting property of the proposed l-fold cross-validation is that its computation complexity decreases with l while the naive implementation involves more computation with larger l. Comparing with [2] for LOO-CV, the proposed algorithm provides a more accurate approximation of the exact LOO errors while the computational complexity is slightly reduced but with the same order O(n 3 ).
The layout of this paper is as follows. In Section 2, we briefly review the formulation of the KFD classifiers. In Section 3, we develop the cross-validation formula for calculating the predicted responses of the left-out data and develop the algorithms for l-fold and LOO-CV evaluation. Section 4 provides experimental examples to illustrate the performance of the proposed algorithm with a comparison to naive implementations and the method in [2] .
Kernel Fisher Discriminant Analysis
Given a training set {(x i , y i )} n i=1 with input data x i ∈ R n and class labels y i ∈ {−1, 1}. Assume that one has n + positive samples and thus one have n − = n − n − negative samples. Fisher's linear discriminant attempts to find a linear projection such that the classes are well separated and this is achieved by maximizing the ratio of the between and within class variance, that is
where
and m k , I k denote the sample mean and the index set for class k, respectively. In formulating KFD, the projection coefficient vector w is expressed in terms of mapped training patterns, i.e.,
and the optimization problem for KFD can then be written as [6] 
Here 1 nk is a vector with n k ones,
is usually induced by a kernel function that maps the input space to a high dimensional feature space. The kernel function K(·, ·) can typically be either linear, polynomial or Gaussian kernels.
Since N is likely to be ill-conditioned, it is suggested [6] to regularize N as N μ = N + μI n . The coefficients, α, is given by the eigenvector of N −1 μ M with the largest eigenvalue. The projection of a test point onto the discriminant is given by
To use this projection in classification, one needs to find a suitable bias, b, which is usually chosen such that the projections of the two class data is with zero mean, i.e.,
It is shown that α, b can also be obtained by solving the following system of linear equations [11] 
The Cross-Validation Algorithms
In this section, we provide the formulas and algorithms for fast cross-validation of KFD with the derivations and proofs being delegated in Appendix.
First, we introduce some notations. Denote (10) and let b * , α * be the solution of (8) . Then
Also, we use e * to denote the training error vector of KFD classifier, that is
In l-fold cross-validation, one splits the data into l sub-
* , e * , ξ, η into l sub-vectors and split B and BK into l × l blocks. That is (2) . . .
y (2) . . .
. . .
ξ (2) . . .
η (2) . . .
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(15) Now, we are ready to present the main result. 
the classifier formulated by leaving the kth group out and letê
where Z k ∈ R nk is an auxiliary variable.
To ensure that the ratio of the numbers of positive and negative training samples remains n + /n − for each split, one can divide the data in each class separately and then combine them such that the ratio of the positive and negative samples is n + /n − in each fold . On the other hand, if the sample size n is large and the data is put in a random order, then the ratio of the positive and negative samples for training will be approximately equal for each split. In particular, for LOO-CV, this ratio is (n + − 1)/n − (or n + /(n − − 1)) if a positive (or negative respectively) sample is set for validation and thus approximately equals to n + /n − if both n + and n − are large.
Based on Theorem 1, one can evaluate the l-fold crossvalidation of KFD as follows. 4. Compute the predicted labels,
Sum up all incorrect labels
In the naive implementation of l-fold cross-validation, one trains the KFD classifiers l times, each time leaving out one of the subsets from training, and using the omitted subset to compute the classification errors. For each classifier, the training involves one multiplication of two (n − n k ) × (n − n k ) matrices and the solution of a linear system of dimension (n − n k ). Note that multiplication of two m × m matrices and solving a linear system with dimension m have the complexity of m 3 and 1 3 m 3 respectively [8] and n v ≈ n l , the complexity of the naive l-fold CV is
In the special case when n v = 1, l = n, this reduces to the LOO-CV and the computational complexity is
On the other hand, the proposed algorithm involves the inverse of a n × n matrix, two multiplications of n × n matrices, and the solutions of l linear systems with dimension 2n v . The total complexity is approximately 3n 3 + 2 and thus the proposed algorithm is more efficient. For typical 10-fold cross-validation, the proposed algorithm is approximately 4 times as efficient as the naive implementations. It is interesting to note that the computations of this algorithm decrease with increasing l while the naive implementations involves more computations with larger l. Therefore, the computational reductions increase with l.
In the case that l = n, this reduces to LOO-CV and the complexity is 3n 3 while the naive implementation has much larger complexity 4 3 n 4 . To apply the formula following (10) in [2] for LOO-CV, one need evaluate three multiplications of (n+1)×(n+1) matrices, an inverse of an (n+1)×(n+ 1) matrix and a solution of a linear system with dimension (n + 1). Hence the total complexity is approximately 4 1 3 n 3 which is larger than our proposed algorithm.
Experimental Results
We compare the performance of the proposed and the naive cross-validation methods on two benchmark datasets from UCI benchmark repository [1] : the Statlog German credit (1000 patterns with dimension 24) and the Johns Hopkins university ionosphere (351 patterns with dimension 33). Note that, in Fig. 1 and 2 , the time is for one pair of σ and μ. In model selection of KFD, one needs to try many possible pairs of σ and μ and then find the best pair with minimal validation errors. Fig 3 and Fig4 compare the relative approximation errors of the predicted responses and LOO errors respectively computed by the method in [2] and the proposed algorithms on the dataset ionosphere with μ = 1, σ 2 = 10. The relative approximation error is defined as r − r / r where r is the vector of the predicted responses computed directly by the LOO procedure andr is obtained by using the proposed algorithm or the method in [2] respectively. 
Conclusions
Based on the inverse of the system matrix, this paper presents a new formula for computing the predicted responses of the left-out examples in l-fold and LOO crossvalidation of KFD. A novel cross-validation algorithm is developed using this formula. The proposed algorithms are generally more efficient than the naive implementations especially for LOO-CV. Comparing with the recently developed efficient method in [2] , the proposed algorithm is slightly more efficient and with less approximation errors.
Appendix: Proof of Theorem 1
Let e =ŷ − Kα − b1 n which is the predicted residual vector. Then 
Let A −μI K K I . Since μI + KK is positive definite and thus invertible, one have
Recall the notations in (10) and (15), and note that d = 0, one has ⎡ ⎣ 0 0 1 
From the definition of the weighted labelsŷ in (9), it depends on the ratio of numbers of the positive and negative training samples. Under the assumption that the ratio of the positive and negative training samples remains n + /n − when kth group is omitted in training, the weighted labels remains the same as that for entire set being training samples.
To train the classifier after leaving the kth group out, one needs to solve the following system of linear equations ⎡ Z k e (k) (29) From (21) and the notations in (15), it is easy to verify that 
