This study analyzes the electric and thermal energy efficiency for five different metal-based durable manufacturing industries in the United States from 1987-2012 at the 3 digit North American Industry Classification System (NAICS) level. Using confidential plant-level data on energy use and production from the quinquennial U.S. Economic Census, a stochastic frontier regression analysis (SFA) is applied in six repeated cross sections for each five year census. The SFA controls for energy prices and climate-driven energy demand (heating degree days -HDDand cooling degree days -CDD) due to differences in plant level locations, as well as 6-digit NAICS industry effects. A Malmquist index is used to decompose aggregate plant technical change in energy use into indices of efficiency and frontier (best practice) change. Own energy price elasticities range from -.7 to -1.0, with electricity tending to have slightly higher elasticity than fuel. Mean efficiency estimates (100 percent equals best practice level) range from a low of 32 percent (thermal 334 -Computer and Electronic Products) to a high of 86 percent (electricity 332 -Fabricated Metal Products). Electric efficiency is consistently better than thermal efficiency for all NAICS. There is no clear pattern to the decomposition of aggregate technical Thermal change. In some years efficiency improvement dominates; in other years aggregate technical change is driven by improvement in best practice.
Introduction
A popular conceptual modeling method for energy forecasting is the stock adjustment approach. This approach is based on the notion that energy use is tied to capital stock which changes over time in response to replacement, due to depreciation, and new expansion, to account for growth. This basic framework is used widely in the demand modules for the National Energy Modeling System (NEMS) by the U.S. Energy Information Administration (EIA). The Industrial Demand Module (IDM) is one such model that employs this underlying concept (EIA 2014) .
This approach considers that the unit energy consumption (UEC) can been represented as weighted average of the UEC for existing and new applications (equipment or capital stock, etc.)
This approach shares common features with the partial adjustment model that is commonly used in econometric studies to distinguish between long run and short run price elasticities for a wide range of macro and microeconomic phenomenon, including energy. The implications of such a model, particularly when interpreted in the context of a putty-clay approach, is that once the relevant piece of capital is put into use the UEC is constant (or nearly so) over its lifetime. This implies that there would be a distribution of UEC over different pieces of equipment. Since the distribution must have a minimum, this distribution can be thought of as the distribution of energy efficiency within a sector. The difference between the average UEC and the lowest can be thought of as a measure of the "energy gap," which has been the subject of numerous studies (Jaffe and Stavins 1994 , Huntington 1995 , Allcott and Greenstone 2012 , Boyd and Zhang 2013 , Boyd and Curtis 2014 , Boyd 2016 .
The putty-clay notion is an empirically strong one, particularly if the unit of observation is not a piece of equipment but a manufacturing facility. A facility itself is made of many difference pieces of capital, with different lifetimes. In addition, the UEC may not be entirely embodied in the capital, but respond either positively or negatively to other inputs; maintenance, management, etc. This means that the UEC of a manufacturing facility or plant may change over time, but still within an observable distribution. The shape and position of this distribution may also change over time, either in response to technical change or other forces. The direction and magnitude is an important empirical question.
This paper estimates the distribution of energy efficiency in metal based durables (MBD) and the evolution over time in order to better understand the nature of the "energy gap" and how it interacts with technical change to drive industry level performance. This research can inform the stockadjustment based energy forecasting of MBD in the NEMS IDM. While the efficiency distribution could be estimated using Data Envelopment Analysis (DEA) estimation approaches, this study employs the stochastic frontier analysis (SFA) econometric approach. 1 To measure the evolution of efficiency and technical change over time, a Malmquist index decomposition is conducted. We also examine the efficiency of new plants entering the industry, relative to continuing plants. This provides insight into another aspect of the dynamics of energy efficiency as it relates to plant vintage.
Non-public plant level micro-data from the U.S. Census Bureau is used to control for differences in local market conditions (e.g. state level policies or energy prices) or exogenous plant specific characteristics (e.g. plant size, detailed NAICS, climate, etc.). As a result, these potential confounders that can lead to differences in plant energy use are precisely measured, and are not treated as differences in energy efficiency. By conducting the analysis at the plant level the model is capable of representing the efficiency distribution at various levels of aggregation, specifically in terms of geography (e.g. Census division) and industry, without losing state and industry level detail. In the context of forecasts, many of these plant/industry characteristics (e.g. size, 6-digit NAICS) are not amenable to forecasting. As such, they are likely to be assumed constant in the future. What is important is that differences in energy use that arise from these other characteristics, such as the distribution in plant size or detailed NAICS, is not confused with energy efficiency.
We conduct a plant level analysis of each of the five 3-digit NAICS that comprise MBD (see Table 1 ). Electricity and total fuel use 2 are analyzed separately for each 3-digit sector, for a total of 10 sector-fuel combinations. The analysis time period includes the years 1987, 1992, 1997, 2002, 2007, and 2012; 6 time steps from the quinquennial Census of Manufactures (CMF).
The focus is to obtain measures of the frontier (or "best practice") energy intensity and the underlying distribution in plant level energy efficiency relative to the estimated frontier, over time. The SFA has the advantage that the estimated model parameters can be used by EIA for forecasting, while the DEA approach would only provide the plant level efficiency estimates. SFA allows the analysis to directly control for a variety of effects, such as plant size, labor intensity, detailed NAICS, etc. as described below. The SFA approach is also better suited to Census disclosure requirements.
This paper is organized as follows. A brief literature review of frontier methods as applied to energy efficiency, in particular manufacturing, is presented. Next we describe the sources for the data. A modeling section describes the general approach, a brief overview of the Malmquist decomposition, and the final version of the models we estimate. The results section includes parameter estimates for the year 2012, the Malmquist estimates over the 25 year time period, and some panel models with year, region and state fixed effects.
Literature review
This paper draws on the theoretical and applied literature on measuring efficiency. For a broad review see (Murillo-Zamorano 2004) . The relationship between the "traditional" energy efficiency literature and the literature on productivity measurement was first discussed by (Huntington 1995) . While we focus on the SFA approach applied to energy efficiency measurement, the DEA approach has also been applied to manufacturing energy efficiency. One of the earliest papers applied DEA to energy efficiency in buildings (Ferrier and Hirschberg 1992) . (Boyd, Karlson et al. 1993) and (Boyd and Pang 2000) use DEA to compute a production efficiency and relate it to energy efficiency in steel and paper mills, respectively. (Mukherjee 2008) apply DEA to aggregate time series data. apply DEA to firm level manufacturing data in Sweden to examine the impact of the carbon emissions trading scheme in the European Union. For a broader review of energy and environmental application of DEA see (Zhou, Ang et al. 2008 ).
The SFA approach used here falls within the general class of problems of non-radial, input specific efficiency measures (Filippini and Hunt 2015) which describes three similar approaches. The first two measure technical efficiency via the factor requirements function (Boyd 2005 , Boyd, Dutrow et al. 2008 , Boyd 2008 , Boyd 2014 which is shown by (Boyd 2008 ) to equivalent to a directional distance function (Zhou, Ang et al. 2012) . The third expands the notion of efficiency to include both allocative and technical efficiency (Filippini and Hunt 2011) . This paper also expands the concept of efficiency to include allocative efficiency via introducing energy prices in an ad-hoc energy demand equation as in Hunt 2011, Filippini and Hunt 2012) and (Lundgren, Marklund et al. 2016 ). In addition, (Adetutu, Glass et al. 2016) apply SFA to OECD level data to estimate rebound effects. (Aranda-Usón, Ferreira et al. 2012) and (Feijoó, Franco et al. 2002) apply SFA to energy use in the Spanish manufacturing sector. (Lin and Long 2015) analyze the chemical sector in China using provincial level data.
Representation of inefficiency
The SFA approach to energy may be broadly represented as (Filippini and Hunt 2011) (Filippini and Hunt 2012) . This form for representing the efficiency distribution is of particular interest in the proposed modeling of higher energy prices and other influences as putting "pressure" on plants to operate closer to the frontier. State dummy variables, representing possible region specific policy effects or climate, could also be included in this type of Normal-Truncated Normal. This approach would make energy use (efficiency) sensitive to prices, but making no attempt to differentiate between allocative and technical inefficiency.
The SFA parameters for the (in)efficiency distribution will allow for scenario analysis and possible forecasting of exogenous effects on both the frontier and the underlying efficiency. Another possibility is a non-parametric kernel density of the underlying plant level efficiency distribution(s) using a random number support points as an approximation to the estimated kernel. Census clearance rule prohibit any plant level estimates and the parameters of the kernel are based on supports in the neighborhood of each observation. The advantage would be a simple way to compute the levels of inefficiency at the quartile or decile level.
Price effects
The applied and theoretical literature on efficiency measurement includes both production and cost efficiency approaches. To apply a cost efficiency measurement approach to energy either a fully specified cost function, or a separable energy demand approach is needed. This paper is motivated by the latter. Energy prices provide the basis for the frontier cost (minimizing) level of energy demand, given output and quasi-fixed inputs. The approach used by (Lundgren, Marklund et al. 2016 ) is the most similar to our analysis.
When one considers how energy prices effect energy use over time, the notion of induced technical change is of key importance. In the case of induced technical change, it is possible that the frontier shifts in response to energy price shocks by the introduction of new technologies, i.e. high prices motivate the invention or commercialization of new energy efficient technologies (i.e. LED lighting). In this case, the asymmetric approach proposed by (Gately and Huntington 2002) might be appropriate, i.e. using the highest past price as an indicator of induced technical change. We would expect induced change to be a global, not local effect, so national average prices might be appropriate. On the other hand, past prices at the plant level could reflect a putty-clay form of hysteresis, where high plant level prices in the past resulted in irreversible investments. In this case, Gately and Huntington used an asymmetric price variable that distinguished between rising and falling prices. 1987, 1992, 1997, 2002, 2007, and 2012 ; 6 time steps from the quinquennial Census of Manufactures (CMF).
Data needed for the analysis include energy use and prices along with production activities and other location specific variables. While the Manufacturing Energy Consumption Survey (MECS) provides the most detailed data on energy use, particularly cost and quantity of fuels by type, the MECS is a subsample of the Census Bureau's Annual Survey of Manufactures (ASM) that targets mainly large plants, and the presence (absence) of an observation is not an indicator of entry (exit) in the industry. We need this information on entry/exit/continuing status for the Malmquist decomposition and comparison of the relative efficiency of entering vs continuing plants. Using the CMF, part of the quinquennial Economic Census (EC) solves this problem.
The availability of plant level electricity use and prices in the EC is also a major advantage of this data set. (Davis, Grim et al. 2012) analyze the dispersion of those prices in detail. However, the EC only reports cost of fuels, not quantities, so Btu fuel consumption is imputed from fuel costs in the CMF using the assumption that most fuel use in this sector is natural gas. This is a reasonable assumption for the metal based durables industries that we focus on, because publicly available MECS data from 2010 for these 5 sectors suggests that 88 to 98 percent the purchased fuel in this sector is natural gas. We impute Btu consumption by taking the cost of fuels and dividing by the state level natural gas prices as published by the EIA's State Energy Data System (SEDS). 3 The CMF provides plant level electricity consumption and costs, from which a plant level price can be computed. Plant level shipment values, adjusted for inventory changes are used to measure production. Labor is measured in production worker hours. All data in $ values are deflated using the (Bartelsman and Gray 1996) NBER 6-digit NAICS price deflators. The ZIP code location of the plant is merged with NOAA weather station data to get a plant specific heating and cooling degree day (HDD and CDD) measure as a control for the energy impact of location and time specific climate conditions. The section that follows provides an overview of the empirical models used to estimate plant-level energy efficiency using the EC data.
General Modeling approach
We estimate a SFA ad hoc energy demand equation for the two primary energy types in each of the five 3-digit NAICS that comprise this sector. The use of SFA in log form will facilitate the NEMS approach to measure relative energy intensity (2014) while controlling for scale and other effects, since the plant estimates of inefficiency, in log form, can be interpreted as percent differences from the frontier and can easily be transformed into percent differences from the mean. At a high level of abstraction, we consider models of the general form below, 1987, 1992, 1997, 2002, 2007, and 2012 
The last two terms represent statistical noise, , , , and inefficiency, , , , respectively. We will return to specific approaches to the distributional assumptions of , , below.
Both total value of shipments (TVS) and value added (VA) are considered in the model as measures of activity, lnY. VA might be preferred since it partially controls for the "make/buy" element of the materials/energy substitution at the plant level, however, our results do not indicate any statistically significant differences among models dependent upon choice of production activity. As a result, our preferred models use TVS as the dependent variable, because this is the aggregate output variable employed in NEMS for forecasting purposes. Labor, measured by lnEmp, controls for plant level utilization effects, 4 since labor may be sticky in the short run. The long run relationship between energy and plant scale is captured by the combined coefficient on production and labor, lnY and lnEmp. In a simple Cobb-Douglas specification the sum of the coefficients on lnY and lnEmp reflect the economies of scale with respect to energy. If the sum of the coefficients is less than one then we can infer that larger plants will have lower frontier energy intensity than smaller plants. This means that the model will control for scale differences with respect to energy use directly in the plant specific frontier so that differences in plant scale (size) will not be subsumed into the energy efficiency measure.
Within a 3-digit NAICS there can be a lot of heterogeneity, so six digit NAICS industry controls are used for the primary analysis. One could consider product level dummies as well, since the CMF has such detail. However, doing so would require very specific prior information about which product level NAICS are more/less intensive, since there are a very large number of 10-digit product NAICS.
Interaction of the 6-digit NAICS with continuous variable specifications, such as lnY and lnEmp, could be explored, sample size permitting.
, , reflects the price effects. The prices of both types of energy (j = electricity and fuel) may impact either energy type. Variation in energy prices can be used to capture price incentives and allocative efficiency. Electricity and fuel have different data issues, so the treatment of prices will also have to be different. Census data collects plant level cost and quantity for electricity but only costs for fossil fuels. The problem with using plant level electric prices 5 directly in the model is that the plant may have some bargaining power or simply more choice over rate plans, with larger electricity users realizing lower average prices, resulting in an endogenous variable. Although not reported, we considered instruments for this using either state level prices from SEDS or county level average prices constructed directly from the Census data. Our IV estimates are generally similar to the SFA results presented herein, and formal Hausman tests for endogeneity of prices generally reject the null hypothesis that plant-level prices are exogenous in the MBD sector.
Incorporating prices into the factor requirement function allows us to measure price responsiveness of the sectors. If we view the model in a production function context then higher energy prices could act as an exogenous shifter of the frontier, i.e. induced technical change.
The D prefix in the energy factor requirements function given above indicates dummy variables to control for various plant characteristics. State (region) level dummies are used to capture a range of unobserved state characteristics. In particular, state dummies could capture differences in the regulatory / business environment, including state specific policies regarding energy efficiency. 4 Using the 5-year Economic Census also conveniently avoids the years of the Great Recession by including 2007 and 2012, but not the intervening years. 5 These prices are not true marginal prices, but include demand charges, etc. They are total expenditures divided by total consumption. Heating Degree Days (HDD) and Cooling Degree Days (CDD) are used to control for ambient weather conditions on an annual basis using the zip-code location of the plant. "Weather" can impact building HVAC energy use, but also impact process energy via outside air to ovens and furnaces or chiller efficiencies, to the extent that the production requires these process. While one may expect that HDD would impact fuel use and CDD electricity use, both variables are included in each one of the energy regression equations.
Modeling electricity and fuel separately has advantages, since sector specific process needs will differ in terms of energy type. However, there may be opportunities to substitute electricity for fuel, combined heat and power being the most obvious. Since Census data does include on-site generation we can at least include a variable to control for the share of combined heat and power (%CHP). 6 In this form the variable acts like a semi-elasticity. In the electric equation we would expect a coefficient of negative unity, but in the fuel equation the coefficient would be positive account for the amount of extra fuel consumed in the CHP. We can also, ex-post, see if there is any obvious inverse correlation between electric and fuel efficiency, which might suggest some other types of electric/fuel process switching.
Primary models under consideration
There are many models that one can consider using for estimation of efficiency and price effects on energy use in either a panel or cross-section setting. The initial focus was on several different versions of the SFA estimated in the cross-section; plant level random effects and models that combine fixed/random effects with SFA (i.e. the "true" fixed and random effects as presented by Greene 2005) . After initial analysis the focus was shifted to obtaining parameter estimates and efficiency distributions from some of the simpler formulations for the SFA. In the initial stage of the analysis the panel models appear to be too computationally challenging for a data set of this size. Panel data versions of the SFA, including the normal-truncated normal models all had convergence issues, so we have focused on getting estimates from a sub-set of the available methods using year specific repeated cross sections.
The basic specification remains as above, but without the state dummies. It is not possible to use state dummies because the natural gas price is state level. The main differences arise from how the efficiency term , , is derived. , , = � , , , , , , , , , , , , , … � + , , + , ,
The SFA approach assumes that , , is follows a one-sided error distribution. Exponential and halfnormal distributions, with variance . These are two distributions that have closed form likelihood functions and are commonly used in the SFA literature. Truncated normal and Gamma distributions require the estimation of two distributional parameters and have proven too computationally challenging for our data sets, so we focus on the simpler alternatives. The standard SFA approach ignores the panel nature of this data set, specifically the notion that the plant level efficiency term , , is likely correlated over time, violating the assumption used in the cross sectional SFA. Rather than 6 CHP in MBD is expected to be a very small percent of the plants. This variable was excluded in the results presented below since the number of non-zero observations were so small they would have presented disclosure issues. EIA Forms 860 and 923 have capacity and generation to the plant level for grid connected plants greater than 1MW. These data are identified by company and latitude/longitude. These data may help further identify CHP for other sectors, e.g. bulk chemicals.
impose additional parameters to be estimated in the panel SFA approaches we choose to take advantage of the large number of plants in each year of the data and use a cross sectional approach for each 5 year period. We also note that there is a substantial amount of entry and exit in these industries, so our data set is unbalanced, which poses additional challenges related to the calculation of our Malmquist Indices measuring technical change. We use the repeated cross sections and also examine these model for stability of the elasticities and efficiency distributions over time 7 .
To obtain an estimate of inefficiency we first take the estimate of the residual from the model , ,
Using standard methods developed in the SFA literature we compute the parameters for the function f() and the expectation of the efficiency component conditional on the residuals, using the mean or mode, and convert to a measure of inefficiency see (Murillo-Zamorano 2004) .
, ,
Measuring technical change
The general approach for measuring technical change is based on the Malmquist index. Following (Färe and Grosskopf 1992) , to define the Malmquist index we must first define the input distance function.
Where ( ) is the input correspondence of the production technology set
The input correspondence follows the basic production axioms outlined in (Färe and Grosskopf 1992) . The distance function is the largest scalar value, , by which we can reduce the input vector, , and still produce the output vector, .
The Malmquist index of aggregate change between t=1 and t=0 is defined as
Not that the Malmquist index requires two distance functions defined over each time period. We can decompose this index of aggregate change into two components, efficiency change and frontier technical change. First, we define the Malmquist index of efficiency change as
We retain the time subscript in the notation since we will get estimates for each time period, but not from a panel approach, per se.
One can think of efficiency change as "observable" progress -where the firm/plant is now given today's output vs where the firm/plant was last period given last period's output. Given this notion of efficiency change the measure of frontier technical change (here after just technical change) can be derived algebraically as
Empirically the distance functions are often computed using DEA, but can also be computed using estimates from the stochastic frontier (Coelli, Rao et al. 2005) .
� However, we are interested, not in the distance function defined over the entire vector of inputs, but on the energy sub-vector (directional) distance function as defined by (Boyd 2008). In addition, the interpretation of the directional distance function used by (Boyd 2008) needs to be modified in this context, due to the inclusion of prices in the efficiency measure and resulting distance. Consider the difference between the standard Shepard input distance function as shown in Figure 1 and defined by the line AB. The sub-vector (energy directional) distance function used by (Boyd 2008) is defined by the line AC. Now consider the case shown in Figure 2 where the isoquant and the cost minimizing input combinations are shown for two different sets of energy prices. The relevant direction for the distance function is either AD' or AD'', depending on the energy prices. At higher energy prices the relative efficiency of point A would be E-E 2 * < E-E 1 *. In the DEA formulation of the distance function one would need to specify the direction vector, but in the case of the SFA approach the inclusion of energy prices make the optimal direction implicit in the computed measure of efficiency. 
RESULTS
The results presented here are based on a repeated cross section estimation for each of the quinquennial EC years as described above. In addition, a pooled analysis was performed that assumes the concerns about time series correlation at the plant level is minimal, given the 5-year times steps. These panel results are not our preferred models, but are presented to provide an alternative view of technical change vis-à-vis the Malmquist analysis on the repeated cross sections.
Despite the attractive nature of a panel data analysis with time varying efficiency and plant level heterogeneity all the panel model specifications attempting to control for unobserved time invariant plant heterogeneity failed to converge. The problem of the fixed and random effect estimation approach when the number of establishment is very large relative to the number of time periods is well established. The panels suffered from the problem of large numbers of establishments (ranging from a few thousand to over 20 thousand depending on the NAICS) and a small number of time periods (6 five year increments). This is complicated by the large amount of entry and exit in these industries, so that in practice almost no plants are in the data for all six of the years included in the analysis.
One might argue that the five year time step is sufficiently long to assume that the error terms are uncorrelated and simply pool the entire sample and ignore the panel aspect of the data. We present some results based on that simplifying assumption in order to examine time fixed effects. On the other hand, since the number of establishments is fairly large we exploit the cross-sectional variation in each year to estimate a NAICS and year specific model as the basis for the estimates of energy efficiency.
A slightly simplified version of the more general panel model is estimated for each energy type, 3-digit NAICS and year. 1987, 1992, 1997, 2002, 2007 The last two terms represent statistical noise, , , , and inefficiency, , , , respectively. Half normal and exponential distributional assumptions for , , were used and are also compared to OLS parameter estimates.
Parameter estimates for 2012 are presented in Tables 1-5 for each of the 3-digit MBD NAICS. The  parameter estimates are fairly stable over time; 2012 results are felt to be generally representative and  most relevant to forecasting, regardless. SFA results under the half-normal and exponential distribution are presented along with the OLS for comparison purposes. All p-values are based on robust standard errors. Iteration counts above 20 generally indicate models that fail to converge resulting in estimates that are almost identical to OLS and with no estimates of efficiency. In these results, total value of shipments is used in the model as measures of activity, lnY. Since labor is assumed to be sticky in the short run relative to energy use, lnEmp is treated as a quasi-fixed input relative to energy. It is unlikely that employment would adjust to differences in energy, since energy is a very small cost element in this sector. Labor can also control for some plant level utilization effects. The long run relationship between energy and plant scale is captured by the combined coefficient on production and labor, lnY and lnEmp. In a simple log-log specification the sum of the coefficients on lnY and lnEmp reflect the economies of scale with respect to energy. If the sum of the coefficients is less than one then we can infer that larger plants will have lower energy intensity than smaller plants.
This means that the model will control for scale differences with respect to energy use directly in the plant specific frontier so that differences in plant scale (size) will not be subsumed into the energy efficiency measure. Generally the RTS for electricity is close to unity or slightly larger, while for fuel it tends to be less than unity.
Own energy price elasticities range from -0.7 to -1.0. With electricity tending to have slightly higher elasticity than fuel. This is higher than the energy price elasticity of -.47 estimated by (Bentzen 2004) using aggregate data for the U.S and higher than the aggregate energy price elasticities reported by (Parker and Liddle) . However, the estimates estimated here are more in line with (Steinbuks and Neuhoff 2014) who use a KLEM cost function approach for OECD countries and estimate energy price elasticities for Electrical and optical equipment between -0.38 and -0.66 and for Basic metals and fabricated metal products between -0.86 and -1.06. 9 These two industry categories are also closer to the MBD industries that are the focus of this study. As a cross section estimate, we would tend to interpret these as "long run" price elasticities, and would therefore expect them to be larger than short run elasticity estimates from panel data estimators.
One concern regarding the electricity results is possible endogeneity of prices, since plant level electric prices are used. This is not the case for fuel elasticities, because state level prices are used in the estimation. 10 If large electricity users can negotiate better prices then this would likely bias our elasticity estimates upwards. Using both region and state level prices as an instrument for plant electric prices found no evidence of this type of endogeneity. 11 This may be due to the relatively low share of energy cost to value added for these sectors. We also note that while cross price elasticities were not constrained to be equal, but are not significantly different from zero for NAICS 332 (Fabricated Metal Products) and 335 (Electrical Equip., Appliances, and Components). We have no a priori notions of electricity -fuel substitution in these sectors. On the other hand, the empirical pattern is for some statistically significant complementarity in 333, 334, and 336, mostly in the fuel equation.
The weather effects are mostly as expected. HDD is large and significant in fuel use; CDD is not significant except in 332 (Fabricated Metal Products). Both CDD and HDD have significant impacts on electricity use in every NAICS but 334 (Computer and Electronic Products). Since electricity is used in both heating and cooling, this result is consistent with our apriori expectations of the impact of weather on energy use.
The R-squared from the OLS models suggest a better fit for electricity than fuel. This may be due to the reliance on imputed fuel use (i.e. cost of fuels divided by average natural gas price). By the same token the SFA analysis shows much higher levels of inefficiency in the fuel model, so it may simply be that there is more variation in fuel use relative to the production and climate variables in the estimated frontier. The Half normal specification of the frontier model attributes more variance to (in)efficiency than noise, when compared to the exponential specification in nine out of 10 fuel-NAICS equations; 12 in one case the half normal model did not converge and the estimates are basically equivalent to OLS. This finding may simply be a statistical artifact of the alternative distributional assumptions for the inefficiency component. It is worth noting that the average efficiency estimates are generally similar across the half normal and exponential estimates in the electricity models. These average efficiency estimates differ by as little as 6 percentage points in the transportation equipment sector (NAICS 336), and are within nine percentage points of one another across the remaining sectors.
If we average across all five NAICS and model specifications the efficiency is shown below. 9 The range reflects different modeling assumptions. 10 Plant level fuel prices are only in the MECS and we are currently using CMF data. CMF data does allow us to compute plant prices. 11 The instrumental variables analysis was done using 2-stage least squares, not SFA. We expect that a 2-stage control function in the SFA would have similar results. 12 Based on computing the ratio of to . The mean and median efficiency estimates (based on the estimated error variances) range from a low of 32 percent (fuel use 334 -Computer and Electronic Products) to 86 percent (electricity use in 332 -Fabricated Metal Products). The exponential model has higher efficiencies than half normal. Fuel efficiency is consistently worse than electric efficiency for all NAICS. The estimates across industries in electric vs fuel efficiency is remarkable similar, with the exception of electricity use in NAICS 332. Recall that the half normal electricity frontier did not converge in this industry due in all likelihood to the fact that plants in this industry appear to be heavily clustered in closer proximity to the frontier. Plotting a kernel density for the plant level estimates of each type of energy efficiency, using the exponential model are shown in Figures 3 and 4 . 
Figure 4 Kernel Density of Plant Level Electricity Efficiency Estimates by Industry (Year=2012, Exponential Distribution)
The kernel provided a non-parametric estimate of the efficiency distribution. For example, if we compute the median efficiency from the non-parametric kernel density and compare it to the parametric estimate of median efficiency in Tables 1-5 there is fairly close correspondence, but not perfect. Non-parametric median estimates of efficiency are between 1.5 and 3 percent higher for electricity. For Fuels it is 0.5 to 3 percent lower for all but NAICS 336. However, one thing that is striking about the kernel density is that an extremely small number of plants have efficiency that exceed 90 percent. In fact, for fuel use only 2 percent of plants exceed 80 percent efficiency. This appears to be an artifact of the SFA analysis and the relatively high amount of noise vs efficiency in these model estimates.
Malmquist Decomposition
The Malmquist index and decomposition results presented below are based on the repeated cross sectional estimates, without regional or state effects, for each NAICS and year from 1992 through 2012. Many of the frontier models did not converge for 1987 so we begin the Malmquist analysis in 2002 relative to the prior year. Models for NIACS 334, 335, and 336 do not converge for the year 2007, so the 2012 index for those NAICS are computed relative to 2002, i.e., a ten year time step.
The formula for the Malmquist index requires the distance function to be able to be computed for each time period and evaluated at the plant data point for the current and prior time period. Since we estimate a separate frontier for each year, computing 0 ( 0 , 0 ) and 1 ( 1 , 1 ) is straightforward using the formula from equation (X) above using the within year sample residuals. Computing 1 ( 0 , 0 ) and 1 ( 0 , 0 ) is computed for each continuing plant by calculating the out of sample residuals and associate efficient measures for the adjacent years. This is done for each NAICS and fuel types for every plant, using the repeated cross section exponential frontier estimates. We report a simple average of the three plant level indices, chained to 1992=1.0 13 . The average rates of growth over the entire 20 year time period is reported in Table 7 below. MI is the overall Malmquist index; ME is the Malmquist efficiency component; MT is the Malmquist technical change component. The overall rates of change for electricity are small; between ¼ and ¾ percent per annum. Most of this is due to technical change, but in 336 the declines in efficiency offsets the higher rate of technical change. In other words, the frontier is shifting but on average the industry is not keeping up with the frontier. For fuels, the average level of efficiency is lower and the rates of change are higher. In 333 and 334 efficiency improvements (catching up) increase overall rates of change while in 332, 335 and 336 the opposite is true. In all cases, technical change is large enough to have an overall positive impact.
In the two NAICS, 332 and 333, where we estimate frontiers for 2007 we see that there is a lot of volatility in the fuels component of the decomposition which is masked by the annual average growth rates (see Figure 5 and 6). In particular the technical change component is negative for both sectors.
Recalling that our distance function is directional based on prices it is worth noting that fuel (natural gas) prices reached an all-time high in 2006 and were still very high in 2007. Given the estimated price elasticity we expect that the optimal fuel use would be lower in 2007 and hence be reflected as a shift (regress) in the frontier. So we don't interpret these results as an actual decline in technology, but rather as results of the short run volatility of natural gas prices, which by 2012 have returned to prior levels. 
New entrants
The Malmquist index is only computed for continuing plants. In addition, there is a lot of turnover in these industries. Few plants exist for the entire 25 year time period and the great recession results in significant net exit between 2007 and 2012. One might expect that entrants would have newer technology and possibly be more efficient. To examine this we take each year for which we have a year specific frontier and compute the efficiency for entrants vs. continuing plants. We test to see if the mean efficiency is significantly different between these groups. The results are shown in Table 8 . While some differences are as small as 0.2 percent, most are statistically significant and the average entrant is more efficient than the average existing plant. The average difference over all the NAICS-year estimates is about 1 percent for electricity and 2 percent for fuels. 
Pooled regression models
Pooled models are used to explore year specific dummy variables as an alternative measure technical change. We set aside statistical concerns regarding the serial correlation of the plant level observations. Since the time steps are 5-year it is possible that the correlation concerns are lessened. Since the cross sectional models that accommodate time series correlations fail to converge, this is the only way to econometrically explore the time series dimension. We also incorporate state and regional fixed effects in these pooled models. Interestingly, the pooled electric model for 332 and 333 do not converge without the region and state fixed effect, but converge easily with them. We also examine the impact of state and region level fixed effects on the parameter estimates.
The pooled models from 1987-2012 in five year time steps are shown in Tables 9-13. The first two columns are for electricity and fuels with year dummies and no region effects; the second pair of estimates include 4 Census region level dummies relative to the excluded region 4; the third pair of estimates include state fixed effects (coefficient are suppressed for Census disclosure purposes).
The models with and without region and state fixed effects have similar output, labor, and price elasticities. There are a few changes in significance of the gas price in the electric equation when using state fixed effects, although sometimes the coefficient is larger and significant than the model without state effects and other times the reverse. The main coefficients that change are for climate, i.e., HDD and CDD, which are clearly location related characteristics. The HDD and CDD coefficients typically are smaller with region and state fixed effects; in a few cases the smaller coefficients for HDD in the electricity equations become insignificant, similarly for CDD and fuel use. In two cases (333 and 334) the CDD coefficient changes sign in the gas equation, and is statistically significant. A possible explanation is that there is heterogeneity in plant fuel use across different quantiles of CDDs and the state demeaned estimates are estimating the effects of CDD for plants with relatively similar climates.
Year effects are plotted in Figures 7-11 . If we just consider electricity (shown in blue) then 332, 333, and 335 have generally downward (improving) electric trends. 334 showing some possible indications of electrification and 336 a exhibits a mixture. For fuels (shown in orange) we observe that 2007 is a unique year and highlight the Malmquist results that were suggested for two NAICS in the discussion above. It was a time of very high natural gas prices and also generally good economic conditions. Every sector has a positive year dummy for 2007. If we ignore 2007, then 332, 333, and 335 have generally downward (improving) fuel trends; and mixed results for 334 and 336. The results for 334 and 336 are at odds with the Malmquist results based on the cross-sectional estimates. 
Conclusions Summary
This paper utilizes a rich plant level data source to estimate the evolution of energy efficiency in metal based durables over a 25 year period using a stochastic frontier regression analysis approach applied to an ad-hoc energy demand framework. We apply the analysis to 5 3 digit NAICS in the MBD manufacturing industries. We control for 6-digit NAICS, location based climate, and energy prices to estimate frontier demand and the distribution of efficiency relative to the frontier in 5-year time steps from the quinquennial EC.
We find that median efficiency for electricity is higher (78 percent) than for fuel use (62 percent) averaged across all five sectors. The Malmquist decomposition implies modest overall improvements in electricity efficiency over time, ranging from 0.2 to 0.7 percent annually; overall fuel performance improved at a faster rate, from 0.5 to 3.4 percent. In both cases, most of this improvement is from technical change, i.e. shifts in the frontier. However, for NAICS 332 and 335 failure of plants "keeping up," as measured by the Malmquist efficiency index, retarded the overall improvement in fuel use on those sectors. The failure to "keep up" eroded gains in both electricity and fuel use in NIACS 336.
Caveats and Future work
One possible variation on the SFA models applies to the electricity equations. One could use state average electricity prices from SEDS in the frontier, assuming that that is frontier behavior is determined by a more aggregate price level, but that the variance of distribution of efficiency in the half-normal model is not constant, but heteroscedastic and depends on the plant level price.
= exp ( + , )
Assuming the coefficient is negative this would imply that plants with higher prices tend to be closer to the (state electricity price determined) coefficient. Other variables could be added to this heteroscedastic model. One possibility is a state fixed effect or some policy variable.
Using the SFA results in NEMS
This research is not intended to be a wholesale replacement of the NEMS structure. However, the choice of 3-digit pooled NAICS with detailed 6-digit industry controls is a decision based on the NEMS forecasting environment, not research issues per se. By the same token, 3-digit NAICS (2-digit SIC) is a common choice of aggregation in the energy literature so it is fairly natural one to make. We have not fully examined how best to make use of the proposed SFA approach within the NEMS forecasting environment, but rather focus the analysis to develop a set of estimates of energy efficiency in MBD that can be used by EIA to inform changes in the NEMS parameters. The underlying efficiency distributions should be more than adequate to develop "simple" NEMS efficiency scenarios, e.g. assuming the lower quartile moves to the median, etc.
The separation of process and building energy in NEMS is not something that this approach readily supports. The plant level data are for the entire establishment and therefore the model incorporates building and process energy. This is one motivation to attempt to control for weather/climate in the form of plant specific HDD and CDD. We presume that EIA would either have to assume that the efficiency distributions that are estimated apply equally to process and building energy or develop some ex-post method to reconcile the total energy efficiency distribution with a separate distribution of building energy efficiency.
The kernel density estimated of the efficiency distributions provide a basis for a variety of efficiency related scenario analysis. For example, one could envision a scenario where the lowest performing plans (e.g. lowest quartile) improve to some target level (e.g. 2 nd or 3 rd quartile). The fact that few plants have efficiency exceeding 90 percent suggests that scenarios of this type might be more "realistic" compared to ones that assume 100, or even 90, percent efficiency targets. In essence, 100 percent efficiency may be achievable, but rarely in practice.
