Abstract. Let G be a finite group and ZG its integral group ring. We show that if a is a nontrivial bicyclic unit of ZG, then there are bicyclic units b and g of di¤erent types, such that ha; bi and ha; gi are non-abelian free groups. In the case when G is non-abelian of order coprime to 6 we prove the existence of a bicyclic unit u and a Bass cyclic unit v in ZG, such that hu m ; vi is a free non-abelian group for all su‰ciently large positive integers m.
Introduction
A free pair is by definition a pair formed by two generators of a non-abelian free group. Let G be a finite group. The existence of free pairs in the group of units UðZGÞ of the integral group ring ZG was first proved by Hartley and Pickel [8] , for groups G that are neither abelian nor Hamiltonian 2-groups (equivalently, for which UðZGÞ is neither abelian nor finite). Their proof is not constructive and this raised the question of exhibiting a concrete free pair. This goal was achieved for nonHamiltonian groups by Marciniak and Sehgal [12] using bicyclic units, and for Hamiltonian groups which are not 2-groups by Ferraz [4] using Bass cyclic units. These results, together with a classical theorem of Bass [2] , stating that if G is abelian then the Bass cyclic units generate a subgroup of finite index in UðZGÞ, and the more recent ones of Ritter and Sehgal [15] and Jespers and Leal [9] , proving that the bicyclic and the Bass cyclic units generate a large subgroup of UðZGÞ, show that these two types of units have an important role in the structure of UðZGÞ. Consequently several authors have considered the problem of describing the structure of subgroups generated by either bicyclic units or Bass cyclic units, and more specifically, the problem of deciding when two bicyclic units or Bass cyclic units form a free pair; see [3] , [7] , [10] , [16] .
The bicyclic units of ZG are the elements of the following forms:
The authors' research is supported by Capes of Brazil, CNPq grant 303.756/82-5 and Fapesp, Projeto Tematico 00/07.291-0, D.G.I. of Spain and Fundació n Séneca of Murcia.
where x; h A G and h has order d. Two bicyclic units are of same type if both are of type b or both are of type g. Otherwise they are of di¤erent types. The Bass cyclic units of ZG are the elements of the form
where x is an element of order d and k and m are positive integers such that gcdðk; dÞ ¼ 1 and jðdÞ j m. Here j stands for the Euler function.
One says that a complex number z is free or that z is a free point, if the matrices 1 1 0 1 1 0 z 1 form a free pair1. Otherwise z is said to be non-free. The most classical result on the subject is Sanov's theorem [17] which states that every complex number of modulus at least 4 is free. On the other hand, every integer of modulus less than 4 is non-free.
For an up-to-date list of results on the matter, see [1] . If R is a ring of characteristic 0 then its elements can be considered as belonging to a complex algebra. Indeed, R embeds in R n Z C, since Z C is torsion-free and so flat. Thus it makes sense to talk about the transcendence of these elements over subfields of C. Moreover, left multiplication by elements of R can be regarded as endomorphisms of the underlying vector space of the algebra; so we can consider their eigenvalues. The eigenvalues do not depend on the algebra containing R because the minimal polynomial is independent of the algebra. The first result of this paper is a freeness criterion in terms of free points. Theorem 1.1. Let R be a ring of characteristic 0 and a and b elements of R such that a 2 ¼ b 2 ¼ 0. Then ð1 þ a; 1 þ bÞ is a free pair if and only if one of the following conditions holds:
(1) ab is transcendental (over the rationals);
(2) ab is algebraic (over the rationals) and one of the eigenvalues of ab is free.
Notice that every bicyclic unit is of the form 1 þ a for some a A ZG such that a 2 ¼ 0 and so Theorem 1.1 can be applied to pairs of bicyclic units. As an application of Theorem 1.1 we describe a method for constructing many free pairs of bicyclic units, and in particular obtain the following result. Theorem 1.2. If ZG has a non-trivial unit a then ZG has bicyclic units b and g of different type, such that ða; bÞ and ða; gÞ are free pairs.
In fact the bicyclic units b and g of Theorem 1.2 can be explicitly constructed (see Corollary 4.3). The existence of a free pair formed by bicyclic units of di¤erent types was already proven in [12] . Another consequence of Theorem 1.1 is a result of Salwa, which states that if a and b satisfy the conditions of Theorem 1.1 and ab is nonnilpotent then ð1 þ a; ð1 þ bÞ m ¼ 1 þ mbÞ is a free pair for some positive integer m. In Section 5 we discuss the minimal m for which ð1 þ a; 1 þ mbÞ is a free pair.
Then we consider groups generated by a bicyclic unit and a Bass cyclic unit. Gonçalves and Passman [7] proved recently that if G is a finite non-abelian group of order coprime to 6, then ZG has a free pair formed by Bass cyclic units. With the same assumptions we also prove Theorem 1.3. If G is a finite non-abelian group of order coprime to 6, then ZG has a bicyclic unit b and a Bass cyclic unit u such that ðu; b t Þ is a free pair for every su‰-ciently large positive integer t.
The hypothesis that G has order coprime to 6 in Theorem 1.3 is partially explained by the fact that for the existence of a non-trivial Bass cyclic unit one needs the exponent of the group G not to divide 4 or 6. In the last section of the paper we prove that ZS n and ZA n have free pairs formed by a Bass cyclic unit and a bicyclic unit if and only if n d 5.
Proof of Theorem 1.1
For the proof of Theorem 1.1 we first prove some lemmas. The first was proved in [6] for K ¼ C and the same proof works in general. We include a proof for completeness.
Lemma 2.1. Let K be a field of characteristic 0 and a and b be elements of a K-algebra such that a 2 ¼ b 2 ¼ 0. If ab is transcendental over K then K½a; b is naturally isomorphic to the relatively free algebra K½x; y j x 2 ¼ y 2 ¼ 0.
Proof. Let f 1 , f 2 , f 3 and f 4 be polynomials in one variable with coe‰cients in K such that
Multiplying on both sides by ab one has abf 1 ðabÞab ¼ 0 and hence f 1 ¼ 0, by the transcendence of ab over K. Otherwise w 1 and w 2 belong to a cyclic group and therefore there is a non-trivial element w A hw 1 i V hw 2 i. Then wðu; vÞ ¼ 1. So in both cases ðu; vÞ is not a free pair. r Proof. For a real number a, let ½a denote the greatest integer not greater than a. Consider the elements of R as endomorphisms of C n . Then dim C ImðabÞ c ImðaÞ c ½m=2;
because ImðaÞ J kerðaÞ. Then, by the Cayley-Hamilton theorem, the minimal polynomial of ab over C has degree at most ½m=2 þ 1. On the other hand,
and so m c 2. This shows that m c 2.
If m ¼ 1 then clearly ab is nilpotent. Assume that m ¼ 2 and ab is nilpotent. After conjugating by an invertible matrix one may assume that
Then the second row of ab is 0 and, since ab is nilpotent, also the ð1; 1Þ-entry is 0. It follows that
Therefore ab ¼ ba, contradicting the assumption M 2 ðCÞ ¼ C½a; b. r
Proof of Theorem 1.1. Let R be a ring of characteristic 0 and let a; b A R satisfy
By replacing R by C n Z R if needed one may assume that R is a Calgebra. If ab ¼ ba then h1 þ a; 1 þ bi is not free and 0 is the only eigenvalue of ab, hence the Theorem holds. In the remainder of the proof we assume that ab 0 ba.
Assume first that R ¼ M 2 ðCÞ ¼ C½a; b and identify R with the ring of endomorphism of a 2-dimensional vector space over C. Since kerðabÞ J kerðbÞ 0 0, one of the eigenvalues of ab is 0. Let l be the other eigenvalue. By Lemma 2.3, ab is not nilpotent and so l 0 0. Hence ab is diagonalizable, and after conjugation one may assume that 
:
Since 4 is a free point, ð1 þ a; 1 þ bÞ is a free pair and thus ð1 þ a; 1 þ bÞ is also a free pair. Assume now that ab is algebraic (over Q). We may assume without loss of generality that R ¼ C½a; b. Then
Thus dim C R c 4 dim C C½ab < y. Therefore the Jacobson radical J of R is nilpotent and R=J is semisimple. The nilpotence of J implies that 1 þ J is a nilpotent normal subgroup of the group of units of R. Hence ð1 þ JÞ V h1 þ a; 1 þ bi is nilpotent and so h1 þ a; 1 þ bi is free if and only if h1 þ a þ J; 1 þ b þ Ji is free. Also from the nilpotence of J it follows that the minimal polynomial of ab divides a power of the minimal polynomial of ab þ J. Hence one may assume without loss of generality that J ¼ 0 and so R is semisimple. Then R ¼ 0 Assume first that one of the eigenvalues l of ab is free. Then l is an eigenvalue of
Conversely, assume that ð1 þ a; 1 þ bÞ is a free pair of R. By Lemma 2.2, there is some i such that ð1 þ a i ; 1 þ b i Þ is a free pair. Clearly n i ¼ 2 and, by the first part of the proof, one of the eigenvalues of a i b i is free. Then one of the eigenvalues of ab is free and this finishes the proof of Theorem 1.1. r 3 Applications of Theorem 1.1
A first application of Theorem 1.1 is the following corollary. The second statement appeared in [16] and a weak version of the third appeared in [10] . (3) ab is nilpotent if and only if h1 þ a; 1 þ bi is nilpotent. Moreover, if ab is algebraic over C then h1 þ a; 1 þ bi is nilpotent if and only if 0 is the only eigenvalue of ab.
Proof. (1) is an obvious consequence of Theorem 1.1 because a m ¼ 1 þ ma and
(2) and (3). First assume that ab is nilpotent and let S be the multiplicative semigroup generated by a and b. Then there is a positive number n such that s n ¼ 0 for each s A S. This implies that 1 þ S is a nilpotent subgroup of the group of units of R.
Secondly assume that ab is transcendental over Q. Then ða; bÞ is a free pair, by Theorem 1.1, and so (2) holds for m ¼ 1 and h1 þ a; 1 þ bi is not nilpotent.
Thirdly assume that ab has a non-zero eigenvalue l. Let m be a positive integer such that jmlj d 4. Then ml is an eigenvalue of mab and ml is free by Sanov's theorem [17] . Therefore ða ¼ 1 þ a; b m ¼ 1 þ mbÞ is a free pair by Theorem 1.1, and hence ha; bi is not nilpotent.
Finally, if ab is algebraic over Q and 0 is the only eigenvalue of ab then ab is nilpotent. r Corollary 3.2. Let a and b be elements of a finite dimensional C-algebra A, such that
1 þ bÞ is a free pair (resp. h1 þ a; 1 þ bi is nilpotent) if and only if there is an irreducible representation r of A such that one of the eigenvalues of rðabÞ is free (resp. 0 is the only eigenvalue of rðabÞ for each irreducible representation r of A).
Proof. This follows from Theorem 1.1 because the set of eigenvalues of an element x of A is the union of the sets of eigenvalues of rðxÞ, for r running through the irreducible representations of A. r Corollary 3.3. Let G be a finite group, with the property that all (complex) irreducible characters of G have degree at most 3. Let CG be the complex group algebra of G, and let a; b A CG be such that a 2 ¼ b 2 ¼ 0. Then ð1 þ a; 1 þ bÞ is a free pair (resp. h1 þ a; 1 þ bi is nilpotent) if and only if wðabÞ is free for some irreducible character w of G (resp. wðabÞ ¼ 0 for every irreducible character w of G).
Proof. Let r be an irreducible representation of G of degree n and w the character a¤orded by r. Then dim C ImðrðabÞÞ c dim C ImðrðaÞÞ c ½n=2 c 1;
because ImðrðaÞÞ J kerðrðaÞÞ and n c 3. This shows that the eigenvalues of rðabÞ are 0 and wðabÞ. Now the result follows from Corollary 3.2. r A trace map on a complex algebra A is a C-linear form T : A ! C satisfying the following conditions for x; y A A: TðxyÞ ¼ Tð yxÞ; if x is nilpotent then TðxÞ ¼ 0; and if 0 0 x ¼ x 2 then TðxÞ is a positive real number. For example, the classical trace tr : M n ðCÞ ! C is a trace map on M n ðCÞ. An easy argument shows that if T is a trace map on M n ðCÞ then T ¼ a tr for some positive real number a (namely a ¼ Tð1Þ=n). Proof. By the definition of a trace map, ab is not nilpotent. If ab is transcendental over Q, then the result follows at once from Theorem 1.1.
Otherwise, we may assume that R ¼ C½a; b. We have R=J G Q k i¼1 M n i ðCÞ with n i c 2 for each i by Lemma 2.3. Suppose that n i ¼ 1 if i > l and n i ¼ 2, otherwise. Since R is artinian, TðJÞ ¼ 0, because J is nilpotent, and idempotents lift modulo J. Thus T induces a trace map T on R=J. For each i, the restriction of T to M n i ðCÞ is a trace map T i ¼ a i tr on M n i ðCÞ. One of the eigenvalues of a i b i is 0. If n i ¼ 2, then let l i be the other eigenvalue of a i b i . Then
and therefore jl i j d 4 for some i. Since l i is an eigenvalues of ab, ð1 þ a; 1 þ bÞ is a free pair by Theorem 1.1. r
Bicyclic units
In this section G is an arbitrary group. The notation H c G means that H is a subgroup of G. If A is a subset of G then hAi denotes the subgroup generated by A. If moreover A is finite then we write A ¼ P a A A a A ZG. If g A G has finite order then we abbreviate g ¼ hgi.
Let H be a finite subgroup of G, h A H and x A G. Then ð1 À hÞxH and Hxð1 À hÞ are elements of ZG of square zero and therefore b x; h; H ¼ 1 þ ð1 À hÞxH and g x; h; H ¼ 1 þ Hxð1 À hÞ are units of ZG. So the bicyclic units of ZG are the elements of the following forms:
where x; h A G and h has finite order.
If a ¼ P g A G a g g A CG then the trace of a is by definition TðaÞ ¼ a 1 . Notice that T is a trace map on CG as defined in Section 3. This is clear if G is finite because then the trace of the regular representation of CG is jGjT. For a proof for infinite groups see [14 
(1) If x À1 kx B K then ðb x; h; H ; g x À1 ; k; K Þ is a free pair.
(2) If xkx À1 B K then ðb x; h; H ; b x À1 ; xkx À1 ; xKx À1 Þ is a free pair.
and using Lemma 4.1 one has
TðKHÞ ¼ jHj and TðKx 
As in the previous case, Proof. The equivalence between the first four conditions is obvious. The equivalence with (5) and (6) is a consequence of Proposition 4.2 and the equivalence with (7) and (8) Finding a finite group G with 1 < MðGÞ 0 y is easy.
Proof. Let S 3 be the symmetric group on three symbols. Recall that S 3 has two linear characters w 1 and w 2 and one irreducible character w 3 of degree 2. Then 6T ¼ w 1 þ w 2 þ 2w 3 is the character a¤orded by the regular representation of G. If a ¼ 1 þ a and b ¼ 1 þ b are bicyclic units then w 1 ðabÞ ¼ w 2 ðabÞ ¼ 0 and therefore w 3 ðabÞ ¼ 3TðabÞ. Then applying Corollary 3.3 one has the following conclusion: if TðabÞ ¼ 0 then w 3 ðabÞ ¼ 0 and therefore ab is nilpotent and ha; bi is a nilpotent group; if jTðabÞj > 1 then jw 3 ðabÞj d 4 and therefore ða; bÞ is a free pair. Otherwise, (that is, if TðabÞ ¼ G1), then ða; bÞ is not a free pair (because 3 is non-free) but ða; b 2 Þ is a free pair. This shows that MðS 3 Þ c 2. To show that the equality holds we exhibit a pair of bicyclic units a and b such that TðabÞ ¼ 1. 
Finding a finite group G such that 1 < mðGÞ 0 y is more di‰cult. For example, if D 2n denotes the dihedral group of order 2n and n is prime then mðD 2n Þ ¼ 1; see [10] . This has been recently generalized by Jiménez [11] who, using Corollary 3.3, has shown that mðD 2n Þ c 2 for every n and, if 12 does not divide n, then mðD 2n Þ ¼ 1. In fact the result of Jiménez shows that if 12 divides n then mðD 2n Þ ¼ 1 if and only if 2 ffiffi ffi 3 p is free, and otherwise mðD 2n Þ ¼ 2. More examples of finite groups G with mðGÞ ¼ 1 can be found in [3] . Since we still do not know if 2 ffiffi ffi 3 p is free, it is not clear whether dihedral groups provide examples of non-Hamiltonian groups G for which mðGÞ > 1. We show that S 4 provides such an example as an application of Corollary 3.3.
Proof. Since each irreducible character of S 4 takes integer values and since an integer m is free if and only if jmj d 4, it is not di‰cult to compute mðS 4 Þ using Corollary 3.3 and an algebraic software package. First, one can compute all bicyclic units of one type: there are 157 of them. Then one can compute wðabÞ for all pairs ða ¼ 1 þ a; b ¼ 1 þ bÞ of bicyclic units. It turns out that either wðabÞ ¼ 0 for all irreducible characters w of S 4 or there is an irreducible character w such that jwðabÞj d 2. In the former case ha; bi is nilpotent and in the latter ða; b 2 Þ is a free pair. This shows that mðS 4 Þ c 2 and in fact equality holds because there is a pair ða ¼ 1 þ a; b ¼ 1 þ bÞ such that jwðabÞj is either 0 or 2 for each irreducible character w. For the reader's convenience we give a computer-free proof.
We choose the following generators of S 4 :
s ¼ ð1; 2; 3Þ; t ¼ ð1; 2Þ; m ¼ ð1; 2Þð3; 4Þ; n ¼ ð1; 3Þð2; 4Þ:
Let p : ZS 4 ! ZS 3 be the ring homomorphism which acts as the identity on S 3 and maps m and n to 1. Let w 1 , w 2 and w 3 be the three irreducible characters of S 3 (Example 5.2). Then S 4 has two linear characters, y 1 ¼ w 1 p and y 2 ¼ w 2 p; one irreducible character of degree 2, y 3 ¼ w 3 p; and two irreducible characters y 4 and y 5 of degree 3. Observe also that y i ðgÞ A Z for each g A S 4 and i c 5. 6 Proof of Theorem 1.3
The proof of Theorem 1.3 uses the following Theorem of Gonçalves and Passman [7] .
Theorem 6.1. Let V be a finite dimensional vector space V over C and S and t endomorphisms of V . Assume that t 2 ¼ 0 and S is diagonalizable. Let r þ and r À be the maximum and minimum of the absolute values of the eigenvalues of S. Let V þ (resp. V À ) be the subspace generated by the eigenvectors of V with eigenvalue of modulus r þ (resp. r À ) and V 0 the subspace generated by the remaining eigenvectors.
If the four intersections V G V kerðtÞ and ImðtÞ V ðV 0 l V G Þ are trivial then ðS s ; ð1 þ tÞ t Þ is the free product of hS s i and hð1 þ tÞ t i for all su‰ciently large positive integers s and t. 
has integer coe‰cients. Note that the Bass cyclic units of ZG are the elements of the form u k; m ðxÞ ¼ u k; m; d ðxÞ, where x is an element of order d in the group G and k and m satisfy the above conditions. If x is a complex root dth root of unity then u k; m; d ðxÞ ¼ u k; m ðxÞ is a well-defined unit of Z½x. Using this it is easy to see that the Bass cyclic units of ZG belong to UðZGÞ. See [7] and [18] Let G be a finite group of order coprime to 6. We have to show that ZG has a free pair formed by a bicyclic unit and a Bass cyclic unit. We start with a reduction argument. Claim 1. One may assume that G ¼ A z X where X ¼ hxi has prime order (say p), and one of the following conditions holds:
(1) A is cyclic of prime power order;
(2) A is an elementary abelian p-group of order p 2 ;
(3) A is an elementary abelian q-group, with q prime distinct from p, and X acts faithfully and irreducibly on A.
Note that if Theorem 1.3 holds for some subgroup or some epimorphic image of G then it also holds for G. This is clear if H is a subgroup of G because a Bass cyclic unit (respectively, bicyclic unit) of ZH is also a Bass cyclic unit (respectively, bicyclic unit) of ZG. Assume that H is an epimorphic image of G, u 1 is a Bass cyclic unit of ZH and b 1 is a bicyclic unit of ZH such that ðu 1 ; b s 1 Þ is free for s su‰ciently large. Then ZG has a Bass cyclic unit u and a bicyclic unit b such that u projects to u s Þ is a free pair of ZG, for s su‰ciently large. Now arguing by induction in the proof of Theorem 1.3, one may assume without loss of generality that all proper subgroups and proper epimorphic images of G are abelian. Then a theorem of [13] shows that the group G is as stated in the claim. This proves Claim 1.
So we now assume that G is as in Claim 1, with p; q d 5, and we refer to Cases (1), (2) and (3), depending on which condition above holds. Since G is non-abelian, X is not normal in G, and therefore x a B X for some a A A that will be fixed until the end of the proof. For example, in Case (1), a can be a generator of A. In Case (2) one can take a A A such that ZðGÞ ¼ hb ¼ a x a À1 i. In Case (3), ZðGÞ ¼ 1, and thus every non-trivial element of A satisfies the required condition.
Let x and a be as above and let q be the order of a. (Notice that this notation is compatible with the notation in Case (3); in Case (1), q is a power of p and in Case (2), q ¼ p.) We fix 2 c k c q À 2 (recall that q d 5) and let
with m a multiple of jðdÞ. Later on we will specify additional conditions on m. Note that u and b have infinite order. Claim 2. There is a linear representation w of A such that the induced representation r ¼ w G is irreducible, rðða; xÞÞ 0 1 and in Case (3), either jAj ¼ q or a A kerðwÞ.
Since the commutator ða; xÞ is non-trivial, there is an irreducible representation (necessarily non-linear) r of G such that rðða; xÞÞ 0 1. All non-linear irreducible representations of G are induced from linear representations of A and so the claim is clear except for the exceptional Case (3) with jAj 0 q. In this case A has a maximal subgroup B containing a and so there is a linear representation w of A with kerðwÞ ¼ B. Since X acts irreducibly on A and the subgroups G 0 and C ¼ ha Claim 3. If jLj 0 p then Case (3) holds and jAj 0 q, and so L contains 1 (and another di¤erent element). Furthermore, in Case (1), z i and z iþ1 are not complex conjugates for each i (where the su‰ces are considered modulo p).
We consider the three cases separately. In Case (1), we have a x ¼ a r for some integer r coprime to p such that the multiplicative order of r modulo the order of a is p. Therefore z i ¼ z In Case (2), we have ZðGÞ
, where x ¼ wðbÞ is a primitive pth root of unity, and again jLj ¼ p.
In Case (3) with jAj 0 q, we have 1 ¼ wðaÞ ¼ z 0 A L, by the construction of w. If jAj ¼ q then w is injective and thus the numbers z i are pairwise di¤erent. Indeed, if 0 c i < j c p À 1 then x jÀi is a generator of X . Then a x jÀi 0 a, so that z i ¼ wða 
Since the numbers z i are not all equal, t has rank 1 with image generated by
. .
and kernel
Let r þ and r À be the maximum and minimum of fju i j : i ¼ 0; 1; . . . ; p À 1g and set
. . . ; e n g be the canonical basis of V ¼ C p , the representation space of r. Let V Ã be the span fe i : i A X Ã g for Ã ¼ þ; À or 0. Note that this notation agrees with that of Theorem 6.1.
The order d of rðaÞ is a divisor of q and so it is a prime power. Moreover L J L where L is the set of dth roots of unity. By [7, At this point it is tempting to try to show that S and t satisfy the conditions of Theorem 6.1. Unfortunately this is not the case in general. For example, in Case (3) some of the numbers z i may be equal (for example, this is the case if q < p) and this may provide some non-trivial elements in V þ V K.
As we mentioned above, we shall choose more specifically the integer m used in the definition of u ¼ u k; m ðaÞ: we require that m is a multiple of q, the order of a. Let x be a primitive qth root of unity. If ju k; m ðx a Þj ¼ ju k; m ðx b Þj then b 1Ga mod q by [7, Lemma 3.5] . If moreover a D 0 mod q then
In particular, fz i : i A X þ g and fz i : i A X À g have cardinality 1. This implies that W ¼ ðV þ V KÞ l ðV À V KÞ is invariant under the action of S, and hence the endomorphisms S and t of V induce endomorphisms S and t of V ¼ V =W . We shall use the standard bar notation for reduction modulo W . Then, as we will see below, V ¼ V þ l V 0 l V À is a decomposition of V with respect to S as in Theorem 6.1. The kernel and image of t are K 1 ¼ t À1 ðW Þ and
To prove that I 1 V ðV 0 l V G Þ ¼ 0 we only have to show that C C B V 0 l V G , and due to symmetry, only that
where l is the unique element of the form z i , with i A X À . Now we delete from the equality above the neighbor zero summands, that is, the ones in which l ¼ z iþ1 . Moving the negative expressions to the right-hand side and adding up the equal terms, we obtain nl ¼ P k i¼1 m i m i , where n is the cardinality of fi A X À : z iþ1 0 lg, each m i is a non-negative integer and each m i is a qth root of unity di¤erent from l. Moreover n > 0, because Z p 0 X À . Let tr denotes the Galois trace of the extension QðxÞ=Q and write q ¼ p r , with p prime. Let e be a qth root of unity. Then trðeÞ ¼ p rÀ1 ð p À 1Þ if e ¼ 1, trðeÞ ¼ Àp rÀ1 if e has order p and trðeÞ ¼ 0 otherwise. Thus trðl À1 m i Þ c 0 for each i and hence If u k; m ðaÞ is a Bass cyclic unit of infinite order then k DG1 mod d, where d is the order of a, and hence d is not a divisor of 4 or 6. Therefore, if G has a free pair in which one of the elements is a Bass cyclic unit and the other is a power of a bicyclic unit, then G has a non-central element whose order does not divide 4 or 6 (for ZG to have a non-central Bass cyclic unit of infinite order) and G is not Hamiltonian (for ZG to have a non-trivial bicyclic unit). This explains partly the hypothesis in Theorem 1.3 (and in [7, Theorem 4.7] ) that G has order coprime to 6, and it suggests the following question. Note that if either A n or S n satisfies the hypothesis of Question 7.1 then n d 5. Thus to give an a‰rmative answer to Question 7.1 for symmetric and alternating groups, it is enough to show that ZA 5 has a free pair consisting of a power of a bicyclic unit and a Bass cyclic unit.
The group A 5 can be defined by generators and relations as Then K ¼ kerðtÞ ¼ ImðtÞ ¼ fðx 1 ; x 2 ; x 3 ; x 4 Þ : is a free pair for some n and m, and we conclude that ðu 2; 4 ðcÞ n ¼ u 2; 4n ðcÞ; ðb a; b Þ m Þ is a free pair of ZA 5 consisting of a Bass cyclic unit and a power of a bicyclic unit. So we have proved Theorem 7.3. ZA n (resp. ZS n ) contains a free pair consisting of a power of a bicyclic unit and a Bass cyclic unit, if and only if n d 5.
