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ABSTRACT. We propose a novel model for a topic-aware chatbot by combining the traditional Recurrent
Neural Network (RNN) encoder-decoder model with a topic attention layer based on Nonnegative Ma-
trix Factorization (NMF). After learning topic vectors from an auxiliary text corpus via NMF, the decoder
is trained so that it is more likely to sample response words from the most correlated topic vectors. One of
the main advantages in our architecture is that the user can easily switch the NMF-learned topic vectors so
that the chatbot obtains desired topic-awareness. We demonstrate our model by training on a single con-
versational data set which is then augmented with topic matrices learned from different auxiliary data sets.
We show that our topic-aware chatbot not only outperforms the non-topic counterpart, but also that each
topic-aware model qualitatively and contextually gives the most relevant answer depending on the topic of
question.
1. INTRODUCTION
Recently, deep learning algorithms [DLH+13,
Ben13, Den14] have demonstrated significant ad-
vancements in various areas of machine learn-
ing including image classification [KSH12], com-
puter vision [BPL10], and voice recognition tasks
[HCC+14, AAB+16], even outperforming hand se-
lected features from experts with decades of expe-
rience.
Another area where deep learning algorithms
have been successfully applied is sequence learn-
ing, which aims at understanding the structure of
sequential data such as language, musical notes,
and videos. One example of an application of
deep learning in language modeling is conversa-
tional chatbots. A chatbot is a program that con-
ducts a conversation with a user by simulating one
side of it. Chatbots receive inputs from a user one
message, or question, at a time, and then form
a response that is sent back to the user. One of
the most widely used machine learning techniques
for sequence learning is Recurrent Neural Networks
(RNN). In the viewpoint of statistical learning the-
ory and generative models, sequence learning can
be regarded as the problem of learning a joint prob-
ability distribution induced by a given sequence
data corpus. RNNs learn such joint probability dis-
tributions by learning all conditional probability
distributions through a deep learning architecture.
A complementary approach in machine learn-
ing is topic modeling (or dictionary learning),
which aims at extracting important features of a
complex dataset so that one can represent the
dataset in terms of a reduced number of extracted
features, or topics. One of the advantages of topic
modeling-based approaches is that the extracted
topics are often directly interpretable, as opposed
to the arbitrary abstractions of deep neural net-
works. Topic models have been shown to efficiently
capture intrinsic structures of text data in natu-
ral language processing tasks [SG07, BCD10]. Two
prominent methods of topic modeling are Latent
Dirichlet allocation (LDA) [BNJ03] and nonnega-
tive matrix factorization (NMF) [LS99], which are
based on Bayesian inference and optimization, re-
spectively.
An active area of research in machine learning is
combining the generative power of deep learning
algorithms with the interpretability of topic mod-
eling. Recently, new algorithms combining deep
neural networks with LDA or NMF have been pro-
posed and studied, aiming at better performance
and human interpretability in various classifica-
tion tasks [TBZS16, FH17, JLZZ18, GHM+19].
We are interested in combining RNN-based
chatbot models with topic models to enable chat-
bots to be aware of the topics of input questions
and give more topic-oriented and context-sensible
output. In fact, there are recent works which com-
bine RNN-based chatbot architecture with LDA-
powered topic modeling [XWW+17, SSL+17]. How-
ever, there has not yet been a direct attempt to in-
corporate the alternative topic modeling method
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of NMF with chatbots. Using NMF over LDA pro-
vide many advantages including computational
efficiency, ease of implementation, possibility of
transfer learning, as well as the possibility of incor-
porating recent developments of online NMF on
Markovian data [LNB19].
1.1. Our contribution. In this paper, we construct
a model for a topic-aware chatbot by combining
the traditional RNN encoder-decoder model with a
novel topic attention layer based on NMF. Namely,
after learning topic vectors from an auxiliary text
corpus via NMF, each input question that is fed into
the encoder is augmented with the topic vectors as
well as its correlation with topic vectors. The de-
coder is trained so that it is more likely to sample
words from the most correlated topic vectors.
We demonstrate our proposed RNN-NMF chat-
bot architecture by training on the same conver-
sation data set (Cornell Movie Dialogue) but sup-
plemented with different topic matrices learned
from other corpora such as Delta Airline customer
service records, Shakespeare plays, and 20 News
groups articles. We show that our topic-aware
chatbot not only outperforms the non-topic coun-
terpart, but also each topic-aware model qualita-
tively and contextually gives the most relevant an-
swer depending on the topic of question.
2. BACKGROUND AND RELATED WORKS
There are two main approaches for building
chatbots: retrieval-based methods and generative
methods. A retrieval-based chatbot is one that
has a predefined set of responses, and each time
a question is asked, one of these pre-written re-
sponses will be returned. The advantage here is
that every response is guaranteed to be fluent.
Many researchers have come up with interesting
ideas to build a chatbot that can extract the most
important information from a question and choose
the correct answer from a given set of possible re-
sponses [WWX+16, WLLC13]. Generative chatbots,
on the other hand, have the ability to generate a
new response to each given input question. These
models are more suitable for ‘chatting’ with people,
and they have also attracted attention from other
authors [LGB+15, SGA+15, SLL15, SSB+16]. Chen
et al. [XWW+17] introduced the concept of LDA-
based topic attention in generative chatbots. Our
main goal is to construct an NMF-based, topic-
aware generative chatbot . In this section, we pro-
vide a brief introduction to the key concepts such
as the RNN encoder-decoder structure, attention,
and nonnegative matrix factorization.
2.1. RNN encoder-decoder. The problem of con-
structing a chatbot can be formulated as follows.
LetΩ be a finite set of words, and letΩ` =Ω×·· ·×Ω
be the set of sentences of length ` consisting of
words fromΩ1.
Sentences of varying lengths can be represented
as elements of the setΩ` by appending empty word
tokens to the end of shorter sentences until the de-
sired length is reached. Next, let D ⊆Ω`×Ω` be a
large corpus of sentences that consists of question-
answer pairs (e.g., from movie dialogues or Reddit
threads). This will induce a probability distribution
p onΩ`×Ω` by
p(q1, . . . , q`, a1, . . . , a`) (1)
= 1|D|
(
of times that the question (q1, . . . , q`)
and answer (a1, . . . , a`) appears inD
)
(2)
The generative model’s approach for sequence
learning is to learn the best approximation pˆ of
the true joint distribution p. Once we have pˆ, we
can build a chatbot that generates an answer a =
(a1, . . . , a`) for a question q = (q1, . . . , q`) from the
approximate conditional distribution pˆ(· |q).
The encoder-decoder framework was first pro-
posed in [CVMG+14, SVL14] in order to address the
above problem, especially for machine translation.
The encoder uses an RNN to encode a given ques-
tion q= (q1, . . . , q`) into a context vector c,
c= f encc (h1, . . . ,h`), (3)
where (h1, . . . ,h`) is a hidden state computed recur-
sively from the input question q as
hi = f ench (qi ,hi−1). (4)
Here f encc and f
enc
h are nonlinear functions for
computing encoder context vector and hidden
states. For instance, in [SVL14], f ench and f
enc
c
were taken to be Long-Short Term Memory (LSTM)
[HS97] and the last hidden state, respectively.
The decoder then generates a sequence of mar-
ginal probability distributions (pˆ1, . . . , pˆ`) over Ω
so that pˆi approximates the conditional distribu-
tion of the i th word in the answer given the ques-
tion q and all previous predictions. By writing the
1Typical parameter choices are e.g., 10,000 common english words and `= 25 for maximum word count in a sentence.
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joint probability distribution as a product of or-
dered conditionals, the decoder then computes a
conditional probability distribution pˆ(· |q) on Ω`
for possible answers to the input question q by
pˆ(a1, . . . , a` |q)=
∏`
i=1
pˆi (ai ) (5)
≈ ∏`
i=1
p(ai |ai−1, . . . , a1,q) (6)
= p(a1, . . . , a` |q). (7)
For computation, the decoder uses another
RNN that computes prediction vectors pˆi recur-
sively as
pˆi = f decp (sˆi−1, . . . , sˆ1,c), (8)
where (s1, . . . ,s`) are decoder hidden states, again
computed recursively, this time as
si = f dech (pˆi−1,si−1,c). (9)
Here f decp and f
dec
h are nonlinear functions for
computing decoder prediction vector and hidden
states.
The parameters in the nonlinear functions in
f ench , f
enc
c , f
dec
h , f
dec
p are then learned so that the
following KullbackâA˘S¸Leibler divergence [KL51] is
minimized:
D(p ‖ pˆ)=− ∑
(q,a)∈Ω`×Ω`
p(q,a) log
(
pˆ(q,a)
p(q,a)
)
. (10)
A typical technique for numerically solving
the above optimization problem for training
the encoder-decoder is called backpropagation
through time (BPTT), which is the usual method of
backpropagation in deep feedforward neural net-
works applied to the ‘unfolded diagram’ of RNN
(see, e.g., [RF87, Wer88, CR13]). However, as we
deal with longer-range time dependencies (e.g.,
chatbots or machine translation), repeated mul-
tiplication causes the gradient to vanish at an ex-
ponential rate as it backpropogates through the
network, which may cause deadlock in training
phase. Some advanced versions of BPTT to handle
this issue of the vanishing gradient problem have
been developed, such as truncated BPTT with long
short-term memory (LSTM) [HS97] and gated re-
current units (GRU) [Ben14].
2.2. The attention mechanism. In the encoder-
decoder framework, the input question q is
mapped into a single context vector c by the en-
coder, which then is used as the initial hidden
state for the decoder to generate prediction vectors
pˆ1, . . . , pˆ`. However, limiting the decoder to just a
single context vector might not be the best idea.
What if instead, the decoder could utilize all en-
coder hidden states h1, . . . ,h` and apply different
weights to each of these states for each step of the
decoder? This is the intuition behind the attention
mechanism, and the hope is that it allows the de-
coder to ‘focus’ on different features of the input as
it creates each piece of the output.
The attention mechanism, first proposed for im-
age processing, was introduced to the field of nat-
ural language processing in 2014 [P.J88, BCB14,
MHGK14]. Single RNN models use hidden states
to extract information to generate responses in a
conversational setting. However, one problem with
this structure is that sentences may be too long
to be represented by a fixed-length context vec-
tor [WCB14, BCB14]. Simultaneously, attention has
proven to be effective and efficient in generation
tasks, since it assists the network in focusing on
specific parts of past information. Many methods
have been suggested, including content-based at-
tention [GWD14], additive attention [BCB14], mul-
tiplicative attention [WPD17], located based atten-
tion [LPM15], and scaled attention [VSP+17].
There has been significant work done with at-
tention mechanisms in RNN-based language mod-
els; the most relevant to our work is by Xing et
al. [XWW+17]. By using context-based attention
as well as information from past input and pre-
dictions, Xing et al. implemented a topic atten-
tion mechanism into the encoder-decoder model
for topic-aware response generation. Their im-
plementation utilizes the pre-trained Twitter LDA
model [ZJW+11] to acquire topical words from the
input. This model assumes that each input cor-
responds to one topic within the LDA model, and
each word in the input is either non-topical, or is a
topic word corresponding to the current topic. The
topic of the input question is then used as an in-
put to the attention mechanism, which then biases
the decoder to produce the predictions pˆi that have
preferences to the given topic’s words.
2.3. Nonnegative matrix factorization. Nonnega-
tive matrix factorization (NMF) is an algorithm
for decomposing a nonnegative matrix into two
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smaller matrices whose product approximates the
original matrix. NMF has been recognized as an
indispensable tool in text analysis, image recon-
struction, medical imaging, bioinformatics, and
many other scientific fields [SGH02, BB05, BBL+07,
CWS+11, TN12, BMB+15, RPZ+18]. It is often used
to extract features, or topics, from textual data. It
aims to factor a given data matrix into nonnega-
tive dictionary and code matrices in order to ex-
tract important topics:
Data≈ Dictionary×Code. (11)
More precisely, one seeks to factorize a data matrix
X ∈ Rd×n≥0 into a product of low-rank nonnegative
dictionary W ∈ Rd×r and code H ∈ Rr×n matrices
by solving the following optimization problem
inf
W ∈Rd×r≥0 , H∈Rr×n≥0
‖X −W H‖2F , (12)
where ‖A‖2F =
∑
i , j A
2
i j denotes the matrix Frobe-
nius norm [LS99, LYC09].
Once we have the above factorization, we can
represent each column of the data matrix as a non-
negative linear combination of dictionary column
vectors, where the coefficients are given by the cor-
responding column of the code matrix. Due to the
nonnegativity constraint, each column of the data
matrix is then represented as a nonnegative linear
combination of dictionary atoms. Hence the dic-
tionaries must be “positive parts” of the columns
of the data matrix.
Many efficient iterative algorithms for NMF are
based on block optimization schemes that have
been proposed and studied, including the well-
known multiplicative update method by Lee and
Seung [LS01] (see [Gil14] for a survey). To make
the topics more localized and reduce the over-
laps between the topics, one can also enforce
sparseness on the code matrix [Hoy04] in the op-
timization problem (12). Moreover, algorithms for
NMF have been extended to the online setting,
where one seeks to learn dictionary atoms pro-
gressively from an input stream of data [MBPS10a,
GTLY12, ZTX16]. Rigorous convergence guaran-
tees for online NMF algorithms have been ob-
tained in [MBPS10a] for independent and iden-
tically distributed input data. Recently, these
works were extended convergence guarantees of
online NMF agorithms to the Markovian setting
[LNB19], ensuring further versatility of NMF based
topic modeling from input sequences generated by
Markov Chain Monte Carlo algorithms. Further-
more, NMF-based approaches can be extended to
the settings of dynamic [KMBS11, SS12], hierarchi-
cal [CZA07], and tensor factorization [XY13, SH05].
3. THE RNN-NMF CHATBOT ARCHITECTURE
In this section, we describe the architecture of
our RNN-NMF chatbot. Our chatbot is based on
the Encoder-Decoder structure that we described
in Subsection 2.1 with two additional message and
topic attention layers, illustrated in Figure 1. Our
main contribution is incorporating NMF into the
topic attention layer, which provides a simple and
efficient way to make the encoder-decoder based
chatbot topic-aware.
3.1. Obtaining topic representation with NMF.
The algorithm begins with two data sets—a corpus
D of question-answer pairs of sentences and a cor-
pus S of documents for topic modeling. In order
to learn topic vectors fromS , we first turn it into a
Word×Doc matrix by representing each document
as a Word-dimensional column vector using a bag-
of-words representation [Har54]. We use standard
(or online) NMF algorithms (e.g., [LS99, MBPS10b,
LNB19]) to obtain the following factorization
(Word×Doc)≈ (Word×Topic)× (Topic×Doc).
We will denote the dictionary matrix (Word×Topic)
by W = (w1, . . . ,wr ), where each wi denotes the i th
column vector of W .
Now for each question-answer pair (q,a) of col-
umn vectors in the corpus D, we obtain the NMF
code of question q, which we denote by Code(q), so
that we have the following approximate topic rep-
resentation of the input question:
q≈W Code(q). (13)
A standard approach for finding this is solving the
convex optimization problem
Code(q)= argmink‖q−W k‖2F +λ‖k‖1, (14)
where λ > 0 is a fixed L1 regularization parame-
ter. This can be computed using a number of well-
known algorithms (e.g., LARS [EHJ+04], LASSO
[Tib96], and feature-sign search [LBRN07]).
However, in order to see a diverse set of words
within each column, the topic matrix W is typi-
cally learned from a large text corpus matrix whose
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FIGURE 1. Illustration of the RNN-NMF chatbot structure. Input question “What is your name?” is fed into
the encoder and hidden states h1, . . . ,h4 are computed recursively, which become basis for the message at-
tention layer. On the other hand, the NMF topic representation of the input question is obtained using the
pre-learned dictionary matrix, whose columns together with the last hidden state h4 become the basis for
the topic attention layer. Decoder hidden states s1, . . . ,s4 as well as prediction vectors pˆ1, . . . , pˆ4 are then
computed recursively, making use of both message and topic attention vectors. When generating the out-
put answer “My name is Han.” from the prediction vectors, the NMF-code of the input question is used to
bias generation probability toward topic words.
columns are bag-of-words representations of doc-
uments, not sentences. In this case, the question
vectors q are too sparse to be represented as non-
negative linear combinations of the dense topic
vectors in W , so the sparse coding problem (14)
will result in (nearly) all zero solutions for any ques-
tion.
In order to overcome the above issue, we pro-
pose an alternative formula to compute Code(q):
Code(q)=W Tq. (15)
Namely, the contribution of the j th topic vector w j
in the question q is computed as the inner prod-
uct wTj q, which measures the correlation between
the question and the corresponding topic vector.
Hence the topic vectors obtained by NMF will act
as a ‘field of correlated words’, and the coefficients
in W Tq will tell us how much the chatbot should
use each field (or topic) in generating a response.
(See the last eq. in (20) below.)
3.2. Encoder. Fix a question-answer pair (q,a)
from the corpus D and write q = (q1, . . . , q`). The
encoder uses an RNN to encode a question q as a
sequence of hidden states (h1, . . . ,h`) recursively as
hi = f ench (qi ,hi−1), (16)
where we use the nonlinear function f ench to be the
gated recurrent unit (GRU) [Ben14]. Namely for pa-
rameter matrices Wz , Wr , Ws , Uz , Ur , Us , and sig-
moid function σ, we define
z=σ(Wzxt +Uzht−1)
r=σ(Wr xt +Urht−1)
s= tanh(Wsxt +Us(ht−1rT ))
ht = (1−z)sT +zhTt−1.
(17)
In addition, the Encoder finds the NMF code
Code(q)= (k1, . . . ,kr )T of q by solving (14).
3.3. Decoder: message and topic attention.
Once the question-answer pair (q,a) is run
through the encoder, we have the encoder hid-
den states (h1, . . . ,h`) and the NMF-code Code(q)=
(k1, . . . ,kr )
T . These are passed as inputs to the de-
coder. Using `′ to denote the maximum length
of the output sentence, the decoder outputs a se-
quence (pˆ1, . . . , pˆ`′) of prediction vectors using GRU
and message and topic attention. Let s1, . . . ,s`′ de-
note decoder hidden state, where we set s0 = h`,
the last encoder hidden state.
We will now describe how to update the state
of the decoder. First, suppose the vectors
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pˆt−1, st−1, ct , ot have been computed by the de-
coder. The next decoder hidden state st is com-
puted by
st = f dech (pˆt−1,st−1,ct ,ot )
=σ(W (s)p pˆt−1+W (s)s st−1+W (s)c ct +W (s)o ot +b(s))
for sigmoid function σ, nonlinear function f dech ,
and suitable parameters W (s)p , W
(s)
s , W
(s)
c , W
(s)
o , and
b(s). The superscripts of the parameters denotes
what they are used to calculate, and the subscripts
denotes to what they are applied.
Next, suppose a decoder hidden state st−1 is
given. Then three vectors are computed by the
decoder: message attention ct , topic attention ot ,
and predicted distribution pˆt . The message atten-
tion ct is defined via the following equations:
ξ(c)t j = η(c)(st−1,h j )
α(c)t j =
(∑`
k=1 exp
(
ξ(c)tk
))−1
exp
(
ξ(c)t j
)
ct =∑`j=1α(c)t j h j ,
(18)
where η(c) is a multi-layer perceptron with tanh as
an activation function, t indexes the decoder hid-
den state, j indexes the encoder hidden state, and
the superscript (c) denotes that these values relate
to the message attention ct . In words, the mes-
sage attention ct is a linear combination of the en-
coder hidden states h1, . . . ,h`, where the ‘impor-
tance’ α(c)t j of the j
th encoder hidden state h j de-
pends on h j itself as well as the previous decoder
hidden state st−1.
Similarly, the topic attention ot is computed via
the following equations:
ξ(o)t j = η(o)(st−1,w j ,h`)
α(o)t j =
(∑r
k=1 exp
(
ξ(o)tk
))−1
exp
(
ξ(o)t j
)
ot =∑rj=1α(o)t j w j ,
(19)
where η(o) is a similar perceptron as η(c), t indexes
the decoder hidden states, j indexes the r columns
of the dictionary matrix W learned by NMF from
the corpus S (see Subsection 3.1), and the su-
perscript (o) denote that these values relate to the
topic attention ot . Notice that we only use the last
encoder hidden state h` in computing topic atten-
tion. This is because the ‘topic’ of the input ques-
tion q is information about the entire sentence,
which should be encoded in the last hidden state
h`. However, we do use all topic vectors w1, . . . ,wr
in calculating the topic attention.
3.4. Decoder: predicted distribution with NMF-
biasing. It remains to describe how the Decoder
computes the predicted distribution pˆt given the
decoder hidden state st , which is a probability dis-
tribution over the setΩ of all possible vocabularies
that is suppose to be a good approximation of the
true conditional probability pt of the t th word in
the correct response.
Recall that the NMF-dictionary matrix W =
(w1, . . . ,wr ) is given. For each word ω ∈ Ω and 1 ≤
j ≤ r , we write 1(ω ∈w j ) for the indicator function
which describes whether ω appears in w j . We also
write w for the column indicator vector of the word
ω. We define the predicted distribution pˆt through
the following equations:
Ψ(c)t (ω)
=σ(wT (W (c)s st +W (c)p pˆt−1+W (c)c ct +b(c)))
Ψ(o)t (ω)
=σ(wT (W (o)s st +W (o)p pˆt−1+W (o)o ot +b(o)))
pˆt (ω)∝ exp(Ψ(c)t (ω))
+
(∑r
j=1 k j1(ω ∈w j )
)
exp(Ψ(o)t (ω)),
(20)
where W (c)s , W
(c)
p , W
(c)
c , W
(o)
s , W
(o)
p , W
(o)
o , b
(c), and
b(o) are parameters with subscripts denoting which
values they are applied to and superscripts on the
Ψ function that they relate to (with (c) referring to
the context attention and (o) referring to the topic
attention). In addition, ∝ means “proportional to”
in the traditional sense (the last expression is not
an equation because of the unknown normaliza-
tion constant).
In the traditional sequence-to-sequence model,
the predicted distribution pˆt for the t th word in the
response is proportional to the exponential ofΨ(c),
which is the first term in the last expression in (20).
In our model, we give additional bias toward topic
words according to the NMF-code Code(q) of the
input sentence through the second term in the last
equation in (20). Recall that due to the approxi-
mate nonnegative factorization (13), we can view
the j th entry k j of Code(q) as the importance of the
j th topic vector w j given by the NMF-topic matrix
W . Hence if a wordωbelongs to the j th topic vector
w j , it gets extra non-negative bias proportional to
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the corresponding code k j as well as the previous
decoder state vectors through the functionΨ(o).
3.5. Training themodel and generating response.
We train the parameters in the RNN-NMF chatbot
by approximately solving the following optimiza-
tion problem
parameters= argmin ∑
(q,a)∈D
`′∑
t=1
D(pt ‖ pˆt ), (21)
where D(·‖ ·) denotes the KL-divergence defined
in (10). Recall that pt denotes the indicator vec-
tor representation (or Dirac delta mass) of the t th
word at in the correct answer a, and pˆt denotes
the predicted distribution produced by the RNN-
NMF chatbot. Hence (21) amounts to optimiz-
ing the parameters so that the KL-divergence (10)
between the true response and the approximate
joint distributions on the question-answer pairs
are minimized. For numerical computation, one
may use backpropagation through time algorithms
[RF87, Wer88, CR13]. After the training, the chatbot
generates the response aˆ = (aˆ1, . . . , aˆ`′) for a given
question q by sequentially sampling aˆi from the
predicted distribution pˆi for i = 1,2, . . . ,`′.
By using Markov Chain Monte Carlo (MCMC)
sampling, both for the training and the genera-
tion steps, the normalization constant of the pre-
dicted probability distribution pˆi does not have to
be computed explicitly. This improves the speed
of both steps of the algorithm especially when the
vocabulary space Ω is large. A standard method
of constructing a Markov chain (X t )t≥0 is the
Metropolis-Hastings algorithm (see., e.g., [LP17]).
This method can be used to construct a chain of
words inΩ so that the distribution of X t converges
to pˆi .
Given the word X t = ω at iteration t , the next
word X t+1 is obtained as follows:
(i) Sample a wordω′ ∈Ω according to the marginal
distribution p(i ) of the i th word in response
from the joint distribution p induced by the
corpusD.
(ii) Denote ψ(·) for the right hand side of the last
equation of (20). Compute the acceptance
probability
λ=min
(
ψ(ω′)
ψ(ω)
p(i )(ω)
p(i )(ω′)
, 1
)
. (22)
(iii) Sample X t+1 = ω′ with probability λ and ω
with probability 1−λ.
Once we have the above chain (X t )t≥0 converg-
ing to pˆi , we can run this chain for several steps to
approximately sample the response word ai from
pˆi . During training, the empirical distribution
of the chain gives an approximation of pˆi , which
we may use for approximately computing the KL-
divergence D(pi ‖ pˆi ).
3.6. Dimension reduction by word embedding.
We will now discuss a technical point in formulat-
ing the language modeling task more efficiently by
using a word embedding.
In the most basic representation, we can repre-
sent each word ω as the indicator vector (or one-
hot encoding) 1(ω) that has a one at the entry cor-
responding to ω and zeros at all entries. However,
this method is extremely memory-inefficient and it
becomes a problem when the maximum sequence
length and vocabulary size are large enough. In ad-
dition, the input layer of a neural network needs to
be extremely large in order to have an input node
that corresponds to every single word in the vo-
cabulary. The number of weights to train in that
first layer alone will be the product of the vocabu-
lary size and the size of the first hidden layer. This
makes training extremely slow.
A widely used approach to solve the above prob-
lem is to encode each word as a lower-dimensional
vector with multiple non-zero entries as opposed
to an indicator vector. This enables us to reduce
the dimension of our word encoding. A good way
of accomplishing this is to embed words in a space
that preserves some of the relationships between
different words. One widely-used word embedding
is called GloVe, and it combines both global ma-
trix factorization and local context window meth-
ods in order to produce a meaningful embedding
[PSM14]. This is what we will use below.
4. EXPERIMENT
In this section, we present the empirical results
of our RNN-NMF chatbot model. We train three
different topic-aware chatbots, each using their
own topic matrices built from different datasets: 1)
DeltaAir (Delta Airline customer support records)
[ldu18], 2) Shakespeare (all lines in all of Shake-
speare’s plays) [Lar16], and 3) 20NewsGroups (20
News groups articles) [Lan95]. Using each of these
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topic matrices, we train our RNN-NMF chatbot on
the Cornell Movie Dialogue dataset [DNML11]. We
also train an additional non-topic model that does
not use a topic matrix and will serve as a baseline
model for comparison.
4.1. Obtaining topic matrices by NMF. In order
to learn topic matrices using NMF, we first con-
vert each document in the corpus into a single
string of words. Each string is then encoded into
a bag-of-words model which we aggregate into a
matrix where each column represents a document.
A term frequency—inverse document frequency
transformer [LRU14] is then applied to this matrix
to give more significant words more weight. A stan-
dard NMF algorithm is then used to learn 10 topic
vectors.
Below we list the top 10 highest-weighted words
in the NMF dictionaries for arbitrarily chosen five
of the topics for each of the three data sets.
Topics learned fromDeltaAir
Topic #1: thank, welcome, flying, feedback, ap-
preciate, great, delta, loyalty, sharing, day
Topic #2: flight, delayed, delay, sorry, time, crew,
gate, hours, hi, hear
Topic #3: seat delta upgrade seats comfort middle
available class hi economy
Topic #4: let, know, assistance, need, sorry, amv,
rebooking, assist, delay, apologies
Topic #5: bag, baggage, check, claim, airport,
bags, lost, checked, luggage, team
Topics learned from Shakespeare
Topic #1: enter, messenger, king, attendants, ser-
vant, gloucester, lords, duke, queen, henry
Topic #2: lord, good, ay, know, noble, say, tis, king,
gracious, did
Topic #3: exit, servant, falstaff, messenger, gentle-
man, body, lucius, boy, gloucester, cassio
Topic #4: thy, hand, father, heart, hath, love, life,
let, master, face
Topic #5: sir, good, know, ay, pray, john, man, say,
did, marry
Topics learned from 20NewsGroups
Topic #1: card, video, monitor, drivers, cards, bus,
vga, driver, color, ram
Topic #2: god, jesus, bible, christ, faith, believe,
christian, christians, church, sin
Topic #3: game, team, year, games, season, play-
ers, play, hockey, win, player
Topic #4: car, new, 00, sale, 10, price, offer, condi-
tion, shipping, 20
Topic #5: edu, soon, cs, university, com, email, in-
ternet, article, ftp, send
4.2. Training the RNN-NMF chatbot. With the
three topic matrices obtained by NMF in the previ-
ous subsection, we now train our RNN-NMF chat-
bot on the Cornell Movie Dialogue data set, which
is a classical data set for training RNN based chat-
bot. We note that training on a much larger data
set such as Reddit or Twitter data would likely im-
prove the performance of the chatbot, but train-
ing on the smaller Cornell data set suffices for our
goal of comparing the performance of non-topic
and various topic versions of the chatbot. More-
over, in order to speed up the training process, we
restrict our model to the 18,000 most commonly
used English words and mask all the other words
by replacing them with a special token that denotes
unknown words.
Our training uses a single NVIDIA GeForce GTX
1660 Ti GPU. We use the Adagrad optimizer, the
batch size is 64, the dropout rate is 0.1, the hidden
size for the word embedding is 500, and the total
number of training iterations is 64,000 (87 epochs).
We also use teacher forcing [WZ89] to accelerate
the training, with a teacher forcing rate of 1.
4.3. Comparison and analysis. In this subsec-
tion, we present output from the four chatbot
models (Non-topic, DeltaAir, Shakespeare, and
20NewsGroups). Recall that all chatbot models
have been trained on the same Cornell Movie Di-
alogue, but the use of different topic matrices in-
fluence the training via topic attention and topic-
biasing in computing the predicted probability dis-
tribution (20). In some sense, each topic matrix
learned by NMF from different data sets provide
a priori ‘filter’ or ‘bias’ in choosing words in re-
sponse. In this sense, we will refer to each topic
matrix used in training the chatbot as its NMF-
topic filter.
For a quantitative comparison, in Table 1 we
provide the training loss (i.e., the KL-divergence
between the true and predicted distribution in
(10)) of each of the four chatbots at the end of train-
ing. Lower training loss indicates that the model
has learned the desired joint distribution on the
question and answer pairs from the Cornell data
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Non-topic DeltaAir Shakespeare 20NewsGroups
Training loss 0.2847 0.1937 0.1708 0.2061
TABLE 1. Training loss of the four chatbot models trained on the Cornell Movie Dialogue dataset. Lower
training losss is better and indicates that the model has learned the desired joint distribution on the
question-answer pairs.
ddd 
 
 
 
 
Non-topic DeltaAir Shakespeare 20NewsGroups 
Q: I really really love you Q: I really really love you Q: I really really love you Q: I really really love you 
Bot: Sure… Bot: That’s great! I love you. Bot: As much as they say to me. 
Bot: Do you love me? who is 
this? 
Q: I lost something at the 
airport 
Q: I lost something at the 
airport 
Q: I lost something at the 
airport 
Q: I lost something at the 
airport 
Bot: go on...  Bot: Take to check the monitor. Matthew.  
Bot: What are you talking 
about? What? Bot: But what is it? 
Q: Is he good enough to 
marry her 
Q: Is he good enough to 
marry her 
Q: Is he good enough to 
marry her 
Q: Is he good enough to 
marry her 
Bot: Yes. I don’t know... Bot: He knows the woman. He’ll be there. 
Bot: I guess he is a very good 
man. Bot: I wanna say good..  
Q: I love your new car Q: I love your new car Q: I love your new car Q: I love your new car 
Bot: I suppose that’s my car Bot: So I’ve got a car Bot: Really good car. Thank you.  
Bot: Four years car but that’s 
all new 
 
TABLE 2. Examples of conversation with chatbots with different NMF-topic filters. A bold response by the
chatbot indicates that we find it to be a reasonable, non-generic response to the input.
set. Indeed, training loss of all of the three topic-
aware chatbot models are comparably lower than
that of the non-topic model.
For qualitative comparison, we give examples
of conversation with the four models in Table 2.
We observe that in general, topic-aware chatbots
give more non-generic and context-dependent
responses to various input questions. More-
over, when we ask questions closely related to
each topic matrix (DeltaAir, Shakespeare, and
20NewsGroups), we observe that the chatbot with
the corresponding NMF-topic filter gives the most
appropriate answer using relevant topic words
more frequently. Namely, for the question “I lost
something at the airport”, the words “lost” and
“airport” belong to Topic #5 of the DeltaAir data
and the related topic word “check” does appear
in the corresponding chatbot’s response. Also, for
the question, “Is he good enough to marry her”,
“good” and “marry” belong to Shakespeaere’s
Topic #5, and the corresponding chatbot’s answer
contains associated topic words “good” and “man”.
Lastly, for the question “I love your new car”, the
words “car” and “new” belong to Topic #4 of the
20NewsGroups data, and both of them as well as
additional topic word “years” from the same topic
vector appear in the corresponding chatbot’s re-
sponse.
We will now discuss the topic-awareness of the
chatbot in relation to the conversation and topic
vocabularies. Recall that we train our RNN-NMF
chatbot model on the Cornell Movie Dialogue with
masking all but the 18,000 most commonly used
English words. Some of the topic words that we
learn by NMF from different data sets (e.g., ‘ay’,
‘thy’, and ‘exeunt’ from Shakespeare) are not nec-
essarily contained in this list of 18,000 words or
frequently appear in the movie dialogue. Since
the training minimizes the divergence between
the predicted and true output probability distribu-
tions, any response using topic words that do not
appear in the actual responses in the conversation
data set will be suppressed during the training pro-
cess. Indeed, the responses in Table 2 all consist of
very generic and commonly used words. Hence, if
we train our RNN-NMF chatbot model on a large
enough conversation data that contains most of
the topic words, the chatbots will likely give more
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topic-oriented responses. As this requires more
powerful computational resources, we leave it for
our future work.
5. CONCLUDING REMARKS AND FUTURE WORKS
In this paper, we have constructed a model for
a topic-aware chatbot by combining several exist-
ing text-generation models that utilize RNN struc-
tures with NMF-based topic modeling. Before we
train the chatbot on a conversation data set, a topic
matrix is obtained by NMF from a separate data set
different kinds. For a given input question, its cor-
relation with the learned topic vectors is computed
and then fed into the decoder so that it learns to
prefer relevant topic words over more generic ones.
We demonstrated our RNN-NMF chatbot architec-
ture using four variants: Non-topic, DeltaAir,
Shakespeare, and 20NewsGroups. Not only do the
topic-aware chatbots achieve comparably lower
training loss on the data set than the non-topic
one, they qualitatively and contextually give the
most relevant answer depending on the topic of
question.
Our work serves as the first proof of concept for
using NMF-based topic modeling to create a topic-
aware, RNN-based chatbot. This opens up a num-
ber of future research possibilities, which build on
recent developments in the literature of NMF. Be-
low we discuss three possibilities.
5.1. Learning topics from MCMC trajectories.
Suppose we have to learn the topic vectors from
documents sampled using Markov chain Monte
Carlo methods. For instance, say we would like to
make our chatbot aware of trending topics from
Twitter or the internet in general. Since it is not
possible to collect or process the entirety of Twit-
ter or the internet, we may use a Markov chain-
based sampling algorithm to obtain a sequence
of samples of the texts and tweets (e.g., Google’s
PageRank or random walk based exploration algo-
rithm). Recent work guarantees convergence of an
online NMF algorithm on a Markovian sequence of
data [LNB19]. Therefore, our current architecture
can easily be extended to such a setting. Namely,
we learn the NMF-topic matrix by using the Mar-
kovian NMF algorithm in [LNB19] from an MCMC
trajectory exploring the text sample space. We
can then proceed by training our chatbot with this
learned topic matrix.
5.2. Transfer learning. In our RNN-NMF chatbot
architecture, the use of the NMF-topic filter is
hard-coded in the sense that the NMF topic ma-
trix of choice is used in the training step. Hence,
if we wanted to apply a different topic filter to the
chatbot, we would need to train the entire model
from the beginning. However, if we were able to use
an existing general language model instead of the
RNN structure, we would be able to switch topic
filters by merely fine-tuning the parameters of the
NMF-topic layer. One possiblilty is to use BERT
[DCLT18] as the general language model, and add
a NMF-topic later so that the predicted probability
distribution is computed in a similar way to (20).
5.3. Dynamic topic-awareness. One of the main
advantages in using NMF-based topic modeling
instead of LDA is that the topic matrix can be
very easily learned from a new or even a time-
varying data set. Hence we can make our RNN-
NMF chatbot architecture ‘online’, so that the un-
derlying online NMF algorithms (e.g., [MBPS10b,
LNB19]) can constantly learn new topics from a
time-varying data set (e.g., collective chat history
of users). Then, the RNN can retrain the parame-
ters in the topic-layer on the fly in order to adapt to
current topics.
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