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This thesis is for a sensitivity analysis of magnetic resonance elastography, a hy-
brid imaging technique used in early-stage cancer screening. To quantitatively analyze the
sensitivity, we introduce a notion of detectability, which is defined as a relative amplitude
drop in a small stiff tumor region. This analysis is accomplished in both the full elastic and
viscoelastic models and compared with that of the simpler scalar model which is frequently
used in the actual application.
Some of the highlights are 1) a useful formula for detectability in terms of physical
parameters, which will help the design of experiments; 2) the discrepancy between the full
elastic model and the scalar model that provides a criterion when the simple scalar model is
acceptable; 3) a theoretical limit of the smallest tumor that magnetic resonance elastography
can reconstruct; 4) the existence of optimal frequency when the Voigt (viscoelastic) model is
adopted; and 5) the limit behavior of the solution when the inclusion stiffness or attenuation
becomes infinitely high.
We expect that this detectability approach is extendable to many hybrid imag-
ing techniques to quantify their sensitivities and cross-compare them to determine which
modality is the most powerful in detecting early-stage cancer.
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Standard inverse problems such as electrical impedance tomography [9], inverse scat-
tering [4], and optical tomography [1] are ill-posed, meaning measured data is insensitive
to parameter change. This ill-posedness originates from the remote measurement; if we
measure physical response only on the surface, then a small change occurring deep inside is
not noticeable. Recently, a group of new medical imaging modalities have been developed
to overcome this ill-posedness. Examples include magnetic resonance electrical impedance
tomography (MREIT) [12], elastography [19, 25], ultrasound modulated optical tomogra-
phy (UMOT) [30], and acoustic radiation force impulse (ARFI) imaging [20]. These are
collectively referred to as hybrid imaging ; the excitation is from one physics, while the mea-
surement is from another. For example, MREIT combines electrical impedance tomography
for excitation and magnetic resonance (MR) for measurement, elastography uses elastic ex-
citation and MR or ultrasound measurement, UMOT uses laser excitation with focused
ultrasound modulation and optical measurement, and ARFI uses focused ultrasound exci-
tation and ultrasound measurement. One advantage of this hybrid technique is to enable
us to acquire interior measurement which greatly reduces the ill-posedness.
Here we focus on the elastography. This aims to screen early-stage cancer based
on the elasticity change, which corresponds to a quantification of clinical palpatation tests.
Experimentally, it is well known that cancerous tissue is much stiffer (up to 10 times) than
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healthy tissue. A mechanical transducer attached to the skin’s surface feeds the elastic wave
into the human body, and either (ultrafast) ultrasound ([25]) or MRI ([19]) captures the wave
propagation initiated by this transducer. There are many attempts for the reconstruction
([5, 7, 8, 13, 14, 15, 16, 18, 22, 23, 24, 26]), but resolution analysis such as the smallest
detectable tumor with elastography is less studied.
Although some partial answers to the resolution analysis for the non-attenuating
scalar wave equation model are addressed in [17], the use of the scalar wave equation model
in elastography is controversial. The wave initiated by the mechanical transducer is in fact
an (vector) elastic wave containing both compression and shear waves, and the human body
is surely an elastic medium. Based on experimental observations with arguably acceptable
physical reasoning (near incompressibility of tissue implies a large compression wavelength,
thus, small amplitude of the compression part), many elastography researchers prefer the
scalar wave equation model for the shear part only. This scalar model is simple but not
rigorous, and moreover, not many attempts have been made to quantify the discrepancy
between the simplified scalar model and the full elasticity model.
In this thesis, we first investigate the sensitivity analysis for the full elasticity equa-
tion and compare it with the scalar case. More specifically, assuming one small spherical
inclusion, which is an acceptable assumption since we are targeting early-stage cancer, we
establish an asymptotic formula for the change of vector displacement in the elastography
data due to the variation of material parameters such as compression and shear Lamé con-
stants, size of the tumor, and the excitation frequency. This change of vector displacement is
quantified by our detectability, which is further used to estimate the theoretical limit for the
smallest detectable tumor size in single frequency time-harmonic elastography experiments.
In reality, all tissue is viscoelastic though sometimes negligible. Especially, liver is
a representative example of highly viscoelastic tissue in elastography [2, 24]. So, we add
viscosity to make the model more realistic. The addition of viscosity will make the wave
attenuating or damping when it propagates into the tissue. When considering viscoelsticity,
much of the literature, for example [2, 10, 27], uses specific models such as Maxwell, Voigt,
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standard linear solid, and fractional dashpot models; however, we attempt to remain model
independent wherever possible, since there is no agreement on the standard viscoelastic
model for human tissue [10].
1.1 Full elasticity equation
We assume a purely shear plane wave is incident into an elastic medium containing a
tumor region (the case when a compression plane wave is incident is studied in section 3.5).
Some of the waves transmit into the tumor region and some are scattered. For simplicity,
we assume the background medium is homogeneous with a fixed pair of Lamé parameters
λ and µ and the tumor region, Ω, is also homogeneous having different Lamé parameters
λ̃ and µ̃. Note that for the purely elastic case, these parameters will be real-valued, while
complex for the viscoelastic case.
The governing partial differential equation of this elastic wave propagation for the
displacement U(x, t) is
(λ+ µ)∇(∇ ·U) + µ∆U = ρUtt
in the background medium; the same equation having the parameters with tildes governs
the tumor region. Here we assume the mass density ρ > 0 is the same for the tumor
and the healthy tissue, which is experimentally verified. Moreover, at the interface, the
displacement and the normal stress from inside and outside the inclusion must match.
Because the magnetic resonance elastography (MRE) uses a single frequency time-harmonic
experiment, we may assume the incident wave is given by
Uinc(x, t) = uinc(x)e−iωt, uinc(x) = x̂eiksz
where ω > 0 is the driving (angular) frequency, ks is the shear wave number, and x =
(x, y, z). The unit vector in the x direction is denoted x̂; all unit directional vectors will be
denoted similarly. This incident wave is a purely shear plane wave that propagates along
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the z direction and oscillates along the x direction. For the displacement as a response to
this incident wave, the time part in our solution is also e−iωt:
U(x, t) = u(x)e−iωt.
Taking a Fourier transform, the total displacement field u in R3 satisfies the following vector




(λ+ µ)∇(∇ · u) + µ∆u + ρω2u = 0 in R3 \ Ω̄,
(λ̃+ µ̃)∇(∇ · u) + µ̃∆u + ρω2u = 0 in Ω,
u|+ = u|− on ∂Ω,
σ · ν|+ = σ · ν|− on ∂Ω,
usct = u− uinc satisfies a radiation condition,
(1.1)
where Ω denotes our inclusion, σ denotes the stress tensor, and ν denotes the normal vector.
A schematic diagram for this physical setting is given in Figure 1.1.




















For viscoelastic media, these are complex numbers, in general.
We are interested in sensitivity analysis, mainly focusing on the change in wave
amplitude when the tumor size varies. Furthermore, we may assume our inclusion is a small
ball, i.e., Ω = BR(0) with R << 1, because our main goal is an early-stage cancer detection.













Figure 1.1: uinc represents the plane wave, uint is the solution within the tumor Ω, and
usct is the scattered wave. Within the tumor, we have the parameters λ̃ and µ̃; outside the
tumor, we have λ and µ. ρ is constant.
which will be discussed in chapter 2. Since the full elasticity equation is coupled, the series
solution is significantly more complicated than the scalar case. We need the vector spherical
harmonics which are not as well known, though one can find solutions in [3, 11, 21]. We
rephrase their results in chapter 2. We also derive the normal displacement and the normal
stress in terms of the vector spherical harmonics, leading to the spherical representation of
the matching boundary conditions, which are used to establish a matrix equation for the
complete series solution of the full elasticity equation. First, we focus on the purely elastic
case in chapter 3. Our detectability is introduced as the relative amplitude drop and used to
define asymptotic and estimated detectability formulas. We investigate our detectability as
a function of several physical parameters such as size of tumor, excitation frequency, Lamé
parameters, and stiffness constants. Also, we use our detectability formulas to determine
the smallest detectible tumor size under a noisy environment. As an extreme case, we
also consider the limit of the interior solution as the stiffness of the tumor approaches
infinity. At the end of chapter 3, we briefly discusses the results when a compression plane
wave is incident and the difference between the shear and compression components of the
scattered wave. In Chapter 4, the purely elastic case is extended to the viscoelastic case.
As an extreme case for viscoelasticity, we consider the limit of the interior solution as the
attenuation constant of the tumor approaches infinity.
5
Chapter 2
Series solution with a ball inclusion
for a fully elastic medium
Assuming that our inclusion is a ball, i.e., Ω = BR(0), the solution of our vector
Helmholtz equation, (1.1), will possess a spherical Bessel-Hankel series representation. For
the scalar wave case, it is well known that the solution is in terms of spherical Bessel and
Hankel functions with spherical harmonics [4]. However, the series solution is less well
known and more complicated for the vector case. Though this is a classical topic and one
can find the solution in literature, for example [3, 11, 21], we provide a clarified summary
for the reader’s convenience. Note that all the results in this chapter are valid even for
complex material parameters in (1.1), which can be applied both to the purely elastic case
in chapter 3 and the viscoelastic case in chapter 4.
2.1 Basis functions
In the homogeneous medium, the general vector elastic wave is decomposed as one
compression wave, which oscillates along the propagation direction, and two shear waves,
which oscillate perpendicular to the propagation direction, u = uP +uSH +uSV . Since uP ,
6
uSH , and uSV solve
∆(∇ · uP ) + k2p(∇ · uP ) = 0 and ∇× uP = 0,
∆(∇× uSH) + k2s(∇× uSH) = 0 and ∇ · uSH = 0,
∆(∇× uSV ) + k2s(∇× uSV ) = 0 and ∇ · uSV = 0,
as in [28] (p. 393), we respectively let uP = ∇ϕ, uSH = ∇× [(rχ)r̂], and uSV = 1ks∇×∇×
[(rψ)r̂], where r =
√
x2 + y2 + z2 and r̂ is the unit radial vector. Then the scalar potentials
ϕ, χ, and ψ solve
∆ϕ+ k2pϕ = 0, ∆χ+ k
2
sχ = 0, ∆ψ + k
2
sψ = 0 in R3.
From [4] we know that vm,pn = zn(kpr)P
m
n (cos θ)e
imφ with n ∈ {0} ∪ N and m = −n, . . . , n
are the basis functions for ϕ, and vm,sn = zn(ksr)P
m
n (cos θ)e
imφ are the basis functions for χ
and ψ. Here either zn = jn, the spherical Bessel function for entire solutions, or zn = h
(1)
n ,
the spherical Hankel function of the first kind for radiating solutions, and Pmn (t) denotes











































x = r sin θ cosφ,
y = r sin θ sinφ,
































































































recalling the well-known recurrence formula, tz′n(t) = nzn(t) − tzn+1(t) [4]. Now that lmn ,
mmn and n
m














n . Since the scattered wave, u
sct = (u− uinc)|Ω̄c , is a radiating solution and
















































with (kp, ks, jn),
(2.3)




n , which have distinct wave numbers (kp, ks)
or (k̃p, k̃s), and zn = jn or h
(1)
n in (2.2). Note that the last one, uinc, is the well-known
Jacobi-Anger expansion for the vector plane wave (p. 419 of [28]).




n is pointwisely or-
thogonal to mmn , but, in general, l
m




2.2 Representation in spherical coordinates















n ), for u
sct, uint, and





r̂ = x̂ sin θ cosφ+ ŷ sin θ sinφ+ ẑ cos θ,
θ̂ = x̂ cos θ cosφ+ ŷ cos θ sinφ− ẑ sin θ,




x̂ = r̂ sin θ cosφ+ θ̂ cos θ cosφ− φ̂ sinφ,
ŷ = r̂ sin θ sinφ+ θ̂ cos θ sinφ+ φ̂ cosφ,
ẑ = r̂ cos θ − θ̂ sin θ.
In this section, we will derive the spherical coordinate representation of displacement, radial
strain, and radial stress, which will be used for the matching boundary conditions on the
spherical boundary.
2.2.1 Displacement
It is straightforward from (2.1) to obtain the displacement, u, in spherical coordi-





















































imφ − cmn yt1,n(r)
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for which t2z′′n(t) + 2tz
′
n(t) + [t
2 − n(n + 1)]zn(t) = 0 and the recurrence formula, tz′n(t) =
nzn(t)− tzn+1(t), are used.
2.2.3 Radial stress
Because we assume our medium is isotropic, the stress is given by




λ∇ · u + 2µerr 2µerθ 2µerφ
2µerθ λ∇ · u + 2µeθθ 2µeθφ




From (2.1), we have








































and, thus from (2.6), we have











































































































































2.3 Matching boundary conditions
The boundary conditions of (1.1) read
uint − usct = uinc on ∂Ω,
σint · r̂ − σsct · r̂ = σinc · r̂ on ∂Ω,
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which are six scalar componentwise equations on ∂Ω = ∂BR(0):
r̂ · uint = r̂ · usct + r̂ · ui, θ̂ · uint = θ̂ · usct + θ̂ · ui, φ̂ · uint = φ̂ · usct + φ̂ · ui,
r̂ · σ
int
· r̂ = r̂ · σ
sct
· r̂ + r̂ · σi · r̂, θ̂ · σ
int
· r̂ = θ̂ · σ
sct
· r̂ + θ̂ · σi · r̂, φ̂ · σ
int
· r̂ = φ̂ · σ
sct
· r̂ + φ̂ · σi · r̂.






















































n ) for sct,
(k̃p, k̃s, jn) for int,
(kp, ks, jn) for inc.
Also, P−1n = P
1













































































































n , and b̃
m
n are zero for all other n and m, from the orthogonality
relations [11].
Similarly, accounting for all six boundary conditions, using (2.3), (2.4), (2.8), and





























































































































































































n = −c̃1n, a−1n = a1n, b−1n = b1n, c−1n = −c1n. (2.15)
From (2.3), uinc possesses nontrivial modes only for m = ±1, thus all the coefficients for
other n and m are zero.
2.4 Evaluation at the center point
Because we will assume a small ball inclusion, Ω = BR(0) with R << 1, the center
value of the inclusion will be a good representative of our continuous solution in this small
inclusion. Moreover, the evaluation of the solution at the center point becomes much easier,






int are in terms of jn, which are easily computable at the origin. So we
have the following theorem.













(x̂+ iŷ), n11(0) =
2
3
(x̂+ iŷ), m11(0) = 0.
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r̂ sin θ + iφ̂
)











r̂ sin θ + iφ̂
)













Similarly, we can show l−11 (0) =
k̃p




3 [x̂− iŷ], and m
−1
1 (0) = 0. Also, for
































We begin with the purely elastic case, where µ, µ̃, λ, and λ̃ are real. This gives ks,
k̃s, kp, and k̃p real. From the previous chapter, we derived















n with (k̃p, k̃s, jn).
Since, for the fully elastic case, zn = jn is a real function, all the radial functions defined in
(2.2), (2.7) and (2.9) are real; therefore

























In the context of early detection of cancer, we may assume R, the radius of the
inclusion, is small. In this case, uint(0) is a good estimate of the continuous solution in the
inclusion, u|BR(0). As in [17], we define our detectability as the relative amplitude change
18








Note Det is without unit; thus, we can denote Det as either a number or a percent.
3.1.1 Asymptotic detectability for small inclusion




1, which is expressed in terms
of complicated spherical Bessel and Hankel functions through the solution of (2.11) with
n = 1. However, assuming the radius of inclusion, R, is small, we may obtain a simple







































































and the fact that µ̃µ =
k2s
k̃2s

































































































































































































































































































































































































































∣∣∣∣V M2 M3 M4
∣∣∣∣+ 2
∣∣∣∣M1 V M3 M4
∣∣∣∣
∣∣∣∣M1 M2 M3 M4
∣∣∣∣
=
∣∣∣∣2M1 − k̃pM2 V M3 M4
∣∣∣∣
∣∣∣∣M1 M2 M3 M4
∣∣∣∣
,





+ O(1) due to cancellation of the odd powers, by tedious computation, we obtain the


















s − 4k̃2p) + 6k̃2s k̃2p
k2s(3k̃
2
s − 4k̃2p) + 2k̃2s(k̃2s + 2k̃2p)
R2 +O(R4).















λ̃(3µ̃+ 2µ) + 2µ̃(µ̃+ 4µ)
)]
+O(R4).
This equation gives us the asymptotic estimate of detectability:



















which is independent of the background compression parameter λ.
3.1.2 Estimated detectability
Since soft tissue is almost incompressible due to high water content, we may assume
the Lamé parameters λ and λ̃ are infinity. Taking the limit, λ̃ → ∞, for Detasy which is
21
independent of λ, we get the estimated detectability:






























, which is monotone decreasing for µµ̃ ∈ [0, 1],
i.e., for stiffer inclusions, with the maximum value 1 and minimum value 0.6. For example,
this factor is 0.75 for µµ̃ =
1








10 . In conclusion, the
scalar model has a slightly overestimated detectability, but is a good approximation when
the shear stiffness contrast is high (µµ̃ → 0), which is common in MRE experiments.
3.2 Detectability plots
We want to see the effect of the individual parameters on the detectability. For
convenience, we let α denote the shear contrast, α = µ̃µ , and β the compression contrast,
β = λ̃λ . We use the following default parameters
ρ = 1000 (kg/m3), freq = 100 (Hz), α = 10, β = 1, R = 5 (mm), λ = 2300 (kPa), µ = 4 (kPa),
unless otherwise specified. For Figures 3.1-3.4, the dashed line is for the actual detectability
(3.3), and the solid line is for the estimated detectability (3.5). Note that the asymptotic
detectability (3.4) is indistinguishable from the estimated detectability due to a large λ̃,
and thus, is not shown.
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3.2.1 Detectability versus radius
Figure 3.1 shows the detectability and the estimated detectability versus radius R.
As given in (3.5), Detest shows R
2 dependence, which is in agreement with Det up to
4.5 mm for 100 Hz. As frequency becomes higher, the region of agreement becomes lower
because the dropped O(R4) term has ω4 in it. As R → ∞, Det oscillates since k̃pã11 + 2b̃11
is in terms of jn(kR) and h
(1)
n (kR) with k = kp, ks, k̃p, k̃s.


















freq = 100(Hz), α = 10, β = 1, λ = 2300(kPa), µ = 4(kPa)


















freq = 100(Hz), α = 10, β = 1, λ = 2300(kPa), µ = 4(kPa)
Figure 3.1: Detest and Det are in good agreement up to 4.5 mm for 100 Hz, while the region
of agreement becomes smaller for higher frequency. Detest grows to infinity quadratically
as it is of O(R2), while Det will oscillate as R grows: k̃pã11 + 2b̃11 is in terms of jn(kR)
and h
(1)
n (kR) with k = kp, ks, k̃p, k̃s, which cause oscillation. The period of this oscillation
depends on the frequency since all the k’s are linear in ω, e.g., the period is halved if ω is
doubled.
3.2.2 Detectability versus frequency
Figure 3.2 shows the detectability and the estimated detectability versus frequency.
As Det and Detest are functions of ωR, the effect of frequency is the same as that of
radius. Detest is in good agreement with Det up to 120 Hz for a 5 mm radius. For
larger inclusions, the area of agreement becomes lower due to the dropped O(R4) term in
asymptotic detectability (3.4). As in the radius case, Det oscillates as frequency grows.
23




















α = 10, β = 1, R = 5(mm), λ = 2300(kPa), µ = 4(kPa)




















α = 10, β = 1, R = 5(mm), λ = 2300(kPa), µ = 4(kPa)
Figure 3.2: Since Det and Detest are functions of ωR, the effect of frequency will be the
same as that of radius. Detest and Det are in good agreement up to 120 Hz for 5 mm
radius, while the region of agreement becomes lower for larger inclusion. Detest grows to
infinity quadratically as it is of O(ω2), while Det will oscillate as ω grows. The period of
this oscillation depends on radius, e.g., the period is halved if R is doubled.
3.2.3 Detectability versus compression contrast
Figure 3.3 shows the detectability and the estimated detectability versus compres-
sion contrast β. Detest is constant since (3.5) does not contain λ or λ̃. Det is in fact strictly
monotone increasing approaching to a finite limit though it looks like a constant in the
figure. The difference between Det and Detest is less than 0.03 for all β when R = 5 mm,
and less than 10−8 when R = 0.05 mm. This difference approaches 0 as R→ 0.
3.2.4 Detectability versus shear contrast
Figure 3.4 shows the detectability and the estimated detectability versus shear con-
trast α. When R = 5 mm, Detest and Det are in agreement up to α = 4. When R = 3
mm, the difference is less than 0.01 for all α. The difference will approach 0 as R → 0.
Det and Detest are both monotone increasing functions and approach finite limits, which
become important later to estimate the smallest inclusion that can be detected by MRE.
24

















freq = 100(Hz), α = 10, R = 5(mm), λ = 2300(kPa), µ = 4(kPa)



















freq = 100(Hz), α = 10, R = 0.05(mm), λ = 2300(kPa), µ = 4(kPa)
Figure 3.3: For compression contrast β, Detest is actually constant as given in (3.5) and
Det is in fact strictly monotone increasing approaching a limit. The difference between Det
and Detest is O(R4) term, which approaches 0 as R→ 0.





















which gives 0.4112 for R = 5 mm and 0.1480 for R = 3 mm. However, the limit of Det is




1 are functions of µ̃ and
lim
α→∞




























































































































freq = 100(Hz), β = 1, R = 5(mm), λ = 2300(kPa), µ = 4(kPa)



















freq = 100(Hz), β = 1, R = 3(mm), λ = 2300(kPa), µ = 4(kPa)
Figure 3.4: Det and Detest are in agreement up to α = 4 with R = 5 mm and in agreement
for all α with R = 3 mm. The difference approaches 0 as R→ 0. Det and Detest are both
monotone increasing approaching to finite limits, which are 0.3674 and 0.4112 with R = 5
mm, and 0.1499 and 0.1480 with R = 3 mm, respectively.
Proof. For ã11 and b̃
1
1, we have to solve the matrix equation (2.11). Recalling the asymptotic




= λ̃+2µ̃µ̃ → 2 as µ̃→∞, collect the first













































































where the third and the fourth columns and the right side do not contain k̃p or k̃s. Using
Cramer’s rule for ã11 and b̃
1
1, the determinant in the denominator becomes O(k̃p). The
determinants in the numerators for ã11 and b̃
1
1 are respectively estimated as O(1) and O(k̃p).
Thus we have ã11 = O(k̃−1p ) and b̃11 = O(1). Similarly, we can estimate a11 = O(1) and
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1, x2 = limµ→∞
2b̃11, x3 = lim
µ̃→∞































































































































































0.3674 for R = 5 mm,
0.1499 for R = 3 mm,
which are consistent with the figure.
3.3 Smallest Detectable Inclusion
Given the noise level ε, which will depend on the precision of the actual elastography
modality, inclusions whose detectability is above ε are detectable. Thus from the estimated
detectability formula (3.5), the theoretical limit of the smallest detectable size of the tumor














With the actual detectability (3.3), one does not have an explicit formula for Rdet, so it is
not useful in practice. However, here we show Rest is an excellent approximation of Rdet
in our simulation, so Rest can replace Rdet in practice. Table 3.1 shows Rdet, Rest, and
Rscalar for α = 10, which is a typical shear contrast value in elastography and α = ∞,
which corresponds to an infinitely stiff inclusion. When α =∞, we have





which is completely determined by background parameters and provides a lower bound
for all cases. In other words, given the background medium and noise level, the smallest
28
α = 10 α =∞
ε 10% 5% 1% 10% 5% 1%
Rdet 2.64 1.87 0.85 2.44 1.73 0.78
Rest 2.68 1.90 0.85 2.47 1.74 0.78
Rscalar 2.60 1.84 0.82 2.47 1.74 0.78
Table 3.1: Radii are in millimeters. For all cases, we use ρ = 1000 (kg/m3), frequency 100
(Hz), β = 1, λ = 2300 (kPa), and µ = 4 (kPa). Observe that three radii are close to one
another.
possible detectable inclusion cannot be less than (3.7). For example, when α = ∞, the
smallest detectable inclusion is approximately 5 mm in diameter with 10 % noise and 3.5
mm with 5 %, when ρ = 1000 (kg/m3), frequency 100 (Hz), λ = 2300 (kPa), β = 1, and
µ = 4 (kPa).
3.3.1 Comparison with eye-ball detectability
In this section, we compare the simulation results with our estimated detectability.
One can observe higher detectability for larger inclusions in the simulation, which implies
our defined detectability is in good agreement with the eye-ball detectability. In Figures
3.5–3.7, |u| is shown on the yz-plane (the unit amplitude plane wave is incident along z-
direction, i.e., from left to right in each figure). Inclusions are depicted as dashed circles.
For all simulations, we use the default values for ρ = 1000 (kg/m3), β = 1, λ = 2300 (kPa),
and µ = 4 (kPa). Figure 3.5 is for various inclusion radii, R = 1, 2, 2.5, 5, 10 mm, with fixed
freq = 100 Hz and α = 10. Figure 3.6 is for various frequencies, freq = 50, 80, 100, 200, 300
Hz, with fixed R = 2.5 mm and α = 10. Figure 3.7 is for various shear stiffness contrast,
α = 2, 5, 10, 100,∞, with fixed R = 2.5 mm and freq = 100 Hz. We present three cases with
different noise levels, ε = 0, 5, 10%. For the series solution (3.2), and also for the exterior
solution, we use the first 20 terms for u (40 terms for higher frequency freq = 200, 300 Hz































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.5: The unit amplitude plane wave is incident along z-direction. |u| is shown
on the yz-plane with the inclusion depicted by dashed circle. The radius of inclusion,
R = 10, 5, 2.5, 2, 1 mm from top to bottom. Noise level ε = 0, 5, 10 % from left to right.
Detest is larger than 1 for R = 10 mm, because the estimated detectability is a good
approximation of Det only for small inclusions. Notice how well our Detest matches what









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.6: The unit amplitude plane wave is incident along z-direction. |u| is shown
on the yz-plane with the inclusion depicted by dashed circle. The excitation frequency,
freq = 300, 200, 100, 80, 50 Hz from top to bottom. Noise level ε = 0, 5, 10 % from left to

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.7: The unit amplitude plane wave is incident along z-direction. |u| is shown on
the yz-plane with the inclusion depicted by dashed circle. The shear stiffness contrast,
α = ∞, 100, 10, 5, 2 Hz from top to bottom. Noise level ε = 0, 5, 10 % from left to right.
Color scale is from 0 to 1.4. Notice that Detest approaches a finite limit as α→∞.
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3.4 Limit of the interior solution as shear stiffness approaches
infinity
In this section, we show uint converges to a nonconstant function as µ̃ → ∞. For
the scalar case, it converges to a constant, see [17].



































4G , n = 1,

















, n ≥ 2,
with F and G defined in Theorem 3.2.1 and (2n+ 1)!! = 1(3)(5) . . . (2n+ 1).
Proof. As in Theorem 3.2.1 , we use the asymptotic expansion of the matrix equation (2.11):
Letting δn = −in+1 2n+12n(n+1) and γn =
Rn−2
















































































Note that the case when n = 1 for ã1n and b̃
1
n was proved already in Theorem 3.2.1. For n ≥ 2,
the determinant of the matrix is estimated as O(k̃2n−3p ), because the k̃2n−5p terms cancel out
(recall that k̃p and k̃s are in the same order). For Cramer’s rule, the determinants in the
numerators for ã1n and b̃
1










For a1n and b
1
n, determinants in the denominator and the numerator are of the same order,
so O(1). Now to find the leading coefficients An and Bn, we rewrite the matrix equation as








































































nRγn nRγn −yp,sct1,n (R) −y
s,sct
1,n (R)





































s → 12 as µ̃→∞. The bottom two rows prove An +Bn = 0 for n ≥ 2.
For c1n and c̃
1
































Using Cramer’s rule again, we easily get
c̃11 = O(1)/O(k̃s) = O(k̃−1s ), c11 = O(k̃s)/O(k̃s) = O(1),
c̃1n = O(1)/O(k̃n−2s ) = O(k̃2−ns ), c1n = O(k̃n−2s )/O(k̃n−2s ) = O(1) for n ≥ 2.
For n = 1, recalling γn =
Rn−2
(2n+ 1)!!
, rewriting the matrix in terms of k̃sc̃
1




















































































which gives Cn = −iδn/(γn(n− 1)R3k3sh
(1)
n (ksR)). 











































C1 +O(k̃2s) and jn(k̃sr)c̃1n = O(k̃2s) for n ≥ 2.























where F and G are defined in Theorem 3.2.1.
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r̂ · nP 1n(cos θ) + θ̂ ·
∂
∂θ















r̂ · nP 1n(cos θ) + θ̂ ·
∂
∂θ






















n = 0, n ≥ 2.
From Lemma 3.4.1, we have A1 + B1 =
3F























r̂sin θeiφ + θ̂cos θeiφ + φ̂ieiφ
]
. (3.8)






















r̂sin θe−iφ + θ̂cos θe−iφ − φ̂ie−iφ
]
. (3.9)















































































Collecting the above completes the proof. 


























x̂ from Theorem 2.4.1.
Remark 3.4.4 Though we needed only An+Bn, it is possible to get An and Bn individually.



























Solving that matrix equation, we get
An =




































































































3.5 Compression incident planewave case
For completeness, we include the case when the incident wave is purely compres-
sional, though this type of excitation is rarely used in elastography. Suppose a compression
37
plane wave is incident. Using the Jacobi-Anger expansion for the vector plane wave (p. 420
of [28]), we have




















. From the matching boundary
























































































which immediately yields c̃0n = c
0






















n with (k̃p, k̃s, jn).
3.5.1 Detectability
The detectability becomes




from the following theorem.









Proof. Recall m0n = −jn(k̃sr)φ̂
∂
∂θ































0 (t) = 1, and P
0
1 (t) = t,
we get l01(0) =
k̃p




3 ẑ, while all others vanish. 
3.5.1.1 Asymptotic detectability for small inclusion





























































































(λ̃− λ)(µ̃+ 4µ) + 2(µ̃− µ)(λ̃+ µ̃+ λ+ 6µ)
λ̃(3µ̃+ 2µ) + 2µ̃(µ̃+ 4µ)
)]
+O(R4).





(λ̃− λ)(µ̃+ 4µ) + 2(µ̃− µ)(λ̃+ µ̃+ λ+ 6µ)
λ̃(3µ̃+ 2µ) + 2µ̃(µ̃+ 4µ)
)
.
Note that Detasy approaches zero as λ, λ̃→∞. So in the compression incident case, we do
not have a meaningful estimated detectability, Detest, contrary to the shear incident case
where Detest was useful.
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3.5.2 Limit as µ̃→∞
We show uint converges to a constant as µ̃→∞ as in the scalar case, but different
from the shear incident case.





, where G is the same as in the shear case and
H :=
∣∣∣∣∣∣∣∣∣∣∣∣∣






























which differs from F (in the shear case) only in the second column.









n. As in Lemma 3.4.1 and 3.4.2, we can show the





























































































, n = 1,
0, n 6= 1,
since An +Bn = 0 except A1 +B1 =
3H
kpG
and P 01 (cos θ) = cos θ. 
40
3.6 Dominancy of shear component in the scattered wave
Regardless of the type of incident plane wave, usct will contain both shear compo-
nents, uscts , and compression components, u
sct
p . In either case, there is a common belief
among elastography experimentalists that uscts will dominate u
sct
p . In Figures 3.9 and 3.10,
we verify this by simulation. Note that even when a compression plane wave is incident,
the shear component is more dominant in the scattered wave. Experimentalists sometimes
take advantage of this feature; a compression excitation is applied, the wave is reflected by
the rib cage, and the scattered (shear) wave is emitted from the rib cage. This technique is
useful when one wants to deliver a wave that will penetrate deep inside the body because,
at low frequencies, attenuation of compression waves are small and the rib cage can be used








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.8: Componentwise plots on the xy-, yz-, and zx-planes of lim
µ̃→∞
uint given in The-
orem 3.4.3. The parameters used are ρ = 1000 (kg/m3), freq = 100 (Hz), R = 10 (mm),
λ = 2300 (kPa) and µ = 4 (kPa). Color scale is from −1 to 1. Note that x component is
the most dominant and then z component while y component is negligible, since the zeroth
term in Theorem 3.4.3 is only for x̂, the first term is only for x̂ and ẑ. This figure clearly
shows that lim
µ̃→∞






































































































































Figure 3.9: Plots of |usctp | on top and |uscts | on bottom when a compression plane wave is
incident. All plots are of the xz-plane. Note that uscts dominates u
sct
p . The color scale is






































































































































Figure 3.10: Plots of |usctp | on top and |uscts | on bottom when a shear plane wave is incident.
All plots are of the xz-plane. Note that uscts dominates u
sct





Human tissue is not purely elastic, rather it exhibits viscoelastic properties. For
example, liver tissue is highly viscoelastic. In this chapter we generalize the results from
chapter 3 to the viscoelastic case. We consider the case when a purely shear plane wave is
incident into a viscoelastic medium containing a tumor region. This will make µ, µ̃, λ, and
λ̃ (and hence ks, k̃s, kp, and k̃p) complex, leading to a complex Helmholtz equation. We
can now write the incident shear plane wave as
x̂eiksz = x̂ei(Re(ks)+iIm(ks))z = x̂eiRe(ks)ze−Im(ks)z, (4.1)
where eiRe(ks)z will determine wave speed, as before, and e−Im(ks)z will cause the wave to
decay as it travels through the body. This can be seen in Figure 4.1.
Though the compression Lamé parameters, λ and λ̃, are assumed to be real in Figure
4.1, Figure 4.2 shows that, visually, our solution remains unchanged whether we complexify
the Lamé parameters or not. In Figure 4.2 we show only ux on the xz-plane because uy
and uz are negligible as in Figure 4.1. The compression Lamé parameters do not effect
the purely shear incident wave and its rate of decay. Also, the compression component
of the scattered wave, which will be affected by complex compression Lamé parameters,








































































































































































































































































































Figure 4.1: Plots of u for λ = 2300, λ̃ = 4600, ρ = 1000(kg/m3), freq = 100 (Hz), and
R = 10 (mm). The top three rows use µ = 4, µ̃ = 40 and the bottom three rows use
µ = 4− 4i, µ̃ = 40− 40i. We see that when µ and µ̃ become complex, the wave decays as
it propagates from the left to the right. The color scale is from -1 to 1.
This is evidence that complex compression Lamé parameters will not significantly affect
the experiment when a shear plane wave is incident. Because of this, we will only consider
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Figure 4.2: The plot of ux on the xz-plane is visually indistinguishable for complex λ and
λ̃. The parameters and color scale used are the same as those used in Figure 4.1 with
µ = 4 − 4i and µ̃ = 40 − 40i. We have λ = 2300, λ = 2300 − 10i, λ = 2300 − 100i, and
λ = 2300− 1000i, top to bottom. In each, λ̃ = 2λ.
4.1 Detectability
As in the purely elastic case, we define our detectability as the relative amplitude
change at the center point of the inclusion. However, because we now have wave decay,
it is natural to normalize the detectability by the amplitude of the incident wave. Since
in deriving our series solution, for convenience, we assumed the incident wave always has
unit amplitude at the origin, the correct normalization is eL·Im(ks), where the excitation
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exp (−L · Im(ks)) , (4.2)
which depends on ρ, ω, µ, µ̃, λ, λ̃, R, and L.
4.1.1 Asymptotic detectability for small inclusion

























To force our wave to travel through the body, decaying as it travels, we have the sign
conditions Re(ks) > 0 and Im(ks) ≥ 0, which lead to
µI := Im(µ) ≤ 0, µ̃I := Im(µ̃) ≤ 0,
through µ = ρω2/k2s and µ̃ = ρω
2/k̃2s . Note µR := Re(µ) and µ̃R := Re(µ̃) can be positive















































From the purely elastic case, we modify asymptotic detectability as









λ̃(3µ̃+ 2µ) + 2µ̃(µ̃+ 4µ)
)∣∣∣∣∣
)
exp (−L · Im(ks)) .
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Since µ and µ̃ are complex, we use the fact that, for complex z, |1−z| =
√
1− 2Re(z) + |z|2
and the Taylor expansion to write our asymptotic detectability as





















which, like the purely elastic case, is independent of the background compression parameter
λ. We can also write this in terms of ks, k̃s, and k̃p:








s − 4k̃2p) + 6k̃2s k̃2p
k2s(3k̃
2
s − 4k̃2p) + 2k̃2s(k̃2s + 2k̃2p))
)]
exp (−L · Im(ks)) .
(4.4)
4.1.2 Estimated detectability
As before, taking the limit, λ̃→∞, we get the estimated detectability:



























































Letting λ̃→∞ gives k̃p → 0. Thus, using our second definition of asymptotic detectability
(4.4), we can also write estimated detectability as














 exp (−L · Im(ks)) . (4.5)
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4.2 Detectability plots
As with the purely elastic case, we want to see the effect of each individual parameter
on the detectability. We use realistic parameters given by
ρ = 1000(kg/m3), freq = 100(Hz), λ = λ̃ = 2300(kPa), µ = 2.8−0.7i(kPa), µ̃ = 6.7−2.0i(kPa),
(4.6)
which were computed from the standard linear solid model of liver tissue listed in [2].
With these parameters, we have cs = 1.72 (m/s), c̃s = 2.67 (m/s), γs = 45.51 (1/m), and
γ̃s = 34.67 (1/m). In Figures 4.3-4.8, the dashed black line is for the actual detectability
(4.2), the black solid line is for the estimated detectability (4.5). Note that, as in the
purely elastic case, the asymptotic detectability (4.4) is indistinguishable from the estimated






















is seen as a red solid line.
4.2.1 Detectability versus L
Note that a unit amplitude plane wave is incident at z = −L. For the viscoelastic
background, as L increases, the wave will decay more before reaching the inclusion, which
will cause detectability to decrease in the order of e−γsL. In Figure 4.3, we see this expected
decay of detectability.
4.2.2 Detectability versus radius
Next, we plot the detectability against the radius of the inclusion. In Figure 4.4,
we see that as the radius increases, Det increases. Note that Detest, (4.5), has an R
2
dependence. We notice that as γ̃s increases, in particular for γ̃s = 500 (1/m), Det is




































Figure 4.3: Det, Detest, and Detscalar versus L. We use the default parameter values given
in (4.6) for R = 3 and R = 10 (mm), respectively. As expected, as L increases, detectability
decreases.






































Figure 4.4: Det, Detest, and Detscalar versus radius. L = 50 (mm) and all other parameters
are given by (4.6), except γ̃s = 34.7 and γ̃s = 500 (1/m), respectively. We see that, as given
in (4.5), Detest has an R
2 dependence and detectability increases as the radius increases.
However, we notice that for large enough γ̃s, i.e. when γ̃s = 500, detectability will become
negative for small radii. This will be studied later.
4.2.3 Detectability versus speed
Now, we see the effect of c̃s on detectability. Since the speed affects Re(k̃s), it
will influence our detectability similarly to the way of the shear contrast α in the purely
elastic case. We can see this in Figure 4.5. When the interior speed, c̃s, is smaller than
the exterior speed, cs, both Det and Detest are negative, as expected, since we assume the
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interior attenuation is smaller than that of background.
































Figure 4.5: Det, Detest, and Detscalar versus c̃s for R = 5 (mm) and γ̃s = 34.7 and γ̃s = 500
(1/m), respectively. Other parameters used are given by (4.6). Also, L = 50 (mm). The
graphs are similar to the fully elastic case when we consider detectability versus the shear
contrast. When c̃s is smaller than cs and γ̃s is smaller than γs, detectability is negative, as
expected. When γ̃s = 500, although c̃s is sometimes smaller than cs, the higher attenuation
will dominate the lower wave speed.
4.2.4 Detectability versus attenuation
Now, we plot detectability versus interior attenuation, γ̃s. We notice that for par-
ticular parameter values, the detectability becomes negative. This occurs when γ̃s becomes
relatively large and radius is relatively small, and it can be seen in Figure 4.6. This will be
investigated further later.
4.2.5 Detectability versus frequency








show a complicated nonlinear dependency, which yields also a complicated relationship
between detectability and frequency. To quantify this complicated dependency in a man-
ageable form, we apply frequently used specific models such as the Voigt and the standard
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Figure 4.6: Det, Detest, and Detscalar versus γ̃s for R = 3 and R = 10 (mm), respectively.
In all graphs, default parameter values, (4.6), are used and L = 50 (mm). Notice that for
small radius, i.e. R = 3 (mm), we have negative Det. For larger radii values, i.e. R = 10
(mm), Det is nonnegative. We will discuss this later.
linear solid models.
4.2.5.1 Voigt model
For the Voigt model, we have µ = m − iωη. Note the opposite sign in contrast to
engineering literature, since we use e−iωt instead of their eiωt for the time harmonic part of
the wave.


























, γs(ω) = Im(ks).






→ 0, γs(ω) = Im(ks)→∞.
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So, the exponential term of the estimated detectability, e−Lγ̃s, becomes 0 and thus, Detest →
0 as ω →∞.
For realistic values, we use the estimate for breast tissue given in [27]:
µ = 870− 0.5iω [Pa] µ̃ = 2871− 2.2iω [Pa],
which give τ = 5.7471 × 10−4 [sec] and τ̃ = 7.6628 × 10−4 [sec], and thus, using ρ =
1000 [kg/m3], the four values are
cs(ω) = 0.9327
√
2(1 + 3.3029× 10−7ω2)
1 +
√
1 + 3.3029× 10−7ω2
, γs(ω) = 1.072w
√√
1 + 3.3029× 10−7ω2 − 1




2(1 + 5.8719× 10−7ω2)
1 +
√
1 + 5.8719× 10−7ω2
, γ̃s(ω) = 0.5902w
√√
1 + 5.8719× 10−7ω2 − 1
2(1 + 5.8719× 10−7ω2)
.
For example, when frequency is 100 Hz, ω = 628.32, cs = 0.98, c̃s = 1.83, γs = 112.63, and
γ̃s = 78.31.
For the Voigt model, the shape of our graph, in Figure 4.7, is the same as that of
the scalar case. We notice that Det, Detest, and Detscalar reach a maximum around 40
(Hz) and approach 0 as the frequency increases. Notice that for ω = 2π · 100, τω is small,
































which is shown as a blue solid line in Figure 4.7. Because Detest approaches 0 as frequency
and ω increase, we have Detest is a good approximation for Det for all frequency values,
which is visually verified in Figure 4.7.
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Figure 4.7: Voigt model breast tissue for R = 3 and R = 10 (mm), respectively. Here we
use L = 50 (mm), freq = 100 (Hz), cs = 0.98, c̃s = 1.83, γs = 112.63, and γ̃s = 78.31 as
in [27]. Observe that Det and Detest decay to 0 as freq increases, while it shows a peak
around 40 (Hz).
4.2.5.2 Standard linear solid model
For the standard linear solid (SLS) model, we have µ =
m1m2 − iωη(m1 +m2)
m2 − iωη
.
Note that as in the Voigt model, the sign is opposite to that of engineering literature.

















(1 + ω2τ2ε )
1/2(1 + ω2τ2σ)








(1 + ω2τ2ε )
1/2(1 + ω2τ2σ)










(1 + ω2τ2ε )
1/2(1 + ω2τ2σ)
1/2 + (1 + ω2τετσ)
, γs(ω) = Im(ks).




























































Figure 4.8: SLS model liver tissue for R = 3 and R = 10 (mm), respectively. Here we use
L = 50 (mm), freq = 100 (Hz), cs = 1.7 (m/s), c̃s = 2.7 (m/s), γs = 45.5 (1/m), and
γ̃s = 34.7 (1/m) as given in [2]. As in the fully elastic case, Det oscillates as frequency
increases. Compared to the elastic case, Det with viscosity is e−Lγs smaller.
which implies that the limit of SLS model is not any more an SLS model. In this case,
the exponential term of Detest becomes finite, while the polynomial term becomes infinite.
Thus, Detest →∞ as ω →∞.
We will use the data found in [2] for liver tissue as a realistic example. This gives
µ =
(1160)(1970)− iω(7.3)(1160 + 1970)
1970− iω(7.3)
µ̃ =
2910(4830)− iω(14.4)(2910 + 4830)
4830− iω(14.4)
,
which gives τε = 6.293× 10−3, τσ = 9.999× 10−3, τ̃ε = 4.948× 10−3, and τ̃σ = 7.93× 10−3,
and thus, using ρ = 1000 [kg/m3], the four values are
cs(ω) = 1.077
√
2(1 + 9.9973× 10−5ω2)




(1 + 3.9603× 10−5ω2)1/2(1 + 9.9973× 10−5ω2)1/2 − (1 + 6.2923× 10−5ω2)




2(1 + 6.2882× 10−5ω2)




(1 + 2.4487× 10−5ω2)1/2(1 + 6.2882× 10−5ω2)1/2 − (1 + 3.924× 10−5ω2)
2(1 + 6.2882× 10−5ω2)
.
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For example, when frequency is 100 Hz, ω = 628.32, cs = 1.72, c̃s = 2.67, γs = 45.51, and
γ̃s = 34.67.
For SLS, the detectability is similar to the purely elastic case. We can roughly
account for the decay in the viscoelastic case, compared to the purely elastic case, by
multiplying the elastic detectability by e−Lγs . This can be seen in Figure 4.8. Detest will
be a good estimate for Det for a small ω values; however, because Detest approaches infinity
as ω increases, it will not be a good estimate for Det for large values of ω.
4.3 Smallest Detectable Inclusion
As in the purely elastic case, we can say an inclusion is detectable when its de-
tectability is larger than ε, the given noise level. Thus, as we did in section 3.3 for the
purely elastic case, the theoretical limit of the smallest detectable size of the tumor inclu-








































Table 4.1 shows Rdet, Rest, and Rscalar for the Voigt model breast tissue [27] using a
frequency of 40 (Hz), which is determined as an optimal frequency in Figure 4.7, and
the SLS model liver tissue [2] using a frequency of 100 (Hz). We notice that for the Voigt
model, our radii are close for all noise levels; however, in the SLS model, the radii deviate
for large noise levels. Comparing with Table 3.1 for the purely elastic case, the smallest
detectable inclusion is roughly double when using the Voigt model.
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Voigt Model SLS Model
ε 10% 5% 1% 10% 5% 1%
Rdet 5.08 3.52 1.59 9.82 4.62 1.94
Rest 5.06 3.58 1.60 6.23 4.41 1.98
Rscalar 4.63 3.27 1.46 5.52 3.90 1.75
Table 4.1: Radii are in millimeters. For the Voigt model, we use freq = 40 (Hz) and for
the SLS model, we use freq = 100 (Hz). In both, we use L = 30 (mm). We notice that
for the Voigt model, our radii are close for all noise levels; however, in the SLS model, the
radii deviate for large noise levels.
4.4 Effects of a large shear attenuation
According to [2, 27], cancerous tissue tends to have larger values in stiffness and
viscosity than healthy tissue. When converted into wave speed and attenuation constant,
cancerous tissue exhibits a greater wave speed and a smaller attenuation constant. Though
it is solely mathematical, in this section we show the behavior of detectability as the interior
attenuation approaches infinity.
4.4.1 Shortened wavelength on the inclusion
For simplicity, we assume an inclusion of radius 2 mm with c̃s = 5 (m/s) in a
non-attenuating (γs = 0 (1/m)) background medium with cs = 1 (m/s). Figure 4.9 shows
Re(ux) on the xz-plane for increasing γ̃s values. We notice that the wave speed appears to
slow down in the inclusion, rather than speed up as it should, when the inclusion is highly
attenuating. In the inclusion, the wave decays as it travels, so that the high attenuation
makes the wave length appear shorter when this attenuation mechanism dominates the
actual wave speed increase. Figure 4.10 shows cross sections along the z-axis.
4.4.2 Amplitude increase and development of kinks
Figure 4.10 shows the z-axis crosscuts of Re(ux), Im(ux), and |ux|. As γ̃s increases,
one may think that the amplitude should drop in the inclusion due to both faster wave speed






















































































































































































Figure 4.9: Re(ux) is plotted on the xz-plane for R = 2 (mm), freq = 100 (Hz), cs = 1
(m/s), c̃s = 5 (m/s), γs = 0 (1/m). γ̃s varies: 0, 100, 200, 300, 400, 500, 600, 700, 800,
900, 1000, 2000 (1/m) from left to right, top to bottom. The apparent smaller wavelength
is due to the increased attenuation. The color scale is -1.5 to 1.5.
R = 2 (mm). This seems to happen from the development of caustics within the inclusion;
high attenuation disturbs the wave front so that the wave floods into the inclusion causing
caustics, while the rays that contribute to the caustics do not have enough distance to decay
due to a small inclusion size. In subsection 4.4.2, a mathematical proof of this unexpected
amplitude increase will be given.
In Figure 4.10, along the z-axis, some Re(ux) and Im(ux) show kinks at the bound-
ary points, where the normal derivatives from inside and outside the inclusion have opposite














































































































































































































































































































































































































Figure 4.10: The z-axis crosscuts of Re(ux), Im(ux), and |ux|. Again as in Figure 4.9, γ̃s
varies: 0, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000 (1/m) from left to right,
top to bottom. Notice kinks develop as γ̃s increases. Also, notice the amplitude is larger
than 1 for γ̃s ≥ 900. We will discuss this in further detail later.














where we compromise the scalar model for simplicity. In our case where µ > 0 and µ̃ ∈ C,





















Note the matrix is a rotation matrix with rotation angle θ = − arg(µ̃) = 2 tan−1(c̃sγ̃s/ω) ∈
[0, π). If θ ≤ π2 , i.e., γ̃s ≤
ω
c̃s






, at least one of Re(ux) or Im(ux) will develop a kink. In Figure 4.10, where
ω
c̃s
= 126, see γ̃s = 0, 100 have at most one kink, and all other γ̃s values have at least one
kink.
4.5 Limit of the interior solution and detectability as shear
attenuation approaches infinity
In section 4.3, we observed some interesting features, such as unexpected wavelength
decrease and amplitude increase, when γ̃s is large. Here we study the limit behavior of u
int
and its detectability as γ̃s →∞, which implies




=: k̃Lp > 0,
while kp and ks remain unchanged.
4.5.1 Limit Solution
We notice that as k̃s → i · ∞, the second column of our matrix equation (2.11) and
the first column of (2.12) become infinite. As we did in Theorem 3.2.1, for the purely elastic
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Now, in the limit of k̃s → i · ∞, we have the following matrix equations:













































































where An = lim
k̃s→i·∞









we will define the columns of (4.10) as N1, N2, N3, N4, and W , respectively. Recall the































































































































for uint. Then, using Lemma 4.5.2, the proof is complete. 
Remark 4.5.4 Since k̃Lp ∈ R is finite, lmn (k̃Lp r) has a finite limit as γ̃s →∞.
Note the entries of our limit matrix equations (4.10) and (4.11) are finite for fixed
R since N3, N4, and W do not depend on k̃s. This also occurs in the 2 by 2 matrix. Thus,
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by Lemma 4.5.3 since eik̃s(R−r) → 0 as k̃s → i ·∞. Also, since λ̃ is real, we have k̃Lp and also
jn(k̃
L


















usct keep the form of (2.3) with coefficients determined by (4.10)
and (4.11). Figure 4.11 shows this limit solution for various radii when cs = c̃s = γs = 1.
For a fair comparison, we use different spatial scales to maintain the same visual size of
inclusion for R = 1− 100 (mm). As the radius increases, observe that the interior solution
approaches 0 while the exterior solution becomes complicated.
Remark 4.5.5 Though our matrix equation (4.10) is complicated to solve, when R is large,
we can use asymptotic expansions to find lim
γ̃s→∞




































pR− (n+ 1)π/2) + k3s k̃Lp sin(k̃LpR− (n+ 1)π/2)
,
























































































































































































































































































































































































































































































































































Figure 4.11: Re(ux), Im(ux), |ux|, Re(uz), Im(uz), and |uz| from left column to right
column when γ̃ = ∞. Here we use freq = 100, and cs = c̃s = γs = 1. Radius varies from
top to bottom: R= 1, 1.5, 2, 3, 3.5 (mm). Note the color scale for |ux| and |uz| is 0 to 1.5.
All other color scales are -1.5 to 1.5.
4.5.2 Detectability
We also consider the detectability when γ̃s → ∞, which requires us to solve (4.10)
for lim
k̃s→i·∞





∣∣∣∣W N2 N3 N4
∣∣∣∣






































































































































































































































































































































































































































































































































































Figure 4.12: Continuing from Figure 4.11, we have Re(ux), Im(ux), |ux|, Re(uz), Im(uz),
and |uz| when γ̃ = ∞. Radius varies from top to bottom: R= 4, 6, 10, 20, 100 (mm). As
the radius increases, the interior solution approaches 0. Again, the color scale for |ux| and
|uz| is 0 to 1.5. All other color scales are -1.5 to 1.5.
where N1, N2, N3, N4, and W are the columns of (4.10) respectively. With tedious calcu-










−2(k̃Lp )3R3(3− 3ikpR− k2pR2)e−iksR






4(iksR− 3) + 6k2pR2(iksR− 1) + 36(ikpR− 1)(iksR− 1),




u(0), we can plot detectability. We consider the detectability for








−2(k̃Lp )3R3(3− 3ikpR− k2pR2)e−iksR
−k̃LpRP cos(k̃LpR) + (P − (k̃Lp )2R2Q) sin(k̃LpR)
∣∣∣∣∣
)
exp (−R · Im(ks))
= exp (−R · Im(ks))−
∣∣∣∣∣
−2(k̃Lp )3R3(3− 3ikpR− k2pR2)
−k̃LpRP cos(k̃LpR) + (P − (k̃Lp )2R2Q) sin(k̃LpR)
∣∣∣∣∣ .
In Figure 4.13, notice that Det is less than 0 for small radii, which we will discuss later. For
intermediate radius values, Det increases, as expected, as the radius increases. Also, for
large radii, the detectability decreases, approaching 0. This can be seen in the detectability
limit since e−R·Im(ks) → 0 as R→∞ and the second term of lim
γ̃s→∞
Det is O( 1R).








































Figure 4.13: Detectability and the normalized center value, |u(0)|e−Rγs , versus radius when
γ̃s = ∞. Notice that Det is negative for a small radius. Also, for a large radius, the
detectability decreases due to further wave travel and decay, as given in the detectability
limit formula. The parameters used are freq = 100 (Hz), L = R (mm), cs = c̃s = 1 (m/s),
and γs = 1 (1/m).
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4.5.2.1 Small radius
To investigate the detectability when the radius is small, we consider u(0), which
we can approximate with a Taylor series expansion:
lim
γ̃s→∞

































































75k7s − 189k5s(k̃Lp )2 − 444(k̃Lp )4k3s − 222(k̃Lp )4k3p + 140(k̃Lp )2k5p
)
R7.
For a small enough radius, we can approximate u(0) with
lim
γ̃s→∞

































is positive. Thus lim
γ̃s→∞
u(0) is increasing for small radii, and the center value will increase
from 1. We see this in Figure 4.14. The first 7 terms of the Taylor series approximation,
which follows closely to the true solution, is also seen in the graph.
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Figure 4.14: limγ̃s→∞ |u(0)|, which increases for small radii, is given with the solid black
line. The 7th order Taylor approximation, which follows most closely to true solution, is
shown in red, and the 4th order Taylor approximation is given in blue. The parameters
used are freq = 100 (Hz), L = R (mm), cs = c̃s = 1 (m/s), and γs = 1 (1/m).
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Chapter 5
Conclusion and future work
5.1 Conclusion
We propose a notion of detectability for magnetic resonance elastography as one
method of sensitivity analysis. We extend the scalar case [17] to the full (vector) elastic
case and compare the results. We derive simple formulas for detectability in terms of
physical parameters. This result may help the design of experiments and estimate the
smallest detectable inclusion in magnetic resonance elastography.
When considering the purely elastic case, we noticed that the scalar model, though
not rigorous, is a fair approximation to the vector model. More specifically, the use of the
scalar model for the purely elastic case yields an overestimation of detectability. The factor







, which shows at most a 40% discrepancy. For realistic parameters, the
discrepancy becomes less than 14%, which gives an underestimate of less than 7.3% for the
radius of smallest detectable inclusion. For an infinitely stiff tumor when a shear plane wave




uint = ax̂− b(zx̂− xẑ),
while it is a constant function when a compression plane wave is incident or for the scalar
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case. Also, as expected by experimentalists, we have shown through simulation that the
shear component of the scattered wave dominates the compression component of the scat-
tered wave, regardless of whether we use a shear or compression incident plane wave.
In the viscoelastic model, unlike in the purely elastic case, there is no simple factor
to compare the vector and scalar estimated detectabilities. However, plotting detectability
versus each parameter, we verify that the scalar model can substitute the vector model with-
out a large discrepancy for realistic parameters. When the Voigt model is used, an optimal
frequency around 40 (Hz) that maximizes the detectability is observed with realistic pa-
rameters, while the standard linear solid model does not show an optimal frequency. For an
infinitely attenuating tumor, the interior solution becomes a (curl-free) purely compression









Furthermore, for a small inclusion of high attenuation, the interior solution can be larger
than one. This unexpected observation is mathematically proved and clearly shown in
simulation.
5.2 Future work
Among many proposed hybrid imaging techniques, such as magnetic resonance elec-
trical impedance tomography, magnetic resonance elastography, ultrasound modulated op-
tical tomography, and acoustic radiation force impulse imaging, there is no common tool for
cross-comparison. Our detectability analysis may serve as a tool for this cross-comparison
in the sense of smallest detectable inclusion size. In the future, we would like to establish
the sensitivity results for other hybrid imaging techniques and compare all results see which
modality is best in the sense of early detection.
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