We prove the equivalence between adiabatic quantum computation and quantum computation in the circuit model. An explicit adiabatic computation procedure is given that generates a ground state from which the answer can be extracted. The amount of time needed is evaluated by computing the gap. We show that the procedure is computationally efficient. DOI: 10.1103/PhysRevLett.99.070502 PACS numbers: 03.67.Lx Introduction.-In the effort to realize a quantum computer, adiabatic quantum computation (AQC) [1] offers a promising alternative to the standard ''circuit model'' [2, 3] . In comparison to the circuit model, AQC alleviates the need to perform fast quantum logic operations and measurements, which is particularly troublesome in the context of fault-tolerant quantum computation [4] . In AQC, the answer to a calculation is contained in the ground state of a quantum Hamiltonian. By placing a system in the ground state of a simple Hamiltonian and then adiabatically changing until the desired Hamiltonian is reached, one carries the system into the computationally meaningful state. The AQC model was known from the outset to be efficiently simulatable by the standard model [1, 5] , but for some time researchers wondered whether AQC could efficiently simulate the standard model.
simple methods were used to provide a lower bound on the minimal energy gap.
Here we provide an alternative, constructive proof of the equivalence between the standard circuit model and AQC that is physically and mathematically transparent, amenable to implementation and yields a running time T of order MN 2 or better, where M is the number of qubits. For example, in the case of Shor's algorithm for factoring an L-bit integer using a linear nearest-neighbor qubit array [13] , this translates into T 2L 48L 4 2 256L 10 compared to T 8L 4 11 10 10 L 44 using the previous ON 11 scaling. We do this by setting up an explicit Hamiltonian involving at most two-body, nearest-neighbor interactions between particles on a 2D lattice. Our construction uses the method of ground state quantum computation (GSQC), which was independently proposed in Refs. [14 -16] around the same time as AQC and also studied in Ref. [17] . In contrast to the previous equivalence proofs [6 -9,11] , our proof does not rely on Feynman's ''global clock particle'' idea. Instead, we synchronize the particles locally via CNOT gates.
In GSQC, one executes an algorithm by producing a ground state that spatially encodes the entire temporal trajectory of the algorithm, from input to output. This requires N times as much hardware but provides some robustness against decoherence. GSQC was deliberately constructed to simulate the standard model [14] . However, little attention was devoted to the process of reaching the desired ground state. Here, we marry together AQC and GSQC. The result is a formalism supplying an explicit Hamiltonian Hs acting on qubits with at most two-body nearest-neighbor interactions for any algorithm formulated in the circuit model. The initial Hamiltonian H0 and its ground state are simple. The intermediate Hamiltonian Hs (0 s 1) has a gap and a nondegenerate ground state for all s (the dimensionless time). The final Hamiltonian H1 has a ground state containing the solution to the algorithm. Using the adiabatic theorem, we provide an upper bound on the time needed to reach H1 while keeping the system in its ground state. This bound scales polynomially in the algorithm steps and qubits; the calculation is efficient.
Single qubit. -The ground state that contains the result of a given standard algorithm is specified as follows [14] . First consider a particularly simple computation involving only a single qubit with basis states j0i and j1i. In the circuit model the qubit evolves through N 1 time steps: its initial state and a state after each algorithm step. If the initial state is j0i and algorithm step i consists of application of a 2 2 unitary gate U i , then the two amplitudes at time step i appear in the state U i U 1 j0i, where 1 i N. Since there are two amplitudes at each of the N 1 steps, the whole trajectory can be described by giving 2N 1 complex amplitudes. In GSQC, instead of a time-dependent state in a two-dimensional Hilbert space, the qubit has a time-independent state in a 2N 1-dimensional Hilbert space, with basis states c To illustrate this with a concrete physical system, imagine a two-dimensional array of quantum dots with N 1 columns and 2 rows. Column i contains one state localized on the dot in the left row (c 
The results, stored in the states c y N;0 jvaci and c y N;1 jvaci, can be extracted reliably [16] . To execute the GSQC, one realizes a specific Hamiltonian H1 whose ground state is the time-independent state we have identified. When the computation involves a single qubit, the Hamiltonian takes the form H1
and where E sets the energy scale. Here we have used the quadratic form C (1) is clearly positive semidefinite, j N i is the ground state [18] . We have a time-independent state that contains the result of any given standard algorithm for one qubit and is the ground state of a known Hamiltonian H1. Now we show that placing the system in this ground state can be done efficiently via the method of AQC, which constitutes a proof that AQC can simulate the circuit model (for a single qubit). To do so we introduce the Hamiltonian Hs P N i1 h i sU i , where : s 2 0; 1 ‫ۋ‬ 0; 1, such that 0 0 and 1 1. If 0, then h i 0 EC y i C i reduces to a simple on-site energy term. There is then no tunneling from algorithm step i to algorithm step i 1. If 1, we recover H1 P N i1 h i U i with h i U i being the full operator (1).
The (unnormalized) ground state of Hs is simply j N i as written above, but with a factor of s in front of each unitary operator U i . Alternatively, the ground state is given by the recursion relation
Intuitively, the state of a j step calculation, j j si, is formed by adding to the state of a j ÿ 1 step calculation j jÿ1 si a term which annihilates the particle at j ÿ 1 and creates a particle at j with sU j applied to its state. The initial input state is simply
The wave function is localized on the input row when 0. As increases, the on-site energy rises on rows 0; . . . ; N ÿ 1. The tunneling matrix elements in (1) also begin to turn on, and the ground state wave function starts to spill into all states c The traditional statement of the adiabatic theorem [19] is that the increase in s must be sufficiently gradual that the system does not transition to an excited state as s goes from 0 to 1. If the time to take s from 0 to 1 is T, transitions are suppressed if T @ max s jh N sj dHs ds j N sij= E s ÿ E s 2 , where j N si is any excited eigenstate of Hs, and E s is its energy. Recent work has emphasized that this is not necessarily the right condition, since what really matters is not suppression of transitions throughout the entire adiabatic quantum algorithm, but rather that the overlap between the ground state of H1 and the final adiabatic wave function be large [20, 21] . An adiabatic condition arises of the form T @OE ÿ1 min , where E min is the minimum energy gap between the ground and first excited state, as s goes from 0 to 1 [20, 21] . Here we use this latter condition to prove that AQC can simulate the circuit model efficiently; we omit the (similar but more complicated) proof that uses the traditional adiabatic condition. It is, however, necessary to use knowledge of the gap structure (e.g., position of 
The multiple-qubit Hamiltonian is just the sum of the single-qubit Hamiltonians Hs
A sU A;i ; one can verify that Hsj N si 0 for arbitrary . The AQC procedure for noninteracting qubits simply involves the single-qubit procedure applied independently to each. Now, we allow the qubits to interact via two-qubit gates such as a controlled-NOT (CNOT). Suppose the algorithm specifies a CNOT gate between qubits A and B at step j. Then, instead of applying the factors I C To determine the effect of a CNOT gate on the gap, consider first a simple calculation with M 2 qubits and a single CNOT 
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week ending 17 AUGUST 2007 070502-3 be used momentarily to derive a lower bound of the true gap. But first, it supplies a rigorous variational upper bound of the true gap (because the small number of jZi states are not a basis for the full 2N 1 2 -dimensional Hilbert space), and it is also a good estimate of the exact energy gap, as supported by the two-qubit numerical calculation shown in Fig. 1 2 , since for each term in jZi there is always at least one CNOT gate that contributes to its energy. Using (4), we find the same EO1=N 4 bound on hHi. To facilitate extraction of the results of the computation, it is important that when the system is measured every qubit has a large amplitude on the final row N. As Ref. [15] shows, it is straightforward to rescale tunneling to the final row of the computation to ensure this happens. However, the reduction of qubit amplitude at earlier stages of the calculation leads to a reduction of the gap. The estimate/ upper bound becomes EO1=N 2 M and the lower bound is EO1=N 4 M 2 .
We have presented an explicit adiabatic procedure that will carry a system adiabatically into a ground state containing the result of an arbitrary standard quantum computation. Ref. [16] shows how to use quantum teleportation to trade an arbitrary GSQC with N steps and M qubits for a different GSQC with 7 steps, 2N ÿ 1M qubits. Once the Hamiltonian is adjusted to facilitate extraction of the results [15] , the running time of the new calculation is T @=EON 2 M 2 . The upper bound/estimate of the gap
