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Minimal bounds and members of effectively closed sets
Ahmet C¸evik∗
Abstract
We show that there exists a non-empty Π0
1
class, with no recursive ele-
ment, in which no member is a minimal cover for any Turing degree.
A major theme in classical recursion theory has been the study of effectively
closed sets, or namely Π01 classes Particularly the problem of determining degree
theoretic complexity of members of Π01 classes, going back to Kleene [13], has
resulted in a well developed theory. By compactness of the Cantor space, degree
theoretic complexity of members of Π01 classes also determines reals that can
be defined by compactness rather than using replacement. Jockush and Soare
[10] [11], in their leading papers, showed some very interesting degree theoretic
properties of members of Π01 classes. Many of these results came to known as
basis theorems for Π01 classes. A typical basis theorem tells us that every Π
0
1 class
has a member, or a member of degree, of a particular kind. It may be the case
that not every Π01 class has members with the desired property. This is what we
will focus in this paper. Relativizing the minimal degree construction, we know
that every degree has a minimal cover, but not every degree is a minimal cover.
Our motivation arises from the question that which Turing degrees are minimal
covers, particularly whether or not they are in the degree spectrum of Π01 classes.
1 Notation and Terminology
We shall first give our notation and then give some background knowledge for Π01
classes. We assume some familiarity with basic properties of relative computabil-
ity and Turing degrees. For a detailed account of computability, the reader may
refer to [17],[2], or [6].
Let ω denote the set of natural numbers. We let 2<ω denote the set of all finite
sequences of 0’s and 1’s. We denote sets of natural numbers by uppsercase Latin
letters A,B,C. The subset relation (not necessarily proper) is denoted by ⊂. We
identify a set A ⊂ ω with its characteristic function f : ω → {0, 1} such that, for
any n ∈ ω, if n ∈ A then f(n) = 1; otherwise f(n) = 0. We let {Ψi}i∈ω be an
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effective enumeration of the Turing functionals. Ψe is total if it is defined on every
argument, otherwise it is called partial. The join of any given two sets A and B is
denoted by A⊕ B = {2i : i ∈ A} ∪ {2i + 1 : i ∈ B}. Ψe(A;n) ↓= m denotes that
the e-th Turing functional with oracle A on argument n is defined and equal to m.
Ψe(A;n) ↑ denotes it is not the case that Ψe(A;n) ↓. Since Ψe(A) admits a partial
function and since we identify subsets of ω with their characteristic functions, it
is reasonable to write Ψe(A) = B for some B ⊂ ω. We denote Turing degrees
with boldcase letters a,b, c.
We denote finite strings in 2<ω by lowercase Greek letters σ, τ, η, ρ, π, υ. We
let σ ∗ τ denote the concatenation of σ followed by τ . We let σ ⊂ τ denote that
σ is an initial segment of τ . We say a string σ is incompatible with τ if neither
σ ⊂ τ nor τ ⊂ σ. Otherwise we say that σ is compatible with τ . Similarly, we say
that σ extends τ if τ ⊂ σ. Let |σ| denote the length of σ. We let σ(i) denote the
(i+ 1)st bit of σ.
For any σ ∈ 2<ω and for any n ∈ ω, we let Ψe(σ;n) be defined and equal to
Ψe(A;n) if σ(i) = A(i) for all i < |σ| and if computing Ψe(A;n) requires only
values A(i) for i < |σ|. Let A ↾ z and σ ↾ z denote, respectively, the restriction of
A(x) or σ(x) to those x ≤ z. Ψi(σ)[s] denotes Ψi(σ) defined at stage s. For a set
A ⊂ ω, we define the jump of A, denoted by A′, to be {e : Ψe(A; e) ↓}. We show
the n-th jump of a degree a by a(n)
A set T of strings is downward closed if σ ∈ T and τ ⊂ σ implies τ ∈ T .
Occasionally we refer to downward closed sets of strings as trees. We shall denote
downward closed sets of strings by Λ,Υ. We say that a set A lies on Λ if there
exist infinitely many σ in Λ such that σ ⊂ A. A set A is a path on Λ if A lies on
Λ. We denote the set of infinite paths of Λ by [Λ]. We say that a string σ ∈ T
is infinitely extendible if there exists some A ⊃ σ such that A ∈ [T ]. If σ, τ ∈ T
and σ ⊂ τ and there does not exist σ′ with σ ⊂ σ′ ⊂ τ then we say that τ is an
immediate successor of σ in T and σ is the immediate predecessor of τ in T .
We say that P ⊂ 2ω is a Π01 class if there exists a downward closed computable
set of strings Λ such that P = [Λ]. We can then have an effective enumeration
{Λi}i∈ω of downward closed computable sets of strings such that for any Π
0
1 class
P there exists some i ∈ ω such that P is the set of all infinite paths through Λi.
1.1 Background on Π01 classes
A Π01 class is an effectively closed subset in Cantor space. One important prop-
erty of Π01 classes is that for any computably axiomatizable theory (the deductive
closure of a computably enumerable set of sentences in a language), the set of
complete consistent extensions can be seen as a Π01 class [16]. The opposite direc-
tion is also proved in [7]. That is, any Π01 class can be seen as the set of complete
consistent extensions of an axiomatizable theory. The compactness property of
the Cantor space is provided by the Weak Ko¨nig’s Lemma which tells us that if
Λ is an infinite downward closed set of finite strings, then there exists an infinite
path through Λ.
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Countable Π01 classes are another type of effectively closed sets. It is important
to note that countable Π01 classes contain isolated points and that every isolated
point is computable [14]. So if a Π01 class contains no computable member then
it must be uncountable.
We are particularly interested in complexity of members of Π01 classes in the
Turing degree universe. Some of the most important and frequently used results
are basis theorems: a basis theorem tells us that every non-empty Π01 class has
a member of a particular kind. Anything which is not a basis is called non-
basis. The most celebrated Low Basis Theorem of Jockusch and Soare [10] tells
us that every non-empty Π01 class contains a member of low degree, i.e. a degree
a such that a′ = 0′. Same authors proved that any non-empty Π01 class contains
a member of hyperimmune-free degree, i.e. a degree a such that for any A ∈ a
and for any function f ≤T A, there exists a computable function g such that
g(n) ≥ f(n) for all n. These results are proved by the method of forcing with Π01
classes in which we successively move from a set to one of its subsets in order to
force satisfaction of a given requirement. Another important basis theorem for Π01
classes is that every non-empty Π01 class has a member of computably enumerable
(c.e.) degree, i.e. the leftmost path of any downward closed computable set of
strings is of c.e. degree. One interesting result by Jockusch and Soare is that
every Π01 class which does not contain a computable member contains members
of degrees a and b such that a ∧ b = 0. However, this does not hold for the
cupping case. It is shown in [3] that there exists a Π01 class P with no computable
member such that ∅′ 6≤T A⊕B for any A,B ∈ P. Another non-basis result, given
in [11], is that the class of c.e. degrees strictly below 0′ does not form a basis.
Similarly, the class of computable sets does not form a basis since there exists a
Π01 class such that all members are non-computable. From now on we shall call
Π01 classes with no computable member special Π
0
1 classes. In [5], it was proven
that every non-empty special Π01 class contains a member of properly lown degree,
i.e. a degree a such that a(n) = 0(n) but a(n−1) 6= 0(n−1). We say that a degree
a satisfies the join property if for all non-zero b < a there exists c < a such that
b ∨ c = a. In [4], it was shown that there exists a non-empty special Π01 class in
which no member satisfies the join property. We will apply some of the mechanics
in that work here as well. A similar problem to what we prove here was shown
by Lewis [15] that there exists a non-empty Π01 class every member of which is of
degree with strong minimal cover.
An antibasis theorem tells us that a Π01 class cannot have all/any members
of a particular kind without having a member of every degree. Kent and Lewis
[12] proved the Low Antibasis Theorem which says that if a Π01 class contains a
member of every low degree then it contains a member of every degree. In [4], a
stronger result was shown, that for a given degree a ≥ 0′, if a Π01 class P contains
members of every degree b such that b′ = a, then P contains members of every
degree. A local version of this result is also given in the same work. That is, when
a is also Σ02, it suffices in the hypothesis to have a member of every ∆
0
2 degree b
such that b′ = a.
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An extensive survey for Π01 classes can be found in [1] and [5].
2 Minimal covers and Π01 classes
We now give the main result of this paper.
Definition 1. A degree a is a minimal cover for a degree b if there is no c such
that b < c < a.
Theorem 1. There exists a non-empty special Π01 class in which no member is a
minimal cover for any Turing degree.
Proof. The proof is a type of density argument inside a tree. We construct a
computable tree T =
⋃
s∈ω Ts with σ ∈ T iff σ ∈ T|σ| such that [T ] = P is a
non-empty special Π01 class such that for any Ψ(A) of any given A ∈ P, where
Ψ(A) <T A, we define Φ(A) with Φ(A) ≤T A, Φ(A) ≥T Ψ(A) and we satisfy the
requirements given below.
Definition 2. Given any stage s, let σ ∈ Ts. We say that σ has an active Ψ-
split at stage s if there exist two incompatible strings σ1, σ2 ⊃ σ in Ts such that
|σ1| = |σ2| = s and Ψ(σ1) 6= Ψ(σ2).
We are now ready to give the requirements as follows.
S0 : Either Ψ(A) ≥T A or ∃σ ⊂ A ∃s ∈ ω such that σ has no active Ψ-split
extension after stage s.
S1: Θ(Ψ(A)) = Φ(A)⇒ A is of r.e. degree.
S2: Ξ(Φ(A)) = A⇒ A is of r.e. degree.
D : A ∈ P ⇒ A 6= Ψ(∅).
We place ‘modules’ on strings and define P via its complement so that A 6∈ P
iff A does not extend any leaf at some stage of the construction, where we shall
refer to σ as a leaf if σ has a module placed on, and no proper extension of σ has
any module placed on it. At any stage s, each module ‘acts’ when the hypothesis
of the considered requirement holds up to length s. We will start with a single
module placed on ∅. During the construction, modules placed on leaves will place
further modules. We will occasionally refer to strings with a module as nodes.
Let us denote the strategies for the requirements S0, S1, S2, D, respectively by
S0, S1, S2, D.
The control mechanics of S2 needs special attention. We will use a subroutine
in S2 which adjusts possible Φ values in such a way to satisfy some condition we
will explain shortly. For this we need to decide which S2 requirements are active
at a module α at any given point of the construction and which ones deserve to
be called ‘complete’ in order to move on to the next requirement.
If α is a module placed on σ and i ∈ ω is a given index, let σ0, σ1 be the
successors of σ on which modules are placed such that σ0 and σ1 are incompatible.
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Roughly speaking, if S2 is active at α, given Ξi, the module α will search for each
k ∈ {0, 1},
an extention σ∗k ⊃ σk on which module is placed such that Ξi(Φ(σ
∗
k)) ⊃ σk.
When such σ∗k is found, we say that α is complete for all pairs (i, σ
′) such that
σ′ ⊃ σk. Once a module is complete, we pass the control to the next strategy.
Strategies will be explained shortly.
Any any stage s, the level of a string σ in Ts is the number of proper of
initial segments of σ in Ts. We decide whether or not S2(i) requires attention at
α placed on σ as follows. We say that i requires S2-attention at α unless there
exists some β placed on a proper initial segment σ− of σ such that S2(i) is active
at β but β is not complete for all (i, τ) such that τ ⊃ σ−. Let us denote the set
of S2 requirements active at a module α placed on a string σ by Bα. This will
be determined with their indices. For example if Bα = {m}, then only S2(m) is
active at α.
If σ = ∅, then Bα = {0}.
Suppose that σ 6= ∅ and is of level n > 0. Let σ′ be the initial segment of σ
on which a module β is placed of level n− 1. If β is S2-complete for all (i, σ) such
that i ∈ Bβ, then
Bα = Bβ ∪ {i
′},
where i′ is the least such number not in Bβ which requires S2-attention at α.
Otherwise, Bα is the set of all i ∈ Bβ which require S2-attention at α.
Modules of S1 are of course of the form (i, j). Whenever an S1 module (i, j)
is placed on a string σ such that σ0 and σ1 are two incompatible extensions of σ,
it will search for strings σ∗0 ⊃ σ0 and σ
∗
1 ⊃ σ1 satisfying either
σ0 = Φ(σ
∗
0) ⊂ Θi(Ψj(σ
∗
0)),
or
σ1 = Φ(σ
∗
1) ⊂ Θi(Ψj(σ
∗
1)).
For D requirements, let n be the level of σ. The D requirement active on σ is
denoted by D(n).
For a given module, there will be finitely many requirements which are active
at any given point. At each stage, the module performs the instructions for all
of these in order of priority S0 > S1 > S2 > D. We consider S0 acting as a
‘supermodule’ because S1 and S2 will have two versions, each depending on the
outcome of S0. Similarly, D will act in accordance with S1 and S2.
We also define a downward closed set of strings Φ+ for maintaining possible
Φ axioms. We define axioms of the form Φ(σ) ⊃ τ . At any stage, Φ(σ) is defined
to be τ , where τ is the longest such that for some σ′ ⊂ σ, we have already defined
Φ(σ′) ⊃ τ . Φ(σ) is the longest τ for which we have enumerated some axioms
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Φ(σ′) ⊃ τ with σ′ ⊂ σ. If we have enumerated no such axioms, we let Φ(σ) = ∅.
Initially we let Φ+ = ∅. We will aim to make sure that Φ(A) is total if Ψ(A) is
total for any A ∈ [T ].
First we describe how the strategy for S0 works.
Strategy S0:
We will start with 2<ω and try to ‘thin’ down the given recursive tree. The
strategy will eventually define T ∗ ⊂ T , where T ∗ =
⋃
s T
∗
s , such that Ψ(σ1) 6=
Ψ(σ2) for every incompatible σ1 and σ2 in T
∗. It will also define a set of Π-
boundary points which will determine the layers containing strings with active
Ψ-split and strings with no active Ψ-split, at any stage s (see Figure 1). We shall
refer to the Ψ-splitting layer and the layer with no active Ψ-split as Π-region and
Σ-region, respectively. Instructions for S0 are as follows.
At each next stage, given Ts and T
∗
s , suppose that σ is a leaf of T
∗
s on which
an S0(i) module is placed. The strategy searches for strings σ1, σ2 ⊃ σ which are
extendible in Ts such that Ψi(σ1) 6= Ψi(σ2). When we find σ1 and σ2, we remove
all τ ∈ Ts, for τ ⊃ σ, such that τ is incompatible with σ1 and σ2, i.e. declare τ
to be terminal. Define Ts+1 to be the resulting tree. We then define σ1 and σ2 to
be new Π-boundary points and remove all proper initial segments of them from
the set of Π-boundary points. Define T ∗s+1 to be the set of all initial segments of
strings in the set of Π-boundary points.
We ensure that Π-boundary points grow so that the Π-region expands over
the Σ-region. We also ensure that S0 will not terminate any nodes in the Π-region
or the permanent Σ-region.
Figure 1: T ∗s is a finite subtree of Ts, and it gives us the Π-region at stage s.
6
At the end of stage s + 1, S0 will have two outcomes in Ts+1. Let us denote
these outcomes as Π2 and Σ2, respectively indicating the Π-region and the Σ-
region in Ts+1.
S1 and S2 should act accordingly for each outcome of S0. Then, the strategy
S1 has two versions: S1,Π and S1,Σ. Similarly for S2. Suppose that α is an S0(i)
module placed on σ ∈ Ts. Consider the Π2 outcome of S0(i) placed on σ. Then,
we act as if σ has an active Ψi-split. So all low priority S1 and S2 requirements
will perform their Π2(Ψi) strategy.
The above strategy, however, only works for a fixed Turing functional. For
other functionals, without loss of generality, we may use Ψj-splittings inside a Ψi-
splitting tree for j < i. S0(i+ 1) then may want to put Ψi+1-splittings inside the
Ψi-splitting region. For instance, whenver we have a Π2 outcome of S0(i) and Σ2
outcome of S0(i + 1), all low priority S1 and S2 requirements will be performing
their Π2(Ψi)Σ2(Ψi+1) strategy in that region, meaning that S1 and S2 will act as
if there are active Ψi-splits but no active Ψi+1-splits above the string on which
the module is placed.
Similarly, S1 and S2 strategies will have as well either a Π2 or Σ2 outcome. In
each case we have a different win. Most of the work is needed for Π2 outcome of
S1 and S2 in the Σ-region. Overall picture of the possible outcomes and wins is
shown in Figure 2.
Figure 2: Outcomes and wins.
Let us analyze Figure 2. Outcome 1 is achieved when we suppose that we are in
the Ψ-splitting region. In this case we have Ψ(A) ≥T A so we have a win over
that particular Ψ. Otherwise we have subcases. Let us suppose that we are in the
Σ region of S0. We suppose there exists some σ ⊂ A such that there is no active
Ψ-split above σ. We need to define Φ when Ψ is defined. Suppose that we are
looking at an S2 module (similarly for S1). Now S2 will either have a Π2 outcome
or Σ2 outcome. In Outcome 2, we have a win over the infinite path and we claim
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that is of r.e. degree, hence cannot be a minimal cover. Outcome 3 is obtained
when S2 has a Σ2 outcome and when Ξ appears only finitely many times. In this
case we have a win over Ξ. Otherwise, we have Outcome 4 in which case we have
that Ψ is undefined and so we have a win over Ψ.
Next we explain S2.
Strategy S2:
We try to diagonalize if possible. If we find at any stage that Ξ(Φ(σ)) 6= σ we
remove every string incompatible with σ. Otherwise S2 is instructed to perform
the following.
S2,Σ version:
Suppose that at stage s a module for S2 is placed on a string σ and there are
no active Ψ-splits above σ. Let τ0 and τ1 be two incompatible extensions of σ.
Ensure that
(⋆) for every τ ′0 ⊃ τ0 and τ
′
1 ⊃ τ1, if Ψ(τ
′
0) and Ψ(τ
′
1) are defined and compatible
with each other, then Φ(τ ′0) and Φ(τ
′
1) are compatible.
Let σ0 ⊃ σ be a node on which the next highest priority D strategy is placed.
Let σ1 and σ2 be two successors of σ0. We wait until Ψ is defined on all strings τ
in Ts up to length of stage s
′ > s such that τ ⊃ σi, i ∈ {1, 2}. Until we find so,
we place Φ-splits on every string which is a Π-boundary point as follows. Let η
be a Π-boundary point. See if there exist two incompatible strings η0, η1 in Φ
+
extending Φ(η). If so, choose such η0, η1 of shortest possible length, choose η
′
0 and
η′1 extending η such that η
′
0 and η
′
1 are incompatible. We then place modules on η
′
0
and η′1 and enumerate axioms Φ(η
′
0) ⊃ η0 and Φ(η
′
1) ⊃ η1. If not, let τ
′ ⊃ Φ(η) be
the longest extension of Φ(η) in Φ+. Choose two incompatible strings η0 and η1
extending η. Place modules on η0 and η1, and enumerate the axioms Φ(η0) ⊃ τ ∗0
and Φ(η1) ⊃ τ ∗ 1. Also enumerate τ
′ ∗ 0 and τ ′ ∗ 1 into Φ+. We then run the
Φ+-adjustment procedure for the argument (σi, η) for i ∈ {1, 2}.
Subroutine for Φ+-adjustment procedure with argument (σ, σ′):
Remove all strings from Φ+ which are compatible with Φ(σ) and incompatible
with Φ(σ′). We also remove any module α placed on a string τ such that Φ(τ)
has just been removed from Φ+.
If α placed on σ′′ now has precisely one successor σ′′′ then let σ(iv) ⊃ σ′′′ be a
leaf. Remove all modules from proper extensions of σ′′, place modules on σ(iv) ∗ 0
and σ(iv) ∗ 1.
If Bα (α at σ) is empty or if α is complete for all i ∈ Bα then we check to
see if there exist incompatible extensions of Φ(σ(iv)) in Φ+. If so, let τ0 and τ1
be shortest such strings. Otherwise, let τ be the longest extension of Φ(σ(iv)) in
Φ+, and define τ0 to be τ ∗ 0, and define τ1 as τ ∗ 1, and then enumerate τ0 and
τ1 into Φ
+. Also enumerate axioms
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Φ(σ(iv) ∗ 0) = τ0,
Φ(σ(iv) ∗ 1) = τ1.
End of subroutine
This subroutine is to ensure that every value of Φ above σ1 is also available
as a value for Φ above σ2 in case one of them gets diagonalized. Let us call these
Φ values reflections of each other.
Figure 3: Suppose that there are no active Ψ-splits above σ. Provided that (⋆)
holds, if Ψ(σ0) is compatible with Ψ(σ1) for every σ0, σ1 ⊃ σ then Ξ cannot be
defined above any σ− incompatible with σ′ ↾ k.
Now S2 will search for a string σ
′
i ⊃ σi such that Ξ(Φ(σ
′
i)) ⊃ σi ↾ k for
some fixed k ≥ |σ|. If there does not exist such string, we are fine. Otherwise,
we declare every string above σi ↾ k and incompatible with σ
′
i to be terminal.
We also declare those strings to be terminal whose Φ values are defined and are
incompatible with Φ(σ′i). We let Ts+1 to be the resulting tree. We then extend the
boundary point up to σ′i. Note that if Ξ(Φ(σ
′
i)) ⊃ σi ↾ k then Ψ must be partial
anywhere but above σ′i. Otherwise Ξ(Φ
∗(σ′i)) would compute σ1−i (see Figure
3). It is important to note that we ensure to keep at least one node alive. The
reason why this is so is that if a string σ is removed for being inconsistent with
the computation of Ξ(Φ) on a fixed argument, then we must be keeping strings
incompatible with σ since one of the two incompatible strings must be consistent
with the latter computation.
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S2,Π version:
If we are working in a Ψ-splitting region above σ, then Ψ(σ) computes σ so
things work out easier and the requirement is satisfied trivially.
Regardless of which version we follow, after these instructions we place mod-
ules on strings those on the least level on which no module is placed yet.
Strategy S1:
As usual, we try to diagonalize if possible. Whenever we find that Θ(Ψ(σ)) 6=
Φ(σ), we declare every string incompatible with σ to be terminal, and so S1 is
satisfied above σ. Otherwise S1 is instructed to perform the following.
S1,Σ version:
Suppose that a module for S1 is placed on σ and that there are no active
Ψ-splits above σ. Given Ts at stage s we perform the following instructions:
1. Fix some new witness l ∈ ω.
2. See if there are two incompatible strings σ1 and σ2 in Ts, extending σ, such
that Ψ(σ1) and Ψ(σ2) are defined up to l. If so, then
(i) Place a D(i) module on σ1 and σ2 for least i that has not been picked
yet, and define axioms for Φ such that Φ(σ1) and Φ(σ2) are incompat-
ible up to l.
(ii) Keep both extensions σ1 and σ2 in Ts until we see either
(a) there exists an extension of σi, for some i ∈ {1, 2}, say σ
′
i ⊃ σi,
such that Θ(Ψ(σ′i)) = Φ(σi).
(b) D decides to remove one of σi.
One of the two cases may happen for Θ as the construction goes.
(i) Θ may appear finitely often.
(ii) Θ may appear infinitely often.
Let us first consider the finite outcome.
Case (i): It may be that Θ stops appearing above σ. If we have a finite
outcome, then we have a win over Θ and so there is nothing to prove as we can
satisfy the S1 requirement above σ.
Case (ii): We follow a similar argument as in the Σ2 outcome for S2. If we
find that Θ(Ψ(σ′i)) = Φ(σi), we define all τ ⊃ σi to be terminal such that τ is
incompatible with σ′i. Note that when Θ of Ψ is defined above for σ which is
compatible with σ1, then it cannot be defined above for σ2. We get a similar
picture as in Figure 3. If we later decide to kill the branch on which Θ is defined
then Θ may now get defined above σ2. But let us suppose this does not happen, or
at least it happens finitely many times. This means that Θ will be defined along
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a unique infinite path A and Ψ will be partial on every other path. So for this
infinite path on which Θ is defined, we have Ψ(A) ≥T A since we have infinitely
many Ψ-splits along A.
Figure 4: If Ψ is total on A and there are infinitely many Φ-splits, then Ψ(A) ≥T A
and Φ(A) ≥T Ψ(A).
S1,Π version:
Suppose that σ has an active Ψ-split. Then we will have no problem in satis-
fying the requirement since we automatically get Ψ(A) ≥T A.
Finally we explain the strategy D for the non-recursiveness requirement. D
works in accordance with S1 and S2. It will have two versions, one for relative to
S1 and the other to S2.
Strategy D:
Suppose that τ is of level i and suppose that τ ′ ⊃ τ is a string and there does
not exist τ∗ with τ ⊂ τ∗ ⊂ τ ′. Then, τ ′ is called a successor node of τ .
Instructions for D in S1:
Let α be a module for D allocated to τ , given an index i ∈ ω and suppose that
D has not acted on i. We find the least τ ′ ⊃ τ in Ts such that τ
′ is the least string
on which no S1 module is placed. Let τ
′
0 and τ
′
1 be two strings extending τ
′ such
that τ ′0 and τ
′
1 are incompatible. Define Φ(τ
′
0) and Φ(τ
′
1) to be incompatible. Then
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place modules on τ ′0 and τ
′
1. If we find at some later stage that Ψi(∅) extends one
of τ ′i , for i ∈ {0, 1}, then we declare all extensions of τ
′
i which are incompatible
with τ ′1−i as terminal and remove all modules from these strings. Then place
modules on two successor nodes of τ ′1−i.
Instructions for D in S2:
Suppose that D is placed on σ. We want D to decide which one of the two
incompatible extentions of σ to keep. We have to be careful that the domain of
Φ should not exceed the domain of Ψ before we decide which path to choose for
diagonalization. Let σ0 and σ1 be two incompatible extensions of σ in Ts. In
order to keep σ0 and σ1 extendible, we leave reflections of Φ values above both
σ0 and σ1 in case D decides to remove one of them and we make sure that Φ is
not defined until Ψ gets defined. For this we ensure that it is not the case that
every extendible σ′0 ⊃ σ0 has a Φ value incompatible with its reflection. That
is, we make sure that above σ0, there exists some σ
′
0 for which there exists some
σ′1 ⊃ σ1 such that Φ(σ
′
0) and Φ(σ
′
1) are compatible. We do this because we want to
preserve (⋆). If it were the case that all Φ(σ′0) were incompatible with Φ(σ
′
1), then
assuming that Φ(σ′0) ↓ and Φ(σ
′
1) ↓, and that there are no active Ψ-splits above
σ, we would not be able to make the reflections compatible with each other which
is necessary for the preservation of (⋆). The rest of the instructions is similar to
that of the instructions for D in S1.
We are now ready to define the construction. Once we place a module for a
strategy on a node, we follow the instructions of the strategies.
Construction.
Stage 0. We define T0 = 2
<ω. Let T ∗0 = ∅ and define ∅ to be a Π-boundary
point. Place S0(0), S1(0, 0), S2(0), and D(0) on two incompatible extensions of ∅.
Stage s > 0. We execute all modules placed on all nodes prior to this stage
in previously specified order (with Π2 version of each strategy having a higher
priority). Let σ be a string on which some strategy Ri is active. We place further
modules for the next strategy, say Ri+1, as follows. We see if there exits a string
σ′ ⊃ σ in T ∗s such that Ri+1 is already active on σ
′. If so, then do nothing. If
not, then let σ1 and σ2 be two immediate successors of σ such that σ1 and σ2 are
incompatible. Declare them nodes and place Ri+1 nodes on each. Let B be the set
of Π-boundary points of σ at stage s. Let {τi} be a set of mutually incompatible
strings each of length < s such that |τi| > |τ | for every τ ∈ B. Unless τi is a
terminal, place an Ri+1 module on it.
Lemma 1. [T ] is non-empty and it does not contain a computable member.
Proof. To prove that [T ] is non-empty and that every A ∈ [T ] is non-computable,
it is sufficient to show that the three conditions given below hold. Let us first say
that τ is a final node if there is a node at some point of the construction after
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which it never subsequently declared to be a node. If τ ′ ⊃ τ are both final nodes
and there does not exist any final node τ ′′ with τ ⊂ τ ′′ ⊂ τ ′ then τ ′ is called a
final successor node of τ . We say that τ is a final node of level n if it is a final
node and has n proper initial segments which are final nodes. We need to show
that if τ is a final node of level n then:
(i) τ has at least one final successor node.
(ii) Whenever τ ′ is a final successor node of τ then τ ′ 6⊂ Ψn(∅) for any n.
(iii) If A ∈ [T ] and A ⊃ τ then it extends a final successor node of τ .
Now suppose that τ is a final node of level n. Then subsequent to the last
stage in the construction at which τ is declared to be a node, stage s say, no Si
module for i ∈ {0, 1, 2}, allocated to a node which is a proper initial segment of
τ , acts. Let s′ > s be the last stage at which any Si module allocated to τ acts.
If there exists no such stage let s′ = s+ 1. By the end of stage s′, τ has precisely
two successor nodes, say τ0 and τ1 and these are the only strings in T extending
τ of length |τi|, for i ∈ {0, 1}. Now τ0 and τ1 are both final nodes and satisfy the
property that they are not initial segments of Ψn(∅) unless the D(n) allocated
to τ subsequently acts so as to declare one of τi to be terminal. In this case the
remaining successor node satisfies the required property.
Lemma 2. For any A ∈ [T ], Φ(A) is total if Ψ(A) is total.
Proof. Assume that A ∈ [T ] and Ψ(A) is total. Suppose that there exists some
σ and a stage s after which Φ(τ) is undefined for all τ ⊃ σ at all later stages
s′ ≥ s. But then this contradicts the action of the Φ-adjustment procedure when
we extend Φ(σ) with axioms Φ(σ ∗ i), for i ∈ {0, 1}. Also note that we do not
define Φ(σ ∗ i) unless Ψ(τ) is defined for some τ ⊃ σ ∗ i.
Lemma 3. For each i ∈ {0, 1, 2}, all Si requirements are satisfied on infinite
paths of T .
Proof. Now S0 is satisfied on every A ∈ [T ]. This is clear since S0 has two
outcomes by virtue of construction. We give the proof for S2. The same argument
is valid for S1 as well. Suppose that A is the unique path in [T ] such that
Ψ(A) ≥T A. We show that A is of r.e. degree. Let Dσ denote module for the
strategy D which is placed on σ. Define W to be set of all Dσ such that there
exists some stage s such that Dσ is in the Π-region of S2(i) at stage s and Dσ acts
at stage s.
Clearly W is an r.e. set. We claim that W ≡T A.
(i) The fact that W ≥T A is obvious because A is the unique path in W .
(ii) Next we argue that W ≤T A. We see if Dσ is used in the construction
at stage |σ|. Given γ ∈ 2<ω, if Dσ is used then our tree at any stage will look
like an antichain of strings on a path A. Now suppose that σ is a string from
which we start the strategy. If γ is incompatible with every σ then we know that
γ 6∈W . If it is the case that γ ⊃ σ and γ ⊂ A, then γ ∈W . Finally, suppose that
γ ⊃ σ and γ is incompatible with every τ ⊂ A. In this case we keep finding the
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next highest priority diagonalization requirement, where the strategy acts, until
we see γ is extended by an active node. For convenience we may suppose that the
extension has the same length as the length of the stage. Then Dσ ∈ W if and
only if Dσ ∈W by stage |σ|. 
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