In this paper we extend analytic signal method to the functions in many dimensions. First it is shown how to obtain separate phase-shifted components and how combine them to obtain signal's envelope, instantaneous frequencies and phases in many dimensions. Second, we show that phase-shifted components may be obtained by positive frequency restriction of the Fourier transform defined in the algebra of commutative elliptic hypercomplex numbers. Finally we prove that for d > 2 there is no corresponding Clifford-Fourier transform that allows to recover phase-shifted components correctly.
Introduction
In 1946 Denis Gabor [Gab46] proposed to combine the original signal with its Hilbert transform and called the resulting complex-valued function -"analytic signal". Since 1946 a lot of attention were dedicated to the studies of analytic signals and its applications. In his work [Vak96] Vakman shows that only analytic signal meets suitable physical conditions for amplitude, phase and frequency. During the last few decades big interest emerged towards the studies of analytic signal method in many dimensions. First works were tightly connected to the studies of quaternions, Clifford algebras and Cayley-Dickson construction of hypercomplex numbers.
1 In the following we list just some of the works dedicated to the studies of analytic signal in many dimensions.
To the best of our knowledge, the first works on multidimensional analytic signal method arrived in the early 1990-s including the work of Ell on hypercomplex transforms [Ell92] , work of Bülow on the generalization of analytic signal method to many dimensions [BS01] and the work of Felsberg and Sommer on monogenic signals [FS01] . Then there was a huge number of works that study various aspects of analytic signals and their multidimensional generalizations. Studies of CliffordFourier transform and transforms based on Caley-Dickson construction applied to the multidimensional analytic signal method include [SLB07] , [HS11] , [LBSE14] , [HS13] , [ELBS14] , [ELBS14] , [LBS08] , [BS10] , [AGSE07] . Partial Hilbert transforms were studied by [BS01] , [YZ + 08], [Zha14] and others. Recent studies on Clifford-Fourier transform include [BDSS06] , [MH06] , [DBDSS11] , [DB12] , [DBDSS11] , [ES07] , [BHHA08] , [FBSC01] and many others. Monogenic signal method were recently studied and reviewed in the works [Ber14] , [Bri17] and others. We do not aim to provide the full list of references, however we hope that meticulous reader can find all the relevant references for example in the review works [HS16] and [BBRH13] . For the most recent advances in hypercomplex signal processing we refer the reader to the series of articles [LB17] dedicated to the hypercomplex signal processing.
In this work we mainly aim to answer two related questions: 1) how to obtain phase-shifted versions of the original real-valued function in many dimensions and 2) in which algebra multidimensional analytic signal should live? In our opinion the answer to the first question leads us to the choice of the convenient hypercomplex algebra with defined Cauchy formula, and corresponding hypercomplex Fourier transform that could be employed to obtain the analytic signal in many dimensions.
Main contributing points of the work are the following. We start by proving the Fourier integral formula for Hilbert transform. Next, based on the proven formula we define phase-shifted components that lead to the definition of instantaneous amplitude and phase. Later it is shown that phase-shifted components may be obtained by partial Hilbert transforms as well as given by positive frequency restriction of Fourier transform based on elliptic commutative hypercomplex numbers. Finally we discuss the analyticity properties of the obtained analytic signal as a superdifferentiable analytic function of certain hypercomplex variable.
The paper is organised in the following way. In Section 2, we give general description of analytic signal method and establish Fourier integral formula for the Hilbert transform. In Section 3, we show how to obtain phase shifts in several dimensions and provide the basic definitions of instantaneous amplitude, phase and frequency. Then, in Section 4 we describe general theory of analytic functions of hypercomplex variables and introduce the simplest elliptic commutative hypercomplex algebra -Scheffers algebra. Next, in Section 5, we review the commutative hypercomplex Fourier transform based on Sheffers algebra and show how to obtain phase shifts of the original function by the restriction of the spectrum only to the positive frequencies and conclude by proving the Bedrosian's theorem. In Section 6, the basic facts about hypercomplex Clifford algebras of type Cl 0,q (R) are given and later it is proven that positive frequency restriction of the class of hypercomplex Clifford-Fourier transforms does not provide correct phase shifts as components of hypercomplex analytic signal.
In one dimension
Analytic signal method provides scientists with an easy and convenient technique for analyzing very basic properties of signal like it's envelope and instantaneous frequency. Let us assume that we have some oscillating function f : R → R and we want to obtain its envelope function, that "forgets" its local oscillatory behavior and instantaneous frequency, that shows how this oscillatory behavior evolves. In one dimension we obtain analytic signal by combining the original signal with its phase shifted version. The phase-shifted version is given by the Hilbert transformf of the original function f f = (Hf )(x) := p.v.
The analytic signal f a : R → C is obtained by combining f withf , i.e. f a = f + if , where i 2 = −1. Analytic signal is the restriction of holomorphic function in the upper half-plane of C to its boundary R ⊂ C, i.e. f andf are harmonic conjugates. Basic theory of Hilbert transform is concisely given in Appendix A.
Definition 2.1. The Fourier transform of a function f : R → C is defined aŝ
Definition 2.2. The sign function is defined as
It turns out that (F f a )(ω) is supported only on [0, ∞) and therefore spectrum of f a does not have negative frequency components, that frequently are redundant for applications. This is due to the following relation.
Lemma 2.3. Suppose f (x) is continuous and continuously differentiable, then
Appropriate combination of the function f itself and its Hilbert transformf provide us with all the necessary information about the envelope function and instantaneous phase and frequency.
Definition 2.4 (Instantaneous amplitude, phase and frequency).
• The absolute value of complex valued analytic signal is called instantaneous amplitude or envelope a(x)
• The argument of analytic signal is called instantaneous phase
• The instantaneous frequency φ ′ (x) is defined as derivative of instantaneous phase
Remark 2.5. Frequently analytic signal f a (x) is defined in terms of its Fourier transform by discarding the negative frequency componentŝ
Quite complementary perspective on the relationship of f andf may be obtained by observing that
therefore Hilbert transform phase-shifts the cosine by π/2 and we obtain sine. This will be the basic requirement that we will like to have for multidimensional case.
Next we give definitions of sine and cosine transforms that will appear handy in defining the phase-shifted components.
Definition 2.6. The Fourier sine transform and Fourier cosine transform are defined by
The transforms have the following inversion formulas.
Lemma 2.7 (Inversion formulas). If f (x) is continuous and absolutely integrable on its domain, then
In the following we will use a lot, the multidimensional analog of the following Fourier integral formula that follows directly from the results of Lemma 2.7.
Lemma 2.8 (Fourier integral formula). Any continuous and absolutely integrable on its domain f , may be represented as
In the following theorem we deduce the Fourier integral formula of the Hilbert transform.
Theorem 2.9. Let conditions of Lemma 2.7 hold true for f (x) and let (Hf )(x) be the Hilbert transform of f (x). Then we havẽ
Proof. In the proof we treat the generalized functional δ(x) as an infinitely localized measure or a Gaussian function in the limit of zero variance. Under this assumption, we can write the following cumulative distribution function
which is H(ω) = 1 2 (1 + sign(ω)), the Heaviside step function, and, in particular, we have
Then we write the Fourier transform of the right hand side of (14) as
In the derivations above we used the relation
Finally we see from the last line in (16) that
which is exactly in accordance with (3) and therefore f 1 =f . Now by expanding sine of difference in the integrand of (14), we can write
For the sake of brevity we introduce the following notation
For the integration over ω of a pair of functions a(ω) and b(x, ω) we will write
Observation 2.10. Equipped with the notation introduced in (19) and (20) and using Fourier integral formula (13) we can write f 0 = f (x) in the following form
Similarly using the results of Theorem 2.9 we can write for f 1 =f
The above observation shows that the original signal f (x) is obtained by first projecting onto sine and cosine harmonics and then reconstructed by using the same harmonics. Hilbert transformed version of f (x), or phase-shifted version of f (x), is obtained differently though. First we project initial signal on sine and cosine harmonics to obtain α 1 and α 0 , however then we reconstruct it using the phase-shifted harmonics, i.e. α 0 and α 1 .
Observation 2.11. The Fourier transform of a function s : R → C, with s(x) = s 0 (x) + is 1 (x), in terms of projection on phase-shifted harmonics may be written as
which follows if we apply famous Euler's formula e ix = cos x + i sin x to the definition (2). The inverse transform may be written as
The original function may be recovered by
A variety of approaches for generalization of the analytic signal method to many dimensions has been employed. For example quaternionic-valued generalization of analytic signal has been realized [BS01] and works well in case d = 2. Later on in the Example 6.4 we show why and how the quaternionic based approach is consistent with presented theory. As a next step we are going to generalize formulas (21) and (22) to multidimensional setting, first, without relying on any additional hypercomplex structure, while later in Sections 4 and 5 we choose a convenient hypercomplex algebra and Fourier transform.
In many dimensions
In many dimensions we are puzzled with the same questions on what are the adequate definitions of envelope and instantaneous phase? Again we start by considering some function f : R d → R that supposedly has some local and global oscillatory behavior. We start by extending the Fourier integral formula to many dimensions.
For convenience and brevity we introduce the following notation. For a given binary {0, 1}-vector j ∈ {0, 1} d we define the functions α j :
Theorem 3.1. Any continuous and absolutely integrable over its domain f (x) may be decomposed as
or shortly, by employing the notation (26),
with 0 being the all-zeros vector.
Proof. Proof is the same as for 1-dimensional case.
Similarly to the result of Theorem 2.9 and equation (14), next we define the phase-shifted copies of the original signal.
Next we give the definition of instantaneous envelope, phase and frequency in many dimensions.
Definition 3.3.
• The square root of sum of all phase-shifted copies of signal is called instantaneous amplitude
• The instantaneous phase φ j (x) in the direction j ∈ {0, 1} d is defined as
• The instantaneous frequency φ ′ (x) in the direction j ∈ {0, 1} d is defined as partial derivatives of the corresponding instantaneous phase in the directions given by j
where we used multi-index notation for derivatives, ∂ We can generalize the Theorem 2.9 that connects phase-shifts f j with the corresponding multidimensional Hilbert transform. However first we define Hilbert transform in several dimensions.
Definition 3.4. The Hilbert transform in the direction j ∈ {0, 1} d is defined by
where |j| gives the number of 1-s in j,
.e. integration is performed only over the variables indicated by the vector j.
Theorem 3.5. For a continuous f (x) that is also absolutely integrable in its domain, we have
Proof. proof follows the lines of proof Theorem 2.9.
It will be useful to express the phase-shifted in the direction j function as a combination of harmonics α j and corresponding projection coefficients α i . We define projection coefficients similarly to (19),
and brackets, similarly to (20), as
for two functions a(x) = a(x 1 , . . . ,
It is useful to observe how phase-shifted functions f j could be obtained from α j .
Theorem 3.6. For a given function f : R d → R, one obtains its phase-shifted in the direction j ∈ {0, 1} d copy f j , by
where ⊕ is a binary exclusive OR operation acting elementwise on its arguments and ⊖ is defined as following: 1 ⊖ 0 = 1 and the result is 0 otherwise. To state it simply: we have " − " sign before the term in the sum when the corresponding upper index inside the bracket is 1 and down index is 0 and " + " sign in any other case.
Proof. The proof follows immediately after we will expand all the cosines and sines of difference in (29) and make all the substitutions from (26) and (35).
Analytic functions of hypercomplex variables
The development of hypercomplex systems started with the works of Gauss, Hamilton [Ham44] , Clifford [Cli71] , Cockle [Coc49] and others. Generally a hypercomplex variable w is given by
with coefficients w i ∈ F with values in some field F, usually real or complex numbers. Product for the units e i is defined by the rule
where γ s ij ∈ F (usually R) are the structure coefficients. Algebras with unital element or module are usually of interest, i.e. those having element ǫ = 1 such that ǫx = xǫ = x. The unital element have expansion
For simplicity we assume that there is only one unital element ǫ = e 0 .
The units e i , i = 0, generally may belong to one of three types [CBC + 08b].
1. e i is elliptic unit if e
2. e i is parabolic unit if e 2 i = 0
3. e i is hyperbolic unit if e 2 i = e 0 . We can assemble many different types of algebras depending on the application in mind. All of the above unit systems have their own applications. For example, numbers with elliptic unit relate group of rotations and translations of 2-dimensional Euclidean space to the complex numbers along with their central role in harmonic analysis. Algebras with parabolic units may represent Galileo's transformation and finally algebra with hyperbolic units is used to represent Lorentz group in special relativity [CBC + 08b] . In this work we mainly focus on the concepts of instantaneous amplitude, phase and frequency of some oscillating process. The elliptic units are of great interest to those studying the oscillating processes due to the famous Euler's formula. We briefly remind how it comes. Taylor series expansion of exponential is given by
From expansion we have various Euler's formulae. In case when z = e i x, e 2 i = −1 is an elliptic number, we can write from the above Taylor's expansion
When e 2 i = 0 we have
And finally when e 2 i = 1 we get
It is due to the relation (40) that one relies on the complex exponential for analysis of oscillating processes. One may well expect that for obtaining the amplitude/frequency information, we will need the Fourier transform based on the algebra with some elliptic type numbers. It was a question during last few decades whether the chosen algebra for multidimensional analytic signal should be commutative, anticommutative or neither. In Section 6 we show that commutative algebra not only suffices for our goal but also is essentially a necessary condition to define Fourier transform coherently with (37). Based on these general considerations we define the simplest commutative algebra for a set of elliptic units. We will call it elliptic Scheffers algebra over R d and denote it by S d .
2
Definition 4.1. The elliptic Scheffers algebra S d (F) over a field F (usually R or C) is an algebra of dimension 2 d with unit ǫ = 1 and elliptic generators {e 1 , . . . , e d } satisfying the conditions e 2 i = −1, e i e j = e j e i , i, j = 1, . . . , d. The basis of the algebra S d (F) consists of the elements of the form e 0 = ǫ = 1, e β = e β1 e β2 . . .
In the following we will consider mainly algebras over R. For brevity we will write S d instead of S d (R). The maximal number of independent units in algebra S d is N = 2 d − 1 therefore we have at most N + 1 possibly independent coefficients w β . For our case of analysis in R d we have situation that each coefficient is a function of a coordinate in R d . For the point w ∈ S d we define the norm
S d forms the Banach space with respect to this norm. One can check that S d is a unital commutative ring. The main difference of the elliptic Scheffers algebra from the algebra of complex numbers is that factor law does not hold in general, i.e. if we have a vanishing product of some non zero a, b ∈ S d , it does not necessarily follow that either a or b vanish. General function of hypercomplex variable h = h(w) is given by the mapping h :
Therefore for general case we possibly have representation of a hypercomplex function by a point in R d·2 d space.
Observation 4.2 ([Ket28]
). The Scheffers algebra S d is commutative and associative algebra, therefore it can be decomposed into a direct sum of d unital integral subalgebras S 1
Theory of analytic functions of complex variable was extended first to the functions of commutative hypercomplex variables by a number of works including Scheffers in 1893 [Sch93] , extended in 1928 by Ketchum [Ket28] and in 1953 by Schwinger [Sch53] . Later in 1984 Vladimirov and Volovich [VV84b] , [VV84a] presented general theory of integral and differential calculus for functions in superspace having commuting and anti-commuting elements. We briefly describe the relevant results of [Sch93] , [Ket28] , [VV84a] , [Ber13] and [Khr12] . It is necessary to note that here we use different Cauchy formula from one given by Ketchum and Vladimirov.
Remark 4.3. In the following we assume some natural correspondence of indices of the elements e β written in the form β = (β 1 , . . . , β s ), β 1 < β 2 < · · · < β s , 1 ≤ s ≤ d and indices of the form β = {0, 1, . . . , N } with N = 2 d − 1. Therefore we will enjoy both notations.
A function f : S d → S d is analytic at some point a ∈ S d if it can be expanded into a convergent power series
As in complex analysis we have the generalized Cauchy-Riemann equations.
f
In our case each coefficient w β is dependent on the coordinates in R d , i.e. w β = w β (x 1 , . . . , x d ). This dependence will not change any property of the hypercomplex variable. However if there exist interdependence between various components w β , then the properties of the variable will change. A hypercomplex variable for which some of its components are related by some functional dependence is called restricted variable [Ket28] . Let I be the set of independent components, then there are p = N + 1 − |I| such relations and we can write for the restricted variable v
where v I = {v β : β / ∈ I}. The simplest example of a restricted varible is given by taking the real-part of a complex variable. It is important that any property of a general variable which holds for all regions is evidently a property of the restricted variable [Ket28] . However restricted variable could have additional useful properties. Let us denote by S r d the set of variables restricted to the combinations of generators of S d .
The notion of restriction and the Observation 4.2 allows us to think of a hypercomplex function from S d in a simpler way. Now we may say that we have a function of d hypercomplex variables
instead of considering a function of one big variable. For the functions from the restricted space we have simplified conditions.
r , it satisfies the generalized Cauchy-Riemann equations
Next it will be useful to define the Cauchy formula in the space S d . The concept of contour integration as well as Cauchy's integral theorem and formula are well defined in the unital real, commutative and associative algebras [Ped97] . To introduce the concept of integral it is natural to assume that dw = β e β dw β .
Therefore we understand the integral f (w) dw of S d -valued function f (w) of the variable w ∈ S d as integral of differential form β f (w)e β dw β along a curve in R N +1 . Now let us proceed to the discussion of the Cauchy formula for the functions f : S d → S d with a hope that it will provide us the appropriate Hilbert trasform.
Remark 4.6. In the works [Ket28] and [VV84a] , authors define the Cauchy formula in the hypercomplex algebra by the extension to the algebra over the field of complex numbers, i.e. for our case it will be S d (C). It may be interpreted as attachment of a proper complex plane to each point in S d . This results in different Cauchy formula that we are looking for. To avoid confusion we briefly describe in the Appendix B the Cauchy formula given in [Ket28] and [VV84a] .
To obtain the formulas that give us the harmonic conjugates on the
To extend the definition of Hilbert transform from Appendix A to many dimensions we proceed in a similar way. First if we want to obtain the harmonic conjugate on the boundary of upper half-plane just for one variable z 1 , we can consider all the variables, except z 1 , as being fixed. For this case obviously we get the formula for 1-dimensional Hilbert transform obtained in the upper half-plane of the plane C 1 = {z 1 : z 1 = x 1 + e 1 y 1 , x 1 , y 1 ∈ R}. The Cauchy formula for the plane C 1 and an open region M 1 ⊂ C 1 is given by
Then we have analytic signal on the boundary ∂M 1 with respect to the first variable that has the form f z1 (x) = f (x) + e 1 f 1 (x). Now to obtain harmonic conjugates of f z1 in C 2 plane (or f in the plane C 1 × C 2 ), we should find the harmonic conjugate of f z1 with respect to the second variable, that gives us
Continuing by analogy we obtain that harmonic conjugate on the boundary of polydisk T j ∈ C j := j∈S(j) C j is given by the operator H j defined in (33).
General Cauchy formula for the simple open region M j := j∈S(j) M j ⊂ S d of the space C j ⊂ S d is thus given by
where e j = j∈S(j) e ind(j) and ind(j) returns the position of element j in the string j.
Observation 4.7. The theorem of Hartogs [Kra01] says that if the function f : U → C, U ⊂ C n is holomorphic at every point with respect to each variable z k , then it is holomorphic with respect to all variables. It appears that above analiticity conditions for the functions S d → S d are stronger because in this case we require the function of several hypercomplex variables to be holomorphic with respect to all possible subsets of variables. 
Commutative hypercomplex Fourier transform
where 0 . . . 1(i, j, k) . . . 0 means that there are 1-s on the i-th, j-th and k-th positions of binary string. The inverse is given by 
This definition is natural in the sense that it is derived from the usual definition of hypercomplex Fourier transform
by application of the Euler's formula. The inverse Fourier transform (57) may be rewritten using (36) as
Next we observe that phase-shifted functions f j are easily recovered from the restriction of Fourier transform to only positive frequencies. Proof. For a proof we simply put each term from the sum in (56) inside (61) and observe finally that components in (62) are defined by (37).
Observation 5.3. The hypercomplex Fourier trasform of f h (x) is given bŷ
In the following we proceed to establish Bedrosian theorem in many dimensions. We rely on the results in the original work [Bed62] . For convenience we will denote by S(j) = {i|j i = 1} the set of positions of 1-s in the vector j ∈ {0, 1} d .
Lemma 5.4. For a product of hypercomplex exponentials for a given j ∈ {0, 1}
we have identity
Proof. The result follows directly from 1-dimensional case by succesive application of Hilbert transform.
Theorem 5.5 (Bedrosian). Let f, g : R d → S d and let us given some j ∈ {0, 1} d and suppose that for each k ∈ S(j) we have corresponding a k > 0 such that
(67) Then we have the identity
Proof. First we give the proof for 1-dimensional case [Bed62] and then just extend it to multiple dimensions. We can write the product of two functions a(x) and b(x) in Fourier domain as
and
If we assume that for some a > 0 we haveâ(ω) = 0 for |ω| > a andb(ω) = 0 for |ω| < a, then the productâ(ω)b(ω) will be non-vanishing only on two semi-infinite stripes on the plane {(u, v) : |u| < a, |v| > a}. So we have that for this integration region the value of the integral (70) will not change if we replace sign(u + v) → sign(v).
Then we will have
But we know from Lemma 5.4 that (Hb)(x) = 1 2π
So finally we have (H(ab)) = a (Hb) .
To prove the final result (68), we succesively apply 1-dimensional steps taken in (71), (72) and results of Lemma 5.4.
where we denoted byf j (u S(j) ; xS (j) ) andĝ j (v S(j) ; xS (j) ) the Fourier transforms of f and g over the directions indicated by j. Thusf j (u S(j) ; xS (j) ) has as its arguments frequency variables indexed by S(j) and the remaining spatial variables indexed by the complementary setS(j). Finally by repeating the steps taken in (71), (72) we see that (
Observation 5.6. Suppose we have two real valued functions A(x) and B(x) that satisfy conditions (66) and (67) respectively for j = 1. Additionally suppose that B(x) = α 0 (x, ω 0 ) for some choice of frequencies ω 0 . Then we can write the hypercomplex "analytic" signal of initial product function C(x) = A(x) · B(x) in compact form
Now let us suppose that the function B(x) is of the form
and satisfies condition (67). We can write analytic signal C h (x) in this case as 
Why Clifford-Fourier transform doesn't fit for d>2?
There were propositions to apply Clifford-Fourier transform to study instantaneous amplitude, phase and frequency. The aim of this section is to show that there is no Clifford-Fourier transform which lead us to the phase-shifted functions f j as components of Clifford algebra valued analytic signal. It is interesting to note that Bülow and Sommer in the early work [BS01] mention slightly the commutative hypercomplex numbers and associated Fourier transform, however later studies were mainly focused on the non-commutative hypercomplex systems. First we make a brief introduction to the Clifford algebras. A Clifford algebra is a unital associative algebra that is generated by a vector space V over some field K, where V is equipped with a quadratic form Q : V → K. If the dimension of V over K is d and {e 1 , . . . , e d } is an orthogonal basis of (V, Q), then Cl(V, Q) is a free vector space with a basis
The element e 0 is defined as the multiplicative identity element. Due to the fact that V is equipped with quadratic form we have an orthogonal basis (e i , e j ) = 0 for i = j, and (e i , e i ) = Q(e i )
where (·, ·) denotes the symmetric bilinear form associated to Q. The fundamental Clifford identity implies that Clifford algebra is anticommutative e i e j = −e j e i for i = j, and (e i , e i ) = Q(e i ),
which makes multiplication of the elements of Clifford algebra quite simple, we can put element of a Clifford algebra in standard order simply by a number of swaps of neighbouring elements. Every nondegenerate form Q can be written in standard diagonal form:
with d = p + q. The pair of integers (p, q) is called the signature of the quadratic form. The corresponding Clifford algebra is then denoted as Cl p,q (R). For our purposes of analytic signal construction we will consider just Clifford algebras Cl 0,q (R) over the field of real numbers R, with the quadratic form
Each element x ∈ Cl 0,d (R) of Clifford algebra may be thought as a linear combination of its basis elements
x ij e i e j + i<j<k x ijk e i e j e k + . . . ,
with real coefficients and for which we also have identities e i e j = −e j e i for i = j, and e 2 i = −1. First it will be handy to define the set valued function Π that returns permuted products of its arguments. For example for 3 arguments it acts as
For d arguments Π acts analogously. A particular Clifford-Fourier transform is then defined aŝ
where
. This type of Clifford-Fourier transform has the inverse transform given by
We can expand the exponentials in (84) and (85) to write down the general Clifford-Fourier transform in terms of functions α k andα
for some ρ k and ρ ′ k , where
We consider the definition of Clifford-Fourier "analytic" signal as summation of only positive frequency terms, like we did in (21), (22) and (61)
with some ρ Proof. To prove this theorem it will suffice to demonstrate that we are not be able to choose the proper ordering of multiplicative terms in (84) and (85) such thatf j = f j for all j ∈ {0, 1}
d . Next we simply show that already for the elements of degree 1, i.e. in front of corresponding e i , we already must have |f For the elements of degree up to 1 we may not care about the order of multiplication because f (x) is real valued. Next we show that no possible ordering of multiplicative terms in the inverse formula (85) is possible to obtain the right signs of phase-shifted components in accordance with (37). For simplicity, but without loss of generality, we consider just the combinations of components corresponing to the first three elements e 1 , e 2 and e 3 . In this case potentially we have four candidates for the inverse transform 1. Zero elements are flipped:
2. One elements is flipped:
3. Two elements are flipped:
4. Three elements are flipped:
Therefore for c 0 serving as inverse we will obtain the component of the degree 2 of the f C by simple subtitution of each term from (93) The same is true for the components of e 1 e 3 and e 2 e 3 -they come all with opposite signs. Therefore case of c 0 -type inverse formula is not in accordance with the rule (37). For the case c 1 we see that the components of e 1 e 2 have the same sign and as well as components of e 1 e 3 , however components of e 2 e 3 have opposite signs. Thus c 1 is not in accordance with (37). Checking the rule for c 2 and c 3 we see that we always have different signs for some component. Therefore we are not able to order properly the terms in Clifford-Fourier transform and its inverse to correctly restore all the phase-shifted functions.
Corollary 6.2. From the proof of Theorem 6.1 it follows that essentially only commutative hypercomplex algebra (e i e j = e j e i ) is a good candidate to provide us with the phase shifts (37) by using positive frequency restriction for Fourier transforms of the type (84) and (85). The word "essentially" above means that algebras with two hypercomplex units that anticommute are still allowed.
Remark 6.3 (Octonions, Sedenions and Cayley-Dickson construction). There were propositions to use Cayley-Dickson algebras to define the Fourier transform (84), (85) and corresponding hypercomplex "analytic" signal [HS16] , however as far as elements {e i } of these algebras are noncommutative we will not get the phase shifts as components of the corresponding hypercomplex analytic signal.
Example 6.4. We may wonder what happens in case d = 2. Is there any Clifford-Fourier transform that gives us the correct phase-shifted components? It seems that the answer should be -yes. And indeed the symmetric Clifford-Fourier transform does the job. Let Q be the ring of quaternions with the set of basis elements {1, i, j, k}. The ring of quaternions coincides with the Clifford algebra Cl 0,2 (R) that in turn has the set of basis elements {1, e 1 , e 2 , e 1 e 2 } where i = e 1 , j = e 2 , k = e 1 e 2 . The symmetric Quaternionic-Fourier transform is defined aŝ
which we may rewrite by employing the notation (35) aŝ
f (x 1 , x 2 ) = f q , α 00 + e 1 f q , α 10 + f q , α 01 e 2 + e 1 f q , α 11 e 2 .
The quaternionic analytic signal is obtained by restriction of the quaternion Fourier transform to the positive frequencies as we did before f qa = α 00 , α 00 + + α 10 , α 10 + + α 01 , α 01 + + α 11 , α 11 + − e 1 α 10 , α 00 + + e 1 α 00 , α 10 + − e 1 α 11 , α 01 + + e 1 α 01 , α 11 + − α 01 , α 00 + e 2 + α 00 , α 01 + e 2 − α 11 , α 10 + e 2 + α 10 , α 11 + e 2 + e 1 α 11 , α 00 + e 2 + e 1 α 00 , α 11 + e 2 − e 1 α 10 , α 01 + e 2 − e 1 α 01 , α 10 + e 2 .
Finally we see that components of quaternionic analytic signal does provide us the correct phaseshifts given by (37).
A Hilbert transform for unit disk and upper half-plane
In this Appendix we briefly describe the essence of the one dimensional Hilbert transform by following the lines of [Kra09] . The usual way to introduce Hilbert transform is by way of the Cauchy formula. If f is holomorphic on D ⊂ C and continuous on D up to the boundary ∂D, we can get the value of f (z) from the values of f on the boundary ∂D by Cauchy formula
We can express the Cauchy kernel, 1 2πi
by taking ζ = e iψ and z = re iθ , as following
If we subtract 1 4π dψ from the real part of the Cauchy kernel, we get the poisson kernel P r (θ)
Thus the real part is, up to a small correction, the Poisson kernel. The kernel that reproduces harmonic functions is the real part of the kernel that reproduces holomorphic functions. We remind briefly the Poisson integral formula. If D = {z : |z| < 1} is the open unit disc in C and ∂D is the boundary of D and there is continuous g : ∂D → R, then the function u : D → R, given by
will be harmonic on D and has radial limit r → 1 − that agrees with g almost everywhere on ∂D. Suppose now that we are given a real-valued function f ∈ L 2 (∂D). Then we can use the Poisson integral formula to produce a function u on D such that u = f on ∂D. Then we can find a harmonic conjugate u † of u, such that u † (0) = 0 and u + iu † is holomorphic on D. As a final goal we aim to produce a boundary function f † for u † and get the linear operator f → f † . If we define a function h on D as h(z) := 1 2πi
then h will be holomorphic in D. From (105) we know that the real part of h is up to an additive constant equal to the Poisson integral u of f . Therefore ℜ(h) is harmonic on D and ℑ(h) is a harmonic conjugate of ℜ(h). Thus if h is continuous up to the boundary, then we can take u † = ℑ(h) and f † (e iθ ) = lim r→1 − u † (re iθ ). For the imaginary part of the Cauchy kernel (104) under the limit r → 1 − we get The first integral above is singular at t = θ and the second is bounded and easy to estimate. Usually we write for the kernel of Hilbert transform
by simply ignoring the trivial error term. Finally in (107) we obtained the Hilbert transform for the boundary of unit disk. Hilbert transform for a unit disk gives us a way to obtain the harmonic conjugate for a periodic function f defined over ∂D. In the followign we briefly outline how to obtain harmonic conjugate for a function defined over R ⊂ C.
The unit disk D may be conformally mapped to the upper half-plane U = {ζ ∈ C : ℑ(ζ) > 0} by the Möbius map [Kra09] c : D → U,
Since the conformal map of a harmonic function is harmonic, we can carry also The harmonic conjugate function may be obtained from f by taking convolution with the conjugate kernel Q(x, y) = 1 π · x x 2 + y 2 .
The Cauchy kernel is related to P and Q by the relation i πz = P (x, y) + iQ(x, y). Finally we are able to construct the harmonic conjugate on the boudary ∂U = R u † (x, y) = 1 π
B Cauchy formula by Ketchum and Vladimirov
We briefly describe the setting and the resulting Cauchy formula given in [Ket28] and [VV84a] . First let us take a bounded region G ⊆ C with piecewise smooth boundary ∂G. Second let us consider the mapping of G given by l : w → a + bw with a, b ∈ S d onto the plane C = {z : z = a + bw, w ∈ S d (C)} ⊂ S d (C). G is mapped to L and ∂G is mapped to ∂L correspondingly. Suppose also that the function f (z) is also differentiable [VV84b] in some neighbourhood O of the closurē L = L ∪ ∂L and b is an invertible element of S d (C). Then in the plane C we have the following Cauchy formula
As it was outlined in Appendix A the Cauchy formula plays a vital role in the definition of Hilbert transform and one can directly extend the Hilbert transform and define it in the unit open disk (upper half-plane) of C. 
for all z ∈ L.
