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ABSTRACT 
 
In this work, the analytical SAFT-γ Mie equation of state (EoS) is used in the efficient 
development of intermolecular force field parameters which can be used in direct 
molecular simulation for a range of fused dimer molecules.  
In its original formulation, the SAFT-γ Mie EoS only provides a direct link to the force 
field parameters for tangent models.  A novel development here is to extend the 
application of the equation of state to obtain intermolecular potentials for fused models 
which more faithfully mimic realistic molecules. The proposed methodology consists of 
a two stage process:  
 An empirical mapping between the parameters of the theory and parameters 
used in simulation is first obtained by performing molecular dynamics 
simulations of the vapour-liquid equilibria for a wide range of homonuclear 
model dimer molecules with different bond lengths and Mie repulsive 
exponents. The simulation results are matched with those obtained using the 
theory for corresponding systems in order to determine the relationship between 
the parameters of the theory and the potential model. A methodology for 
obtaining unlike interaction parameters in heteronuclear dimer molecules is also 
developed and validated. 
 The mapping obtained is then used to translate the equation of state parameters 
of real molecules into a simulation force field with an explicit bond length.  
Force fields are obtained for a range of molecules with different levels of molecular 
resolution including atomistic models for molecular oxygen and nitrogen, united-atom 
models for ethane and perfluoroethane and more coarse-grained dimer models of 
propylbenzene and carbon dioxide. The properties obtained by simulation include 
vapour pressures, saturated liquid densities and interfacial tensions. This top-down 
methodology of obtaining force field parameters for computer simulation of fluids is 
   
 
much less computer and time intensive than the traditional methods. In the concluding 
chapter, a preliminary extension of the approach to trimers molecules is presented.  
 
  
   
 
 
 
ACKNOWLEDGEMENTS 
 
I would like to say a very big thank you to my supervisors Prof. George Jackson and 
Prof. Erich Müller for all their excellent help and support during the duration of my 
thesis and for being continuously encouraging and remaining enthusiastic at all times.  
I would like to say thank all the members of the Molecular Systems Engineering group, 
both past and present that have allowed me to have an enjoyable time at Imperial during 
my thesis. I would particularly like to say thank you to Carlos Avendaño for his help 
with all things simulation and Vasileios Papaioannou for his help with all things 
gPROMS. 
I would finally like to say thank you to my lovely parents and brothers and sister and to 
Luc-Antoine, my love, for putting up with me during the highs and lows of it all and for 
always believing in me. 
 
  
   
 
 
 
CONTENTS 
 
Declaration of Originality ........................................................................................... 2 
Copyright Declaration ................................................................................................ 2 
Abstract ....................................................................................................................... 3 
Acknowledgements ..................................................................................................... 5 
Contents....................................................................................................................... 6 
List of Figures ............................................................................................................. 9 
List of Tables ............................................................................................................. 18 
Introduction .............................................................................................................. 23 
Motivation for this work.......................................................................................... 23 
General Background ................................................................................................. 27 
Chapter Overview ................................................................................................... 27 
2.1 Intermolecular Potential Models ........................................................................ 28 
2.1.1 Brief Historical Overview ....................................................................................... 28 
2.1.2 Common Empirical Intermolecular Pair Potentials .................................................. 34 
2.2 Models for Molecular fluids .............................................................................. 40 
2.2.1 All-Atom Models ................................................................................................... 41 
2.2.2 United Atom Models .............................................................................................. 42 
2.2.3 Coarse Grained Models .......................................................................................... 43 
2.3 Calculating macroscopic properties of molecules .............................................. 44 
2.3.1 Statistical Mechanics .............................................................................................. 44 
2.4 Molecular Simulation ........................................................................................ 47 
2.4.1 Uses of molecular simulation .................................................................................. 48 
2.4.2   Molecular simulation methods. ............................................................................. 50 
2.5 Equations of state .............................................................................................. 53 
2.5.1 SAFT-γ Mie EOS ................................................................................................... 55 
Model Dimers ............................................................................................................ 70 
3.0 Introduction ....................................................................................................... 70 
3.1 Development of a mapping between SAFT-γ Mie EoS and simulation .............. 78 
   
 
3.2 Molecular Dynamics of Fluid Phase Equilibria and Interfacial Properties .......... 82 
3.2.1 Property calculation ................................................................................................ 83 
3.2.2 Critical Scaling ....................................................................................................... 87 
3.3 Homonuclear Dimers ........................................................................................ 89 
3.3.1 Systems Studied ..................................................................................................... 89 
3.3.2 Results and Discussion ........................................................................................... 90 
3.4 Heteronuclear Model Dimers ........................................................................... 114 
3.4.1 Cross Parameters in Heteronuclear Dimers. .......................................................... 114 
3.4.2 Dimer Segments with Different Repulsive Exponents ........................................... 116 
3.4.3 Dimer Segments with Different Interaction Energies ............................................. 120 
3.4.4 Dimer Segments of Different Size......................................................................... 124 
3.4.5 Results for completely Heteronuclear Dimers ....................................................... 130 
3.5  Summary ........................................................................................................ 131 
Determination Of Simulation Force Fields For Real Molecules ........................... 133 
4.0 Introduction ..................................................................................................... 133 
4.1 Parameter estimation procedure ....................................................................... 138 
4.1.1 Homonuclear dimers............................................................................................. 140 
4.1.2 Heteronuclear Dimers ........................................................................................... 141 
4.2 From the Theoretical Parameters to the Simulation Force Field ....................... 145 
4.3.1 Bond length .......................................................................................................... 147 
4.3.2 Nitrogen and Oxygen ............................................................................................ 148 
4.3.3 Halogens .............................................................................................................. 151 
4.3.4 Chlorine Monofluoride (heteronuclear atomistic dimer) ........................................ 155 
4.4 United Atom Models ....................................................................................... 160 
4.4.1 Bond Length ......................................................................................................... 161 
4.4.2 Ethane, Ethene, and Ethyne .................................................................................. 161 
4.4.3 Perfluoroethane .................................................................................................... 165 
4.4.4 Fluoromethane (CH3F) (heteronuclear united atom model).................................... 168 
4.5 Highly coarse-grained models ......................................................................... 172 
4.5.1 Carbon Dioxide .................................................................................................... 174 
4.5.2 Propylbenzene ...................................................................................................... 177 
4.5.3 2,2,2-Trifluoroethanol (TFE) ................................................................................ 181 
4.6 Summary ......................................................................................................... 186 
Conclusion ............................................................................................................... 187 
5.0 Summary of Thesis.......................................................................................... 187 
   
 
5.1 Direction for future work ................................................................................. 190 
5.2 Trimer Molecules ............................................................................................ 192 
5.2.1 Extension of the dimer mapping to trimer molecules ............................................. 192 
5.2.2 Development of a new mapping scheme for Trimer molecules .............................. 198 
5.2.3 Future work on Trimers ........................................................................................ 202 
Bibliography ............................................................................................................ 203 
Appendices .............................................................................................................. 213 
 
  
   
 
 
 
LIST OF FIGURES 
 
2.1  Depiction of the different types of intramolecular forces. Adapted from 
the book of Leach, 2001. 
 
2.2  Diagramatic representation of the atomistic forces between molecules.   
2.3  Illustration of the applications of molecular simulation.  
2.4  An illustration of the SAFT-γ Mie perturbation scheme for a chain of 
associating monomeric segments. (a) Represents an ideal polyatomic gas, 
(b) the reference fluid of hard-sphere segments, (c) the fluid of attractive 
segments, (d) the chains of bonded segments, and (e) associated 
molecules. 
 
3.1  Illustration of homonuclear dimers with varying degrees of overlap. The 
picture on the left represents tantentially bonded dimers (S=1), and the 
picture on the right represents highly fused dumers with S<<1. 
 
3.2 Snapshot of a molecular dynamics simulation and sample density profile 
of heteronuclear fused spheres. 
 
3.3  Diagrammatic representation of the homonuclear dimers studied in the 
current work. The reduced bond length l* characterises the centre-to-
centre distance of the segments in terms of the segment size. 
 
3.4  a) Vapour-liquid orthobaric density curves for homonuclear dimers 
comprising two spherical segments, where T*=kT/ε and ρ*=ρσ3 are the 
reduced temperature and density respectively. The bond length is varied 
from the highly overlapping case l*=l/σ=0.1 to the tangent case l*=1, 
represented by the curves going from top to bottom (l*=0.1, 0.25, 0.33, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0). The open symbols correspond to the 
simulated data, the filled symbols to the critical values, and the 
continuous curves to the correlation obtained with the extended Wegner 
 
   
 
scaling relations (eq. 3.19).  b) The Clausius-Clapeyron representation of 
the vapour-pressure P* for the systems defined in part a (colour coded). c) 
The temperature dependence of the vapour-liquid interfacial tension 
curves γ* for the systems defined in a. The data presented in the figure is 
reported in appendix C. 
3.5  The vapour-liquid equilibrium properties (saturated liquid and vapour 
densities, and vapour pressures) of tangential homonuclear Lennard-Jones 
dimers. The circles represent the data obtained by direct MD simulation 
data and the continuous curves represent the description with the SAFT-γ 
Mie EOS for the 12-6 fluid. The reduced temperature is T*=kT/ε and the 
density ρ*=ρσ3. 
 
3.6  Saturated liquid and vapour densities of Lennard-Jones dimers with bond 
lengths varying from 0.9l* to 0.1 l* (the value of the reduced bond length 
* /l l   is indicated at the top right of each figure). The circles represent 
simulation data and the continuous black curves are obtained from the 
SAFT-γ Mie EOS by mapping the shape factor S and well depth  to the 
simulation data as explained in the text. The red curves are the results 
obtained with the SAFT-γ Mie approach using the simple mapping of the 
second virial coefficients of an equivalent convex body. 
 
3.7  The Clausius-Clapeyron representation of the vapour-pressure P*for 
Lennard-Jones dimers with bond lengths varying from 0.9l*to 0.1l*(from 
right to left). The circles represent the MD simulation data and the 
continuous curves represent the results obtained with the SAFT-γ Mie 
EoS using the simple mapping of the second virial coefficients of an 
equivalent convex body. 
 
3.8  The Clausius-Clapeyron representation of the vapour-pressure P* for 
Lennard-Jones dimers with bond lengths varying from 0.9l* to 0.1l* 
(from right to left). The circles represent the MD simulation data and the 
continuous curves represent the results obtained with the SAFT-γ Mie 
EoS using the mapping obtained for the shape factor and well depth from 
 
   
 
the simulation data by parameter estimation.  
3.9  The dependence of the bond length l*on the shape factor S in the SAFT-γ 
Mie EoS for homonuclear Lennard-Jones dimers with varying degrees of 
overlap between the fully tangent and completely overlapped limits. 
 
3.10  The dependence of the energetic parameter for use in simulation on the 
corresponding parameter of the SAFT-γ Mie EoS for homonuclear 
Lennard-Jones dimers with varying degrees of overlap. 
 
3.11  Saturated densities and vapour pressures for 30-6 Mie homonuclear 
dimers with bond lengths of 0.8l* (black), 0.5l* (blue) and 0.3l* (red). 
The circles represent simulation data and the solid curves are the curves 
obtained using the S to l* obtained from Lennard-Jones dimers. 
 
3.12  Relationship for the reduced bond length l*=l/σ versus shape factor S, for 
homonuclear Mie dimers with repulsive exponents of λr=8, 20 and 30 (the 
corresponding value is indicated on the graphs); the attractive exponent 
takes the London value of λa= 6 in all cases. The continuous curves are 
obtained by correlating the data for each exponent (given in Appendix D) 
to a third-order polynomial and the near-linear dashed curve is the 
mapping obtained by equating the hard-core second virial coefficients. 
 
3.13  The dependence of the energetic parameter for use in simulation on the 
corresponding parameter of the SAFT-γ Mie EoS for homonuclear (8-6), 
(12-6), (20-6) and (30-6) Mie dimers with varying degrees of overlap. 
 
3.14  Schematic representation of the process for breaking down a 
heteronuclear dimer into two corresponding homonuclear dimers with 
different repulsive exponents in order to determine the S to l* relationship 
for each segment.  
 
3.15  Saturated densities and vapour pressures obtained by direct MD  
simulation and by using the SAFT-γ EoS for heteronuclear dimers formed 
from (8-6) and (20-6) Mie segments separated by bond lengths l*=1.0, 0.8 
and 0.4 (bottom to top for saturated densities and left to right for vapour 
pressures). The continuous curves are the theoretical predictions and the 
 
   
 
symbols are the simulation results.  
3.16  Saturated densities and vapour pressures obtained by direct MD  
simulation and by using the SAFT-γ EoS for heteronuclear dimers formed 
from (8-6) and (30-6) Mie segments separated by bond lengths l*=0.8, 0.4 
and 0.2 (bottom to top for saturated densities and left to right for vapour 
pressures). The continuous curves are the theoretical predictions and the 
symbols are the simulation results.  
 
3.17  Saturated densities and vapour pressures obtained by direct MD  
simulation and by using the SAFT- γ EoS for heteronuclear dimers 
formed from tangentially bonded (12-6) Lennard-Jones segments of the 
same size but with different energies, given by 
1122 3  , 1122 2  and 
1122 75.0    (top to bottom for saturated densities and right to left for 
vapour pressures). The continuous curves are the theoretical predictions 
and the symbols are the simulation results.  
 
3.18  Saturated densities and vapour pressures obtained by direct MD  
simulation and by using the SAFT- γ EoS for heteronuclear dimers 
formed from fused (12-6) Lennard-Jones segments of the same size but 
with different energies, with  bond length of l* =0.75(black) and l* =0.5 
(blue). For each system, the dashed curves correspond to ε22=2ε11 and the 
continuous curves ε22=3ε1. In all cases the curves represent the theoretical 
predictions and the symbols are the simulation results.  
 
3.19  Schematic representation of the process for breaking down a 
heteronuclear dimer into two corresponding homonuclear dimmers of 
different sizes. The red line represents the mean dividing plane of the 
heteronuclear dimer and a and b represent the distance from the centre of 
segments 1 and 2 to the mean dividing plane respectively. 
 
 
 
 
 
   
 
 
3.20  Saturated densities and vapour pressures obtained by direct MD  
simulation and by using the SAFT- γ EoS for heteronuclear dimers 
formed from tangentially bonded (12-6) Lennard-Jones segments with 
equal exponents and energies of interaction but different sizes. The black 
lines represent dimers with σ22 =0.75 σ11, the blue lines are dimers with 
σ22 =0.5 σ11and the red curves are dimers withσ22 =0.25 σ11. In all cases 
the curves represent the theoretical predictions and the symbols are the 
simulation results.  
 
3.21  Saturated densities and vapour pressures obtained by direct MD 
simulation and by using the SAFT- γ EoS for heteronuclear dimers 
formed from fused (12-6) Lennard-Jones segments with equal exponents 
and energies of interaction but different sizes. The black continuous lines 
represent dimers with σ22 =0.75σ11 and l* = 0.5 and the black dashed line 
dimers with σ22 =0.75σ11 and l* = 0.75. The red continuous lines represent 
dimers with σ22 =0.6σ11 and l* = 0.55 and the red dashed lines σ22 =0.6σ11 
and l* = 0.75. In all cases the curves represent the theoretical predictions 
and the symbols are the simulation results.  
 
3.22  Limits of applicability of the homonuclear dimer mapping to highly fused 
heteronuclear dimers with a large size ratio. 
 
3.23  Saturated densities and vapour pressures obtained by direct MD 
simulation and by using the SAFT- γ EoS for completely heteronuclear 
dimers with different sizes, exponents and energies. The black lines 
represent molecule 21, the red lines are molecule 22 and the purple lines 
are molecule 23. In all cases the curves represent the theoretical 
predictions and the symbols are the simulation results.  
 
4.1  Effect of each of the parameters of the SAFT-γ Mie EoS on the phase 
envelope of dimers. 4.1a shows the effect of the segment size on the phase 
envelope, 4.1b the effect of the shape factor, 4.1c the energy of interaction 
and 4.1d the repulsive exponent. 
 
   
 
4.2  Schematic of the unphysical models generated by an unconstrained 
SAFT-γ EoS. 
 
4.3  Illustration of the combining mechanism for fused heteronuclear dimers.  
4.4  Key to the symbols used in diagrams  
4.5  Saturated density, vapour pressure and interfacial tension of the optimal 
models for O2 and N2 obtained by direct MD simulation and the SAFT-γ 
Mie EoS. The key to the symbols can be found in figure 4.4. 
Experimental data for O2 and N2 are found from the NIST Chemistry 
WebBook (Lemmon et al) 
 
4.6  Saturated densities, vapour pressures and interfacial tensions of the 
optimal models for F2, Cl2 Br2 and I2 obtained by direct MD simulation 
and the SAFT-γ Mie EoS. The key to the symbols can be found in figure 
4.4. Experimental data for Cl2, Br2 and I2 are obtained from Liessmann et 
al., (1995), Knietsch (1980), Reid and Prausnitz (1987), Simmrock et al., 
(1986), Wagenbreth (1968), and Riedel (1977). 
 
4.7 Saturated density, vapour pressure and interfacial tension of the optimal 
model for ClF obtained by direct MD simulation and the SAFT-γ Mie 
EoS. The key to the symbols can be found in figure 4.4. Experimental 
data was obtained from the NIST Chemistry WebBook (Lemmon et al) 
 
4.8  Saturated densities, vapour pressures and interfacial tensions of the 
optimal models for ethane, ethene and ethyne obtained by direct MD 
simulation and the SAFT-γ Mie EoS. The solid black curve represents 
experimental data, the blue and red dashed curves represent results 
obtained using the theory, and the blue and red symbols are simulation 
results using the SAFT-γ Mie force field. The green triangles are results 
obtained by MD simulation using the Trappe force-field for ethane. The 
key to the symbols can be found in figure 4.2. Experimental data for 
ethane and ethene are found from the NIST Chemistry WebBook 
(Lemmon et al) and for ethyne from Liessmann et al., (1995), Mathias 
(1909), and Vargaftik (1972). 
 
   
 
4.9  Saturated densities, vapour pressure and interfacial tensions of the 
optimal models for Perfluoroethane obtained by direct MD simulation and 
the SAFT-γ Mie EoS. The key to the symbols can be found in figure 4.4. 
Experimental data for Perfluoroethane was obtained from the NIST 
Chemistry WebBook (Lemmon et al). 
 
4.10  Saturated density, vapour pressure and interfacial tensions of the optimal 
models for CH3F obtained by direct MD simulation and the SAFT-γ Mie 
EoS. The solid black curve represents experimental data, the green and 
blue dashed curves are results obtained using the theory for models 1 and 
2 respectively, and symbols are simulation results using the SAFT-γ Mie 
force field, also for models 1 (green crosses) and 2 (blue circles). 
Experimental data for CH3F was obtained from the NIST Chemistry 
WebBook (Lemmon et al). 
 
4.11  Saturated density, vapour pressure and interfacial tensions of the optimal 
models for CO2 obtained by direct MD simulation and the SAFT-γ Mie 
EoS. The solid black curve represents experimental data, the purple and 
brown dashed curves are results obtained using the theory for models 1 
and 2 respectively, and the symbols are simulation results using the 
SAFT-γ Mie force field, also for models 1(purple triangles) and 2(brown 
crosses). Experimental data for CO2 was obtained from the NIST 
Chemistry WebBook (Lemmon et al). 
 
4.12  Illustration of the combining mechanism for Propylbenzene 
 
 
 
 
 
 
 
 
 
   
 
4.13  Saturated density, vapour pressure and interfacial tensions of the optimal 
models for propylbenzene obtained by direct MD simulation and the 
SAFT-γ Mie EoS. The solid black curve represents experimental data, the 
green and blue dashed curves are results obtained using the theory for 
models 1 and 2 respectively, and symbols are simulation results using the 
SAFT-γ Mie force field, also for models 1 (green crosses) and 2 (blue 
circles). Experimental data for propylbenzene was obtained from 
Liessmann et al., (1995), Tsonopoulos et al., (1995), Ruzicka et al., 
(1994) and Willingham et al., (1945). 
 
4.14  Illustration of the combining mechanism for Propylbenzene  
4.15  Saturated density, vapour pressure and interfacial tensions of the optimal 
model for TFE obtained by direct MD simulation and the SAFT-γ Mie 
EoS. The solid black curve represents experimental data, the blue dashed 
curves are results obtained using the theory, and symbols are simulation 
results using the SAFT-γ Mie force field. Experimental data for TFE was 
obtained from Baehr et al., (1989) Kabata et al., (1992), Bégué et al., 
(2004) and Roccatano et al., (2002). 
 
5.1  Schematic of a symmetrical fused heteronuclear trimer molecule.  
5.2 Diagrammatic representation of the methodology for employing the dimer 
mapping developed in chapter 3 to trimer molecules           
 
5.3 Illustration of the proposed scheme for converting a central trimer 
segment into a terminal dimer segment.           
 
5.4 Vapour-liquid coexistence densities for the propane trimer. The solid line 
represents experimental data for propane, the red symbols and red dotted 
line represent the simulation and theoretical results for model 1 
respectively. The black symbols and black dotted line represent the 
simulation and theoretical results for model 2 respectively. 
 
 
 
 
   
 
5.5 Vapour-liquid coexistence densities for the propane trimer. The solid line 
represents experimental data for propane, the blue symbols and red dotted 
line represent the simulation and theoretical results for model 3 
respectively. The brown symbols and black dotted line represent the 
simulation and theoretical results for model 2 respectively. 
 
5.6 Relationship between the reduced bond length l* and S for Lennard-Jones 
homonuclear trimers with varying degrees of overlap. The blue symbols 
represent the terminal segments and the red symbols represent the central 
segment. The continuous curves are obtained by correlating the data for 
each segment to a third-order polynomial. 
 
5.7 Relationship between the energetic parameter for use in simulation and 
the corresponding energetic parameter of the SAFT-γ Mie EoS for 
homonuclear Lennard-Jones trimers with varying degrees of overlap. The 
blue symbols represent the terminal segments and the red symbols 
represent the central segment. The continuous curves are obtained by 
correlating the data for each segment to a power law equation. 
 
 
 
 
   
 
 
LIST OF TABLES 
 
3.1  The percentage absolute average deviations (AADs) of the simulated 
vapour-liquid equilibria data with the SAFT-γ theory for homonuclear Mie 
dimers with λa =6 and λr = 8,12,20 and 30 with the optimal values of the 
shape factor S and dispersive energy ε. 
123 
3.2  Polynomial parameters describing the dependence obtained for reduced 
bond length l* as a function of the shape factor S for the homonuclear (λr- 
λa) Mie dimers with varying degrees of repulsive interactions. 
 
3.3  Polynomial parameters describing the dependence obtained for the shape 
factor S as a function of the reduced bond length l* for the homonuclear 
(λr- λa) Mie dimers with varying degrees of repulsive interactions. 
 
3.4  Prefactor and exponent of the correlation   btheory simulationa S  for the 
different Mie potentials. 
 
3.5 Table of parameters for three heteronuclear Mie dimers studied, where 
simijij ,11
* /  defines the diameters and simijij ,11
* /  the energetic 
parameters of the segments with attractive ija,  and repulsive ijr ,
exponents (the unlike repulsive exponent is obtained from relation 3.35). 
The mapping outlined in section 3.3 is employed to determine the shape 
factor end energetic parameters for use in the SAFT-γ theory. 
 
 
 
 
 
 
 
 
   
 
3.6  Table of parameters for three heteronuclear Mie dimers studied (Molecules 
1-3), where simijij ,11
* /  defines the diameters of the segments and 
simijij ,11
* /  are the energetic parameters of the Mie segments with 
attractive ija,  and repulsive ijr , exponents (the unlike repulsive exponent 
is obtained from relation (3.35)). The mapping outlined in section (3.3) is 
employed to determine the shape factor end energetic parameters for use in 
the SAFT-γ theory. 
 
3.7  Table of parameters for tangential heteronuclear Mie dimers (molecules 7-
9) with 
1122 3  , 1122 2   and 1122 75.0    where  /
*
ijij  defines 
the diameters of the segments and simijij ,11
* /   defines the energetic 
parameters of the Mie segments. 
 
3.8  Table of parameters for heteronuclear Mie dimers (molecules 10-13) with 
l* =0.75 and l* =0.5 and ε22=3ε11, and ε22=2ε11. The mapping outlined in 
section (3.3) is employed to determine the shape factor end energetic 
parameters for use in the SAFT-γ theory. 
 
3.9  Table of parameters for tangential heteronuclear Mie dimers (molecules 
14-16) with 1122 75.0   , 1122 5.0    and 1122 25.0    where 
 /* ijij  defines the diameters of the segment interactions and 
simijij ,11
* /   defines the energetic parameters of the Mie segments. 
 
3.10  Table of parameters for fused heteronuclear Mie dimers (molecules 17-20) 
with 1122 75.0   ,  and 1122 6.0    where  /
*
ijij  defines the 
diameters of the segment interactions and simijij ,11
* /   defines the 
energetic parameters of the Mie segments. The mapping outlined in section 
(3.3) is employed to determine the shape factor end energetic parameters 
for use in the SAFT-γ theory. 
 
 
 
   
 
3.11  Table of parameters for completely heteronuclear Mie dimers (molecules 
21-23) where  /* ijij  defines the diameters of the segment interactions 
and simijij ,11
* /   defines the energetic parameters of the Mie segments. 
The mapping outlined in section (3.3) is employed to determine the shape 
factor end energetic parameters for use in the SAFT-γ theory. 
 
4.1  Parameter table of the optimal N2 and O2 models.  
4.2 %AAD calculations for each of the O2 and N2 models obtained. The SAFT 
values are calculated using equation 4.6 and the simulation AAD’s are 
calculated using equation 4.7.  N2 single phase liquid densities are 
calculated at 100, 500 and 1000MPa. O2 single phase liquid densities are 
calculated at 10, 30 and 60MPa. 
 
4.3  Parameter table of the optimal F2, Cl2, Br2 and I2 models.  
4.4  %AAD calculations for each of the F2, Cl2, Br2 and I2 models obtained. 
The SAFT values are calculated using equation 4.6 and the simulation 
AAD’s are calculated using equation 4.7.  F2 single phase liquid densities 
are calculated at 10, 15 and 20MPa. Cl2 single phase liquid densities are 
calculated at 2, 6 and 10MPa. 
 
4.5  Parameter table of the optimal ClF model.  
4.6  Different optimal models for the ClF molecule obtained using the SAFT-γ 
Mie EoS 
 
4.7  %AAD calculations for the optimal CLF. The SAFT values are calculated 
using equation 4.6 and the simulation AAD’s are calculated using equation 
4.7.   
 
4.8  Parameter table of the optimal models for ethane, ethene and ethyne.  
4.9  %AAD calculations for each of the ethane, ethene and ethyne models 
obtained. The SAFT values are calculated using equation 4.6 and the 
simulation AAD’s are calculated using equation 4.7.  Ethane single phase 
liquid densities are calculated at 10, 20 and 50MPa. Ethene single phase 
liquid densities are calculated at 20, 100 and 200MPa. Ethyne single phase 
liquid density is calculated at 0.1MPa. 
 
   
 
4.10  Parameter table of the optimal models for Perfluoroethane  
4.11  %AAD calculations for the two models of perfluoroethane obtained. The 
SAFT values are calculated using equation 4.6 and the simulation AAD’s 
are calculated using equation 4.7. Single phase liquid densities are 
calculated at 5, 15 and 30MPa.  
 
4.12  Parameter table of the optimal models of CH3F. In Model 1, 
1 2 12 12, ,  and S S   are estimated from pure CH3F data, while in Model 2, 
1 2 1 2 1 2 12, , , , , ,  and S S      are estimated from pure CH3F data. 
 
 
4.13  %AAD calculations for the two models of CH3F obtained using the SAFT-
γ Mie theory. The SAFT values are calculated using equation 4.6 and the 
simulation AAD’s are calculated using equation 4.7.  
 
4.14  Parameter table of the optimal models for CO2.  
4.15  %AAD calculations for the two models of CO2 obtained using the SAFT-γ 
Mie theory.  
 
4.16  Parameters for single site models of Benzene and Propane. The benzene 
parameters are obtained from the work of Lafitte et al., (2012). The 
parameters for propane are obtained by estimation from VLE data of pure 
propane. 
 
4.17  Parameter table of the optimal models of propylbenzene. In Model 1, 
1 2 12 12, ,  and S S   are estimated from pure problybenzene data, while in Model 
2,
 1 2 1 2 1 2 12
, , , , , ,  and S S      are estimated from  pure problybenzene data.
 
 
 
4.18  %AAD calculations for the two models of propylbenzene obtained using 
the SAFT-γ Mie theory.  
 
4.19  Parameter table of the optimal models for TFE.  
4.20  %AAD calculations for the TFE model obtained using the SAFT-γ Mie 
theory.  
 
 
 
 
 
   
 
5.1 Table of parameters for 4 different models of propane obtained using the 
SAFT-γ Mie EoS. The text in black represents parameters that are equal in 
both the theory and simulation models, the text in blue represents 
theoretical parameters only and the text in red represents simulation only 
values. 
 
5.2 Description of the various theoretical models obtained for propane using 
the SAFT-γ Mie EoS 
 
5.3 Optimal values of the shape factors and interaction energies that reproduce 
the simulated vapour liquid equilibria for homonuclear Lennard-Jones 
trimers with bond lengths from l*= 0.3 to 1. The unlike energy parameter 
εij is obtained using the Berthelot rule. 
 
 
 
  
 
 
Chapter 1 
INTRODUCTION 
 
Motivation for this work 
Molecular simulation provides an important means of determining the thermodynamic 
and transport properties of many-particle fluid systems. Such properties include the 
surface tension, vapour-liquid equilibria, diffusivities and viscosities among others. The 
accurate prediction of these key thermodynamic properties is invaluable in a wide range 
of practical and industrial applications. Vapour-liquid equilibria, for example, are the 
starting point for the modelling and design of any unit operation based on phase 
separation, while the surface tension is of prime importance in understanding wetting, 
adhesion and emulsion formulations.  
In addition to its use in directly determining thermodynamic properties, molecular 
simulation can also be used to explore empirical or semi-empirical forms of 
intermolecular potential models to determine if they are suitable in representing the 
interactions between real molecules (force field parameterization). This is useful firstly 
for understanding the nature of interactions between molecules and secondly because 
these models are used in statistical mechanical theories to develop thermodynamic 
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equations of state (EoS). In this sense simulations can also be used to provide exact 
results (pseudo-experimental data) for intermolecular potentials which can be used as a 
test of equations of state theories.  
Almost ninety percent of all the computing effort in a simulation is dedicated to force-
field evaluation and the quality of the simulation results is crucially dependent on its 
accuracy. A wide range of force fields have been developed in the literature for various 
classes of molecules and these range from all-atom to united atom to fully coarse-
grained models. Examples include the AMBER (Cornell et al., 1995), CHARMM 
(Brooks et al., 1983) and TraPPE (Martin et al., 1998) force fields to name a few. With 
few exceptions, these force-fields are based on empirical Lennard-Jones functional 
forms. The force field parameters are usually obtained by repeatedly fitting simulation 
results to volumetric and/or energetic data such as saturated densities and vapour 
pressures or to structural data such as radial distribution functions in order to find an 
optimal description at a given state point. An implicit assumption is that this allows one 
to obtain other thermodynamic and transport properties that were not used during the 
fitting procedure. However, this is a very computer-intensive process, as numerous 
time-consuming simulation runs need to be performed in order to carry out the fitting.  
Equations of state provide an alternative method of determining the thermodynamic 
properties of molecules. They have the advantage of having an analytical form, and 
therefore generally involve much smaller computation times than molecular simulation. 
However approximations and simplifications are typically involved in their 
development and so their results are subject to the accuracy of these approximations. 
They also cannot easily be used in the evaluation of transport properties such as 
diffusivities nor of interfacial properties such as adsorption or surface tensions. 
The Statistical Associating Fluid Theory (SAFT) EoS is a widely used perturbation 
based EoS for the determination of the equilibrium properties of non-spherical, 
associating molecules. Several versions of the SAFT EoS have been developed and a 
comprehensive review can be found in the work of Müller and Gubbins (2001) and 
Economou (2002). The SAFT-γ Mie EoS (Lymperiadis et al., 2007,2008; Papaioannou 
et al., 2013) is a new variation of the SAFT family of equations of state that has 
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enhanced predictive capability due to its firm foundation as a group contribution 
methodology. The SAFT-γ Mie EoS is a molecular based equation, which means its 
parameters have a one-to-one correspondence with a molecular force-field. The 
underlying molecular model in the SAFT-γ Mie EoS is of chain molecules comprising 
heteronuclear, overlapping segments which interact via the Mie potential. These 
characteristics add up to a very realistic representation of real molecules. The 
aforementioned characteristics may be used to turn the problem around - one could use 
the EoS as a tool to determine the parameters of the intramolecular potential by 
determining the value of the parameters that provide an optimal description of 
experimental thermophysical properties of a given substance using the EoS. This idea is 
explained in future chapters. The EoS can therefore be used to guide the development of 
force-fields for use in molecular simulation. This is an area that has gained recent 
scientific interest (Avendaño et al., 2011, 2013, Van Western et al., 2011, Lafitte et al., 
2012) and is the subject of this thesis.  
The objective of this work is to link the SAFT-γ Mie EoS to a consistent force field for 
fused homonuclear and heteronuclear dimer molecules which can be applied to perform 
simulations that access properties not amenable to calculations using equations of state 
such as interfacial tensions and transport properties. This involves converting the 
parameters of the molecular based SAFT-γ Mie EoS into equivalent simulation 
parameters using an appropriate mapping technique.  
The outline of this thesis is as follows: 
In chapter 2, a general background to the subject areas covered in this work is provided, 
which includes molecular simulation force-fields, simulation methodologies and 
equations of state as well as an in-depth look into the equations of the SAFT- γ Mie 
EoS. 
In chapter 3, a mapping technique is developed which enables the conversion of the 
parameters of the SAFT- γ Mie EoS into equivalent simulation parameters for fused 
homonuclear and hetoronuclear dimer molecules. 
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In chapter 4, the mapping developed in chapter 3 is used to obtain simulation force 
fields for a range of real dimer molecules. These simulation force fields are then used to 
compute the phase equilibria and interfacial tensions of the molecules studied. 
Finally in chapter 5, the conclusions of the work are presented and preliminary results 
of the extension of the methodology to trimers are outlined as a starting point for future 
work. 
  
 
 
Chapter 2 
GENERAL BACKGROUND 
 
Chapter Overview 
The research presented in this thesis concerns the computer modelling of molecules and 
the evaluation of their thermophysical properties.  
Quantum mechanics considers the behaviour of electrons in a system and provides exact 
solutions for the behaviour of molecules. However, quantum mechanics is unable to 
deal with large system sizes because the number of particles present in such systems is 
very large when electrons and sub-atomic particles are considered (usually addressed by 
the use of “basis functions”), and this leads to impractical computation times. Atomistic, 
empirical based force fields however enable calculations on large systems of molecules 
with an acceptable degree of accuracy, and in more reasonable computer times than 
quantum mechanical calculations, and are therefore the focus of this work.  
Empirical force fields present a method for modelling the close range behaviour of 
molecules in an approximate way. In these force fields, the motions of electrons are 
disregarded and the energy of an atom or collection of atoms is calculated as a function 
of nuclear positions only.  
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At this level of description, the types of forces between particles can be described as 
intramolecular and intermolecular forces. Intramolecular forces are related to the 
displacement of atoms about their equilibrium bond lengths and angles and take into 
account the energy changes resulting from rotation around bonds. Intermolecular forces 
on the other hand describe the interaction between atoms or molecules that are not 
bonded together.  They play a far more significant role in determining the 
thermophysical properties of the systems studied in this work. In section 2.1 of this 
chapter, a detailed description of intermolecular potentials models, their types and 
applications is therefore provided.  
As well as a description of the nature of the forces between molecules, a traceable 
mathematical description of the molecules is an essential part of any empirical force 
field. In section 2.2 of this chapter, common approaches employed to describe 
molecules are outlined. In section 2.3, a brief outline of the key equations of statistical 
mechanics as a means of determining the macroscopic properties of systems from their 
molecular parameters is provided. Section 2.4 gives detail on molecular simulation as a 
method to evaluate the properties of systems of molecules and finally section 2.5 
presents equations of state (and in particular the SAFT-γ Mie equation of state) as an 
alternative method of evaluating system properties. 
 
2.1 Intermolecular Potential Models 
2.1.1 Brief Historical Overview 
The interaction between a pair of spherically symmetrical molecules is usually 
described in terms of the potential energy between the molecules. u(r) is referred to as 
the intermolecular pair potential energy function, and is related to the force between the 
molecules F(r) by: 
( )
( )
du r
F r
dr
       (2.1) 
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where r is the distance between the centres of the interacting spheres (Maitland et al., 
1972). The importance of intermolecular forces in determining the thermophysical 
properties of fluids and the sensitivity of these properties to the mathematical form of 
the interaction potential has long been recognized (Rowlinson, 2002).  
Historically, the origins of intermolecular forces have been a puzzle, and were attributed 
to a variety of factors, including gravity. Notwithstanding, attempts were made to 
empirically describe the form of the interaction between molecules.  During the 
nineteenth and early twentieth centuries, when intermolecular potential models were 
initially being developed, a power law form of u(r) = C/r
n
 was proposed in order to 
represent the distance dependence of the pair potential (Israelachvili., 1992), where the 
parameters n and C define the range and strength of the interaction respectively.  
It was found that n had to be greater than 3 in order that the intermolecular forces did 
not extend over large distances for non-charged species. The power law relationship 
provided a good starting point for the representation of molecular forces. It also became 
widely accepted that one has to take into account both repulsive and attractive 
interactions between particles to explain some observed physical phenomena, but it took 
a long time to establish the exact forms of these interactions. Clausius (1857) for 
example, determined that particles repel each other at short relative separations and 
attract each other over a longer range. Molecular beam experiments carried out in later 
years enabled a direct evaluation of the pair interaction, and confirmed this idea. 
However, it was found that a simple universal law to account for all intermolecular 
interactions was not appropriate.  A range of semi empirical expressions were then 
developed instead, with a wide range of parameters which accounted for different 
physical phenomena.  
The development of these ideas enabled van der Waals in his Nobel-prize winning study 
(van der Waals, 1873) to conclusively describe the continuous transition between the 
liquid and gaseous states, explained fully by the interplay between attractive (cohesive) 
forces and short-range (repulsive forces). In the van der Waals equation, molecules were 
modelled as hard spheres that have longer-range attractive interactions. The exact form 
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of the attractive forces was however not made explicit, as the attractive forces are 
described using an integrated energy which obscures the dependence of the interaction 
energy on the particle distance. 
With the development of quantum theory came the understanding that all intermolecular 
forces are electrostatic in origin and enabled a more rigorous description of the 
interactions between particles.The origins of the repulsive and attractive interactions are 
now better understood but the challenges to describe them in closed form remain today. 
From the above, one might consider treating, under separate footings the repulsive and 
attractive contributions to the potential energy of a molecular system. This artificial 
distinction is common practice as the range of these interactions is noticeably different. 
 
Repulsive Energy (Urep) 
The repulsive element of the intermolecular potential arises due to the finite size of the 
atoms and molecules and the fact that the electron clouds of atoms prevent other atoms 
from coming within a certain distance of the core (the Pauli exclusion principle). The 
form of the repulsive potential has been determined from quantum theory to be of the 
form 







p
r
rep erRru )()(     (2.2)
 
(Fowler, 1966) where R(r) is a polynomial containing positive and negative 
contributions in powers of r and p is a constant.The complexity (and general ignorance 
about the exact values of the constants) suggests the use of empirical forms of the 
repulsive interaction usually of a power law form: 
( ) nrepu r A r
    (2.3) 
with A and n being constants, or of an exponential form: 
0)(

r
rep ceru

     (2.4) 
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where σ0 is constant, and n and c are used to adjust the steepness of the potential. These 
empirical forms are called soft repulsion potentials and are more commonly used than 
the quantum mechanical form (equation 2.2) as they are more easily adapted to 
statistical mechanical theory and can be made to represent equation (2.2) fairly well 
over limited ranges of r (Fowler and Guggenheim., 1939).   
The hard sphere potential is another commonly used empirical repulsive potential and 
describes an idealized scenario where the interactions between molecules are modelled 
as infinitely repulsive at contact, and zero otherwise.  This potential is of widespread 
use, not only because of its simplicity, which aids in its theoretical description, but due 
to the fact that repulsion is the key factor that governs many of the properties of 
materials, such as diffusion and structural properties in liquids and solids. The 
behaviour of simple liquids approaches that of the hard-core fluid when the temperature 
and/or density is increased as that is when the attractions (cohesion) between molecules 
becomes negligible. The mathematical representation of the hard-sphere potential,
( )HSu r is of the form:  








r
r
ruHS
,0
)(     (2.5) 
where r is the distance from the centre of the atom and σ is the hard sphere radius. The 
advantage of this model is that it is a simple model that can be easily used in statistical 
mechanical expressions to calculate thermodynamic properties. It has been used in the 
simulation of numerous systems, and it is also often used as the reference term in 
perturbation theories to derive equations of state.  
 
Attractive Energy 
The non-Columbic attractive interactions between molecules result from fluctuating 
electric charges within the molecule and also from the electric fields emanating from 
nearby molecules. These result in dispersive interactions and also in dipoles, 
quadrupoles and higher multipoles which lead to a sum of contributions in powers of 6, 
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8, 10 etc of the inverse distance. (Margenau, 1939). Thus even though attractive 
intermolecular interactions are often categorized as ionic, van der Waals, hydrogen 
bonding etc, they all have the same electrostatic origin.  The different classifications 
arise from the differences in the nature of the species participating in the interaction. 
Species involved can be charged, dipolar, non-polar, they might form covalent, metallic 
or hydrogen bonds, or they might be a combination of these. As such, the form of the 
interaction potential will vary depending on which species are involved. 
The attractive (dispersive) forces in non-polar molecules arise from electronic 
oscillations in each of the interacting molecules causing polarization of the other 
molecule and resulting in the creation of temporary induced dipoles. When treated at the 
quantum mechanical level these give rise to a contribution proportional to 1/r
6
 (Wang, 
1927). They are long-range forces and occur between all atoms, not just neutral ones. 
They go by various names including dispersion forces, van der Waals interactions, 
London forces and induced-dipole-induced-dipole forces.   
The German-American physicist Fritz London (London, 1930) determined the 
dispersion energy to be of the form: 
62
4
1
8
||3
)(
rc
ehv
ru o      (2.6) 
where v0 is the frequency of oscillations, |e| is the electronic charge and c is the electric 
constant. He derived this formula by modelling atoms as consisting of electrons free to 
undertake linear simple harmonic oscillations about a fixed positive charge. The 
displacement of the electrons of a pair of interacting atoms would then be z1 and z2, and 
at any instant, they would form dipoles of moment z1e and z2e with a mutual potential 
energy given by: 
3
21
22
)(
r
zze
ruelec      (2.7) 
where e is the elemental electronic charge. When the Schrödinger wave equation for the 
pair is considered for the state of lowest energy, it is seen that the dominant term can be 
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described by equation (2.6) above (Fowler and Guggenheim, 1939). The derivation for 
this can be found in appendix A. 
Dispersive forces are important as they play a role in the appearance of condensed 
phases and in a range of physical phenomena such as fluid phase equilibria, adhesion, 
surface tension, wetting and physical adsorption (Israelachvili, 1992). 
In addition to dispersive attraction interactions, other forces which might be present 
between molecules include direct electrostatic forces which result from the higher 
electric multipoles of the molecule, and reflect the distribution of charge in the 
molecule. The most common are the dipolar and quadrupolar interactions. Dipoles 
occur when there is a separation of the charges in the molecule, that however result in a 
net zero charge. A quadrupole arises from four charges that sum to zero which are 
arranged so that they do not lead to a net dipole (Leach, 2001). Common molecules with 
quadrupole moments include N2 and CO2. Only repulsive and simple dispersion forces 
are explicitly considered in this work. 
 
The total intermolecular interaction between molecules is obtained by considering both 
the attractive and repulsive potentials to yield a single potential. Although the concept 
of adding together the two contributions is somewhat artificial and cannot adequately 
represent actual intermolecular fields over all distances, it is convenient for representing 
the pair potential between molecules in a simple manner (Fowler & Guggenheim, 
1939). The nature of the error obtained by adding the potentials in this way depends on 
the physical property being studied.  
 
Total Potential energy 
The above narrative describes the nature of the interactions between pairs of particles. 
For a system of interacting particles however, the total potential energy can be broken 
down into contributions due to pairs of particles, triplets, quadruplets etc. This can be 
written as: 
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uij here is the potential energy of a pair of molecules i and j and isolated from the 
influence of all other molecules. Δuijk is the incremental contribution to the potential 
energy arising from the interactions between a triplet of molecules i, j and k and isolated 
from the influence of all other molecules. Δuijkl is the additional contribution to u(r
N
) 
for a quadruplet and so on. 
The successive terms in the above equation decrease in magnitude and can be 
approximated using the pairwise additivity assumption. The pairwise additive 
assumption implies that the total potential energy of a system of particles can be 
approximated as the sum of all the pair potentials between particles, that is truncating 
the above series at the first term. This is a suitable approximation for systems at low 
density. However errors result at higher densities because the likelihood of many-body 
interactions increases. The higher order interactions can be averaged into an effective 
interaction: 
( )N effij
i j
U r u


    (2.9)
 
where uij
eff
, the effective pair potential, indirectly incorporates contributions to the 
potential energy from many body effects. These effective intermolecular potentials can 
take various forms and reflect the salient features of real interactions in a general, often 
empirical way. (Allen and Tildesley,1987). The common intermolecular pair potentials 
are now detailed. 
 
2.1.2 Common Empirical Intermolecular Pair Potentials 
There are a number of effective intermolecular models that are in common usage. These 
models typically involve the use of spherically symmetric potentials. This is because, 
although the forces between molecules depend on their orientation as well as their 
separation distance, the inclusion of this orientation dependence adds an additional layer 
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of complexity which cannot be easily dealt with. Models for real molecules are 
underpinned by these spherically symmetric models but are adapted to deal with non-
spherical molecules as well. A few of the common intermolecular potentials are now 
examined. 
Square well potential 
The square-well is an idealised potential model with a simple geometric form. It 
comprises a rigid hard body which has a constant attraction over a limited range, and is 
zero outside that range. It takes the form: 

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Where uSW(r) is the square well interaction potential, r is the distance from the centre of 
the atom, σ is the hard core diameter, ε is the well depth and λ is the range of attractive 
interaction. The advantages of the square-well potential are that it is a simple model and 
is an improvement on the hard-sphere model as it includes an attractive interaction. It 
has been used in numerous molecular simulation studies, and it forms the monomer 
interaction term in the SAFT-VR equation of state (Gil-Villegas et al., 1997). In spite of 
its rather physically unrealistic form, it has the necessary elements to describe the 
macroscopic thermophysical behaviour of simple fluids. 
Sutherland and Yukawa potentials 
The Sutherland and Yukawa potentials expand on the square well potential by adding a 
position-dependent interaction. 
The Yukawa potential is of the form: 
   (2.11)
 
Where the parameters ε and z define the depth range of the potential and σ is the particle 
diameter. The Sutherland potential is of the form: 
 
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where the parameter λ controls the decay of interaction and hence the range of the 
potential, while ε is the depth. 
 Both the Yukawa and Sutherland Potentials are hard core potentials with soft attractive 
tails and are used particularly in the development of analytical equations of state. 
Lennard-Jones Potential 
The Lennard-Jones potential (Lennard-Jones, 1924) is a ubiquitous model used in the 
study of thermodynamic and transport properties, including the vapour-liquid and 
liquid-liquid equilibria, melting point, surface tension and thermal diffusivity, among 
others. It involves the addition of a soft repulsive potential to the London dispersion 
potential, and takes the form, 
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where σ is the molecular diameter and ε is the well depth. The Lennard-Jones potential 
contains no sharp discontinuities and lends itself well to molecular simulation.  In many 
ways however, it is oversimplified as, for example, there is no particular theoretical 
justification for the form of the repulsive part of the potential, and it is in many cases 
insufficiently repulsive at short distances. The folklore in the area suggests that the form 
of the repulsion term, taken to be the square of the attraction term, was widely accepted 
by molecular modellers because it was computationally efficient in older computer 
codes, as it could be calculated as a multiplication (a x a) rather than the calculation of a 
new exponential term. Even these apparently trivial simplifications enhanced the speed 
of computer codes by a very significant amount. (Müller, 2012). Nevertheless, the LJ 
model captures much of the essential physics of simple fluids (Johnson et al., 1993). 
Several empirical equations of state have been developed for the Lennard-Jones fluid, 
including the equation by Kolafa and Nezbeda (1994), the Benedict-Webb-Rubin type 
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equation (Nicolas et al., 1979, Johnson, 1993) and a modified version of the SAFT-VR 
equation (Davies et al., 1998). 
Buckingham Exponential-6 potential 
In this potential, one considers an exponential form for the repulsive contribution 
(which is arguably a form with a fundamental theoretical basis) and arrives at: 
6
max
max
6 *
exp (1 )
( ) 6 * 6
r r
r r
u r r r
r r

 
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where r* is the radial distance at which the exponential-6 potential is a minimum and α 
is a model parameter. The cutoff distance rmax is the smallest positive value for which 
du(r)/dr= 0 and is obtained by iterative solution of the above equation. The reason a 
cutoff distance is required is that, at very short distances, the original Buckingham 
exponential-6 potential becomes negative (Errington et al., 1999). This proves to be an 
added but not unsurmountable complication towards the programming of this potential 
in computer codes. 
The repulsive part of this potential is steeper than that of the Lennard-Jones potential 
and thus this potential is often used as an alternative to it in the limit of high pressure. It 
has been found that under these conditions, the repulsive interactions between 
molecules are much softer than that given by the LJ potential, hence the additional 
parameter (α) in the exponential-6 potential allows for a much more faithful description 
of inter-molecular interactions (Horst et al., 1997). 
 
Mie Potential 
The Mie Potential is a form of intermolecular potential whereby the power law form of 
the repulsive interaction is added to an attractive interaction which is also of a power 
law form (Mie, 1903). It takes the form: 
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Or equivalently: 
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where λr and λa are the exponents associated with the repulsive and dispersive 
contributions respectively, ε is the well depth, σ is the location of the zero of the 
potential (commonly referred to as the size parameter) and ro is the location of the 
minimum of the potential. The relationship between σ and ro is given by: 
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C is a constant which ensures that the minimum in the intermolecular potential is at -ε 
and is given as: 
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This form of the potential is generic in that it can be used to describe repulsive 
interactions of varying softness/hardness explicitly, and attractive interactions of 
different range. For values of λr=12 and λa =6, the form reverts to the common Lennard-
Jones potential. 
Although the Mie potential was devised at the beginning of the twentieth century and 
predates the LJ potential, its usage is nowhere near as widespread. Its main advantage 
over the Lennard-Jones potential is that the repulsive exponent (and to a limited degree 
the attractive exponent) can be treated as adjustable parameters providing added 
flexibility in the representation of real intermolecular potentials. This benefit is 
illustrated by the fact that in the development of this equation, Mie examined the 
properties of various substances and demonstrated that in order to be consistent with 
experimental values of the compressibility, a steeper repulsive exponent than was 
commonly used was required. The Mie potential is the form of intermolecular potential 
used in this work and a more detailed analysis of it is carried out in chapter 3. 
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Many other intermolecular potential functions have been suggested in the literature, and 
it is beyond the realm of this manuscript to deal with them. The reader is directed to the 
books by Stone (1996), Maitland (1981), Israelachvili. (1992), and Leach (2001) for a 
more complete account of the different models for the description of intermolecular 
interactions. 
A description of the nature of the forces in molecular systems would be incomplete 
without a consideration of the intramolecular forces present in molecules. 
Intramolecular forces are the forces that act within a molecule and are related to the 
displacement and rotation of atoms about their equilibrium positions.  Figure 2.1 gives 
an illustration of the different types present in molecules. 
 
  
 
 
 
 
Figure 2.1: Depiction of the different types of intramolecular forces. Adapted from the book of Leach, 
2001. 
The bond stretching term is often modelled by a harmonic potential given by  
2
0 )(
2
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k
U lbond 
     
(2.19) 
and it gives the change in energy as the distance between atoms diverges from its 
equilibrium position. In this equation kl is the bond constant, l is the bond length at a 
given time, and l0 is the equilibrium bond length. Similarly, the bond angle bending can 
also be described by a harmonic potential of the form:  
2
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k
U bend     (2.20) 
Bond Stretching Angle Bending Bond Rotation 
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where kθ is the force constant and θ0 is the equilibrium angle. Lastly, a common form 
used to represent the torsional potential is: 
))cos(1(
2
  n
V
U ntors     
(2.21) 
where Utors is the torsional energy and ω is the dihedral angle. The torsional potential 
models how the energy of a molecule varies as a bond rotates along its axis. The total 
contribution of the intramolecular forces to the potential energy is given by the sum of 
the above terms.  
For the dimer molecules studied in this work, the only applicable intramolecular forces 
are the bond stretching forces. It is worth nothing that it is rare in force field 
calculations for bonds to deviate significantly from their equilibrium bond lengths 
(Leach, 2001). Deviations can however arise in systems which have strong asymmetric 
intermolecular forces acting on the atoms, leading to bond lengths being different from 
their equilibrium values. Deviations from the equilibrium value can occur for example 
in highly strained and crowded systems (Jenson, 2013). 
 
2.2 Models for Molecular fluids 
In the application of the intermolecular potential models outlined above to describe real 
molecules, there are different length scales at which molecules can be represented. One 
may wish to assign to each atomic centre of a molecule an isotropic site, governed by a 
potential function of the type described in the previous section. These models are often 
referred to as “All-Atom”(AA) potentials. Upon recognising that in most organic 
molecules the hydrogen atoms play a very small role in the overall interaction of the 
parent molecules, these hydrogen atoms are usually taken into account in the potential 
of the bonded atom, generating a chemical moiety usually referred to as “United-Atom” 
(UA). Further grouping of this type is known as coarse graining. United-Atom models 
strictly fall under the umbrella of “Coarse-Grained models”. However, they (UA 
models) typically represent a lower level of coarse graining than is often considered in 
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the modelling of macromolecules and soft matter and so the two are differentiated in 
this work. The highest level scale of representing matter is the continuum scale, but this 
is outside the scope of this work. 
 
 
2.2.1 All-Atom Models 
In all-atom (AA) models, each of the atoms in a molecule is treated as an individual 
interaction site, usually with a spherically symmetric intermolecular potential. In some 
cases, discrete partial charges are assigned to each site to account for anisotropic 
interactions. Potential parameters are assigned to each atom in a molecule and the 
potential contribution of the entire molecule is summed over all the atom-to-atom 
interactions: 
1
2
( ) ( )N ij ij
i j
U r u r 
    (2.22)
 
where rij is the centre of mass distance between atom i and j, uij is the effective pair 
potential between two atoms and U(r
N
) is the total intermolecular potential for N 
molecules. A diagrammatic representation is given in figure 2.2. 
 
 
 
 
Figure 2.2: Diagramatic representation of the atomistic forces between molecules.  
This type of model usually provides a very accurate description of the thermodynamic 
properties of a system. However, its draw-back is the increased computation time 
involved in simulating large molecules, as calculations have to be made for each the 
atoms in the molecule. Taking a common hydrocarbon molecule as an illustrative 
example, if the propane molecule is modelled using an all atom representation there are 
rij 
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11 interaction sites on the molecule. Between just two interacting propane molecules 
therefore, there are 121 site-site distances for which energies need to be calculated, 
comprising 64 H-H distances, 48 C-H distances and 9 C-C distances. These numbers do 
not include intra-molecular site-site distances. This results in significant computing 
effort when many molecules are considered. Furthermore it is questionable if the 
additional complication of including hydrogen atoms, which contribute a very small 
portion of the total interaction energy, is worthwhile. It is possible that our general 
uncertainty about the interactions themselves does not warrant, in general, this level of 
detail. There are, on the contrary, some circumstances when all-atom descriptions are 
employed, for example for relatively simple molecules such as N2, F2, O2, CO2 and m-
ethane (Spiez et al., 2000). All atom descriptions are also important when the transport 
properties of molecules need to be evaluated, as properties such as diffusion coefficients 
and viscosities depend on the spatial arrangement of atoms in molecules and more 
coarse-grained models are less able to capture these properties.  
 
2.2.2 United Atom Models 
United atom models are models of molecules whereby groups of related atoms are 
united into a single interaction site or “pseudo-atom”, with molecular interaction 
parameters determined for each site. Larger molecules are then built up by combining 
together these pseudo-atoms. This model for molecules is widely adopted in the 
literature because sizable computational efficiencies are gained in reducing the total 
number of interaction sites in a molecule, especially when applying the model to larger 
species. It is typical in hydrocarbons to group a carbon and its bonded hydrogens into a 
single interaction site, which leads to the introduction of CH4, CH3, CH2 and CH 
pseudo-atoms, from which larger hydrocarbons can be constructed (Martin et al., 1998).  
Using the example of propane above, if propane was modelled using a UA approach, 
there would be three interaction sites on each molecule, resulting in 9 site-site distances 
which would need to be calculated between two propane molecules. 
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The use of UA models in the modelling of molecules is widespread. Various model 
families have been developed that differ based on the type of interaction potential used, 
the treatment of the bond and torsional angles, and the description of the monomer 
terms, among other features. Some of the more common united atom models in use are 
the Optimized Potentials for Liquid Simulation (OPLS) model (Jorgensen et al., 1984) 
and the Transferable Potentials for Phase Equilibria (TraPPE) model (Martin et al., 
1998).  
2.2.3 Coarse Grained Models 
Coarse graining involves grouping several atoms in a molecule into one effective atom 
which results in a low-resolution description of a system with a smaller total number of 
interaction sites. The benefit of this is the considerable computational savings gained 
due to the reduction in the number of particles in the system and as a consequence in the 
number of pair interactions to be calculated. In coarse grained models, an entire 
molecule can be represented as a single, isotropic interaction site, with a single set of 
interaction parameters; thus continuing with the example of propane used above, if 
propane were modelled using a coarse grained approach, the whole propane molecule 
could be lumped into a single interaction site. 
Coarse grained molecules are usually employed for systems of large molecules such as 
proteins and polymers where atomistic simulations would result in an untenably large 
number of interaction sites. They are also used for processes that occur over large time 
scales such as self-assembly of molecules or slow diffusion (Gubbins and Moore, 2010). 
Coarse graining therefore bridges the gap between the atomistic modelling of matter and 
the continuum description of fluids and solids (Voth, 2009). 
The main challenges related to coarse graining include ensuring a clear connection 
between the coarse-grained model and the underlying atomistic model which the coarse 
grain model is representing as well as ensuring the transferability of the model to other 
systems (Avendaño et al., 2011). Several techniques have developed to do this and 
reviews are available in the literature including those by Klein and Shinoda (2008) and 
McCullagh et al., (2008).  
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A further discussion of single site, united atom and coarse grained molecules is 
provided in chapter 4 of this thesis. 
 
2.3 Calculating macroscopic properties of molecules 
The sections above have detailed some of the tools and techniques that are used in the 
computer modelling of molecules. Having determined an appropriate model for a 
molecule the next question is how to obtain the macroscopic properties of a collection 
of these molecules. This is the key question of statistical mechanics and a brief outline 
is provided here. Before going into the detail though it is worth noting that the two are 
in fact interrelated as the methods described below can in fact be used in reverse to 
obtain models for molecules (force field parameterisation). This is explained in section 
2.4.1. For a more detailed treatment on statistical mechanics, the reader is directed to 
one of the many books that deal with the topic for example the books by McQuarrie 
(2000) and Hill (1986). 
2.3.1 Statistical Mechanics 
A seminal concept in the statistical mechanical description of the properties of a system 
is the idea of a statistical ensemble. An ensemble can be thought of as a large number of 
snapshots of a system, each representing a possible state that a system might be in. 
Ensembles are subject to macroscopic thermodynamic restrictions or constraints 
imposed on the original N particle system of interest. Such constraints could include 
fixed volume V, energy E and number of particles (NVE or microcanonical ensemble), 
fixed temperature T, volume, and number of particles (NVT or canonical ensemble) or 
fixed temperature, pressure P, and number of particles (NPT or isobaric isothermal 
ensemble).  
The canonical ensemble represents a closed isothermal system of constant volume. In 
such a system, the probability ψ, that the system is in a state with an energy Ei is given 
by: 
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Q in this expression is called the partition function of the system. β is related to the 
inverse of the temperature through the Boltzmann constant kB, (β=1/kBT). The partition 
function is the sum of all the energy states of a system and is given by: 
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The Hamiltonian is an expression for the total energy of the system in terms of the 
momenta 
m
p , and the positions r  of all particles in the system and is given by the sum 
of the kinetic and potential energy. It is a key statistical mechanical property given by: 
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Here the kinetic energy K(
m
p N) is a sum of contributions from the translational, 
vibrational and rotational degrees of motion. The potential energy U( r
N
) is the sum of 
contributions from all the interactions between individual particles. As detailed in 
section 2.1 above, these interactions take the form of singlet, pair, three body etc 
energies, but can be approximated by the sum of effective pairwise interactions. 
The partition function for non-rotating spherical body can be then written in quasi-
classical form as: 
3
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exp( ( , ))
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m mN
Q H p dr dp dr
N h
  
  (2.26)
 
Where H is Hamiltonian of the system and h is the Planck constant. The correction 
factor of 1/N! is introduced to account for the indistinguishability of particles and the 
factor of h
3N
 accounts for the phase space volume of quantum states. 
The potential energy is independent of the kinetic energy and thus the partition function 
can be separated into a kinetic contribution and a potential contribution: 
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where the integral on the LHS is the kinetic contribution and the integral on the RHS is 
the configurational integral Z given by 
exp( ( ))N NZ U r dr  ,    (2.28) 
and depends on all the positions of the particles in the system. The evaluation of the 
configurational integral for a many-bodied system is a very complex process and can be 
done for only the simplest systems. 
The link between the microscopic properties of a system and the macroscopic 
thermodynamic properties comes via the partition function. For a canonical ensemble, 
the Helmholtz free energy A is given by: 
1
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        (2.29) 
Having obtained this relationship, all other thermodynamic properties can be obtained 
from the thermodynamic relationships: 
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where S is the entropy of the system, μ is the chemical potential and UINT the internal 
energy.  
General Background  47 
 
A final key quantity to close this section on statistical mechanics is the idea of the 
distribution function of a system. The molecular distribution function gives information 
on the structure of the fluid and is a very useful quantity in the development of 
equations of state. The most commonly used is the pair distribution function, or 
particularly the pair radial distribution function g(r) which gives the probability of 
finding a pair of atoms at a distance r apart, relative to the probability expected for a 
completely random distribution at the same density. (Frenkel and Smit, 2002). It is 
given as 
3 4
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where n(r) is the number of particles in a spherical shell of thickness δr and ρ is the 
system density. It is useful because it can be used to obtain a number of macroscopic 
properties such as the pressure and energy without direct solution of the configurational 
integral: 
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The statistical mechanical equations described above are the toolbox used in the 
evaluation of the macroscopic properties of systems. Molecular simulation provides a 
way of evaluating the configurational integral of a system. The general methodology for 
this is now discussed. 
 
2.4 Molecular Simulation 
Molecular simulations can be viewed as computer based experiments. Given the form of 
an intermolecular potential model, molecular simulation can be used to obtain exact 
solutions for the configurational integral and the thermodynamic properties of a system 
of molecules. This is done by generating a series of representative snapshots of the 
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system in such a way that accurate values of structural and thermodynamic properties 
can be obtained by using an appropriate averaging method. 
Macroscopic properties depend on the positions and momenta of the N particles that 
comprise the system. Thus any particular property B can be written as B(
m
p
N
(t), r
N
(t)) 
where r
N
(t) and 
m
p
N
(t) are the positions and momenta of the N particles at a time t.  In 
molecular dynamics simulation, the time evolution of the particles in a system can be 
determined, and this enables the generation of a series of snapshots of the system which 
can be averaged to obtain the macroscopic properties of the system directly.  
Molecular simulation thus provides a direct route to calculating the macroscopic 
properties of molecular systems from their microscopic details (positions and 
momenta).  
  
2.4.1 Uses of molecular simulation 
There are three main areas in which molecular simulation is used. These are: a) The 
prediction of system properties, b) Intermolecular potential model building and c) 
testing of statistical mechanical theories. A brief explanation of how molecular 
simulation can be used in these contexts is provided below. For a comprehensive 
overview of recent applications of simulation to molecular fluids, the reader is referred 
to the review paper by Gubbins et al., (2010).  
a) Prediction of system properties: As has been stated earlier, one of the most 
important uses of molecular simulation is in the prediction of the properties of a system 
where there is no experimental data, or for which experimental data is difficult to 
obtain. This is particularly useful in situations where theoretical models cannot be used 
in a straightforward manner or with confidence to predict the behaviour of the systems. 
These might be due to the large complexity of the systems, whereby no simple 
relationships can be developed for predicting thermodynamic properties. This is the case 
for example in systems of surfactants, or large proteins or colloid systems. Equations of 
state also cannot be used directly to calculate interfacial or transport properties of 
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systems, such as adsorption and molecular diffusion. In these instances, the use of 
molecular simulation is also crucial. 
b) Molecular model/Intermolecular potential building: The results of a simulation 
can be used to check the accuracy of an intermolecular potential model used to represent 
a given molecule where experimental data already exists. If the intermolecular potential 
correctly represents the system, the molecular simulation results should be the same as 
results obtained from physical experiments on the system (providing an accurate 
simulation methodology is used). If the results differ, the intermolecular model can be 
adjusted by making appropriate changes and noting the effect on simulation results until 
they correspond with experimental data. This is known as force field parameterisation. 
Once the intermolecular potential for the model has been determined using this 
methodology, other unknown properties of the system can predicted using this 
determined model. 
c) Testing and validation of theories: The results of molecular simulation can also 
be used to validate theories derived from statistical mechanics. By statistical mechanical 
theory, we mean in this context equations of state which provide relations for the 
thermodynamic properties of a fluid system. These theories involve the use of 
assumptions and approximations in their derivation. Molecular simulation can be used 
to test these assumptions to determine their validity. If a theory yields inaccurate results 
as compared to experiments, the error can result either from the form of the 
intermolecular potential used, or might be due to unsuitable assumptions or 
simplifications within the theory. Molecular simulation can decouple the effect of the 
form of the potential from the theoretical approximation and provide information that is 
not directly measurable in the laboratory. 
The interrelationship of simulation with theory and experiment is shown in a schematic 
way in figure 2.3. 
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Figure 2.3: Illustration of the applications of molecular simulation. 
 
2.4.2   Molecular simulation methods. 
The two most common molecular simulation methods are Monte Carlo and molecular 
dynamics simulation. A comprehensive set of textbooks provide the details needed to 
employ these techniques to molecular systems. A non-exhaustive list includes the books 
by Allen and Tildesley, (1987); Frenkel and Smit (2002); Sadus (1999); Landau and 
Binder (2000) and Haile (1992), Rappaport (2004). 
In molecular dynamics simulation, Newtons’ equations of motion are solved for all the 
particles in the system by evaluating the forces between the molecules. It is fully 
deterministic as one simulates the evolution of molecular configurations in time. 
Newton’s second law for each molecule is: 
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Where )(tri represents second derivative of the position ir  with time, mi is the mass of 
molecule, and rij the separation distance between molecules i and j. The net force on the 
The theory can fail due to inadequacies in the approximations made 
or in the intermolecular potential used 
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General Background  51 
 
molecules Fij(r) is obtained from the derivative of the potential energy with respect to 
the intermolecular separation: 
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Thus given an initial configuration of N molecules in a system with initial velocities, the 
trajectory of the system can be evaluated by using a Taylor series expansion of the 
position and velocity: 
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These equations can be integrated for each molecule in the system to calculate the 
position and velocity of the particles at time t+∆t using an appropriate integration 
algorithm such as the Verlet, Leapfrog Verlet or velocity Verlet algorithm (Verlet, 
1967, Hockney, 1970, Potter, 1972, Swope et al., 1982) Such integration procedures are 
time reversible and the energy and linear momentum of the system is conserved. This 
means that the system being sampled is in the NVE ensemble. The thermodynamic 
properties are calculated from this system as time averages of the properties. 
In order to sample from other ensembles such as the NVT ensemble, the use of a 
thermostat is necessary. Several algorithms for maintaining constant temperature 
systems have been developed including that by Anderson (1980) and Berendsen et al., 
(1984). The Nose Hoover thermostat (Nose, 1984; Hoover, 1985) is one of the most 
widely used of such algorithms and is conceptually based on the idea of maintaining the 
system in contact with a thermal reservoir at the desired temperature TD and including 
an extra degree of freedom to represent this reservoir. It is considered an “Extended 
system method” because the reservoir is considered to be an integral part of the system 
and the equations of motion of the system are reformulated to deal with the reservoir 
though the use of a friction coefficient. 
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For the simulation of molecular systems (as opposed to atomic systems), constrained 
dynamics methods are often used to maintain a fixed bond length between two atoms. 
This involves modifying the equations of motion to define the distance that two linked 
sites must have by applying a corrective force which depends on the imposed constraint.  
The SHAKE algorithm developed by Ryckaert et al., (1977) is a widely used algorithm 
in molecular dynamics simulations that is based on this procedure. An alternative to the 
constrained dynamics procedure for molecules is the explicit inclusion of the 
intramolecular forces between the atoms. In some cases however, this can lead to very 
long simulation times as the choice of time-step will be affected by the frequency of 
vibration the intramolecular bonds. 
Although not considered herein, for completeness the Monte Carlo (MC) simulation 
methodology is mentioned. MC is a stochastic method of simulation. It involves the use 
of a random method to generate a sequence of snap-shot configurations of the system 
being studied by successive random displacements (Tester et al., 1983). The Monte 
Carlo method is useful for calculating the static (equilibrium thermodynamic) properties 
of the system, and not for the dynamic properties because there is no explicit time-scale 
involved in generating the configurations and the order in which a particular 
configuration occurs has no physical significance. (Tester., 1983). 
The molecular dynamics simulation technique is the method used in this work, because 
it is straight forward and yields accurate results. It also enables the computation of the 
transport properties of the systems studied.                      
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2.5 Equations of state 
Equations of state provide a relationship between the macroscopic thermodynamic 
properties of a system (usually the pressure, temperature, volume and composition) 
(Clarke et al., 2007). They characterize the state of matter of a material under a given 
set of physical conditions and can take many forms. Some equations of state are 
empirical fits to experimental data and as such provide information on specified 
substances within a limited range of conditions. Other equations are molecular based 
meaning that they are founded on the underlying molecular characteristics of a system 
and as such allow one to make a link between the microscopic properties of a system 
and their macroscopic manifestation. Molecular EoS are more powerful than empirical 
equations of state in that they can often be used to predict the thermodynamic properties 
of systems such as phase equilibria, heat capacities and compressibilities outside the 
ranges of data for which they were parameterized. In this way they can be likened to 
molecular simulations, but with the additional benefit that because they take an 
analytical form, calculations using them are much less time consuming than molecular 
simulations. However, their results are less exact than molecular simulations because 
approximations are often involved in their development. Furthermore, equations of state 
can have a limited scope of applicability in some instances, such as in the evaluation of 
transport and structural properties.  
The underlying principle in the development of molecular based EoS is the evaluation 
of the configurational integral of the system. For simple systems such as the ideal gas, 
this can be done in an exact fashion, resulting in a simple relationship between 
thermodynamic properties:  
BpV Nk T      (2.41) 
For more complex systems, analytical simplifications and approximations need to be 
developed in order to evaluate the configurational integral. One of the most successful 
of such molecular equations of state is the van der Waals EoS developed in 1873 and 
translated into English by J. Rowlinson (1988). The van der Waals equation improves 
on the ideal gas equation by including contributions due to the excluded volume of a 
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molecule and intermolecular attraction. It was the first equation to predict vapour-liquid 
coexistence and takes the form 
2
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     (2.42) 
where a and b are compound specific constants. The class of commonly used “cubic 
EoS”are usually based on empirical modifications to the van der Waals EoS with 
parameters that are adjustable to fit specific experimental data such as densities or 
enthalpies (Walas., 1985). Examples of such cubic equations of state are the Redlich-
Kwong (Redlich and Kwong., 1949) equation of state and the Peng Robinson EoS 
(Peng and Robinson, 1976). 
The Carnahan Starling EoS (Carnahan and Starling., 1969) is another widely used 
molecular EoS and is based on fluids with the hard sphere potential. The equation takes 
the form 
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Where Z
hs
 is the compressibility of the hard sphere fluid, and   is the packing fraction 
given by: 
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where σ is the diameter of the molecule and ρ is the number density of molecules. These 
ideal gas, van der Waals and Carnahan and Starling equations of state can be used as the 
starting point for the modelling of simple molecules. However, they describe idealized 
scenarios which most usually depart from reality. Other equations of state have been 
developed that deal with further complexity such as elongation, associating molecules, 
dipolar and quadrupolar molecules and polymers among others, commonly by using a 
simple system as a reference and adding the further details as a superposition. 
Perturbation theory has often proved an essential tool in the development of these 
complex equations of state. In perturbation theory, the potential of a system is 
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considered to be a sum of a reference potential plus a small perturbation to the reference 
potential: 
)1()0( UUU       (2.45) 
The reasoning behind this is that the structure of a liquid is primarily determined by the 
short-range repulsive forces present in it, thus a fluid can be treated as a system of 
molecules governed by a repulsive potential with an attractive potential that is treated as 
a small perturbation (McQuarrie, 2000). Doing this enables one to separate the 
Helmholtz free energy into a “reference term” and a “perturbation term” which is 
averaged over the reference state. The properties of the reference state are in principle 
well known and this enables a full evaluation of the system properties. 
Examples of these are the perturbed hard-chain theory equation of state (Beret and 
Prausnitz, 1975; Donohue and Prausnitz, 1978), the associated perturbed anisotropic 
chain theory (Ikonomou and Donohue (1986)) and the SAFT equation of state 
(Chapman et al., 1990). For a more comprehensive overview of equations of state, the 
reader is referred to the works of Sengers et al., (2000) and Wei and Sadus (2000). 
The equation of state studied in this work is the SAFT EoS and in particular the SAFT-γ 
Mie version of it which is based on the Barker and Henderson perturbation theory 
(Barker and Henderson., 1967, 1975) and also on the thermodynamic perturbation 
theory of Wertheim (1984a, b, 1986a, b, c, 1987). The key principles behind this EoS 
are now presented. 
 
2.5.1 SAFT-γ Mie EOS  
The Statistical Associating Fluid Theory (SAFT) EOS is a widely used perturbation 
based EOS for the determination of the equilibrium properties of non-spherical, 
associating molecules. SAFT-type equations of state take the form (Chapman et al., 
1990): 
IDEAL MONO CHAIN ASSOCA A A A A
NkT NkT NkT NkT NkT
        (2.46) 
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Here the total Helmholtz free energy of a system A is taken as the sum of different 
molecular contributions. A
Ideal 
is the free energy of an ideal polyatomic gas, A
Mono
 is the 
residual free energy due to the spherical monomeric segments making up the molecules, 
A
Chain
 is the residual free energy due to the formation of a chain by bonding together the 
monomeric segments, and A
assoc
 is the residual free energy due to association between 
molecules. This is illustrated in figure 2.4 
 
Figure 2.4 An illustration of the SAFT perturbation scheme for a chain of associating  monomeric 
segments. (a) Represents an ideal polyatomic gas, (b) the reference fluid of hard-sphere segments, (c) the 
fluid of attractive segments, (d) the chains of bonded segments, and (e) associating molecules.  
Several versions of the SAFT EoS have been developed over the years. The original 
SAFT equation was developed by Chapman et al., (1989,1990) in which Wertheims 
thermodynamic perturbation theory was originally applied to describe the equilibrium 
properties of associating chain molecules. From this first inception, several versions of 
the theory have been developed that deal with a range of potentials and molecule types 
including: the SAFT-HS EoS (Green and Jackson., 1992) which uses a hard-sphere 
reference term with a perturbed mean-field attractive term that can be applied to 
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mixtures, SAFT-VR (Gil-Villegas et al., 1997) which was the first SAFT equation to 
describe molecules interacting with potentials of variable range, PC-SAFT EoS in 
which a hard chain reference EoS is developed to which attractions are added by 
parameterizing from alkane data, the LJ-SAFT (Soft-SAFT) EoS (Johnson, et al., 
(2004), Blas and Vega., 1997, 1998) which involves a Lennard-Jones reference fluid 
using the LJ equation of state of Johnson et al.,  (1994) and SAFT-VR Mie EoS (Lafitte 
et al., 2006, 2013) described in the next section. A comprehensive analysis of the SAFT 
EoS can be found in the reviews of Müller and Gubbins (2001), Economou (2002), Tan 
et al., (2008), McCabe and Galindo (2010), and the book by Kontogeorgis (2010). 
The latest version of the SAFT VR Mie EoS developed by Lafitte et al., (2013) is a 
highly accurate version of the SAFT equation of state developed for chain molecules 
formed from spherical segments interacting through a Mie potential. The key 
developments in the SAFT VR Mie EoS are:  
a) The intermolecular potential model employed in the theory is, as the name 
implies, the Mie potential. The use of this potential has been shown to significantly 
improve the calculation of second derivative properties (such as speed of sound, heat 
capacity and isothermal compressibility) which have interest from an industrial 
perspective (Lafitte et al., 2006, 2013).  These derivative properties are typically 
challenging to obtain using equations of state (Gregorowitz et al., 1996). 
b) A high temperature perturbation expansion of the monomer system to third order 
is carried out which enables a good prediction of properties close to the critical point 
without resorting to renormalization group methods. 
c) A second order expansion of the radial distribution function of the reference 
monomer Mie fluid is carried out in order to calculate the contribution of the chain term 
to the Helmhotz energy. 
These developments result in an EoS that accurately describes the phase equilibria and 
second derivative properties of a wide range of pure substances and mixtures. The 
underlying approximations in the theory are validated by stringent comparison with 
molecular simulation. The good agreement obtained between simulation and the theory 
implies that the SAFT-γ Mie EOS is not merely a correlative equation of state in which 
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the parameters have no actual meaning, but has parameters which have physical 
meaning relating to the dimensions and energies of constituent molecules. This 
particular aspect is most useful, as it allows the theory to be used to obtain simulation 
force fields. This approach has been adopted by Avendañdo et al., (2011, 2013) and 
Lafitte et al., (2012) in the development of force field parameters for a range of single 
site and tangentially bonded coarse grained molecules including CO2, benzene, alkanes 
and greenhouse gasses and refrigerants among others. The agreement with theory and 
experimental data are shown to be excellent in all cases. 
The SAFT-γ Mie EoS is a group contribution (GC) adaptation of the SAFT VR Mie 
EoS to deal with molecules formed from heteronuclear, overlapping segments that 
interact via the Mie potential. It is a new SAFT based EOS developed by Papaioannou 
et al., (2014), and Lymperiadis et al., (2007, 2008). In the SAFT-γ Mie group-
contribution formalism, the monomer segments in a chain are treated as individual units, 
each with their own unique size parameter σ, interaction energy ε, repulsive λr and 
attractive exponents λa and shape factor S. These individual units are representative of 
the chemical functional groups in real molecules as is common in group contribution 
approaches. The parameters for individual segments are estimated using the SAFT-γ 
Mie theory by determining values that give the optimal description of a range of 
experimental data for a given compound (usually the phase equilibria and the single 
phase densities). The properties of the entire chain are then built up from the properties 
of these constituent groups. For example, an n-alkane chain is built up from constituent 
CH3 and CH2 groups, each with their unique molecular parameters.  
The predictive power of the group contribution SAFT-γ approach is greater than with 
other traditional SAFT non-GC methods because once the molecular parameters for a 
range of different functional groups have been determined and optimized, the 
thermodynamic properties of a wide range of molecules can then be determined, by 
“building” molecules from their constituent groups. Other group contribution SAFT 
equations of state that have been developed include the homonuclear based models of 
Lora et al., (1999), Vijande et al., (2004, 2010), and Tamouza et al.,(2004, 2005) and 
the heteronuclear based model of GC-SAFT-VR EoS by Peng et al., (2006, 2009, 2010) 
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and Ramos et al., (2011a,b). The difference between SAFT-γ Mie and these other group 
contribution approaches is that SAFT-γ Mie is based on the very accurate SAFT-VR 
Mie EoS which uses the Mie Potential for interacting monomer segments. In addition, a 
separate shape factor parameter (Lymperiadis et al., 2007, 2008) is used to characterise 
the extent to which each segment contributes to the thermo-physical properties of the 
molecule and provides a link with its geometry. This essentially means that the 
underlying molecular model of the SAFT-γ Mie EoS is of different monomer segments 
that are overlapped and fused together to form a dimer or chain molecule. This 
molecular model is a realistic representation of real molecules and is similar to 
widespread simulation models of molecules. The equation takes the general form of 
equation 2.44. The individual terms in the equation for the non-associating systems 
studied in this work are obtained from the works of Papaioannou et al., (2013) and 
Lafitte et al., (2013) and are now given. 
 
Ideal term 
The ideal contribution to the Helmholtz free energy is given by: 
3
1
ln( ) 1
IDEAL NC
i i i
iB
A
x
Nk T


 
   
 

 
    (2.47) 
Where xi is the mole fraction of component i, ρi is the number density of component i, 
and Λi is the de Broglie wavelength of component i. 
Monomer Contribution 
The monomer contribution to the Helmholtz free energy is given as a third order high 
temperature expansion over a reference hard sphere system: 
TNk
A
TNk
A
TNk
A
TNk
A
TNk
A
BBBB
HS
B
MONO
321 
   
(2.48) 
Where A
HS
 is the hard sphere free energy and A1, A2 and A3 are the attractive energy 
perturbation terms respectively. For the soft Mie segments employed in this work, the 
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effective hard sphere diameter dkk for a given group k is obtained using the expression 
of Barker and Henderson (1967): 
0
[exp{ ( )} 1]
kk
Mie
kk kkd u r dr

       (2.49) 
The hard sphere contribution is obtained using the Boublik (1970) and Mansoori et al., 
(1971) expression for the Helmholtz free energy AHS of a mixture of hard spheres and is 
given by: 
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Where the reduced densities m  are defined as: 


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k
m
kkks
s
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1
,
6

  with m = 0,1,2,3.   (2.51) 
NG is the number of different groups present in the system. The fraction of segments of 
a group type k in the system ksx , is given as: 
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    (2.52) 
NC is the number of components present in the system, ,k i  is the number of groups k 
on molecule i, 
*
k  is the number of segments that group k comprises and Sk is the shape 
factor of functional group k. The segment number density as: 



NG
k
kkik
NC
i
is Svvx
1
*
,
1
     (2.53) 
The first order perturbation term A1 of the system, which is equal to the mean attractive 
energy is given as: 
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(2.54)
 
where a1 is the mean attractive energy per molecule obtained by summing the pairwise 
interactions between groups k and l, a1;kl, over all functional groups in the system: 
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kla ;1 is obtained using the following expression: 
 
 ;1; 0; 1; ; ;[ ( ; ) ( ; )a kl skl kl kl kl s a kl kl s a kla C x a B       
 ;0; 1, ; ;( ; ) ( ; ) ]r kl skl kl s r kl kl s r klx a B           (2.56)
 
where klC  is the pre-factor of the Mie potential given by equation 2.18, kx ;0 is defined 
as:  
klklk dx /;0        (2.57) 
and klB is calculated as: 
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The range λkl is a generalised notation which means that the expression can be evaluated 
at both the the repulsive (λr;kl) and attractive exponent (λa;kl). x is the density of a 
hypothetical pure fluid, obtained based on the segment density of the system using the 
van der Waals 1-fluid mixing rule: 
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I(λkl) and J(λkl)  which are required for the calculation of Bkl (ρs;λkl),are functions of the 
parameters of the intermolecular interaction potential only and are calculated as: 
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and 
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In equation 2.56 );( ;;1 klas
s
kla  is the integrated energy of a system of hard spheres of 
diameter dkl interacting with a Sutherland potential of range λkl. It is obtained using the 
SAFT-VR approach (Gil-Villegas et al., 1997) as 
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The effective packing fraction is obtained as: 
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Where the coefficients klkl cc ;4;1 ,,  are obtained as functions of the range of the potential 
as: 
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 (2.64) 
The values of the coefficients are obtained in a one-off process for the sunderland 
potential by finding the dependence of the equivalent packing fraction effkl on the actual 
packing fraction effkl  and on the range of the potential by using exact values of the first 
order perturbation term A1 term which is obtained by integration using an accurate 
expression for the radial distribution function (Gil-Villegas et al., (1996), Lafitte et al., 
(2013)). 
The second order perturbation term of the attractive energy per molecule A2 describes 
the fluctuation of the attractive energy of the system as a consequence of the 
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compression of the fluid due to the presence of attractive interactions (Gil-Villegas et 
al., 1996) and is expressed as: 
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(2.65) 
where the fluctuation term per segment a2 is obtained by summing the pairwise 
interactions between groups k and l,a2;kl as: 
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a2;kl is given as: 
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Ckl is the pre-factor of the Mie potential energy obtained using equation 2.18. K
HS
 is the 
isothermal compressibility of the hard-sphere system of diameter dkl, obtained using the 
Carnahan-Starling expression: 
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The third order perturbation term is given as: 
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where a3 is obtained by carrying out a sum of the pairwise contributions as done for the 
a2 term (equation 2.66). The kla ;3 term is obtained from an empirical relation developed 
by Lafitte et al., (2013): 
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The functions fm for 1 6m , are calculated using the following equation:  
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The values of the coefficients are listed in table B.I in the appendix. 
Chain Contribution 
The evaluation of the free energy due to the formation of chains requires the radial 
distribution function of the fluid at an average distance. Effective molecular parameters 
for every molecular species i present in the system are thus introduced. The calculation 
of the effective parameters requires the fraction of a group k on a molecule i named zk,i 
defined as: 
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The like molecular segment size ii , the molecular effective hard-sphere diameter iid , 
interaction energy ii and potential range ii for molecular species i are given as 
follows: 
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and 
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The chain contribution to the free energy is then calculated using: 
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where ),( xii
Mie
iig  is the value of the radial distribution of the Mie fluid at the average 
distance ii and at the actual 1-fluid packing fraction of the system x , obtained based 
on the work of Lafitte et al., (2013) as: 
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where )( ii
HS
dg   is the radial distribution function of a system of hard spheres of 
diameter iid evaluated at distance ii . This is obtained using the expression of Boublik 
(1986) which for iiiiii dx /;0  is valid for 21 ;0  iix : 
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The coefficients km are obtained as functions of the 1-fluid density of the system as: 
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The first order term of the expansion for the radial distribution function is approximated 
by the value of the RDF at contact iid as: 
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iiC is the prefactor of the like average molecular interaction potential using the values of 
the average molecular repulsive and attractive exponents ( iir ; and iia; ). );( siiB is 
obtained as for the momomer term using: 













 )(
)1(2
)1(9
)(
)1(
2/1
2);(
33 kl
x
xx
ii
x
x
iiiisiisii JIdB 





   (2.87) 
where )( iiI  and )( klJ  are obtained as in equations 2.60 and 2.61 but now based on the 
average exponents of the potential ( iir ; and iia; ) and the ratio of the average 
parameters, iix ;0 . As can be seen in equation 2.86, )(1 iig  also depends on iia ;1 / s
where iia ;1 is the average first-order perturbation term for the contribution of the 
monomer interactions to the free energy per segment. This is calculated as: 
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The integrated energy of the Sutherland fluid calculated at the average molecular 
parameters );(,1 iis
s
iia   is obtained as: 
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The effective packing fraction is now calculated as: 
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Where the coefficients are obtained based on the averaged values of the exponents: 
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The second term in the expansion of equation 2.80 is also approximated by its value at 
distance iid . It is obtained as: 
)()1()()( 2;22 ii
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iiciiii dgdgg      (2.92) 
c is an empirical correction developed by Lafitte et al., (2013) given as: 
  )exp(1)]([tanh 24,73,72,71,70,7; xxxiiiic    (2.93) 
where exp( ) 1ii    and the values of the coefficients 4,70,7 ,  are given in table 
B.I  in the appendix. ii is obtained as: 
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The fluctuation term iia ;2 based on the average molecular parameters of the potential are 
obtained using: 
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And kl  is now obtained by: 
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The coefficients f1, f2 and f3 are obtained based on the average ii  given in eqn. 2.94. 
Because the SAFT-γ Mie EoS is based on a generalisation of the accurate SAFT-VR 
Mie equation, it can also be used in the determination of force-field parameters for use 
in molecular simulation in the same vein as the SAFT-VR Mie. In the SAFT-γ Mie, 
version however, the underlying intermolecular potential model is that of molecules 
formed from heteronuclear segments (representing different chemical moieties), and in 
most cases these segments are fused (i.e., not in tangential contact) which is more 
representative of what is found in real molecules. The fused models are analogous to the 
force fields commonly employed in the simulation community. The shape factor 
parameter used to treated fused molecules in the SAFT-γ Mie theory (or for that matter 
non-integer values of the chain-length parameter m in SAFT approaches) however 
requires an additional layer of analysis.  
In the Wertheim TPT1 formalism, which is the basis of the SAFT equation of state, the 
underlying intermolecular potential is that of monomer segments which are joined at 
their segment diameters to form tangent chains. Heteronuclear chains can be formed by 
starting with a “stoichiometric” number of monomers in the system and contacting them 
at their segment diameters. The Helmholtz free energy due to the formation of chains as 
shown in equation 2.79 is obtained by considering the value of the radial distribution 
function at contact of two segments, i.e., at their segment diameters. The implication of 
this is that SAFT approaches basedon the TPT1 formalism are well defined for tangent 
models of molecules because one can specify a unique reference monomeric system 
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(based on the atomised chain molecules) and as a consequence the value of the radial 
distribution function at contact can be obtained. This is demonstrated in the close 
correspondence of the theory with simulation data in the SAFT-VR Mie theory (Lafitte 
et al., 2013). In the simulation of these tangent models, the bond length l of the 
molecule is well defined and is equal to the segment diameter in homonuclear models 
and 2/)( 21  l for heteronuclear models.  
In the SAFT-γ EoS however, the segments in a molecule are also characterised with a 
shape factor S which is used to describe the contribution that each segment makes to the 
overall properties of a molecule.  As can be seen in equations 2.52, 2.53 and 2.54, the 
shape factor goes into the evaluation of the number fraction, volume fraction, and 
energy fraction of a segment. The molecules can therefore be viewed as being 
comprised of tangential segments when the shape factor is equal to one, and fused 
segments when the shape factor is less than one. For such fused segments, the 
thermodynamic properties and the radial distribution function at contact of the reference 
system cannot be defined uniquely. In the development of the chain term, this issue is 
resolved semi-empirically by the introduction of effective or average chain parameters 
including the average chain segment diameter (equations 2.75-2.78). This enables the 
evaluation of the Helmholtz free energy due to the formation of chains at the contact 
value of these effective segment diameters. This however, is an approximation to the 
real contact value. Furthermore, the shape factor of a segment in the theory has no direct 
correspondence with any particular molecular feature (it is a free energy parameter) and 
this presents an obstacle in terms of establishing a value for the bond length between 
two segments of a fused molecule. A “fused” molecule here represents a molecule in 
which the bond length between two atoms is less than the tangential bond length. These 
factors pose significant challenges in the linking of the theory to a consistent simulation 
force field. 
In this work we devise a methodology for obtaining force field parameters for fused, 
homonuclear and heteronuclear dimer molecules based on the SAFT-γ Mie EOSs. This 
methodology is presented in chapter 3 and further used in the development of force 
fields for a range of real molecules in chapter 4. 
  
 
 
Chapter 3 
MODEL DIMERS  
 
3.0 Introduction 
Dimer molecules are ubiquitous in nature and include: the light gases such as oxygen 
(O2), nitrogen (N2), carbon monoxide (CO) and nitric oxide (NO) that are becoming 
increasing relevant in the separations involved in the mitigation of climate change. They 
also include the homonuclear molecular halogens fluorine (F2), chorine (Cl2), bromine 
(Br2), and iodine (I2) and the heteronuclear halides chorine monofluoride (ClF) that find 
numerous applications as raw materials in the chemical and pharmaceutical industries. 
As has been discussed in Chapter 2, molecules can be represented by using united atom 
(UA) chemical groups. In this respect multi-atomic molecules can also be considered as 
dimers: for example, ethane would correspond to two fused methyl (CH3) groups, 
ethene to two fused methylene (CH2) groups, and ethyene to two fused methenyl (CH) 
groups. Larger molecules such as propyl benzene can be considered as a coarse grained 
model dimers that comprise a fused phenyl (C6H5)and propyl (C3H7) groups.  
As well as being representative of real systems, model dimer molecules are also of 
scientific interest in the development of theories for simple non-spherical molecules. 
The current work involves the development of force fields for homo and heteronuclear 
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fused dimer models which serve as the first step in the framework for larger and more 
complex multifunctional chain molecules. 
Numerous studies have been undertaken in the development of force-fields for diatomic 
molecules for use in molecular simulation. A brief literature review of the studies on 
dimer systems is now presented. 
The early theories for dimers often took the form of perturbation theories. Initially in the 
development of these theories, the reference potential of the molecule was isotropic and 
the anisotropy of the dimer was included as a perturbation to the reference potential. 
There was then an evolution to theories whereby the reference potential itself was 
anisotropic. The pair correlation function was an important property in these theories 
because it was used in evaluating the perturbed contribution to the energy of the system.  
Molecular simulations were performed in order to obtain correlation functions for the 
reference and perturbed systems. Street and Tildesley (1976) for example obtained the 
total pair correlation function for fused hard sphere homonuclear dimers with a range of 
elongations. They compared their simulation results with those predicted with the ‘blip 
function’ theory and the solution of the Percus-Yevick equation for hard diatomics. 
These simulations were widely used in the development of perturbation theories at the 
time. 
In the modelling of dimer molecules, the form of the intermolecular potential models 
used by different authors varies widely. Theories and simulations have been carried out 
on hard dumbells, on Lennard-Jones dimers (widely referred to as the two-centre 
Lennard-Jones (2CLJ) model) and on Lennard-Jones dimers with a dipole or quadrupole 
(2CLJD or 2CLJQ). 
For hard dumbbells, Freasier (1975) performed MC simulations of hard-core dumbbells 
and computed their equation of state. He compared his simulation results to several 
perturbation theories to test which gave the best agreement.  Kohler et al. (1979) 
obtained the pair distribution function and equation of state for hard dumbbells and used 
this to test the predictions of perturbation theories using spherical reference systems.  
For Lennard-Jones dimers, Tildesley (1980) proposed a perturbation theory for 
predicting the structure and thermodynamic properties of the 2CLJ fluid using a hard 
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dumbbell as the reference fluid. Fischer (1980) and Kohler et al. (1979) studied 
perturbation theory for the 2CLJ model investigating the reference potential and effects 
of anisotropy. Quirke and Tildesley (1983) also compared the structure factors obtained 
by different perturbation theories for homonuclear diatomic fluids with simulation data 
for different bond lengths. They studied the two-centre Lennard-Jones fluid, the 
repulsive model and the hard dumbbell and compared thermodynamic as well as 
structural data. 
Numerous studies have also been carried out on the Lennard-Jones dimer with a point 
dipole or point quadrupole. Mo and Gubbins (1974), for example, developed a 
perturbation expansion for LJ plus dipole and LJ plus quadrupole type fluids.  Street and 
Tildesley (1977) compared the effect on the detailed orientational structure by 
simulating Lennard-Jones dimers versus Lennard-Jones plus quadrupole dimers for a 
range of bond lengths. They also obtained data on the internal energy and pressures for 
the liquid phase for a range of densities for these models. Martina et al. (1979) studied 
perturbation theory for molecules modelled as hard spheres with point quadrupole. In a 
series of papers, Sandler (1974) and Valderrama et al. (1981, 1983) also studied the 
perturbation theory for the pair correlation function and thermodynamic properties for 
hard-sphere plus dipole or quadrupole dumbbells. They performed Monte Carlo 
simulations of the hard dumbbell and hard dumbbell plus quadrupole systems which 
they used in their development of the theory, giving correlations for the first- and 
second-order terms in the Helmoltz free energy and pressure expansions. Bohn et al. 
(1988) have performed computer simulations of 2CLJ plus point quadrupole molecules 
for a range of quadrupole moments and molecular elongations and computed the 
quadrupolar contribution to the Helmholtz free energy. They also computed the site-site 
pair distribution functions. The simulations results were compared to first-order 
perturbation theory. 
Early simulations of the dimers systems usually involved studies of the single phase 
properties and pair correlation functions of the dimers, but with the advance of 
simulation techniques and computer speeds, simulations of the fluid-phase equilibria 
were also carried out. Gupta (1988) performed simulations of 2CLJ fluids using 
thermodynamic integration to calculate the free energies. He did this for reduced bond 
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lengths of l* = 0.3292 and 0.67 and compared his results to theoretical predictions using 
the site-site Ornstein-Zernike equation, a non-spherical reference potential based 
perturbation theory. Dubey et al. (1993) also obtained the VLE for Lennard-Jones 
dimers for l* = 0.3292, 0.6, 0.67 and 1.0 using Gibbs ensemble Monte Carlo 
simulations. They studied dipolar diatomic LJ systems with varying degrees of overlap, 
and compared their results with theoretical predictions based on cluster-expansion 
perturbation theory.  Kriebel et al. (1995) have obtained the VLE for two-centre 
Lennard-Jones 2CLJ fluids with l* = 0.22, 0.3292, 0.505 and 0.67 using the NpT plus 
test particle method and compared their results to other simulation data and also to the 
results of the perturbation theory of Fischer et al., (1984). Finally, Kristof et al. (1996) 
obtained VLE data for 2CLJ dimers with l* = 0.505 using Monte Carlo simulation.  
Later developments in perturbation theory for dimers involved use of Wertheim or 
SAFT-type theories whereby the EoS of a dimer is obtained by considering the limit of 
infinite bonding of an equimolar mixture of heteronuclear dimers (cf. the bonded hard 
sphere (BHS) theory). Archer and Jackson (1991) performed simulations of tangential 
hard dumbbells with a range of diameter ratios of the segments using the isothermal-
isobaric Monte Carlo method. They obtained the equation of state of these systems and 
compared the simulation results to theoretical results of the bonded hard sphere (BHS) 
theory. Vega et al. (2003) obtained the global phase diagram of tangential Lennard-
Jones dimers and compared it to theoretical results using Wertheim’s thermodynamic 
perturbation theory. 
The scaled particle theory SPT has also been used in the development of equations of 
state for dimers. This has been demonstrated in a series of papers by Boublik and 
Nezbeda (1986), Boublik (1989), and Boublik et al., (1990). 
In addition to theory based equations of state, very accurate empirical EoS for the 
different dimer models have also been obtained by correlating simulation data. For 
example Mecke et al. (1997) have developed an EoS for the 2CLJ fluid based on 
computer simulation for dimers of different elongations using new simulation data 
together with the results of Kriebel et al. (1995). Lisal et al. (2004) then extended the 
range of applicability of the EoS to deal with dimers of longer elongation. Kriebel et al. 
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(1996) also developed an equation of state for polarisable dipolar two-centre Lennard-
Jones fluids and compared the theory to molecular dynamics simulation results. The 
limitation of correlative equations of state developed in this way is that they cannot be 
used with confidence outside of the ranges for which they were developed. 
It was recognized early on that as well as in the development and testing of theories, 
simulations could also be applied directly to real molecules and simulation force fields 
obtained. This was sometimes done in tandem with the development of theories. Barojas 
et al. (1973) were one of the first authors to do this by performing simulations of a 
Lennard-Jones dimer using potential parameters for N2 obtained by Laufer, 1969 
(unpublished). They calculated the pressure, internal energy, and the self-diffusion 
coefficients of N2.  In similar work Cheung and Powles (1976) obtained a force field for 
N2 and O2 using a Lennard-Jones diatomic model by correlating simulation results to 
experimental ρPT data, saturated vapour density and internal energy. They used this 
force field to obtain the structure factor and self-diffusion of N2.  Agrawal et al. (1977) 
have performed simulations of model bromine-like molecules using the two-centre 
Lennard-Jones interaction model and the 2CLJQ model and assessed the representation 
of the X-ray diffraction data of liquid bromine.  Quirke and Jacucci (1982) performed 
simulations of the Cheung and Powles (1976) model of nitrogen and obtained the free 
energy of liquid nitrogen. They compared their results to different methods of obtaining 
the free energy including perturbation theory. Singer et al. (1977) carried out MD 
simulations of the 2CLJ fluid for different bond lengths and compared results with those 
of F2, Cl2, Br2 and CO2. They used parameters for these molecules that were close to 
those obtained on the basis of lattice properties, computing thermodynamic properties 
such pressures, heat capacities, energies and compressibilities as well as structural 
properties. In very thorough studies, Fischer et al., (1984) and Bohn et al., (1986) used 
the perturbation theory developed by Fischer (1980) to obtain the orthobaric densities 
and vapour pressures of 2CLJ dimers for a range of bond lengths. They also estimated 
size and energy parameters for a number of real dimer molecules including N2, F2, C2H6 
and CO2 by fitting to vapour pressure and saturated liquid density at one temperature 
and then used the values to calculate the whole orthobaric density curves as well as 
second virial coefficients.  Lisal et al. (1997) obtained the vapour-liquid equilibria for 
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2CLJD molecules with l* varying from 0.22 to 0.67, and determined the VLE for the 
refrigerant 1,1,1,2-tetrafluoroethane (HFC-134a) using this model. More recently, 
Galbraith and Hall (2006) have obtained the VLE of mixtures of Lennard-Jones dimers 
including O2+N2, CO2+C2H6 and N2+C2H6 mixtures. Sampayo et al. (2010) also 
performed simulations of fused Lennard-Jones dimers with varying degrees of overlap 
and obtained their interfacial tensions and VLE data using the test-area method 
developed by Gloor et al., (2005). A more detailed review of the different dimers 
studied in this work is given in chapter 4. 
The group of Vrabec and Hasse were one of the first to show a change in paradigm 
whereby accurate correlations of simulation data are developed for a given class of pure 
fluids which enables the fast adjustment of model parameters to experimental data 
(Vrabec et al., 2001). The group obtained two-centre Lennard-Jones plus point 
quadrupole pair potential 2CLJQ models for 25 different pure fluids by using 
correlations for the 2CLJQ obtained in a previous work (Stoll et al., 2001). They 
adopted a similar methodology in the study of two-centre Lennard-Jones plus point 
dipole (2CLJD) fluid systems (Stoll et al., 2003). They also studied binary and ternary 
mixtures of a range of dimer molecules (Huang, et al., 2009, Vrabec et al., 2009). 
As can be seen in the above review, with very few exceptions, the systems of dimers 
studied have been based on empirical Lennard-Jones or hard sphere functional forms.  
In this work we present two main significant shifts from previous methods for obtaining 
force field parameters for diatomic molecules. The first involves the use of the Mie 
potential as the form of the force field. As stated in chapter 2, the Mie potential takes 
the form: 
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  (3.1) 
Where λr and λa are the exponents associated with the repulsive and dispersive 
contributions respectively, and σ and ε are the size and energy parameters.  
The use of the Mie potential has been shown to enable a better description of a range of 
properties in both molecular based theories and molecular simulation. Potoff et al., 
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(2009) for example demonstrated that by optimizing the repulsive exponents for united-
atom n-alkanes and perfluoroalkanes, an improved description of the vapour pressures 
and densities can be obtained. Gordon, (2006) showed that the use of a tunable (n-6) 
potential enables an adjustment in the predicted values of the transport properties of n-
paraffins. Nielson et al., (2003) employed the (9-6) Mie potential in order to obtain 
force field parameters for n-alkanes parameterized to reproduce the surface tension and 
Maerzke and Siepmann (2011) developed coarse-grained models of n-alkanes using the 
(n-6) Mie potential. These examples demonstrate the importance of the Mie potential in 
the development of accurate force fields for a range of thermodynamic properties. The 
work of Lafitte et al., (2006) also highlighted the importance of the range of the 
intermolecular potential on the description of second derivative properties (such as heat 
capacities, compressibility and the speed of sound). In his work, he showed that varying 
the range of the intermolecular potential by using the parameters of the Mie potential as 
adjustable parameters enabled a better description of these properties compared to the 
standard Lennard-Jones potential. The key finding that thermodynamic derivative 
properties are particularly sensitive to the steepness of the repulsive pair potential is an 
underlying theme running through this work.  
In the current work, dimers formed from two fused Mie segments characterized by an 
attractive potential of λa =6, which corresponds to the London (1930) dispersion 
interaction, are considered for simplicity while the repulsive exponent is varied. 
Ramrattan et al. (2013) have shown that the Mie Potential is essentially conformal for 
the description of fluid phase equilibria, so that the two exponents are not entirely 
independent, i.e. an infinite number of exponent pairs (λr, λa) will all reproduce the same 
average cohesion energy. Hence it makes sense to fix one of the exponents. 
The second key innovation of the current work is that the analytical SAFT-γ Mie 
equation of state is used in the efficient development of intermolecular force field 
parameters for a range of fused dimer molecules which can be used in direct molecular 
simulation. As described in chapter 2, it is straightforward to develop tangent model of 
molecules within the Wertheim TPT1 formalism which is at the heart of SAFT, because 
in this case the bond length is well defined. An example is the case of a dimer molecule 
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where 1 2( ) / 2l    . It is however far less straightforward to obtain a force-field for 
fused models, which are more realistic in the treatment of all-atom or united-atom 
models. This is because as explained in the previous chapter, one introduces a shape 
factor parameter S for each spherical segment making up the fused heteronuclear 
molecule within the SAFT-γ treatment. The introduction of this shape factor, leads to 
uncertainty in the definition of the bond length of the molecule. In this work a novel two 
stage process has been developed to establish a link between the shape factor and the 
bond length of a molecule and thus enable force-field parameterisation for fused dimer 
molecules. An empirical mapping between the parameters of the SAFT-γ theory (σtheory, 
εtheory, λr,theory, λa,theory and Stheory) and simulation force-field parameters (σsimulation, 
εsimulation, λr,simulation, λa,simulation and lsimulation) is first obtained by simulating a range of 
model dimer systems and using the simulation results as pseudo-experimental data 
within the theory to obtain a link. This one-off procedure is described in the current 
chapter. The empirical mapping can then be used to translate the theoretical parameters 
of real molecules such as CO2, O2 and N2 (obtained by parameter estimation using 
experimental vapour-liquid equilibrium and single phase density data) into a simulation 
force field. Such an approach is possible because the SAFT-γ Mie EOS is a molecular 
based theory with a well defined Hamiltonian. It therefore comprises an underlying 
potential which can be used in molecular simulation.  
Our SAFT-γ top-down methodology of obtaining force field parameters for computer 
simulation of fluids is much less computer and time intensive than the traditional 
methods such as those used to develop the OPLS and TraPPE force fields. Instead of 
empirically adjusting computer simulations to experimental data, which is a heuristic 
and time consuming process, the analytical SAFT-γ theory is used to estimate the 
parameters directly from the available experimental data which is a much less time-
consuming exercise. The corresponding simulation parameters are then obtained from 
the theory using the mapping mentioned above. Obtaining a simulation force field from 
the theoretical parameters is particularly beneficial as it enables one to access properties 
that are not easily obtained using the theory, such as structural (pair correlation 
functions), interfacial (tension, profiles, and adsorption), and transport (diffusion 
coefficients and viscosities) properties. 
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In this chapter, a methodology for obtaining a mapping between the parameters of the 
SAFT-γ Mie EOS and simulation is presented. In Chapters 4-6 the corresponding 
mapping procedure is used to develop simulation force fields for a range of real 
homonuclear and heteronuclear dimer molecules to describe their vapour-liquid 
equilibria, interfacial tension, and diffusion coefficients. An excellent representation of 
the experimental data will be seen in all cases. In summary an efficient and 
straightforward method for obtaining force-field parameters for any number of dimer 
molecules is presented here to accurately predict the vapour-liquid equilibria, interfacial 
tension and diffusion coefficients of the molecules.  
 
3.1 Development of a mapping between SAFT-γ Mie 
EoS and simulation 
An appropriate starting point is the simple class of homonuclear dimers formed from 
two equivalent segments interacting through the Mie potential. As outlined in chapters 1 
and 2, the parameters characterising the interaction between two Mie segments within 
the SAFT-γ theoretical description are the diameter σtheory, energy εtheory, repulsive 
exponent λr,theory, and attractive exponent λa,theory, as well as the shape factor parameter S 
which describes the contribution that a particular segment makes to the overall 
thermodynamic properties of the molecule. These parameters are estimated from a range 
of experimental data for a given compound or compounds (Lymperiadis et al., 2007, 
2008). As the theory is developed within a rigorous statistical mechanical framework, 
the underlying Mie intermolecular potential model in the theory can also be used in 
molecular simulation. As such there exists a one-to-one mapping between the SAFT-γ 
Mie parameters σtheory, λr,theory, λa,theory and the simulation parameters σsimulation, λr,simulation, 
and λa,simulation; these will thus henceforth be referred to simply as σ,  λr, and λa. As will 
be shown explicitly, owing to the approximations inherent in the development of the 
SAFT-γ EoS, a direct correspondence between the energetic parameters is partly lost. 
Furthermore, there is no unique geometric molecular feature that can be ascribed to the 
shape factor S in the theory. The major challenge is therefore to develop a consistent 
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simulation Mie force field from the SAFT-γ Mie EOS by obtaining a relationship 
between the shape factor in the EOS and a physical molecular characteristic such as the 
bond length.  
Within the SAFT-γ Mie approach, the shape factor is linked to the geometry of the 
molecule and the degree of overlap between segments. A segment with a shape factor of 
S=1 on a given molecule implies that the segment is bonded at a distance equal to its 
diameter, i.e., tangent bonding. A value of S<1 corresponds to a fused sphere, which for 
a homonuclear model would correspond to a bond length which is less than the segment 
diameter, i.e., l<σ. This is illustrated in figure 1. 
 
                                            
Figure 3.1: Illustration of homonuclear dimers with varying degrees of overlap. The picture on the left 
represents tantentially bonded dimers (S=1), and the picture on the right represents highly fused dumers 
with S<<1. 
 
This suggests a relation between the shape factor and the bond length. Lymperiadis et 
al., (2008) have proposed such a link using expressions for the second virial coefficient 
of the fused hard-core molecule obtained from scaled particle theory (Kihara, 1963; 
Gibbons, 1969; Boublik, 1986). A correspondence between the shape factor and the 
bond length was demonstrated to be applicable to hard particles, although this SPT 
mapping of the second virial coefficients is only expected to be accurate at low 
densities. One would however also anticipate that SPT would have a limited 
applicability to the soft-core attractive Mie segments employed in the current work. An 
alternative mapping approach is therefore needed between the shape factor in the SAFT-
γ formalism and the bond length of the molecule comprising Mie segments. 
As has already been mentioned, the energy parameter in the theory εtheory is not 
equivalent to the simulation energy εsimulation. This can be seen from a careful analysis of 
the expressions of the SAFT-γ EoS presented for generic models in chapter 2. 
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The contribution to the Helmholtz free energy due to the Mie monomer segments for 
dimers is given as 
TNk
A
TNk
A
TNk
A
TNk
A
TNk
A
BBBB
HS
B
MONO
321 
  
(3.2) 
Where A
HS
 is the hard-sphere free energy of a suitably chosen repulsive reference 
system, and A1, A2 and A3 are the first-, second-, and third-order attractive perturbation 
terms. N is the total number of molecules, T is the temperature, kB is the Boltzmann 
constant and ρ=N/V is the molecular density. The hard-sphere contribution is given by 
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  (3.3) 
In the case of fluids of heteronuclear dimers, the reduced densities m  are defined as 
2
1
( )
6
m
m k kkS d

   with m = 0,1,2,3.  (3.4) 
The first-order perturbation term A1 is obtained from the expression of the integrated 
energy (cf. equation 2.54): 
2 21
1
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( ) ( ) ,HSd
B B
A
S g r u r r dr
Nk T k T

 
  
   
(3.5)
 
Where g
HS
d is the pair radial distribution function for the reference hard-sphere fluid 
with an equivalent Barker-Henderson diameter d<σ which accounts for the softness of 
the Mie potential (Lafitte et al., 2012).  
The second-order perturbation term of the attractive energy per molecule A2 is obtained 
from (cf. equation 2.65): 
2
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3
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2 ( ) ( ) ,
HS eff
HS HS HS
d eff
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 
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      
    
 (3.6) 
where the two segments are characterised by the same pair energy ε, and KHS is the 
isothermal compressibility which is obtained from the Carnahan and Starling equation 
of state (Carnahan et al., 1969): 
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The effective packing fraction 
eff
l is obtained through a parameterisation procedure 
which is similar to that used within the original SAFT-VR equation (Gil-Villegas et al., 
1997). 
As can be seen in equation 3.5, the A1 term contains a factor of S
2 
preceding the integral. 
With the u1(r) term containing a factor of ε, the A1 term as a whole contains a pre-factor 
of εS2. The implication of this is that the shape factor “moderates” the contribution to 
the Helmholtz free energy due to a group (as quantified by the value of S). At the van 
der Waals mean-field level, one can assume that the fluid is uniform and that there are 
no particle-particle correlations, i.e., ( ) 1
HS
dg r  ; in this case the integral in equation 3.5 
for A1 essentially corresponds to the van der Waals constant which is seen to be 
proportional to εS2. This means that for a fixed value of the integrated energy, the 
segment well-depth ε increases as S2 decreases when the segments of the dimer are 
increasingly overlapped. The constant value of εS2corresponds to an effective well-depth 
for varying degrees of overlap and is thus equal to that for the tangential dimers
tangential
where S = 1. On the other hand, given two segments fused together in a model of a 
dimer for use in simulation, the well-depth of each of the segments εsimulation remains 
constant regardless of the extent of overlap as the bond length decreases. In order to find 
the equivalent energetic parameter for use in simulation at a given degree of overlap one 
can therefore simply use the value corresponding to the effective well-depth, i.e., 
εsimulation =εtheoryS
2 
for a van der Waals fluid. 
In the case of the second-order perturbation term A2 a similar analysis can be undertaken 
at the mean-field van der Waals level. For a fixed reduced temperature * /T kT  and 
the mean-field value of ( ) 1
HS
dg r   the A2 term is also proportional to εS
2
 (cf. equation 
3.6) 
Of course, in a real fluid there will be correlations between the dimer particles (and 
between the spherical segments). As a consequence the direct correspondence εsimulation 
=εtheoryS
2 
between the energetic parameter in the simulated model εsimulation and that in the 
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theory εtheoryS
2 
will be lost. Therefore, in order to obtain a fully consistent simulation 
force field from the SAFT-γ Mie EOS, one not only has to obtain a mapping between 
the bond-length of the dimer molecule and the shape factor, but also the exact 
dependence between the energetic parameters εtheory and εsimulation needs to be determined. 
Due to the particle-particle correlations in the fluid, the dependence is not expected to 
be of the simple quadratic form in the shape factor, and should in principle depend on 
the density of the fluid; however, as will be seen in the following section this simple 
relationship provides a sensible first order approximation. 
In the following section empirical mapping relations between the shape factor and the 
bond length and between the theoretical and the simulation well-depths are proposed in 
order to obtain a simulation force field for our systems. This can be achieved from a 
detailed comparison of relevant molecular simulation data for the fluid phase equilibria 
of model dimer systems with varying bond length with the corresponding calculations 
obtained using the SAFT-γ Mie EOS. The specific methodology employed for this 
purpose is now outlined. 
 
3.2 Molecular Dynamics of Fluid Phase Equilibria and 
Interfacial Properties 
In this section, the simulation methodology for the systems studied in this work is 
presented. Molecular dynamics simulations of dimers studied are carried out using the 
DL-POLY 2.20 suite (Smith et al., 1999) in order to obtain vapour-liquid equilibria and 
interfacial tensions. Simulations are carried out in the NVT canonical ensemble set up so 
that at equilibrium, two coexisting phases exist within a single rectangular simulation 
box. This corresponds to the so-called direct simulation of phase equilibria (Chapela et 
al., (1975, 1977), Martinez-Veracoechea and Müller, 2005).  One could also employ a 
Gibbs Ensemble Monte Carlo (GEMC) scheme though specialised methods have to be 
used to deal with the low-temperature states where direct particle insertion is 
prohibitive. Furthermore, the direct simulation method has been shown to provide a 
comparable description of fluid phase equilibria to that obtained with more common 
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simulation techniques such as the GEMC method (Panagiotopoulos, 1987). In the direct 
MD simulation of coexistence behaviour, the overall initial system density is chosen 
such that it falls within the vapour-liquid phase boundary of the system of interest and 
gives rise to a sufficient volume of the liquid phase (corresponding to about a third of 
the simulation box) and the vapour phase when the system undergoes spinodal 
decomposition. The dimensions of the simulation box are arbitrarily chosen such that 
the box length in the z direction is three times the box length in the x and y directions, 
which are both equal. When the system undergoes spinodal decomposition, the 
elongated shape forces a slab of liquid to be formed with two interfaces normal to the z 
direction. A large z direction also ensures that a thick liquid slab relative to its area is 
formed so as to reduce surface effects when calculating bulk properties. Typically a 
system size of N = 3000 dimer molecules is used in order to minimise system size 
effects. The systems are equilibrated for ~ 1 million timesteps and a production run is 
then carried out for a further ~ 700,000 timesteps to ensure that the system is fully 
equilibrated and phase space is sufficiently sampled. For each system studied the 
coexisting phase densities, vapour pressure and interfacial tension are determined using 
the methodologies described in the following subsections. 
Standard periodic phase boundary conditions along with the minimum image 
convention are used (Allen and Tildesley., 1987). The Verlet neighbour list (Verlet., 
1967) is used in the calculation of the distances between neighbouring non-bonded 
particles. The temperature of the system is kept constant using a Nosé-Hoover (Nose, 
1984, Hoover, 1985, Martyna et al., 1992) thermostat with a time constant of 0.001ps. 
The bond lengths are fixed by using the SHAKE algorithm of constrained dynamics 
(Ryckaert et al., 1977). 
 
3.2.1 Property calculation 
For the purposes of obtaining the density profile from the simulated configurations, the 
volume of the simulation box is divided into 100 equal rectangular slabs along the z 
direction.  Each subdivision corresponds to a bin with dimensions along the x, y and z 
directions equal to Lx, Ly and ∆Lz respectively, where Lz = 100 ∆Lz. The number density 
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ρ=N/V is calculated as an average within each of these bins, and collected together to 
generate the density profile in the simulation box as an average over time. A snapshot of 
a typical two-phase configuration and the corresponding average profile is shown in 
Figure 3.2. 
 
 
 
 
Figure 3.2: Snapshot of a molecular dynamics simulation and sample density profile of heteronuclear 
fused spheres.ρ* here is the reduced density given by ρσ3and z* is the reduced distance along the length 
of the simulation box. 
The densities of the coexisting vapour and liquid phases are obtained as averages over 
the flat regions of the density profile, deep within each bulk phase, with the higher 
density representing the liquid and the lower density the vapour. This is done at several 
temperatures within the two-phase region for a given density to obtain the entire 
vapour-liquid coexistence curve.  
Vapour Phase Liquid Phase 
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In order to obtain the vapour phase pressure, a smaller single-phase MD-NVT 
simulation is (re)run under conditions of temperature and (bulk) density corresponding 
to the coexisting vapour phase obtained from the previous two-phase simulation.  The 
tensorial components of the pressure in a simulation are obtained from the virial 
theorem of Clausius (1870). From this theorem the virial contribution in any given 
direction rα,i for all particles i is given by: 
,
1
,
1
3
N
i
i
i
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r
r

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



    (3.8) 
In a molecular dynamics simulation, the forces 
,i
,i
U
F( r )
r



 

    (3.9) 
are calculated naturally during the course of the simulation in order to determine the 
new positions of particles.  The values are therefore stored at each time-step of the 
simulation. For pair-wise potentials of the type examined in this research, the virial and 
thus the components of the pressure in each direction can be calculated and stored in 
pressure tensor using the equation (De Miguel 2006): 
1 1
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   (3.10) 
Here ijr

 is the α component of the intermolecular vector rij and ijf

is the β component 
of the intermolecular force fij. The time average of the pressure tensor component 
obtained during the molecular dynamics simulation is denoted  
 
0
1 sim
sim
P P t dt
t

    .   (3.11) 
In the homogeneous vapour phase the pressure of the system can then be obtained as the 
trace of the pressure tensor 
3
xx yy zzP P P
P
 
     (3.12) 
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For the calculation of the interfacial tension in a molecular simulation a number of 
methods have been developed. These include use of the mechanical route (Rowlinson, 
1982), or the finite size scaling method (Binder, 1982), and the thermodynamic test area 
method (Gloor et al., 2005). In this work we use the traditional mechanical route to 
determine the interfacial tension, as this is well suited to the molecular dynamics 
simulations of planar interfaces that we are performing.  
The mechanical expressions for the interfacial tension are derived from the fact that 
molecules at a gas-liquid interface experience a net attractive force inwards due to the 
larger number of molecules in the liquid bulk than in the vapour bulk. This results in a 
tension at the interface, which can be expressed as a tensor. The relation of Kirkwood 
and Buff (1949) can then be used to calculate the interfacial tension using the 
components of the pressure tensor, which for a system with two interfaces can be 
expressed as 
0
1
[ ( ) ( )]
2
ZL
T NP z P z dz     
2
z
T N
L
P P        (3.13) 
Where Lz is the simulation box length in z, T xx yyP P P  is the component of the 
pressure in the plane of the interface and N zz vapP P P    is the component normal to the 
interface (which is also the equilibrium vapour pressure due to mechanical equilibrium). 
In terms of the simulation variables, this yields: 
2 2
xx yyz
zz
L P P
P
 
  
     
 (3.14) 
These values are collected as the averages of the components of the pressure tensor for 
the anisotropic system which takes the form of equation 3.15 (which is also expressed in 
the diagonalised form):  
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(3.15) 
TP and NP  are then used in the Kirkwood Buff relation (eq. 3.13) to determine the 
interfacial tension. 
 
3.2.2 Critical Scaling 
The critical temperature and density are obtained using the first term of a Wegner 
expansion (Wegner, 1972; Vega and Jackson, 1992). The Wegner expansion for the 
relationship between the coexistence gas ρv and liquid ρl densities away from the critical 
point is written as  
2
1 2| | ( ) | | | | ....l g oB B B
               (3.16) 
where Δ is a gap exponent equal to 0.5, Bi are correction amplitudes or coefficients and 
τ is given by 
   
 (3.17) 
The effective critical exponent β describes the shapes of the coexistence curves and the 
approach to criticality (Verschaffelt, 1896). The universal value for the critical exponent 
of β= 0.325, determined from renormalization group theory is used as it provides a good 
description of the data even removed from the critical region. 
The following relation also gives the diameter of the coexistence curve (ρl + ρv)/2 as a 
function of temperature (Sengers and Levelt-Sengers, 1978) 
....||||
2
21 


  CCc
vl    (3.18) 
where ψ characterizes the anomaly in curvature of the diameter of the coexistence 
curve, and Ci are adjustable parameters. Taking leading amplitude terms of the Wegner 
cT
T
1
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expansion (equations 3.16) and the relation for the coexistence curve diameter (equation 
3.18), yields the following simple expression for the coexistence envelope 
 .   
(3.19) 
Here ρ- and ρ+ represent the vapour and liquid phase densities, respectively. This 
expression allows one to correlate the coexistence data obtained from simulation and 
obtain estimates for the critical temperature Tc and density ρc. The data are correlated 
using a non-linear least-squares fit to the simulation values using a non-linear solver. 
As explained earlier the vapour pressure is obtained from single vapour phase NVT 
simulation at the appropriate density. The simulated values of the vapour pressure are 
then correlated using the Clausius–Claperon relation: 
ln
b
P a
T
       (3.20) 
This expression is used to represent the vapour pressure data as an exponential curve in 
temperature which is extrapolated to estimate the critical pressure. The value of the 
critical pressure is obtained by evaluating the above equation at the critical temperature 
obtained from the scaling procedure described above. 
For the surface tension, the empirical relation of Guggenheim (1949) for the 
temperature dependence of surface tension and the temperature is: 
    (3.21) 
where γ0 is the “zero temperature” surface tension, which is substance dependent. The 
exponent in this equation was obtained by Guggenheim who determined this expression 
when demonstrating the corresponding states principle. While not accurate for all 
systems, this relation can be used to correlate interfacial tension data allowing the fit of 
data to an analytical curve. 
As with the determination of the coexistence density curves, the vapour pressure and the 
interfacial tension data are correlated with a least-squares fit to simulation values. 
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3.3 Homonuclear Dimers 
3.3.1 Systems Studied 
We start the analysis by examining the vapour-liquid equilibria of homonuclear dimers 
formed from simple Lennard-Jones segments ( 12, 6r a   ). Molecules with a range 
of bond lengths are studied (10 systems in total). The bond lengths of the dimers are 
varied between l* = 0.1 and l* =1 where l*=l/σ is a measure the degree of overlap; a 
value of 1 corresponds to the tangential bond length (which is equal to σ for 
homonuclear dimers). This therefore corresponds to a system of dimers ranging from 
highly overlapped to tangential geometries. A diagrammatic representation of the 
dimers studied is given in Figure 3.3. For each dimer system, the temperature is varied 
between Tr = T/Tc~0.4 and 0.9 (where Tc is the critical temperature) and the coexistence 
vapour and liquid densities and the vapour pressure curve are obtained. The vapour-
liquid interfacial tensions of the dimer fluids are also calculated. 
 
 
 
 
 
 
 
Figure 3.3: Diagrammatic representation of the homonuclear dimers studied in the current work. The 
reduced bond length l* characterises the centre-to-centre distance of the segments in terms of the segment 
size. 
All variables are expressed as reduced quantities in terms of the size and energy 
parameters of the monomers as follows: the bond length l*=l/σ, the temperature 
T*=kT/ε, the density ρ*=ρσ3, the pressure P*= Pσ3/ε, the energy E* = E/ε, and the 
σ 
l* = 0.1, .......,0.8,0.9, 1.0 
σ =σ1 = σ2 
ε =ε1 = ε2 
λr= 12 
λa = 6 
1 2 
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surface tension γ*=γσ2/ε. For convenience within the DL-POLY code, the segment-
segment interactions are characterised with specific values of ε/kB=100 K and σ=1Å 
(though this has no bearing on the value of the reduced quantities, it is used to specify 
the magnitude of the timestep   t* t / m /  , where the mass of the particle is 
always taken as m=1g/mol). A large cut-off of rc=8σ is used for all of the systems, and 
no further treatment of the long-range corrections is applied. At this value of the cutoff, 
the pair intermolecular potential (e.g., the LJ potential) has essentially decayed to zero 
and further increases in the cutoff bring out no appreciable change in the measured 
thermodynamic properties. 
 
3.3.2 Results and Discussion 
In order to confirm that the simulation parameters selected including the cutoff, number 
of particles and equilibration periods were adequate, a thorough sensitivity analysis was 
carried out. The cutoff was varied from 6σ to 10σ and the saturated vapour and liquid 
densities and vapour pressures were computed for one state point. The number of 
particles was increased from 3000 to 5500 molecules and the equilibration period was 
increased from 1 ns to 1.5 ns and production time from 0.6 ns to 1.5ns (corresponding to 
3 million total time steps,). In all cases the differences were found to be less than 0.4% 
for the saturated liquid densities and 3% for the vapour pressure. 
The simulation results obtained for the Lennard-Jones dimer with l* = 0.67 and the 
tangent case l* = 1 are also compared to simulations data of Sampayo et al., (2010). The 
deviation was less than 0.6% for the saturated liquid densities. These checks confirmed 
that the system size, simulation times and cutoff provide accurate estimates of the 
quantities considered. 
The results obtained for the full set of Lennard-Jones systems studied are summarised in 
figure 3.4. A full table of the corresponding data is given in appendix C. 
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3.4a) 
 
 
 
3.4b) 
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Figure 3.4 a) Vapour-liquid orthobaric density curves for homonuclear dimers comprising two spherical 
segments, where T*=kT/ε and ρ*=ρσ3 are the reduced temperature and density respectively. The bond 
length is varied from the highly overlapping case l*=l/σ=0.1 to the tangent case l*=1, represented by the 
curves going from top to bottom (l*=0.1, 0.25, 0.33, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0). The open 
symbols correspond to the simulated data, the filled symbols to the critical values, and the continuous 
curves to the correlation obtained with the extended Wegner scaling relations.  b) The Clausius-Clapeyron 
representation of the vapour-pressure P* for the systems defined in part a (colour coded). c) The 
temperature dependence of the vapour-liquid interfacial tension curves γ* for the systems defined in a).  
As can be seen from Figure 3.4, the critical point of the system increases as the spheres 
are increasingly overlapped corresponding to an increase in the cohesive energy; in the 
limit where the two monomers are completely super-imposed on each other, the overall 
interactions between the molecules of the system is four times that of monomers with 
identical intermolecular parameters.  
Initially, an analysis of the applicability of scaled particle theory (SPT) to determine a 
link between the geometric parameters of the hard-cores of the LJ dimers and the 
SAFT-γ Mie EoS is carried out. A relationship between the shape factor and the bond 
length is obtained by comparing the second virial coefficient obtained using SPT with 
that obtained using the SAFT-γ Mie theory (from the reference hard core). 
The second virial coefficient of a hard-convex body is given exactly by (Kihara, 1963, 
Boublik et al., 1986): 
3.4c) 
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2 1 3B    ,    (3.22) 
Where α is the parameter of non-sphericity defined as / (3 )m m mR S V  and 
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V
      (3.23) 
where 2B is the second virial coefficient. The geometric parameters for a heteronuclear 
dimer formed from hard-sphere segments of diameters σ1 and σ2 and a bond length l are 
(Archer et al., 1991): 
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where the distances from the centres of the segments to the dividing plane 
characterising the amount of overlap is given by: 
2 2
2 2 1
2 2
2
l
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    
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        (3.27) 
b l a  .     (3.28) 
The dimensionless second virial coefficient 
*
2B  can then be obtained by assuming that 
the dimer is a convex body (which approximates the mean radius of curvature as that of 
an enveloping spherocylinder) and using equation 3.21 which results in an expression 
for 
*
2B  in terms of l*,σ1 and σ2.  
The corresponding expressions for a homonuclear dimer (with 1 2    ) are 
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which leads to an algebraic relation for the virial coefficient in terms of the bond length: 
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When the hard-core terms 
HSA and ChainA of the Helmholtz free energy in the SAFT-γ 
Mie EoS of a dimer is expanded as a Maclaurin series in the molecular density for a 
hard dimer, the second virial coefficient is obtained as two separate contributions: 
2 2 2
HS ChainB B B  .    (3.33) 
The hard-sphere second virial coefficient 2
HSB is obtained by expanding the 
corresponding Boublik (1970) and Mansoori et al.,(1971) expression for the Helmholtz 
free energy A
HS 
of a mixture of hard spheres (cf. equation 2.50) 
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  (3.34)
 
2
HSB 
 
where the moments of the density in the formulation of the SAFT-γ Mie EoS are 
defined as  
1
,
6
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m
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 
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With ρ as the molecular number density and vk, Sk and σkk the number of segments of the 
same type k and the shape factor and the diameter of the segment, respectively. 
To leading order in density this yields 
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In the case of a heteronuclear dimer characterised by 1 1   segments of diameter σ1 and
2 1  segments of diameterσ2 with shape factors S1 and S2, one obtains 
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and for the homonuclear system this further simplifies to 
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    (3.38) 
The contribution to the second virial coefficient 
2
ChainB due to the formation of a chain 
formed from a number NS of spherical segments is again obtained by expanding the 
corresponding contribution to the Helmholtz free energy for chains A
Chain 
(cf. eq. 2.79) 
  3
1
1 ln ( ; )
Chain
NS
HS
k k ii ii
k
A
v S g
NkT
 

 
 
2
ChainB        (3.39)
 
Note that in this case we are considering the hard-core part of the expression for the full 
potential of a component i so that the contact value of the effective pair correlation 
function only contains the repulsive hard-sphere contribution which is obtained as 
(Boublik, 1970): 
2 2
2 2
2 3
3 3 3
31
( ; )
1 2 (1 ) 2 (1 )
HS ii ii
ij ii mg
  
 
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  (3.40)
 
where the effective diameter is defined as 
3
3 1
1
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k k kk
k
ii NS
k k
k
v S
v S

 




    (3.41)
 
The logarithm of the contact value of the effective pair distribution function 
( ; )HSij ii mg   in equation 3.40 can again be expanded to leading order in density, which 
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provides the contribution to the second virial coefficient due to the formation of the 
molecule with NS segments as  
 
1/3
3
3 21
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1 1 1
1
3
1 ( ) ( )
6 2
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k k kNS NS NS
Chain k
k k k k k k k kNS
k k k
k k
k
v S
B v S v S v S
v S


 
  

  
  
      
  
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In the case of a heteronuclear dimer, the Helmholtz free energy due to the dimerisation 
is  
1 2 3( 1) ln ( ; )
Chain
HS
ii
A
S S g
NKT
      ,  (3.43) 
and the corresponding contribution to the second virial coefficient is 
1/3
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 (3.44) 
These expressions simplify further for the homonuclear case where 
3(2 1) ln ( )
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and 
3 2
2 (5 10 )
6
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      (3.46) 
The full expression for the second virial coefficient of a hard-core molecule made up of 
an arbitrary number of segments within the SAFT-γ formalism is obtained by 
combining the hard-sphere (cf. equation 3.36) and chain (cf. equation 3.42) 
contributions as 
 
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 (3.47) 
In the case of the heteronuclear dimer one can write 
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and for the homonuclear dimer the expression is simply 
3
2
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    (3.49) 
The second-virial coeffiecient can be expressed in dimensionless form in terms of the 
molecular volume of the dimer (cf. equation 3.23) and for a hetoronuclear dimer, this 
yields 
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and again for the homonuclear case 
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    (3.51) 
On equating the second virial coefficient for the hard convex body with the SAFT-γ 
expression for a homonuclear dimer (equation 3.32 and 3.51) the following relationship 
is obtained: 
2 * *2 *312 10 (8 12 3 ) 0S S l l l       .  (3.52) 
Thus by mapping the hard-core second virial coefficients for homonuclear dimers, we 
obtain a simple expression to describe the relationship between the shape factor S and 
the bond length l*. 
In the case of tangent systems there is of course no need for a mapping scheme as S=1 
and the bond length is σ. Thus as expected, when SAFT-γ Mie predictions for tangential 
homonuclear dimers are compared to the corresponding simulation data for Lennard-
Jones dimers, excellent agreement is obtained as shown in figure 3.5.  
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3.5c) 
 
Figure 3.5: The vapour-liquid equilibrium properties (saturated liquid and vapour densities, and vapour 
pressures) of tangential homonuclear Lennard-Jones dimers. The circles represent the data obtained by 
direct MD simulation data and the continuous curves represent the description with the SAFT-γ Mie EOS 
for the 12-6 fluid. The reduced temperature is T*=kT/ε and the density ρ*=ρσ3.The Critical points are 
indicated by the shaded circles.  
The simple expression relating the shape factor of the SAFT-γ approach to the 
molecular bond length of dimers obtained earlier can be assessed by comparing the 
theoretical predictions for the vapour-liquid equilibria with the corresponding molecular 
simulation data obtained here for Lennard-Jones dimers with varying degrees of 
overlap.  The description obtained for the vapour-liquid coexistence densities and 
vapour pressure with the SAFT-γ Mie EoS using equation (3.52) is shown in figures 3.6 
(red curves) and 3.7. A reasonable representation of the fluid phase equilibria is possible 
when the segments are nearly tangential but the description deteriorates rapidly 
(particularly in the case of the vapour pressure) as the segments are increasingly 
overlapped. 
These findings reinforce the need for a new mapping scheme. The procedure proposed 
for obtaining this mapping is by matching the properties of the simulated system to 
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those obtained using the theory in order to find the shape factor and energy parameters 
that correspond to the simulated properties. The Helmholtz free energy is the optimal 
system property to carry out this matching procedure on, as it is directly related to the 
configurational integral. However for practical purposes, the more readily accessible 
vapour-liquid equilibrium thermodynamic properties (vapour pressure and saturated 
liquid density) are used. At coexistence the vapour and liquid phases are in thermal 
(same temperature), mechanical (same pressure), and chemical (same chemical 
potential) equilibrium. The pressure is the volume derivative of the Helmholtz free 
energy and the chemical potential is the number derivative. Hence by developing a 
mapping of the parameters of the model to both the vapour pressure and the saturated 
liquid density, one is considering properties that are directly related to the Helmholtz 
free energy. 
In order to carry out the matching of properties, the saturated liquid densities and 
vapour pressures for each of the dimers simulated are used to construct the objective 
function in an estimation problem, and the shape factor and well depth used within the 
theory are adjusted in order to find values that provide an optimal description of the 
simulation data. The parameter estimation procedure involves the minimization of the 
equally weighted least-squares residuals of the simulation and theoretical values of the 
vapour pressure and the saturated liquid density over the number of state points 
simulated for each system. The σ, λr, and λa in the theory are taken to be the same as the 
values used in the simulation (λr = 12 and λa = 6 in the case the Lennard-Jones dimers). 
The objective function for the estimation procedure is therefore of the form: 
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NP,sat, NP,sat and NP,liq represent the number of data points for the vapour pressure and 
saturated liquid density respectively and the indices i and j allow for the summation 
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over these experimental data points. ωx is the weighting factor which enables the 
adjustment of the level of accuracy for each property. As mentioned, an equal weighting 
1 2  is assigned to the vapour pressure and the saturated liquid data in this case. This 
was done because it we found that giving more weight to the vapour pressure resulted in 
neglible change in the accuracy of the vapour pressure description, but led to a larger 
negative impact in the description of the liquid density.  
The lower limit of the shape factor for dimers is set to S = 0.5 because in this case both 
segments are completely fused to form one symmetrical segment with an overall shape 
factor of one (which would correspond a monomer with m=1 in the homonuclear SAFT 
nomenclature (Chapman et al., 1988)). The upper limit of S for a segment is S = 1, 
which in a dimer results in two tangential segments (which would correspond a chain 
molecule with m = 2 in the homonuclear SAFT nomenclature).  The starting values for 
S and εtheory used in the estimation procedure are those predicted using the mapping of 
the hard-core virial coefficients as discussed in previously. Different starting values of S 
and εtheory are used in the estimation as a test and they yield the same result in all cases 
thereby giving indication that the solutions found correspond to global minima. 
Furthermore, although there will be some degree of correlation between S and εtheory, the 
two parameters are expected to be largely uncoupled. The parameter estimation is 
carried out in the gPROMS software platform (P.S.E. Ltd. gPROMS, 2009). 
The shape factor and epsilon within the SAFT- γ Mie EOS which give the best 
description of the simulation data are thus obtained and enable one to estimate the value 
of the shape factor S which corresponds most closely to a given bond length l* and the 
value of the well depth in the theoretical description εtheory that corresponds to that for 
use in simulation εsimulation for a given LJ dimer. The estimation procedure is repeated for 
all of the dimers studied and thus provides one with a full mapping between the shape 
factor and the bond length and the energetic parameters for dimers with bond lengths 
varying from l*=0.1 to 1. The vapour-liquid coexistence densities and vapour pressure 
obtained with the SAFT-γ Mie approach using the estimated values of S and εtheory are 
shown in figures 3.6 and 3.8, respectively, for the systems with varying bond lengths. 
An excellent representation of the fluid phase equilibria is obtained (even in the case of 
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a high degree of overlap l*=0.1) with an overall absolute average deviations of 0.43% 
for the saturated liquid density and 4.2% for the vapour pressure of the LJ dimers (see 
table 3.1). 
 
 
 
    
    
    
ρ* 
Figure 3.6: Saturated liquid and vapour densities of Lennard-Jones dimers with bond lengths varying 
from 0.9 l* to 0.1 l* (the value of the reduced bond length * /l l   is indicated at the top right of each 
figure). The circles represent simulation data and the continuous black curves are obtained from the 
SAFT-γ Mie EOS by mapping the shape factor S and well depth  to the simulation data as explained in 
the text. The red curves are the results obtained with the SAFT-γ Mie approach using the simple mapping 
of the second virial coefficients of an equivalent convex body. 
T* 
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Figure 3.7: The Clausius-Clapeyron representation of the vapour-pressure P* for Lennard-Jones dimers 
with bond lengths varying from 0.9 l*to 0.1 l*(from right to left). The circles represent the MD simulation 
data and the continuous curves represent the results obtained with the SAFT-γ Mie EoS using the simple 
mapping of the second virial coefficients of an equivalent convex body. 
 
Figure 3.8: The Clausius-Clapeyron representation of the vapour-pressure P* for Lennard-Jones dimers 
with bond lengths varying from 0.9 l* to 0.1 l* (right to left). The circles represent the MD simulation 
data and the continuous curves represent the results obtained with the SAFT-γ Mie EoS using the 
mapping obtained for the shape factor and well depth from the simulation data by parameter estimation.  
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The dependence of the shape factor S on the bond length l* for homonuclear dimers is 
depicted in figure 3.9. The shape factors estimated from the simulated vapour-liquid 
equilibrium data for dimers with varying degrees of overlap as characterised by l* can 
be correlated with a third-order polynomial of the form 
* 3 24.863 10.43 9.029 2.459l S S S    .   (3.54) 
The R
2
 value was found to equal 0.9999 in this case. This expression allows one to 
obtain the dimensionless bond length of the homonuclear dimer for use in a molecular 
simulation based on the value of the shape factor obtained for a model developed with 
the SAFT-γ Mie EoS. Alternatively, the explicit dependence of the shape factor on the 
bond length can be correlated with a polynomial of the form 
*3 *20.358 0.478 0.402 * 0.474S l l l    .   (3.55) 
This expression enables one to use a force field that has been developed within the 
context of computer simulation to evaluate other thermodynamic properties with the 
algebraic SAFT-γ Mie EoS. The near linear relationship obtained between S and l* for a 
mapping of the hard-core virial coefficients is also shown on the figure. As can be seen, 
the empirical correlation is very similar to the dependence obtained from the virial 
coefficient mapping for near tangent dimer models where the degree of overlap is 
minimal; the difference becomes more marked as the bond length of the dimer is 
decreased. It is important to note that small deviations from the virial coefficient 
mapping leads to large differences in the coexistence behaviour particularly in the case 
of the vapour pressure.  
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Figure 3.9: The dependence of the bond length l*on the shape factor S in the SAFT-γ Mie EoS for 
homonuclear Lennard-Jones dimers with varying degrees of overlap between the fully tangent and 
completely overlapped limits. 
The relationship obtained between the well depth of the simulation model εsimulation and 
the corresponding value εtheory that characterises the system within the SAFT-γ Mie EoS 
is given in figure 3.10. Pleasingly the dependence can be accurately correlated with a 
simple power law expression of the expected form: 
theorysimulation S 
2017.1    (3.56) 
This mapping obtained by parameter estimation to the simulation data indicates that the 
value of the energetic parameter for use in simulation is essentially proportional to 
εtheoryS
2 
as the previous analysis of the attractive perturbations to the free energy would 
suggest (section 3.1). The proportionality constant that best correlates the data is 1.017 
which corresponds to the small deviation of the theory from the simulation data for the 
case of the tangent dimer due to inherent approximations in the theory.  
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Figure 3.10: The dependence of the energetic parameter for use in simulation on the corresponding 
parameter of the SAFT-γ Mie EoS for homonuclear Lennard-Jones dimers with varying degrees of 
overlap. 
This concludes the analysis of homonuclear Lennard-Jones dimers, where an accurate 
mapping has been obtained between the geometric and energetic parameters of models 
obtained with the SAFT-γ MieEoS and the corresponding parameters for use in 
molecular simulation. The next goal is to generalise the mapping procedure for 
segments interacting through a more generic Mie form. The interrelations between 
potential parameters obtained for the Lennard-Jones dimers are not directly applicable 
to other forms of the potential. An example of the inadequacy can be seen from the 
application of the LJ mapping to Mie 30-6 homonuclear dimer molecules; the vapour-
liquid equilibria of the system with bond lengths of 0.3l*, 0.5l* and 0.8l*is shown in 
figure 3.11. 
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Figure 3.11: Saturated densities and vapour pressures for 30-6 Mie homonuclear dimers with bond 
lengths of 0.8l* (black), 0.5l* (blue) and 0.3l* (red). The circles represent simulation data and the solid 
curves are the curves obtained using the S to l* obtained from Lennard-Jones dimers. 
As can be seen the agreement is poor both for the coexistence envelope and for the 
vapour pressure curve indicating that the mapping obtained for the Lennard-Jones 
potential is not universal but depends on the repulsive exponent of the Mie potential. In 
order to obtain a generic mapping for dimer molecules comprising Mie segments 
characterised by a broad range of repulsive exponents, the procedure carried out for the 
Lennard-Jones dimers is repeated for Mie dimers with λr = 8, 20 and 30. These values 
for λr are chosen because λr for real molecules usually takes values within this range, 
where 8 would corresponding to a relatively soft potential (e.g., that used to describe the 
interactions between water molecules within a coarse grained description (Lobanova et 
al., 2014), and 30 to a relatively hard repulsive potential (e.g., those characterising the 
interactions in perfluorinated compounds (Avendaño et al., 2013). In order to retain a 
tractable description the attractive exponent is fixed at the London value of 6 in all 
cases, as expected for dispersion interactions from a quantum mechanical treatment. 
Systems of homonuclear dimer molecules formed from (8-6), (20-6) and (30-6) Mie 
segments are simulated for bond lengths varying between l*=0.1 and 1. As with the 
Lennard-Jones dimers, the simulations of the vapour-liquid equilibria (vapour pressure 
and saturated liquid density) are then used to estimate the shape factor and the energetic 
parameter that provides an optimal description to the simulated data. The full set of 
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simulation data for the fluid phase equilibria and optimal values of parameters can be 
found in the appendix.  
The percentage absolute average deviations AADs provides a measure of the adequacy 
of thetheoretical representation of the simulated data, which in our case is defined as 
.
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. .
.
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i
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Z Z
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    (3.57)
 
The AADs for the optimal description calculated for the dimer systems for each of the 
values of the repulsive exponents are given in table 1. As can be seen from the results, 
AADs for the liquid density are in the region of 0.4% while AADs for the vapour 
pressure average 4-12%. As mentioned previously, assigning higher weight to the 
vapour pressure in the optimization procedure resulted in negligible change in the 
accuracy of the description of the vapour pressure while impacting significantly the 
description of the saturated densities. In general it can be seen that a better agreement is 
obtained for the systems with intermediate values of the repulsive potentials (λr =12,20) 
than for the systems with extremely soft or hard potentials (λr = 8, 30). Note that the 
relatively high AADs found for the vapour pressures at low temperatures are likely to be 
attributed to high systematic errors in the simulation of the vapour phase at 
corresponding low densities, recalling from section 3.2 that the vapour-pressure is 
obtained by simulating a single (low-density) bulk vapour phase. However this does not 
significantly affect the accuracy of the mapping because in the parameter estimation 
procedure, more weight is given to the higher density states as they contribute a greater 
amount to the objective function because of the larger number of these points. 
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Table 3.1: The percentage absolute average deviations (AADs) of the simulated vapour-liquid equilibria 
data with the SAFT-γ theory for homonuclear Mie dimers with λa =6 and λr = 8,12,20 and 30 with the 
optimal values of the shape factor S and dispersive energy ε. 
The relationship between the shape factor and bond length obtained from the parameter 
estimation of the simulation data for the different repulsive exponents of the 
homonuclear Mie dimers is shown in figure 3.12. 
 
3.12a) 
 
           λr   
   l*        8 12 20 30 8 12 20 30
0.9 0.47 0.29 0.49 1.35 7.9 4.5 6.3 25.7
0.8 0.45 0.38 0.41 0.95 11.4 4.9 8.8 12.9
0.7 0.31 0.3 0.33 0.82 10.8 6.2 6.4 12.9
0.6 0.44 0.23 0.45 0.45 4.9 6.6 9.1 8.1
0.5 0.75 0.8 0.15 0.6 16.4 0.2 15.4 8.3
0.4 0.63 0.31 0.37 1 6.2 6.1 6.1 13.6
0.33 0.14 3.2
0.3 0.27 0.78 0.73 8.5 1.2 10.7
0.25 1.56 0.78 1.9 14.1
0.22 0.18 6.7
0.2 0.21 0.21 0.59 1.3 5.6 7.4
0.1 0.11 0.14 0.44 1.6 3.4 8
Average 0.44 0.43 0.37 0.77 8.4 4.2 6.9 12.2
Liquid Density AAD % Vapour Pressure AAD %
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3.12b) 
 
3.12c) 
 
Fig 3.12: Relationship for the reduced bond length l*=l/σ versus shape factor S, for homonuclear Mie 
dimers with repulsive exponents of λr=8, 20 and 30 (the corresponding value is indicated on the graphs); 
the attractive exponent takes the London value of λa= 6 in all cases. The continuous curves are obtained 
by correlating the data for each exponent (given in Appendix D) to a third-order polynomial and the near-
linear dashed curve is the mapping obtained by equating the hard-core second virial coefficients. 
As can be seen from Figure 3.12, for all the potentials studied, the mapping of the hard-
core virial coefficients leads to an overestimate of the equivalent bond length for dimers 
with small degrees of overlap, and then to an underestimate for the highly fused 
geometries. The point of crossover between the curve describing the optimal description 
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and the hard-core mapping gradually decreases to lower bond lengths as the exponent is 
increased. As one would expect, the relationship between S and l* obtained by mapping 
the virial coefficients is closer on average to the results for the highly repulsive systems 
compared to the softer potentials. 
The dependence of the optimal shape-factor and bond length parameters are correlated 
with a third-order polynomial equation for each of the Mie exponents. The resulting 
coefficients of the best fit polynomial of the form 
3 2
1 2 3 4*  l C S C S C S C       (3.58) 
are given in Table 3.2 for each of the Mie potentials studied. This expression is useful 
when one’s goal is to obtain the bond length of the dimer to be used in molecular 
simulation based on the value of the shape factor determined with the theory. In the case 
of homonuclear dimers of Mie segments with repulsive exponents between those 
studied, a linear interpolation can be carried for each of the constants. 
Potential C1 C2 C3 C4 
8-6 3.401 -7.137 6.545 -1.814 
12-6 4.863 -10.43 9.029 -2.459 
20-6 4.307 -8.742 7.481 -2.039 
30-6 4.404 -8.686 7.283 -1.992 
Table 3.2: Polynomial parameters describing the dependence obtained for reduced bond length l* as a 
function of the shape factor S for the homonuclear (λr- λa) Mie dimers with varying degrees of repulsive 
interactions. 
Although it is possible to obtain a global mathematical relation between the bond 
length, the shape factor and the repulsive exponent l*(S, λr), this is not carried out in this 
work. The reader is referred to the work of Vrabet et al., 2000 for a procedure on how to 
obtain this. 
The inverse problem of finding the equivalent shape factors for use in the SAFT-γ 
theory from the bond lengths developed in the context of molecular simulation is 
sometimes encountered. In this case a mapping of the shape factor as a function of the 
bond length is appropriate:  
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3 2
1 2 3 4* * *S K l K l K l K    .    (3.59) 
Coefficients of the correlation are given in table 3.3 for each Mie exponent. 
 
Potential K1 K2 K3 K4 
8-6 -0.204 0.199 0.578 0.426 
12-6 -0.358 0.479 0.403 0.475 
20-6 -0.218 0.184 0.566 0.464 
30-6 -0.144 0.027 0.638 0.472 
Table 3.3: Polynomial parameters describing the dependence obtained for the shape factor S as a function 
of the reduced bond length l* for the homonuclear (λr- λa) Mie dimers with varying degrees of repulsive 
interactions. 
Once one has uncovered the subtle dependence of the shape factor S on the bond length 
of the model, a mapping between the energetic parameters must be developed. The 
relationship between εtheory and εsimulation obtained from the parameter estimation 
procedure is depicted in Figure 3.13 for the Mie dimers with varying repulsive 
exponents. The estimated energetic parameters are correlated to a power law expression 
of the form  
      .
b
theory simulationa S      (3.60) 
The correlation coefficients for each homonuclear Mie dimer system are summarised in 
table 3.4. As with the Lennard-Jones potential an approximate inverse square 
relationship is found between the εtheory and εsimulation; for increased accuracy of 
representation the exact mapping found could be used.  
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Figure 3.13: The dependence of the energetic parameter for use in simulation on the corresponding 
parameter of the SAFT-γ Mie EoS for homonuclear (8-6) (blue symbols), (12-6) (black symbols),  (20-6) 
(red symbols) and (30-6) (purpule symbols) Mie dimers with varying degrees of overlap.  
Potential 
Prefactor, 
a 
Exponent, 
b 
8-6 0.997 -2.01 
12-6 0.983 -2.00 
20-6 0.977 1.96 
30-6 0.954 -2.01 
Table 3.4: Prefactor and exponent of the correlation   btheory simulationa S  for the different Mie 
potentials. 
A complete mapping for a broad range of homonuclear dimers has thus been obtained 
which enables one to map the potential parameters obtained within the SAFT-γ Mie 
treatment to those for use in molecular simulation force fields. 
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3.4 Heteronuclear Model Dimers 
The mapping developed in Section 3.4 between the shape factor S and the reduced bond 
length l* and between the simulation and theoretical energetic parameters (εsimulation and 
εtheory) for homonuclear dimers with equal exponents, sizes and energies can be tested in 
order to determine its applicability to heteronuclear dimers. In order to do this, a 
comparison of the theoretical predictions and the corresponding simulation results for 
the vapour-liquid equilibria of heteronuclear Mie segments characterised by different 
exponents, energies and sizes is undertaken in this section. In this case however, a 
methodology for obtaining the cross interaction parameters between the unlike segments 
is required.  
In heteronuclear dimer molecules (as with homonuclear dimers), the sizes and the 
repulsive exponents of the segments (including the unlike size and repulsive 
parameters) are identical in the simulation and theoretical models. However, (and also 
similar to homonuclear dimers) the simulation energetic parameters of the segments are 
different from the theoretical parameters, and the unlike simulation energy parameter 
simulationij ,  particularly needs to be obtained from the unlike theoretical value ,ij theory  in 
heteronuclear dimers. The methodology for obtaining the unlike interaction parameters 
is laid out in the following section.  
 
3.4.1 Cross Parameters in Heteronuclear Dimers. 
Cross sigma σij 
In this work, the unlike size parameter for interactions between segments of different 
types is determined using the usual Lorentz arithmetic combining rule. The unlike 
diameter ij between segments of type i and j is given by 
( )
2
ii jj
ij
 


     (3.61) 
where ii  is the diameter of the like interactions between segments of type i.  
Cross repulsive exponent λij 
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The values of the repulsive exponents for unlike segment interactions in real 
heteronuclear dimers do not in general have to depend on the values of the exponents 
for the like interactions; the optimal value of the unlike exponent 
,r ij can be estimated 
from the fluid-phase data, in the same way as the like exponents (for example, see 
section 4.4.4 in Chapter 4).  In practice, however, it is often convenient to determine the 
unlike repulsive exponents 
,r ij from the following relation (Lafitte et al., 2013): 
1/2
, , ,3 ( 3)( 3)r ij r ii r jj           (3.62) 
where
,r ii and ,r jj  are the like repulsive exponents between segments of type i or type 
j. In this section, the cross repulsive exponent is determined using this relation. 
 
Cross energy of interaction εij 
In the case of the unlike energy interaction between segments
ij , within the SAFT-γ 
Mie theory, the unlike energetic parameter 
,ij theory between segments in real molecules is 
commonly estimated from the vapour-liquid experimental data for a given compound 
(Papaioannou et al., 2013). This theoretical cross energy parameter 
,ij theory  needs to be 
converted into an equivalent unlike energy parameter for use in molecular simulation
simulationij , . As seen in equation 3.5 in section 3.1, the mean-attractive energy perturbation 
contribution 
1A  for a heteronuclear dimer contains a pre-factor of 1 2 ,ij theoryS S  . This 
suggests that the mapping relationship 
, 1 2 ,ij simulation ij theoryS S      (3.63) 
can be used to obtain the equivalent simulation unlike energy parameter. This has been 
shown in section 3.1 to be a good approximation for the relationship between theory and
simulation  in homonuclear dimers, where theorysimulation S 
2 . 
In the case of the model dimers studied in this section however, a simulation dimer 
model is developed first, which is then converted into an equivalent theoretical model. 
The unlike energy of interaction between the segments in the simulation model is 
obtained using the Berthelot rule: 
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simulationjjsimulationiisimulationij ,,,      (3.64) 
The equivalent theoretical cross energy is then obtained by using equation 3.63. 
 
In order to test the applicability of the above relationships for the cross parameters as 
well as the mapping procedure developed in section 3.3 to heteronuclear dimers, a 
comparison of the theoretical prediction and the corresponding simulation data for the 
vapour-liquid equilibria of heteronuclear Mie segments characterised by different 
exponent, energy and size parameters is undertaken. The analysis is carried out for each 
of these parameters in turn, finishing with completely heteronuclear dimers where all 
the parameters of the two segments are different. The simulation methodology is as 
outlined in section 3.2.  
In terms of dimensionless quantities, all lengths are reduced in terms of the diameter of 
the larger segment (denoted 1) in the dimer, for example, *
22 22 11/   . The energetic 
parameters are also reduced with respect to the energy of segment 1 *
22 22 11 /   . The 
reduced bond length, l* is defined as 
* *
11 22
2
*
( )
l
l
 


    
 (3.65)
 
where l is the bond length between segments. This definition gives the length relative to 
the tangential bond length for two segments at contact.  
 
3.4.2 Dimer Segments with Different Repulsive Exponents 
In order to test the mapping for heteronuclear dimers comprising segments with 
different repulsive exponents, simulations are performed for molecules with segments 
of equal size and interaction energies but different repulsive exponents. The unlike 
repulsive exponent is obtained by using equation 3.62. Systems are chosen with very 
different repulsive exponents as extreme examples of those found in real molecules: six 
different heteronuclear dimer molecules comprising (8-6), (20-6) and (30-6) Mie 
segments are examined for varying degrees of overlap (see Tables 3.5 and 3.6 for the 
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values of the force-field parameters). The ( r - a ) notation used here refers to Mie 
segments with repulsive exponent r  and attractive exponent a . The simulated data for 
the vapour-liquid equilibria of these fluids are compared with the predictions of the 
SAFT- γ Mie EoS using the mapping obtained in section 3.1. The shape factor and 
energetic parameter in the theory are calculated for each Mie ( 6r ) segment from its 
bond length, where each segment is treated separately by considering the equivalent 
homonuclear dimer. A diagrammatic representation of the procedure is exemplified for 
a heteronuclear dimer formed from (8-6) and (20-6) segments, in figure 3.14 i.e., 
molecules 1-3 in Table 3.5.  
 
 
 
 
 
 
 
 
 
 
Figure 3.14: Schematic representation of the process for breaking down a heteronuclear dimer into two 
corresponding homonuclear dimers with different repulsive exponents in order to determine the S to l* 
relationship for each segment.  
 
 
The table of parameters for the simulation and the theoretical SAFT-γ models are shown 
in tables 3.5 and 3.6. 
λr= 20 
 
λr= 8 
 
λr= 8 
 
λr= 8 
 
λr= 20 
 
λr= 20 
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Table 3.5: Table of parameters for three heteronuclear Mie dimers studied (Molecues 1-3), where 
simijij ,11
* /  defines the diameters of the segments and simijij ,11
* /  are the energetic 
parameters of the Mie segments with attractive ija,  and repulsive ijr , exponents (the unlike repulsive 
exponent is obtained from relation (3.35)). The mapping outlined in section (3.3) is employed to 
determine the shape factor end energetic parameters for use in the SAFT-γ theory. 
 
Table 3.6: Table of parameters for three heteronuclear Mie dimers studied, where simijij ,11
* / 
defines the diameters of the segments and simijij ,11
* /  are the energetic parameters of the Mie 
Segment
Parameter
1 1 1 1 1 1 1 1 1
6 6 6 6 6 6 6 6 6
8 20 12.2 8 20 12.2 8 20 12.2
1 1 1 0.8 0.8 0.8 0.4 0.4 0.4
1 1 1 1 1 1 1 1 1
1 1 n/a 0.911 0.923 n/a 0.676 0.706 n/a
1 1 1 1.202 1.144 1.189 2.178 1.935 2.096ε* theory
λ r
l *
ε* sim
Theory Parameters
S
1-2 1-1 2-2 1-2
λ a
1-1 2-2 1-2 1-1 2-2
Molecule 1 Molecule 2 Molecule3
σ *
Segment
Parameter
1 1 1 1 1 1 1 1 1
6 6 6 6 6 6 6 6 6
8 30 14.6 8 30 14.6 8 30 14.6
0.8 0.8 n/a 0.4 0.4 n/a 0.2 0.2 n/a
1 1 1 1 1 1 1 1 1
0.911 0.926 n/a 0.676 0.722 n/a 0.548 0.6 n/a
1.202 1.114 1.185 2.178 1.835 2.048 3.308 2.668 3.044
S
ε* theory
Molecule 4 Molecule 5 Molecule6
1-1 2-2 1-2 1-1 2-2 1-2 1-1 2-2 1-2
σ *
λ a
λ r
l *
ε* sim
Theory Parameters
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segments with attractive ija,  and repulsive ijr , exponents (the unlike repulsive exponent is obtained 
from relation (3.35)). The mapping outlined in section (3.3) is employed to determine the shape factor end 
energetic parameters for use in the SAFT-γ theory. 
 
It can be seen from the parameter tables that a dimer comprising two Mie segments of 
the same size and simulation energy but different values for the repulsive exponents will 
have different shape factors for each of the segments, and thus different interaction 
energies in the theory. This is because the mapping obtained between l* and S depends 
on the exponent of the repulsive interaction (cf. Table 3.3). The phase equilibria results 
for the above molecules are shown in figures 3.15 and 3.16.  
 
Figure 3.15: Saturated densities and vapour pressures obtained by direct MD  simulation and by using the 
SAFT-γ EoS for heteronuclear dimers formed from (8-6) and (20-6) Mie segments separated by bond 
lengths l*=1.0, 0.8 and 0.4 (bottom to top for saturated densities and left to right for vapour pressures). 
The continuous curves are the theoretical predictions and the symbols are the simulation results.  
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Figure 3.16: Saturated densities and vapour pressures obtained by direct MD  simulation and by using the 
SAFT-γ EoS for heteronuclear dimers formed from (8-6) and (30-6) Mie segments separated by bond 
lengths l*=0.8, 0.4 and 0.2 (bottom to top for saturated densities and left to right for vapour pressures). 
The continuous curves are the theoretical predictions and the symbols are the simulation results.  
 
It can be seen from the graphs that excellent agreement between the simulated vapour-
liquid equilibria and the theoretical prediction is found for the six heteronuclear dimer 
fluids studied. It is very pleasing to see that the mapping obtained for the homonuclear 
Mie dimers is applicable even for highly fused dimers that comprise Mie segments with 
repulsive exponents that are very different (soft (8-6) and hard (30-6) segments).  
 
3.4.3 Dimer Segments with Different Interaction Energies 
The mapping procedure is now assessed for heteronuclear dimers formed from Mie 
segments with different interaction energies, but of the same size and repulsive 
exponent. Four different heteronuclear molecules are studied, the force-field parameters 
of which are summarized in table 3.7; the unlike interaction energy is taken as the 
Berthelot combining rule (equation 3.64) for these systems. In this instance because the 
two Mie segments have the same size and repulsive exponent, the homonuclear 
mapping between the bond length  and the SAFT-γ shape factor can be used directly (cf. 
equation (3.59)); this leads to a single value of S for both segments. The unlike 
interaction energy for use in the SAFT- γ description is then easily found by using 
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equation 3.63. Tangential dimers with different energies are examined first. This does 
not require use of the mapping procedure developed above, but is done to confirm that 
the theory provides an accurate representation of the fluid phase equilibria for the base 
case. Three tangential heteronclear dimers are considered which are formed from 
Lennard-Jones segments with 22 113  , 22 112    and 22 110.75  respectively; the 
parameters for the tangent dimers are given in Table 3.7. (molecules 7-9). The simulated 
vapour-liquid equilibria is compared with the predictions of the SAFT- γ EoS in figure 
3.17. 
 
Table 3.7: Table of parameters for tangential heteronuclear Mie dimers (molecules 7-9) with 1122 3  , 
1122 2   and 1122 75.0    where  /
*
ijij  defines the diameters of the segments and 
simijij ,11
* /   defines the energetic parameters of the Mie segments. 
 
Segment
Parameter
1 1 1 1 1 1 1 1 1
6 6 6 6 6 6 6 6 6
12 12 12 12 12 12 12 12 12
1 1 1 1 1 1 1 1 1
1 3 1.73 1 2 1.41 1 0.75 0.87
1 1 n/a 1 1 n/a 1 1 n/a
1 3 1.73 1 2 1.41 1 0.75 0.87
Molecule 9
1-1 2-2 1-2 1-1 2-2 1-2 1-1 2-2 1-2
Molecule 7 Molecule 8
σ *
λ a
λ r
l *
ε* sim
Theory Parameters
S
ε* theory
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Figure 3.17: Saturated densities and vapour pressures obtained by direct MD  simulation and by using the 
SAFT- γ EoS for heteronuclear dimers formed from tangentially bonded (12-6) Lennard-Jones segments 
of the same size but with different energies, given by 1122 3  , 1122 2  and 1122 75.0    (top 
to bottom for saturated densities and right to left for vapour pressures). The continuous curves are the 
theoretical predictions and the symbols are the simulation results.  
As can be seen from Figure 3.17, there is good agreement between theory and 
simulation in all cases, although there is a slight deterioration in the theoretical 
description as the energy difference between the dimers increases. Segment energies of
22 113  and 22 112     represent extremes of what would be found in real dimer 
molecules and so are a stringent test of the theory. 
An assessment of the mapping procedure is then made by undertaking simulations for 
increasingly fused Lennard-Jones dimers with * 0.75l  and * 0.5l  for the same values 
of the energetic parameters,
22 113  ,and 22 112    ; the parameter table for the 
molecules is shown in table 8 and the resulting fluid phase equilibria are shown in 
figure 3.18.  
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 Table 3.8: Table of parameters for heteronuclear Mie dimers (molecules 10-13) with l* =0.75 and l* 
=0.5 and ε22=3ε11, and ε22=2ε11. The mapping outlined in section (3.3) is employed to determine the 
shape factor end energetic parameters for use in the SAFT-γ theory. 
 
 
Figure 3.18: Saturated densities and vapour pressures obtained by direct MD  simulation and by using the 
SAFT- γ EoS for heteronuclear dimers formed from fused (12-6) Lennard-Jones segments of the same 
size but with different energies, with  bond length of l* =0.75 (black) and l* =0.5 (blue). For each 
system, the dashed curves correspond to ε22=2ε11 and the continuous curves ε22=3ε1. In all cases the 
curves represent the theoretical predictions and the symbols are the simulation results.  
 
There is good agreement between the theory and simulation in all cases, indicating that 
the homonuclear mapping (cf. equation 3.59) is applicable even for highly fused 
Segment
Parameter
1 1 1 1 1 1 1 1 1 1 1 1
6 6 6 6 6 6 6 6 6 6 6 6
12 12 12 12 12 12 12 12 12 12 12 12
0.75 0.75 0.75 0.75 0.75 0.75 0.5 0.5 0.5 0.5 0.5 0.5
1 3 1.732 1 2 1.414 1 3 1.73 1 2 1.41
0.895 0.895 n/a 0.895 0.895 n/a 0.75 0.75 n/a 0.75 0.75 n/a
1.228 3.684 2.164 1.228 2.456 1.766 1.74 5.23 3.07 1.74 3.49 2.51
1-1 2-2 1-22-2 1-2 1-1 2-2 1-2
S
ε* theory
Molecule13
1-1 2-2 1-2
Theory Parameters
σ *
λ a
λ r
l *
ε* sim
Molecule 10 Molecule 11 Molecule12
1-1
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heteronuclear dimers which have segments characterised by very different interaction 
energies.  
 
3.4.4 Dimer Segments of Different Size 
In order to test the mapping procedure for heteronuclear dimers comprising segments 
with different sizes, simulations are performed for molecules with segments of equal 
repulsive exponents and interaction energies but of different sizes.  
In this case where the segments are of a different size however, the bond length between 
the segments requires further analysis. This is because in a homonuclear dimer, the 
bond length is a property of the molecule as a whole, and can be equally attributed to 
each segment. In a heteronuclear dimer however, the contribution that each segment 
makes to the bond length is not equal, and depends on the relative sizes of the segments. 
In order to determine this contribution and thus to use the mapping developed in section 
3.3, the heteronuclear dimer is treated by transforming it into two corresponding 
homonuclear dimers. This is done by finding the mean-dividing plane between the 
heteronuclear segments. By splitting the molecule along this plane, two segments of 
different shape and size are obtained (see Figure 3.19). The mean dividing plane 
between the two segments is found by using equations 3.27 and 3.28 (obtained from a 
consideration of the geometry of the molecule): 
Each of the truncated segments is then fused to another identical segment to form the 
equivalent homonuclear dimer. The complete process for this is illustrated in figure 
3.19. 
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Figure 3.19: Schematic representation of the process for breaking down a heteronuclear dimer into two 
corresponding homonuclear dimmers of different sizes. The red line represents the mean dividing plane of 
the heteronuclear dimer and a and b represent the distance from the centre of segments 1 and 2 to the 
mean dividing plane respectively. 
 
The homonuclear mapping of section 3.3 can then be applied to each of these 
homonuclear dimers in order to determine the shape factor that corresponds to that 
particular bond length. This process can be thought of as finding the individual l* for 
each segment of the heteronuclear dimer (
*
1l and
*
2l )  from the combined l* where 
1
*
1
2

a
l  ;    
2
*
2
2

b
l  .    (3.66) 
This mapping procedure is required when converting a simulation bond length into 
equivalent theoretical parameters. However in the inverse process of obtaining 
simulation parameters from models that have been obtained by using the SAFT-γ EoS, 
the heteronuclear dimer is again treated as being composed of two segments which have 
been obtained by splitting two separate homonuclear dimers at their mean dividing 
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plane. In this instance, the homonuclear mapping is used to obtain the bond lengths of 
these homonuclear dimers from each of the shape factors in the heteronuclear dimer. An 
average of the bond lengths of the two equivalent homonuclear dimers can then be taken 
to obtain the overall bond length of the heteronuclear molecule. In order to verify the 
accuracy of the methodology proposed here, direct MD simulation of the vapour-liquid 
equilibria for several unequally sized heteronuclear dimers is undertaken.  Simulations 
are first carried out for tangentially bonded heteronuclear dimers formed from Lennard-
Jones segments with 1122 75.0   , 1122 5.0    and 1122 25.0    as a base case test 
of the theory. The three models are summarised in table 3.39 (molecules 14-16) and the 
phase diagrams obtained by MD simulation are compared with the SAFT- γ predictions 
in Figure 3.20. 
 
Table 3.9: Table of parameters for tangential heteronuclear Mie dimers (molecules 14-16) with 
1122 75.0   , 1122 5.0    and 1122 25.0    where  /
*
ijij  defines the diameters of the 
segment interactions and simijij ,11
* /   defines the energetic parameters of the Mie segments. 
Segment
Parameter
1 0.75 0.875 1 0.5 0.75 1 0.25 0.625
6 6 6 6 6 6 6 6 6
12 12 12 12 12 12 12 12 12
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 1 n/a 1 1 n/a 1 1 n/a
1 1 1 1 1 1 1 1 1
Theory Parameters
S
ε* theory
σ *
λ a
λ r
l *
ε* sim
Molecule 15 Molecule 16
1-1 2-2 1-2 1-1 2-2 1-2 1-1 2-2 1-2
Molecule 14
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Figure 3.20: Saturated densities and vapour pressures obtained by direct MD  simulation and by using the 
SAFT- γ EoS for heteronuclear dimers formed from tangentially bonded (12-6) Lennard-Jones segments 
with equal exponents and energies of interaction but different sizes. The black lines represent dimers with 
σ22 =0.75 σ11, the blue lines are dimers with σ22 =0.5 σ11 and the red curves are dimers with σ22 =0.25 σ11. 
In all cases the curves represent the theoretical predictions and the symbols are the simulation results.  
 
The theory is seen to provide a very good description for dimers with 22 11 0.75  , but 
its accuracy decreases as the size difference between the two molecular segments is 
increased. This is probably due to the van der Waals one-fluid combining rule that is 
employed in the development of the “chain” contribution to the free energy in the 
SAFT- γ EoS. However the cases of 22 11 0.5  and 22 11 0.25  represent extremes 
of what would be found in real molecules. 
The adequacy of the mapping procedure in then assessed for fused heteronuclear LJ 
dimers with 22 11 0.75   (with bond lengths l* = 0.75 and 0.5) and 22 11 0.6   (with 
bond lengths l* = 0.75 and 0.55). The force-field parameters for these dimers is given in 
table 3.10 (molecules 17-20) and the phase diagrams obtained by MD simulation are 
compared with the SAFT- γ predictions in figure 3.21. 
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Table 3.10: Table of parameters for fused heteronuclear Mie dimers (molecules 17-20) with 
1122 75.0   ,  and 1122 6.0    where  /
*
ijij  defines the diameters of the segment 
interactions and simijij ,11
* /   defines the energetic parameters of the Mie segments. The mapping 
outlined in section (3.3) is employed to determine the shape factor end energetic parameters for use in the 
SAFT-γ theory. 
 
Figure 3.21: Saturated densities and vapour pressures obtained by direct MD simulation and by using the 
SAFT- γ EoS for heteronuclear dimers formed from fused (12-6) Lennard-Jones segments with equal 
exponents and energies of interaction but different sizes. The black continuous lines represent dimers with 
σ22 =0.75σ11 and l* = 0.5 and the black dashed line dimers with σ22 =0.75σ11 and l* = 0.75. The red 
continuous lines represent dimers with σ22 =0.6σ11 and l* = 0.55 and the red dashed lines  σ22 =0.6σ11 and 
l* = 0.75. In all cases the curves represent the theoretical predictions and the symbols are the simulation 
results.  
Segment
Parameter
1 0.75 0.875 1 0.75 0.875 1 0.6 0.8 1 0.6 0.8
6 6 6 6 6 6 6 6 6 6 6 6
12 12 12 12 12 12 12 12 12 12 12 12
0.823 0.653 0.750 0.688 0.250 0.500 0.867 0.556 0.750 0.804 0.127 0.550
1 1 1 1 1 1 1 1 1 1 1 1
0.931 0.842 n/a 0.861 0.600 n/a 0.950 0.785 n/a 0.921 0.533 n/a
1.135 1.387 1.277 1.325 2.734 1.936 1.089 1.597 1.342 1.158 3.462 2.037
Theory Parameters
S
ε* theory
1-22-21-11-22-21-11-22-21-11-22-21-1
σ *
λ a
λ r
l *
ε* sim
Molecule 17 Molecule 18 Molecule19 Molecule20
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The theoretical description of the vapour-liquid equilibria of these dimers with different 
sized segments is found to be in good agreement with the simulation data even for fused 
molecules of very different sizes (σ22 =0.6σ11) and bond lengths up to l* = 0.55. 
There is however a limit of applicability in the methodology that has just been 
described: this is for dimer molecules where the centre of one of the segments lies 
inside the radius of the other segment (see Figure 3.22).  
 
 
 
 
 
Figure 3.22: Limits of applicability of the homonuclear dimer mapping to highly fused heteronuclear 
dimers with a large size ratio. 
For such systems the smaller segment has a shape factor smaller than 0.5 for which no 
mapping exists; the homonuclear dimer of the small segments would in this case 
correspond to something which is smaller than a sphere. The limit of applicability can 
be expressed in terms of the diameters of the two segments and the dimensionless bond 
length as: 
 12
2
2
2
1
*




l      (3.67) 
This situation arises where the sizes of the segments are widely different and the 
segments are highly overlapped. For a dimer with σ22 = 0.75σ11, this limit is l* =0.378 
and for a dimer with σ22 = 0.5σ11, the limit is l*=0.58.  
In summary, the results for all the different parameters studied above show that a large 
difference in the repulsive exponents of the segments has little effect on quality of the 
results. A large difference in the sizes and energies of the segments has a greater effect 
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on the quality of agreement between theory and simulation, however for dimers up to 
approximately 1122 6.0    and 1122 3   a good agreement is obtained. 
 
3.4.5 Results for completely Heteronuclear Dimers 
Having carried out simulations to test each of the above parameters in turn, a number of 
completely heteronuclear dimers are simulated in order to ability of the theory to 
reproduce simulation data when all of the parameters of the segments are different. This 
situation is more representative of what is found in real molecules, although the 
previous tests have been necessary in order isolate and analyse the effect of each 
parameter on the quality of results. Dimers with a size difference up to 1122 7.1    and 
1122 6.1   . The table of parameters is shown in table 3.11 and the results are shown in 
figure 3.23. 
 
Table 3.11: Table of parameters for completely heteronuclear Mie dimers (molecules 21-23) where 
 /* ijij  defines the diameters of the segment interactions and simijij ,11
* /   defines the 
energetic parameters of the Mie segments. The mapping outlined in section (3.3) is employed to 
determine the shape factor end energetic parameters for use in the SAFT-γ theory. 
Segment
Parameter
1 1.67 1.33 1 1.33 1.17 1 1.18 1.09
6 6 6 6 6 6 6 6 6
8 30 14.6 8 20 12.2 14 18 15.8
0.830 0.942 0.900 0.725 0.856 0.800 0.211 0.560 0.400
1 1.6 1.26 1 1.4 1.18 1 1.25 1.12
0.926 0.977 n/a 0.872 0.946 n/a 0.580 0.797 n/a
1.164 1.601 1.399 1.312 1.524 1.434 2.897 1.912 2.417ε* theory
Theory Parameters
Molecule 21 Molecule 22 Molecule23
σ *
λ a
λ r
l *
ε* sim
S
1-1 2-2 1-2 1-1 2-2 1-2 1-1 2-2 1-2
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Figure 3.23: Saturated densities and vapour pressures obtained by direct MD simulation and by using the 
SAFT- γ EoS for completely heteronuclear dimers with different sizes, exponents and energies. The black 
lines represent molecule 21, the red lines are molecule 22 and the purple lines are molecule 23. In all 
cases the curves represent the theoretical predictions and the symbols are the simulation results.  
The results show good agreement between the theory and simulation in all cases. 
 
3.5  Summary 
In this chapter, a mapping has been developed between the parameters of the SAFT-γ 
Mie equation of state and simulation model parameters for a range of homonuclear and 
heteronuclear dimer molecules. In particular a mapping between the simulation bond 
length and theoretical shape factor has been developed as well as between the 
simulation interaction energy and the energy of interaction in the theory. The procedure 
involves the analysis of new simulation data of the vapour-liquid equilibria for a range 
of homonuclear dimers using the SAFT-γ Mie equation of state. The mapping is found 
to be dependent on the repulsive exponent of the dimers and is extended to deal with 
heteronuclear dimers by determining the unlike interaction parameters and the relative 
geometry of the segments. In general the mapping procedure allows one to obtain a 
good representation of the simulated fluid phase equilibria using the SAFT-γ EoS for a 
broad range of heteronuclear dimer models formed from segments with different sizes, 
energies, repulsive exponents and degrees of overlap. 
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In the following chapter, the mapping obtained here is applied to obtain simulation force 
fields for a range of real dimer molecules by using the SAFT-γ Mie equation of state. 
Our mapping methodology will be found to be invaluable in this regard. 
 
 
 
 
 
 
 
 
  
 
 
Chapter 4 
DETERMINATION OF SIMULATION 
FORCE FIELDS FOR REAL 
MOLECULES  
 
4.0 Introduction 
The methodology developed in chapter 3 enables the development of simulation force-
fields for a broad range of fused homonuclear and heteronuclear dimer molecules using 
the SAFT-γ Mie EoS. The approach is adopted in this chapter whereby simulation 
force-field parameters for a number of real molecules are obtained by estimating their 
values using the analytical SAFT-γ Mie equation of state using the techniques 
developed. As stated earlier, such an approach is possible because the SAFT-γ Mie 
equation is based on the SAFT-VR Mie EoS, a highly accurate equation of state that has 
been developed by continuous validation with simulation data and that contains 
parameters that correspond to real molecular features.  
The traditional approaches for the development of simulation force fields (such as used 
in the development of OPLS (Jorgensen  et al., 1984)  or TraPPE (Martin et al., 1998) type 
force-fields) typically involve a continuous comparison of thermodynamic data obtained 
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by molecular simulation with experimental data for a given compound in order to find 
the parameters that best describe the data. This process is very time consuming because 
it is an iterative procedure that involves performing many computer simulations, each 
simulation usually taking many hours, days or even weeks to compute. On the other 
hand, the computation of thermodynamic properties using an analytical equation of state 
is many orders of magnitude faster than using direct molecular simulation and therefore 
allows one to quickly and efficiently explore a large parameter space in order to obtain 
the optimum model for a system. It also enables the optimal parameters to be 
determined for a wide range of thermodynamic state points as many state points can be 
included in the parameter estimation.  
The use of molecular based equations of state in the determination of force field 
parameters for use in the direct molecular simulation of real fluids has been gaining 
popularity with the development of accurate algebraic representations. Such a 
methodology was employed early on by Müller and Gubbins (1995) who used a semi-
empirical representation of the LJ fluid together with dipolar and associative 
contributions combined as an equation of state of the SAFT form to obtain a model for 
water; the adequacy of the approach is limited only by the deteriorating accuracy of the 
theory for low-temperature, high-density states and in the neighbourhood of the critical 
region.  
As was mentioned in the previous chapter, Vrabec and co-workers also pioneered such 
an approach by employing a highly accurate molecular-based equation of state, (Lotfi et 
al.,1992; Stoll et al., 2001, 2003) obtained by correlation to a large data set of simulated 
fluid-phase equilibrium and single-phase properties for molecular models comprising 
two fused LJ spherical segments with an embedded central point dipole (2CLJD) or 
quadrupole (2CLJQ). The two-centre LJ homonuclear models are characterised by four 
adjustable parameters: the size and energy parameters of the LJ segments, the bond 
length or aspect ratio of the molecule, and the value of the dipole or quadrupole 
moment. The empirical equation of state can be used to obtain the “effective” 
parameters of the intermolecular potential for use in simulation that are appropriate for 
an optimal description of the macroscopic fluid-phase behaviour. This approach (Stoll, 
2005) has been the basis of an extensive parameterization of the 2CLJD and 2CLJQ 
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force fields for a wide variety of real fluids (Vrabec et al., 2001;  Stoll et al., 2003; 
Schnabel et al., 2008; Huang et al., 2009; Vrabec et al., 1996; Vrabec et al., 2009; 
Vrabec and Fischer (1996); Huang et al., 2009). The quality of the description with the 
2CLJD and 2CLJQ molecular models generally surpasses that of other atomistically 
detailed force fields so that a high degree of confidence can be placed on the predictions 
of the simulations. The models, however, are limited to describing small organic non-
polar, dipolar or quadrupolar molecules for which the force fields are appropriate 
physical representations. The models have been made compatible with most mainstream 
molecular dynamics codes by replacing the effective central multipoles with the 
appropriate distributed charges (Engin et al., 2011).  
More recently van Westen et al., (2011) used the PC-SAFT equation of state to develop 
simulation force fields for linear alkanes interacting with the Lennard-Jones potential. In 
their work, the tangent, homonuclear models of the PC-SAFT EoS are mapped onto a 
fused model of the n-alkanes by means of a parameter mα (similar to the shape factor 
used in our work) and by using two correction factors that compensate for the 
approximations made in the development of their approach. Their methodology can 
provide a significant time saving compared to a more traditional, purely simulation-
based approach. However, an iterative procedure involving several computer 
simulations is nonetheless required because the correction factors which are introduced 
to couple the theory and simulation are compound specific, and need to be obtained by 
comparison of the calculated and simulated values after each optimization. This is in 
contrast to the current work where global (substance-independent) correlations have 
been developed that define a specific, molecular based relationship between the shape 
factor and the bond length in the theory and in simulation. Furthermore, the underlying 
intermolecular potential model used (Lennard-Jones potential) restricts the applicability 
of the approach to a limited class of substances for which the model is applicable; state 
(temperature) dependent parameters can be introduced to extend the approach to other 
potential forms such as the Mie potential but the dependence has to be obtained with a 
time-consuming semi-empirical procedure.  
Avenda᷈no et al. (2011, 2013) and Lafitte et al. (2012) have used the accurate SAFT-VR 
Mie equation of state in the development of simulation force fields for a range of 
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coarse-grained molecules based on the Mie potential. In a series of papers, they have 
developed models for a range of compounds using including carbon dioxide, carbon 
tetrafluoride (CF6), sulphur hexafluoride (SF4), n-decylbenzene, and long-chain alkanes 
using simple spherical interaction site potentials, tangent dimer models as well as 
tangent chain models. The models developed using the SAFT-VR Mie equation of state 
provide an accurate description of fluid phase equilibria and second derivative 
properties of the substances studied, even for challenging molecules such as the 
fluorinated and aromatic compounds.  
In this chapter, simulation force field parameters for a number of fused homonuclear 
and heteronuclear dimer molecules are obtained using the SAFT-γ Mie EoS. A 
homonuclear dimer model is used to represent oxygen (O2), nitrogen (N2), fluorine (F2) 
chlorine (Cl2), bromine (Br2), iodine (I2), ethane (CH3CH3), ethene (CH2=CH2), 
ethylene (CH=CH), and carbon dioxide (CO2), and a heteronuclear dimer model to 
represent chlorine monofluoride (ClF), fluoromethane (CH3F), propyl benzene and 2, 2, 
2 trifluoroethanol (TFE).  In order to obtain the simulation parameters for these 
molecules, optimal values of the SAFT-γ Mie parameters that describe the experimental 
vapour pressures, saturated liquid densities and (in some cases) single-phase liquid 
densities are obtained with the theory for each of these molecules. These 
thermodynamic properties are chosen because they are closely linked to the Helmhotz 
free energy of the system and are also sensitive to the dispersion interaction model used. 
The vapour pressure also provides a stringent test of the form of the intermolecular 
potential function. This is because while liquid densities are controlled primarily by the 
particle diameter, the vapour pressure is a function of both the depth of the potential 
minimum and the range of the intermolecular interactions (Potoff et al., 2009). It should 
be noted that although these properties are chosen for the parameter estimation, a wide 
range of other thermodynamic properties including second derivative properties such as 
the Joule Thomson coefficient, compressibility, and heat capacity, could also be 
included in the estimation to determine the optimal model. This is a unique advantage of 
using the SAFT-γ Mie EoS because the Mie potential has been shown to accurately 
reproduce the second derivative properties of a variety of compounds. (Lafitte et al., 
2006). Once the SAFT-γ Mie intermolecular parameters are estimated from the 
Force Fields for Real Dimers  137 
 
experimental data the bond lengths and energetic force-field parameters for use in 
simulation can be determined using the methods described in chapter 3.  
The determination of a family of compatible interaction models force field parameters 
in this way allows the use of simple combining rules to determine mixture properties 
(Vrabec et al., 2001). Furthermore, the use of the Mie potential as the underlying 
intermolecular potential enables an excellent representation of the vapour pressures and 
second derivative properties. The models for real molecules developed in this chapter 
are thus expected to provide a better description of vapour pressures and derivative 
properties than models based on the ubiquitous Lennard-Jones potential and to offer a 
comparable level of accuracy to models with additional interaction parameters such as 
the Lennard-Jones plus point dipole (2CLJQ) and quadrupole (2CLJQ) models. This is 
demonstrated in the case of ethane where results obtained from the SAFT- force field 
are compared to results using the TraPPE force field (Martin et al., 1998).    
Having obtained the simulation force fields the saturated liquid densities, vapour 
pressures, critical points and interfacial tensions are determined by direct molecular 
dynamics simulation, in order evaluate the performance of the models. 
The interfacial tension is used as a key property in the evaluation of the model because 
it cannot easily be obtained using theoretical methods without resorting to complex 
approaches such as density functional and square gradient theories. Molecular 
simulation on the other hand, and in particular molecular dynamics simulation, lends 
itself particularly well to determining the interfacial tension because the components of 
the pressure tensor required to calculate the surface tension are obtained naturally 
during the course of the simulation. As has been shown in chapter 3, a straightforward 
application of the relation of Kirkwood and Buff (1949) can be used to determine the 
interfacial tension during the course of a simulation of a film of liquid in coexistence 
with its vapour.  
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4.1 Parameter estimation procedure 
In the parameter estimation procedure, the optimal values of the shape factor S, segment 
size  , energy of interaction   and repulsive r  and attractive a exponents  that best 
describe the experimental saturated liquid densities and vapour pressures are found for 
each of the molecules studied. The attractive exponent is fixed to the London value of 
a = 6 in all cases examined here with the exception of trifluoroethanol. 
The size parameter primarily has the effect of widening the phase envelope, the energy 
parameter primarily of shifting the phase envelope up and down in temperature, the 
shape factor has an effect on both the width and position of the phase envelope, and the 
repulsive exponent changes the position and steepness of the curves. This is illustrated 
in figure 4.1. These considerations are important in the process of determining good 
initial guesses in the parameter estimation procedure and will be discussed further in 
later sections. 
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a)       b) 
  
c)       d) 
 
Figure 4.1: Effect of each of the parameters of the SAFT-γ Mie EoS on the phase envelope of dimers: a)  
the effect of the segment size  on the phase envelope; b) the effect of the shape factor S; c); the energy 
of interaction ; and d) the repulsive exponent r. 
The parameter estimation procedure involves the minimization of the least-squares 
residuals of the experimental and theoretical values of the vapour pressure, saturated 
liquid density, and the single-phase liquid density (in some cases). The objective 
function is given in sections 4.1.1 and 4.1.2 for homonuclear and heteronuclear dimers. 
In all cases, a Levenberg-Marquardt algorithm is used to minimize the objective 
function. The vapour pressure, saturated liquid density, and single phase liquid density 
(when included) are generally given an equal weighting. Parameter estimation is carried 
out using the gPROMs software. 
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4.1.1 Homonuclear dimers 
The four parameters estimated from the SAFT-γ EoS in this case are the shape factor
1 2S S S  , the size of the homonuclear segments, 1 2    , the energy of 
interaction
1, 2,theory theory theory    and the repulsive exponent ,1 ,2r r    r. Initial 
values of the parameters for each compound are obtained by considering reported values 
in the literature for the size and energy parameters and also by manually adjusting the 
parameters to obtain a reasonable preliminary representation of the phase diagram. 
Initially, the parameters for each molecule are estimated from phase equilibria data 
alone. Typically around twenty data points are used in the estmation procedure. The 
objective function in this case is given by: 
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where  NP,sat and  NP,sat  represent the number of data points for the vapour pressure and  
saturated liquid density and the indices i and j allow for the summation over the 
experimental data points. ωl is the weighting factor which enables the adjustment of the 
level of description for each property.  
It was found that different starting values yielded a different optimal set of parameters, 
resulting in a large degeneracy of solutions for the system. This degeneracy indicates 
the presence of a shallow minimum in the objective function. On inclusion of single-
phase density data however (where available), the objective function converged to a 
unique set of parameters. Thus in cases where experimental single-phase liquid density 
was available for a molecule, this was used in the estimation procedure. In this case the 
objective function is represented as: 
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where NP,liq represents the number of data points for the single-phase liquid density and 
the index k allows for the summation over the experimental data points.  
With regards to the setting of bounds for the parameters, literature values were again 
used as a guide in fixing the limits of the size and energy parameters. For the repulsive 
exponent, the lower and upper bounds were set at 8 and 40 respectively in all cases. The 
lower bound of 8 was chosen as it is within the range of values of the softest of 
potentials that can be described with the theory when the attractive exponent is fixed at 
6. The upper bound of 40 was chosen because it represents the upper limit at which the 
empirical correlation developed in chapter 3 can be reasonably extrapolated. As stated 
in chapter 3, the lower and upper bounds for the shape factor are 0.5 and 1 respectively 
as these values represent fully fused and tangential dimers respectively. 
 
4.1.2 Heteronuclear Dimers 
The models developed with the SAFT-γ EoS (or other molecular-based approach) must 
be applied with caution to real molecules and an assessment that the interactions are 
physically reasonable mush be made. In this work, this is particularly important in the 
development of force-fields for heteronuclear dimers. 
Within the SAFT-γ approach, the shape factors of the segments in a dimer are 
constrained by the bounds imposed in the parameter estimation procedure. Thus in a 
heteronuclear dimer, the shape factors of the two segments can take any value between 
0.5 and 1. The two shape factors are therefore artificially uncoupled to each other. This 
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means that one segment could in theory take a value of 1 while the other takes a value 
less than one. As the shape factor represents the degree of overlap between segments, 
the physical result of this is that one segment is in a “tangential” configuration while the 
other segment is “fused” as demonstrated in the diagram below: 
     
Figure 4.2: Schematic of the unphysical models generated by an unconstrained parameter estimation with 
the SAFT-γ EoS. 
This is clearly an unphysical situation. In order to prevent this, the values of the shape 
factor in the theory need to be constrained to physically reasonable values. This can be 
done by considering the geometry of the dimers. Firstly, for two fused dimer segments, 
the shape factor of the larger segment 1  must be larger than the shape factor of the 
smaller segment 2 . This is because the shape factor represents the contribution that a 
segment makes to the properties of the whole molecule, so if a segment is larger, it is 
expected to contribute a greater amount to the molecular properties. Furthermore, for 2 
segments of size 1 2   the reduced bond length of segment 1 
*
1 1( / )l a   is related to 
the reduced bond length of segment 2 *2 2( / )l b  by the size ratio of the segments 
2 1( / )   via the following relation: 
 
2
* *22
1 2
1
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
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     (4.3) 
The values for a and b are given by equations 3.27 and 3.28. The derivation of this 
equation can be found in the appendix E. The mathematical relationship developed in 
chapter 3 between the shape factor and the bond length for each segment can be 
included in the parameter estimation algorithm in order to constrain the values that S2 
can take for a given S1. The relationship between S1 and S2 is therefore of the form: 
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It is worth noting that in a heteronuclear dimer this means that only one shape factor in 
a dimer is a “free” parameter in the estimation procedure, introducing the necessary 
couple between the two parameters which together define the degree of overlap of the 
two segments. 
In terms of the actual estimation of parameters for heteronuclear dimers, several 
approaches can be adopted. In a true group contribution approach, the parameters of 
each segment in the dimer would be estimated separately from pure component data of 
compounds which contain the segments individually. Unlike interaction parameters 
between the segments would then be obtained from pure component data of the 
heteronuclear dimer. This idea can be illustrated in the case of chloro monofluoride ClF, 
where the parameters for the chloride “Cl” group would be obtained from the properties 
of pure chlorine Cl2, the parameters for the fluoride “F” group from the properties for 
pure fluorine F2, and the unlike energy of interaction estimated from the properties of 
pure ClF. A schematic diagram of this is shown in figure 4.3. 
 
Figure 4.3: Illustration of the combining mechanism for fused heteronuclear dimers. 
In group contribution approaches, however, the parameters of a segment are typically 
obtained from a large set of experimental data for a range of compounds and therefore 
represent average values over all the compounds. For example group contribution 
parameters for the CH3 group are usually obtained from the entire homologous series of 
the alkanes. In cases where the segment parameters are determined from a single pure 
fluid, they are understandably less transferable than the parameters are specifically 
optimised for one molecule. As different pure component fluids are the subject of study 
in our current work, there is therefore limited scope for adopting a generic group 
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contribution methodology. Furthermore, the shape factor parameter is not a unique 
property of a segment but depends on the other segment(s) to which it is bonded. As a 
consequence it cannot typically be transferred freely from one molecule to another, 
particularly if the two moeities of the dimer give rise to a high degree of polarity.  
In light of this, two approaches are assessed in the estimation of parameters. In the first 
approach, the size, energy, and repulsive exponents ( , ,i i r,i     ) of each segment are 
estimated for the “pure segment” (homonuclear) molecule and directly transferred to the 
“mixed segment” (heteronuclear) molecule. The shape factor parameter S1, unlike 
energy parameter
ij , and the unlike repulsive exponent r,ij  are estimated from the 
“mixed segment” fluid. As stated earlier, the value of S2 is calculated from S1 using 
equation 4.4. As a result there are 3 parameters ( 1, ,ij r,ijS   and   ) to estimate from the 
experimental fluid phase equilibrium data of the heteronuclear molecule. In the second 
approach, only the size parameters of each segment 1 2(  and )   are estimated for the 
“pure segment” molecule and transferred to the mixed segment (heteronuclear) 
molecule. The other 6 parameters 1 2 1 2 1( , , , , ,  and )ijS      are estimated from the 
experimental data of the heteronuclear dimer. The unlike repulsive exponent
r,ij  is 
obtained using the combining rule given by equation 3.62; the justification for this is 
that the size parameter of a segment (which is closely related to the van der Waals 
radius) is the only parameter whose value is fairly independent of the segment to which 
it is joined, while the energy and repulsive exponents are expected to be influenced by 
the environment of the segment. 
It is worth noting that though six parameters are estimated in the second approach, these 
parameters have a limited scope to influence the width of the fluid-phase envelope 
(compared to the homonuclear case where four parameters are estimated) because as 
stated earlier, the size of the segments primarily controls the extent of coexistence.  
The objective function for the heteronuclear dimer estimation is given as:  
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where 
1, ,ij r,ijS   and  R  in the first approach and 1 2 1 2 1, , , , ,  and ijS    R in the 
second approach. As for the homonuclear dimers, the repulsive exponent is allowed to 
take values between 8 and 40. In the case of the shape factor, however, the lower bound 
S1 of the larger segment is obtained by finding the value that corresponds to a shape 
factor of 0.5 (or * 0l  ) of segment 2 as determined from equation 4.4. For dimers with 
a large size ratio, this severely restricts the range of values that S1 can take. 
For both the homonuclear and heteronuclear dimers, the parameter estimation is carried 
out on experimental fluid-phase data from the triple point of the pure compound to 90% 
of the critical point. In the evaluation of the performance of a given model, the 
percentage absolute average deviation (%AAD) is used: 
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    (4.6) 
where expZN is the number of data points used in the evaluation of a property, 
exp
iZ is the 
experimental property, and SAFTiZ is the corresponding property calculated using the 
SAFT-γ Mie EoS. 
 
4.2 From the Theoretical Parameters to the Simulation 
Force Field 
Having determined values of the molecular parameters characterizing the models within 
the theoretical framework that provide an optimal representation of the experimental 
data, the SAFT- Mie model can then be converted into an equivalent force field for use 
in molecular simulation. In line with the methodology developed in chapter 3, the size 
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parameter and both the attractive and repulsive exponents are transferred directly 
without modification from the SAFT-γ Mie model to the simulation force field. In cases 
where the unlike repulsive exponent is estimated from experimental data (rather than 
being calculated using combining rules) the theoretical value is also transferred without 
alteration to the simulation force field. The shape factor and energetic parameters are 
converted into the equivalent simulation force-field parameters using equations 3.58 and 
3.60, respectively, and the unlike energy parameter is approximated using equation 
3.63. 
The determination of the optimal force field for a molecule therefore involves a two 
stage process, the first involving the estimation of the optimal parameters from the 
appropriate experimental data using the SAFT-γ Mie EoS, and the second converting 
them into an equivalent simulation force field using the mapping developed in chapter 
3. The magnitude of the errors introduced at both stages needs to be considered in the 
development of the force field. As will be demonstrated, the SAFT-γ equation of state is 
able to provide an excellent representation of the experimental data, often with %AADs 
of less than 1% for both the saturated liquid densities and vapour pressure. However, as 
can be seen from table 3.1 in chapter 3, the deviations associated with the mapping 
procedure are also generally below 1% for the liquid densities, but can take values of up 
to 12% for the vapour pressures. These high values of the %AAD for the vapour 
pressure is likely due to the higher error in the simulation data at low densities of the 
gas phase at low temperatures. Nonetheless,  a consideration of both factors is necessary 
in the selection of the best model for a given molecule.  
Having obtained the simulation force-field parameters, the vapour pressure, saturated 
liquid densities and interfacial tensions for each of the models are obtained by means of 
direct molecular simulation of the vapour-liquid equilibrium for a range of temperatures 
from the triple point to 90% of the critical point. The ability of the molecular parameters 
to represent the data is again assessed by means of the corresponding %AAD: 
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Force Fields for Real Dimers  147 
 
where expZN is the number of data points used in the evaluation of a property, 
exp.
iZ is the 
experimental property, and simulation
iZ is the corresponding property obtained by 
molecular dynamics simulation. 
The force-field parameters for the molecules studied are now assessed in some detail. 
The vapour pressures, saturated liquid and vapour densities, and interfacial tensions are 
examined in all cases. The simulation methodology is identical to that presented for the 
model dimers outlined in section 3.21, and critical temperatures, pressures, and densities 
calculated using the scaling laws presented in section 3.22.  
 
4.3 Atomistic Models of Real Molecules 
Numerous models have been developed for the class of simple diatomic molecules such 
as nitrogen, oxygen, and the halogens. These include those presented by Fischer et al, 
(1984), Bohn et al, (1986), Lago et al. (1997), Yang et al. (2000), and Vrabec et al. 
(2001). The simple molecules studied in this section are used as a proof of concept of 
the methodology developed for the determination of force fields for dimer molecules, 
including N2, O2, F2, Cl2, Br2, I2 and ClF. 
 
4.3.1 Bond length 
In the determination of force field parameters for real molecules, the determination of 
the bond length of the model is a key issue. Experimental spectroscopic data can give 
information on the distance between the atomic nuclei of a molecule and this can be 
used as an indication of the bond length. Two approaches can be adopted for the 
estimation of optimal parameters for a molecule: a force field can be developed to 
provide the best description of the experimental data without consideration of the bond 
length, or it can be developed with the parameters constrained to ensure that the bond 
length between segments is equal to the experimental bond length. The benefit of the 
model with the spectroscopic bond length is that it is a more precise physical 
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representation of the real molecule. Furthermore it might be more important in the 
evaluation of properties which depend on the bond length of the molecule, including 
transport properties such as the viscosity or the diffusion coefficient. However, in cases 
where the force-field is to be used in the evaluation of a specific thermodynamic 
property such as the liquid density or vapour pressure, the most appropriate model may 
not correspond to a bond length which matches the spectroscopic value. In this section, 
both types of models are developed for each of the homonuclear dimers studied and 
their performances are assessed. The model in which the bond length is unconstrained is 
henceforth referred to as the “Unconstrained Bond Length Model” and the model with 
the constrained bond length is referred to as the “Spectroscopic Bond Length Model”. 
 
4.3.2 Nitrogen and Oxygen 
The optimal models for nitrogen N2 and oxygen O2 are obtained using the methodology 
described earlier. The parameter table for both compounds obtained using the SAFT-γ 
Mie EoS is presented in table 4.1 along with the equivalent simulation parameters.  
 
Table 4.1: Parameter table of the optimal N2 and O2 models. σ is the segment diameter, λr is the Mie 
repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the shape 
factor, εsimulation is the energy of interaction for the corresponding force field, l* is the reduced bond length 
and L is the actual bond length of the dimer. 
 
Parameter
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
σ / Å 3.18 3.29 3.05 3.02
λ r 9.72 10.95 9.68 9.40
(ε theory /k )/K 71.9 81.9 90.7 87.2
S 0.7062 0.6468 0.6626 0.6815
(ε simulation /k )/K 36.2 34.7 40.2 40.9
l* 0.4382 0.3379 0.3700 0.4012
L/ Å 1.39 1.11 1.13 1.21
N2 O2
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As can be seen from the table, the estimated repulsive exponents for both oxygen and 
nitrogen are both below the Lennard-Jones value of 12. The models are also 
representative of highly fused molecules, with reduced bond lengths l*<0.44. The fluid-
phase equilibria and vapour-liquid interfacial tensions calculated using the optimal 
models are given in figure 4.4, and the %AADs of both models with respect to the 
experimental data are reported in table 4.2.  
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Figure 4.4: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the models 
for O2 and N2 obtained by MD simulation and the SAFT-γ Mie EoS. The key to the symbols is as follows: 
solid line: experimental data; blue dotted line: unconstrained bond length model obtained using the 
SAFT- γ Mie EoS; red dotted line: spectroscopic bond length model obtained using the SAFT- γ Mie 
EoS; blue circles: MD simulation of the unconstrained bond length model; red crosses: MD simulation of 
the unconstrained bond length model; black symbols: Critical point of the simulation data. The dotted 
lines obtained using the SAFT- γ Mie EoS are hardly visible as they are overlaid by the experimental data 
points. Experimental data for O2 and N2 are found from the NIST Chemistry WebBook (Lemmon et al.). 
 
  
Table 4.2: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the O2 and N2 
models from the experimental data. The SAFT-γ Mie values are determined from equation 4.6 and the 
simulation values from equation 4.7.  N2 single phase liquid densities are calculated at 100, 500 and 1000 
MPa; O2 single phase liquid densities are calculated at 10, 30 and 60 MPa. 
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
SAFT-γ Mie P vap 0.47 0.06 0.20 0.23
ρ sat 0.17 0.41 0.55 0.44
ρ liq den 0.40 1.29 0.32 0.37
Simulation P vap 7.69 6.36 5.33 3.85
ρ sat 0.79 0.75 0.64 0.68
IFT 12.44 8.75 16.49 15.86
% AAD
N2 O2
Force Fields for Real Dimers  151 
 
As can be seen from figure 4.4 and table 4.2, an excellent representation of the vapour 
pressures, saturated vapour-liquid densities, and single-phase liquid densities is obtained 
using the theory. In the theoretical models, there is no tangible difference between the 
unconstrained model, and the model in which the spectroscopic bond length is retained, 
although the %AAD of the single phase liquid density is marginally higher in the case 
of N2. 
For the simulation force fields, an excellent representation of the liquid densities is also 
obtained, with %AADs < 0.8% in all cases. The models with bond lengths contrained to 
their spectroscopic values marginally outperform the uncontrained models in the case of 
the vapour pressures and interfacial tensions, although the difference is within the 
experimental uncertainty of the data. The representation of the liquid densities is 
slightly better for the unconstrained models. The interfacial tensions are slightly higher 
than the experimental values in all cases, which is likely to be due to the slight 
overprediction of the critical point in all cases. There is a near constant overestimation 
of the interfacial tensions by ~ 0.5 to 0.75 mN/m for N2 and by ~ 1.5 mN/m for O2 
which results in significant errors for the high temperature states where the interfacial 
tension is very low. 
 
4.3.3 Halogens 
The parameters for the models of the halogens (F2, Cl2, Br2, I2) obtained using the 
SAFT-γ Mie EoS are presented in table 4.3 along with the corresponding simulation 
force fields.  
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Table 4.3a & b: Parameter table of the optimal F2, Cl2, Br2 and I2 models. σ is the segment diameter, λr is 
the Mie repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the 
shape factor, εsimulation is the energy of interaction for the corresponding force field, l* is the reduced bond 
length and L is the actual bond length of the dimer. 
As was found for N2 and O2, the estimated repulsive exponents for all the halogens are 
found to be below the Lennard-Jones value of r = 12. The models are less fused than 
those for N2 and O2, with reduced bond lengths l* of between 0.38 and 0.7. An 
interesting discovery is made in the case of Cl2 that the unconstrained model has the 
same (within the tolerance of the estimation procedure) bond length as the spectroscopic 
model of 1.99 Å. The fluid phase equilibria and interfacial tensions determined with 
these models of the halogens are shown in figures 4.5, and the %AADs with respect to 
the experimental data are given in table 4.4.  
Cl2
Parameter
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
and spectroscopic 
bond Length 
Model
σ / Å 2.93 2.82 3.37
λ r 11.04 10.01 10.74
(ε theory /k )/K 92.6 81.7 241.6
S 0.6729 0.7488 0.8043
(ε simulation /k )/K 41.9 46.3 158.3
l* 0.3794 0.5036 0.5905
L/ Å 1.11 1.42 1.99
F2
Parameter
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
σ / Å 3.49 3.52 3.80 3.72
λ r 9.86 10.04 10.84 10.19
(ε theory /k )/K 311.2 319.7 469.3 437.0
S 0.8572 0.8361 0.8280 0.8740
(ε simulation /k )/K 230.8 225.8 326.0 337.3
l* 0.6870 0.6483 0.6306 0.7171
L/ Å 2.39 2.28 2.40 2.67
Br2 I2
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Figure 4.5: Saturated vapour/liquid densities , vapour pressure Psat, and interfacial tension  of the 
models for F2, Cl2 Br2 and I2 obtained by MD simulation and the SAFT-γ Mie EoS. The key to the 
symbols is as follows: solid line: experimental data; blue dotted line: unconstrained bond length model 
obtained using the SAFT- γ Mie EoS; red dotted line: spectroscopic bond length model obtained using the 
SAFT- γ Mie EoS; blue circles: MD simulation of the unconstrained bond length model; red crosses:  MD 
simulation of the unconstrained bond length model; black symbols: Critical point of the simulation data. 
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The dotted lines obtained using the SAFT- γ Mie EoS are hardly visible as they are overlaid by the 
experimental data points.Experimental data for Cl2, Br2 and I2 are obtained from Liessmann et al., (1995), 
Knietsch (1980), Reid and Prausnitz (1987), Simmrock et al., (1986), Wagenbreth (1968), and Riedel 
(1977). 
 
 
Table 4.4a & b: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase 
liquid densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the F2, 
Cl2, Br2 and I2 models from the experimental data. The SAFT-γ Mie values are determined from equation 
4.6 and the simulation values from equation 4.7.  F2 single phase liquid densities are calculated at 10, 15 
and 20 MPa. Cl2 single phase liquid densities are calculated at 2, 6 and 10 MPa. 
 
Cl2
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
and spectroscopic 
bond Length 
Model
SAFT-γ Mie P vap 0.57 0.11 0.16
ρ sat 0.83 0.26 0.24
ρ liq den 0.43 0.62 0.33
Simulation P vap 2.87 6.27 2.98
ρ sat 0.89 1.08 1.82
IFT 10.60 10.60 8.78
% AAD
F2
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
SAFT-γ Mie P vap 3.32 3.37 2.50 2.32
ρ sat 0.48 0.69 0.37 0.76
ρ liq den 
Simulation P vap 8.70 11.38 9.91 15.63
ρ sat 0.67 0.68 0.79 0.81
IFT 9.83 9.63 60.93 49.30
I2Br2
% AAD
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As can be seen from the figures and the values of the %AADs, excellent results for the 
saturated liquid densities are obtained for the models using both from the theory and the 
simulation. The theoretical model also gives an excellent representation of the single-
phase liquid densities (where examined for F2 and Cl2). A good representation of the 
vapour pressures is also obtained with the theory in the case of F2 and Cl2 while that for 
Br2 and I2 is slightly worse. As far as the simulated force fields are concerned, the 
uncontrained models are seen to outperform the models with the spectroscopic values of 
the bond length for the vapour pressure, and provide a similar level of accuracy with 
respect to the interfacial tension. This is expected as the models with the spectroscopic 
bond lengths have an additional constraint imposed on them compared the the 
unconstrained models. As mentioned earlier, the relatively high values of the vapour 
pressures obtained by MD simulation can be largely attributed to the very low densities 
of the vapour phase at low temperatures. In the case of I2, a large deviation of the 
interfacial tension from the experimental values is obtained which is rather surprising. 
The quality of the experimental data may be a contributing factor to this discrepancy as 
the experimental values from different sources vary, and in general the quality of the 
data obtained for Br2 and I2 is more uncertain than for the other molecules studied.  
4.3.4 Chlorine Monofluoride (heteronuclear atomistic dimer) 
In the case of chorine monofluoride ClF, the parameter estimation is carried out using 
the methodology outlined in section 4.1.2. The size parameters 1  and 2  of Cl and F 
are obtained from the segment parameters of the unconstrained bond-length models of 
Cl2 and F2 given in table 4.3. However, as discussed previously, the width of the ClF 
phase envelope is primarily determined by the sizes of the Cl and F segments. On 
transfering these size parameters into a model for ClF calculations with the SAFT-γ Mie 
equation of state lead one to conclude that the values for 1  and 2  obtained from the 
homonuclear models of Cl2 and F2 are too large to enable a good representation of the 
phase diagram. This problem is made more acute in the case of heteronuclear dimers 
because the shape factor has a limited scope to influence the phase envelope as it is 
constrained by the geometric relation given by equation 4.4. 
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In order to circumvent this issue, the values of the size parameters of Cl and F are 
allowed to vary within 10% of the homonuclear values given in table 4.3. This is a 
reasonable approximation because the size parameters for the unconstrained and the 
spectroscopic bond length models of the various homonuclear molecules studied can be 
seen to vary by as much as 10% of each other. The parameters estimated from the pure 
ClF data using the second approach of section 4.1.2 are therefore
, , ,10%, 10%, , , , , ,  and Cl Homonuclear F Homonuclear Cl F Cl F Cl Cl FS         . 
The parameter table for the optimal model is presented in table 4.5.  
 
Table 4.5: Parameter table of the optimal ClF model. σ is the segment diameter, λr is the Mie repulsive 
exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the shape factor and 
εsimulation is the energy of interaction for the corresponding simulation force field. l* is the reduced bond 
length and L the actual bond length of the equivalent homonuclear chlorine dimer, homonuclear fluorine 
dimer and the heteronuclear ClF dimer respectively in the table.. 
In the case of ClF experimental data for the single phase densities are (to our 
knowledge) unavailable and so only saturated vapour-liquid equilibrium properties are 
used in the parameter estimation. This resulted in a certain degree of degeneracy in the 
model parameters for the ClF molecule. Some of the models obtained with the 
parameter estimation procedure for different initial values of the parameters are given in 
table 4.6. Model 5 is selected as the optimal force field because it has one of the lowest 
overall %AADs of all the models and because its parameter values are within the range 
of those examined in section 3.4 to develop the mapping procedure. In order to 
Parameter Cl F
Unlike 
Parameters
σ / Å 3.03 2.64 2.84
λ r 8.75 9.99 9.34
(ε theory /k )/K 186.8 151.3 136.9
S 0.8724 0.8068
(ε simulation /k )/K 142.9 99.5 96.4
l* 0.7193 0.6019 0.6647
L/ Å 2.18 1.59 1.89
ClF
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determine whether this solution is in fact the global optimum, a more detailed analysis 
involving contour plots with a range of starting values will be necessary. This could be a 
subject of future work. For the purposes of this work however, the results obtained 
using our methodology are of suitable accuracy. 
 
 
 
Model 1 2 3 4 5 6 7 8 9 10 
σCl 3.03 3.03 3.34 3.03 3.03 3.03 3.06 3.03 3.18 3.35 
λr,Cl 9.6 9.2 13.2 9.0 8.8 9.2 8.0 9.5 8.0 8.0 
εCl 161.6 234.1 310.9 209.6 186.8 235.1 211.5 184.1 229.4 238.9 
SCl 0.872 0.830 0.789 0.868 0.872 0.854 0.845 0.871 0.780 0.816 
σF 2.64 2.74 2.79 2.64 2.64 2.68 2.67 2.64 2.80 2.64 
λr,F 8.0 8.0 10.6 8.0 10.0 8.1 9.5 8.0 17.5 25.2 
εF 246.3 238.3 263.5 210.5 151.3 182.4 262.0 211.6 278.7 484.5 
εCl,F 108.4 70.0 112.8 85.4 136.9 86.5 70.0 107.3 118.0 70.0 
AAD Psat 0.55 0.53 2.95 0.50 0.41 0.44 0.56 0.42 0.88 0.80 
AAD ρsat 1.40 1.52 2.06 1.30 1.50 1.43 1.45 1.36 1.70 1.39 
 
Table 4.6: Different models for the ClF molecule obtained using the SAFT-γ Mie EoS. σ is the segment 
diameter, λr is the Mie repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ 
Mie EoS, S is the shape factor, εsimulation is the energy of interaction for the corresponding force field, l* is 
the reduced bond length and L is the actual bond length of the dimer. 
 
The fluid-phase equilibria and interfacial tensions calculated using the selected model 
(Model 5) for ClF is shown in figure 4.6, and the corresponding %AADs of the 
theoretical and simulated properties with respect to the experimental data is given in 
table 4.7. 
Force Fields for Real Dimers  158 
 
 
 
 
 
Force Fields for Real Dimers  159 
 
Figure 4.6: Saturated vapour/liquid densities , vapour pressure Psat, and interfacial tension  of the 
optimal model for ClF obtained by MD simulation and the SAFT-γ Mie EoS. The key to the symbols is as 
follows: solid line: experimental data; blue dotted line: optimal model obtained using the SAFT- γ Mie 
EoS; blue circles: MD simulation of the optimal model; black symbols: Critical point of the simulation 
data. Experimental data for ClF was obtained from the NIST Chemistry WebBook (Lemmon et al.). 
 
Table 4.7: %AAD of the thermodynamic properties (vapour pressures and saturated densities) obtained 
with the SAFT- Mie approach and by direct molecular simulation of the optimal ClF model from the 
experimental data. The SAFT-γ Mie values are determined from equation 4.6 and the simulation values 
from equation 4.7.   
 
As can be seen from the figures and the corresponding values of the %AADs, a good 
representation of the vapour pressure and the saturated liquid density is obtained both 
with the theory and the simulation, though the accuracy in the description of the 
saturated liquid density is not as good as that obtained with the other homonuclear 
molecules studied. This could be due to the constraint on the segment sizes imposed in 
the parameter estimation. In the case of the interfacial tensions, experimental data for 
ClF are not available so a direct comparison is not possible; one would expect that the 
predicted values overestimate the true interfacial tension due to the overprediction of the 
critical point of the model. In order to obtain a more accurate prediction, the unlike 
energy parameter εij could be rescaled to give the correct critical point and the 
interfacial tension then recalculated using this corrected εij (Avenda ᷈no et al., 2011). 
This concludes the section on real atomistic models of molecules. United atom models 
are assessed in the following section. 
 
 
 
SAFT-γ Mie P vap 0.41
ρ sat 1.50
Simulation P vap 9.58
ρ sat 2.78
%AAD
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4.4 United Atom Models 
A united atom (UA) model is a term generally reserved for the modelling of molecules 
that contain carbon atoms whereby a carbon atom and its adjoining (commonly 
hydrogen) atoms are lumped into a single interaction site. In this sense UA models 
represent a first level of molecular coarse graining. A number of such models have been 
developed, and some of the most widely used include the optimized potentials for liquid 
simulation (OPLS) (Jorgensen et al., 1984), the NERD potential (Nath et al., 1998), and 
the transferable potentials for phase equilibria (TraPPe) (Martin et al., 1998).  These 
models all involve the use of Lennard-Jones sites to represent the non-bonded 
interactions between united-atom groups on different molecules (or on the same 
molecule if the groups are separated by more than three atoms). The force fields differ 
in the way in which they define the interaction parameters used to represent the pseudo-
atoms: for example, in the TraPPE model the CH3 interaction parameters are considered 
as universal, independent of their neighbours, while in the OPLS model they are unique 
parameters depending on the molecule. The potential parameters are adjusted to provide 
the optimal description of different sets of experimental data, and as thus are suited for 
use for specific properties: for example, the NERD potential was parameterised to 
represent orthobaric and experimental liquid densities and experimental virial 
coefficients, while the OPLS model was parameterized to represent liquid densities and 
heats of vaporization for short alkanes at atmospheric pressure. With the exception of 
the work of Potoff et al., (2007) and of Errington and Panagiotopoulos (1999), the 
majority of the united-atom models in use are based on the Lennard-Jones potential. As 
such they are less accurate in describing the vapour pressures and second derivative 
properties of the molecules under study compared to models based on the Mie potential. 
This presents a serious drawback of these force fields.  
In this section, united atom force fields for a number of molecules are developed based 
on the Mie potential using the SAFT-γ Mie EoS. The molecules studied in this section 
are ethane, ethene, ethyne, perfluoroethane and fluoromethane. 
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4.4.1 Bond Length 
As for the atomistic models described in section 4.4, two models are obtained for the 
homonuclear dimers modelled in this section. In one case, a model is obtained that best 
describes the saturated vapour-liquid equilibrium properties and single-phase liquid 
densities of the molecules without consideration of the bond length between the 
segments. In the second, the distance between segments is constrained to the 
spectroscopic bond length. In the case of UA models, however, the definition of the 
experimental bond length is less clear-cut than for the atomistic models. In the united 
atom force fields commonly used in the literature such as TraPPE and OPLS, the bond 
length is usually taken as that corresponding to the distance between the two carbon 
atoms in the molecule as this roughly corresponds to the centre of mass of each 
segment. This approximation is justified in the case of the alkanes, alkenes, and alkynes 
where the mass of the hydrogen atoms is small compared to that of the carbon atoms. In 
the case of C2F6 however, this definition is less appropriate because the fluorine atoms 
contribute significantly to the mass of the segment and therefore offset the centre of 
mass away from the carbon atom. The two models are compared in all cases in order to 
determine the effect of constraining the bond length on the description of the 
thermodynamic properties. 
 
4.4.2 Ethane, Ethene, and Ethyne 
The parameters for the optimal models of ethane, ethene, and ethyne estimated using the 
SAFT-γ Mie EoS are presented in table 4.8 along with the mapped simulation force-
field parameters. The TraPPE force-field parameters for ethane and ethene are also 
reported for comparison. 
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Table 4.8: Parameter table of the optimal models for ethane, ethene and ethyne. σ is the segment diameter, 
λr is the Mie repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S 
is the shape factor, εsimulation is the energy of interaction for the corresponding force field, l* is the reduced 
bond length and L is the actual bond length of the dimer. 
It is interesting to see that the optimal repulsive exponents for ethyne are significantly 
above the Lennard-Jones value of r = 12, particularly for the model with the C-C bond 
length constrained to the spectrocopic value. This is likely due to the π bonds between 
the carbon atoms resulting in the need for a steeper repulsive exponent. In the case of 
ethane and ethene, the force-field parameters of the models with the spectroscopic C-C 
bond lengths are similar to the values of the TraPPE model except for a slightly higher 
value of the repulsive exponent and energy of interaction with our models. For all three 
molecules the unconstrained model has a longer bond length L and smaller   than that 
of the spectroscopic bond length model, resulting in molecules that are “longer and 
thinner”.  
The fluid-phase equilibria and interfacial tensions calculated with these models is 
shown in figure 4.7, and the %AADs obtained by theory and simulation with respect to 
the experimental data are given in table 4.9. 
 
 
Parameter
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
TraPPE 
Force 
Field
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
TraPPE 
Force 
Field
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
σ / Å 3.60 3.77 3.75 3.39 3.71 3.68 3.09 3.61
λ r 11.09 12.71 12.00 10.30 13.60 12.00 15.48 24.72
(ε theory /k )/K 184.3 212.6 198.9 155.6 207.3 188.5 208.2 292.7
S 0.7833 0.6960 0.6959 0.8377 0.6660 0.6657 0.9530 0.6739
(ε simulation /k )/K 114.7 105.0 98.0 110.4 93.9 85.0 193.0 138.5
l* 0.5540 0.4088 0.4107 0.6501 0.3584 0.3614 0.8796 0.3355
L/ Å 2.00 1.54 1.54 2.20 1.33 1.33 2.72 1.21
C2H6 C2H4 C2H2
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Figure 4.7: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the models 
for ethane, ethene and ethyne obtained by MD simulation and the SAFT-γ Mie EoS. The solid black 
curve represents experimental data, the blue and red dashed curves represent results obtained using the 
SAFT- γ Mie EoS for the unconstrained and spectroscopic bond length models respectively, and the blue 
and red symbols are simulation results for the respective models. The green triangles are results obtained 
by MD simulation using the TraPPe force-field for ethane. Experimental data for ethane and ethene are 
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found from the NIST Chemistry WebBook (Lemmon et al.,) and for ethyne from Liessmann et al., 
(1995), Mathias (1909), and Vargaftik (1972). 
 
Table 4.9: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the ethane, 
ethene and ethyne models from the experimental data. The SAFT-γ Mie values are determined from 
equation 4.6 and the simulation values from equation 4.7.  Ethane single phase liquid densities are 
calculated at 10, 20 and 50 MPa. Ethene single phase liquid densities are calculated at 20, 100 and 200 
MPa. Ethyne single phase liquid density is calculated at 0.1 MPa. 
 
As can be seen from the figures and the values of the %AADs, a very good 
representation of experimental data is obtained using the SAFT-γ Mie equation of state 
for ethane and ethene. This is also true for ethyne in the case of a model with an 
unconstrained bond length, but when the bond length is fixed to the spectroscopic value, 
a %AAD between the theory and experiment of nearly 4% is obtained for the saturated 
liquid density.  
The simulated values of the saturated liquid densities are in excellent agreement with 
experiment for all models except for the ethyne model with the spectroscopic bond 
length. Vapour pressures calculated using the unconstrained models are considerably 
better than those calculated with the spectroscopic bond lengths models for ethane and 
ethene. By contrast, the interfacial tension is predicted better for models with the 
experimental bond length.  
The description of the vapour presure obtained for our models of ethane and ethane is 
significantly better than with the TraPPE force field. However, the TraPPE force field 
provides a better representation of the interfacial tensions for both ethane and ethene. 
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
TraPPE 
Force 
Field
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
TraPPE 
Force 
Field
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
SAFT-γ Mie P vap 0.44 0.19 - 0.43 0.68 - 2.22 1.89
ρ sat 0.78 1.03 - 0.46 1.65 - 0.88 3.97
ρ liq den 0.63 0.66 - 0.72 1.99 - 0.53 3.11
Simulation P vap 6.08 11.34 43.26 5.15 12.20 18.38 6.95 6.70
ρ sat 0.85 0.55 1.18 1.13 0.94 0.81 0.92 3.71
IFT 13.03 5.18 3.15 21.02 11.47 6.84 13.21 6.06
%AAD
C2H2C2H6 C2H4
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Results for the saturated liquid densities are comparable with both force fields, though 
the prediction of the density with our constrained bond-length model is marginally 
better than for the TraPPE force field. These results might indicate that a model which 
accurately captures the vapour pressure and liquid density is not as appropriate for the 
interfacial tension. It should be noted however that the parameters of ethane and ethene 
developed here are optimised to the single-phase liquid density as well as the fluid-
phase equilibria and this might account for the slightly poorer predictions of the 
interfacial tension. As mentioned previously, the interfactial tension cannot be included 
in the optimization procedure because interfacial tensions cannot be computed easily 
using theoretical methods methods without resorting to complex approaches such as 
density functional and square gradient theories. 
 
4.4.3 Perfluoroethane 
The parameters for the models of perfluoroethane obtained using the SAFT-γ Mie EoS 
are presented in table 4.10 along with the corresponding simulation force-field 
parameters.  
 
Table 4.10: Parameter table of the optimal Perfluoroethane models. σ is the segment diameter, λr is the 
Mie repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the 
shape factor, εsimulation is the energy of interaction for the corresponding force field, l* is the reduced bond 
length and L is the actual bond length of the dimer. 
Parameter
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
σ / Å 4.22 4.48
λ r 22.17 26.77
(ε theory /k )/K 256.0 287.4
S 0.7817 0.6835
(ε simulation /k )/K 162.1 140.0
l* 0.5182 0.3443
L/ Å 2.19 1.54
C2F6
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In the case of perfluoroethane, the repulsive exponents of both the spectroscopic bond 
length and unconstrained models are considerably larger than the Lennard-Jones value 
of r = 12. This result is expected because as demonstrated in the work of Potoff et al., 
(2009), a steep repulsive exponent is required to accurately capture both the liquid 
density and vapour pressure of fluorinated compounds. As with ethane, ethene and 
ethyne, the optimal model for C2F6 is one which is “longer” and “thinner” than the 
experimental bond length would suggest. As mentioned in section 4.5.1., the 
experimental bond length in united-atom models of perfluorinated compounds is not 
well defined due to the significant contribution of the fluorine atoms to the molecular 
mass. In this instance therefore the model with an unconstrained bond length is likely to 
be a more physical representation of the perfluoroethane molecule. 
The fluid phase equilibria and interfacial tensions calculated using both models of C2F6 
are shown in figure 4.8, and the corresponding %AADs are given in table 4.11. 
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Figure 4.8: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the optimal 
models for perfluoroethane obtained by MD simulation and the SAFT-γ Mie EoS. The key to the symbols 
is as follows: solid line: experimental data; blue dotted line: unconstrained bond length model obtained 
using the SAFT- γ Mie EoS; red dotted line: spectroscopic bond length model obtained using the SAFT- γ 
Mie EoS; blue circles: MD simulation of the unconstrained bond length model; red crosses: MD 
simulation of the unconstrained bond length model; black symbols: Critical point of the simulation data. 
Experimental data for Perfluoroethane was obtained from the NIST Chemistry WebBook (Lemmon et 
al.). 
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Table 4.11: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the 
perfluoroethane models from the experimental data. The SAFT-γ Mie values are determined from 
equation 4.6 and the simulation values from equation 4.7.  Single phase liquid densities are calculated at 
5, 15 and 30 MPa. 
As can be seen from the results, an excellent representation of perfluoroethane is 
obtained both using the SAFT-γ Mie theory and molecular simulation. In the theoretical 
description, the quality of the results are comparable for both models, although a 
slightly better representation of the saturated liquid density is obtained with the 
spectroscopic bond length at the expense of the single-phase liquid density. This is 
translated to the simulation models where the saturated liquid density prediction is 
better in the model with the spectroscopic bond length. The description of the vapour 
pressure and interfacial tension are also better for this model, although both are within 
the simulation error of the data.  
 
4.4.4 Fluoromethane (CH3F) (heteronuclear united atom 
model) 
In the case of heteronuclear united atom models, the methodology outlined in section 
4.1.2 is adopted. The two approaches outlined are used to estimate the parameters of the 
Unconstrained 
Bond length 
Model
Spectroscopic 
Bond Length 
Model
SAFT-γ Mie P vap 0.39 0.38
ρ sat 0.73 0.11
ρ liq den 0.79 1.29
Simulation P vap 6.01 5.20
ρ sat 1.12 0.18
IFT 7.89 6.08
%AAD
C2F6
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model of CH3F. In the first approach, the size ( 1 2,  ), energy ( 1 2,  ) and repulsive 
exponent ( ,1 ,2,r r  ) parameters for each of the segments of the heteronuclear molecule 
(CH3) and (F) are transferred directly from the segments of the corresponding 
(homonuclear) models, and the unlike energy (
ij ), unlike repulsive exponent ( ,r ij ), 
and shape factors ( 1S ) are estimated from pure CH3F data. This model will henceforth 
be referred to as model 1. In the second approach, only the size parameters ( 1 2,  ) are 
transferred from the homonuclear models and all other parameters 
1 2 1 2 1( , , , , ,  and )ijS     are estimated from pure CH3F data. This model will henceforth 
be referred to as model 2. The segment parameters in both cases are obtained from the 
best models of F2 and C2H6 obtained in sections 4.3.3 and 4.4.2 respectively. 
The parameters estimated using both approaches are presented in table 4.12. The use of 
saturated liquid densities and vapour pressures results in a certain degree of degeneracy 
in the values of the parameters. A table giving other potential models for CH3F is given 
in appendix F. The optimal models are chosen as those that give the lowest total 
theoretical %AAD, with a slight preference for models with the lower %AAD for the 
saturated liquid densities. 
 
Table 4.12: Parameter table of the optimal models of CH3F. σ is the segment diameter, λr is the Mie 
repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the shape 
factor and εsimulation is the energy of interaction for the corresponding simulation force field. l* is the 
reduced bond length and L the actual bond length of the equivalent homonuclear ethane dimer, 
homonuclear fluorine dimer and the heteronuclear CH3F dimer respectively in the table. In Model 1, 
Parameter CH3 F
Unlike 
Parameters CH3 F
Unlike 
Parameters
σ / Å 3.60 2.93 3.27 3.60 2.93 3.27
λ r 11.09 11.04 25.24 9.64 40.00 18.67
(ε theory /k )/K 184.3 92.6 350.7 115.8 99.7 384.2
S 0.8518 0.6961 0.8351 0.7122
(ε simulation /k )/K 135.6 45.5 208.0 81.4 53.2 228.5
l* 0.6722 0.4161 0.5573 0.6482 0.3540 0.5162
L/ Å 2.42 1.22 1.82 2.33 1.04 1.69
Model 2Model 1
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1 2 12 12, ,  and S S   are estimated from pure CH3F data, while in Model 2, 1 2 1 2 1 2 12
, , , , ,  and S S      are 
estimated from pure CH3F data.
 
 
 
From table 4.12 it can be seen that for Model 1 (in which 1 2 1 2 1 2, , , ,  and       are 
transferred from the homonuclear models), 
ij  and ,r ij take on values that are much 
higher than that of either segment. This is likely to be due to the polar nature of the 
bond between CH3 and F (characterised by a high value of the dipole moment) which 
would normally result in large energy differences between the two segments. In the case 
of model 2, the unlike energy of interaction is also very different from that of either 
segment. However 
,r ij  in this case is calculated using a combining rule (cf. equation 
3.62) and so is unable to assume large values. The repulsive exponent of fluorine is 
found to take a very high value to reflect the polarity of the bond. 
The corresponding fluid phase equilibria and interfacial tensions obtained with both 
models of CH3F are shown in figure 4.9. The %AADs of the theory and simulation data 
with respect to the experimental data are given in table 4.13. 
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Figure 4.9: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the optimal 
models for CH3F obtained by MD simulation and the SAFT-γ Mie EoS. The solid black curve represents 
experimental data, the green and blue dashed curves are results obtained using the SAFT-γ Mie EoS for 
models 1 and 2 respectively, and symbols are results obtained using the simulation force field, also for 
models 1 (green crosses) and 2 (blue circles). Experimental data for CH3F was obtained from the NIST 
Chemistry WebBook (Lemmon et al.). 
 
Table 4.13: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the two models 
Model 1 Model 2
SAFT-γ Mie P vap 1.3 1.1
ρ sat 1.4 1.2
Simulation P vap - 9.9
ρ sat - 1.6
IFT - 37.8
%AAD
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of CH3F from the experimental data. The SAFT-γ Mie values are determined from equation 4.6 and the 
simulation values from equation 4.7.   
 
As can be seen from the results, although the theoretical description for model 1 is in 
good agreement with experiment, the simulated values obtained with the corresponding 
force field are not in agreement with either the theory or the experimental data. The 
likely cause of this is the high value of the unlike repulsive exponent
, 25r ij  , which is 
very different from that of either segment.  As has been shown in chapter 3, the shape 
factor-to-bond length *S l mapping for the homonuclear dimers is highly dependent 
on the value of the repulsive exponent of the segments. The high value of 
,r ij can be 
thought of as skewing the “overall repulsive exponent” of the molecule to an 
undetermined value. This is in contrast to the situation where 
,r ij  is calculated using 
combining rules (essentially a geometric average) based on the like repulsive exponents 
of both segments. This situation therefore presents a limitation to the use of the mapping 
developed in chapter 3.  
In the case of Model 2 however, a good agreement with the experimental data for the 
saturated liquid densities and vapour pressure is obtained both with the theory and the 
simulated force field. The critical point is however over predicted in both cases and this 
is directly responsible for the larger values of the interfacial tension compared to 
experiment. As mentioned previously, this can be corrected by re-scaling the energetic 
parameters ij  to give the correct critical temperature and then recalculating the 
interfacial tension with the rescaled energy. 
 
4.5 Highly coarse-grained models 
As described in chapter 2, computer simulations are a very useful tool for the 
determination of thermophysical properties of complex fluids and materials. However 
the computations involved can be very time consuming, especially for large systems 
because simulation times are directly linked to the number of particles being simulated 
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and the complexity of the underlying force field. The exponential increase in 
computational power in recent years has enabled the simulation of ever larger and more 
complex systems. In spite of this, some systems still remain virtually inaccessible by 
computer simulation at an atomistic scale. These include for example phase transitions 
in aqueous biomacromolecular systems where a very large number of atoms make up 
the molecules (e.g., protein folding) or systems involving the self-assembly of large 
complex molecules. 
In such instances, it is of interest to average out or minimize the unimportant degrees of 
freedom, thereby reducing the dimensionality of the system in an effective way. This is 
the realm of coarse graining, which provides a bridge between atomistic and mesoscale 
and continuum models. Coarse graining involves the grouping of all or some of the 
atoms in a molecule into effective atomic groups that are represented with single sites. 
This results in significant computational savings because the number of interactions 
(and forces) calculated during each step of a simulation are reduced due to the fewer 
number of interaction sites. Several methods have been developed to develop coarse-
grained force fields. These are usually “bottom up” approaches which typically involve 
matching the properties of a detailed atomistic or quantum mechanical model to those of 
the more coarse-grained model. The need to simulate the detailed model in an iterative 
manner can make the procedure very time consuming. Examples of such bottom up 
methods include iterative Boltzmann inversion (Lyubartsev et al., 1995) and force 
matching methods (Izvekov et al., 2004, 2005).  
In this section, a “top-down” approach is applied to the development of coarse-grained 
force fields for a range of coarse-grained molecules. In top-down approaches, a model is 
first proposed for a molecule and then its parameters are adjusted in order to reproduce 
target thermodynamic properties; examples where such an approach has been adopted 
include the force fields developed by Shelly et al., (2001), Nielson et al., (2003), and 
Shinoda et al., (2007), but again these involve a time consuming iterative trail-and-error 
simulation procedure to adjust the model parameters. In the top-down approach 
employed in our current work, the algebraic SAFT-γ Mie EoS is used to obtain force-
field parameters for molecules that provide a good description of the key 
thermodynamic properties of interest over a wide range of conditions. The analytical 
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nature of the computations allows one to develop the force fields with minimal 
computational effort (and time). Three molecules are selected as representative case 
studies of coarse-grained dimer models: carbon dioxide (CO2), propylbenzene 
(C6H5(CH2)2CH3), and 2,2,2-Trifluoroethanol (TFE).   
4.5.1 Carbon Dioxide 
Carbon dioxide is a simple molecule that has gained prominence recently because of the 
role it plays in global warming as a green house gas. Carbon capture and storage 
technologies require accurate prediction of its thermodynamic properties over a range of 
conditions. To this end, a model for CO2 is developed in this section to represent the 
experimental fluid-phase equilibria and single-phase liquid densities, in line with the 
other models developed in this chapter. The CO2 molecule is modelled as a 
homonuclear dimer in this instance, with the two identical segments representing the 
molecule. Two models for CO2 are developed and compared: for the first, molecular 
parameters are estimated from saturated liquid densities and vapour pressures as well as 
single-phase liquid densities; for the second only the saturation properties are used in 
the estimation procedure. The parameters obtained for the optimal models of CO2 using 
the SAFT-γ Mie EoS are presented in table 4.14 along with the mapped simulation 
force-field parameters.  
 
Table 4.14: Parameter table of the optimal models for CO2. σ is the segment diameter, λr is the Mie 
repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the shape 
Model 1 Model 2
Parameter
Estimated from 
saturation properties 
and  liquid density
Estimated from 
saturation properties 
only
σ / Å 2.85 3.05
λ r 10.96 18.06
(ε theory /k )/K 167.1 235.8
S 0.9783 0.8458
(ε simulation /k )/K 162.0 173.3
l* 0.9433 0.6445
L/ Å 2.69 1.97
CO2
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factor, εsimulation is the energy of interaction for the corresponding force field, l* is the reduced bond length 
and L is the actual bond length of the dimer. 
As can be seen from the data, a near tangential model of CO2 is obtained in the case of 
model 1, which indicates that a tangent model is likely to give a good representation of 
the vapour-liquid equilibria and condensed-liquid data. The bond length of model 2 is 
found to be more fused than that of model 1. The fluid-phase equilibria and interfacial 
tensions calculated using both models of CO2 are shown in figure 4.10,and the 
corresponding %AADs of the theoretical and simulated values compared to the 
experimental data are given in table 4.15. 
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Figure 4.10: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the 
optimal models for CO2 obtained by MD simulation and the SAFT-γ Mie EoS. The solid black curve 
represents experimental data, the purple and brown dashed curves are results obtained using the SAFT-γ 
Mie EoS for models 1 and 2 respectively, and the symbols are results obtained using the simulation force 
field, also for models 1 (purple triangles) and 2 (brown crosses). Experimental data for CO2 was obtained 
from the NIST Chemistry WebBook (Lemmon et al.).  
 
 
Table 4.15: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation the two models of 
CO2 from the experimental data. The SAFT-γ Mie values are determined from equation 4.6 and the 
simulation values from equation 4.7.   
It is evident that a good representation of the experimental vapour-liquid coexietence 
and interfacial tension data for CO2 is obtained with both models. In contrast to the 
other models studied in this chapter, however, it can be seen that the theory is unable to 
Model 1 Model 2
SAFT-γ Mie P vap 2.42 0.13
ρ sat 0.77 0.38
ρ liq den 0.66 4.54
Simulation P vap 6.82 3.53
ρ sat 1.97 1.02
IFT 31.23 8.78
%AAD
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represent simultaneously the saturated properties and the single-phase properties of CO2 
at the same level of accuracy. In the case of model 1 (in which single-phase liquid 
densities are included in the parameter estimation procedure) the saturated liquid 
density is not as well reproduced as for model 2. On the other hand, though the saturated 
properties are reproduced very accurately with model 2, the description of the single 
phase liquid densities is not as good. The vapour-liquid interfacial tension obtained with 
model 2 is also in better agreement with experiment. The overall level of accuracy 
obtained with model 2 is comparable to more detailed CO2 models including the EPM 
and EPM2 models (Harris and Yung., 1995), though not as good as the 2CLJQ models 
of Merker et al. (2010) while enabling greater computational savings due to the 
ommission of the charge sites or quadrupole centre. 
 
4.5.2 Propylbenzene 
Propylbenzene is in the class of chemical compounds called alkylbenzenes which find a 
wide range of uses in the chemical and biological sciences. The π-π interactions in this 
type of molecules are challenging to model and are the subject of much interest. In this 
section, a coarse-grained approach is adopted to describe propylbenzene modelled as a 
heteronuclear dimer molecule. One of the segments in the dimer is taken to represent a 
single-site coarse-grained benzene ring and the other segment to represent a single-site 
coarse-grained propyl group. A similar methodology is adopted in the estimation of 
parameters for this molecule as previously described for heteronuclear dimers. It should 
be noted, however, that in this case, the heteronuclear dimer molecule is formed by 
fusing two separate single-site models together.  A graphical representation of the 
scheme is shown in figure 4.11.  
 
Figure 4.11: Illustration of the combining mechanism for Propylbenzene 
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As with the other heteronuclear dimers studied, two approaches are adopted. In the first, 
the full set of parameters 1 2 1 2 ,1 ,2, , , ,  and r r      are transferred from the single site 
models (referred to as model 1), and in the second only the size parameters 1 2 and  
are transferred from the single site models (referred to as model 2). The parameters for a 
single-site coarse-grained benzene model are obtained from the work of Lafitte et al. 
(2012). The parameters for a single-site coarse-grained propane molecule are estimated 
in our current work from the pure-component saturated liquid density and vapour 
pressure data of propane. The optimal parameters obtained for propane in this way are 
given in table 4.16, along with the parameters reported for Benzene from the work of 
Lafitte et al. (2012):  
 
 
Table 4.16: Parameters for single site models of Benzene and Propane. The benzene parameters are 
obtained from the work of Lafitte et al., (2012). The parameters for propane are obtained by estimation 
from VLE data of pure propane. σ is the segment diameter, λr is the Mie repulsive exponent, λa is the Mie 
attractive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS and S is the 
shape factor. 
 
The full parameter table for the optimal models of propylbenzene obtained using these 
values for propane and benzene is presented in table 4.17. The parameters are optimised 
from saturated liquid densities and vapour pressures resulting in a degeneracy of 
models, as can be seen in table F.II in the appendix.  
Model σ /Å λ r λ a (ε theory /k)/ K S
P sat 
%AAD
ρ sat 
%AAD
Single-Site 
Propane
5.29 32.00 6.00 658.17 1.00 3.19 0.75
Single-Site 
Benzene
4.79 21.64 6.00 389.71 1.00 - -
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Table 4.17: Parameter table of the optimal models of propylbenzene. σ is the segment diameter, λr is the 
Mie repulsive exponent, εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS, S is the 
shape factor and εsimulation is the energy of interaction for the corresponding simulation force field. l* is the 
reduced bond length and L the actual bond length of the equivalent homonuclear “benzyl” dimer, 
homonuclear “propyl” dimer and the heteronuclear propylbenzene dimer respectively in the table. In 
Model 1, 1 2 12 12, ,  and S S   are estimated from pure problybenzene data, while in Model 2, 
1 2 1 2 1 2 12, , , , , ,  and S S      are estimated from  pure problybenzene data. 
From the table 4.17, it can be seen that the repulsive exponent for the benzyl group in 
both models 1 and 2 is relatively high value, i.e., r > 30.  This high value is necessary 
in order to achieve a good description of the vapour pressure of benzene (cf. Lafitte et 
al., 2012). In model 1, the unlike repulsive exponent has a value lower than that of 
either segment in the dimer while in the case of model 2, ,12r  is obtained using 
combining rules (cf. equation 3.62) resulting in a value inbetween that of either 
segment.  
The fluid-phase equilibria and interfacial tensions determined with both models of 
propylbenzene are shown in figure 4.12, and the corresponding %AADs of the theory 
and simulation with respect to the experimental data are given in table 4.18. 
 
Parameter Benzyl Propyl
Unlike 
Parameters Benzyl Propyl
Unlike 
Parameters
σ / Å 5.29 4.79 5.04 5.29 4.79 5.04
λ r 32.00 21.64 19.45 33.88 12.83 20.42
(ε theory /k )/K 658.2 389.7 559.4 728.2 330.9 512.7
S 0.8853 0.8321 0.8986 0.8430
(ε simulation /k )/K 542.0 278.9 412.1 620.3 239.5 388.4
l* 0.7003 0.6144 0.6595 0.7285 0.6533 0.6928
L/ Å 3.71 2.94 3.32 3.86 3.13 3.49
Model 2Model 1
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Figure 4.12: Saturated vapour/liquid density , vapour pressure Psat and interfacial tension  of the 
optimal models for propylbenzene obtained by MD simulation and the SAFT-γ Mie EoS. The solid black 
curve represents experimental data, the green and blue dashed curves are results obtained using the 
SAFT-γ Mie EoS for models 1 and 2 respectively, and symbols are simulation results using the simulation 
force field, also for models 1 (green crosses) and 2 (blue circles). Experimental data for propylbenzene 
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was obtained from Liessmann et al., (1995), Tsonopoulos et al., (1995), Ruzicka et al., (1994) and 
Willingham et al., (1945). 
 
Table 4.18: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the two models 
of propylbenzene from the experimental data. The SAFT-γ Mie values are determined from equation 4.6 
and the simulation values from equation 4.7.   
A good overall representation of the experimental data for propylbenzene is obtained 
with the theory for both models 1 and 2. In the case of molecular simulation, a good 
representation of experiment is obtained only in the case of model 2. As explained 
previously for CH3F, this is due to the low value obtained for the unlike repulsive 
exponent ,12r relative to that of either segment, which distorts the mapping between the 
bond length and the shape factor parameter. 
 
4.5.3 2,2,2-Trifluoroethanol (TFE) 
Although the main interest of our work is the development of force-fields for fused 
dimers, an example of a coarse-grained tangential heteronuclear dimer model of 2,2,2-
Trifluoroethanol (TFE) is presented. TFE is a fluorinated compound (CF3CH2OH) that 
has a wide range of industrial applications, including uses as a chemical solvent (Begue 
et al., 2004), refrigerant (Baehr et al., 1989) and protein stabiliser (Roccatano et al., 
2002) 
As stated previously, fluorinated compounds are particularly challenging to model due 
to the polarizing nature of the fluorine atoms present in the molecules. As a 
Model 1 Model 2
SAFT-γ Mie P vap 1.0 1.1
ρ sat 1.4 1.2
Simulation P vap - 12.0
ρ sat 11.6 1.5
IFT - 8.8
%AAD
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consequence molecular models for these types of compounds often require the 
introduction of partial charges. In our work we develop an un-charged, coarse-grained 
model of the TFE molecule as a heteronuclear dimer formed from tangentially bonded 
Mie segments. In this representation, one of the segments of the dimer corresponds to a 
CF3 group and the other segment corresponds to a CH2OH group. In this way the TFE 
molecule can be thought of as being formed by bonding the corresponding segments 
making up homonuclear models of perfluoroethane (CF3-CF3) and ethylene glycol 
(CH2OH-CH2OH) into a heteronuclear molecule. A diagrammatic representation of this 
scheme is shown in figure 4.13.  
 
Figure 4.13: Illustration of the development of a heteronuclear model of Trifluoroethanol 
The parameters of the model are estimated with the usual methodology adopted in our 
work by regression from the pure-component saturated liquid densities and vapour 
pressures of TFE using the SAFT-γ Mie EoS. In this particular case, however, all of the 
parameters of the TFE molecule are estimated from pure TFE data. The optimal model 
for TFE developed in this way is obtained with permission of Rodrigues et al. (2012). 
The parameter table for the optimal model of TFE is presented in table 4.19. As stated 
previously, in the case of tangential models, the shape factors of both segments are S = 
1 and the mapping between the theoretical and simulation parameters is therefore trivial. 
In the parameter estimation procedure for the coarse-grained model of TFE, the 
attractive exponents of the two segments are refined along with the repulsive exponents. 
This is because the highly polar nature of the TFE molecule suggests that the London 
dispersion value of 6 may be inappropriate for these relatively large coarse-grained 
groups. 
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Table 4.19: Parameter table of the optimal model for TFE. σ is the segment diameter, λr is the Mie 
repulsive exponent, λa is the Mie attractive exponent, εt is the energy of interaction, S is the shape factor 
and  L is the bond length of the TFE dimer. 
 
As can be seen from table 4.19, the attractive exponents of the segments as well as the 
unlike attractive exponent 
,a ij   take values that are higher than the London value. The 
unlike attractive exponent takes on a value which is considerably higher than either of 
the individual segment attractive exponents. This might be to reflect the polarity of the 
bond betweent the segments. The energies of interaction of both segments are also very 
high compared to previously studied dimers in this chapter. The fluid-phase equilibria 
and interfacial tensions obtained with this model are shown in figure 4.14 and the 
corresponding %AADs are given in table 4.20. 
  
 
 
           Segment   
Parameter        CF3 CH2OH
Unlike 
Parameters
σ / Å 3.84 3.91 3.87
λ r 19.45 21.92 24.76
λ a 8.30 8.00 10.65
(ε /k)/ K 505.3 639.1 683.8
S 1.0 1.0
L / Å 3.87
CF3CH2OH
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Figure 4.14: Saturated vapour/liquid density , vapour pressure Psat, and interfacial tension  of the 
optimal model for TFE obtained by MD simulation and the SAFT-γ Mie EoS. The solid black curve 
represents experimental data, the blue dashed curves are results obtained using the theory, and symbols 
are simulation results using the SAFT-γ Mie force field. Experimental data for TFE was obtained from 
Baehr et al., (1989), Kabata et al., (1992), Bégué et al., (2004) and Roccatano et al., (2002). 
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Table 4.20: %AAD of the thermodynamic properties (vapour pressures, saturated and single-phase liquid 
densities) obtained with the SAFT- Mie approach and by direct molecular simulation of the TFE model 
from the experimental data. The SAFT-γ Mie values are determined from equation 4.6 and the simulation 
values from equation 4.7.   
 
An excellent representation of the experimental vapour pressures and saturated liquid 
densities is obtained using the theory. The molecular simulation of saturated liquid 
density with the SAFT- CG Mie force field is in good agreement with experiment, 
though the representation of the vapour pressure (cf. AAD of 9.47%) and in particular 
the interfacial tension is not as good. This may be due to the overprediction of the 
critical point. An excellent prediction of the critical point is normally obtained with 
tangent dimer models, as can be seen in figure 3.4 and in the work of Avendano et al., 
(2013). However, the experimental saturated liquid densities used in the parameter 
estimation are only available at temperatures that are much lower than the critical 
temperature and this may the reason for the high overprediction of the critical point. 
Another possible reason for the poor prediction of the interfacial tension is that, as can 
be seen in our previous results for various united atom dimers (cf. section 4.4), a degree 
of correlation has been observed between the bond length of a model and the quality of 
prediction of the interfacial tension, with models which take the spectroscopic bond 
length in general yielding better results. In our present model, the TFE molecule is 
modelled as a tangential molecule, and this may contribute to the poor prediction of the 
IFT. Furthermore, the absence of hydrogen bonding in the coarse-grained model is 
likely to lead to a poor representation of the interfacial tension. As a final point it is 
important to realise that there is only one experimental data point for TFE and its 
accuracy cannot therefore be corroborated with other sources. Further experimental and 
simulation studies are required in order to investigate this further.  
SAFT-γ Mie P vap 0.09
ρ sat 0.19
Simulation P vap 9.47
ρ sat 0.50
IFT 42.42
%AAD
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4.6 Summary 
In this chapter, simulation force fields for a variety of prototypical fused atomistic, 
united atom, and coarse-grained homonuclear and heteronuclear dimer molecules have 
been developed using the SAFT-γ Mie EoS. The force fields obtained in this way are 
found to provide an accurate description of  the thermodynamic properties of the fluids 
including the saturated liquid densities, vapour pressures, and interfacial tensions.  
It was found that the “optimal” models (developed without constraining the bond length 
between the segments) provide little added advantage in the description of saturated 
properties and single phase liquid densities compared to models developed with the 
experimental bond length: an excellent description of the properties is obtained for both 
types of models. The exception to this is ethyne where the constraint imposed on the 
bond length resulted in a poorer description of the saturated liquid densities and vapour 
pressures. There appears to be more sensitivity between the bond length of a model and 
its interfacial tension as the models with the experimental bond length are generally 
found to provide a better description of the interfacial tensions of the molecules studied. 
This result demonstrates a benefit of fused models over tangential atom models in the 
prediction of the thermodynamic properties of molecules.In the case of all-atom or 
united-atom models the ability to describe highly fused models is a clear benefit as these 
provide a more realistic physical representation of the shape of the molecules. 
 
  
 
 
Chapter 5 
CONCLUSION  
 
5.0 Summary of Thesis 
A methodology for obtaining simulation force-fields for fused dimer molecules using 
the SAFT-γ Mie equation of state has been developed. The methodology provides a 
quick and efficient method for the determination of force fields of dimer molecules for 
use in direct molecular simulation, and is a lot less time-consuming than traditional 
methods used in the simulation community. The methodology involves the development 
of a mapping between the parameters of the models represented within the SAFT-γ Mie 
EoS and molecular simulation force field. 
The SAFT-γ Mie EoS represents a novel group contribution formulation of the widely 
known SAFT family of equations of state that is used in the prediction of 
thermodynamic properties of molecular fluids modelled as chains of fused Mie 
segments. It is a molecular-based equation of state with parameters that can be directly 
related to real physical molecular features. As a result the SAFT-γ Mie EoS can be used 
to facilitate the development of simulation force-fields for real molecules. The 
parameters of the SAFT-γ Mie chain molecules are: the segment diameter (σ); attractive 
and repulsive Mie exponents (λa and λr); the energy of interaction (ε); and the shape 
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factor (S) for each of the segments in the chain. The shape factor of a segment 
represents the contribution that the segment makes to the overall thermodynamic 
properties of the molecule. Although all of the parameters in the theory have a direct 
molecular equivalent in terms of the force fields used in simulation, the shape factor has 
no direct molecular equivalent (as it is an effective parameter of the free energy) but it 
has been shown that it can be related to the bond length of a molecule (Lymperiadis et 
al. 2008). The precise form of the relationship between the shape factor and the bond 
length is determined in the current work for dimer molecules.  With a careful analysis of 
the separate free energy contributions of the SAFT-γ Mie EoS it is shown that the 
energies of interaction between the segments are not identical in the theory and in 
simulation, but that the two energies are related by a factor of S
2
. 
Initially, an attempt to uncover the form of the relationship between the shape factor and 
the bond length is carried out by comparing the second virial coefficients obtained using 
scaled particle theory (Kihara, 1963; Boublik and Nezbeda, 1986) and the SAFT-γ Mie 
EoS. The relationship obtained is not able to accurately represent the simulated vapour-
equilibrium data using the SAFT-γ Mie theory over a full range of bond lengths. 
An empirical mapping between the shape factor and the bond length and between the 
energetic parameters of the theory and simulation is then obtained for homonuclear 
dimer molecules. This is developed by matching the thermophysical properties of the 
simulated system to those obtained using the SAFT-γ Mie equation of state in order to 
find the shape factor and energy parameters that correspond to the simulated properties. 
This thermodynamic matching approach is carried out by adjusting the shape factor and 
well depth used within the theory in order to find values that provide an optimal 
description of the fluid-phase equilibrium properties (vapour pressure and saturated 
liquid densities) using a parameter estimation procedure. In order to provide the 
necessary target data, molecular dynamics simulations of the fluid-phase equilibria for a 
number of model dimer molecules with varying degrees of overlap (characterised by the 
reduced bond length l*) ranging from l* =0.1 to 1 are performed. 
The form of the relationship between the shape factor and bond length is found to 
depend sensitively on the repulsive exponent of the Mie potential. A mapping is 
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therefore developed for Mie dimers with repulsive exponents of λr = 8, 12, 20 and 30 in 
order to cover the fairly broad range of Mie exponents expected for real molecules. It is 
shown that a linear extrapolation between the coefficients of the mapping is suitable to 
provide a reliable description of the relationship between the shape factor and bond 
length for dimers with repulsive exponents in this range.  
The mapping obtained for homonuclear dimers is then extended to deal with 
heteronuclear dimer molecules by developing a methodology for obtaining the unlike 
interaction parameters. The adequacy of the methodology is assessed by extensive 
comparison of the simulation data and theoretical predictions of the vapour-liquid 
equilibria for a number of carefully selected representative heteronuclear dimer 
molecules. 
Having developed a mapping between the simulation and theoretical parameters, force 
fields suitable for the direct molecular dynamics simulation of 15 homonuclear and 
heteronuclear real dimer molecules are obtained. The molecules are modelled using 
atomistic, united atom, and fully coarse-grained representations. The dimers studied are 
oxygen, nitrogen, fluorine, chlorine, bromine, iodine, ethane, ethane, ethyne, 
perfluoroethane, carbon dioxide, chlorine fluoride, fluoromethane, propyl benzene and 
2,2,2 trifluoroethanol (TFE).   
The simulation force fields are developed by first obtaining theoretical models for the 
molecules by determining the optimal values of the parameters of the models using the 
SAFT-γ Mie EoS that best reproduce the experimental vapour pressures, saturated 
liquid densities and single phase liquid densities (in many cases) of the target 
coumpounds. A constraint is imposed on the relative magnitudes of the shape factors of 
the segments in the case of heteronuclear dimers in order to ensure that the theoretical 
models developed are geometrically feasible. The theoretical parameters are then 
converted into equivalent simulation force fields by using the empirical mapping 
developed. 
The force-fields obtained are used to determine the vapour-liquid equilibra of the dimer 
fluids by direct molecular dynamics simulation. Good agreement between experiment, 
theory and simulation is found in nearly all cases. Predictions of the vapour-liquid 
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interfacial tensions, a property that cannot easily be obtained using algebraic theoretical 
methods, are also obatined by simulating the components of the pressure tenor normal 
and tangential to the interface.  
In general, it is found that there is a large degeneracy in the models obtained when the 
force-field parameters are estimated from vapour-liquid equilibria data alone. The 
inclusion of single phase liquid density data helps one to reduce the degree of 
degeneracy.  
Two types of models are developed for the real molecules studied: models in which the 
bond length of the dimer is constrained to the spectroscopic (experimental) bond length; 
and b) models in which the bond length is unconstrained to give parameters that provide 
the optimal overall representation of the experimental properties considered. The 
adequacy of the two types of models are compared and it is found that there is 
negligible difference in the quality of the vapour-liquid equilibrium results obtained 
with the two approaches, as an excellent representation of experiment is generally 
obtained for both models. However the interfacial tensions obtained with the 
experimental bond-length molecules are in general found to be in slightly better 
agreement with experiment than those with an unconstrained bond length. This 
demonstrates an advantage of developing fused models over tangentially bonded 
molecules.  
   
5.1 Direction for future work 
A number of avenues for future work have been identified from the work in this thesis. 
These are now outlined: 
 Further attempts to use scaled particle theory to obtain a link between the shape 
factor and the bond length for dimer molecules would be useful. Specifically, 
this should involve use of the Barker and Henderson temperature dependent 
equivalent hard-sphere diameter in the evaluation of the second virial coefficient 
of the dimers in the SAFT-γ Mie EoS when it is compared to the virial 
coefficient obtained from the scaled particle theory. In the analysis provided in 
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section 3.3, the hard-sphere segment diameter is approximated by the actual 
segment diameter. This may contribute to the poor agreement between theory 
and simulation found when the relationship between the shape factor and bond 
length is obtained in this way. 
 The mapping obtained for n-6 Mie segments developed in this work should be 
extended to deal with segments with attractive exponents that deviate from the 
London value of six. This will enable an extension of the capability of the theory 
to describe the fluid properties of more complex systems (perhaps involving 
larger coarse-grained units). 
 As has been shown, the mapping developed in the current work can be applied, 
not only to real dimer molecules, but to larger molecules which can be modelled 
as coarse-grained homonuclear or heteronuclear dimer molecules. Simulation 
force fields for such molecules can therefore be obtained as required. An 
example of this could include the water molecule. A preliminary homonuclear 
model of water has been developed by the author. This can be found in appendix 
H. Association sites can also potentially be added to the underlying fused dimer 
model in order to deal with associating molecules. 
 The dynamic properties of the various force fields for real molecules developed 
in chapter 4 could be obtained by molecular dynamics simulation and compared 
in order to determine the effect of the bond lengths of the molecules on the 
prediction of transport properties. These transport properties include diffusion 
coefficients and viscosities. 
 The mapping obtained in the current work should be extended to deal with 
longer chain molecules including trimers, quadrimers etc. This will enable the 
fast and efficient development of simulation force-fields for a wide range of real 
chain molecules, which can be used for the prediction of properties that are not 
easily obtained using algebraic theoretical methods. This point is detailed in 
preliminary work outlined in section 5.2. 
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5.2 Trimer Molecules 
The main avenue for extension of this work is the development of a mapping scheme 
for the conversion of SAFT-γ Mie model parameters to force fields for use in the 
simulation of longer chain molecules including trimers, quadrimers etc. A preliminary 
investigation is presented below for trimer molecules.  
 
5.2.1 Extension of the dimer mapping to trimer molecules 
In a trimer molecule (as in a dimer molecule) the parameters of each of the segments in 
the theory are (σtheory, εtheory, λr,theory, λa,theory and Stheory). As for the dimer molecules, the 
segment sizes and repulsive exponents remain identical in the theory and in simulation 
but the shape factors and the energies of interaction of the segments in the theory need 
to be mapped into simulation energies and bond lengths in order to obtain an equivalent 
simulation force field. The initial approach taken to do this in the current work is to 
attempt to extend the dimer mapping obtained in chapter 3 to trimer molecules. The 
methodology proposed for this is now laid out. Symmetrical trimers such as given in 
figure 5.1 are considered at this stage. 
 
 
 
 
Figure 5.1: Schematic of a symmetrical fused heteronuclear trimer molecule. 
The bond lengths between the central and end segments (a and b) are found by 
converting the trimer molecule into two corresponding dimer molecules; this enables a 
direct utilisation of the dimer mapping developed in chapter 3. The diagrammatic 
representation of this process is given in figure 5.2.  
 
1 
2 
3 
a b 
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Figure 5.2:  Diagrammatic representation of the methodology for employing the dimer mapping 
developed in chapter 3 to trimer molecules           
The central segment is converted into a “whole” dimer segment by dividing its shape 
factor by two (thus assuming that one half is involved in bonding with the segment on 
the left and the other half with that on the right) and adding a constant of 0.5 to it. The 
constant value of 0.5 is added because a complete half of a segment contributes 0.5 to 
the total shape factor. This is illustrated in figure 5.3. 
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2 
3 
a b 
1
a 
2
a a 
2
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1
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Figure 5.3:  Illustration of the proposed scheme for converting a central trimer segment into a terminal 
dimer segment.           
It is also assumed that the two terminal segments of the trimer can each be treated in an 
identical manner to a segment of a dimer molecule. The implicit assumption in this is 
that the behaviour of the outer segments remains unchanged, regardless of whether it is 
connected to another single segment or to a segment which is also connected to other 
segments.  
This scheme can be expressed mathematically as: 
trimer1,dimer1a, SS       (5.1) 
5.0
2
 trimer2,
dimer2a, 
S
S     (5.2) 
5.0
2
 trimer2,
dimer1b, 
S
S     (5.3) 
trimer3,dimer2b, SS       (5.4) 
In this way, the shape factors obtained from the theory can be converted into bond 
lengths between the segments using the mapping for dimers developed in chapter 3.  
In order to verify the accuracy of this scheme, simulation results of the vapour-liquid 
equilibria for a real trimer molecule are compared with the theoretical predictions of the 
SAFT-γ Mie equation of state using parameters obtained with the methodology outlined 
here. The propane molecule is chosen as the subject of the study as it is a member of the 
alkane series and has been widely studied. 
A number of theoretical force fields for the propane molecule are first developed using 
the SAFT-γ Mie EoS by determining the optimal value of the theoretical parameters 
(σCH3, λr,CH3, λa,CH3, εCH3,theory, SCH3, σCH2, λr,CH2, λa,CH2, εCH2,theory and SCH2) that best 
represent the vapour-liquid equilibrium for the entire alkane series using a group 
contribution approach (Papaioannou et al., 2013). The equivalent simulation force-field 
parameters are obtained by using the current methodology. The parameters 
characterising the different models are given in table 5.1. 
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Table 5.1: Table of parameters for four different models of propane obtained using the SAFT-γ Mie EoS. 
The text in black represents parameters that are equal in both the theory and simulation models, the text in 
blue represents theoretical parameters only and the text in red represents simulation only values. σ here  is 
the segment diameter, λr is the Mie repulsive exponent, εtheory is the energy of interaction obtained from 
the SAFT-γ Mie EoS, S is the shape factor, εsimulation is the energy of interaction for the corresponding 
simulation force field, l* is the reduced bond length and L is the actual bond length of the dimer. 
 
MODEL 1 MODEL 2 MODEL 3 MODEL 4
Segment:
λ r 15.05 13.16 13.41 12.70
σ /Å 4.08 3.85 3.84 3.77
S 0.573 0.667 0.667 0.697
(ε theory /k )/K 256.8 221.2 223.3 212.4
l* 0.197 0.362 0.361 0.410
(ε simulation /k )/K 84.2 98.4 99.3 103.1
L  (CH3-CH3) /Å 0.80 1.39 1.39 1.54
L /2 (CH3-CH3) /Å 0.40 0.70 0.69 0.77
Segment:
λ r 19.87 12.10 9.31 11.53
σ /Å 4.88 4.19 3.81 4.13
S 0.229 0.333 0.418 0.344
(ε theory /k )/K 473.4 305.6 224.3 292.1
l* 0.256 0.365 0.445 0.373
(ε simulation /k )/K 24.9 33.9 39.2 34.6
L  (CH2-CH2) /Å 1.25 1.53 1.70 1.54
L /2 (CH2-CH2) /Å 0.63 0.76 0.85 0.77
σ ij  /Å 4.48 4.02 3.83 3.95
λ r,ij 17.26 12.62 11.11 12.10
(ε ij,theory /k) /K 350.8 265.2 233.0 253.3
(ε ij,simulation /k)/ K 46.1 58.9 65.0 60.7
L /Å 1.03 1.46 1.54 1.54
Unlike Parameters
CH3
CH2
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The methodology for obtaining the theoretical SAFT-γ Mie force-field parameters of 
the four models of propane of table 5.1 above is given in table 5.2. 
 
 
 
 
Model 
Number 
Description 
1 Parameters of CH3 and CH2 are obtained from the work of  Papaioannou et 
al., 2013 
2 The value for SCH3 is fixed at 0.667 and the value for SCH2 is fixed at 0.333. 
All other parameters (σCH3, λr,CH3, λa,CH3, εCH3,theory, σCH2, λr,CH2, λa,CH2 and 
εCH2,theory) are obtained by parameter estimation of the optimal values that 
represent the vapour-liquid equilibria of the alkane series. 
3 The value for SCH3 is fixed at 0.667. The value of SCH2 is obtained through an 
iterative procedure in which SCH2 is continuously varied until a value is 
obtained which yields a CH3-CH2 bond length equal to 1.54 Å (the bond 
length in a real propane molecule). All other parameters (σCH3, λr,CH3, λa,CH3, 
εCH3,theory, σCH2, λr,CH2, λa,CH2 and εCH2,theory) are obtained by parameter 
estimation of the optimal values that represent the vapour-liquid equilibria of 
the alkane series in this iterative procedure. 
4 The parameters of CH3 are set to equal those obtained in section 4.5.2 for the 
best experimental bond length of ethane. The CH2 parameters are obtained 
by parameter estimation of the optimal values that represent the vapour-
liquid equilibria of the alkane series. It is assumed that the value of SCH2 
obtained in this way yields a CH3-CH2 bond length of 1.54 Å. 
Table 5.2: Description of the various theoretical models obtained for propane using the SAFT-γ Mie EoS. 
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In order to compare the agreement between theory and simulation, direct molecular 
dynamics simulations of the vapour-liquid equilibria of the four models of propane are 
performed. The simulation procedure used is identical to that for the dimer systems 
outlined in section 3.2, with a system size of N = 3000 trimer molecules in this case and 
an equilibration period of ~ 2 ns and a production run for a further ~ 1.4 ns. In the case 
of the trimer molecule, however, the bond angle between the segments needs to be 
specified. This is set to equal the experimental bond angle of the propane molecule of 
112
o
. 
The experimental results, theoretical predictions and simulation results for the vapour-
liquid coexistence densities of propane are shown in figures 5.4 and 5.5. 
 
Figure 5.4: Vapour-liquid coexistence densities for the propane trimer. The solid line represents 
experimental data for propane, the red symbols and red dotted line represent the simulation and 
theoretical results for model 1 respectively. The black symbols and black dotted line represent the 
simulation and theoretical results for model 2 respectively.  
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Figure 5.5: Vapour-liquid coexistence densities for the propane trimer. The solid line represents 
experimental data for propane, the blue symbols and blue dotted line represent the simulation and 
theoretical results for model 3. The red symbols and red dotted line represent the simulation and 
theoretical results for model 4.  
 
As can be seen from the diagrams, the agreement between the theory and the simulation 
is not satisfatory for the models studied. This implies that the assumptions outlined 
above for converting the trimer theoretical parameters into equivalent simulation 
parameters are not suitable. 
 
5.2.2 Development of a new mapping scheme for Trimer 
molecules 
An alternative approach for converting the theoretical parameters of a trimer molecule 
into an equivalent simulation force field is to adopt the same methodology used for 
dimer molecules. This involves the developent a mapping between the parameters of the 
theory and molecular simulation parameters for fused homonuclear trimer molecules by 
parameter estimation of the optimal values of the shape factors and energies of 
interaction that give the best description of the simulated vapour-liquid equilibria for the 
full range of bond lengths (l* = 0.1 to 1), corresponding to the varying degrees of 
overlap.  
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It is important to recall that in the case of a homonuclear dimer, the shape factors of 
both segments are equal. In a fused homonuclear trimer however, the shape factor of the 
central segment is less than that of the terminal segments. The energy of interaction of 
the central segment is also different in the central segment compared to the terminal 
segments. In effect this means that the parameters that need to be converted into 
equivalent simulation parameters in a homonuclear trimer are Scentral, Sterminal, εcentral and 
εterminal. However, as outlined in section 5.2.1, it is reasonable to assume that the 
behaviour of the terminal segment is unchanged whether it is bonded to another single 
segment or to a chain of segments. With this assumption, the shape factor and energy of 
interaction of the terminal segments Sterminal and εterminal can be obtained from the 
mapping for dimers developed in section 3.3 (equations 3.58 and 3.59). The shape 
factor and interaction energy of the central segments (Scentral and εcentral) can then be 
obtained by parameter estimation with the SAFT-γ Mie theory to determine the values 
that give the optimal description of the corresponding simulated vapour-liquid equilibria 
data. This methodology is applied to determine the relationship between the shape 
factor S and bond length l and between the energetic parameters εtheory and εsimulation for 
Lennard-Jones homonuclear trimers with l* ranging from 0.3 to 1. The parameter 
estimation procedure is as detailed in section 3.3 and the objective function in this case 
is  
2
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 (5.5) 
In the parameter estimation problem, the lower limit of the shape factor for the central 
segment is set to S = 0. The implication of this is that in the limit where the trimer is 
completely fused into one sphere, the central segment contributes zero to the shape 
factor, and the two outer segments each contribute a value of 0.5. 
The values of the optimal shape factors and theoretical interaction energies obtained for 
the bond lengths considered are given in table 5.3 and graphs showing the relationship 
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between the shape factor and the bond length and between the theoretical and 
simulation energies are given in figures 5.6 and 5.7 respectively. 
 
Table 5.3: Optimal values of the shape factors and interaction energies that reproduce the simulated 
vapour-liquid equilibria for homonuclear Lennard-Jones trimers with bond lengths from l*= 0.3 to 1. The 
unlike energy parameter εij is obtained using the Berthelot rule. 
 
Figure 5.6: Relationship between the reduced bond length l* and S for Lennard-Jones homonuclear 
trimers with varying degrees of overlap. The blue symbols represent the terminal segments and the red 
symbols represent the central segment. The continuous curves are obtained by correlating the data for 
each segment to a third-order polynomial. 
The relationship between l* and S for the terminal segments is given in equations 3.54 
and 3.55 (Lennard-Jones) for homonuclear dimers. The relationship between l* and S 
l* S terminal
ε terminal,theory
/ε terminal,simulation S central
ε central,theory
/ε central,simulation
ε ij,theory
/ε ij,simulation
0.9 0.964 1.059 0.889 1.090 1.074
0.75 0.895 1.228 0.737 1.452 1.335
0.6 0.811 1.494 0.587 2.328 1.865
0.5 0.751 1.744 0.483 3.361 2.421
0.4 0.689 2.069 0.358 6.002 3.524
0.3 0.629 2.486 0.261 11.566 5.362
Terminal Segment Central Segment
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for the central segment is obtained by correlating the data to a third-order polynomial 
given by:  
0584.09997.02439.02067.0 *2*3*  lllS    (5.6) 
 
 
Figure 5.7: Relationship between the energetic parameter for use in simulation and the corresponding 
energetic parameter of the SAFT-γ Mie EoS for homonuclear Lennard-Jones trimers with varying degrees 
of overlap. The blue symbols represent the terminal segments and the red symbols represent the central 
segment. The continuous curves are obtained by correlating the data for each segment to a power law 
equation. 
 
As can be seen from the table, the theoretical energy of the central segment tends to 
infinity as the spheres are increasingly overlapped. This result is expected because the 
theoretical energy of interaction has an inverse relationship with the shape factor for a 
given εsimulation. The correlation used is of the form: 
941.18314.0  Ssimulationtheory      (5.7) 
The relationship between εtheory and εsimulation for the terminal segments is given in 
equation 3.56. 
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5.2.3 Future work on Trimers 
Further work on trimers is required in order to develop simulation force fields from the 
SAFT-γ Mie EoS for a full range of trimer molecules. A number of recommendations 
are provided for future work: 
 The molecular simulation technique used for obtaining the fluid-phase equilibria 
of the trimers should be validated by comparison to other molecular simulation 
results for trimer molecules in the literature. A sensitivity analysis should also be 
carried out to ensure that the simulation parameters used (including the 
equilibration and production times, cutoff lengths and system size) are suitable 
for the system. 
 Once validated, the mapping for trimers in section 5.2.2 should be extended to 
heteronuclear trimers and tested by comparison against simulation results for a 
range of real trimer molecules. 
 The effect of bond angle and bond flexibility on the simulated phase equilibria 
results of trimers should be studied in order to determine the applicability of the 
force fields to a full range of molecules with a wide range of bond angles. 
 In the development of theoretical force fields from the the SAFT-γ Mie EoS for 
real trimer molecules, the geometrical relationship between the shape factors of 
the segments of heteronuclear dimers (equations 4.3 and 4.4) needs to be 
extended to trimers and imposed in the parameter estimation procedure in order 
to ensure that the models developed are geometrically feasible. This constraint 
was not imposed on the propane models developed in table 5.1 and may be part 
of the reason for the divergence between theory and simulation. 
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APPENDICES 
 
 
APPENDIX A 
Derivation of the London dispersion potential (Fowler and Guggenheim, 
1939) 
For two atoms at a distance r apart and free to oscillate, let the displacement of their 
electrons be z1 and z2. At any instant, they form dipoles of moment z1ε and z2ε with a 
mutual potential energy (when z1 , z2 ≤ r) given by 
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The complete wavefunction for the pair is 
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where k is the constant of the elastic restoring forces. By substituting 
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 (a.3a,b) 
this wave equation reduced to 
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where the characteristic values of the energy are therefore: 
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and ni is the energy level, h is the Planck’s constant and 
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For the state of lowest energy, we find 
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where o  is the frequency and oh  the lowest energy of the oscillations when 
unperturbed. Expanding the square roots, it is seen that the dominant term in the 
interaction energy is 
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which gives the form of the dispersion energy. 
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APPENDIX B 
Coefficients for the SAFT-γ Mie EoS 
 
Table B.I: Coefficients ϕm,n for the empirical correction to the a2,kl term, the a3,kl term 
and the correction γc of the g2 term. 
n ϕ1,n ϕ2,n ϕ3,n ϕ4,n ϕ5,n ϕ6,n ϕ7,n 
0 7.5365557 -359.44 1550.9 -1.19932 -1911.28 9236.9 10 
1 -37.60463 1825.6 -5070.1 9.063632 21390.175 -129430 10 
2 71.745953 -3168 6534.6 -17.9482 -51320.7 357230 0.57 
3 -46.83552 1884.2 -3288.7 11.34027 37064.54 -315530 -6.7 
4 -2.467982 -0.82376 -2.7171 20.52142 1103.742 1390.2 -8 
5 -0.50272 -3.1935 2.0883 -56.6377 -3264.61 -4518.2 N/A 
6 8.0956883 3.709 0 40.53683 2556.181 4241.6 N/A 
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APPENDIX C 
Tabulated Simulation Data 
In the following tables, l* is the reduced bond length, T* is the reduced temperature 
given by kT/ε; ρ*vap is the reduced density of the saturated vapour given by ρvapσ
3
;  ρ*liq 
is the reduced density of the saturated liquid given by ρliqσ
3
; P
*
 is the reduced vapour 
pressure given by Pσ3/ε; γ* is the reduced interfacial tension given by γσ2/ε. 
 
Homonuclear Lennard-Jones Dimers 
l*=1.0 
T* ρ *vap ρ *liq P* γ* 
0.7 2.18E-06 0.452745 1.53E-06 
 0.8 3.8E-05 0.43683 3.02E-05 
 0.9 0.000255 0.420232 0.000198 1.049327 
1 0.000665 0.403802 0.000677 0.898794 
1.2 0.004034 0.368609 0.004261 0.602634 
1.4 0.013819 0.328331 0.015905 0.337079 
1.5 0.02282 0.303559 0.025989 0.11961 
1.6 0.041682 0.272345 0.042079 
 1.753368 0.145965 0.145965 0.071714   
 
l*=0.9 
T* ρ *vap ρ *liq P* γ* 
0.9 9.916E-05 0.4457927 8.871E-05 1.2277564 
1 0.0004349 0.4300651 0.0004299 1.0337877 
1.1 0.0012031 0.4140526 0.0012864 0.8935963 
1.2 0.0025355 0.3973628 0.0029006 0.7525432 
1.3 0.0052404 0.379334 0.006255 0.6158905 
1.4 0.009293 0.3606035 0.0114032 0.4769386 
1.5 0.0157995 0.3389144 0.0194137 0.3505261 
1.6 0.0252365 0.3155745 0.0303487 0.2283106 
1.7 0.043387 0.2866092 0.0471791 0.1169698 
1.8599008 0.1500453 0.1500453 0.0832221   
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l*=0.8 
T* ρ *vap ρ *liq P* γ* 
1 0.0002293 0.4626969 0.0002283 1.2710459 
1.1 0.0005951 0.4475562 0.0006462 1.0923322 
1.2 0.00155 0.4316545 0.0018038 0.9688626 
1.3 0.0029618 0.415478 0.0036561 0.7999857 
1.4 0.005785 0.3984795 0.0074153 0.6576821 
1.5 0.0101402 0.3800436 0.0132849 0.5250338 
1.6 0.0165512 0.3599889 0.0217306 0.385563 
1.7 0.0259994 0.3367105 0.0333863 0.2883403 
1.8 0.0415074 0.3104441 0.0495892 
 1.9958155 0.1600489 0.1600489 0.0950351   
 
 
l*=0.7 
T* ρ *vap ρ *liq P* γ* 
1.2 0.0007867 0.4740707 0.0009265 1.2355489 
1.3 0.0017189 0.4592014 0.0021651 1.0597504 
1.4 0.0033836 0.4432372 0.0044823 0.9364183 
1.5 0.0058587 0.4269018 0.008075 0.7811113 
1.6 0.0098568 0.4096273 0.0139087 0.6122487 
1.7 0.0153759 0.3910857 0.021873 0.5069149 
1.8 0.0234782 0.3701393 0.0330017 0.3821205 
1.9 0.0343547 0.3466063 0.0469251 0.2462792 
2 0.052709 0.3188074 0.066002 0.1484789 
2.1777342 0.1704419 0.1704419 0.1097562   
 
l*=0.6 
T* ρ *vap ρ *liq P* γ* 
1.5 0.0030229 0.4824027 0.0043223 1.1262707 
1.6 0.0050227 0.4670203 0.0074997 0.9757108 
1.7 0.0079825 0.4507403 0.012281 0.8253287 
1.8 0.0126027 0.4337174 0.0196507 0.6780617 
1.9 0.0184606 0.4158421 0.028966 0.5434204 
2 0.0259531 0.3951733 0.0404977 0.3967842 
2.1 0.0385127 0.3721783 0.0575336 0.2730578 
2.2 0.0543883 0.3434051 0.0765157 0.1674742 
2.3 0.0797369 0.3062649 0.0997141 0.0720576 
2.3872321 0.187279 0.187279 0.1239064   
 
 
Appendices  218 
 
 
 
l*=0.5 
T* ρ *vap ρ *liq P* γ* 
1.2 9.072E-05 0.5880718 0.0001053 2.149204 
1.4 0.0006232 0.5616497 0.00086 1.787101 
1.6 0.002347 0.5347734 0.0035942 1.4525925 
1.8 0.0061073 0.505576 0.010163 1.1419364 
2 0.0132068 0.474207 0.023092 0.8521036 
2.2 0.0259047 0.4385699 0.045199 0.5404867 
2.4 0.0460581 0.3944582 0.0770001 0.287286 
2.5 0.063713 0.3665992 0.1000517 0.1929786 
2.6930184 0.2031027 0.2031027 0.1514982   
 
l*=0.4 
T* ρ *vap ρ *liq P* γ* 
1.6 0.0007383 0.614896 0.0011662 2.1583716 
1.8 0.0023468 0.5892281 0.004084 1.8234781 
2 0.0053276 0.5618751 0.0100081 1.4968758 
2.2 0.0112819 0.5333363 0.0221856 1.1612361 
2.4 0.020732 0.5013966 0.0415501 0.8536438 
2.6 0.0349601 0.4638348 0.0696149 0.5717484 
2.8 0.0608857 0.4184144 0.1124104 0.3040903 
2.9 0.0807252 0.3889571 0.1386545 0.1707929 
3 0.1101975 0.3443598 0.1677974 0.0683905 
3.0704589 0.2263004 0.2263004 0.1910582   
 
l*=0.329 
T* ρ *vap ρ *liq P* γ* 
2.3 0.0078862 0.5920867 0.0167085 1.5858275 
2.54 0.0162262 0.5575891 0.0357854 1.196559 
2.78 0.0292533 0.5184404 0.0653136 0.779056 
2.9 0.0391119 0.4971009 0.0862471 0.6377095 
3.02 0.0517622 0.4701342 0.1110674 0.4749749 
3.25 0.0943991 0.4039419 0.1756794 0.1915118 
3.35 0.1194647 0.3563351 0.2043379 0.0908512 
3.4066964 0.2402802 0.2402802 0.2255475   
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l*=0.25 
T* ρ *vap ρ *liq P* γ* 
2.5 0.0065078 0.6566051 
 
2.0994572 
2.6 0.0089411 0.6434612 0.0212873 1.9074602 
2.7 0.0115462 0.6301394 
 
1.7308557 
2.8 0.0147921 0.6163761 0.0365978 1.5424434 
2.9 0.0187705 0.6015321 
 
1.3830444 
3 0.0245175 0.5864171 0.0611289 1.2361596 
3.1 0.0302016 0.5704997 0.0756717 1.0139304 
3.2 0.0369418 0.5532544 0.0923384 0.9052063 
3.3 0.0459746 0.5350233 0.1131957 0.7261031 
3.4 0.0551998 0.5156754 0.1340823 0.6333881 
3.5 0.0697773 0.4948251 0.1621977 0.4530436 
3.8705682 0.2621536 0.2621536 0.2832912   
 
l*=0.1 
T* ρ *vap ρ *liq P* γ* 
3.3 0.0126979 0.730365 
 
2.4478737 
3.4 0.0156982 0.7172121 0.0470631 2.2563446 
3.5 0.018935 0.7055638 
 
2.0684 
3.6 0.0229152 0.6908216 0.0713109 1.8558131 
3.7 0.0274917 0.6763021 
 
1.6662267 
3.8 0.0325543 0.664374 0.1055412 1.5219126 
3.9 0.0385402 0.6472396 0.1228978 1.3584582 
4 0.0460426 0.6335868 0.1462429 1.1963891 
4.1 0.0561603 0.615455 0.1697935 0.9745603 
4.2 0.0628832 0.5972419 0.1878913 0.836573 
4.3 0.0745197 0.5786164 0.2178929 0.658543 
4.8063371 0.3033314 0.3033314 0.3829075   
 
 
Tabulated Simulation results - Homonuclear 8-6 Dimers 
 
l*=0.9 
T* ρ *vap ρ *liq P* 
1 6.697E-06 0.470119114 6.625E-06 
1.2 6.31E-05 0.448315458 7.597E-05 
1.4 0.0005124 0.426729346 0.0007067 
1.6 0.0016472 0.404789565 0.0025471 
1.8 0.0044306 0.381341104 0.0074226 
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1.9 0.0070032 0.369263827 0.0120153 
2 0.0097752 0.356561024 0.0171496 
l*=0.8 
T* ρ *vap ρ *liq P* 
1.1 1.428E-05 0.4924304 1.533E-05 
1.3 0.0001301 0.4719633 0.0001687 
1.4 0.0002873 0.4618651 0.0003959 
1.5 0.0004934 0.4515232 0.0007306 
1.7 0.0017075 0.4303292 0.0028018 
1.9 0.0040615 0.408213 0.0072353 
2 0.0063633 0.3967438 0.0116285 
2.1 0.0087522 0.3843978 0.0163922 
 
l*=0.7 
T* ρ *vap ρ *liq P* 
1.2 1.363E-05 0.5240805 1.626E-05 
1.4 0.0001342 0.5046441 0.0001888 
1.6 0.0005085 0.4849763 0.0008045 
1.8 0.0014055 0.4648444 0.0024561 
1.9 0.0022818 0.4544701 0.0041661 
2 0.0034378 0.4439891 0.0065301 
2.1 0.0048789 0.4329083 0.0095714 
2.2 0.0073296 0.4220157 0.0146324 
 
l*=0.6 
T* ρ *vap ρ *liq P* 
1.6 0.0002075 0.5382664 0.0003317 
1.8 0.0006226 0.5193332 0.0011057 
2 0.0017633 0.5002297 0.0034265 
2.2 0.0038965 0.4799542 0.0081249 
2.4 0.006923 0.4597269 0.0152642 
2.5 0.0093479 0.4481726 0.021018 
2.6 0.0126011 0.4371232 0.0286013 
2.7 0.0160093 0.4255312 0.0367732 
 
l*=0.5 
T* ρ *vap ρ *liq P* 
1.4 4.631E-06 0.6211692 6.438E-06 
1.6 4.958E-05 0.6032379 8.037E-05 
1.8 0.0002076 0.585501 0.0003687 
2 0.0007477 0.5673429 0.0014643 
2.2 0.0017322 0.5488714 0.0037145 
2.4 0.0033004 0.5302938 0.0075899 
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2.6 0.006171 0.5105426 0.0149274 
2.8 0.0105047 0.4895471 0.0263321 
 
l*=0.4 
T* ρ *vap ρ *liq P* 
1.7 2.151E-05 0.6727564 3.749E-05 
1.9 0.0001188 0.6557648 0.000226 
2.1 0.0003938 0.6387288 0.0008203 
2.3 0.0008377 0.6214859 0.0019018 
2.5 0.0018865 0.6032528 0.0045895 
2.7 0.0034575 0.5854229 0.0089535 
2.9 0.0061138 0.5662377 0.0165904 
3.1 0.0095426 0.5469083 0.0269647 
 
l*=0.3 
T* ρ *vap ρ *liq P* 
2.4 0.0005 0.7066038 0.0011961 
2.6 0.0009575 0.6894754 0.0024546 
2.8 0.0018143 0.6732234 0.0049334 
3 0.003174 0.6563302 0.0091913 
3.2 0.0051983 0.6386898 0.0157449 
3.4 0.0081892 0.6207146 0.0257677 
3.6 0.0122031 0.6011448 0.0395348 
3.8 0.0168386 0.5815303 0.0559256 
 
l*=0.2 
T* ρ *vap ρ *liq P* 
3.2 0.0020041 0.7441403 0.0062842 
3.6 0.0051952 0.7097248 0.0177654 
3.8 0.0078266 0.6936064 0.0277133 
4 0.0109725 0.675733 0.0399972 
4.2 0.0155006 0.657539 0.0578491 
4.4 0.0204102 0.6377714 0.0778367 
4.6 0.0264035 0.6169546 0.1024662 
 
l*=0.1 
T* ρ *vap ρ *liq P* 
4.6 0.0072694 0.7591317 0.0021709 
4.8 0.0093898 0.7454717 0.0027802 
5.2 0.0196607 0.6979419 0.0047365 
5.6 0.0316731 0.6615462 0.0063571 
6.4 0.0836095 0.5512263 
 6.6 0.1029403 0.5230917 
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6.8 0.1348058 0.4697861   
 
Tabulated Simulation results - Homonuclear 20-6 Dimers 
 
l*=0.9 
T* ρ *vap ρ *liq P* 
0.6 5.626E-06 0.489248832 3.276E-06 
0.7 9.927E-05 0.467030967 6.917E-05 
0.8 0.0004903 0.444506913 0.000386 
0.9 0.0018158 0.420740747 0.0015758 
1 0.0049496 0.395071443 0.0045592 
1.1 0.0110949 0.366609384 0.0105094 
1.2 0.0238331 0.333943454 0.0217797 
 
l*=0.8 
T* ρ *vap ρ *liq P* 
0.7 3.758E-05 0.497288 2.553E-05 
0.9 0.0010937 0.4537028 0.0009577 
1.1 0.0072895 0.4049106 0.007211 
1.3 0.0304225 0.3416302 0.0288002 
1.4 0.059229 0.296823 0.0486021 
 
l*=0.7 
T* ρ *vap ρ *liq P* 
0.6 3.863E-06 0.5552856 2.191E-06 
0.8 0.0001124 0.5143405 9.046E-05 
1 0.0017439 0.4720007 0.0016849 
1.2 0.0095244 0.4226049 0.0100859 
1.3 0.0177388 0.3936965 0.0189066 
1.4 0.0325898 0.3601507 0.0331925 
1.5 0.059043 0.313831 0.0533863 
 
l*=0.6 
T* ρ *vap ρ *liq P* 
0.7 2.667E-06 0.5820515 
 0.9 0.0002176 0.5431104 0.0001945 
1.1 0.0020527 0.5015649 0.0021851 
1.3 0.0094745 0.4550757 0.0109636 
1.5 0.0296579 0.3967351 0.0336791 
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1.6 0.0515352 0.356718 0.0536072 
1.7 0.0883552 0.3047791 0.0781009 
l*=0.5 
T* ρ *vap ρ *liq P* 
0.8 4.03E-06 0.6232801 3.132E-06 
1 0.0002477 0.586398 0.0002455 
1.2 0.0018417 0.5469144 0.0021419 
1.4 0.0079427 0.5039334 0.0101211 
1.5 0.0137385 0.480033 0.0178732 
1.6 0.0222092 0.4531188 0.0289323 
1.7 0.0351288 0.4225688 0.0447146 
1.8 0.0578882 0.3850462 0.0675226 
 
l*=0.4 
T* ρ *vap ρ *liq P* 
1.1 0.0001891 0.6456895 0.0002064 
1.3 0.0014518 0.6087367 0.0018398 
1.5 0.0052693 0.5697826 0.0074211 
1.7 0.0144694 0.5248562 0.0214686 
1.8 0.0229647 0.4994148 0.0340196 
1.9 0.034683 0.472966 0.0504581 
 
l*=0.3 
T* ρ *vap ρ *liq P* 
1 7.62E-06 0.7565396 7.414E-06 
1.2 0.0001616 0.7254871 0.000193 
1.4 0.0008199 0.6920552 0.0011304 
1.6 0.0028181 0.6563706 0.0043399 
1.8 0.0086848 0.618094 0.0143315 
2 0.0181297 0.5750365 0.0312477 
2.2 0.037589 0.524596 0.0636117 
 
l*=0.2 
T* ρ *vap ρ *liq P* 
1.2 2.26E-06 0.8877125 2.617E-06 
1.4 0.0001115 0.8110785 0.0001547 
1.6 0.0006691 0.7809565 0.0010572 
1.8 0.001989 0.7493734 0.0034836 
2 0.0056392 0.7143764 0.0106282 
2.2 0.0110978 0.6771947 0.0221731 
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l*=0.1 
T* ρ *vap ρ *liq P* 
1.4 4.749E-06 0.9702881 6.282E-06 
1.6 1.092E-05 0.9916854 1.717E-05 
1.8 0.0003411 0.8820084 0.000608 
2 0.0012104 0.8543107 0.002408 
2.2 0.0029548 0.82424 0.0063432 
2.4 0.0068804 0.7924649 0.0155306 
2.6 0.0121722 0.7573004 0.0286967 
 
Tabulated Simulation results - Homonuclear 30-6 Dimers 
 
l*=1.0 
T* ρ *vap ρ *liq P* 
0.5 5.52E-06 0.4909419 2.775E-06 
0.6 6.122E-05 0.4637128 3.649E-05 
0.7 0.0006791 0.4336733 0.0004674 
0.8 0.003117 0.4014356 0.0023466 
0.9 0.0096352 0.3648698 0.0075496 
1 0.025423 0.320376 0.0189858 
 
l*=0.9 
T* ρ *vap ρ *liq P* 
0.5 0.000002 0.515415 0 
0.6 9.551E-05 0.487480292 5.718E-05 
0.7 0.0004386 0.459054296 0.0003044 
0.8 0.0021008 0.428662941 0.0016109 
0.9 0.0068986 0.394984088 0.005594 
1 0.0171598 0.356950768 0.0139572 
1.05 0.028158 0.334495 0.0217526 
 
l*=0.8 
T* ρ *vap ρ *liq P* 
0.6 2.895E-05 0.5177791 1.722E-05 
0.7 0.0002664 0.4904817 0.0001849 
0.8 0.0013329 0.4620976 0.0010371 
0.9 0.0042492 0.4317112 0.0035701 
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1 0.0116012 0.3972425 0.0100044 
1.1 0.0267499 0.3554658 0.0222127 
l*=0.7 
T* ρ *vap ρ *liq P* 
0.6 6.346E-06 0.5553711 3.836E-06 
0.8 0.0008592 0.5027156 0.0006743 
1 0.0064596 0.4440053 0.0059082 
1.2 0.0337721 0.3665138 0.0294122 
1.3 0.071901 0.299555 0.0524 
 
l*=0.6 
T* ρ *vap ρ *liq P* 
0.9 0.0012011 0.5258081 0.0010548 
1 0.0038522 0.4980965 0.0036276 
1.1 0.0090131 0.4670666 0.0088552 
1.2 0.0185263 0.4327743 0.0183282 
1.3 0.037324 0.391137 0.0347154 
 
l*=0.5 
T* ρ *vap ρ *liq P* 
0.9 0.0004357 0.5896489 0.0003881 
1.1 0.0039557 0.5379657 0.0041096 
1.2 0.008322 0.5095077 0.0090504 
1.3 0.0160046 0.4773846 0.0177463 
1.4 0.030231 0.44083 0.0326179 
 
l*=0.4 
T* ρ *vap ρ *liq P* 
0.8 1.123E-05 0.6909695 8.817E-06 
0.9 0.0001009 0.6687855 9.006E-05 
1 0.0003922 0.6462945 0.0003893 
1.2 0.0029702 0.5987494 0.0034105 
1.4 0.0116069 0.544561 0.0144995 
1.6 0.0333136 0.4779267 0.0414334 
1.7 0.059205 0.4340745 0.0584979 
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l*=0.3 
T* ρ *vap ρ *liq P* 
1 5.359E-05 0.7441665 5.358E-05 
1.2 0.0008042 0.7026882 0.0009549 
1.4 0.0034712 0.6576433 0.0046582 
1.6 0.011808 0.6069372 0.0169918 
1.8 0.0294347 0.5466219 0.0429416 
2 0.0701237 0.4653896 0.0924852 
 
 
l*=0.25 
T* ρ *vap ρ *liq P* 
1 1.982E-05 0.7993362 1.964E-05 
1.2 0.0002916 0.7624268 0.000347 
1.4 0.0016269 0.7214578 0.0022266 
1.6 0.0058843 0.6758738 0.0088779 
1.8 0.017052 0.625076 0.0267856 
 
l*=0.2 
T* ρ *vap ρ *liq P* 
1.3 0.0002675 0.808387 0.0003468 
1.5 0.0013841 0.770232 0.0020347 
1.7 0.0052782 0.7273914 0.0085146 
1.9 0.0129199 
 
 0.0221269 
2.1 0.029325 0.625412 0.0507186 
2.2 0.039724 0.5958767 0.0686616 
2.3 0.057954 0.559555 0.0961253 
 
 
l*=0.1 
T* ρ *vap ρ *liq P* 
1.7 0.0007513 0.8862079 0.0012492 
1.9 0.0026264 0.8507191 0.0043069 
2.1 0.0069187 0.8106597 0.0107669 
2.3 0.0140606 0.7680654 0.029355 
2.5 0.027825 0.717787 0.0587225 
2.7 0.0449394 0.6677175 0.0958978 
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APPENDIX D 
Shape factors and Energies of interaction as a function of bond length. 
In the following tables, l* is the reduced bond length of the dimers, S is the shape factor, 
εtheory is the energy of interaction obtained from the SAFT-γ Mie EoS and εsimulation is the 
energy of interaction in the equivalent simulation force field. 
 
8-6 Mie Potential 
l*  S 
εtheory/ 
εsimulation 
1 1.0000 1 
0.9 0.9640 1.0864 
0.8 0.9111 1.188 
0.7 0.8588 1.3381 
0.6 0.8022 1.5557 
0.5 0.7428 1.8505 
0.4 0.6759 2.1864 
0.3 0.6132 2.6259 
0.2 0.5630 3.20208 
 
 
12-6 Mie Potential (Lennard-Jones) 
l*  S 
εtheory/ 
εsimulation 
1 1.0000 1 
0.9 0.9616 1.0621 
0.8 0.9165 1.1667 
0.7 0.8669 1.2987 
0.6 0.8146 1.4825 
0.5 0.7553 1.7359 
0.4 0.6889 2.0469 
0.3292 0.6452 2.3404 
0.25 0.5979 2.7533 
0.22 0.5792 2.9851 
0.1 0.5221 3.6415 
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20-6 Mie Potential 
l*  S 
εtheory/ 
εsimulation 
1 1.0000 1 
0.9 0.9575 1.0597 
0.8 0.9208 1.1547 
0.7 0.8753 1.2617 
0.6 0.8241 1.4195 
0.5 0.7726 1.6379 
0.4 0.7065 1.9148 
0.3 0.6377 2.2891 
0.2 0.5796 2.8542 
0.1 0.5255 3.584 
 
 
30-6 Mie Potential 
l*  S 
εtheory/ 
εsimulation 
1 1.0000 1 
0.9 0.9559 1.0309 
0.8 0.9247 1.1116 
0.7 0.8857 1.2216 
0.6 0.8400 1.3567 
0.5 0.7830 1.5386 
0.4 0.7217 1.7934 
0.3 0.6621 2.1688 
0.25 0.6277 2.3692 
0.2 0.5985 2.7017 
0.1 0.5398 3.4655 
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APPENDIX E 
Derivation of the relationship between the reduced bond lengths of the 
segments of a heteronuclear dimer. 
The distance from the centre of segment 1 to the mean dividing plane (a) is given by 
equation 3.27: 
2 2
2 2 1
2 2
2
l
a
l
    
    
        (e.1) 
The reduced bond length of segment 1 *
1 1( 2 / )l a  is thefore given by 
2 2
2 2 1
*
1
1
2 2
l
l
l
 

   
    
        (e.2) 
But l is given by: 
* *
1 1 2 2
2
l l
l
 
     (e.3) 
Therefore  
2 2 2* *
1 1 2 2 2 1
*
1 * *
1 1 1 2 2
2 2 2
2.
( )
l l
l
l l
   
  
     
      
    

   (e.4) 
Which gives 
2 *2 * * 2 *2 * * 2 *2 2 2
1 1 1 2 1 2 1 1 1 2 1 2 2 2 2 12 2 2l l l l l l l                (e.5) 
2 *2 2 2
* 2 2 2 1
1 2
1
l
l
  

  
  
 
    (e.6) 
And finally 
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 
2
* *22
1 2
1
1 1l l


 
   
 
    (e.7)  
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APPENDIX F 
Force-fields for Real Molecules 
 
In the following tables, λr is the Mie repulsive exponent, ε is the energy of interaction 
obtained from the SAFT-γ Mie EoS and S is the shape factor obtained from the EoS. 
Table E.I: Different optimal models for the CH3F molecule obtained using the SAFT-γ 
Mie EoS 
Model No: 1 2 3 4 5 6 7 8 9 10 
λr,CH3 14.02 14.78 11.92 20.33 13.92 16.40 20.06 10.02 20.51 24.08 
(εCH3/k)/K 328.27 181.64 283.14 234.95 325.07 214.30 182.19 121.52 272.83 242.37 
SCH3 0.83 0.84 0.83 0.85 0.83 0.84 0.85 0.84 0.85 0.85 
λr,F 20.97 16.03 30.42 12.30 23.50 17.54 12.68 40.00 11.19 9.30 
(εF/k)/K 245.57 422.16 337.35 70.00 181.41 131.49 115.73 70.00 100.78 91.36 
(εCH3,F/k)/K 185.48 253.50 200.35 319.14 209.14 327.27 353.64 392.53 277.81 304.02 
%AAD 
PRES 0.92 1.17 0.71 1.03 0.85 1.10 1.16 1.18 0.92 0.93 
%AAD 
LIQ 2.33 2.27 2.19 1.91 2.31 1.98 1.92 1.01 2.03 1.98 
 
Table E.I: Different optimal models for Propyl Benzene obtained using the SAFT-γ Mie 
EoS 
Model No: 1 2 3 4 5 6 7 8 9 
λr,Propyl 19.40 22.90 20.39 24.19 22.59 24.19 22.90 26.47 29.64 
(εPropyl/k)/K 698.66 663.49 699.54 411.02 464.51 411.02 663.49 675.91 493.92 
SPropyl 0.88 0.88 0.88 0.89 0.87 0.89 0.88 0.89 0.87 
λr,Benzyl 33.41 23.02 31.58 21.56 16.38 21.56 23.02 19.02 19.07 
(εBenzyl/k)/K 392.37 394.98 392.10 606.05 790.08 606.05 394.98 404.28 834.89 
(εPropylBenzene/k)/K 540.97 551.33 545.29 620.31 477.09 620.31 551.33 540.64 501.59 
%AAD PRES 1.63 1.11 2.76 1.07 10.03 1.07 1.11 1.72 1.95 
%AAD LIQ 1.14 1.24 1.24 1.27 3.30 1.27 1.24 1.27 3.50 
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APPENDIX G 
Simulation Data for Homonuclear Lennard-Jones Trimers 
In the following tables, l* is the reduced bond length, T* is the reduced temperature 
given by kT/ε; ρ*vap is the reduced density of the saturated vapour given by ρvapσ
3
;  ρ*liq 
is the reduced density of the saturated liquid given by ρliqσ
3
; P
*
 is the reduced vapour 
pressure given by Pσ3/ε; γ* is the reduced interfacial tension given by γσ2/ε. 
l*=1 
T* ρ *vap ρ *liq P* 
1 3.24E-06 0.0041161 
 
1.2 2.424E-05 0.0038307 
 
1.4 6.739E-05 0.0034799 
 
1.6 0.0002402 0.0029849   
 
l*=0.75 
T* ρ *vap ρ *liq P* 
1.3 2.659E-06 0.0050045 2.957E-06 
1.5 1.084E-05 0.0047431 1.491E-05 
1.7 2.837E-05 0.0044799 4.333E-05 
1.9 8.218E-05 0.0041503 0.0001331 
2 0.000133 0.0039755 0.0002185 
2.25 0.0003237 0.003474 0.0005359 
 
l*=0.6 
T* ρ *vap ρ *liq P* 
1.8 8.636E-06 0.0055645 1.371E-05 
2 2.651E-05 0.0053106 4.962E-05 
2.2 6.41E-05 0.0050515 0.0001308 
2.3 9.135E-05 0.0049133 0.0001945 
2.6 0.0002366 0.0044203 0.0005101 
2.8 0.0004058 0.0040181 0.0008267 
2.9 0.0005514 0.0037543 0.0010469 
3 0.0007064 0.0034786 0.0012823 
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l*=0.5 
T* ρ *vap ρ *liq P* 
1.5 5.871E-08 0.0069798 
 
2.3 2.914E-05 0.0061046 6.544E-05 
2.6 6.886E-05 0.0057123 0.0001776 
2.8 0.0001262 0.0054669 0.0003348 
3 0.0002008 0.0051569 0.0005308 
3.3 0.0004353 0.0046225 0.0010602 
 
l*=0.4 
T* ρ *vap ρ *liq P* 
2.9 4.037E-05 0.0069538 0.0001335 
3.3 0.0001212 0.00649 0.0003944 
3.5 0.0001825 0.0062326 0.0005873 
3.8 0.0003144 0.0058073 0.0009802 
4 0.0004561 0.0055435 0.0013806 
4.3 0.0007978 0.0048512 0.002186 
 
l*=0.3 
T* ρ *vap ρ *liq P* 
3 7.828E-06 0.0088716 2.37E-05 
3.5 3.82E-05 0.0083947 0.0001564 
4 9.151E-05 0.0078796 0.000395 
4.5 0.0002457 0.0073175 0.0010045 
5 0.0004733 0.0066611 0.001883 
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APPENDIX G 
Preliminary simulation force-field for water developed 
using the SAFT-γ Mie EoS 
A preliminary homonuclear dimer force field for water has been obtained using the 
methodology outlined in chapter 4. In the development of this force-field for water, the 
segment size, Mie repulsive exponent, shape factor and energy of interaction of both 
segments in the SAFT-γ Mie EoS were set to equal each other and their values are 
determined by finding their values that gave the optimal fit to the saturated liquid 
densities and vapour pressure of water.The unlike energy of interaction between the 
segments was however not equal to the value of the interaction energy of both 
segments, but was also determined from the experimental data. This was done to 
represent the polarity in the H2O molecule. The parameters for water obtained in this 
way are given in table G.1 and the fluid phase equilibria obtained using this model is 
given in figure G.1. 
 
Table G1: Parameter table of a model for H2O developed in this work. σ is the segment 
diameter, λr is the Mie repulsive exponent, εtheory is the energy of interaction obtained from the 
SAFT-γ Mie EoS, S is the shape factor and εsimulation is the energy of interaction for the 
corresponding simulation force field. l* is the reduced bond length and L the actual bond length.  
 
Parameter Segment 1 Segment 2 Unlike Parameters
σ / Å 3.03 3.03 3.03
λ r 30.05 30.05 30.05
(ε theory /k )/K 754.1 754.1 745.7
S 0.5591 0.5591
(ε simulation /k )/K 245.6 245.6 233.1
l* 0.1361
L/ Å 0.41
H2O
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Figure G.1: Saturated vapour/liquid density  and vapour pressure Psat of the model for water obtained by 
MD simulation and the SAFT-γ Mie EoS. The solid black curve represents experimental data, the red 
dashed curves are results obtained using the SAFT-γ Mie EoS and symbols are results obtained using the 
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simulation force field. Experimental data for water was obtained from the NIST Chemistry WebBook 
(Lemmon et al). 
 
The %AADs of the theory with respect to the experimental data are given in table G.2. 
%AAD 
SAFT-γ Mie Pvap 4.07 
  ρsat 2.90 
Table G.2: %AAD of the thermodynamic properties (vapour pressures and saturated liquid densities) 
obtained with the SAFT- Mie approach of the model of water from the experimental data. The %AAD 
values are determined from equation 4.6  
 
