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A quantitative method is presented for creating a large number of classes of binary (256) and ternary (7.62 · 1012) textures. The
binary textures are presented as black and white (contrasts )1 and 1). The ternary textures have three levels: black, white and the
mean luminance gray (contrasts )1, 0 and 1). The ternary patterns in particular display a wide variety of properties, including depth
cues from disparity and lighting. Given the very large number of ternary patterns, we present guidelines and analytical methods for
selecting sets of textures with particular image qualities and/or nonlinear relationships between pixels. The second- and third-order
correlation functions of several thousand examples were examined to reveal patterns that are functionally isotrigon with other
textures and or with uniformly distributed noise patterns.
 2004 Elsevier Ltd. All rights reserved.
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We describe here methods for generating a wide
variety of binary and ternary texture patterns with
reproducible characteristics. By binary and ternary we
mean textures composed of pixels adopting two or
three brightness levels or colours. A secondary theme
is to generate textures having useful spatial correla-
tion properties. This theme was begun by Julesz,
Gilbert, Shep, and Frisch (1973), who suggested that
humans could not distinguish pre-attentively (brieﬂy)
presented textures whose second-order spatial corre-
lation functions were the same, so called isodipole
textures (for reviews see Maddess & Nagai, 2001,
Victor, 1994).
Since the Fourier transform of the second-order
spatial correlation function is the 2-dimensional power
spectrum, isodipole patterns have the same power
spectra. Subsequently, a group of easily discriminable
binary patterns that had identical average third-order* Corresponding author. Tel.: +612-6249-4099; fax: +612-6249-
3808.
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doi:10.1016/j.visres.2003.12.012correlation functions, i.e. correlation functions based on
triplets of pixels (hence trigons) were described (Julesz,
Gilbert, & Victor, 1978). Textures whose third-order
correlation functions are equal to that of uniformly
distributed noise patterns are said to be isotrigon. Col-
lections of isotrigon textures also have the same means
and second-order correlation functions, that is, they are
also isodipole (Gilbert, 1980; Victor & Conte, 1991). It
should be noted that the third-order correlation function
of any ﬁnite monochromatic image uniquely determines
that image (Yellott, 1993). Nevertheless, the third-order
correlation functions of ensemble averages of groups of
isotrigon textures are the same as that of noise (Victor,
1994). For the experimentalist, this means that, if a
subject learns what is common about one set of isotri-
gon textures drawn from a particular class, there is no
information in the mean third-order correlations of that
training set that can be used to distinguish it from a
diﬀerent isotrigon class, or to recognise that a newly
presented texture is from the original isotrigon texture
group. Several studies described below indicate that we
must therefore use measures related to fourth- or higher-
order spatial correlations to discriminate isotrigon pat-
terns.
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the human visual cortex utilises higher-order correla-
tions (Victor, 1985; Victor & Conte, 1989, 1991). Sev-
enty percent of single units in macaque V1 have been
shown to encode such information (Purpura, Victor, &
Katz, 1994). PET (Beason-Held, Purpura, Van Meter
et al., 1998) and fMRI (Beason-Held et al., 2000;
Beason-Held, Purpura, Krasuski et al., 1998) studies
have revealed diﬀerential activation of brain regions
by isotrigon texture patterns. Purpura et al. (1994) ex-
plained our sensitivity to higher-order image correla-
tions by noting that, while two-point correlations inform
us about the (phase independent) spatial frequency
content of images, encoding features, such as contours,
requires mechanisms sensitive to correlations involving
three or more points.
Thus far, the total number of isotrigon texture classes
available for investigation has been limited (e.g. Fig. 1).Fig. 1. Examples of the isotrigon texture types used in the literature to
date. The 16 texture types illustrated in the right two columns were
produced using a recursion rule. The left column panel illustrates the
gliders used to produce the even and odd textures on a given row. The
glider pixels are greatly magniﬁed. The names of the gliders, and so too
their related texture types, are shown (ordinate labels). The glider is
used in a recursion process, where the pixel marked f is determined
from the active pixels a, b, c, by a discrete function f ða; b; cÞ (see Eq.
(4)). Even and odd textures (columns 2 and 3) are produced by two
variants of the recursion rule operated on each glider type.More generally, a method for generating textures dis-
playing various illusions, shape from shading, stereo
cues, etc., in a consistent fashion would be useful. This
paper describes a method providing 1013 compactly
speciﬁed texture classes, some of which are isotrigon.
Guidelines and quantitative methods for ﬁnding textures
with particular properties are presented.2. Methods and results
2.1. Isotrigon textures
The ﬁrst-order correlation function S1;f over x,y space
of an image having area ¼ A is
S1;f ¼ 1A
Z Z
f ðx; yÞdxdy: ð1Þ
In the case of an image composed of contiguous checks,
if the area of the checks is 1, then the total area is just
the number of checks, N . Thus, S1;f is the mean, i.e. the
sum over all the checks divided by N . The second-order
correlation function or autocorrelation function S2;f ðh; vÞ
is then
S2;f ðh; vÞ ¼ 1N
Z Z
f ðx; yÞf ðxþ h; y þ vÞdxdy: ð2Þ
The term (xþ h; y þ v) indicates that all possible hori-
zontally (h) and vertically (v) shifted copies of the image,
f ðxþ h; y þ vÞ are multiplied, point-wise, with the image
f ðx; yÞ, and then the sum of all those products are placed
at hi, vj in the output matrix (n.b. in the present case,
there are ﬁxed step sizes Dx and Dy, not inﬁnitely small
steps dx and dy). The Fourier transform of S2;f ðh; vÞ is
the power spectrum of f ðx; yÞ. The third-order correla-
tion function S3;f ðh1; v1; h2; v2Þ is
S3;f ðh1; v1; h2; v2Þ ¼ 1N
Z Z
f ðx; yÞf ðxþ h1; y þ v1Þ
 f ðxþ h2; y þ v2Þdxdy: ð3Þ
Note that S3;f ðh1; v1; h2; v2Þ is a 4-dimensional function,
where the sums of products of the image with every
shifted version, and every shifted version (again), are
computed. Hence S3;f ðh1; v1; h2; v2Þ is an accumulation of
triple products of pixels, hence the word trigon. Also,
unlike S2;f ðh; vÞ, S3;f ðh1; v1; h2; v2Þ can be negative if the
image (contrast) is negative. When h2 and v2 are 0,
then S3;f ðh1; v1; h2; v2Þ reduces to S2;f ðh; vÞ, illustrating
that S3;f ðh1; v1; h2; v2Þ contains all the information of
the lower-order correlation functions. We will refer to
the second- and third-order correlation functions as the
2CF and 3CF, respectively. Strictly speaking the mean
should be subtracted prior to the multiplication stage
for calculation of the 2CF and the 3CF, even though it is
Fig. 2. An example of the unpacked third-order correlation function
or 3CF (Eq. (3)). The 3CF is 4-dimensional, but pairs of the indices
relate to horizontal and vertical displacements (viz. h1, v1 and h2, v2), so
a sensible way to present the 3CF is as a 2-dimensional tessellation of
2-dimensional components with axes for each. Only one set of axes for
h1, v1 is shown for the top right portion of the 3CF. The particular
example is the mean of 15 3CFs determined from 15 examples of the
texture of Fig. 8, Box example 1.
T. Maddess et al. / Vision Research 44 (2004) 1093–1113 1095not necessary for those textures whose mean is provably
zero.
In this paper, we will calculate many 3CF functions.
To visualise the 4-dimensional 3CFs, we unpacked them
as shown in Fig. 2. In fact, Fig. 2 is the average of 15
3CFs computed for 15 texture examples (each 63 pixels
square) where shifts between )6 and 6 pixels were used,
i.e. a total correlation range of 13 pixels. The unpacked
3CF (Fig. 1) is a tessellation of 2-dimensional compo-
nent parts of the whole function computed on )6 to 6
pixels for h1 and v1, arranged on axes of h2 and v2
computed for the same pixel interaction range. We also
computed some 3CFs for longer ranges, but commonly
employed these shorter ranges because experiments on
pre-attentively presented isotrigon textures show that
humans use little information beyond six pixels, over a
broad range of pixel sizes (Maddess & Nagai, 2001;
Victor & Conte, 1989). Similarly, models that closely
reproduced human visual performance on 27 diﬀerent
pre-attentive isotrigon texture comparisons only re-
quired similarly small ranges (Maddess & Nagai, 2001).
It is likely that longer-range interactions are used when
long inspection times are permitted, but we are con-
cerned mainly with pre-attentive mechanisms here.
The 3CF for textures composed of uniformly-dis-
tributed noise, having a contrast range from )1 to 1,
approaches 0 everywhere. As alluded to in Section 1, an
issue for psychophysical experiments is the convergence
of the mean 3CF for ensembles of texture examples
drawn from particular texture classes. This arises whensubjects are trained on ensembles from two texture
types, say A and B, and then are tested on new ensem-
bles drawn from the same two groups. For subjects to
classify the new examples as belonging to classes A and
B, they must retain something that occurred, on aver-
age, in the training sets in order to subsequently identify
new examples drawn from classes A and B. If the mean
3CF from the training ensemble A is indistinguishable
from the mean 3CF of training ensemble B, then the
average 3CF (and the mean and 2CF) cannot inform the
classiﬁcation process, and the two sets would be func-
tionally isotrigon (i.e. having equal mean 3CFs). More
rigorously, texture classes are deﬁned to be isotrigon, if
their average 3CFs are the same as that as random
uniform noise textures (Victor, 1994), i.e. they converge
to 0 everywhere. If small ensembles are considered they
should converge at the same or faster rate than random
noise textures that they are compared with. In either
case, we must appeal to higher-order correlation infor-
mation of some sort to classify the textures (Victor,
1994).
This is not to suggest that humans compute the entire
4CF, but rather some simpler measures that are quan-
titatively related to the 4CF, and some parsimonious
and physiologically plausible models have been shown
to operate eﬀectively (Maddess & Nagai, 2001; Victor &
Conte, 1991). Recall that 70% of V1 neurons have been
shown to be sensitive to such higher-order correlation
information (Purpura et al., 1994). For these reasons, we
frequently computed average 3CFs for 15 examples of
each texture type, which required computing 428,415
3CF coeﬃcients in each texture sample, even for the )6
to 6 pixel case. In each case, we did the same calculation
for the random patterns from which the textures were
derived (see below) and compared the rates of conver-
gence of the 2CFs and 3CFs for those related texture
and noise examples. We have done this for several
thousand texture classes.
The isotrigon textures used to date (Fig. 1) provide a
useful starting point for describing the texture genera-
tion process used here. Those textures are created by a
recursion process in which the product of three pixels
determines the value of a fourth (Maddess & Nagai,
2001; Victor & Conte, 1991). The diﬀerent isotriogn
texture types are generated by using diﬀerent templates
to deﬁne which triplets of neighbouring pixels are mul-
tiplied together. These templates were formed from
particular subsets of active pixels drawn from a 3 · 3
matrix, with only the active pixels participating in the
triple product. These templates of active pixels are re-
ferred to as gliders (Fig. 1, left column). The recursion
method operates upon arrays that are initially set to
binary uniformly distributed noise, taking the values
{)1, 1}, with )1 indicating black, and 1 white-coloured
pixels. The recursion proceeds much as a 2-dimensional
convolution where the 3 · 3 domain deﬁning the glider is
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computed at each shift. Unlike convolution, the process
is recursive in that the products are placed back into
the original array, possibly becoming inputs to a suc-
cessive step of the recursion. The recursion method is
illustrated in detail elsewhere (Maddess, Davey, &
Yang, 1999; Maddess & Nagai, 2001; Victor & Conte,
1991). In fact the glider size means that often only the
ﬁrst few rows and columns contribute to the texture
pattern (Maddess & Nagai, 2001), but we used these
full-sized noise textures when comparing 2CFs and
3CFs of the textures with those of their seminal noise
patterns.
For the isotrigon textures of Fig. 1, the recursion
process operates in one of two ways. In the ﬁrst, the
value of the fourth pixel, f , is simply the triple product
of the glider pixels, f ¼ abc (note the glider pixels a, b, c
in Fig. 1). In the second variant, f ¼ abc. These two
variants of the recursion rule respectively generate the
so-called even and odd isotrigon texture variants (Fig. 1,
columns 2 and 3). Here we present a matrix method for
generating all possible binary textures for a three-pixel
recursion process, the classical isotrigon recursion pro-
cess being only two of 256 possible recursion processes
operating on {)1, 1} data that produce binary textures.
The method is extended to the case of all such ternary
{)1, 0, 1} textures.r3;2 ¼
f ð1;1;1Þ
f ð1;1; 1Þ
f ð1; 1;1Þ
f ð1; 1; 1Þ
f ð 1;1;1Þ
f ð 1;1; 1Þ
f ð 1; 1;1Þ
f ð 1; 1; 1Þ
0
BBBBBBBBBB@
1
CCCCCCCCCCA
¼
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
0
BBBBBBBBBB@
1
CCCCCCCCCCA
x1
x2
x3
x4
x5
x6
x7
x8
0
BBBBBBBBBB@
1
CCCCCCCCCCA
¼
r1
r2
r3
r4
r5
r6
r7
r8
0
BBBBBBBBBB@
1
CCCCCCCCCCA
ð6Þ2.2. Matrix texture derivation
We would like to have mappings, or rules, for the
recursion process that are dependent upon the values
of three pixels fa; b; cg, each taking one of two val-
ues. The {)1, 1} case, corresponding to textures
having dark and light image contrasts, has relevance
for vision, although we have shown that any two
values or tokens can be used in what follows (An-
kiewicz & Nagai, 2002; Nagai, Maddess, & An-
kiewicz, 2001), e.g. {0, 1}, {1, 2}, {animal, mineral}.
As a starting point to understanding this process, let
us imagine a discrete function f , that operates on
three pixels fa; b; cg with interactions up to multi-
nomial order 3:f ða; b; cÞ3;2 ¼ x1 þ x2aþ x3bþ x4cþ x5abþ x6bc
þ x7acþ x8abc: ð4Þ
Note that the even and odd recursion rules for the iso-
trigon textures of Fig. 1 correspond to Eq. (4) when
coeﬃcients x1–x7 are 0, and x8 is either 1 or )1, i.e.
f ¼ 
abc. Eq. (4) contains the lowest order independent
multinomials that need to be considered for interactions
between three pixels taking the values {)1, 1} (An-
kiewicz & Nagai, 2002; Nagai et al., 2001). Many terms
are not independent, for example a5 ¼ a3 ¼ a, and
therefore need not be included. Since we are considering
the three neighbour (N ¼ 3) and the two-level (L ¼ 2)
case, there are 8 ¼ LN ¼ q possible {)1, 1} inputs. We
can write the matrix of possible triplets of inputs for the
two neighbour (N ¼ 3), two-level (L ¼ 2) case as
T3;2 ¼
½ 1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1 :
ð5Þ
And the rules on how to assign these eight possible
triplets to possible outputs, ri, can be written as the
vector r3;2or
r ¼ SxT ð7Þ
introducing the (q q) matrix S, such that the product
of S and xT deﬁnes a set of mappings or rules r. Most
simply expressed, the elements of r set the rules for how
each of the possible input triplets is mapped; thus if
r1 ¼ 1, then whenever the input from the active pixels of
the particular glider is [)1,)1,)1] the output might be
set to be 1. Notice that the rows of S are Eq. (4) eval-
uated for the eight possible input triplets of Eq. (5). We
are interested here in those mappings that will transform
all possible sets of three input triplets of pixels T3;2 into
outputs that only take the levels )1 or 1. Thus, the
T. Maddess et al. / Vision Research 44 (2004) 1093–1113 1097problem is how to solve for x for all possible rules, r,
that deﬁne binary textures. The solution (Ankiewicz &
Nagai, 2002) is provided by computing the matrix in-
verse of S, viz. S1 (Eq. (A.3)). Recall that the multi-
nomials of Eq. (4) are independent and therefore S is of
full rank, and so S1 is not singular and therefore is
computable. Then a particular set of coeﬃcients, xi, can
then be obtained from the desired rule, ri, by
xi ¼ S1ri: ð8ÞFig. 3. Examples of binary textures generated by the discrete function metho
glider indicated by the row’s ordinate label. The number in the top left of
xi coeﬃcient set-number for that texture.Having decided upon a rule, ri, and having solved for xi,
textures can then be made by choosing a glider and
computing the discrete function f on each iteration of
the recursion process. If we consider the equivalent
(Nagai et al., 2001) {0, 1} case, and think of the possible
rules, r, as an eight digit binary number, then it is easy to
see that there are 256 possible rule sets r and sets of x
coeﬃcients. This is similar to the scheme of Wolfram
(1986). Examples of textures generated by these rules are
shown in Fig. 3.d. Each row contains six examples of binary textures produced by the
each panel represents the rule index (1–256) of ri, and corresponding
1098 T. Maddess et al. / Vision Research 44 (2004) 1093–1113Few of the textures generated will be isotrigon (see
Section 3), but third-order correlation is a signiﬁcant
determining feature of many of them, i.e. x8 is com-
monly nonzero (186 of 256 rules), hence triple products
between pixels determine the values of the pixels of these
textures. For any given glider, about 10% of the rulesFig. 4. Examples of some of the calculations done to determine isodipole or i
version of the binary even oblong texture (Fig. 1). These computations were
examples used for the remaining computations. (b) As described in the text, t
standard deviation in the 2CFs to yield a 125-pixel-square array of t-values,
some mean 2CF values are large, they generate a small t-value if those coeﬃ
origin, indicating correlation between every pixel and itself, was very large an
3CF. (c) The mean 3CF, unpacked as in Fig. 2, but where the tessellation is m
evidence of average third-order correlation, because the values creating the s
Thus, although structure is apparent in this snapshot of the averaging proce
coeﬃcients, which is related to the sixth-order correlation function. (d) t3CF
arrays of uniform ternary noise used to seed the recursion process for each of t
these seminal noise arrays. The histograms show that the levels of the mean
upon 0. A log ordinate is used to emphasise the similarity of the tails of the dis
15 examples. The structure apparent here indicates structure in the sixth- orwere uninteresting as they generated textures that were
composed of all )1s or 1s. We examined the conver-
gence of the 2CFs and the 3CFs of 63 rules that gen-
erated interesting textures for nine gliders (a ninth
glider, referred to as Corners’, where three corners of
the 3 · 3 glider determine the fourth corner, was added).sotrigon behaviour of various texture types. The example here is for the
repeated for several thousand texture types. (a) Four of the 15 texture
he mean of the 2CFs for the 15 examples was divided point-wise by the
indicating the signiﬁcance of the convergence towards 0. Thus, even if
cients are highly variable across the 15 examples. The t-value at the
d so has been removed. This calculation is illustrated in c, d, f for the
ade contiguous for ease of viewing. The structure apparent here is not
tructure oscillate above and below 0 as successive 3CFs are averaged.
ss, it is only quantiﬁable via sign-invariant measures like the SD of the
computed by dividing (c) by (f) point-wise. (e) The 15 63-pixel-square
he 15 examples were kept and mean 2CFs and 3CFs were computed for
3CFs for the noise (noi) and the textures (tex) converge very similarly
tributions. (f) The standard deviations in all the 3CF coeﬃcients for the
higher even-order correlation functions.
Fig. 5. Four of the new rules for binary textures generated (isodipole)
textures with consistently convergent 2CFs (as in Fig. 4b), but had
signiﬁcant (t  2) structure in their t3CFs. Textures generated by rule
154 are shown for four gliders (a; c; e; g). (b; d; f ; h) are derived by
taking means across the h2, v2 dimensions of the 3CF (Fig. 2) to yield a
compact array with dimensions h1, v1. This averaging rendered an
obscure, sparse, smattering of signiﬁcant 3CF coeﬃcients, into a rec-
ognisable structure. Although it is not clear that the visual system can
perform this calculation, it nevertheless discounts a lack of structure in
the 3CF. Averaging with respect to h1, v1 yields similar results. The
patterns revealed are quite glider-dependent.
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texture and then examined the mean and standard
deviation of the 2CFs and 3CFs for each texture, which
we will call m2CF, sd2CF, m3CF and sd3CF. Examples of
m3CF and sd3CF are shown in Fig. 4c and f, for the Even
Oblong texture type (Fig. 1). As a way of examining
convergence, we computed all the pointwise t-values for
the two correlation types: t2CF ¼ m2CF=sd2CF (e.g. Fig.
4b), and t3CF ¼ m3CF=sd3CF (e.g. Fig. 4d). We then
counted the number of t-values that exceeded 2. The
initial logic behind this was that, while the m3CF
sometimes showed some regular structure, it was also
apparent that the points making that structure were
often oscillating between positive and negative values,
and were converging on 0 as the successive samples
were averaged. Such points thus had 0 mean but high
variance. t-values much less than 2 thus indicate points
that were converging to 0. Although values up to 1.4
occur in Fig. 4b and d, the mean t-values were
0.22 ± 0.17 SD and the median values were 0.19. In
each case, we also kept the uniformly distributed noise
data from which the 15 texture examples were gener-
ated via recursion. Fig. 4e shows histograms for the
mean 3CF values obtained for the 15 textures and their
15 seminal noise patterns. The histograms are very
similar, indicating similar rates of convergence towards
0. Hence the patterns are isotrigon with ternary noise.
We will discuss convergence in more detail in the sec-
tion below on ternary textures. The sd2CF and sd3CF
functions also had further value, in that, if they showed
deﬁnite structure, then that implied that the fourth- and
sixth-order correlations were structured.
Of the 567 (¼ 9 · 63) texture types considered, only
the classical 18 even and odd patterns were isotrigon
with noise. Interestingly, 26 other textures showed
converging (t < 2) 3CFs but structured 2CFs (t-val-
ues> 2 at points other than the origin). The reverse
was true, i.e. converging 2CF but not 3CFs, for 32
other textures. These patterns were therefore isodipole.
Isodipole patterns are useful where there is concern
about the eﬀects of blur, as blur will aﬀect the power
spectra of all isodipole patterns in the same way,
leaving them isodipole after blurring. Such textures
were found for most gliders for rules 61, 91, 154 and
166. The 3CFs for these patterns were very ﬂat, apart
from a very sparse smattering of 20 or fewer points
with mean 3CF values close to 1. Taking averages
with respect to h2 and v2 of their t3CF functions yielded
compact 13-pixel-square functions that showed signif-
icant structure. Examples for rule 154 are shown in
Fig. 5. That averaging strategy was also applied to
established isotrigon patterns, but did not reveal sig-
niﬁcant structure.
Many of the binary textures may be useful in
experiments where the correlation structure is not an
issue, such as examples 2 and 3 of the Box andZigzag textures, and example 4 of the Wolfram tex-
ture, which show interesting depth and lighting eﬀects
(Fig. 3).
2.3. Ternary textures
For the three-pixel (N ¼ 3) and the three-level
(L ¼ 3) case, there are 27 ¼ LN ¼ q possible {)1, 0, 1}
ternary input triplets (Eq. (9)). These can be thought of
as pixels displaying three equidistant contrasts: dark
()1), mean luminance (0) and bright (1). By similar
logic to the binary case, there are Lq ð¼ 327 ¼
7:62 1012Þ possible rules for ternary textures, i.e. we
can think of the possible rules as all possible 27 digit
base-three numbers, since everything presented here
also applies to the case of textures composed of {0, 1,
2} and may be extended to any number of contrast
levels (L) and interacting pixels (N ) (Nagai et al., 2001).
The matrix T3;3 of 27 possible input triplets for the {)1,
0, 1} ternary case is
1100 T. Maddess et al. / Vision Research 44 (2004) 1093–1113T3;3 ¼ ½ 1 1 1
1 1 0
1 1 1
1 0 1
1 0 0
1 0 1
1 1 1
1 1 0
1 1 1
0 1 1
0 1 0
0 1 1
0 0 1
0 0 0
0 0 1
0 1 1
0 1 0
0 1 1
1 1 1
1 1 0
1 1 1
1 0 1
1 0 0
1 0 1
1 1 1
1 1 0
1 1 1 :
ð9Þ
The new discrete function f3;3 (Eq. (10)) provides xi
having 27 coeﬃcients fx1; . . . ; x27gf ða; b; cÞ3;3 ¼ x1
þ x2aþ x3bþ x4c; . . .
þ x5abþ x6acþ x7bcþ x8a2 þ x9b2 þ x10c2; . . .
þ x11a2bþ x12a2cþ x13ab2 þ x14b2cþ x15c2aþ x16c2bþ x17abc; . . .
þ x18a2b2 þ x19a2c2 þ x20b2c2 þ x21a2bcþ x22ab2cþ x23abc2; . . .
þ x24a2b2cþ x25a2bc2 þ x26ab2c2; . . .
þ x27a2b2c2;
ð10Þwhere the seven lines delineate pixel interactions of
ascending multinomial order. As for Eq. (4), Eq. (10)
includes only the independent multinomials. The
resulting 327 xi are computed exactly as in Eq. (8), but
the new 27 · 27 matrix S3;3 is computed as in Eq. (6) (i.e.
the rows of S3;3 of Eq. (10) are evaluated for the possible
input triplets of Eq. (9)) and then inverted to give S13;3
(Eq. (A.3)).
Inspecting Eq. (10) shows that it would be possible to
construct textures using only pixel interactions higher
than order 4 or 5 by ﬁnding an xi with the appropriate
0-valued coeﬃcients. Given the many possible ternarytexture classes, how do we ﬁnd interesting textures within
our lifetime? Firstly, we can generate some guidelines to
do this heuristically. These guidelines will also serve to
inform discussion of more quantitative methods of
selection to be presented later.
An initial consideration is that many of the textures
generated may be trivial, being composed of all )1s, 0s or
1s. The all-zero case will be more common for rules hav-
ing many rule elements, ri ¼ 0. Thus, the majority of the
possible 3-neighbour inputs (rows of Eq. (9)) are mapped
to 0, leading to further zeros in the recursive process, and
ultimately giving an all-zero texture. Thus, the ﬁrst
guideline for successful generation of textures is that
G1: a majority of rule elements ri 6¼ 0.
Vision scientists probably are more interested in
patterns with 0 mean brightness. This will tend to hap-
pen if
G2: the number of ri ¼ 1 is approximately the number
of ri ¼ 1.
From the perspective of parsimony, one might wish
that as many coeﬃcients xi of f ða; b; cÞ3;3 as possible
should be 0. Such textures will thus be formed by a
small number of classes of interpixel interactions, say
only those of third order: abc, ac2, etc. Also, if we
are looking for iso-Ngon textures, we might wantthe lower-order terms to be 0, but it is likely that
higher-order interactions will also produce low-
order correlations. Nevertheless, patterns determined
mainly by complex interactions might also be
expected to be visually interesting. These considerations
lead to
G3: xi for low-order pixel interactions¼ 0.
While G1–G3 are useful, there are unfortunately still
a large number of such f ða; b; cÞ3;3 to search for useful
patterns.
Fig. 6. A large set of rules designed to minimise the number of non-
zero xi in the discrete equation produced trivially ternary patterns
where binary patterns were cut through with contiguous grey stripes.
The ordinate labels indicate that the particular rows were generated
where all the ith-order interactions were 0. Hence i2i4 means the dis-
crete equations (Eq. (10)) for these patterns had all terms for quadratic
or fourth-order interactions being 0.
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Eq. (8) shows us that the rules ri and their corre-
sponding coeﬃcients xi are directly related by S1, sug-
gesting that inspecting S1 (Eq. (A.3)) can help us to
select textures having simple discrete functions. The
columns of S1 relate to rule elements, while the rows
relate to x coeﬃcients. For example, S13;3 (Eq. (A.3))
shows that the ﬁfth coeﬃcient of A1, x5, which determines
the contribution by interactions in ab, is entirely deter-
mined by rule elements r2, r8, r20 and r26 (the nonzero
elements of the ﬁfth row of S13;3 ). Similarly, the constant
term x1, is governed entirely by r14, i.e. because only row
1, column 14 of S1 is nonzero. These relationships are
most easily seen in Eq. (A.2), where the coeﬃcients xi are
expressed directly in terms of the rule elements ri. This
discussion suggests strategies for obtaining textures with
restricted numbers of nonzero x coeﬃcients.
For example by setting
r5 ¼ r11 ¼ r13 ¼ r14 ¼ r15 ¼ r17 ¼ r23 ¼ 0; ð11Þ
coeﬃcients x1–x4 will be made zero, and so the resulting
textures will have no contribution from the constant
term, or linear terms in pixels a, b or c. Thus, all textures
produced from these xi will only be constructed from
quadratic to sixth-order interactions between pixels. It is
important to point out that lower-order interactions
might be (or are likely to be) induced by repeated
application of the rule across space. To limit interactions
to these higher orders, we constructed some rules, ri, as
follows. We took the binary numbers from 1 to 220, and
expanded these to a 20 · 220 array of 0s and 1s. Then, we
selected all columns that had an equal number of 0s and
1s, and subtracted 1 from all those to make 184,756
columns containing all combinations of ten )1s and ten
1s. Using Eq. (11), we then created 184,756 rules by
mapping these sets of )1s and 1s to the 20 rule elements
not mentioned in Eq. (11). Using Eq. (8), we then ob-
tained 184,756 sets of x coeﬃcients.
As predicted, all the x1–x4 for these rules equalled 0.
Wishing to examine cases described by G3, these xi were
further selected for those cases where many other xi
were also equal to 0. For example, we examined cases
where all third- and ﬁfth-order multinomial interactions
were also 0. In Fig. 6, these cases are referred to as i3,
(meaning no third-order interactions), i5 (no ﬁfth-order
interactions), and so on. We inspected 17,428 of these
textures and found them all to be trivially ternary, in the
sense that they had black and white textured regions
()1s and 1s) separated by grey stripes (0s). The examples
shown in Fig. 6 were all derived using the Wolfram
glider (Fig. 1). Textures derived from the same xi for
other gliders occasionally had diagonal or horizontal
grey stripes. These patterns could serve as some form of
space–time diagrams for ﬂickering or moving textured
stripe patterns (see Section 3).One explanation for the trivially ternary patterns
might be the slight overabundance of )1 and 1 (10 each)
compared to 0s (7) in the rules employed. We therefore
constructed the set of 48,620 rules for all possible rule
assignments where each rule set had nine )1, 0 and 1s.
Of these, we inspected 9456 textures (not shown) that
had relatively few nonzero xi. Many of these also proved
to be trivially ternary in the sense of having large blocks
of one binary texture or the other, swapping over large
distances, as in some of the examples of Fig. 10. If
texture examples much larger than 63 pixels square were
required, the patchy distribution might be less prob-
lematic. This could also be the case when studying
higher-order processes that might occur with longer
viewing times.2.5. Methods for selecting locally ternary or binary
textures
For an explanation of these trivially ternary patterns,
and for ways to avoid them, we note that some of
the input triplets from T3;3 (rows of Eq. (9)) have an
Table 1
The relationship between rule elements, that is the elements of rule vectors ri (e.g. Eq. (8)), and their input triplets
Binary Ternary
{)1, 0, 1}
Special
{0, )1} {)1, 1} {0, 1}
tn, rn tn, rn tn, rn tn, rn tn, rn
[)1)1 0], r2 [)1)1 1], r3 [0 0 1], r15 [)1 0 1], r6 [)1)1)1], r1
[)1 0)1], r4 [)1 1)1], r7 [0 1 0], r17 [)1 1 0], r8 [ 0 0 0], r14
[)1 0 0], r5 [)1 1 1], r9 [0 1 1], r18 [ 0)1 1], r12 [ 1 1 1], r27
[ 0)1)1], r10 [ 1)1)1], r19 [1 0 0], r23 [ 0 1)1], r16
[ 0)1 0], r11 [ 1)1 1], r21 [1 0 1], r24 [ 1)1 0], r20
[ 0 0)1], r13 [ 1 1)1], r25 [1 1 0], r26 [ 1 0)1], r22
The possible input triplets can be deﬁned as being binary, ternary or special according to their content. There are three kinds of binary triplets. As
shown in Fig. 7 these relationships can be juggled to insure locally ternary or binary textures.
[-1 -1 -1]
       r1
[ 0 0
 0]
 
 
 
 
r 14
[ 1 1 1]   
 r27
[-1 0 1], [-1 1 0]
[0 -1 1], [0 1 -1]
[1 -1 0], [1 0 -1]
    r6, r8, r12, r16, 
         r20, r22
{ -1,0 } { -1,1 }
{ 0,1 }
Fig. 7. The ﬁgure shows the relationship between particular rule ele-
ments, ri and their inﬂuence upon texture production during the
recursion process. As shown by Table 1, many of the input triplets are
inherently binary, i.e. contain only {0, )1}, {)1, 1} or {0, 1}. This
means that if a rule element for a binary input triplet mapped the
recursion process back into the same binary system (see Eq. (8)), say
[0, )1, )1] to )1, then the generated texture would tend to be locally
binary, i.e. composed of )1 and 0 pixels. By contrast, if rule elements
tend to map input triplets to their excluded value, say [0, )1, )1] to 1,
then the recursion process, and so the generated texture, will jump
between binary domains rapidly. These binary texture domains are
illustrated by the arcuate regions of the circular pattern marked by
{0, )1}, {)1, 1} or {0, 1}. Notice that the special triplets (see Table 1)
and their associated rule elements, r1, r14, and r27, can map between
binary domains. For example, within a {0, )1} domain of a texture, a
[0 0 0] or a [)1 )1)1] triplet may arise during recursion. The inherently
ternary input triplets (Table 1) are shown diagrammatically as being in
a domain of their own, given the capacity of their associated rule
elements to jump to any domain. Overall, the diagram provides a
conceptual framework for generating rules that produce locally ternary
(e.g. Fig. 8) or locally binary (e.g. Fig. 10) textures.
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Table 1 contains all cases of triplets of input pixels that
take the values {)1, 0}. If rule elements are set to map
{)1, 0} triplets to {)1, 0} outputs, then the recursion
process will generate only binary {)1, 0} textures. A
feature of the input triplets of columns 1–3 is that only if
we map them to the excluded value, i.e. 1 for column 1, 0
for column 2, or )1 for column 3, do they produce pixel
values outside their triplet group. The only input triplets
that are ternary are shown in the fourth column of Table
1. These observations suggest a way of rapidly cycling
between the binary triplets to produce highly locally
ternary textures. For example, let us assign the output
rule elements to their excluded values
r2 ¼ r4 ¼ r5 ¼ r10 ¼ r11 ¼ r13 ¼ 1;
r3 ¼ r7 ¼ r9 ¼ r19 ¼ r21 ¼ r25 ¼ 0;
r15 ¼ r17 ¼ r18 ¼ r23 ¼ r24 ¼ r26 ¼ 1:
ð12Þ
Note that we have not said anything yet about how to
assign the special input triples of T3;3: t1 ¼ ½1;1;1,
t14 ¼ ½0; 0; 0 and t27 ¼ ½1; 1; 1 (Table 1, column 5). The
special role of r1, r14, r27, and the rules governing ternary
input triples in transferring between binary textures, is
summarized in Fig. 7. By making the probability of
encountering a )1, a 0, or a 1 equal in setting the special
rule elements r1, r14, r27, and also the ternary rule ele-
ments r6, r8, r12, r16, r20, r22, we automatically obtain
systems of ternary textures with output textures having
equal probabilities of {)1, 0, 1}, thus obeying G1 and
G2. This leads to our fourth guideline:
G4: choose rule elements that map input triplets away
from binary content.
There are 36¼ 729 such rules for the ternary rule
elements for each possible assignment of r1, r14, r27, or
39¼ 19,683 texture classes for each glider. Examples of
these locally ternary textures are given in Fig. 8. Here
Eq. (12) is obeyed, r1, r14, r27 are set to one of the six
possible ternary triples, and r6, r8, r12, r16, r20, r22 are set
to the 90 possible sets of two )1, two 0s and two 1s,yielding 540 rule sets. All of these generate locally ter-
nary textures, any small patch having {)1, 0, 1} pixels.
Many of the discrete equations for these patterns are
surprisingly simple: 24 rules giving discrete equations
having 16 xi ¼ 0.
Example 1 of the Box and examples 1 and 2 of the
Zigzag textures show some illusions of depth. Box
example 2 is interesting, since the direction that the
waﬄe-staircase proceeds in depth can be bistable.
Fig. 8. Locally ternary textures selected by a judicious selection of
rules predicted from Fig. 7. Accordingly, all binary triplets (Table 1)
tend to be mapped to their excluded values, making the patterns locally
ternary (Eq. (12)). Other rule assignments ensure all linear terms of the
discrete equation are 0, thus the patterns are all generated by quadratic
and higher multinomial interactions between pixels. Every rule used
has nine )1s, nine 0s, and nine 1s, making the textures well-balanced in
terms of )1, 0, 1 content (see G1 and G2).
Fig. 9. The patterns of Fig. 8 were drawn from sets, which, for some
gliders, produced sextuplets of visually similar textures. The six upper
examples illustrate such a sextuplet for the Box glider. The same
seminal noise was used in each of the six patterns and six related rules
generated the patterns. The appearance of diﬀerences, or the lack of
them, depends upon a few input pixel types along the boarders of the
seminal noise, and hence, the diﬀerences can be generated in a pre-
dictable way. The lower six textures illustrate that the same rules and
seminal noise generate very diﬀerent textures for the Wolfram glider.
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on, can reveal the bistable eﬀect. It is interesting in this
set of patterns that the Box and Cross gliders generate a
fairly diverse range of patterns, while other gliders do
not. Particularly odd are the Wolfram patterns, whose
characteristic triangle patterns are not observed (cf. Figs.
1, 3, 9, 11, 12). Inspection of the resulting 4320 texture
classes reveals that examples of almost any two of these
texture types make interesting stereo pairs, showing
varying degrees of rivalry or depth, although they were
not designed to have mutual disparity information. Thismay be due to a preponderance of short range correla-
tions in these patterns (see below).
A conceptually-related eﬀect is that some gliders
produce sextuplets of highly related textures for every
90 of the 540 rules. This is not true for the gliders El,
Foot or Wolfram (Fig. 9). Because of the way the rules
were constructed (see above) the blocks of 90 rules
diﬀer only in how rule elements r1, r14 and r27 are set,
and these aﬀect the special input triplets (Table 1 and
Fig. 7), which, in turn, determine the mean, third and
ﬁfth-order pixel interactions (cf. Eq. (A.2)). A special
case seems to be rule 1 (r1) of this set and its relatives
r91, r181, r271, r361 and r451. If these rules (Eq. (A.4)) are
given the same initial uniformly-distributed ternary
noise on which to operate, they always produce the
same texture for the Box glider. This texture (Fig. 8,
Box example 1) appears to be a ternary version of the
binary odd Box texture (Fig. 1). Other similarly related
Fig. 10. Most of the conventions for setting rule elements are reversed
relative to that of the patterns of Fig. 8, in that all the rule elements for
binary input triplets (Table 2) are mapped to be within their own class
(i.e. Eq. (13) is used instead of Eq. (12)). Thus, all six {)1, 0} input
triplets were mapped to 0, {)1, 1} triplets were mapped to )1, and the
six {1, 0} input triplets are assigned rule elements¼ 1. As in Fig. 8,
every rule used has nine )1s, nine 0s, and nine 1s. As predicted by Fig.
7, the resulting patterns are more often locally binary, being locked
into {)1, 0}, {)1, 1} or {0, 1} domains, somewhat as in Fig. 6, where
such rule assignments frequently occurred by accident.
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textures from the same random number seeds, as
illustrated in Fig. 9 for the rules numbered 13+ [90 180
270 360 450]. Some pairs of these textures make good
stereo pairs, with certain features popping out, while
others produce rival percepts. In these cases, whether or
not a given sextuplet is the same or diﬀerent depends
upon which input triplets appear in the ﬁrst few rows
or columns of the seminal noise patterns. Having
determined the critical few triplets for a given rule and
glider, one can easily predict sextuplets with particular
diﬀerent and like members. These sextuples might also
be useful for change-blindness types of experiments,
where the object is to spot the diﬀerence of lack of it on
exchange of the related textures.
The same rules operating on the same initial condi-
tions produce very diﬀerent patterns for the Wolfram
glider (Fig. 9). This also true for the Foot and El
gliders (not shown). Rule 13 and its ﬁve relatives are
interesting for the other gliders because the resulting
textures have ﬂat t3CFs (not shown, but as in Fig. 4d)
with no features approaching t > 2, while their average
t2CFs show signiﬁcantly nonconverging correlations
(t > 2) at ranges up to ﬁve pixels (not shown). In the
case of the Wolfram pattern generated by rule 13, its
t3CF is also not diﬀerent from 0, but its 2CF shows
structure at ranges up to three pixels. These patterns
are thus isodipole, like the binary textures of Fig. 5. We
inspected the 4860 texture examples and examined the
correlation functions of 258 of these rule and glider
combinations that we thought generated interesting
patterns. Of those, 36 had ﬂat t3CFs but none had fea-
tureless t2CFs, i.e. they showed nonconverging structure
for 15 samples.
We also examined the correlation functions of the
textures for the 90 rule sets r1–r90 for all gliders. Of these
90 textures, none had a ﬂat t2CF and the median number
of coeﬃcients with t > 2 was 213, therefore the signiﬁ-
cant structure had median range of ±7.3 pixels
(
p
213=2 ½1; 1 ¼ ½7:3; 7:3). This preponderance of
short-range interaction may account for the tendency of
any pair of these textures to provide stereo cues. Note
that, as in Fig. 4b, the 2CFs were computed for all
possible ranges, )62 to 62 pixels, and thus had 15625
coeﬃcients (1252). As for the t3CFs, 49 had no value
greater than 2, i.e. the 3CFs converged to 0 everywhere.
The median number of t3CF values greater than 2 was
3670, so a remarkable cancellation of terms must be
operating to generate no signiﬁcant values, on average,
in those 49 cases.
By making diﬀerent assignments of the rule elements
of Eq. (12), we obtain new sets of 540 rules. We inves-
tigated eight of these variants. An interesting corollary
to the example of Fig. 4 is obtained by setting the binary
rules, not to their complimentary values as in Eq. (12),
but to within-group values. E.g.,r2 ¼ r4 ¼ r5 ¼ r10 ¼ r11 ¼ r13 ¼ 0;
r3 ¼ r7 ¼ r9 ¼ r19 ¼ r21 ¼ r25 ¼ 1;
r15 ¼ r17 ¼ r18 ¼ r23 ¼ r24 ¼ r26 ¼ 1:
ð13Þ
In this case, the generated textures (Fig. 10) are more
often locally binary, as in our initial attempt at rules
T. Maddess et al. / Vision Research 44 (2004) 1093–1113 1105having nine )1s, 0s and 1s, and they have less frequent
transitions between binary classes, driven largely
according to the special rule elements r1, r14, r27, and the
ternary rules.
2.6. Mixed strategies
We can now bring together some of the above strat-
egies to generate rules that give us textures that are both
locally ternary and that have pixels exclusively deter-
mined by higher-order multinomial interactions between
pixels (G3). The latter criteria might be expected to
generate more visually complex patterns. Earlier, we
attempted to eliminate lower-order interactions by set-
ting the governing rule elements to 0 (Eq. (11)), but we
found such cases to be trivially ternary (e.g. Fig. 6). An
alternative is to recognise that the left–right symmetry of
S1 means that x2 ¼ ðr1 þ r23Þ=2, x3 ¼ ðr11 þ r17Þ=2,
and x4 ¼ ðr13 þ r15Þ=2 (see also Eq. (A.2)). So setting
r5 ¼ r23; and r11 ¼ r17; and r13 ¼ r15; ð14Þ
leads to
x2 ¼ x3 ¼ x4 ¼ 0; ð15Þ
thus satisfying G3. This is useful from the standpoint
that, if we are constrained to rules containing nine 1s,
nine 0s and nine )1s, then 0-valued rule elements are a
resource we might like to garner for the purpose of
setting other xi ¼ 0.
Another issue is that of controlling whether output
textures are locally ternary (G4). Eq. (12) provides a way
to do this. It assigns six rule elements to 0. G2 indicates
that we want to keep the balance of )1, 1 and 0 even, so
we need to set three more rule elements to 0, to obtain 9
out of 27. So, as a ﬁrst guess, we set the rule elements for
the special input triplets (column 5 of Table 2) to
r1 ¼ r14 ¼ r27 ¼ 0. Note that making r14 ¼ 0 also sets theTable 2
A method for constructing six rules that produce ternary isotrigon textures
r1–r9 r10–r18
Input triplets Output Input triplets
a b c f a b c
)1 )1 )1 p1 0 )1 )
)1 )1 0 P2 0 )1
)1 )1 1 P3 0 )1
)1 0 )1 p2 0 0 )
)1 0 0 p3 0 0
)1 0 1 p1 0 0
)1 1 )1 p3 0 1 )
)1 1 0 p1 0 1
)1 1 1 p2 0 1
To construct the six rules each of the six ternary triplets at the bottom of the t
triplet, ()1, 0, 1) is used, every output labelled p1 is assigned to )1, every outp
be 1. The particular set of six assignments all obey the method of Gilbert (1
ðp1; p2; p3Þ 2 fð1; 0; 1Þ; ð1; 1; 0Þ; ð0; 1;1Þ; ð0;1; 1Þ; ð1;1; 0Þ; ð1; 0;constant term x1 ¼ 0 (see Eq. (A.2)). Thus, using Eqs.
(12) and (17) and setting r1 ¼ r14 ¼ r27 ¼ 0, all the
resulting discrete functions will form pixels composed of
quadratic and higher-order interactions only. Since 18
rule elements remain to be set, and we have used nine 0
rule elements, we have employed our set of all possible
cases with nine )1s and nine 1s and have assigned these
to the remaining rules. These were further selected to
give the case of Eq. (14), producing 5192 ri and xi. Many
of the textures (Fig. 11) show illusory depth eﬀects
produced by lighting cues, especially the El, Wolfram
and Zigzag textures.
For the textures of Fig. 11, the coeﬃcient governing
the triple product abc, x17 equals )1/4. To obtain a
larger contribution from abc, while keeping the linear
and constant terms equal to 0, we adopted the following
solution. Eq. (A.2) shows that
x17 ¼ ðr1 þ r3 þ r7  r9 þ r19  r21  r25 þ r27Þ=8: ð16Þ
Notice that, apart from r1 and r27, the other rules gov-
ern the {)1, 1} input triples found in column 2 of Table
1. In the last example, these rule elements were all set to
0. In the interest of maintaining balance, we now require
r3 ¼ r7 ¼ r19 ¼ 1 and r9 ¼ r21 ¼ r25 ¼ 1, thus input
triplets with two )1 are mapped to 1 and vice versa. The
conditions of Eq. (12) and r1 ¼ r14 ¼ r27 ¼ 0 were still
imposed, leaving 184 possible rule sets having nine )1s,
nine 0s and nine 1s. This gives x17 ¼ 3=4 rather than
x17 ¼ 1=4 as in previous example. Here (Fig. 12) many
Box textures show illusory depth and many Cross pat-
terns show ternary versions of the jazzing’ patterns seen
in some binary Cross textures (cf. Fig. 3 Cross example
1, and Fig. 12 Cross example 2).
We created three further variants of the rules where
the rule sets had similar logic to those of Fig. 11 and one
further variant of the rules sets generated as for Fig. 12.
We inspected the resulting 84,834 texture examplesr19–r27
Output Input triplets Output
f a b c f
1 P2 1 )1 )1 P3
0 p3 1 )1 0 p1
1 p1 1 )1 1 p2
1 p3 1 0 )1 p1
0 p1 1 0 0 p2
1 p2 1 0 1 p3
1 P1 1 1 )1 P2
0 p2 1 1 0 p3
1 p3 1 1 1 p1
able is used once. Thus, to produce the ﬁrst set of rule elements the ﬁrst
ut labelled p2 is assigned to 0, and every output labelled p3 is assigned to
980) but for the ternary case.
1Þg.
Fig. 11. Examples of the textures described in the text with respect to Eq. (14). The idea is to combine the logic behind Figs. 7 and 8 to generate a
diverse range of quite locally ternary patterns, all derived for higher-order interactions between pixels. Many of the resulting patterns show illusory
depth eﬀects due to lighting cues. Particular examples denoted by Glider and example number (abscissa) Box 1; El 2, 4, 5; Wolfram 1, 2, 6; Zigzag 1.
Zigzag 4 looks like a form of writing.
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structure and computed the 2CFs and 3CFs for these.
None of the patterns had 2CFs or 3CFs that converged
to 0 and the median number of t-values greater than 2
were 64 and 2464, respectively. These examples illus-
trated that visually interesting, locally ternary patterns,
can be generated using only higher-order pixel interac-
tions.
2.7. Isotrigon ternary textures
The classical binary isotrigon textures of Fig. 1 were
developed by Gilbert (1980) using a certain logic. Thislogic for the recursion process can be stated as follows: In
a recursion process involving sets of input triplets a, b, c,
the rules should be structured so that, for ﬁxed values of
a and b, we should ﬁnd that f ða; b; cÞ runs through all
possible values when c runs through all possible values,
and similarly for bwhen a, c are ﬁxed, and for awhen b, c
are ﬁxed. In the binary case, this generates the odd and
even rules whereby f ða; b; cÞ ¼ 
abc (Gilbert, 1980).
In the ternary case, the equivalent set of rule assign-
ments is generated by Table 2, providing six rules (Eq.
(A.5)). Of the six rules, the discrete functions of four
rules had every xi nonzero, and two had a simpler form.
Rule 3 (column 3 of A5) gave the discrete function
Fig. 12. The logic of the rule assignments for this texture is similar to
the case of Fig. 11, but additional constraints are imposed (text) to
generate large coeﬃcients for x17 (Eq. (16)), thus producing stronger
pixel interactions of the type abc, in the resulting 184 rules.
Fig. 13. Examples of the six types of ternary isotrigon texture types
generated for the Box glider. Other gliders produced less structured
textures. The method illustrated in Fig. 4 showed that these patterns
are clearly isotrigon, no structure being observable in their t2CF and
t3CFs (N ¼ 15).
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þ 12b2aþ 12b2cþ 12c2aþ 12c2b
þ 6abc 18a2b2c 18a2bc2
 18ab2c2Þ=8 ð17Þ
and rule 4 was the same coeﬃcients but with an inver-
sion of the signs of each term. These two rules therefore
relate to each other as the even and odd discrete func-
tions for binary isotrigon patterns (f ¼ 
abcÞ. Fig. 13
shows examples of Box textures created from the sixrules. We examined the 2CFs and 3CFs for textures
generated by these rules for the Box glider, and t2CF and
t3CF functions were computed from 15 texture examples
for each. Of the 28,561 t3CF values generated for each of
the six rules, the mean maximum t-value (of 15 cases)
was 1.31. The overall t-value mean was 0.22 ± 0.17 SD.
For the t2CFs the mean maximum t-value out of 15,624
for each rule (not counting the origin) was 1.38, and the
overall mean t-value was 0.22 ± 0.18. The median t-val-
ues were 0.82 of the means. Thus, the mean correlation
functions were clearly converging to 0. Unlike Fig. 4c,
the 3CF function were featureless, even when using
averaging schemes like those of Fig. 5b, d, f and h. The
standard deviation of the 2CFs and 3CFs did, however,
show obvious structure, indicating that signiﬁcant short-
range fourth- and sixth-order correlations occur on
average in these textures. Clearly, the textures were
functionally isotrigon with each other, even for rela-
tively small ensembles of examples.
As mentioned in the context of Fig. 4, we always
saved the arrays of uniformly distributed ternary noise
from which the texture examples were generated, and so
we examined their 2CF and 3CF functions for a com-
parison with those from the textures generated from
them. For the noise t3CFs, the mean maximum value
from the six cases was 1.34 and the mean was 0.22 ± 0.17
SD, clearly indistinguishable from the case for the Box
textures. For the t2CFs, the mean of the maximum values
from the six cases was 1.46, i.e. larger than the textured
case, and the mean was 0.22 ± 0.17 SD. The median t-
values were again lower, at 0.82 of the mean values. The
textures were thus isotrigon with respect to noise.
Fig. 14. Textures made by variants of the rules used to make the
isotrigon patterns of Fig. 13. Thirteen of these rules produced highly
convergent 2CFs for all gliders, but had very similar sparse patterns of
signiﬁcant coeﬃcients (t > 10). (a, c, e, g) Examples of textures ob-
tained using four of these rules with the Box glider. Variants of the
averaging method of Fig. 5 were attempted to see if texture-dependent
structure emerged, but none did (b, d, f, h). The textures are therefore
possibly isotrigon with each other.
1108 T. Maddess et al. / Vision Research 44 (2004) 1093–1113As a point of interest, we decided to manipulate these
six rules and examined the performance of the resulting
rules. We ﬁrst examined the rules generated by rotating
the columns of Eq. (A.5) in a circular buﬀer for all
possible shifts. Excluding the original six, this provides
48 unique new rules. Thirteen of these had 2CFs that
converged to 0 (except at the origin) but showed a sparse
pattern of nonconvergent 3CF coeﬃcients. Many of
these appeared to be indistinguishable, even though the
texture patterns generated could be quite diﬀerent in
appearance. Even the averaging of the t3CFs, as in Fig. 5,
yielded no obvious correlation with the diﬀerences in
texture appearance (Fig. 14), only glider type. Hence
these patterns may be functionally isotrigon for partic-
ular gliders.
A second manipulation involved inspecting Eq. (A.2)
to ﬁnd pairs of rule elements, ri, that, when exchanged,
left some discrete function coeﬃcients xi unchanged.
Twelve of these 96 rules produce textures that had
convergent 3CFs but showed nonconvergent short-
range structure in their 2CFs. One pair of rules pro-
duced very diﬀerent looking textures, which nevertheless
had identical distributions of t-values >2 for verticalinteractions at a range )2 to 2 pixels (Fig. 15). The
t-values for these coeﬃcients were >10, while all others
were <0.6. Thus, these patterns are functionally isotri-
gon with each other, if not with ternary noise. The short-
range second-order correlation, in conjunction with a 0
average 3CF, may prove useful.3. Discussion
A method for generating a large number of binary
and ternary texture types was illustrated. Some new
patterns that were isodipole with each other, but not
with uniformly distributed binary noise, were demon-
strated (Fig. 5). What structure there was in the 3CF of
those patterns depended largely upon the glider, rather
than upon the appearance of the textures. Methods for
generating either locally or globally ternary textures (i.e.
locally binary) were also illustrated (Figs. 8–12), with
these examples by no means exhausting the possibilities.
The diﬀering roles of particular rule elements in gener-
ating locally binary of ternary texture, as encapsulated
in Fig. 7 and Table 1, was particularly instructive. Of the
locally binary patterns, some were simple (Fig. 6) and
others were complex (Fig. 10), and methods for pro-
ducing each were given. A method for generating visu-
ally interesting and quite locally ternary textures, which
were entirely generated by higher-order pixel interac-
tions was also demonstrated (Figs. 11 and 12).
3.1. Iso-Ngon ternary textures
A method for obtaining the ternary equivalent of the
rules of Gilbert (1980) used to derive the classical binary
isotrigon patterns of Fig. 1 is given in Table 2. The
resulting six rules (A.5) produced textures with 2CFs
and 3CFs that converge very quickly to 0, even for small
ensembles. Gagalowicz (1981) considered the issue of
the convergence of the binary Box textures and con-
cluded that quite large ensembles might be needed to
ensure good functional isotrigon properties between,
say, a training set and a test set of texture examples. We
found that the other classical isotrigon textures all had
good convergence, even for relatively same ensembles
(e.g. Fig. 4). Certainly the ternary isotrigon patterns
converged very well and often produced featureless
mean 2CFs and 3CFs. This way of examining the t2CFs
and the unpacked t3CFs provides a simple method to
examine convergence. On repeated testing of classical
isotrigon textures, our selection of a t-value of 2 for our
screening procedure produced few false positives, be-
cause, when a pattern is isotrigon, the t-values rapidly
become small. This is highlighted by the fact that the
median number of values >2 is in the hundreds or
thousands for most textures, but drops dramatically to 0
for isotrigon patterns.
Fig. 15. A diﬀerent variant of the isotrigon rules (Fig. 13) produced a few textures, which were very distinct (a, c), but which had highly convergent
3CFs (not shown) and very simple, and similar, 2CF structure (b, d). (b, d) show t2CFs ðN ¼ 15Þ truncated at a t-value of 2. Both patterns show
signiﬁcant second-order correlation at a range of ±1 pixel in the vertical direction. Apparently, the diﬀerent appearance of these texture types has
little to do with the 2CF or 3CF and they are functionally isotrigon with each other.
T. Maddess et al. / Vision Research 44 (2004) 1093–1113 1109Aside from the basic ternary isotrigon examples (Fig.
13), several variants of the rules produced textures that
were isotrigon with each other, if not with noise patterns
(Figs. 14 and 15). The method of averaging the 3CF, as
shown in Figs. 5 and 14, in some cases revealed signiﬁ-
cant structure. Whether the visual nervous system cal-
culates such measures is moot, but we now have patterns
with which to examine the question.3.2. A strategy for more isotrigons?
A feature of the discrete equation for one of the ter-
nary isotrigon patterns (Eq. (17)) is that all the even-
order pixel interactions are absent. This makes sense if
we wish the 3CFs to converge to 0, since positive and
negative multinomial interactions would then be equally
likely. Such rules might therefore provide a fruitful
group to examine as isotrigon candidates. Eq. (A.2) al-
lows us to select rules sets that have this property. Like
the isotrigon rules (A.5), they would all have nine 0s, 1s
and )1s. As mentioned earlier, there are 48,620 combi-
nations of nine )1s and 1s. One of the selection criteriais that r14 ¼ 0 in all cases (making x1 ¼ 0), thus we
would need to assign all possible arrangements of eight
zero-valued ri with those {)1, 1} combinations, in order
to arrive at the possible rules from which to select those
that would have no even-order pixel interactions.
Unfortunately, there are 26!/(8!8!)¼ 6.8 · 1011 such cases
to search through.3.3. Utility of other textures
Many of the patterns shown here could serve as
interesting space–time diagrams combining ﬂicker and
motion eﬀects. In that case, the pixel values of rows of
the textures might determine the brightness of adjacent
vertical bars on a display. Cross textures often produce
patterns that appear to be space–time diagrams for the
sum of two patterns moving in opposite directions, often
resulting in collisions of ﬁgure elements, with or without
annihilation or sign changes of in the colliding elements
(Ankiewicz & Nagai, 2002). Of particular interest might
be patterns like those numbered 17, 40, 69 and 154 of
Fig. 6, where the complexity of repeating patterns within
1110 T. Maddess et al. / Vision Research 44 (2004) 1093–1113a stripe seems to reduce with the width of the textured
stripes, much as modes propagating in a waveguide
(where time is propagating downward in these exam-
ples).
Our focus has partly been on textures designed to be
presented pre-attentively. Some of the patterns here
might be useful in cases where larger patterns are in-
spected for longer periods when more complex visual
processing might come into play. Many of the locally
binary patterns of Fig. 10 show interesting structure at
large scale. Textures exhibiting near mirror-image
properties and/or jazzing’ (e.g. Cross examples 1 and 2
of Figs. 3 and 12) are also observed, and may be useful
in experiments using longer view times to determine
if the symmetry is real or false.
Perhaps one of the most appealing new eﬀects gen-
erated by many of the ternary textures, and a few binary
ones, is the illusion of depth generated by false lighting
cues. These are most apparent in the ternary textures
(e.g. Figs. 8, 11, 12), but binary examples also exist (Fig.
3). The Wolfram patterns of Fig. 11 are most interesting,
in that diﬀerent lighting directions and angles can be
consistently mimicked with particular rules, and diﬀer-
ent frequencies of raised objects against ﬂat back-
grounds can also be found.
Some actual depth eﬀects are observed if one free-
fuses the adjacent members of the panels of Fig. 8. An
impression of rapidly modulating depth and/or various
depth oﬀsets is observed for almost all random pairings
of these 4320 patterns. This appears to be partly con-
nected with the preponderance of second-order corre-
lation at ranges of less than seven pixels in many of these
patterns. It would be interesting to see just how well the
2CF structure could be related to their appearance.
Clearly, in other such cases (Fig. 15), the 2CF had little
to do with the appearance.
The utility of these eﬀects is extended by the ﬁnding of
sextuplets of patterns amongst the 540 rules for locally
ternary patterns (Fig. 8). Experience with cellular auto-
mata indicates that not all the textures will be unique,
that is, some rules will generate similar textures (Wol-
fram, 1986). In the case of these rules, this seems to be
true for some gliders but not others (Fig. 9). When sex-
tuplets are produced, their similarity is governed by what
input triplets appear in the ﬁrst few rows and columns of
the seminal noise patterns (Maddess & Nagai, 2001).
This admits the prospect of selecting noise patterns to
generate similar or diﬀerent patterns, at will. These sex-
tuplets might therefore be useful in experiments in which
spotting the diﬀering elements could be important.
3.4. Neural computation
In Section 1 we discussed the evidence for the visual
system being sensitive to textural information captured
by mechanisms related to fourth- or higher-order spatialcorrelations. The fourth-order correlation function is
computed from the sums of all possible quadruple
products of pixel values, abcd. A way for the nervous
system to do this would be to calculate ðaþ bþ cþ dÞ4.
This would only require a receptive ﬁeld covering four
pixels followed by a steep nonlinearity. There is evidence
for steep nonlinearities in texture segmentation (Gra-
ham & Sutter, 1998). As pointed out previously (Mad-
dess & Nagai, 2001; Victor & Conte, 1991),
ðaþ bþ cþ dÞ4 is neurally ineﬃcient, given that the
required part of the output, viz. the multinomial term in
abcd, would be one of 35 fourth-order multinomial
terms, like ab2d or a2c2, in the result, i.e. abcd would be
only a small component of the response. (Note however
that ðaþ bþ cþ dÞ4 and abcd are quite correlated for
positive valued input, but not for signed input.) We have
proposed (Maddess & Nagai, 2001) a mechanism using
only rectiﬁcation, addition and subtraction that com-
putes abcd. Similar calculations mimic human perfor-
mance (Maddess & Nagai, 2001), and independent
evidence for the computation being comparatively local
(relative to pixel size) has been obtained (Victor &
Conte, 1991). It is worth repeating that we are not
suggesting that humans compute the entire 4CF, but
rather some simpler, shorter-range, measures that are
quantitatively related to the 4CF (Maddess & Nagai,
2001; Victor & Conte, 1991). The use of higher-order
spatial correlations by the brain is perhaps less surpris-
ing when one considers that many recently developed,
powerful, signal discrimination and recognition meth-
ods exploit fourth-order correlations (e.g. Lee, Giro-
lami, Bell, & Sejnowski, 2000).4. Conclusion
We have presented systematic methods for producing
texture patterns that have a variety of uses. Novel tex-
tures that are functionally isodipole or isotrigon with
each other and/or uniformly distributed noise were
demonstrated. Given the large number of patterns, there
are undoubtedly many applications that we have not
recognised. Hence, we have presented several examples
here to provoke thoughts on their use.Acknowledgements
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For the ternary, three-pixel case, the discrete function
(Eq. (10)) can be rewritten as
T. Maddess et al. / Vision Research 44 (2004) 1093–1113 1111f ða; b; cÞ3;3 ¼ r1ða2  aÞðb2  bÞðc2  cÞ=8
þ r2ða2  aÞðb2  bÞð1 c2Þ=4
þ r3ða2  aÞðb2  bÞðc2 þ cÞ=8
þ r4ða2  aÞð1 b2Þðc2  cÞ=4
þ r5ða2  aÞð1 b2Þð1 c2Þ=2
þ r6ða2  aÞð1 b2Þðc2 þ cÞ=4
þ r7ða2  aÞðb2 þ bÞðc2  cÞ=8
þ r8ða2  aÞðb2 þ bÞð1 c2Þ=4
þ r9ða2  aÞðb2 þ bÞðc2 þ cÞ=8
þ r10ð1 a2Þðb2  bÞðc2  cÞ=4
þ r11ð1 a2Þðb2  bÞð1 c2Þ=2
þ r12ð1 a2Þðb2  bÞðc2 þ cÞ=4
þ r13ð1 a2Þð1 b2Þðc2  cÞ=2
þ r14ð1 a2Þð1 b2Þð1 c2Þ
þ r15ð1 a2Þð1 b2Þðc2 þ cÞ=2
þ r16ð1 a2Þðb2 þ bÞðc2  cÞ=4
þ r17ð1 a2Þðb2 þ bÞð1 c2Þ=2
þ r18ð1 a2Þðb2 þ bÞðc2 þ cÞ=4
þ r19ða2 þ aÞðb2  bÞðc2  cÞ=8
þ r20ða2 þ aÞðb2  bÞð1 c2Þ=4
þ r21ða2 þ aÞðb2  bÞðc2 þ cÞ=8
þ r22ða2 þ aÞð1 b2Þðc2  cÞ=4
þ r23ða2 þ aÞð1 b2Þð1 c2Þ=2
þ r24ða2 þ aÞð1 b2Þðc2 þ cÞ=4
þ r25ða2 þ aÞðb2 þ bÞðc2  cÞ=8
þ r26ða2 þ aÞðb2 þ bÞð1 c2Þ=4
þ r27ða2 þ aÞðb2 þ bÞðc2 þ cÞ=8 ðA:1Þ
and so
x1 ¼ r14;
x2 ¼ ðr5 þ r23Þ=2;
x3 ¼ ðr11 þ r17Þ=2;
x4 ¼ ðr13 þ r15Þ=2;
x5 ¼ ðr2  r8  r20 þ r26Þ=4;
x6 ¼ ðr4  r6  r22 þ r24Þ=4;
x7 ¼ ðr10  r12  r16 þ r18Þ=4;
x8 ¼ ðr5  2r14 þ r23Þ=2;
x9 ¼ ðr11  2r14 þ r17Þ=2;
x10 ¼ ðr13  2r14 þ r15Þ=2;x11 ¼ ðr2 þ r8 þ 2r11  2r17  r20 þ r26Þ=4;
x12 ¼ ðr4 þ r6 þ 2r13  2r15  r22 þ r24Þ=4;
x13 ¼ ðr2 þ 2r5  r8 þ r20  2r23 þ r26Þ=4;
x14 ¼ ðr10 þ r12 þ 2r13  2r15  r16 þ r18Þ=4;
x15 ¼ ðr4 þ 2r5  r6 þ r22  2r23 þ r24Þ=4;
x16 ¼ ðr10 þ 2r11  r12 þ r16  2r17 þ r18Þ=4;
x17 ¼ ðr1 þ r3 þ r7  r9 þ r19  r21  r25 þ r27Þ=8;
x18 ¼ ðr2  2r5 þ r8  2r11 þ 4r14  2r17 þ r20
 2r23 þ r26Þ=4;
x19 ¼ ðr4  2r5 þ r6  2r13 þ 4r14  2r15 þ r22
 2r23 þ r24Þ=4;
x20 ¼ ðr10  2r11 þ r12  2r13 þ 4r14  2r15 þ r16
 2r17 þ r18Þ=4;
x21 ¼ ðr1  r3  r7 þ r9  2r10 þ 2r12 þ 2r16  2r18
þ r19  r21  r25 þ r27Þ=8;
x22 ¼ ðr1  r3  2r4 þ 2r6 þ r7  r9  r19 þ r21 þ 2r22
 2r24  r25 þ r27Þ=8;
x23 ¼ ðr1  2r2 þ r3  r7 þ 2r8  r9  r19 þ 2r20  r21
þ r25  2r26 þ r27Þ=8;
x24 ¼ ðr1 þ r3 þ 2r4  2r6  r7 þ r9 þ 2r10  2r12
 4r13 þ 4r15 þ 2r16  2r18  r19 þ r21 þ 2r22
 2r24  r25 þ r27Þ=8;
x25 ¼ ðr1 þ 2r2  r3 þ r7  2r8 þ r9 þ 2r10  4r11
þ 2r12  2r16 þ 4r17  2r18  r19 þ 2r20  r21
þ r25  2r26 þ r27Þ=8;
x26 ¼ ðr1 þ 2r2  r3 þ 2r4  4r5 þ 2r6  r7 þ 2r8
 r9 þ r19  2r20 þ r21  2r22 þ 4r23  2r24
þ r25  2r26 þ r27Þ=8;
x27 ¼ ðr1  2r2 þ r3  2r4 þ 4r5  2r6 þ r7  2r8
þ r9  2r10 þ 4r11  2r12 þ 4r13  8r14 þ 4r15
 2r16 þ 4r17  2r18 þ r19  2r20 þ r21  2r22
þ 4r23  2r24 þ r25  2r26 þ r27Þ=8:
ðA:2Þ
Rule 1 91 181 271 361 451
15 1 1 1 1 1 1
S13;3¼1=8

0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 4 0 4 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 2 0
0 0 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 2 0 0 0
0 0 0 0 0 0 0 0 0 2 0 2 0 0 0 2 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 4 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 4 0 0 8 0 0 4 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 4 8 4 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 2 0 0 4 0 0 0 0 0 4 0 0 2 0 0 0 0 0 2 0
0 0 0 2 0 2 0 0 0 0 0 0 4 0 4 0 0 0 0 0 0 2 0 2 0 0 0
0 2 0 0 4 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 4 0 0 2 0
0 0 0 0 0 0 0 0 0 2 0 2 4 0 4 2 0 2 0 0 0 0 0 0 0 0 0
0 0 0 2 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 2 0 0 0
0 0 0 0 0 0 0 0 0 2 4 2 0 0 0 2 4 2 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1
0 2 0 0 4 0 0 2 0 0 4 0 0 8 0 0 4 0 0 2 0 0 4 0 0 2 0
0 0 0 2 4 2 0 0 0 0 0 0 4 8 4 0 0 0 0 0 0 2 4 2 0 0 0
0 0 0 0 0 0 0 0 0 2 4 2 4 8 4 2 4 2 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 1 0 1 2 0 2 0 0 0 2 0 2 1 0 1 0 0 0 1 0 1
1 0 1 2 0 2 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 2 0 2 1 0 1
1 2 1 0 0 0 1 2 1 0 0 0 0 0 0 0 0 0 1 2 1 0 0 0 1 2 1
1 0 1 2 0 2 1 0 1 2 0 2 4 0 4 2 0 2 1 0 1 2 0 2 1 0 1
1 2 1 0 0 0 1 2 1 2 4 2 0 0 0 2 4 2 1 2 1 0 0 0 1 2 1
1 2 1 2 4 2 1 2 1 0 0 0 0 0 0 0 0 0 1 2 1 2 4 2 1 2 1
1 2 1 2 4 2 1 2 1 2 4 2 4 8 4 2 4 2 1 2 1 2 4 2 1 2 1
2
6666666666666666666666666666666666666666666666664
3
7777777777777777777777777777777777777777777777775
:
ðA:3Þ
1112 T. Maddess et al. / Vision Research 44 (2004) 1093–1113Note that, since r ¼ SxT (Eq. (9)), the columns of S13;3 ,
from left to right correspond to the rule elements r1–r27.
The rows, from top to bottom, correspond to x1–x27.
Thus, as shown in Eq. (A.2), x1 ¼ 1=8 8r14,
x2 ¼ 1=8ð4r5 þ 4r23Þ, etc.Rule 1 91 181 271 361 451
1 1 1 0 0 1 1
2 1 1 1 1 1 1
3 0 0 0 0 0 0
4 1 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 1
7 0 0 0 0 0 0
8 1 1 1 1 1 1
9 0 0 0 0 0 0
10 1 1 1 1 1 1
11 1 1 1 1 1 1
12 0 0 0 0 0 0
13 1 1 1 1 1 1
14 0 1 1 1 1 016 0 0 0 0 0 0
17 1 1 1 1 1 1
18 1 1 1 1 1 1
19 0 0 0 0 0 0
20 1 1 1 1 1 1
21 0 0 0 0 0 0
22 1 1 1 1 1 1
23 1 1 1 1 1 1
24 1 1 1 1 1 1
25 0 0 0 0 0 0
26 1 1 1 1 1 1
27 1 0 1 1 0 1 ðA:4Þ
Rule 1 2 3 4 5 6
1 1 1 0 0 1 1
2 0 1 1 1 1 0
3 1 0 1 1 0 1
4 0 1 1 1 1 0
5 1 0 1 1 0 1
6 1 1 0 0 1 1
7 1 0 1 1 0 1
8 1 1 0 0 1 1
9 0 1 1 1 1 0
10 0 1 1 1 1 0
11 1 0 1 1 0 1
12 1 1 0 0 1 1
13 1 0 1 1 0 1
14 1 1 0 0 1 1
15 0 1 1 1 1 0
16 1 1 0 0 1 1
17 0 1 1 1 1 0
18 1 0 1 1 0 1
19 1 0 1 1 0 1
20 1 1 0 0 1 1
21 0 1 1 1 1 0
22 1 1 0 0 1 1
23 0 1 1 1 1 0
24 1 0 1 1 0 1
25 0 1 1 1 1 0
26 1 0 1 1 0 1
27 1 1 0 0 1 1
ðA:5Þ
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