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ABSTRACT 
A point process { X^, i = 1,2,...} is a nonhomogeneous Poisson Process if 
its intensity function depends on time t. The point process { X^, i = 
1,2,...} is a Geometric process if there exists a > 0, called the ratio, 
such that { a 一 Xi, i = 1,2, ... } is a renewal process. Lam (1992b) 
studied the statistical inference for Geometric processes by 
nonparametric method and Chan (1992) studied parametric inference of 
Geometric processes using Exponential, Gamma, Weibull and Lognormal 
distributions. In this thesis, we further study the parametric inference 
Geometric process with Inverse Gaussian distribution, and make comparison 
between nonhomogeneous Poisson process and Geometric process in fitting 
real data. In using this real data, Geometric Process model is found to 
be at least as well as Cox and Lewis' model， a nonhomogeneous Poisson 
process, in fitting point process which exhibits monotone trend. 
Moreover, Geometric process having Exponential distribution is a better 
way for first trial on fitting series of events. 
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Chapter 1 Introduction 
Consider events occurring along a line which will be called 
the time axis. For example, the phone rang along a day. We are 
interested in investigating the pattern of occurrence of events over a 
long period of time. A mathematical model of a completely random series 
of events are considered to be a Stochastic Point Process. In most 
situation, the events are the failures which assumed to occur at 
instants on the time axis. 
If a machine , say a new car or a copying machine, is out of 
order, we may replace it by a new and identical one or repair it and 
then put it back into service. In the latter one, we would call it as a 
repairable system. 
We can use a counting process, N(t) which is the number of 
failures in the time interval (0,t], to describe a repairable system. 
Moreover, we can also describe it using a point process, that is, to 
study the successive failure times T ， T ,...,T ,... or the interarrival 
1 2 n 
times X , X X between two successive failures. 
1 2 n ’ 
In studying a counting process {N(t), ts^O}, let V(t) = 
E[N(t)], then its derivative, v(t) = V’（t), is called the rate of 
occurrence of failures. Note that v(t)At is the probability that a 
failure or event occurs in (t, t+At]. According to the definition of 
v(t), the expected number of failures in (0, t^) is 
1 
p t 
v(t) dt = E{N(t )} 
K ° 
Here, we assume that v(t) is absolutely continuous. 
In a stochastic point process, the intensity function is 
defined as 
W t ) = lim - N ⑴ ^ 1> 
At-^ At 
Belayev (1970) showed that, for regular point process (not necessary 
stationary), v(t) = v(t). A point process is said to be regular or 
orderly if 
Pr{ N(t+At) - N(t) 2： 2} = o(At) 
There are numerous models which have been developed to 
describe the behaviour of point process. They include Renewal Process 
(RP), Homogeneous Poisson Process (HPP) and Nonhomogeneous Poisson 
Process (NHPP). These 3 models are quite well in describing the 
behaviour of the occurrence of failure with constant intensity function 
in a repairable system with which we are mainly concerned. 
If a repairable system after repair is "as good as new", {X^, 
i=l,2,...} will generate a homogeneous Poisson process or a renewal 
process. However, in most real situations, the system is deteriorative. 
The operating time of the machine after repair may become shorter and 
shorter and may tend to zero. Other than deteriorative system, there 
exists some system whose interarrival time will become longer and longer 
since the system after repair will be improved. In the above two cases, 
the rates of occurrence of failure are not a constant. Therefore, some 
2 
researches have been conducted with respect to the above situations in 
order to study whether there exists a trend in the interarrival time, 
see Cox and Lewis (1966), and Ascher and Feingold (1984). 
One possible approach is to generalize the homogeneous Poisson 
process. Among different generalizations, nonhomogeneous Poisson 
process (NHPP) is the one of popular way. In NHPP, the intensity 
function is a function of the time point T, with the origin being zero. 
Two most commonly used NHPP with monotone intensity function, exp{a + 
/3t}, were studied by Cox and Lewis (1966), and the other one is 
which has been studied by Bain (1978). 
Lam (1988) has also introduced the Geometric process model and 
studied its application to replacement problem, which is also a point 
process and can be used to study the data if there exists trend. In Lam 
(1992b), he studied the statistical inference for Geometric processes by 
nonparametric methods. Afterwards, Chan (1992), studied the parametric 
inference for Geometric Processes on some lifetime models with 
Exponential, Gamma, Weibull and Lognormal distributions. With the 
simulation results and six real data examples, it is found that the 
trend can be modeled by the Geometric process satisfactorily. 
In this thesis, we would like to make a comparison between the 
Cox and Lewis' model, Bain's Weibull process model and Geometric process 
model in fitting series of events with trend. Therefore, we may try to 
find out which model will be more suitable under different situations of 
the series of data. Moreover, we will further study Geometric process 
3 
on one more lifetime distribution, Inverse Gaussian. The layout of this 
thesis is as follows : 
In Chapter two, section 1, there is a brief review on 
nonhomogeneous Polsson process. In Section 2, a more detail inference 
on the Cox and Lewis model and its parameter estimation will be 
discussed there, while in section 3, we will introduce Bain's Weibull 
process model. Then in section 4, some goodness-of-fit test on the NHPP 
and the auxiliary testing will be given. 
Chapter three contains more details on Geometric process. 
Therefore, a review on Geometric process will be stated in Section 1 . 
Moreover, reviews of Lam (1992b) nonparametric inference and Chan (1992) 
parametric inference are also given. In section three, the fundamental 
knowledge about inverse Gaussian distribution is introduced. The 
estimation and testing of inverse Gaussian will be shown there. The 
simulation results in the distribution are given in section four, while 
the conclusion combined with Lam’s and Chan's is provided in section 
five. 
In Chapter four, six sets of real data will be analyzed . A 
comparison study between three models will be made, the comments and 
conclusion will be given. 
4 
Chapter 2: Cox and Lewis' Model and Weibull Process Model 
§1 Nonhomogeneous Poisson Process (NHPP) 
It is possible to generalize the Homogeneous Poisson Process 
in many ways, one of the way is to generalize the form of the rate of 
occurrence of failures, p. That is in Nonhomogeneous Poisson Process, 
the rate of occurrence of failures depends on time. We consider p as a 
function of time, say pit). 
Definition 1 
A counting process {N(t), t^0> is said to be a NHPP if for a 
function of t, say p(t), 
(a) N(0) = 0; 
(b) The process has independent increments; 
(c) Pr{N(t + At) - N(t) = 1} = p(t)At + o(At); 
(d) Pr{N(t + At) 一 N(t) ^ 2} = o(At); 
pt 
Let m(t) = p(s) ds, then 
JQ 
n /”“.、 M , ‘、 1 -[m(t+s)-tn(t)] [m(t+s) - m(t)]n 
Pr{N(t+s) - N(t) = n} = e ^ • 
Therefore, the mean number of failures in the time interval t 
p t + S 
and t+s is m(t+s) 一 m(t) = p(u) du. 
t 
Suppose we let X be the random variable of interarrival time 
between the two successive failures. Given that the time of last 
failure occurred at t, , the time X until next failure is a random 
variable with distribution 
5 
f p t ' + X X 
Pr(X X) = 1 - exp- - p(u)du I, 
I J t, 
with the corresponding density function, 
( p t ' + X 、 
f (x) = p(t'+x)exp- - p(u)du (2.1) 
Suppose the time origin is zero, let t ’ t t be the time 
1 2 n 
points of occurrence of events in the time interval (0,t ), t 2： t , the 
0 0 n 
likelihood function would be, 
r n f p^Q ， 
L(t , ... , t ’ t ) = n p(t, ) exp- - p(u)du - t : s t ^ ...:st:st . 1 n U 1 1 2 n f) 
Suppose in the specific case that t , t ,...,t is the first n 
1 2 n 
successive time points of occurrence of events with t = t , the 
0 n 
likelihood function would become, 
^ \ r pt^ 、 
L ( t , . . . , t ) = TT p(t,) exp^- n p(u)du - t :s t =s . . .:s t . 
1 n 二丨0 i J U o 1 2 n 
(2.2) 
With the above result, X’ s in this model are no longer 
independently and identically distributed. X's will have different 
distribution and they are dependent, except for HPP. However, NHPP 
retains the independent increment property. This property can be seen 




If Z = pis) ds, i = 1,2 
i Jt 
1 - 1 
then Z ,…，Z are I ID each having standard exponential distribution 
1 n 
with density f(z) = e"^, z > 0 given t^'s. 
6 
Moreover, the mean number of occurrence does not only depend 
on the length of the time space, but also on the starting time point of 
that space. 
Cox and Lewis(1966), Lewis(1972), Lee(1980b) and Barlow and 
Campo(1975) considered different form of the time dependent intensity 
function. In the point process of repairable system, there are two 
commonly applied functional forms: 
(i) pit) = exp{a + /3t) a > 0; (2.3) 
(ii) p(t) = x V ^ - i (2.4) 
The first functional form was proposed by Cox and Lewis 
(1966), therefore, named it as Cox and Lewis' model. While the second 
functional is known as Weibull Process model in Bain(1978), as in this 
case, the time of first occurrence, t^, follows a Weibull distribution, 
however t^ no longer has a Weibull distribution for i ^ 2. 
A comparison between these two NHPP models, and Geometric 
process model on different real data series events are given in Chapter 
4. 
§2 Cox and Lewis' model 
In a point process, let t be the occurrence time of the ith 
i 
event or failure, with time origin at 0, which is called the arrival 
time to ith failure, so t t ... :s t follow a NHPP with the 
1 2 n 
intensity function pit) = exp{a + 玲t}, a > 0, with t^ = t^, then 
7 
丄 1 ( A 
nexp(a+相）ds = - J e x p ( a + i 3 t ) - exp(oc) 
Jo P I “ 
From (2.2), the likelihood function given t t is. 
1 n 
LCt) = expjna + PE t^ - - lj| a>0, t^>0, 
i=l,...n. 
In order to obtain the maximum likelihood estimate of a and we have 
n nt 
Z ^ ^ — — （ _ 
ainL_ 一 1 -
1 , ⑷ = i n - i (n~l)t 
( E 、 - ~ ~ - 0 = 0 ) 
1=1 
and for ^ ^ 0, 
(/\、 n^ 
exp(a) = ^ , 
exp{pt > - 1 
n 
n nt 
E t + 丄 - ^ = 0. 
i=i i 台 1 一 exp{-i§t } 
n 
The intensity function with the form of (2.3), p(t) is 
decreasing with t if < 0, while it is increasing with t if jS > 0. 
Then we know that if /3 < 0, the event would be more likely to occur in a 
given time interval (t^, At) than in the time interval (t^, tj+ At) 
with J > i, and vice versa. It becomes the homogeneous Poisson process 
when p = 0. Suppose X^ is the interarrival time between t卜^ and t^, 
then Xi is stochastically less than X^, J > i, for ^ < 0. 
§2.1 Distribution of Cox and Lewis' model 
From (2.1), the p.d.f. of T^, the first arrival time, is 
8 
/ a 
f(t) = exp{a+|3t}exp|- --|-(exp{^t}-l) • t ^ 0. 
The conditional distribution of T^, nth arrival time, given 
Tn =t is 
n-1 n-1 1 1 
f (t|ti, • • • ,tn_i) = exp{(x+玲t}exp|— e x p O t ) 一 e x p O t ^ i) | 
t 2: 
Let w = exg(a) 
P 
The expectation of occurrence time of the first event is 
E(T ) = - ^ r exp{-wu} du. (2.5) 
1 P Jj u 
And the conditional expectation of the nth event occurrence 
time given T =t T =t is, 
r⑴ ( e" f ” 
I E(T It . . . . , t ) = t exp{a+pt}exp^- exp{pt} - exp{/3t } -dt, 
n ' n - l 1 J ^ I P n - l J j 
n-l 
consider (i) |3 > 0: 
( pOO 
E(T It , . . . , t ) = -^-expn w e x p O t 少 In u exp{-wu} du, 




(ii) 13 < 0: 
f fO 
E(T It 〕：：-厂e:,!>!v/ e x p O t 少 In u exp{-wu} du. 
n-l 1 P i JJ et 
e*^  n-l 
(2.7) 
9 
§2.2 Inference on j3 
We can obtain the distribution of 0 using the large sample 
properties of MLE as n tends to co. 
The information function is, 
1 t^ exp{-^t } 
H _ — _ ) 
f >1 f ^ 13 (1 - exp{-^t } r 
l O ) = E — 1 " ⑷ • = - n 
^ (n-l)t^ (o n、 n 0 = 0 ) 
Therefore, we can test the null hypothesis ^ = ^^ by using the statistic 
1, O ^ ) 
Z = is asymptotically standard normal as n oo. 
n Vili^^)} 
Cramer (1946), suggested statistic for testing j3 = 0 against the 
alternative ^ * 0, 
n-l 
2： t /(n-l) - t /2 
U = ^ , (2.8) 
t 4 t 
n 〜12(n-l) 
and U N(0,1) as n w under the null hypothesis. Cox and Lewis (1966) 
showed that this is an optimum test when the alternative hypothesis is a 
trend, (2.3) with a non-zero value of p. 
§2.3 Estimation of parameter 
We could estimate /3 and oc by using maximum likelihood 
estimator with numerical method. Hence, the estimate of expected 
occurrence of time T^ and T^, i = 2,3,. . ., given the previous estimated 
occurrence time points. In equations (2.5) to (2.7), the close form of 
10 
the integral cannot be obtained, therefore, we need to use numerical 
integration. In equations (2.5) and (2.6)’ there exists an infinite 
limit in the integral, a program subroutine DQDAGI in Fortran library 
system IMSL can be used. While in equation (2.7), subroutine DQDAGS can 
be used. 
§3 Weibull process Model 
When the intensity function of a NHPP is p(t)=入〜t曰-i, this 
model is called Weibull process. The distribution of the time to first 
occurrence has a Weibull distribution W(l/;v,|3) with density, 
入 〜 X " exp{ - U X )玲 } , 
which also known as "power law process" in Ascher (1985). 
If 曰 > 1, the intensity function is increasing with t, 
therefore, an event occurs less likely in the given time interval (t^,t^ 
+ At) than in the interval (t」，t^ + At) with i < j. Therefore, X^ is 
stochastically larger than X^. Similarly, when < 1, the intensity 
function is decreasing with t, and the situation is vice versa. 
Obviously, the process becomes HPP when ^ = 1. 
§3.1 Distribution of Weibull Process Model 
As r p(s)ds = f 入玲jSs玲一 1 ds =(入t)玲，then from (2.2), the 
J 0 J 0 
likelihood function given t ,...,t becomes, 
1 n 
11 
nS n rn 、玲一 1 玲、 
L ( t ) =入叩 /gn n t exp- - a t ) I t 之 0, i = 1 n. 
ij Ic n J I 
(2.9) 
Therefore, the maximum likelihood estimate of A and |3 are as follows: 
A 
” D _ _ _ , 
n- l 
(n-l)lnt - Z Int … … 
n i = i 1 ( 2 . 1 0 ) 
A 1 /台 
t 
n 
As mentioned before, the time for first event occurrence has a 
Weibull distribution with parameter \ and 终，so, the p.d.f of T^ is, 
f(t)=入曰 t玲 e x p j — U t )玲 I t i 0, 
and the conditional distribution of T given T =t T =t , 
n n - l n - l 1 1 
f(tit ,...’t )=入曰 t曰-1 expi- (Xt)^ - U t I t 之 t . 
‘ 1 n n - l n - l 
\ J / 
According to Bain(1978), t and TTt are jointly sufficient 
n i 
statistics for and A. Consider the expectation of occurrence time 
given the previous event times are as follows: 
E(T ) = 丄 r ( l + l/l3), 
入 
f 、 f 、 
E(T It ’ . . .，t ) = —厂 ( 1 + 1 /日） e x p i (At 1 - r , (1+1/玲’ 1) ’ 
n l 1 n 入 n - l n ^n-1 
( 2 . 1 1 ) 
where U =(入t ; and 
n - l n - l 
„ , , 、 r^ b^ . a-l -bt ,. 
rx(a,b) = t e dt, 
」0 r(a) 
12 
which is the incomplete gamma function, we can evaluate the function 
value by using the subroutine DGAMDF in the library system IMSL by 
transforming t to bt. 
In order to test whether the rate of occurrence of failure 
depends on time t, we can test the null hypothesis jS = 1 against the 
alternative |3 类 1 from the following theorem. 
Theorem 2.2 (Bain (1991)) 
Given a Weibull process with joint density given by (2.9), let 
t ’...，t be the first n successive times of occurrence. Then 
1 n 
A n-1 
Q = 2n^//3 = 213 ln(t / t , )〜 / ( ^ (。 - ”） . (2.12) 
1—1 n 1 
§3.2 Estimation 
With the close form given by (2.11), we could obtain MLE of ^ 
and 0 directly. Firstly, we can find the estimated time of 1st 
occurrence T^ and the time of occurrence, T^, i = 2,3 given the 
previous estimated time of occurrence. In order to obtain the value 
Gamma function, a subroutine in IMSL, DGAMDF can be used. Secondly, we 
can test H^ : /3 = 1 against H^ : /3 1 using theorem 2.2. Reject H。if 
n-1 t 
2 n / 合 = 2 Z l n ( — l e s s than x^, 、 （ a / 2 ) or greater than 、 （ 1 一 
i = 1 2(n-1) 2(n-1) 
a/2), where X ^ M is the upper 100a % point of x^ distribution with 




§4 Test of NHPP 
In Bain (1992), he states a method to test whether a series of 
events follows Weibull process model. In which, the following theorem 
is used. 
Theorem 2.3 (Bain (1991)) 
Suppose m(t^) = E[N(t^)], is continuous. Let Z^ = m(T^) for J 
= 1 , . . • , n， a n d 
W = Z , 
n n 2 
L 1」 
• r z 
Wj = in , 
‘“ n-J 
« 
• r z 1 
Wi = in , 
‘“ n-l-' 
then 0 < W < ... < W <«, 0 < W < « , and W , . .. ,W are distributed 
1 n - l n 1 n-1 
as order statistics from a standard exponential distribution, with 
—w 
density e , with sample size n-l. Consequently, 
n - l 
2 Z W - X , ,. (2.13) 
i = l 1 A 2(n-l) 
Therefore, if we let 
V = (n-i)(W - W ), i=l,2,....n-l (2.14) 
i i 1-1 
and V = 0, V would has a standard exponential distribution. Moreover, 
0 1 
14 
further test can be used to test the NHPP, such as Kolmogorov-Smirnov 
test for goodness-of-fit of V^ and F-test. 
4.1 Kolmogorov-Smirnov Test (KS-test) 
In order to test a completely specified distribution, say we 
would like to test whether V^ has a exponential distribution with 
parameter 1’ EDF statistics can be used. 
Suppose a random sample of size n, Z , Z and let Z < 
1 2 n (1 ) 
Z ⑵《 . • < Z(n) be the order statistics; suppose further that the 
distribution function of Z is F(z). If the empirical distribution 
function (EDF) is F (z), the following statistics would tend to standard 
n 
normal under null hypothesis that Z has distribution F(z). 
D+ = sup{F(z) - F (z)>, 
n 
D" = sup{F (z) - F(z)}, 
n 
D = max(D+, D_), 
is well-known EDF statistic in D. Furthermore, by Kuiper(1980) 
V = D+ + D", 
and the Cramer-von Mises statistic, 
W^ = Z { Z ⑴ - ( 2 i -l)/(2n)}2 + l/(12n), 
with modification by Watson (1961), 
U^ = W^ - n(Z - 0.5)2’ where Z = P ⑴ / n ’ 
and also Anderson-Darling (1954) statistic 
八2 = -n - (1/n) Z (2i -1 )|ln Z,.、+ In (1 - Z, •。）、 
1 (1) (n- i + l ) 
According to Stephen (1974), if we wish to test a completely 
specified distribution, modification on the EDF statistics have to be 
15 
made as follows： 
D+(D-) = D+( / n + 0.12 + 0 . 1 1 / / ^ ) , (2.15) 
D* = D( / n + 0.12 + 0 . 1 1 / / ^ ) , (2.16) 
V . = V( / n + 0.155 +0.24// n ), (2.17) 
W* = (W^ - 0.4/n + 0.6/n^)(1.0 + 1.0/n), (2.18) 
U* = (l/ 一 0.1/n + 0.1/n^)(1.0 + 0.8/n), (2.19) 
* 2 
A = A for all n ^ 5, (2.20) 
where D+, D-，D*, V*, W*, U* and A* are modified statistics. 
And a upper percentage poins of EDF statistics for testing a 
completely specified distribution is given by Stephen (1974). 
4.2 F-test 
According to (2.13), if divided n-1 data into two groups, we 
r n-1 1 
can have a F-test. Suppose m = ~ ~ ^ , then 
m 
Z W / m 
1 = 1 i ‘ 
— F(v V ), 
n-l-m 1 2 
E Wi / (n-m-1) 
i=m+l ‘ 
where v = m, = n-l-m. 
1 2 1 
m n — 1 —m 
If n is odd number, then Z W / S W - , v ). 
1=1 i ^ l=m+l i 1 2 
4.3 Test for Cox and Lewis model 
From Theorem 2.3, 
e x p O t ) - 1 
= e x p O t " ) - 1 > i = 1 , 2 ,…,n-1 
n- i 
then W^ is order statistic from standard exponential distribution with 
16 
sample size n-l. We can use EDF statistics to test whether V、in (2.14) 
has a standard exponential distribution. 
4.4 Test for Weibull process 
We could test whether a series of events follows a Weibull 
process model as above by using 
t 
p I n - ^ i = 1,2, ...,11-1. 
n-i 
Similarly, replace the above W^ in (2.14), we can use KS-test 
to test whether V^ has a standard exponential distribution. 
17 
Chapters Inference for Geometric Process with Inverse 
Gaussian Distribution 
§1 Geometric Process (GP) 
Geometric Process is a stochastic point process for modelling 
a repairable system. It is developed by Lam (1988b), several researches 
in statistical theory and operational research have been published in 
Lam (1988a) and Lam (1992 a & b). In the following of this thesis, 
Geometric process model will be simply denoted by GP. 
A stochastic process {X^, i = 1,2, ... > is said to be a 
Geometric Process (GP), if for some a > 0, i = 1,2, ... } 
generates a renewal process. Let the density function of X^ be f(x), 
then the density function of X^ is ). Moreover, let E ( X ^ ) = 
X and Var(X^) = (T^, then E(X^) = and Var(X^) = a is 
2 
called the ratio of the GP, a, X and <r are the parameters of the 
geometric process. When a > 1, {X^, i = 1,2,...} is stochastically 
decreasing and tends to zero with probability 1. When 0 < a < 1, {X" i 
= 1 , 2 , . . . } is stochastically increasing and tends to infinity with 
probability 1. 
§1.1 Nonparametrlc Inference 
Given a sequence of observed data {X^, i = 1,2,... ,n} from a 
stochastic process, can we test whether they are consistent with a 
Geometric process? If the data do come from a geometric process, can we 
18 
estimate the parameters a , 入 and (T^? Lam (1992b) studied these 
problems by using nonparametric method. 
Let Y = a^'^X , 
1 i 
the Y^ ‘ s are IID and could be written as 
In Y^ = e + G^ i = 1 , 2 ,…， n (3.1) 
where e^' s are IID with mean 0 and variance Hence, 
In X^ = (G + In a) - i In a + e^ i = l,...,n (3.2) 
(3.2) is a simple linear regression equation. Therefore, we can use 
least square method to estimate 9, In a and <r , they are 
C 
合 = X i - 3丄(i-1) in x / . 
V 
A ？ r n n ， 
9 = In^a = 一 ( - 3(n-l) Z In X - 6 S (i-1) In X •， 
(n-l)n(n+l) i=i i i=i i , 
M ( ^  - n f ^  . X n n 、、 
合2 = — ± — - S (In X - — ( Z InX - r ^^^^^^ Z InX - S (i-l)lnX 、 
e n - 2 i = i i n 1=1 I 2 i=i i i=i i 
V V •/ / 
Lam (1992) also suggested the following 
a = exp(r). 
From (3.2), 
A2 A2 
<r = exp(20) <r . 
NPl ^ e 
And, owing to Y^' s are IID with variance it is plausible to 
estimate cr^  by the sample variance, 
1 n (, n 、2 
= Z - ( Z • )/nl , 
NP2 n-1 1=1 i i=l i 
‘ 》 
where 令 = . 
When a = 1, 
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A2 1 n f \ 2 
% P 3 = i p r i S i Xi -又 ， 
v J 
^NPi and 交 np2 are def ined as the so lu t ion of following equations 
r e spec t ive ly , 
2入2 In 入-2 合入2 一 j = 1,2 
NPJ ^ ' • 
The estimate of X could also be as follows 
交vo，= (1 + 众2/ 2) exp(合）. 
The fourth and fifth estimate of A is given below 
n 
Where S = Z X . with E(S ) = X(1 - - a"^), 
n 1 =1 1 n 
公 = S ^ / n . 
NP5 i = l 1 
When a = 1, 
交=」“. 
NP6 n i = i i 
§1.2 Testing for Geometric Processes 
There are several tests proposed in Lam (1992b) to test 
whether a series of data {X^, i =1,2,...} follows a geometric process. 
Let U = X / X and V = X X , where m = 
m 2m 2m-1 m m+l n-m+1 
1’ …，[-4-1 • If {X , i =1,2,…，n} is a GP, then U ’ s and V ’ s are IID 
^ 1 m m 
variables. 
To test whether U^' s and V^' s are IID random variables, the 
following two tests could be applied. Let I be the indicator of event 
A. Given data i=l, . . . ,m}, under the assumptions that W^' s are 
IID random variables, then the following tests can be used. 
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⑴ Turning Point test 
m-l 
T = E I and 
w k=2 ((w,-w, )(w -w )<o) ’ • 
k k-1 k+1 k 
T* _ (T - 2(m-2)l / r 16m - 29 广 2 
w - w 3 / ^ ~ N(0,1) asymptotically. (3.3) 
(ii) Difference-sign test 
m 
D = Z I , 
W k = 2 ((W > W ) 
k k-1 
* m-l、 f m + 1 
= D^ - / - N(0,1) asymptotically. (3.4) 
For more details, see Ascher and FeingoldC1984). 
We can also perform the test graphically, from (3.2), we know 
that In X^ and i exhibit a linear relationship. Therefore, a plot InX^ 
against i can be used to examine the linear relation. 
Furthermore, we can test the following hypothesis, 
H。： a = 1 against H^ : a 1 
and the test statistic is 
t = 、 /(N-1)N(N+1) ’ (3.5) 
e 
(see Lam (1992b) for more details). 
§1.3 Parameter Inference 
Assume that {X^, i = 1,2,... } is a Geometric process with 
2 1-1 
ratio a and parameter A and <r . Suppose Y^ = a X^, then Y^, i = 
1,2,..., is a renewal process. Chan (1992) has performed the parametric 
inference on Y、 w i t h several lifetime distributions, they include 
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Exponential, Gamma, Weibull and Lognormal distributions. She has used 
Maximum Likelihood Estimate (MLE), modified MLE (MMLE) and modified 
moment estimate (MME) to estimate the parameters of distributions and 
for estimating ratio a, nonparametric method and MLE have been used. 
With simulation results, she has compared the performance of different 
estimation methods. She finds that MLE and MMLE always have 
satisfactory results in estimation of parameters except for Lognormal 
distribution and NP4 for nonparametric method which has the smallest 
mean square error (MSE) in fitting data. 
Lam (1992b) uses three real data sets in studying the 
nonparametric method. In addition to these three examples， Chan (1992) 
uses three more examples to study the parametric inference. From their 
result, it finds that both nonparametric and parametric method fit data 
appropriately except for Lognormal distribution, and their performance 
are very closed according to MSE. 
§2 Inverse Gaussian Distribuion 
In the parametric inference on GP, apart from the four 
distributions investigated by Chan, there still some lifetime 
distributions. Therefore, we consider one more distribution which is 
also important in life time model. 
The probability density function of the inverse Gaussian 
distribution is defined by 
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f(X) = f U r expj- -li2S_L_£)!_| x > 0 , r > 0 , ^ > 0 . (3.6) 
V 27rx 2|Li X i 
The inverse Gaussian distribution (3.6), it is denoted by 
Inverse Gaussian distribution was firstly derived for 
investigating the distribution of first passage time of Brownian motion 
with positive drift in Wasan (1968). Chhikara and Folks (1977) proposed 
the Inverse Gaussian as a life-time model and suggested its application 
for studying reliability aspect where the initial failure rate is high. 
It is "long-tailed" positively skewed. Its shape is similar to 
lognormal distribution, and it is one of the popular life time 
distributions. 
3 




1 、3/ 2 f , 、2 ’ 
f ( x ) = — ^ e x J - 帅 2 一 ’ X > O . r > 0, /I > 0. (3.7) 
cV27r ^  V 2(r X -
The mean of X is and the variance of X is with fi is the 
location parameter while y is a measure of reciprocal of dispersion. 
See, say, Johnson and Kotz (1970) for details. 
If the inter - arrival time {X^, i = 1,2, . . .} follows GP with 
ratio a and X^ has a Inverse Gaussian distribution with mean ji, variance 




in L = - ^mzn 一 - I n c T 、 ^ ( a M x ) - J L ^ _ … ^ 
2 2 21=1 i i=i ai-ix 
I 
+ + - i ^ l n a . 
Then, by differentiation, 
^ = 也 丄 G (ai-iXi 一 n从 ^ ；; _ 1 _ 
印 ；,i-iy J l i i i-iv ’ 
^^ a A <r (T a X 
1 i 
f 、2 
a i r ^ ^ J L . J L g (a Xi _ … 
i 
贩 … n ( n _ l ) ^ ^ (i 1)广(ai-iXi 1 ) ( a "、 _ “尸) 
i 
After setting the above three equations to zero and solving them, we 
have, 
众 = 会 i 一 i X i , (3.8) 




{4-iii 会 x j J j n _ 21 - 丄(n - 2i +1)会“X^ = 0, 




then, r = — ^ (3.11) 
A2 
(T 
In (3.10), the estimate a can be solved by using standard 
iterative procedures. With a thus determined, 0 follows from (3.8) and 
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A2 A 
cT follows from (3.9) and hence r follows from (3.11). 
A modified MLE method (MMLE) can be used. It can be done by 
substituting the nonparametric estimate, a , for the estimate of a in 
NP 
(3.8) and (3.9) And the method modified moment estimate (MME) can also 
be used, with a = a冊’ and p, is same as MMLE in (3.8), and 
A2 _ ^ A、2 , 
<r = S (a X, - M) /n. 1 =1 1 
In order to test whether the interarrival times of events 
follows a GP with X^ having IG(fi,r) distribution, we first let Y = 
i-i 
a Xi, then successive Y^' s are IID random variables each having 
Inverse Gaussian with parameters and r- According to Shuster (1968), 
if Y is a random variable with density function (3.6), and 
u - 价 
U will have a x^ distribution with degree of freedom 1. Therefore, we 
may transform Y^ to U^, and U^/2 is IID Gamma(1/2,1) distributed. EDF 
test statistic on Gamma distribution with a and |3 known is used to test 
for the distribution of the series of events, that is, the case 0, a 
completely specific distribution. 
§3 Simulation 
In order to study the behaviour of estimation of parameters 
under the condition that the interarrival times follow a GP and the time 
of first occurrence has inverse Gaussian distribution IG(fi,3r) and ratio 
a, a simulation of 300 realizations (I = 300) is performed. In each 
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realization, 201 data (n = 201) are generated for the renewal process 
i = 1,...,201}. To obtain random variable with inverse Gaussian 
distribution IG(|i,9r) , according to Devroye (1986), the algorithm below 
can be employed. 
1. set Z be a standard normal distributed random variable, 
2. V = z2, 
3. ” + 昏一告 J W + M V , 
4. set U be a uniform (0,1) distributed random varible, 
5. if U ^ X then Y = X!, 
^ 1 1 
2 
else Y = 
A 1 
We can obtain a sequence of I ID of Z and U by using DRNNOA and 
DRNUN respectively in IMSL. The series of 201 independent Y^' s then can 
be obtained by repeating the above algorithm using the 201 IID Z* s and 
U, s. 
We would obtain a series of data which follow GP with ratio a 
by the following transformation, 
1-1 
X = Y / a . 
1 1 
In the simulation, there are several set of parameters of 
Inverse Gaussian distribution which are obtained according to different 
shape and location. Therefore,we will vary the values of the parameter 
set a, \ and of Geometric Process on each inverse Gaussian 
distributions. The values of a are set to be 0.90, 0.95, 1.00, 1.05 and 
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1.10 for each IG distribution because it is reasonable practically, a 
should be close to one. The parameter of inverse Gaussian ji, y, cr^  are 
given below： 
1. = 0.5, r = 0.125, = 1.00, 
2. n = 1.0, r = 1.000, = 1.00, 
3. II = 2.0, r = 2.000, 0*2 = 4.00 , 
4. II = 4.0, r = 4.000, 0*2 = 16.00, 
5. = 8.0, r = 16.000, 0*2 = 32.00. 
If we wish to test whether the generated series confirm with 
IG(jLi,r), EOF statistics can be used. Here, we would like to test 
whether U^/2, i = 1,…，n has Gamma(1/2, 1) distribution by completely 
specifying the distribution. Therefore, Stephens (1974) EDF statistics 
for completely specified distribution can be employed, (2.15) to (2.20). 
We will compute the above EDF statistics for each realization, 
{ X^ , i = 1,2,•..,201}, and the averaged value and standard deviation 
are obtained over the 300 realizations 
Other than testing for inverse Gaussian distribution, we also 
test for the trend and Geometric process for each realization, the 
p-value of T*, D*, and t in (3.3), (3.4) and (3.5) respectively are 
w w 
given and denoted as 
P; = P (|Z| T:) 
P卜 P (|Z| 老 D:) 
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P = P ( Z 2： t) 
t 
where VT s can be either U, s or V, s, Z is a standard Normal distributed 
random variable. The averaged p-values and their standard deviation 
will be obtained over the 300 realizations. 
Moreover, a test mentioned in equation (2.8) called Laplace 
test, can be used to test the null hypothesis /3 = 0. If the null 
hypothesis is rejected, there is a significant monotonic trend in the 
series of data. This test is optimum test against NHPP with intensity 
function in the form of (2.3). The p-value of the statistic is denoted 
by 
Py = Pr(|Z| > U) 
and its values are averaged and standard deviation are also evaluated 
for the 300 realizations. 
§3.1 Simulation Result 
In order to compare the performance of different estimated, 
several measurements have mentioned in Chan (1992), her master thesis, 
they include 
(i) DM = Z DM / I where DM =丨义-X| 
j=i J J J 
which measureds the average deviation of the estimate ^ and 
the true X. 
(ii) MSE = [ J ^ M S E J / I MSEj (交ij - X i / ! ^ 
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where 交 = ^ / ^ 
iJ J ‘ J 
which measureds the overall fitness of interarrival time. 
f I 
(iii) MSEDM = ^S^MSEDM / I where MSEDM = DM + / M S E ‘ 
、 J J J J 
which is a combined measure of parameter estimation and 
fitness of data. 
f I � 
(iv) DMVAR = JS^DMVARJ / I where DMVAR^ = | _ j 
which measureds the average deviation of the estimate a^ ^ from 
the true value 
J 
In comparing the performance on parametric and non-parametric 
estimates, under different value of a, we rank each of the above 
criteria with the smallest value rank first. However, the ranks of 
these criteria may not consistent over different set of parameter fi and 
r, in this case, the ranks are average. If the estimate of these 
criteria are the same up to six decimal places, they are considered to 
be same rank. 
Table 3.1 gives the result of testing GP, all the value of p", 
U V V 
P , P , P , and P are consistent with theory that the these values are D T D u 
0.0000 when a * 1. This result is similar to that obtained in Chan 
(1992). 
In Table 3.2, the result of modified EDF statistics are given 
for different set of parameters and their estimates. The results are 
the same for different values of a, except of MLEl which is only 
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applicable for a = 1. The values of the statistics depend on the 
parameters and also the methods of estimation. Although the values are 
different, they are very close except the estimate MME. When compare 
the EDF statistics with the upper tail percentage point of testing a 
completely specifying distribution, they are consistent with the theory. 
In Table 3.3, it gives the result of testing a = 1, the 
p-value of the t-test is 0.0000 for a 1 and around 0.5 for a = 1. 
The result of the test again justified the theoretical result. 
From Tables 3.4 to 3.7, the results of estimation of parameter 
is given with average values over 300 realizations and their standard 
deviation are given in bracket below the estimations. For Table 3.4, it 
gives the estimation of parameter a under different set of parameter fi 
and r. For Table 3.5, the estimated value of X is given, with different 
corresponding value of in the square bracket. Since the parameter fi 
given in (3.7) is the location parameter, it is identical with X. In 
the estimate，the MMLE is same as MME and NP5, and also that MLEl and 
NP6 is the same and only appropriate in comparison when a = 1. The 
estimates are the same for different values of a except for the estimate 
NP4. 
Table 3.6 and 3.7 give the estimate of and r- The 
2 2 
parameter <r in Geometric process is same as the cr in (3.7) which is 
obtained from a reparametrization from (3.6). The estimates are the 
same for different values of a. 
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The ranks of different estimates according to the criteria 
stated above are given in Table 3.8. In which, we can compare the 
performance of different estimators in simulation. The comparison is 
made under different value of a. 
§3.2 Discussion 
With the simulation results, we give a brief summary and make 
a comparison between different estimation methods. 
§3.2.1 Parameter a 
The parametric and non-parametric estimates are very close, 
and nearly the same. Their differences are up to 4 decimal places. 
Therefore, it is reasonable to replace a by a ^ in MMLE and MME in 
estimating other parameters. Moreover, a ^ can be a very good initial 
estimate for MLE. This result is very similar to other distributions 
which were investigated in Chan's thesis as the estimated value of a is 
very close to actual one. 
X 
§3,2.2 Parameter X 
In view of Table 3.8, the performance in estimating X will be 
different under different criteria. For the criteria DM and MSE, they 
are consistent with different value of a. However, for the criteria 
MSEDM, it will follows the performance in view of MSE when a < 1, and it 
will follows that of DM when a > 1. The same behaviour is found by Chan 
(1992). In her argument, it is reasonable as MSE become very large for 
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a < 1, therefore MSE will dominant the value of MSEDM. Note that, even 
though the performance are in terms of rank, the actual estimates of 
these methods are very closed. 
If our objective is the accuracy of estimation (DM), the 
choice should be MLE for all value of a. 
If our objective is data fitting (MSE), the choice should be 
NP4 for all a. However, if we consider both estimation and data fitting 
(MSEDM), it should choose MLEl for a = 1. Moreover, the accuracy of the 
estimate NP4 is relatively low, it can reduce this loss by choosing the 
estimate NP3. 
These results are also similar to the those finding in Chan 
(1992) result of simulation. 
2 
§3.2.3 Parameter <r 
The rank of the estimate are the same for all a. * 1, and the 
choice should be MLE. For a = 1, the choice should be MLEl. It should 
be noted that MLEl and the estimate NP3 of cr^  both are estimations only 
2 
appropriate in the case a = 1. MMLE also has very closed estimate of <r 
as MLE, therefore, MMLE can be also considered to use for a * 1. 
Similary, the performance in estimating <r is agree with Chan's findings 
on those distribution that parametric estimates are always better than 
that of nonparametric. 
§4 Conclusion 
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From the above simulation result of Geometric process having 
inverse Gaussian distribution , we find that performance of testing 
on trend using Laplace test, the results are consistent with theory. 
Moreover, the behaviour of these test statistics are very similar to the 
Gamma distribution investigated in Chan's thesis. 
The behaviour of the estimation of parameters by using 
parametric and nonparametric methods are very similar to other lifetime 
distributions, which is also investigated in Chan* s thesis. In viewing 
of the rank of each criteria, the pattern of inverse Gaussian agrees 
with Exponential and Gamma distribution. Except that for a = 1 case, in 
Gamma and Exponential cases, MLEl should be used in estimation of X and 
2 
<r , and MLE should be used in data fitting, while in inverse Gaussian 
case, MLE should be used in estimation of X and NP4 should be used in 
data fitting. However, the behaviour of lognormal distribution is quiet 
different in using different methods to perform estimation. In 
lognormal distribution, NP3 is the best method in estimating A rather 
than MLE or MMLE. 
By combining the result in Chan (1992), we can obtain good 
estimates on the parameters if we know the distribution. Since this is 
a simulation, parametric estimate will be always better than that of 
nonparametric method. The choice of method of estimation suggested 
would be applicable if the distribuion is known, or the hypothesis that 
they have the specified distribution cannot be rejected. 
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Chapter 4 ； Comparisions Geometric Process Model and NHPP models 
in Fitting a Point Process 
§1 Introduction 
In this chapter, we will compare the performance of different 
models in fitting some real data sets. Moreover, Chan (1992) has study 
these examples on the parametric inference of GP, therefore, we will 
make comparison with her estimation. 
There are six sets of data, four of them are taken from the 
monograph by Cox and Lewis (1966) on the statistical analysis of series 
of events, and the original reference may be found there. The other two 
sets are taken from Ascher and Feingold (1984), which are studied by Lam 
(1992b). These data can all be considered as realizations of some kind 
of point process on the real line, and they are all listed in 
appendices. 
In order to study the behaviour of these data, a plot of In X^ 
against i will be given for reference. Testing for trend, renewal 
process will be performed and introduced here. 
(i) The Laplace test: 
It is mentioned in Chapter 3 section 2.2, and (2.8), and the 
p-value is denoted by P^ = Pr(|Z| > U). 
(ii) The Bain Test 
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There is another optimum test for testing the HPP against the 
NHPP with intensity function in the form of (2.4) in Chapter 2, which 
has been stated in (2.12). Reject the null hypothesis that |3 = 1 if Q > 
义 o r Q < ； B a i n , Engelhart and Wright (1984) 
recommended its use for testing the HPP against the broad class of 
NHPP's with monotonically increasing intensity rates which increases as 
t increases. 
The p-value of this test with Q is given from (2.12) is 
P = Frix^ > Q) or P 。 = P r ( / < Q). 
lb ^ 
We will take the one whichever is less than 0.5. 
(iii) A nonparametric test 
In Hollander and Wolfe (1973), a nonparametric test was 
suggested for testing the trend. 
Suppose that {X^, i=l,2,…，n} are the interarrival times, and 
n is fixed, let 
n 
K = … c ( X . - X ) 
i:Si < j<n J 1 
where 
1 X > 0, 
c ( x ) = - 0 X = 0, 
-1 X < 0, 
When n tends to », we have 
K* = K / y - l)(2n + 5) ~ N(0,1) asymptotically. 
Reject null hypothesis that there is no trend in the series of 
data if I K . I > z . When there are ties exist in the data set, the 
I ‘ a/2 
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test statistics should be rewritten as 
K* = K / / - l)(2n + 5) - & u (u - l)(2u + 5 ) , 
/ J=i J J j 
where h is the number of ties, and u」is number of data point in tie j. 
The p-value of this test is 
P . = Pr(|Z| > K.). 
K 
(iv) The Lewis Robinson Test 
In the test for monotone trend in (2.11), only the occurrence 
time is under consideration, Lewis and Robinson (1974) had made a 
modification to test for monotone trend. The Lewis-Robinson test uses 
also the interarrival times, with test statistic U is formed by 
LR 
dividing U in (2.8), by the estimated coefficient of variation of the 
interarrival times, 
u = _ _ Y — — ’ 
tiX) 
where 
A r 1 n \l/2 
= ^ / { o T ^ - , (4 -1 ) 
n 
and 
Under H that X ' s are identically distributed, U „ has 
0 i LR 
asymptotically the standard normal distribution. If the series of 
events is HPP, (4.1) is asymptotically equivalent to (2.8) as C(X)^ = 
E(X)2 / Var(X) = 1 when X is exponentially distributed. Therefore, 
theLewis-Robinson test is more general test for testing the existence of 
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monotonic trend. 
The p value of this test is 
LR 
Besides, a test of Inverse Gaussian distribution for data set 
will also be done as the test has mentioned in chapter 2 section 4.1. 
For each data set, the result of tests of trend and renewal process is 
presented in the first table, say, Table 4.1.1 for the 1st example data 
set, with p-value is given. The tests on nonhomogeneous poisson process 
is given in the second table, for instance, Table 4.1.2 for the first 
data set, while the test of inverse Gaussian distribution is given in 
the third table. Note that the test involve EDF statistics, a mark ’ *’ 
would be given if the test is significant at a up to 0.001 and a mark 
’@’ ind i ca t e s tha t the t e s t i s s i g n i f i c a n t a t a in between 0.15 and 
0.005 inclusively. 
Mean square error (MSE) is used as the criterion for 
comparison of different models. Here, we will choose the best 
nonparametrie and the best parametric estimate in Chan (1992) to compare 
the data fitting using the two nonhomogeneous process and the Geometric 
process having IG(^,y) distribution. In order to compare their 
performance, we rank their MSE. If the MSE of two estimates are the 
same up to 10 decimal places, they have the same rank. However, only 
the rank in the MSE of these estimates cannot justify the performance. 
Therefore, we will consider the actual difference in MSE of different 
estimates, so the following measure will be used. 
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MSER = { MSE - min(MSEi)} / min{MSEi} 
Moreover, a goodness-of-fit on number of events occurred in a 
time interval is also compared between Geometric process, with the best 
estimate according to MSE of the two Nonhomogeneous process models. In 
the real line of time t , t , … ， w e count the actual number of 
X ^ 
observations, say , in between t and t , where t = 0 , and find the 
i l- l i 0 
expected number of observations in Geometric process model, Cox and 
Lewis model and Weibull process model. For two NHPPs, the expected 
number of observations, E^, is found by 
t 广1 
p(s) ds, where p(t) is the intensity function. 
J t 
i- i 
And t^ is given by that there are 5 to 8 mean number of occurrences 
occur in between time t and t in GP. Since the form of the 
i 1-1 
measurement is similar to the Pearson’ chi-square statistic, we may name 
it as chi-square measure. The chi-square measure is 
k (0 - E )2 
T i i 
J=i Ei 
where k is number of time points being used. The parameter estimation 
and these measures of goodness are given in forth table of each data set 
where figure in the bracket indicates the number of time point being 
used, that is the value of k. 
In the following discussion, we would like to denote the 
parameter 玲，from Cox and Lewis model (2.3), as 曰 , w h i l e the parameter 
from Weibull process (2.4), as jS冊. 
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§2 Real Data Example 
§2.1 Coal mining disasters data 
This data set is first studied by Maguire, Pearson and Wynn 
(1952). The data give time intervals in days between explosions in 
mines, involving more than 10 men killed. It is also shown by Barnard 
(1953) that there is a trend in the data set. Cox and Lewis (1966) 
studied thoroughly the existence of trend in the data. Later on, in 
Andrews and Herzberg (1985), the data set is extended to 190 interval of 
days. There is a zero in the original data since there are two 
accidents on the same day. Therefore, a 0.5 is used instead with 
reference from Jarrett (1979). 
According to Table 4.1.1, the data set has significant trend 
for all tests on HPP and renewal process. From Table 4.1.2, the data 
may not agree with NHPP, while in Table 4.1.3, the data does not exhibit 
a significant different from an inverse Gaussian distribution. There is 
a ’#’ sign in some of the third table, where the sign denoted the value 
of statistics A*is greated than lE+10. It may due to a departure from 
the distribution in the tails. 
The summary of parameter estimation in Table 4.1.4., is 
less than 0,玲 is less than 1 and a of GP is less than 1, therefore, 
W P 
they agree that there is a decreasing trend in the disaster occurs. 
With reference to figure 4.1.1 and 4.1.2, this set data is exhibit a 
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trend obviously. Other estimated parameter are also given in this 
table. 
Obviously, Weibull process model does not fit the data as well 
as the other methods. It seems that Cox and Lewis’ model is the best 
model in the view of MSE and Chi-square measure. As MSER of the rank 
two method is 3% , it might say that Cox and Lewis, model is just better 
than others in the sense of fitting data. 
Among the Geometric Process, if a is very close to 1, the 
performances in fitting data on estimates are very similar as these 
values MSER are very close. Moreover, estimate of a from MLE of inverse 
Gaussian and from NP is nearly the same. 
§2.2 Air 1 data 
This is one of the series of data which is the operating hours 
between successive failures of air conditioning equipment in 13 Boeing 
720 aircrafts which are taken from Proschan (1963). Air 1 is the series 
of the third aircraft while Air 2 in section 4 is the sixth aircraft. 
There are 29 observations in this data set. 
From Table 4.2.1, this data set does not exhibit a significant 
trend. The estimate 玲 is negative, |3 is less than 1 and the ratio a 
C L WP 
is less 1, they are all agree that the data has a slightly decreasing 
failure rate. The overall trend of the occurrence time can refer to 
figure 4.2.2. 
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Here with a < 1, the Cox and Lewis model is the best model, 
since it has the smallest MSE and Chi-square measure value. However, 
the MSER of the estimate NP3 is 1.09%. Moreover, from figure 4.2.2, the 
two fitting lines are very close together. There is not much difference 
among the estimates of Geometric Process in the view of MSE. Inverse 
Gaussian distribution here does not fit the data as well as other 
distributions. 
§2.3 No. 3 data 
It is the arrival time in hours to unscheduled maintenance 
actions for the U.S.S. HaIfbeak No. 3 main propulsion diesel engine 
taken from Ascher and Feingold (1969). This data set has studied by Lam 
(1992b) with the last 2 arrivals being discarded since it is time to 
scheduled engine overhaul and we are only interested in the arrival 
times of failure, not the overhaul case. There are 71 observations in 
the data set. 
From Table 4.3.1, with figure 4.3.1 and 4.3.2, this data set 
exhibits a significant trend and it does not against the behaviour being 
a Geometric process. The estimate of |3 is positive, /3 is 
w ^ If tr 
significantly greater 1 and the estimate of ratio a is greater than 1. 
These estimates agree that there is a increasing trend in the data. 
From figure 4.3.2, it is clear that the engine is deteriorating. 
In this example, the estimate of Cox and Lewis model is not as 
good as Geometric process in the sense of MSE, and it,s MSER is over 
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10%. MLE of inverse Gaussian seems a good fitting model as the MSER of 
the estimate with rank two, NP4, is 1.29%. It may due to the rapid 
deteriorating rate after a certain period of time. 
§2.4 Air 2 data 
It is the sixth aircraft from the 13 Boeing 720 aircrafts 
which mentioned in section 2, same as the Airl data, is the intervals in 
operating hours. This data set is taken from Proschan (1963). There 
are 30 observations in this data set. 
From Table 4.4.1, it shows a trend in Laplace, Bain and Lewis 
Robinson test. Moreover, it dose not against being a Geometric process. 
The estimate jS ,玲 and ratio a are agree that the data has a 
w M W tr 
slightly increasing failure trend. 
In Table 4.4.4, the estimate with smallest MSE is NP4. 
Although Cox and Lewis model does not fit the data as well as Geometric 
process, its MSER is only 0.87%. The estimator! of non-parametric, MMLE 
of exponential distribution, MMLE and MME of inverse Gaussian 
distributions are the same according to MSE. Only the MLE of inverse 
Gaussian distribution is not as good as others, it's MSER is 3.32%. 
Therefore, the MMLE of exponential distribution should be used as its 
estimate are easier to compute. 
§2.5 No. 4 data 
It is the interarrival times in hours to unscheduled 
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maintenance actions for the U.S.S. No. 4 main propulsion diesel engine. 
It is first tabulated by Lee (1980a), and Ascher and Feingold (1984) and 
Lam (1992b) have studied this set of data. In the data, there is a 
extremely large outlier 6 930 which is recorded due to the fact that 
“the person who recorded failures went on leave and nobody took his 
place until his retrun", (see Ascher and Feingold (1984)), therefore, 
this outlier and its successors are discarded. There are 56 
observations in the data set. Since there exists zero inter arrival 
time, we would use 0.5 instead as data set in 2.1. 
From Table 4.5.1, No. 4 data does not exhibit a trend in the 
data as it is not significant in all test of HPP. In figure 4.5.2, the 
curve is close to a straight line. Therefore No. 4 data might have a 
constant intensity function. The estimate jS is positive, estimate of 
G L« 
|3 is greater 1 and estimate ratio a is greater than 1, so these 
WP 
estimates are still consistent. 
As the data set is more likely to be a HPP, as exponential or 
gamma distribution with a approximately 1 is best describe the behaviour 
of the arrival time. Therefore, in the view of MSE, the MLE of 
exponential is the best estimate. Furthermore, the MLE of inverse 
Gaussian far behind the accuracy in estimating the interarrival time 
owing it,s own distribution properties does not suitable for modeling 
this series of events , it's MSER is 271.63%. Although the rank of MSE 
of Cox and Lewis model is 3, it's MSER is 0.257.. It might due to Cox 
and Lewis model generalize HPP, it will fit a HPP model well with the 
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estimate of is not significant different from zero. 
§2.6 Patient data 
It is the interarrival time in hours of patients at an 
intensive care unit in England, and the data are taken from Cox and 
Lewis (1966). The arrival times are recorded up to 5 minutes and there 
are also some zeros interval time in the data set, we would use 2.5 
minutes instead. There are 245 observations in the data set, the 246th 
observation and onwards are discarded due to recording error. 
From Table 4.6.1, the data exhibit a trend at 5% significance 
level. With reference to figure 4.6.2, the curve is much like a 
straight line with a large number of data point. The estimate of 玲 ， 
C Xtf 
]3 and a are consistent except for MLE of IG, in which the estimate of a 
W * 
is greater than zero, that the data may exists a slightly increasing 
failure rate. 
In Table 4.6.4, MMLE of exponential distribution is rank one 
estimate according to MSE. However, the other estimate in Geometric 
process is very similar. Cox and Lewis model's estimate is similar as 
it's MSER is 5.57%. The MLE of inverse Gaussian seems not suitable use 
in this kind set of data as it’s MSER is 14.5%. According to the rank 
in MSE, MMLE or MLE of exponential may be used to fit the data since 
data set does not show a strongly evidence that it has a trend. 
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§3 Conclusion 
From the model fitting result, both GP model and Cox and Lewis 
model fitting the interarrival times well. However, Weibull process 
model does not fit these examples satisfactorily. With the reference of 
these real data, Weibull process model performs well in fitting data 
only in the Airl and Air2 data set. Moreover, from the second figure of 
each example which plots the fitted line of different model, it seems 
that it is more appropriate for Weibull process to estimate the 
interarrival time up to 30 to 40 successive occurrence of failures. 
This phenomenon may be owing to the use of (2.11) in Chapter 2 
as the estimator of the failure occurrence time. There is an incomplete 
beta function. The lower bound of this function is jSt" where t^ is the 
occurrence time of the immediate previous failure, as the time t^ 
increases, the function converges to 1 rapidly. Therefore, it may not 
be suitable to use Weibull process model in fitting a long series of 
events. 
In viewing the above six examples, the first two data sets 
exhibit a decreasing failure rate with a < 1, while the third and fourth 
exhibit an increasing failure rate with a > 1 aiid last two data sets do 
not show significant trend, therefore we may consider a = 0. 
Among the GP and Cox and Lewis model, a phenomenon is 
observed. When the data exhibit a decrease trend of failure rate, a < 
1, Cox and Lewis model fits the data better than GP, while when the data 
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has an increasing trend of failure rate or even does not seems have a 
trend, a 2= 1, or > 0, GP fits the data better. It may due to the 
exponential increase in the function E(T It, , t ,...). Therefore, 
in view of fitting, we can first test whether there is a decreasing 
trend of failure rate in the data, then we can choose to use Cox and 
Lewis model if there exists a decreasing trend, otherwise, we can try 
GP. 
Among the Geometric process, NP4 and exponential distribution 
always have a good fit on the real data. Exponential distribution is 
already found to be a suitable distribution in lifetime modelling, here 
with GP which account for the trend of data, will be a better way in 
fitting lifetime data with or without monotone trend. 
NP4 is constructed base on using least square method in the 
nonparametric estimation, therefore, it always has a minimum MSE. 
However, in simulation result from Chan (1992) and Chapter 3, it finds 
that NP4 is not suitable in estimating the parameter. It should be more 
careful to choose NP4 in model fitting and also parameter estimation. 
Therefore, use MLE or MMLE exponential is more appropriate in the first 
attempt. 
With addition of Inverse Gaussian distribution, we find that 
it does not fit the real data example as well as exponential 
distribution except in the No. 3 data, in which, the failure rate 
increases suddenly and rapidly after some time. In the Coal mining. Air 
1 and Air 2 data, although IG is not the best fitting model, MLE of IG 
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has a MSE value closed to other GP estimates. However, in the last two 
examples, No. 4 and patient data, MLE of IG does not fit the data as 
well as the other methods with MSER 271.63% and 14.5% respectively. It 
may due to both sets of data are more likely following HPP, and exhibit 
significant results against IG distribution, see Table 4.5.3 and 4.6.3. 
In viewing these results. Exponential distribution is always 
the best choice in fitting lifetime data. However, in real situation, 
there exists trend in most cases, therefore, consider a GP model having 
Exponential distribution is a much better way in fitting lifetime data. 
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Table 3.1 ： Tfi<;ting for Geometric Process for Inverse Gaussian Distribution 
Parameter Is it a HPP? Is it a GP? "" 
^ ^ Pu I S‘D. p u S.D 昭 S.D S.D S.D 
a ‘ 
0.0000 I 0.0000 I 0.4821 丨 0.0160 | 0.5005 丨 0.0163 | 0.5019 | 0.0163 | 0.4866 | 0.0166 
a二 1 
0.5 1.0 0.6189 0.0144 0.4821 0.0160 0.5005 0.0163 0.5019 0.0163 0.4866 0.0166 
1.0 2,0 0.4959 0.0170 0.4859 0.0162 0.5068 0.0157 0.4974 0.0161 0.4901 0.0166 
2.0 4.0 0.6189 0.0144 0.4821 0.0160 0.5005 0.163 0.5019 0.0163 0.4866 0.0166 
4.0 16.0 0.6991 0.0116 0.4929 0.0166 0.4792 0.0159 0.5208 0.0164 0.4857 0.0162 
8.0 32.0 0.6991 0.0116 0.4929 0.0166 0.4792 0.0159 0.5208 0.0164 0.4857 0.0162 
Table 3.2 : Testing for Inverse Gaussian distribution using EDF statistic 
Parameters 
“ M ~ y M e t h o d W* U* A* D+ D- D* V* 
0.5 1.0 MLE 0.0984""““0.07100.61220.5608 0.6251 0.8503 1.1896 
MMLE 0.0982 0.0708 0.6113 0.5604 0.6216 0.7470 1.1856 
MME 0.1866 0.0859 1.1098 0.5741 0.6760 0.8804 1.2540 
MLEl 0.0963 0.0697 0.6001 0.5536 0.6168 0.7347 1.1740 
1.0 1.0 MLE 0.0970 0.0695 0.6123 0.5522 0.6215 0.7406 1.1773 
MMLE 0.0968 0.0696 0.6144 0.5586 0.6163 0.7445 1.1785 
MME 0.2374 0.0940 1.4223 0.5639 0.7319 0.9570 1.2998 
MLEl 0.0961 0.0694 0.6095 0.5607 0.6102 0.7346 1.1745 
2.0 4.0 MLE 0.0984 0.0710 0.6122 0.5608 0.6251 0.7503 1.1896 
MMLE 0.0982 0.0708 0.6113 0.5604 0.6216 0.7470 1.1856 
MME 0,1866 0.0859 1,1098 0.5741 0.6760 0.8804 1.2540 
MLEl 0.0963 0.0697 0.6001 0.5536 0.6168 0.7347 1.1740 
4.0 16.0 MLE 0.1001 0.0724 0.6276 0.5613 0.6303 0.7529 1.1953 
MMLE 0.1001 0.0724 0.6286 0.5638 0.6289 0.7547 1,1965 
MME 0.1401 0.0803 0.8605 0.5845 0.6464 0.8256 12347 
MLEl 0.0969 0.0702 0,6037 0.5524 0.6221 0.7420 1.1781 
8.0 32.0 MLE 0.1001 0.0724 0.6276 0.5613 0.6303 0.7529 1.1953 
MMLE 0.1001 0.724 0.6286 0.5638 0.6289 0.7547 1.1965 
MME 0,1401 0.0803 0.8605 0.5845 0.6464 0,8256 1.2347 
MLEl 0.0969 0.0702 0.6037 0,5524 0.6221 0.7420 1.1781 
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Table 3.3 ： P-value of the Test for a = 1 for Inverse Gaussian distribution 
a = l — 
[/X =0.5] [ix =1.0] [fi =2.0] =4.0] Ifi =8.0] 
a [口2 =0.125] [a^ =1.0] [a^ =2.0] [a^ =4.0] [a^ =16.0] 
0.0000 0.5212 0.4959 0.5212 0.5029 06991 
Table 3 A : Estimation of parameter a for Inverse Gaussian distribution 
a 
^^7 Method LOO TJ6 
J J J — — J — • ——-——^ ^ j 
0.5 1.0 MLE 0.900001 0.950001 1.000001 1.050001 1.100001 
(3.9718E-5) (4.1924E-5) (4.413 lE-5) (4.6337E-5) (4.8544E-5) 
NP 0.899991 0.949991 0.999990 1.049990 1.099989 
(4.0030E-5) (4.2254E-5) (4.4478E-5) (4.6702E-5) (4.8926E-5) 
1.0 1.0 MLE 0.900035 0.950037 1.000039 1.050041 1.100042 
(5.2849E-5) (5.5785E-5) (5.8721E-5) (6.1657E-5) (6.4593E-5) 
NP 0.900017 0.950018 1.000018 1.050019 1.100020 
(5.3429E-5) (5.6398E-5) (5.9366E-5) (6.2334E-5) (6.5302E-5) 
2.0 4.0 MLE 0.900001 0.950001 1.000001 1.050001 1.100001 
(3.9718E-5) (4.1924E-5) (4.413 lE-5) (4.6337E-5) (4.8544E-5) 
NP 0.899991 0.949991 0.999990 1.049990 1.099989 
(4.0030E-5) (4.2254E-5) (4.4478E-5) (4.6702E-5) (4.8926E-5) 
4.0 16.0 MLE 0.900000 0.950000 1.000000 1.050000 1.100000 
(2.9886E-5) (3.1547E-5) (3.3207E-5) (3.4867E-5) (3.6528E-5) 
NP 0.899997 0.949996 0.999996 1.049996 1.099996 
(2.9980E-5) (3.1646E-5) (3.3311E-5) (3.4977E-5) (3.6642E-5) 
8.0 32.0 MLE 0.900000 0.950000 1.000000 1.050000 1.100000 
(2.9886E-5) (3.1547E-5) (3.3207E-5) (3.4867E-5) (3.6528E-5) 
NP 0.899997 0.949996 0.999996 1.049996 1.099996 
_ _ J _ _ J (2.9980E-5) (3.1646E-5) (3.3311E-5) (3.4977E-5) (3.6642E-5) 
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Table 3.5 ； Estimation of parameter a ( X ^ a for Inverse Gaussian distribution 
拜(X) 
0.5 1.0 2.0 4.0 8^0 
Method 
ly =1-0] [7 =1.0] [7 =4.0] [7 =16.0] [7 =32.0] 
=0.1251 [(72 =1.01 二2.01 [a^ =4.01 =16,01 
MLE 0.499861 1 . 0 0 0 6 8 8 1 . 9 9 9 4 4 3 ^ ^ ^ ^ 4 . 0 0 1 7 9 6 8 . 0 0 3 5 9 1 “ 
(0.0027) (0.0071) (0.0107) (0.0156) (0.0312) 
MMLE/MME 0.499380 0.998670 1.997520 4.000210 8.000421 
/NP5 (0.0027) (0.0072) (0.0108) (0.0157) (0.0313) 
MLE1/NP6 0.498752 0.993518 1.995007 3.997289 7.994577 
(0.0014) (0.0040) (0.0056) (0.0082) (0.0164) 
NPl ~0.473320 0.874604 1.893280 3.926933 7.853866~ 
(0.0025) (0.0061) (0.0101) (0.0153) (0.0306) 
NP2 0.513887 1.067770 2.055522 4.041576 8.083150 
(0.0029) (0.0082) (0.0116) (0.0160) (0.0306) 
NP3 0.490236 0.944973 1.960944 3.979405 7.958809 
(0.0026) (0.0067) (0,0106) (0.0156) (0.0311) 
— 
(a=0.90) 0,502445 0.999061 2.00978 4.019411 8.038822 
(0.0047) (0.0124) (0.0188) (0.0273) (0.0547) 
(a=0.95) 0.499459 0.993020 1.997836 4.000254 8.000508 
(0.0035) (0.0092) (0.0139) (0.0202) (0.0403) 
(a=1.00) 0.499372 0.998790 1.997487 4.000228 8.000457 
(0.0027) (0.0072) (0,0109) (0.0157) (0.0314) 
(a=L05) 0.501191 1.003210 2.004764 4.003889 8.007777 
(0.0034) (0.0098) (0.0138) (0.0197) (0.0394) 
(a=1.10) 0,505582 1.014514 2.022328 4.021140 8.042279 
(0.0045) (0.0128) (0.0178) (0.0248) (0.050) 
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Table 3.6 • F对;mation of parameter d^ for Inverse Gaussian distribution 
‘ -
0.125 1.0 2.0 4.0 
Method “ 
[7 =1.0] [7 =1.0] [7 =4.0] [7 =16.0] =32.0] 
[M =0.5] [fx =1.0] [fi =2.0] [fjL =4.0] =8.0] 
MLE 0.125341 1.010645 2.005449 3.995960 15.983841 
(0.0017) (0.0183) (0.0279) (0.0425) (0.1700) 
MMLE 0.125137 1.007160 2.002188 3.993137 15.972547 
(0.0018) (0.0185) (0.0282) (0.0427) (0.1706) 
MME/NP2 0.125257 0.996034 2.004106 4.008551 16.034206 
(0.0021) (0.0212) (0.0333) (0.0476) (0.1906) 
MLEl 0.124775 0.993769 1.996399 3.999393 15.997571 
(0.0013) (0.0136) (0.0207) (0.0339) (0.1357) 
NPl 0.068393 0.349185 1.094282 2.884709 11.538837 
(0.0008) (0.0052) (0.0133) (0,0274) (0.1095) 
NP6 0.124519 0.980835 1.992312 4.014474 16.057896 
(0.0015) (0,0163) (0.0250) (0.0398) (0.1593) 
Table 3.7 : Estimation of parameter 7 for Inverse Gaussian distribution 
7 
LO LO r 4.0 I M 3 I 0 
Method 
[fi =0.5] [fi =1.0] [m =2.0] [fi =4.0] [fjL =8.0] 
[g^ =0.125] [>2 =1.0] |>2 =2,0] [a^ =4.0] =16.0] 
MLE 1.019832 1.026648 4.079330 16.303519 32.607038 
(0.0074) (0.0085) (0.0279) (0.1104) (0.2208) 
MMLE 1.018801 1.024543 4.075204 16.296563 32.593125 
(0.0075) (0.0087) (0.0299) (0.1105) (0.2211) 
MME 1.031351 1.057374 4.125402 16.336593 32.673186 
(0.0099) - (0.0123) (0.0395) (0.1328) (0.2656) 
MLEl 1.011600 1.011839 4.046399 16.188137 32.376274 
(0.0057) (0.0057) (0.0228) (0.0908) (0.1817) 
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Table 3.8 ： Comparison of estimates using Parametric and Nonparametric method for Inverse 
Gaussian distribution 
a 丨 X 丨 DM 丨 MSE MSEDM ^ DMVAR 
0.90 W i Te 6 O Wi 4 
NP2 4.4 2.6 6 MMLE 1.6 
NP3 2.6 4.8 2-4 MLE 1.4 
NP4 6 1 1 MME/NP2 3 
MMLE/MME/NP5 2.4 3.2 3.8 
MLE 1 3.4 5 
0.95 6 5 W l 4 
NP2 4.4 3.4 6 MMLE 1.6 
NP3 2.6 4.8 2 MLE 1.4 
NP4 5.8 1 1 MME/NP2 3 
MMLE/MME/NP5 2.4 2.8 3 
MLE 1 3 4 
1.00 T m ^ 6^6 N ^ 6 
NP2 6.4 5.2 6.4 NP3 2 
NP3 4.2 4 4.2 MMLE 3.6 
NP4 4.4 1 4.4 MLE 3.4 
MMLE/MME/NP5 3.4 2 3.4 MME/NP2 5 
MLEl 2 6.2 1 MLEl 1 
MLE 1 3 2 
1.05 NPl 4^ 6 6 4 l NPl 4 
NP2 4.4 4.4 4.4 MMLE 1.6 
NP3 2.6 4.6 2.6 MLE 1.4 
NP4 6 1 5.8 MME/NP2 3 
MMLE/MME/NP5 2.4 2.8 2.4 
MLE 1 2.2 1 
LIO NPl 4 l 6 46 N P l “ 4 
NP2 4.4 4 4.4 MMLE 1.6 
NP3 2.6 5 2.6 MLE 1.4 
NP4 6 1 6 MME/NP2 3 
MMLE/MME/NP5 2.4 3 2.4 
MLE 1 2 1 
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Table 4,1 1 • Tp^ting for Trend for Coal data 
Is it a HPP ？ Laplace Test ~o.OOOO 
Bain Test 0.0000 
Non-parametric Test ^ 0 0000 
V . 
Is it a RP? Lewis Robinson Test p o.OOOO 
^LR 
Is it a GP? Turning Point Test ^ 0.4611 ~ 
p V Q-4795 
Difference sign Test ^U 0.8059 
PD 
pV 0.7237 
Table 4.1.2 : Testing for a NHPP for Coal mining disasters data 
Cox and Lewis Weibull process 
Model Model 
KS-Tes t~W* *21.3682 * 1.2264 
U* *4.0287 *0.7678 
A* * 126.5897 *6.2397 
D+ *7.0393 *2.1533 
D- *7,1127 *2.2267 
D* *7.1127 *2.2389 
y * * 14.1973 *4.4086 
F-Test 0.0000 0.0003 
Table 4.1.3 : Testing for Inverse Gaussian of GP for Coal mining disasters data 
KS-Test 
Method ~ ^ “ “ U * “ ” A * ” D + ~ D ^ ~ ~ D * ^ ~ 
MLE 7 .80271 .7256 40.7494 4 . 2 7 6 2 0 . 3 8 0 3 4 . 2 7 6 2 4 . 6 7 1 3 
MMLE 7.7885 1.7152 40.8093 4.2788 0.3724 4.2788 4.6661 
MME 0.6434 0.5213 # 0.6445 1.6387 1.6387 2.905 
# ： value large than lE+10 
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Table 4 .1 4 • F^timation of Parameter for Coal mining disasters data 
Model 
I GP — 
Cox & Weibull 
Lewis Process NP4 Exp-MLE TG-MTF TO-MTUT T? IG-MME 
a 0.990913 0.9990613 0 . 9 9 0 6 1 5 0 . 9 9 0 9 1 3 0 . 9 9 0 9 1 3 
X 79.696 78.009 75.839 78.009 78.009 
(y2 6085 41811 44237 8701 
S -4.502973 
13 -0.000051 0.670821 0.012819 
X 0.061514 
75.839303 78.008982 78.008982 
7 10.432515 10.731251 54.559783 
MSE 78973 609924 81653 81789 81517 8 1 ^ 81789 
Rank 1 7 3 6 2 4 4 
MSER 0.00% 672.32% 3.39% 3.57% 3.22% 3.57% 3.57% 
Chi-sq. 32.068901 53.367824 35.910714 
measure 
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Figure 4.1.1: Plot of In Xn against n fo r Coal mining data 
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Figure 4.1,2 Plot of Coai mining disasters data and their fitted 
values using different models 
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Table 4.2 1 • Tp<:ting for Trend for Airl data 
Is it a HPP ？ Laplace Test f ^ ~ 0 . 1 3 8 8 ~ 
Bain Test 0.2064 
P , 
Non-parametric Test p 0.0717 
V 
Is it a RP? Lewis Robinson Test Z 0 2094 
£ULR . 
Is it a GP? Turning Point Test pU ~ 0 . 4 9 6 9 ~ 
dV 0.1742 ^ 
Difference sign Test pU 0.1797 
p V 0.6547 
Table 4.2.2 : Testing for a M g P for Airl data 
Cox and Lewis Weibull process 
Model Model 
KS-Test""“W* *0.9555 0.1417 
U* 0.1849 0.0742 
A* *4.7910 0.8445 
D+ * 1.4633 0.6378 
� D- * 1.6573 0.8318 
D* *1.6573 0.8318 
V* •3.1549 1.4857 
F-Test 0.1196 0.2372 
Table 4.2.3 : Testing for Inverse Gaussian of GP for Airl data 
KS-Test 
Method W * ” U * ” “ A * “ “ D + ~ D ^ ” ~ D * Y * ~ 
MLE 0 . 0 6 8 0 . 0 7 7 3 ” 0 . 5 5 5 9 0 . 5 4 8 8 0 . 6 5 6 2 0 . 6 5 6 2 ” 1 . 2 1 7 9 
MMLE 0.0749 0.0838 0.5674 0.6362 0.6763 0.6763 1.3265 
MME 0.0982 0.0936 0.7993 0.4457 0.8659 0.8659 1.3256 
56 
Table 4.2,4 • Rstimation of Parameter for Airl data 
P Model 
GP 
Cox & Weibull 
Lewis Process NP3 H x p - A ^ F IG-MLE IG-MMLE IG-MME 
a 0.965282 0.965282 0.963338 0.965282 0.965282 
X 48.726 49.301 47.980 49.301 49.301 
2341 1842 1944 1631 
« -3.972781 
0 -0.000407 0.900729 0.020835 
X 0.017354 
^ 47.979748 49.301153 49.301153 
y 59.968260 61.655140 73.483402 
MSE 4 2 ^ 4 2 ^ 4 2 ^ ^ ^ ~ 
Rank 1 7 2 3 6 3 3 
MSER 0.00% 10.10% 1.09% 1.12% 1.18% 1.12% 1.12% 
Chi-sq. 2.090208 3.999670 2.5 
measure 
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Figure 4.4.1: Plot of In Xn against n f o r A i r 2 da ta 
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Figure 4.2,2 : Plot of Airl data and their fittted values using 
different models 
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Table 4.3 ,1 • Tps t^ing for Trend for No.3 Enginee data 
Is it a HPP ？ Laplace Test ^ 0.0000 
Bain Test 0.0000 
Non-parametric Test ^ 0.0000 ^ 
Is it a RP? Lewis Robinson Test T 0 0000 
IULR . 
Is it a GP? Turning Point Test pU 0 . 2 1 8 8 ~ 
pV 0.6806 
Difference sign Test pU 0.5367 
pU 0.5637 
Table 4.3.2 : Testing for a NHPP for No.3 Enginee data 
Cox and Lewis Weibull process 
Model Model 
K S - T e s t “ W * 0.3366 @0.6845 
U* *0.3399 *0.4998 
A* 1.7228 @3.2217 
EH- 1.1136 @1.7380 
D- 0.9922 @1.6166 
D» 1.1136 @1.7380 
V* *2.1183 @3.3746 
F^es t ~ 0.8879 0.1395 
Table 4.3.3 : Testing for Inverse Gaussian of GP for No.3 Enginee data 
KS-Test 
Method ~ W * U * A* D+ D^ D* � 
MT.K • 3 . 9 4 2 ~ * L 3 3 0 5 “ • 1 9 . 5 3 7 5 • 3 . 3 3 7 2 0.4573 *3 .3372*3 .8169 
MMLE *3.9442 *1,3344 * 19.5620 3.3362 0.4543 *3.3362 •3.8129 
MME @0.3195 0.1102 # 0.2916 @L2742 @1.2742 @1.5750 
# ： value large than lE+10 
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Table 4.3 4 . F^^timation of Parameter forNo.B Engines data 
Model 
GP 
Cox & Weibull 
Lewis Process NP4 Exp-MMLE IG-MLE IG-MMLE IG-MME 
a 1.041649 1.041649 1.0426771.041649 1.041649 
X 1079.90 1079.40 1118.36 1076.21 1076.21 
2038315 17831473 16449593 2110312 
“ « -8.279030 • 
0 0.000146 2.760360 0.001085 
X 0.000184 
1118.36 1076.21 1076.21 
7 78.4438 75.7768 590.6697 
MSE 214153 10195108 195985 196010 193486 196179 196179 
Rank 6 7 2 3 1 4 4 
MSER 10,68% 5169.18% 1.29% 1.30% 0,00% 1.39% 1.39% 
Chi-sq. 17.911089 24.526797 29.821429 
measure 
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Figure 4.3.2 Plot of No. 3 engine data and their fitted value using 
different model 
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Table 4.4 1 • T^f^ting for Trend for Air2 data 
Is it a HPP ？ Laplace Test ^ 0 . 0 2 7 4 ~ 
Bain Test ^ 0.0329 
Non-parametric Test ^ 0.1249 
V 
Is it a RP? Lewis Robinson Test 0.0078 ^ 




Difference sign Test pU 0.3865 
pV 0,3865 
Table 4.4.2 : Testing for a NHPP for Air2 data 
Cox and Lewis Weibull process 
Model Model 
KS-Tes t~W* 0.0814 0.1317 
U* 0.0904 0.1254 
A* 0.6320 0.7936 
D+ 0.7373 @0.9859 
D- 0.6262 0.7954 
D* 0.7373 @0.9859 
V* 1.3781 1.8004 
F-Test 0.8283 0.4253 
Table 4.4.3 : Testing for Inverse Gaussian of GP for Air2 data 
KS-Test 
Method “ W * ~ U * ~ A * ~ D + ” D ^ ~ ~ D * ^ ~ 
MLE 0 . 1 2 8 9 " " " " 0 . 1 2 3 4 0 . 7 4 4 5 0 . 9 5 2 3 ” 0 . 5 6 1 7 0 . 9 5 2 3 1.5298 
MMLE 0.1363 0.1216 0.7501 0.9572 0.3451 0.9572 1.3159 
MME @0.6952 0.1237 @4.9630 0,0925 @1.4680 @L4680 @L5767 
# ： value large than lE+10 
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Table 4.4 4 • F.^ t^imation of Parameter for Air2 data 
Model 
GP ~ 
Cox & Weibull Weibull- — 
Lewis Process NP4 MMLE TG-MT.F. IG-MMLE IG-MME 
a 1 .050087“1 .0500871 .0659071 .050087 1.050087 
X 110.874 112.535 142.917 112.784 112.784 
15374 66180 49086 14967 
以 -4.910919 0.90889 
/3 0.0008220 1.505917 0.00930 
X 0.0053519 
M 142.917 112.784 112.784 
7 142.917301 35.003791 95.854840 
MSE 4422 4384 4385 4 5 ^ 4385 4 3 8 5 ” 
Rank 5 7 1 2 6 3 3 
MSER 0.87% 11.50% 0.00% 0.03% 3.32% 0.03% 0.03% 
Chi-sq. 0.127727 0.544319 0.3 
measure} 
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Figure 4.4.1: Plot of In Xn against n fo r Air 2 da ta 
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Figure 4.4.2 : Plot of Air2 data and their fitted values using different 
models 
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Table 4 . 5 � • Testing for Trend for No. 4 Enginee data 
Is it a HPP ？ Laplace Test ~~0 .3178~~ 
Bain Test _ 0.1068 
Non-parametric Test „ 0 1249 
V ‘ 
I s i t aRP? Lewis Robinson Test ^^ 0 3265 ^ . 
Is it a GP? Turning Point Test pU ~ 0 . 7 5 7 3 ~ 
pV 0.4399 
Difference sign Test pU 0.3346 
pV 0.3346 
Table 4.5.2 : Testing for a Mg>P for No. 4 Endnee data 
Cox and Lewis Weibull process 
Model Model 
KS-Tes t~W* 0.0792 0.1096 
U* 0.0842 0.1102 
A* 0..6249 0.7383 
D+ 0.6491 0.6633 
D- 0.5559 0.6815 
D* 0.6491 0.6815 
_V* 1.2133 1.3542 
F-Test 0.7275 . 0.9301 
Table 4.5.3 : Testing for Inverse Gaussian of GP for No. 4 Enginee data 
KS-Test 
Method ~ W * ~ U * ~ A* ~ D + ~ D ^ ~ ~ D * ^ 
MLE @1.5902 @0,2989*8.9430"“@1.810 0 .2784@1.8410 @2.134 
0 
MMLE *3.5340 *0.7978 •18.1764 *3.1352 0.1360 •3.1352 *3.1352 
MME @0.3965 @0.2183 社 0.4676 @L2952 @1.2952 @L774 
9 
# ： value large than lE+10 
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Table 4.5 4 . F.< t^imation of Parameter for No. 4 Enginee data 
Model 
GP 
Cox & WeibuU 
Lewis Process NP6 Exp-MLE TG^ MT F la-MMT v IG-MME 
a 1.000000 1.009062 1 .0563981 .0180871 .018087 
X 341.572 342.253 1518.466 440.422 440.422 
0*2 69877 116671 20019743 1794744 202345 
« -5.838405 
0 0.000031 1.127805 0.0029276 
X 0.001809 
M 1518.466 440.422 440.422 
7 174.886712 47.599862 422.195875 
MSE 67648 2794110 67476 67480 250762 69905 6 9 ^ 
Rank 3 7 1 2 6 4 4 
MSER 0.25% 4040.89% 0.00% 0.01% 271.63% 3.60% 3.60% 
Chi-sq. 8.283486 9.026924 8 
measure 
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Figure 4.1.1: Plot of In Xn against n fo r Coal mining data 
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Figure 4.5.2 : Plot of No. 4 engine data and their fitted values using 
different models 
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Table 4.6 1 • TV对ing for Trend for Patient data 
Is it a HPP ？ Laplace Test 0.0097 
Bain Test 0.0098 
Non-parametric Test p 0.0136 ^ 
Is it a EP? Lewis Robinson Test ~ 0 017 . 
Is it a GP? Turning Point Test pU 0.3868 
p V Q-2794 
Difference sign Test pU 0.2743 
TjV 0.6394 
F D 
Table 4.6.2 : Testing for a NHPP for Patient data 
Cox and Lewis Weibull process 
Model Model 
K S - T e s t W * 0.0723 0.1282 
U* 0.0733 0.1090 
A* 0.4782 0.6627 
D+ 0.6259 @0.9818 
D- 0.6017 0.9173 
D* 0.629 @0.9818 
y * 1.2580 @1.9043 
F-Test 0.7529 0.2892 
Table 4.6.3 : Testing for Inverse Gaussian of GP for Patient data 
KS-Test 
Method ~ W * U * ~ ~ A * ~ ~ D + D ^ ~ ~ D * ~ 
MLE *23.5655*5.7390 # * 7 . 5 4 8 1 0 . 2 5 6 8 * 7 . 5 4 8 1 * 7 . 8 2 6 3 
MMLE *26,1056 *6.0148 * 146.76 *7.8161 0.2476 *7.8161 *8.0858 
MME @L0663 @0.6653 # 0.4740 *2.5643 •2.5643 *3.0466 
# ： value large than lE+10 
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Table 4.6.4 • "R^nimation of Parameter for Patient data 
Model 
GP 
Cox & Weibull 
Lewis Process NP4 Exp-MLE TG-MT.F TG-MlVtTF 
a 1.001611 1.002269 0.9976441.001611 1.001611 
X 453769 49.249 29.586 45.509 45.509 
2425 14548 34660 1687 
^ -3.936014 
P 0.000062 1.1721638 0.020305 
X 0.011777 
29.586 45.509 45.509 
7 1.780070 2.719363 55.854742 
MSE 1239 175619 V m T m 1344 1178 V m ~ 
Rank 5 7 2 1 6 4 3 
MSER 5.57% 14866.84% 0.36% 0.00% 14.50% 0.38% 0.38% 
Chi-sq. 20.421844 20.852363 21.416667 
measure 
69 
Figure 4.6.1 ： Plot of In(Xn) against n fo r Pat ient da ta 
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Figure 4.6.2 : Plot of Patient data and their fitted value using 
different models 
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APPENDIX 
(To be read down the columns) 
I. Interarrival time of Coal mining disasters (Davs) 
157 53 127 22 1643 
123 17 218 61 54 
2 538 2 78 326 
124 187 0.5 99 1312 
12 34 378 326 348 
4 101 36 275 745 
10 41 15 54 217 
216 139 31 217 120 
80 42 215 113 275 
12 1 11 32 20 
33 250 137 388 66 
66 80 4 151 292 
232 3 15 361 4 
826 324 72 312 368 
40 56 96 354 307 
12 31 124 307 336 
29 96 50 275 19 
190 70 120 78 329 
97 41 203 17 330 
6 5 9 3 1 7 6 1 2 0 5 3 1 2 
186 24 55 644 536 
23 91 93 467 145 
92 143 59 871 75 
197 16 315 48 364 
431 27 59 123 37 
16 144 61 456 19 
154 45 1 498 156 
95 6 13 49 47 
25 208 189 131 129 
19 29 345 182 1630 
78 112 20 255 29 
202 43 81 194 217 
36 193 286 224 7 
110 134 114 566 18 
276 420 108 462 1358 
16 95 188 228 2366 
88 125 233 806 952 
225 34 28 517 632 
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APPENDIX 
(To be read down the columns) 
n . Interarrival time of failures of Airl (hours) 
90 14 44 310 130 
10 24 59 76 208 
60 56 29 26 70 
186 20 118 44 101 
61 79 25 23 208 
49 84 156 62 
HL Interarrival time of failure of No. 3 engine (hours� 
1382 855 532 2 156 
1608 280 4 66 186 
1134 490 248 42 35 
2703 945 1 13 248 
645 105 68 3 17 
95 127 13 235 31 
1278 61 65 130 184 
605 326 5 323 280 
344 254 142 1 714 
1054 4 55 34 10 
1145 177 30 22 38 
307 11 62 155 220 
3113 299 65 101 132 
1084 94 5 202 100 
18 
IV. Interarrival time of failure of Air2 (hours) 
23 62 42 3 16 
261 47 20 14 90 
87 225 5 71 1 
7 71 12 11 16 
120 246 120 14 '52 
14 21 11 11 95 
V. Interarrival time of failure of No. 4 en2ine (hours) 
860 90 302 1320 21 
398 247 362 64 7 
59 164 360 525 138 
125 45 823 26 0.5 
455 61 340 242 276 
114 382 192 313 138 � 
111 11 352 114 23 
317 766 288 604 460 
764 79 64 269 
95 382 32 112 
604 84 446 97 
8 90 319 130 
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APPENDIX 
(To be read down the columns) 
VL Interarrival time of patient arrival (hours) 
6 53.5 0.75 71.09 21 82.75 
102.25 10.75 140.5 53.08 79.67 35.25 
58.75 106.5 26.33 18.83 26.5 27.25 
122 44.25 6.17 8.59 5.08 36.75 
44.75 20.5 47.75 58.83 20.42 33.5 
7.25 6.25 25.92 32 47.5 27.75 
42 43.75 0.58 67 21.17 1.25 
5.5 47 19.67 29 41.83 0.04 
28.83 34 147.33 21 16.5 56.5 
79.67 20.25 39.75 1.5 19.5 18.75 
8 50.75 50.75 70.17 23.83 16.25 
62.33 12.15 23.75 47.83 21.34 27.17 
33.67 2.35 51.25 97.5 16.58 35.83 
41.5 29.75 1.75 13 4 15.08 
98 26.83 61 151.33 0.75 18.92 
4.5 71.92 77.5 24.09 2 51.17 
52 27.5 11.75 3.41 39.58 49.33 
144 49.25 29.75 0.34 9.92 26 
9.5 10.92 2.5 43.58 41.58 15.25 
33.58 50.08 82.5 15 3.17 77.42 
76.92 55.75 12.25 81 9.5 21.25 
51 110 1.75 106.25 42.25 103.08 
46.75 0.75 92.5 5.5 41.5 10.75 
2.58 52.25 36 21.67 31.25 38.75 
0.67 18.17 . 9.5 9.33 21.5 114.17 
87 5.83 6 71.75 19.33 6.5 
0.04 77.5 143.67 14 0.17 20.08 
54 35.92 52.16 10.25 11 15.75 
76 2.58 53.67 21.83 24.5 85.25 
0.04 69.5 178.5 29.67 40.25 14.42 
96.08 7.5 57.5 23 68.25 25.08 
62.67 16.58 69.17 25.25 1 117 
6.75 40.92 51.08 5.75 25 2 8 . 2 5 
23.25 3.5 20.75 28.75 18.42 1 
21.5 36.5 44 31.5 26.91 • 3.75 
95.75 1.5 2.5 79.58 3.67 18.25 ^ 
28.5 9 26.5 3.34 26.58 20 
171.17 35 48 1.16 2.92 62.5 
116.66 51,25 44 28.09 8.67 34.42 
22.42 25.25 20.42 L83 9.58 31.41 
117.75 46.25 49.66 33.08 67.5 
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