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Abstract In this paper, we consider the spectrum sensing in cognitive radio networks when the impulsive
noise appears. We propose a class of blind and robust detectors using M-estimators in eigenvalue based spec-
trum sensing method. The conventional eigenvalue based method uses statistics derived from the eigenvalues
of sample covariance matrix(SCM) as testing statistics, which are inefficient and unstable in the impulsive
noise environment. Instead of SCM, we can use M-estimators, which have good performance under both
impulsive and non-impulsive noise. Among those M-estimators, We recommend the Tyler’s M-estimator
instead, which requires no knowledge of noise distribution and have the same probability of false alarm under
different complex elliptically symmetric distributions. In addition, it performs better than the detector using
sample covariance matrix when the noise is highly impulsive. It should be emphasized that this detector does
not require knowledge of noise power which is required by the energy detection based methods. Simulations
show that it performs better than conventional detector using sample covariance matrix in a highly impulsive
noise environment.
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1 Introduction
The wide application of wireless network has stirred up a tremendous demand for bandwidth. Cognitive
networks [1, 2] have been proposed as a promising solution to solve the problem of spectrum scarcity by
making full use of the available spectrum. The users of Cognitive networks, or secondary users (SUs),
have to be able to sense the free spectrum in which no signal of the licensed users, or primary users
(PUs), exists. There are several techniques for the spectrum sensing, such as eigenvalue based spectrum
sensing [3–5], energy detection [6], the matched filter [7], the cyclostationary feature detection [8] and so
on. Unfortunately, most of these techniques require knowledge of signal features of PUs or noise power.
Among these techniques, eigenvalue based spectrum sensing requires no information about both signal
and noise and only a few numbers of samples. Thus eigenvalue based spectrum sensing is the only method
to fulfill all the stringent requirements and limitations of the problem of spectrum sensing in the context
of cognitive radio networks [5].
Most of the sensing techniques are designed for Gaussian noise. The Gaussian assumption is always
justified by central limit theorem, but these techniques do not deal with the non-Gaussian (impulsive
or heavy-tailed) noise environment. In the wireless system, impulsive (heavy-tailed) noise frequently
occurs and originate from numerous sources, for instance, switching transients in power lines [9], vehicle
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ignition [10], microwave ovens [11] and devices with electromechanical switches [12]. Under those circum-
stances, sensing techniques designed for Gaussian noise may be highly susceptible to severe degradation
of performance. Some existing detectors are designed to address the problem of spectrum sensing in
impulsive noise environments [13–16] . In [13], a robust detector is proposed based on the cyclic correla-
tion detector. This work considered the symmetric α-stable distribution. However, this detector requires
cyclic frequencies of the PUs in advance thus it is not blind. A class of spectrum-sensing sensing schemes
was proposed in [14]. This detector uses the generalized likelihood ratio test at each antenna branch and
combines them in a nonlinear way. However, this detector requires to know the exact noise distribution
which is usually unavailable in many applications, e.g. cognitive radio networks. In [15], a suboptimal
lp-norm detector was proposed. This method requires knowledge of the power of the fading channel gain
and noise power. Also, the optimization of free parameters requires a large size of signal sample. Most
of the existing detectors requires the knowledge of noise type either by prior knowledge or learn it from
samples. Prior knowledge is usually unavailable, and, in high dimensional cases, learning the distribution
non-parametrically requires a tremendous sample size which is also unavailable.
In this paper, we propose a new spectrum sensing method to deal with the problem of non-Gaussian
noise environment with limited information. The new method applies robust estimators of the covariance
matrix [17] to eigenvalue based spectrum sensing. The eigenvalue based spectrum sensing method detects
the signal by exploiting the fact that the largest eigenvalue of the population covariance matrix of the
received signal is greater than it is in the case of pure noise when the signal appears with certain signal to
noise ratio. Then the task is simplified to estimate the population covariance matrix. Towards this goal,
one natural approach consists in using sample covariance matrix(SCM), which has very bad performance
in the impulsive noise environment. To improve the performance, we can use robust estimator instead
of SCM. Specificly, we recommend to use Tyler’s M-estimator. When the detector uses Tyler’s M-
estimator, it becomes totally blind because it requires no information about signals and noise. It should
be emphasized that this detector is distribution-free ,which means the noise type can be unknown and the
detector will not need the noise distributions. As best of our knowledge, no detector has this distribution-
free property. The robust estimator has ’good’ performance in many noise environment, especially in
complex elliptical symmetric distributed noise environment even though it is not optimal in general.
The contributions and novelty of this paper are given as follows: 1) A novel spectrum sensing method
is proposed for spectrum sensing applications; 2) the performance characteristics of the new method is
compared with the conventional eigenvalue-based method.
The remainder of the paper is organized as follows. In section 2, we introduce the robust estimators
of the covariance matrix or generally scatter matrix. The proposed robust eigenvalue based spectrum
sensing is presented in Section 3. The performance of the proposed method is shown in Section 4. Section
5 concludes the paper.
2 Robust Estimators of The Covariance
2.1 ML-estimators
Consider a zero-mean data set x1, . . . ,xn ∈ Cp, whose covariance matrix exists. The SCM S =
1
n
∑n
i=1 xix
H
i is the ML-estimator of the covariance matrix Σ if xi’s are i.i.d. random vectors from
the zero mean complex p-variate Gaussian distribution, denoted by CNp(0,Σ). The complex p-variate
Gaussian distribution is a special case of a class of complex elliptically symmetric (CES) distribution [17].
The CES random vector has a stochastic representation. If x is a CES random variable,
x =
√
γΣ
1
2u, (1)
where γ is a real univariate random variable known as texture parameter used to model the impulsive
feature, Σ
1
2 is Cholesky decomposition of a scatter matrix, and u is a p-dimensional random vector with
uniform distribution over a hypersphere. Here we discuss the ML-estimation of the multivariate CES
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distribution with location parameter zero and scatter matrix Σ with probability density function (pdf)
as follows,
f(x;Σ) = |Σ|− 12 g{xHΣ−1x},
where g is a positive valued function such that f integrates to one. If the covariance matrix, E[xxH ], of
CES distribution exits, it is proportional to Σ. One can show that the ML-estimates Σˆ of the scatter
matrix Σ is the solution to the following equation [18]:
Σˆ =
1
n
n∑
i=1
u(xHi Σˆ
−1
xi)xix
H
i , (2)
where ρ : d→ −2 ln g(d), u : d→ ρ′(d) and d ∈ R.
Given an initial positive definite hermitian estimate Σ0, define
Σˆm+1 ← 1
n
n∑
i=1
u(xHi Σˆ
−1
m xi)xix
H
i . (3)
It has been shown that the sequence Σˆm+1 converge to the unique solution Σˆ of (2) under mild regularity
conditions [18]. In a practical implementation of the iteration (6), the iteration is usually terminated
when ‖I −Σ−1m−1Σm‖ < ǫ, where ‖ ∗ ‖ is some matrix norm and ǫ is some predetermined tolerance level,
for example ǫ = 0.001.
2.2 M-estimators
M-estimators of scatter matrix is a generalization of ML-estimators of scatter matrix for CES data. M-
estimators are first introduced by Maronna [19] ,and then Kent and Tyler proposed a more restricted
class of redescending M-estimators [20]. Both of them are studying the real case only, but it is very
natural to extend M-estimators to complex data.
The M-estimators Σˆ based on the data set x1, . . . ,xn ∈ Cp is a solution to the following equation [18]:
Σˆ =
1
n
n∑
i=1
u(xHi Σˆ
−1
xi)xix
H
i , (4)
where u is a real valued function with certain requirement stated in [18] ,and it is not necessarily derived
from any CES distributions. The existence and uniqueness of Σˆ is stated [21] for complex data. The
M-estimators can be interpreted as a weighted version of SCM whose weight is assigned by u function.
Here are some examples of the M-estimators.
SCM. The SCM belongs to M-estimators since we can set u(d) = 1. This estimator is very sensitive to
those extreme data points because the extreme data points share the same weights with the other data
points. The SCM is also the ML-estimator for Complex Gaussian distribution.
Tyler’s M-estimator. Tyler’s M-estimator is the solution to (4) with
u(d) =
p
d
.
This estimator is also the ML-estimate of scatter for the complex angular central Gaussian distribution
[22]. If n > p and xi 6= 0 for all i, given an initial positive definite hermitian estimate Σ0, which can
simply be the identity matrix, this estimator can be computed by the iterations as follows.
Σˆm+1 ← p
n
n∑
i=1
xix
H
i
xHi Σˆ
−1
m xi
(5)
Σˆm+1 ← αΣˆm+1
TrΣˆm+1
, (6)
where α a constant used to eliminate the scaling ambiguity and we can always set it to be 1 or p.
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ML-estimator of complex multivariate t-distribution. The ML-estimates Σˆ of scatter Σ is the
solution to (4) with
u(d; ν) =
2p+ ν
ν + 2d
. (7)
The choice of ν closely relates to the heavy-tailedness of the data set, T-distribution with small ν
corresponding to heavier tailed distribution than it with large ν. For ν →∞, t-distribution degenerates
to Gaussian distribution, and the estimator becomes SCM, which has no ability to suppress extreme data
points. However, in the spectrum sensing problem, we wish to achieve robustness, so we prefer to choose
a small value such as ν 6 5. This estimator can also degenerate to Tyler’s M-estimator by setting ν = 0,
which does not correspond to any natural t-distribution. This estimator is an intermediate estimator
between SCM and Tyler’s M-estimator. This estimator is computed by (3).
3 Robust Eigenvalue Based Spectrum Sensing
The spectrum sensing with single source setting is considered, where each SUs equipped with p antennas
and the test statistics is computed based n time samples.
The simplest version of the spectrum sensing is the detection of a signal from a noisy environment.
This task can be formulated by a hypothesis test, whose null hypothesis is that a signal does not exist,
and the alternative hypothesis is that a signal exists. The received signal samples under two hypothesis
are formulated as,
x(i) =
{
z(i) H0 : signal does not exist
s(i)h+ z(i) H1 : signal exists,
(8)
where x(i) ∈ Cp is the received sample vector at instant i of one SU, h ∈ Cp represents the fading
channel, s(i) ∈ C is the transmitted symbol modeled as a complex Gaussian random variable with zero
mean and unit variance, and z(i) ∈ Cp is the received noise vector which is assumed to be i.i.d in time,
with mean zero and covariance σ2I not necessarily Gaussian distributed. We assume the channel h being
constant during i = 1, . . . , n transmissions. Under H0, the received sample is pure noise whose population
covariance matrix is E[x(i)x(i)H ] = σ2I and the largest eigenvalue of the population covariance is
σ2. Under H1, the received sample is the noise plus signal, whose population covariance matrix is
E[x(i)x(i)H ] = hhH + σ2I and the largest eigenvalue of the population covariance is ‖h‖2 + σ2. Also
we define the signal to noise ratio(SNR) at the receiver as,
ρ =
E‖hs(i)‖2
E‖z(i)‖2 =
E‖h‖2
pσ2
. (9)
The received sample matrix generated by the system is a p × n matrix consisting of all the sample
vectors from p antennas:
X =


x1(1) x1(2) x1(3) . . . x1(n)
x2(1) x2(2) x2(3) . . . x2(n)
...
...
...
. . .
...
xp(1) xp(2) xp(3) . . . xp(n)

 .
The SCM S is
S =
1
n
XX
H . (10)
The Tyler’s M-estimator ΣˆTY is
ΣˆTY =
p
n
n∑
i=1
xix
H
i
xHi Σˆ
−1
TY xi
. (11)
Let λS1 > . . . > λ
S
p and λ
TY
1 > . . . > λ
TY
p be the eigenvalues of S and ΣˆTY respectively.
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In general, let T be the test statistic employed by the detector to distinguish between H0 and H1.
The detector makes the decision by comparing the test statistics T computed from the data with a pre-
determined threshold t: if T > t it decides that H1 is true, otherwise H0 is true. The performance of
spectrum sensing can be primarily determined based on two metrics: the probability of detection (POD)
and the probability of false alarm (POF). POD is defined as
Pd = Pr(T > t|H1),
and POF is defined as
Pfa = Pr(T > t|H0).
POD is closely related to quality-of-service (QoS) of PUs since low POD means that the communication
of PUs will be interfered often by SUs. POF is closely associated with the QoS of SUs since a false
alarm will reduce the spectral usage efficiency. The optimal detector for spectrum sensing usually has
the maximized POD given the constraint of the POF.
When the noise vector is Gaussian distributed, there are two nearly optimal test statistics, i.e. Roy’s
largest root test (RLRT) and a generalized likelihood ratio test (GLRT). The RLRT requires the knowl-
edge of noise power while GLRT does not require such knowledge. The RLRT asymptotically determines
the Neyman-Pearson(NP) likelihood ratio [23,24]which gives the most powerful test in the case of a simple
hypothesis test. The RLRT statistics is defined as,
T SRLRT =
λS1
σ2
. (12)
When the noise power is unknown, the hypothesis test becomes a composite hypothesis test ,and the NP
likelihood ratio is not available. A common procedure is the generalized likelihood ratio test which in
our model is [25]
T SGLRT =
λS1
1
p
Tr(S)
. (13)
Those test statistics derived from the SCM preserves certain optimality when the noise vector is
Gaussian. When the noise vector is CES distributed with heavy tails, those test statistics will lose
their optimality and have very high variance, i.e. with high probability the statistics are far away from
their population counterparts. In the hypothesis test, the SCM based detector tends to confuse signal
transmitted by PUs and the effect of impulsive effect which leads to a high POF given a fixed POD. To
deal with the deficiency of SCM, we derive these two statistics from ΣˆTY . The proposed test statistics
will be
T TYRLRT =
λTY1
σ2
. (14)
and
T TYGLRT =
λTY1
1
p
Tr(ΣˆTY )
. (15)
Similar to T SSCM , the detector using the latter statistics requires no knowledge of noise power. These two
statistics can also be derived from other M-estimators by choosing different u functions like (7). However
many of those choices have free parameters to adjust according to the noise environment ,which requires
certain amount of data samples to learn the noise first but in cognitive radio applications the time slot
to sensing the spectrum is limited.
There are several reasons to use Tyler’s M-estimator other than other M-estimators when the noise is
CES distributed. Firstly, this estimator cancels out the effect of texture parameter shown in (1) which
means the behavior of this estimator and functions of this estimator do not relate to the exact noise
distribution if the data is CES distributed. Then the statistics derived from the Tyler’s M-estimator have
a constant POF under a broad class of data distribution with respect to a given threshold t. In addition,
T TYGLRT and T
TY
RLRT have the same performance. This can be explained by the fact that the ratio of these
two statistics, σ
Tr(ΣˆTY )
= σ
α
, is a constant under any hypothesis (6). However, the ratio derived from
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Figure 1 Constant POF property for TTY
RLRT
when the noise power is known
the SCM is not the same in different realizations, thus they have different performance. Secondly, the
performances of those tests are better than those derived from the SCM under heavy-tailed data. Last
but not least, this estimator does not need to learn the data distribution non-parametrically in order to
optimize its performance when the sample size n is limited. If the available sample size n is large, ΣˆM
can be used with the parameter ν optimized. If the available sample size is large enough to learn the
noise distribution, the ML-estimator may be the best choice.
4 Simulation and Numerical Result
Figure 1 and 2 illustrate the constant POF property for T TYRLRT and T
TY
GLRT with regard to different
CES distributions. The figures represent the relation between the threshold t and the POF Pfa for
different CES distributions: Gaussian, Generalized Gaussian, and Student-t. We generated those four
test statistics 100000 times for noise data from these three noise distributions respectively with n = 10
and p = 5. With those generated data we computed empirical cumulative distributions of those statistics
which are Figure 1 and 2. We can notice that the statistics derived from the SCM have different curves
when the noise distribution changes while the statistics derived from the ΣˆTY always have the same
curve. Thus, we conclude that distributions of T TYRLRT and T
TY
GLRT do not change in different CES noise.
This property enables us to derive a constant probability of false alarm test based on T TYRLRT and T
TY
GLRT
in all CES distributions.
In figure 3 we have receiver’s operation curves for different test statistics under impulsive noise. Each
simulation was repeated 100000 times for n = 50, p = 5 and ρ = 0dB. The simulation results compare
the performance of different tests under Generalized Gaussian noise with s = 0.1 [17]. As reference,
we also have TMLRLRT and T
ML
GLRT derived from the ML-estimator for Generalized Gaussian Distribution.
The ML-estimator is (2) with u(d) = s
b
ds−1, where b = [pΓ(p
s
)/Γ(p+1
s
)]s. Those test statistics have the
best performance but require exact knowledge of the noise distribution ,which is usually unavailable in
practice. The performance of T TYRLRT and T
TY
GLRT are exactly the same and outperform both T
S
RLRT and
T SGLRT in the impulsive noise environment. The gap between detectors using ΣˆTY and the detectors
using ML-estimator is not significant. The gap can be interpreted as the price paid for the robustness we
gained from using ΣˆTY . T
S
RLRT with knowledge of the noise power outperforms T
S
GLRT as expected. If
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when the noise power is unknown
the sample size n is large, tests based on ΣˆM can perform no worse than tests based on ΣˆTY since the
parameter ν can be set to be 0 or another optimized value with proper a optimization algorithm.
In figure 4 we have receiver’s operation curves for test statistics derived from S and ΣˆTY under
Gaussian noise. This simulation is implemented with the same setting as in the previous figure except
for the noise type. The simulation results show the performance loss by using robust estimator in stead
of SCM in Gaussian noise. The detector using T SRLRT has the best performance, but in practice this
statistic is usually unavailable since the noise power is not known. The gap between robust detectors
and T SGLRT is not big in the simulation. This demonstrates the price pay for robustness is not high in
Gaussian noise as well.
5 Conclusion
A blind robust eigenvalue-based detection has been proposed in this paper ,which is insensitive to CES
distribution and noise power. The constant probability of false alarm regards to different type of CES
distribution has been shown numerically. In addition, the robustness of this detector is shown numerically
in both Gaussian and non-Gaussian noise environment.
Based on these results, further study should be done to derive a closed-form expression of probability of
false alarm and probability of detection used to design the detector accurately. Also, a proper optimization
procedure can be proposed to optimize ΣˆM in the case of sufficiently large sample size n.
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