The theory of electromagnetically induced transparency ͑EIT͒ in a plasma ͓S. E. Harris, Phys. Rev. Lett. 77, 5357 ͑1996͔͒ is examined in the context of a bounded system. It is found via particle simulations that an overdense plasma slab reflects short pulses even in the presence of an EIT passband. However, a two-frequency laser, or ''beatwave,'' will cascade into a Stokes satellite with a frequency below the cut-off frequency. This can lead to an apparent EIT signature if a specific set of parameters are chosen.
I. INTRODUCTION
In part I ͓D. F. Gordon, W. B. Mori, and C. Joshi, Phys. Plasmas 7, 3145 ͑2000͔͒ of this two-paper series, it was shown that in the nonlinear regime an infinite plasma supports propagating electromagnetic modes with frequencies less than the plasma frequency, p . This phenomenon was originally discovered by Harris 1 who termed it ''electromagnetically induced transparency'' ͑EIT͒ in analogy with a similar process observed in neutral gases. 2 In this paper, we consider to what extent a bounded plasma will exhibit the characteristics associated with EIT.
Any experiment involving electromagnetically induced transparency in a plasma must be described in terms of the transmission of an electromagnetic pulse through a finite slab of plasma. The simplest such description would be an equation of the form A T ͑ ͒ϭT͑ ͒A I ͑ ͒, where A T is the spectrum of the transmitted pulse, A I is the spectrum of the incident pulse, and T is a transfer function with the property
where Ϫ is some frequency below the usual cut-off frequency and the ''pump'' refers to one or more intense waves with frequencies above the cut-off frequency. It is not necessarily true that the transfer function will have this property whenever the dispersion relation gives To see why the transfer function does not necessarily correspond to the dispersion relation, consider a pulse containing a Stokes wave, a pump wave, and an anti-Stokes wave injected into a finite plasma. If the amplitudes and frequencies of the three waves are chosen based on a Stokesdominated branch of the dispersion relation, then it is primarily the beating between the Stokes wave and the pump wave which drives the density perturbation. However, a properly phased density perturbation of sufficient amplitude is required before the Stokes wave can enter the plasma. In other words, there can be no density perturbation without the Stokes wave and there can be no Stokes wave without the density perturbation. The exacting phase matching requirements imposed by EIT make this a subtle problem. On the other hand, if the injected pulse is designed based on one of the anti-Stokes dominated branches of the dispersion relation, it is the beating between the anti-Stokes and the pump that drives the density perturbation. Since the pump wave and the anti-Stokes wave require no density perturbation to propagate, they penetrate the plasma immediately, the density perturbation grows, and currents at the Stokes frequency are generated. As will be seen below, these currents generate radiation at the Stokes frequency which can interfere with the injected Stokes wave such that transmission is apparently achieved.
The instability of the plasma also contributes to the failure of the transfer function to correspond to the dispersion relation. There are two reasons. First, if an intense pump wave propagates through a nonquiescent plasma, it will generate a Stokes wave at the frequency corresponding to the maximum growth rate of the instability due to the presence of unstable frequencies in the noise spectrum. Second, the presence of any wave in a finite system will encourage the instability since the spectrum of such a wave is likely to overlap the unstable spectrum.
Before embarking upon a boundary value analysis, we verify the preceding assertions using the one-dimensional, fully relativistic, fully electromagnetic particle-in-cell ͑PIC͒ simulation, EZPIC. 6 To model a finite plasma, boundary conditions are chosen to be consistent with the requirement that no plasma exists outside the simulation box. The boundary conditions do allow for an externally driven current outside the simulation box which can be used to inject waves into the box. Waves injected at the left boundary are described by a vector potential
The function f has certain numerically favorable properties. It rises monotonically from zero to one in the interval 0ϽϽ1. Boundary conditions and the injection of waves are discussed in detail in Ref. 6 .
II. ANTI-STOKES DOMINATED SIMULATIONS
For the first simulation, which we call ''run 1,'' the incident pulse is designed based on the branch of the three wave dispersion relation shown in Fig. 3͑c͒ of part I. This is the anti-Stokes-dominated branch for which all three waves are copropagating. Table I enumerates the parameters A, , ⌬t, t 0 , and for the three waves to be injected. The Stokes wave is continuous, while the pump and the anti-Stokes are pulsed. Note also that the anti-Stokes is phased opposite to the pump and the Stokes since we operate above resonance. If induced transparency takes place, a wave at the Stokes frequency modulated by the envelope of the pump should emerge from the plasma. Table II details the computational aspects of the simulation. Note that a small vacuum region is included on either side of the plasma. Figure 1 shows the main results of the simulation. Figure  1͑a͒ shows the pump electric field leaving the right boundary. Figure 1͑b͒ shows the spectrum of all waves leaving the right boundary. Figures 1͑c͒ and 1͑d͒ show the Stokes electric field leaving the right and left boundaries, respectively. The decomposition of the electric field into right and left propagating components is discussed in Ref. 6 . The pump wave and the Stokes wave are isolated by applying an appropriate fast Fourier transform ͑FFT͒ filter. The figure shows that the transmission coefficient for the Stokes wave is roughly proportional to the pump amplitude. The pump appears to act as a ''soft switch'' for radiation at the Stokes frequency. Figure 1͑b͒ also reveals instability. In addition to the three frequencies that were injected, two new frequencies are clearly generated. The feature at Ϸ1 is the unstable mode predicted by the dispersion relation. The feature at Ϸ4 results from the fact that the injected anti-Stokes wave is itself quite intense. The pump and the anti-Stokes wave, therefore, constitute a ''beatwave'' with the ability to cascade into an infinite number of Stokes and anti-Stokes satellites. This realization foreshadows a result to be addressed shortly; namely, that the transmitted spectrum is independent of the injected Stokes wave. It is useful to plot A y (x,t) after selecting a particular wave by using an FFT filter. Figure 2͑a͒ shows the pump wave, which propagates through the plasma with little trouble. Figure 2͑b͒ shows the injected Stokes wave, which is reflected until the pump wave reaches sufficient amplitude. Note the change in phase velocity in the plasma region. Figure 2͑c͒ shows the unstable Stokes wave. The phase velocity is nearly infinite. The group velocity is apparently small since very little energy escapes the plasma. The maximum amplitude of the unstable wave is about 0.035.
As mentioned, it might be possible to understand the presence of the Stokes frequency in the transmitted spectrum in terms of cascading. Cascading is the generation of a comb of Stokes and anti-Stokes satellites when a resonant twofrequency beatwave is propagated in a plasma. Traditionally, one might have thought that cascading into Stokes frequencies cannot extend below the plasma frequency. However, given the results presented in this paper it is clear that such conclusions must be reconsidered. To determine the importance of cascading, run 1 is repeated without injecting the Stokes wave. This time, a time step of 0.118 was used so that the simulation time would be an integral number of Stokes periods ͑this helps clean up the FFT͒. The results are shown in Fig. 3 . We see that the forward Stokes wave is nearly identical to the ''transmitted'' Stokes wave shown in Fig. 1 . Furthermore, a mirror image of the forward Stokes wave is generated in the backward direction. By contrast, the antiStokes satellite at 4 p propagates only in the forward direction because of k-matching considerations. These facts will be discussed in an analytical context later.
Evidently, the process of EIT in the anti-Stokes dominated regime can be understood as follows. First, the injected Stokes wave, or ''probe wave,'' is entirely reflected. Next, the pump and the anti-Stokes generate a Stokes wave which propagates in both directions. If the phasing is chosen cor- rectly, the backward propagating Stokes wave will destructively interfere with the reflected probe wave. The transmitted and reflected wave forms then leave the impression that the probe beam was transmitted. However, this is not equivalent to true transmission of the probe beam since for a given A 0 and A ϩ , the illusion breaks down for any A Ϫ other than that implied by the Raman dispersion relation. Thus, the process cannot truly be called EIT since it does not meet the requirement that the probe wave should be transmitted regardless of its own intensity. That this would be the case could have been predicted from Eq. ͑15͒ of part I, which reveals that the transparency condition depends upon A Ϫ unless the density perturbation, n, contains A Ϫ as a factor. In other words, the plasma wave must be driven by the Stokes wave.
Finally, for completeness, run 1 is repeated without any anti-Stokes. The results are shown in Fig. 4 . Frequencies below the cut-off frequency do emerge from the plasma, but this is clearly not EIT. Figure 4͑d͒ shows that the Stokes wave is entirely reflected regardless of the pump amplitude. The low frequency wave which does emerge from the plasma has a higher frequency than the Stokes wave and is generated in the plasma via instability.
III. STOKES DOMINATED SIMULATIONS
In the next simulation, called ''run 2,'' the injected frequencies are chosen based on the Stokes-dominated branches of the dispersion relation. The Stokes-dominated dispersion relations demand ⌬Ͻ1, so the Stokes frequency of 0.65 used previously should reflect when A Ϫ ӷA ϩ . This is demonstrated in Fig. 4 , which has already been discussed. For run 2, then, we choose a Stokes frequency of 0.85 which according to the dispersion relation should propagate. All other parameters are similar to those of run 1 except the anti-Stokes amplitude which is now zero. The details are given in Tables III and IV. The results of run 2 are shown in Fig. 5 . There is no clear evidence that EIT is taking place in a controllable fashion. Instead, the unstable mode is strongly encouraged so that electromagnetic radiation with a frequency centered at the plasma frequency emerges from the plasma. Note that the instability is strong enough to noticeably modify the pump. If EIT did take place during run 2, it apparently occurred near the time p tϭ50 where Fig. 5͑d͒ shows a slight decrease in the reflected Stokes power. However, this could also be due to the interference between the Stokes wave and radiation generated by the instability.
In the case of co-propagating beams, neither the relativistic modulational instability nor the Raman-type instability can be eliminated while maintaining a sizeable EIT passband. In the counter-propagating case, however, it is possible to choose an A 0 which simultaneously suppresses the Raman and allows for EIT. For ''run 3,'' then, we take A 0 ϭ0.2, 0 ϭ1.75, and a counter-propagating Stokes wave with Ϫ ϭ0.775. Note that these parameters are the same as those used for the simulation of EIT done in part I. The pump wave rises in 10 p Ϫ1 and remains constant thereafter. The Stokes wave rises in 50 p Ϫ1 and remains constant thereafter.
The injection of the Stokes wave is delayed by 100 p Ϫ1 with respect to the pump. The other simulation parameters are the same as those used for run 2, except the thermal velocity is 0.02c and the number of particles per cell is 40. The results are illustrated in Fig. 6 which shows the Stokes intensity as a function of space and time. Most of the energy is clearly reflected since there is a standing wave pattern in the vacuum region. The Stokes energy in the plasma region is probably due to some effect distinct from EIT since the phase velocity expected from the dispersion relation is about 0.3c while the observed phase velocity is nearly infinite. An interesting characteristic of this field pattern is the slow modulation along the temporal axis. The frequency of this modulation is not far from the ⌬ associated with the relativistic modulational instability.
Besides runs 2 and 3, several other simulations were attempted with A Ϫ ӷA ϩ , including cases with longer pulse lengths, gradual plasma-vacuum boundaries, and different pump intensities. In no instance was there clear evidence of EIT.
IV. ANALYSIS OF THE ANTI-STOKES DOMINATED CASE
As discussed above, EIT in the anti-Stokes dominated regime is best understood in terms of the cascading of a two-frequency laser into a comb of Stokes and anti-Stokes satellites. In this section, we derive analytical expressions for the field patterns generated by a pulsed two-frequency laser interacting with a finite plasma slab. This will provide a direct confirmation of the anti-Stokes dominated simulations discussed above. The lessons of the analysis will also be applied toward explaining the failure of EIT in the Stokesdominated simulations.
The analysis to be carried out works as follows. Consider a pump composed of two waves A 1 (x,t) and A 2 (x,t). Assuming there is no pump depletion, and assuming the pulse width is long compared to the plasma response time, the nonlinearly driven polarization waves induced by the pump can be explicitly described. If a Green's function can be found for the plasma slab, an integral expression for the radiation pattern due to each polarization wave can be obtained. This can be done for polarization waves oscillating at frequencies either in a passband or in a stopband. We obtain closed form expressions for the radiation pattern in each case.
A. Equation for a dispersive slab
Consider a uniform dispersive medium contained within the interval ϪlϽxϽl. Consider also the vector potential A determined from Here, the current has been expressed as the sum of a linear and nonlinear component. Fourier transforming in time we obtain
where we use the Fourier transform convention
Using the definition j L ϭ 2 ()a we obtain
Here, can be any function of x. Specializing to the case where the medium is uniform over the interval ϪlϽxϽl, we take to be independent of x and write
where
and H is the Heaviside step function. We also define ⑀ϭ1ϩ and k 2 ϭ⑀ 2 . In the following analysis, the nonlinear current j NL will be regarded as a known function. The problem, therefore, reduces to the problem of solving for the radiation pattern produced by a distribution of antennas placed in a dispersive slab. We will henceforth drop the subscript from j NL since the only currents under explicit consideration are the nonlinear ones-the linear current has been absorbed into .
B. Green's function for a dispersive slab
We seek to solve the equation L aϭϪ j where
Since L is a linear operator, the equation L aϭϪ j can be inverted via convolution with a Green's function G(x,xЈ,).
In particular, aϭϪG * jϵϪ ͵ G͑x,xЈ͒ j͑xЈ͒dxЈ,
and must be consistent with some set of physically meaningful boundary conditions. Note that the frequency dependence has been suppressed. There are two boundary conditions which must be applied to the Green's function. The first boundary condition expresses the fact that no sources exist outside the plasma. If there are no sources outside the plasma, then in each vacuum region A(x,t) must contain only waves which propagate away from the plasma. In the case xϾl, this implies that A must satisfy the right-propagating first order wave equation ͑ ‫ץ‬ x ϩ‫ץ‬ t ͒Aϭ0, which in frequency space becomes
Combining this with aϭϪG * j gives the right-hand boundary condition
The left-hand boundary condition is obtained similarly
The second boundary condition is the requirement that  G(x,xЈ) and ‫ץ‬ x G(x,xЈ) be continuous at the two plasmavacuum interfaces. This requirement follows from the fact that ‫ץ‬ xx G(x,xЈ) is finite everywhere but at xϭxЈ.
As shown in Ref. and Lϭ2l is the length of the plasma. In deriving these expressions, no assumption was made that k is a real number. Hence, the case where the support of j lies in a stopband can be analyzed by making the substitution kϭi in all formulas. The Green's function is plotted for two particular cases in Fig. 7 . Its physical interpretation is that it represents the fields due to a ''unit mass'' source concentrated at the point (xЈ,) in the xϪ plane. One should note, however, that the Fourier representation of any real current J(x,t) obeys the rule j(x,)ϭ j(x,Ϫ)*. In other words, it takes at least two points in the xϪ plane to represent real currents.
C. General solution for a Gaussian polarization wave
When a Gaussian pulse drives the nonlinear current, most media will respond such that the induced polarization wave is also Gaussian. It is therefore of general importance to consider a polarization wave of the form
where v represents the group velocity associated with the pump, and T is the pulse length. The parameters J 0 , 0 , and k 0 depend on both the pump and the particular nonlinear mechanism considered. The Fourier transform of J(x,t) can be found using elementary methods. The result is j͑x, ͒ϭ j 1 ͑ x, ͒ϩ j 2 ͑ x, ͒, where
Note that if the Gaussian profiles are narrow enough, the support of j 1 will be confined to positive frequencies and the support of j 2 will be confined to negative frequencies. In this case, it is only necessary to calculate a 1 ϵG * j 1 since the negative frequency fields can then be found from
The integral G * j 1 is straightforward to evaluate. A useful way of expressing the answer when k is real is as follows:
where g͑ ͒ϭTͱe
and
Note that when these expressions are evaluated on line center (ϭ 0 ), ⌬ becomes the k-mismatch in the forward direction while ⌺ becomes the k-mismatch in the reverse direction. Note also that the Fourier amplitude in either vacuum region is proportional to the length of the plasma.
FIG. 7.
Real part of the Green's function for an isotropic plasma, which corresponds to ⑀ϭ1Ϫ p 2 / 2 ͑a͒ with a source at xϭ0 and ϭ1.1 p ͑b͒ for a source at xϭ3c/ p and ϭ0.9 p . In each plot, the shaded area represents the plasma.
When k is imaginary, the character of the sinc function changes dramatically. Because of this, the dependence of a 1 on the plasma length disappears. In addition, the concept of k-matching becomes meaningless. An alternative expression for a 1 in terms of ϭϪik is given in Ref. 7 .
D. Approximate solutions
There are important special cases where the expressions given above simplify greatly. Consider first the case where the index of refraction is not too far from unity so that k Ϸ. It follows that Ϸ0 which in turn implies that ␣͑x͒Ϸ Ϫe Ϫikx 2ik ,
␤͑x͒Ӷ␣͑x͒.
Suppose further that the polarization wave is k-matched such that ⌬lӶ1 and ⌺lӷ1. Then, the fields are well approximated by
We see that the field amplitude grows linearly across the plasma and reaches a large value when the k-mismatch is small. Thus, we recover the well known result from nonlinear optics. With these approximations, one obtains
͑3͒
If the bandwidth of j 1 (x,) is sufficiently narrow, then the inverse transform can be obtained by evaluating all factors except for j 1 e i(lϮx) at ϭ 0 and regarding them as constants within the Fourier-integral. This is equivalent to neglecting dispersion. If this can be done, then the field pattern in the time domain is
In these expressions, is to be evaluated at ϭ 0 . Also, the positive angle solution must be used for the inverse tangent. Several important conclusions can be immediately drawn from Eq. ͑4͒. First, in the limit Lӷ1, the magnitude of the field does not depend on the length of the plasma. Second, there is no k-matching condition. Third, a propagating wave exists throughout the system, always propagating away from the left plasma-vacuum interface. Finally, the field amplitude is a function of x only within 1/ of the plasma boundaries.
E. Application to EIT in a plasma
The analysis up to this point has been general enough to be applied to any medium with a dispersion relation k ϭk(). We now specialize to the case of a cold, isotropic plasma pumped by a two-frequency laser, or beatwave. We first seek to describe the polarization wave induced by the beatwave. In the plasma region, let the beatwave be described by
where k 1,2 2 ϭ 1,2 2 Ϫ1 and vϭ͉⌬/⌬k͉ with ⌬ϭ 2 Ϫ 1 and ⌬kϭk 2 Ϫk 1 . Note that v is the group velocity and T p is the pulse length. The density perturbation induced by this wave is determined from from the following equation:
The term containing the factor ‫ץ‬ x n 0 vanishes everywhere except at the boundaries. We will simplify matters by dropping this term completely. Then, in the limit where T p ӷ1, the density perturbation can be found from Eq. ͑3͒ of part I. The result is
Taking 1 Ͻ 2 , the beating between this density perturbation and the A 1 wave generates the polarization wave responsible for the Stokes satellite. Similarly, the A 2 wave generates the polarization wave responsible for the anti-Stokes satellite. In each case, the polarization wave is described by Eq. ͑1͒. For the Stokes satellite, one inserts the parameters
with 0 ϭ 1 Ϫ⌬ and k 0 ϭk 1 Ϫ⌬k. For the anti-Stokes satellite, one inserts
with 0 ϭ 2 ϩ⌬ and k 0 ϭk 2 ϩ⌬k. The radiation pattern in frequency space is then given by Eq. ͑2͒ with k 2 ϭ 2 Ϫ1. We now consider a particular case corresponding to the parameters used for the anti-Stokes dominated EIT simulations discussed previously. One particular aim is to confirm the simulation results depicted by Fig. 3 . Table V gives the relevant parameters. Figure 8 shows the forward spectrum from Fig. 3 alongside the calculated spectrum, which was obtained by evaluating Eq. ͑2͒ at xϭ20. The agreement is excellent. The only important difference is the presence of an electromagnetic mode at ϭ1 in the simulated spectrum. This is a result of the Raman-type instability discussed earlier. Another difference is that the spectral amplitudes of the pumps are smaller in the case of the simulation. This is partly because of the fact that in the simulation the wave form of any injected wave is multiplied by a ramping function, and partly because in the simulation there is partial reflection and absorption of the pump. Figure 9 shows the time-domain field pattern A(x,t) associated with the Stokes satellite. This was computed using the approximation of Eq. ͑4͒. Plotted alongside the analytical result is the simulated result, which was obtained by applying an FFT filter to the overall field pattern. We see that in both cases, an equal amplitude electromagnetic wave exits the plasma in both directions. Moreover, a propagating wave exists in the plasma even though the frequency is below cutoff. The main difference between the two results is that in the case of the analysis the wave amplitude is larger in the plasma region than in the vacuum regions, while in the simulation the wave amplitude is about the same in all regions.
V. INTERPRETATION AND DISCUSSION

A. Anti-Stokes dominated case
Although the mathematics presented in the last section has been involved, its physical interpretation is simple. The integral expression for the field aϭϪG * j is essentially a statement that the whole field pattern is obtained by adding up the fields due to an infinite number of phased antennas arrayed in the plasma. When the antennas oscillate at a frequency which lies in a stopband, the waves radiated by them are evanescent. However, when all the evanescent waves are summed up, they form together a propagating wave. This is simply because the driving term is itself a propagating wave. The reason the Stokes wave exits the plasma in both directions is also easy to explain. As illustrated in Fig. 7 , an antenna placed within a skin depth of the plasma-vacuum interface will radiate a propagating wave out of the plasma. This remains true at both boundaries. An antenna deeper in the plasma cannot contribute to the fields outside the plasma since its own field falls off exponentially. Since there cannot be any interference from sources deep within the plasma, there is no k-matching mechanism to eliminate the backward propagating radiation as in the case of the anti-Stokes. The same line of thought explains why the amplitude of the wave does not depend on the plasma length.
B. Stokes-dominated case
Simulations have steadfastly shown that EIT in the Stokes-dominated regime will not work in a bounded system. We suggest here that this is probably due to considerations of causality.
Although the analysis of Sec. IV does not address the Stokes-dominated regime, Eq. ͑3͒ reveals two general facts about classical electrodynamics which are useful for interpretation. First, when a current source oscillates in some medium such that the oscillation frequency lies in a stopband, the field pattern in the region of the source will follow the pattern of the source itself. Second, when the same current source oscillates near a boundary, it radiates a propagating wave into the adjacent vacuum region. These facts depend only on the assumption that the source is small enough so that the fields radiated by it can be treated linearly.
Consider the case of an infinite plasma. The dispersion relation evaluated in an EIT passband gives an equilibrium condition wherein the amplitudes of the Stokes wave, the pump wave, and the plasma wave are all constant. The pump wave beats with the plasma wave to drive a polarization wave at the Stokes frequency. The Stokes wave is just the superposition of all the evanescent waves ''radiated'' by this polarization wave. Although the Stokes wave is composed of evanescent waves, its overall wave number is still quite real and as a consequence it beats with both the plasma wave and the pump wave to maintain the equilibrium. From this point of view, the propagation of the Stokes wave becomes much less mysterious.
In the case of a bounded plasma the situation is quite different. Imagine a pump wave and a Stokes wave incident on a slab of plasma. Separate the current density into a linear and nonlinear component. The total field pattern is the sum of the incident waves plus whatever waves are radiated by the linear and nonlinear currents. It is known that the linear currents radiate waves which interfere with the incident waves such that the pump wave is transmitted and the Stokes wave is reflected. The total field can then be viewed as the interference between whatever waves are radiated by the nonlinear current, plus a reflected Stokes wave and a transmitted pump wave. EIT will occur if the nonlinear currents take the form of a polarization wave at the Stokes frequency propagating across the plasma with an amplitude proportional to that of incident Stokes wave. As indicated by Eq. ͑3͒, such a polarization wave, if properly phased, would radiate a backward propagating wave which cancels the reflection and a forward propagating wave with the same amplitude as the reflection.
A qualitative picture of how the nonlinear current evolves can be constructed as follows. Initially there is no density perturbation and therefore no nonlinear current. The Stokes wave is therefore evanescent within the plasma. This evanescent wave drives a density perturbation of the form
where 2 ϭ1Ϫ Ϫ 2 . The nonlinear current source at the Stokes frequency takes the form
The form of this current is identical to that of the incident Stokes wave. If not for the proximity of the boundary, the field radiated by this source would also take the same form and would merely continue to reinforce the density perturbation with wave number k 0 . Even in the presence of the boundary, this is still approximately true. Transmission will only be achieved to the extent that the field can introduce the wave number ⌬k into the density perturbation. Apparently, this process either takes some time-i.e., the group velocity is very small-or it doesn't happen at all. It may be objected that similar arguments based on causality have been raised against relativistically self-induced transparency ͑SIT͒, [3] [4] [5] and yet this process occurs nevertheless. However, the situation in the case of SIT is very different from that of EIT. In SIT, the initially evanescent wave has no less ability to increase the electron mass than a propa- FIG. 9 . Intensity plot of A(x,t) for the Stokes satellite. ͑a͒ Analytical calculation; ͑b͒ simulation result. The same gray scale is used for both plots. The vertical gray strips in the analytical plot are the regions where the approximation used is invalid. Note that the origin of the coordinate system used in each case was defined differently.
gating wave does provided one remains within a skin depth of the plasma boundary. Once the mass is increased within that skin depth, the plasma becomes transparent in that region. The effective boundary is then moved over, and the process can continue until the wave marches all the way across the plasma. In the case of EIT, by contrast, it is unclear whether or not an evanescent wave has any ability to drive the plasma wave needed to render the plasma transparent.
C. Experimental possibilities
A possible laboratory demonstration of ''apparent EIT'' driven by a beatwave comprised of a pump frequency and an anti-Stokes frequency should be possible with laser and plasma technologies available today. Using a dye laser ͑anti-Stokes͒ at ϩ ϭ0.64 m and a Nd:YAG laser ͑pump͒ at 0 ϭ1.06 m, it should be possible to generate Stokes radiation at Ϫ Ϸ3 m by beating the pump and anti-Stokes together in a gas jet of density n e Ϸ4ϫ10 20 cm Ϫ3 . Furthermore, for a sufficiently intense beatwave ͑A 0 A ϩ Ͼ0.1 say͒ it should be possible to obtain a modulated envelope of Stokes radiation at terahertz rates by using, for example, a two frequency pump containing the wavelengths 1.06 and 1.05 m.
VI. CONCLUSIONS
Three conclusions can be drawn from this paper. First, the presence of an EIT passband does not necessarily mean that radiation with a frequency in that passband will be transmitted through a finite plasma. The explanation for this appears to be that when causality is considered, one finds that the incident Stokes wave cannot effectively introduce the correct density perturbation into the plasma. Another explanation might be that instabilities interfere with the EIT process. We note that since these conclusions are based on a limited set of computer simulations, the possibility that a very long pulse might eventually be transmitted cannot be entirely ruled out. At the same time, one must remember that the problem of stability could become more accute as the pulse length increases.
Indeed, the second conclusion is that a Raman-type instability is important even when the plasma density exceeds quarter-critical. At sufficiently high intensities, this instability dominates over the relativistic modulational instability. In the case where a single frequency laser interacts with a plasma above quarter-critical, it should be possible to observe either Stokes-type or anti-Stokes-type radiation as can be seen from Fig. 5 .
Finally, this paper has shown that it is possible for a two-frequency laser to generate Stokes satellites with frequencies below the plasma frequency. The possibility of actually observing a sub-plasma frequency Stokes satellite in an experiment depends on the interplay between the instability and the cascading process. If the incident pulses are short, they will seed the instability strongly. If the incident pulses are long, the instability will have more time to grow. The ideal operating condition depends on the noise source.
