Abstract-Image Fusion can be defined as a process of combining information from multiple input images in such way that final fused image having good quality information then individual image. Combining various modalities of medical images increases robustness and improve accuracy in medical research and diagnosis of diseases. A significant task for retrieving complementary information from different modalities of medical images such as MRI, CT, PET and SPECT can be achieved by multimodal medical image fusion. Different characteristics of low and high frequency sub bands are taken into account and fusion rules are applied. Medical imaging field demands images with high resolution and higher information contents for necessary disease diagnosis and visualization. This paper reviews different image fusion methods i.e., spatial domain fusion method and transform domain fusion method.
Then divided by the number of input images to obtain the average value. This average value obtained is then assigned to the corresponding pixel of the output image. This will be repeated for all pixel values of the input images to be fused [4] .
Simple Maximum Method
Simple maximum method selects pixel with highest pixel intensity among the input images. Selected highest pixel values from input images are assigned to the corresponding pixel values of the output image. This method produces highly focused output image when compared to simple average method. But it considers only the highest pixel intensity, ignoring lower pixel values [2] .
2.3.
Simple Minimum Method This method is similar to simple maximum method. But the only difference is, it considers only the pixel with lowest pixel intensity values and ignores other pixel values. When the input images have low brightness this method can be used [2] .
2.4.
Principal Component Analysis The PCA involves a mathematical procedure that transforms a number of correlated variables into a number of uncorrelated variables called principal components and is used extensively in image compression and image classification. It computes a compact and optimal description of the data set [1] . Principal component analysis (PCA) is a vector space transform often used to reduce multidimensional data sets to lower dimensions for analysis and it is the simplest and most useful of the true eigen vector-based multivariate analyses because its operation is to reveal the internal structure of data in an unbiased way. A compact and optimal description of datasets is computed by PCA. First principal component is taken to be along the direction with maximum variance. The second principal component is constrained to lie in the subspace perpendicular to the first within this sub space, this component points the direction of maximum variance. The third principal component is taken in the direction of maximum variance in the subspace perpendicular to the first two and soon. The PCA does not have a fixed set of basis vectors like FFT, DCT and wavelet etc. and its basis vectors depend on the data set.
IHS Transform Method
Intensity, Hue and Saturation are the three properties of a color that give controlled visual representation of an image. IHS transform method is the oldest method of image fusion. In the IHS space, hue and saturation need to be carefully controlled because it contains most of the spectral information. For the fusion of high resolution PAN image and multispectral images, the detail information of high spatial resolution is added to the spectral information. These techniques include HSV, IHS1, IHS2, HIS3, IHS4, IHS5, IHS6, YIQ. Based on these different formula, IHS transformation gives different results [5] . IHS transform is done on the low spatial resolution images and then the intensity ingredient is replaced by the high spatial resolution image. Reverse IHS transform is applied on new set of ingredients to form the fused image. The IHS technique is one of the most frequently used fusion method for sharpening.
2.6.
Brovey Method This method is developed and supported by an American scientist. Brovey method is also known as color normalization transform because it contains a red-green-blue (RGB) color transform method. The Brovey transformation was developed to avoid the drawbacks of the multiplicative method. It is a simple method for combining data from different sensors. In this method combination of arithmetic operation are used and spectral bands are normalized before they are multiplied with the panchromatic image. It also retains the corresponding spectral feature of each pixel and transforms all the luminance information into a panchromatic image of high resolution [3] .
III. TRANSFORM DOMAIN FUSION METHODS
In frequency domain methods the image is first transferred in to frequency domain. It means that the Fourier Transform of the image is computed first. All the Fusion operations are performed on the Fourier transform of the image and then the Inverse Fourier transform is performed to get the resultant image. Image Fusion is helpful in various fields like medical imaging, microscopic imaging, analysis of images from satellite, remote sensing Application, computer graphics vision, robotics etc.
Discrete Cosine Transform
The Discrete Wavelet Transform (DWT) also converts the image starting the spatial domain to frequency domain. The image is divided by vertical and horizontal lines and represents the first-order of DWT, and the image could be separated with four parts. Those four parts are represented four frequency areas in the image [8] . DCT coefficients are computed for each block and fusion rules are applied to get fused DCT coefficients. IDCT is then applied on the fused coefficients to produce the fused image/block [3].
Multi scale transform based fusion
Multi-scale transform based fusion is one of the most popular technique in the field of pixel-level image fusion. It is also known as signal level image fusion. The fusion performance of multi-scale transform techniques often weakens for images derived from various sensor modalities. Basically there are three methods available, based on multi scale transform based fusion.
High Pass Filtering Method
The high resolution multispectral images are obtained from high pass filtering. The high frequency information from the high resolution panchromatic image is added to the low resolution multispectral image to obtain the resultant image [5] . It is performed either by filtering the High Resolution Panchromatic Image with a high pass filter or by taking the original HRPI and subtracting LRPI from it. The spectral information contained in the low frequency information of the HRMI is preserved by this method [7] .
Pyramid Method
An image pyramid consists of a set of low pass or band pass copies of an image, each copy representing pattern information of a different scale [2] . The basic idea is to construct the pyramid transform of the fused image from the pyramid transforms of the source images, and then inverse pyramid transform is performed to obtain the fused image [5]. In pyramid method every level is a factor of two smaller as its predecessor, and higher level is focus on lower partial frequencies [3] .
Gaussian Pyramid
The Gaussian pyramid consists of low-pass filtered, reduced density images of the preceding level of the pyramid, where the base level is defined as the original image. This method includes a series of images which are weighted down using a Gaussian average and scaled down. When this procedure is used multiple times, it creates a stack of sequentially smaller images, with each pixel containing a local average that corresponds to a pixel neighborhood on a lower level of the pyramid.
Laplacian Pyramid
Laplacian pyramid of an image is a set of band pass images in which each is a band pass filtered copy of its ancestor. Band pass copies can be attained by calculating the variation between low pass images at successive levels of a Gaussian pyramid. The final image is simply an average of two low resolution images when the average of the two pyramids corresponding to each level is taken and addition is performed on them. The Laplacian pyramid is derived from the Gaussian pyramid, which is essentially a chain of increasingly filtered and down sampled versions of an image. 
Gradient Pyramid Method
Gradient Pyramid is one of the multi-resolution and multi-scale decomposition image fusion algorithm. The source image was decomposed into Gauss pyramid and then gradient decomposition was done on each layer in four directions, after which the fusion effect was assessed by using various parameters. Simulation consequences show that gradient pyramid algorithm is competent to multifocus and color image. Gradient Pyramid of an image is obtained by applying gradient operators to every level of its Gaussian pyramid G. The gradient operators are used in the horizontal, vertical, and 2 diagonal directions [2].
Morphological Pyramid Method
Morphological Pyramid techniques introduced by Burt and Adelson etc. typically use low or band pass filters as part of the process. These filtering operations usually alter the details of shape and the exact location of the objects in the image. This problem has been addressed by using morphological filters to remove the image details without adverse effects [2].
Ratio of Low Pass Pyramid Method
Ratio of Low Pass Pyramid is a pyramid that uses the ratio of levels of the Gaussian pyramid to construct the next level, rather than the difference. At every level the image is the ratio of two consecutive levels of the Gaussian pyramid.
Contrast Pyramid Method
Contrast Pyramid is similar to the ratio of Low Pass Pyramid approach. Contrast itself is defined as the ratio of the difference between luminance at a certain location in the image plane and local background luminance to the local background luminance. Luminance is defined as the quantitative measure of brightness and is the amount of visible light energy leaving a point on a surface in a given direction [2].
Filter Subtract Decimate Pyramid
Filter-Subtract-decimate (FSD) Pyramid technique is a more computationally efficient variation of the Gaussian Pyramid [2] . FSD pyramid is similar to Laplacian fusion but the only difference is in the use of it.
Wavelet Transform
The most common form of transform image fusion is wavelet transform fusion. In common with all transform domain fusion techniques the transformed images are combined in the transform domain using a defined fusion rule then transformed back to the spatial domain to give the resulting fused image. The wavelet transform is a more compact representation than the image pyramid. Images generated by wavelet image fusion have better signal to noise ratio than images generated by pyramid image fusion [12] .
Discrete Wavelet Transform
DWT is a multi-scale (multi resolution) approach well suited to manage the different image resolutions useful in a number of image processing applications including the image fusion [1] .The DWT decomposition uses a cascade of special low-pass and high-pass filters and a sub-sampling operation.The discrete wavelets transform (DWT) allows the image decomposition in different kinds of coefficients preserving the image information. Such coefficients coming from different images can be appropriately combined to obtain new coefficients so that the information in the original images is collected appropriately [1] . Once the coefficients are merged the final fused image is achieved through the inverse discrete wavelets transform (IDWT), where the information in the merged coefficients is also preserved.The image is divided by vertical and horizontal lines and represents the first-order of DWT, and the image can be separated with four parts those are LL, LH, HL and HH [2] .The LL image contains the approximation coefficients. LH image contains the horizontal detail coefficients. HL image contains the vertical detail coefficients; HH contains the diagonal detail coefficients. The wavelet transform can be performed for multiple levels [3] .
Stationary Wavelet Transform
In SWT, first the filters are applied to the rows and then the columns, as a result four images are produced (one approximation and three horizontal, vertical and diagonal). Translation invariance is achieved by removing the down samples and up samples in the DWT and up sampling the coefficients by the factor of 2 j-1 in the jth level of the algorithm [3] . Therefore, The SWT is redundant technique as the output of each level of SWT contains the same number of samples as input. In SWT, even if the signal is shifted, the transformed coefficient will not change and also performs better in de-noising and edge detecting. SWT can be applied to any arbitrary size of images rather than size of power of two and has shown better fusion performance in medical and other images. SWT is similar to DWT is more commonly known as "algorithm a trous" in French meaning "with holes" which refers to inserts zeros in the filter for up sampling the filter and suppressing the down sampling step of the DWT[2].
Redundancy Discrete Wavelet Transform
RDWT is a pixel based fusion technique. This is implemented in three steps process. In the first step, two images of different modality (eg. MRI-T2 and CT, MRI-FLAIR and CT, MRI-T2 and SPECT) are taken as input. They are decomposed into four sub-bands each (LL, LH, HL, HH band respectively) using Haar Transform. In the second step, the coefficients of the LL sub-band are averaged to get the approximate band of the fused image and the remaining three sub-bands coefficients are also fused using entropy. The three high sub-bands namely (LH, HL, HH) is further divided into blocks of 3*3 and the entropy of each block is calculated. If entropy of block from first image is greater, then the block from first image is chosen as output else the block from the second block is chosen. Thus the LH, HL, HH sub-bands of the fused images are calculated [14] .Finally, the inverse discrete wavelet transform is applied to the fused coefficients to reconstruct the resultant fused image [14] .RDWT can be considered as an approximation to DWT that removes the downsampling operation from traditional critically sampled DWT, produces an over-complete representation and provides noise per-sub-band relationship. The shift variant characteristic of DWT arises from the use of down-sampling whereas RDWT is shift invariant because the spatial sampling rate is fixed across scale [3].
Multi-wavelet Transform
Multi-wavelet based image fusion approach is implemented in four steps process. In the first step, the two input images are registered initially. In the second step, each input image is analyzed and a set of multi-wavelet Coefficients are generated. In the third step, the maximum frequency fusion rule or any other rule (Minimum, Average, PCA and Laplacian pyramid) is used for the fusion of the wavelet coefficients. Finally, the inverse multi-wavelet transform step is performed to obtain the fused image [2].
Curvelet Transform
The algorithm for fusing images using the Curvelet transform is implemented in a four steps process. In the first step, the two input images are initially registered. In the second step, each input image is then analyzed and a set of Curvelet coefficients are generated. In the third step, the maximum frequency fusion rule or any other rule (Minimum, Average, PCA and Laplacian pyramid) is used for the fusion of the Curvelet coefficients. Finally the Inverse Curvelet transform (ICVT) step is performed to obtain the fused image [2] .
IV. CONCLUSION
This paper provides preliminary ideas about image fusion techniques. Each technique has it's own Pros and Cons depending on the application. The medical imaging field demands more information content and visualization in an image. Therefore, many medical image fusion techniques have been proposed. But, spatial domain have image blurring problem. The Wavelet transform is a very good technique for image fusion to provide a high quality spectral content. But a good fused image has both qualities. So the combination of WT & spatial domain fusion method is preferable.
The input medical images are fused using Simple Average, Simple maximum, Simple Minimum, Principal Component Analysis (PCA), and Discrete Wavelet Transform (DWT) method. DWT method gives higher PSNR and lower RMSE value. Simple Average method gives lower PSNR and higher RMSE value. DWT method gives the output image with higher spectral quality when compare to all other methods. The design of image fusion in multi-focus cameras to combine data from various images of the related landscape in order to take the multi focused image. The comparative analysis of image fusion techniques allows in selecting the best fusion method and therefore one can obtain better visualization of the fused image.
