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1. INTRODUCTION
We start by recalling some basic deﬁnitions and properties of discrete
operators (see [1]).
Let X be a complex separable Branch space with the norm · and A
a linear operator with the domain DA in X. A is said to be discrete if
there is a complex number z in its resolvent set ρA for which the resolvent
RzA = zI −A−1 is compact, and to be densely deﬁned if DA = X,
where I is the identity operator and S is the closure of the set S. If A is
discrete, then its spectrum σA is a denumerable set of points with no
ﬁnite limit point and every λ in σA is an eigenvalue of ﬁnite multiplicity.
Let
σA = λ1 λ2     λn   	
with

λ1
 ≤ 
λ2
 ≤ · · · ≤ 
λn
 · · · (1)
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and limn→∞ 
λn
 = +∞. By Eλn , we denote the eigenprojection associated
with λnn = 1 2   . Deﬁne
QA = x
Eλnx = 0 n = 1 2     x ∈ X	 (2)
The following results hold.
Theorem A1. Let A be a discrete operator. Then
(i) the space Q(A) either is inﬁnite dimensional or consists only of zero,
(ii) the space Q(A) is the set of all x in X for which R(z, A) x is an entire
function of z.
Let SpA, the spectral span of A, be the smallest closed manifold con-
taining all the manifolds EλnXn = 1 2    with λn in σA. We have the
following theorem.
Theorem B1. If A is a discrete operator in a reﬂexive Banach space X,
then SpA = QA∗⊥, where A∗ is the adjoint operator of A and S⊥ is the
annihilater of the set S.
Reference [1] emphasizes that the condition for SpA = X given in
Theorem B is QA∗ = 0	 and not QA = 0	, and points out that it is
possible that SpA = X while QA = 0	.
In this paper we study under what conditions QA = 0	 implies
SpA = X. In Section 2, we obtain the main results, Theorem 1 and
Theorem 2, which answer the above question, by discussing the bounded-
ness of the eigenprojections Eλn	∞n=1. In Section 3, we obtain Theorem 3
and Theorem 4, which describe the structures of the sets QA and SpA
by means of the properties of the resolvent RzA.
2. RESULTS RELATED TO EIGENPROJECTIONS
We need some deﬁnitions.
Deﬁnition 1. Let X be a complex Banach space. An entire function
F  C → X is of order µF, or µ, if
lim
r→+∞ sup
ln lnMr
ln r
= µF
where
Mr = max
0≤θ≤2π
Freiθ	
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Deﬁnition 2. Let X be a complex Banach space. A function F of the
complex variable z, with values in X, is called a meromorphic function of
ﬁnite order µ if it is expressible as
Fz = Pz
qz  (3)
where P  C → X and q  C → C are all entire functions of order at most
µ, and
µ = maxµP µq	 < +∞
Theorem 1. Let X be a complex separable Banach space. A is a discrete
operator deﬁned in X, whose resolvent R(z, A) is a meromorphic function of
ﬁnite order µ, and there is an integer N ≥ 0 such that (i) DAN+µ+1 = X,
where µ denotes the integer part of µ; (ii) Eλn = O
λn
N n → ∞,
where λn is an eigenvalue of A, Eλn is the corresponding eigenprojection, andEλn denotes the operator norm of Eλn ; and (iii)
Dmλn ≤ CEλn m = 1 2    Kn − 1 n = 1 2   
where C ≥ 1 is a constant. Then QA = 0	 implies SpA = X.
Proof. Let λ1 λ2     λn     eigenvalues of A, be an arrangement
satisfying (1). By Gn1/z − λn, we denote the principal part of the Lau-
rent expansion of RzA at the point z = λn ∈ σA. Then (see [2])
RzAEλn = Gn
(
1
z − λn
)
= Eλn
z − λn
+ Dλnz − λn2
+ D
2
λn
z − λn3
+ · · · + D
Kn−1
λn
z − λnKn

and
EλnDλn = DλnEλn = Dλn D
Kn
λn
= 0
where Kn is the algebraic multiplicity of λn. Furthermore, we have
RN+µ+1zAEλn = GN+µ+1n
(
1
z − λn
)

From condition (ii) of Theorem 1, we may assume
Eλn

z − λn
N
≤M1 n = 1 2   
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whereM1 is a constant.Note condition (iii) andputM2 = CM1N + µ + 1!.
When 
z − λn
 ≥ r > 1 and by the polynomial theorem,∥∥RN+µ+1zAEλn∥∥
=
∥∥∥∥GN+µ+1n ( 1z−λn
)∥∥∥∥
≤ N+µ+1!
z−λn
µ+1
[
Eλn

z−λn
N
+ Dλn
z−λn
N+1
+···+ D
Kn−1
λn


z−λn
N+Kn−1
]
≤ CM1N+µ+1!
z−λn
µ+1
[
1+ 1
z−λn

+···+ 1
z−λn
Kn−1
]
= M2
z−λn
µ+1
· 1−1/
(
z−λn
Kn)
1−1/
z−λn

≤ M2
z−λn
µ+1
· 1
1−1/r =
M

z−λn
µ+1

where M = rM2/r − 1. From the assumption of Theorem 1, RzA
has the expression (3), namely, RzA = Pz/qz. Thus, the λn’s
in σA are zeros of the entire function qz. By the relation between the
order of the entire function qz and the convergence exponent of the zeros
of qz, we have
∞∑
n=1
1

λn
µ+1
< +∞
Suppose that z ∈ ρA and 
z
 < r. For a sufﬁciently large natural number k
and n ≥ k, it holds that 
λn
 > 2r and

λn − z
 ≥ 
λn
 − 
z
 >
1
2

λn
 > r > 1
Hence, for any y ∈ X,∥∥∥∥ ∞∑
n=k
GN+µ+1n
(
1
z−λn
)
y
∥∥∥∥≤ ∞∑
n=k
My

z−λn
µ+1
≤2µ+1My
∞∑
n=k
1

λn
µ+1

We infer that, for any y ∈ X z ∈ ρA 
z
 < r, the series
∞∑
n=1
GN+µ+1n
(
1
z − λn
)
converges strongly. From the arbitrariness of r,
Gz =
∞∑
n=1
GN+µ+1n
(
1
z − λn
)
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is an operator valued meromorphic function in the complex plane C. In
view of the deﬁnition (2) of QA, we have
RN+µ+1zAy −Gzy ∈ QA ∀ y ∈ X
Consequently, the assumption QA = 0	 yields that
RN+µ+1zAy = Gzy ∀ y ∈ X
Since Gzy ∈ SpA, we have DAN+µ+1 ⊂ SpA. By virtue
of DAN+µ+1 = X, we conclude that SpA = X. The proof is
complete.
Remark 1. The condition (iii) in the above theorem does not always
hold. But it may be realized, for example, under the condition that there is
a natural number N such that λn is algebraically simple as n > N .
Corollary 1. If condition (iii) of Theorem 1 is substituted with the
assumptions that
(1◦) Dn = O
λn
 n→∞,
(2◦) Kn	∞n=1 is uniformly bounded,
then the conclusion of Theorem 1 still holds.
Proof. From the proof of Theorem 1, for z ∈ ρA,∥∥RN+µ+1zAEλn∥∥
=
∥∥∥∥GN+µ+1n ( 1z−λn
)∥∥∥∥
≤ N+µ+1!
z−λn
µ+1
[ Eλn

z−λn
N
+ Dλn
z−λn
N+1
+···+ D
Kn−1
λn


z−λn
N+Kn−1
]

By condition (ii) of Theorem 1 and the assumptions of Corollary 1, we may
assume
Eλn

z − λn
N
+ Dλn
z − λn
N+1
+ · · · +
∥∥DKn−1λn ∥∥

z − λn
N+Kn−1
≤M
where M is a constant. When 
λn
 > 2
z
 for z ∈ ρA (z ﬁxed) and n ≥ k
(k sufﬁciently large), it holds that

λn − z
 ≥ 
λn
 − 
z
 >
1
2

λn
 n ≥ k
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Thus, for any y ∈ X,∥∥∥∥ ∞∑
n=k
GN+µ+1n
(
1
z − λn
)
y
∥∥∥∥ ≤ ∞∑
n=k
MN + µ + 1!y

z − λn
µ+1
≤ 2µ+1MN + µ + 1!y
∞∑
n=k
1

λn
µ+1

It follows that, for y ∈ X z ∈ ρA, the
∞∑
n=1
GN+µ+1n
(
1
z − λn
)
converges strongly. Then, similar to the proof of Theorem 1, we can obtain
the conclusion of Theorem 1. The proof is complete.
In Theorem 1 the condition (ii) plays a key role. As N ≥ 1, it is possible
that
sup
1≤n<∞
Eλn = +∞
As N = 0, the condition (ii) changes into
sup
1≤n<∞
Eλn < +∞ (4)
The condition (i) of Theorem 1 is automatically satisﬁed when A is an
inﬁnitesimal generator of a linear operator semigroup. Reference [3] dis-
cusses the case that A is an inﬁnitesimal generator and satisﬁes (4). How-
ever, the proof of its main theorem seems to have mistakes.
If condition (ii) of Theorem 1 is substituted with
sup
1≤n<∞
∥∥∥∥ m∑
n=1
Eλn
∥∥∥∥ < +∞ (5)
we shall have a better result. This is the following theorem.
Theorem 2. Let A be a discrete operator in a complex separable Banach
space X. Its eigenvalues are λn	∞n=1 with corresponding eigenprojec-
tions Eλn	∞n=1 and corresponding generalized eigenfunctions φni
i =
1 2    Kn	∞n=1, where the positive integer Kn is the algebraic multiplic-
ity of the eigenvalue λn. If A satisﬁes (5), then
DA ⊂ SpA⊕QA (6)
and φni
i = 1 2    Kn	∞n=1 constitute a basis of the subspace Sp(A), or a
basic sequence of X, where
⊕
denotes the direct sum.
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Proof. First, we prove that φni
i = 1 2    Kn	∞n=1 constitutes a basis
of SpA. Suppose ∥∥∥∥ m∑
n=1
Eλn
∥∥∥∥ ≤M m = 1 2    (7)
where M ≥ 1 is a constant. By S, denote the set of all linear combinations
of φni
i = 1 2    Kn	∞n=1. Then S is dense in SpA. For any
y =
n∑
'=1
K'∑
i=1
α'iφ'i ∈ S
we have
lim
m→∞
(
m∑
j=1
Eλj
)
y = y (8)
For any x ∈ SpA and * > 0, there is a y* ∈ S such that x − y* <
*/2M. Consider∥∥∥∥∥x−
(
m∑
j=1
Eλj
)
x
∥∥∥∥∥ ≤ x− y* +
∥∥∥∥∥y* −
(
m∑
j=1
Eλj
)
x
∥∥∥∥∥
By (8), there exists a natural number N such that y* = 
∑m
j=1 Eλj y* as
m > N . From (7), for m > N ,∥∥∥∥∥y* −
(
m∑
j=1
Eλj
)
x
∥∥∥∥∥ =
∥∥∥∥∥
(
m∑
j=1
Eλj
)
y* − x
∥∥∥∥∥ ≤My* − x < *2 
Therefore, ∥∥∥∥∥x−
(
m∑
j=1
Eλj
)
x
∥∥∥∥∥ < *2M + *2 ≤ *
for m > N . It follows that
lim
m→∞
(
m∑
j=1
Eλj
)
x = x ∀x ∈ SpA (9)
Since (
m∑
j=1
Eλj
)
x =
m∑
j=1
Kj∑
i=1
αjiφji
from (9), we have
x =
∞∑
j=1
Kj∑
i=1
αjiφji ∀x ∈ SpA (10)
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where coefﬁcients αji are dependent on x. Suppose
∞∑
'=1
K'∑
i=1
α'iφ'i = 0 (11)
Let Eλnn = 1 2    act on the two sides of (11). We have
Kn∑
i=1
αniφni = 0 n = 1 2   
Because of the linear independence of φni	Kni=1 αni = 0 i = 1 2    Kn
n = 1 2   . Thus, the expression (10) of x is unique. It is proved that
φni
i = 1 2    Kn	∞n=1 is a basis of the subspace SpA.
Second, we show (6). From (9), the sequence ∑mj=1 Eλj	∞m=1 converges
strongly. Note that
∞∑
n=1
Gn
(
1
z − λn
)
x =
∞∑
n=1
EλnRzAx
= lim
m→∞
( m∑
n=1
Eλn
)
RzAx ∀x ∈ X
where Gn1/z − λn is the principal part of the Laurent expansion of
RzA at the point λn ∈ σA.
∑∞
n=1Gn1/z − λn is also strong con-
vergence. For any x ∈ X, deﬁne
Gzx =
∞∑
n=1
Gn
(
1
z − λn
)
x
and
wzx = RzAx−Gzx
By the deﬁnition (2) of QA wzx ∈ QA. For any y ∈ DA, there is
a x ∈ X such that
y = RzAx = wzx+Gzx (12)
where wzx ∈ QA and Gzx ∈ SpA.
For any x1 ∈ QA x2 ∈ SpA, suppose
0 = x1 + x2 (13)
By (10), x2 =
∑∞
n=1
∑Kn
i=1 αniφni. Let Eλnn = 1 2    act on the two sides
of (13). We have
0 =
Kn∑
i=1
αniφni n = 1 2   
So, αni = 0 i = 1 2    Knn = 1 2    and x2 = 0. From (13), x1 = 0.
It follows that the expression (12) is unique. We then obtain (6). The proof
of Theorem 2 is complete.
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Remark 2. Inequality (5) is also a necessary condition for generalized
eigenfunctions of the discrete operator A to be a basis of SpA. Its proof
is omitted.
Corollary 2. Let A be a discrete and densely deﬁned operator in a com-
plex separable Banach space X. If A satisﬁes (5) and QA = 0	, then the
generalized eigenfunctions of A constitute a basis of X.
3. RESULTS RELATED TO RESOLVENT
Now we discuss the problem from another point of view.
Theorem 3. Let A be a discrete and densely deﬁned operator with spec-
trum σA = λn	∞n=1 in a complex separable Banach space X, and R(z, A)
a meromorphic function of ﬁnite order µ > 0. Assume that there is a set of
m rays, arg λ = θj j = 1 2    m, such that (i) the angles between adja-
cent rays are less than π/µ, (ii) for 
z
 sufﬁciently large, all the points on the
m rays belong to the resolvent set ρA of A and RzA is bounded for
these z, and (iii) on at least one of the rays RzA → 0 as z →∞. Then
SpA = X and QA = 0	.
Proof. Take the quotient space X˜ = X/SpA. X˜ is a Banach space
with the norm
x = inf
u∈x
u = inf
y∈SpA
x− y
where x ∈ X˜. Deﬁne the operator A˜ in X˜ DA˜ = x
x ∈ DA	
A˜x = Ax for x ∈ DA˜. We have that A˜ is linear and Rz A˜x =
RzAx for z ∈ ρA and x ∈ DA. Since A˜ has no eigenvalues,
Rz A˜x is an entire function of ﬁnite order at most µ on the com-
plex plane C and possesses the corresponding properties of RzAx, (i),
(ii), and (iii) mentioned above.
Consider f Rx A˜x for any x ∈ X˜ and f ∈ X˜∗, where X˜∗ denotes
the conjugate space of X˜. By the Phragment–Lindelof theorem and the
Liouville theorem, f Rz A˜x ≡ 0 for any z ∈ C. Thus, Rz A˜x ≡ 0
for any z ∈ C, namely, x = 0 ∀ x ∈ X˜, where 0 denotes the zero
element of X. In view of 0 = SpA, we have x ∈ SpA for any x ∈ X,
that is, SpA = X.
Note that, for any y ∈ QA RzAy is an entire function of z by
Theorem A. By the same demonstration above we get RzAy ≡ 0 for
any z ∈ C. So y = 0, and QA = 0	. The proof is complete.
Theorem 3 improves the corresponding result of [4].
We consider the case that A is an inﬁnitesimal generator of a linear
operator C0 semigroup T tt ≥ 0. Related deﬁnitions and technical terms
may be found in [5, 6].
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Without loss of generality, we can rescale and study the C0 semigroup
T˜ t = e−wtT t, where ω > ω0,
ω0 = lim
t→+∞ t
−1lnT t
So, in the sequel, we shall assume that T t ≤M and
σA ⊂ z ∈ C
z < 0	
where z denotes the real part of z. This will in particular simplify the
notation.
Theorem 4. Let A be a discrete operator and an inﬁnitesimal generator
of a linear operator C0 semigroup T tt ≥ 0 deﬁned on a separable complex
Banach space X. If there is a sequence of contours C' ' = 1 2    such that
(i) C' is contained in the left plane z < 0, and C' ∪ iτ
α' ≤ τ ≤ β'	
constitutes a closed contour, where α' β' are two real numbers, (ii) if z ∈ C',
then 
z
 → +∞ as '→∞, (iii) the poles of RzAx x ∈ X, are uniformly
bounded away from the contours C', that is, there exists a strictly positive real
number ν so that
ν = min
j≥1
{
z − λj

z ∈ C' ' = 1 2    }
where λj ∈ σA j = 1 2   , meantime, there is a t0 > 0 such that
lim
'→∞
∫
C'
ezt0RzAxdz = 0 ∀x ∈ DA (14)
then SpA = RT t0 and QA = NT t0, where RT t0 is the range
of T t0 and NT t0 is the null space of T t0.
Proof. First, we prove QA = NT t0. Let x ∈ NT t0. Then
T t0x = 0. It follows that
RzAx =
∫ +∞
0
e−ztT txdt =
∫ t0
0
e−ztT txdt
(see [5, p. 25, (7.1)]) is an entire function of z. Hence x ∈ QA by
Theorem A.
Conversely, let x ∈ QA. Then for some z0 ∈ ρA Rz0Ax ∈
QA ∩ DA because QA is an invariant subspace of Rz0A.
Put y = Rz0Ax ∈ DA. We have that RzAy is an entire func-
tion of z and
T t0y =
1
2πi
∫ i+∞
i−∞
ezt0RzAydz
= 1
2πi
lim
'→∞
( ∫
C'
+
∫ β'
α'
)
ezt0RzAydz
− 1
2πi
lim
'→∞
∫
C'
ezt0RzAydz = 0
eigenfunctions of a discrete operator 251
Here we use Theorem 3.1 from [6, p. 92] and the condition (14) of
Theorem 4. This is y ∈ NT t0. Since z0I −ANT t0 ⊂ NT t0 x ∈
NT t0.
Second, we show SpA = RT t0.
Because A − λnEλn is a bounded linear operator on X, where Eλn is
the eigenprojection associated with λn ∈ σA A− λnEλn generates the
C0 semigroup e−λntT tEλn on the subspace EλnX and for x ∈ X,
e−λntT tEλnx=
∞∑
m=0
A−λntm
m!
Eλnx=Eλnx+
1
1!
A−λntEλnx
+···+ 1Kn−1!
A−λntKn−1Eλnx
=Eλnx+
Kn−1∑
m=1
tDλnm
m!
Eλnx
where Kn is the algebraic multiplicity of λn and Dλn = A− λnEλn is the
eigennilpotent associated with λn. Note that, for x ∈ X,
1
2πi
∫
Cλn
eztRzAxdz
= e
λnt
2πi
∫
Cλn
( ∞∑
k=0
z − λntk
k!
)
·
( ∞∑
m=0
Gm+1λn z − λnm +
Eλn
z − λn
+
Kn−1∑
m=1
Dmλn
z − λnm+1
)
xdz
= e
λnt
2πi
∫
Cλn
( ∞∑
k=0
z − λntk
k!
)(
Eλn
z − λn
+
Kn−1∑
m=1
Dmλn
z − λnm+1
)
xdz
= eλnt
{
Eλnx+
1
1!
tDλnx+
1
2!
tDλn2x+ · · · +
1
Kn − 1!
tDλnKn−1x
}
= T tEλnx = EλnT tx
where Cλn is any counterclockwise circle 
z− λn
 = h with 0 < h < δ and δ
is such that all of σA except λn lie outside the circle 
z − λn
 = δ,
Gλn =
1
2πi
∫
Cλn
z − λn−1RzAdz
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Therefore, it holds that
1
2πi
∫
C'
ezt0RzAxdz + 1
2πi
∫ β'
α'
ezt0RzAxdz
=
N'∑
j=1
EλjT t0x x ∈ DA (15)
where the integral is along counterclockwise and N' denotes the number
of poles enclosed by the contour C' and the imaginary axis.
Let ' go to ∞ in the formula (15). We have
T t0x = lim
'→∞
N'∑
j=1
EλjT t0x x ∈ DA
In the above formula we use the condition (14). Put S = T t0x
x ∈
DA	. Then S ⊂ SpA. For any y ∈ RT t0, there exists a x1 ∈ X such
that y = T t0x1. Since DA = X, for any * > 0, there is a x2 ∈ DA
such that x1 − x2 < */M , where M is the bound of T t0. Consider
y − T t0x2 = T t0x1 − x2 ≤Mx1 − x2 < *
Thus, S ⊃ RT t0 and RT t0 ⊂ SpA.
Consider the converse. Because T t0A ⊂ AT t0 and for any x ∈ X,
Eλnx ∈ DA, and T t0Eλnx = EλnT t0x, we have EλnX is an invariant
subspace of T t0. Let λn be a point spectrum of A. Then eλnt0 is that of
T t0 and EλnX = Eeλnt0X, where Eeλnt0 is the eigenprojection associated
with the eigenvalue eλnt0 of T t0. From the formulas (2.2) and (2.3) in
[5, p. 45], for x ∈ DA
B
Kn
λn
λn −AKnx = eλnt0 − T t0Knx
where
Bλnx =
∫ t0
0
eλnt0−sT sxds
For any y ∈ EλnX λn −AKny = 0 and
eλnt0 − T t0Kny = 0 (16)
Equation (16) means y ∈ RT t0. It follows EλnX ⊂ RT t0, that is,
SpA ⊂ RT t0. The proof of Theorem 4 is complete.
Corollary 3. Let A satisfy the conditions of Theorem 4.
(i) If RT t0 = X, then Sp(A)=X.
(ii) If 0 is the residual spectrum of T t0, then SpA = X.
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