The paper proposes a new method to forecast time series. We assume that a time series is a sequence of eigenvalues of a discrete self-adjoint operator acting in a Hilbert space. In order to construct such an operator, we use the theory of solving inverse problems of spectral analysis. The paper gives a theoretical justification for the proposed method. An algorithm for solving the inverse problem is given. Also, we give an example of constructing a differential operator whose eigenvalues practically coincide with a given time series.
Introduction
The problems on constructing time series models can have various forms and represent various stochastic processes. Let us consider the problem in the following statement. Consider a time series {t 1 , t 2 , . . . , t n , . . . }. The problem is to construct a model to forecast the values of several future members of the time series based on several known members. This problem is widely known. There exist many different models to solve this problem with different degrees of accuracy. The author took the liberty to submit another method.
The model is constructed in the form of an operator such that the sequence of its eigenvalues coincides, in a sense, with a given time series.
Construction of Model
Let T be a linear, discrete, self-adjoint, lower-bounded below operator having a nuclear resolvent and acting in a separable Hilbert space H. Suppose that the spectrum σ(T ) of the operator T is simple. Enumerate the eigenvalues λ n of the operator T in increasing order, n = 1, ∞. Let v n be eigenfunctions corresponding to λ n and orthogonalized in H, and P be the bounded operator of multiplication on the function p ∈ H acting in H. We choose the operator T , which is "good" and has properties convenient for our purposes. We search for the perturbed operator T +P whose eigenvalues coincide with the given time series. Therefore, the considered problem on forecasting members of a time series is solved as the inverse problem of spectral analysis. Recovery of the potential of only one spectrum was proposed by V. A. Sadovnichy and V. V. Dubrovsky in [1] . V. V. Dubrovsky and later his students proved the existence of the solution of the inverse problem of spectral analysis for various problems, including applied ones. Algorithms for numerical solution of inverse problems were developed [2] [3] [4] [5] .
The paper [2] shows that if the sum of a series n |λ n −ξ n | is a sufficiently small number, then there exists a unique operator T +P such that its spectrum σ(T +P ) = {µ n } coincides with the given sequence {ξ n }. In order to ensure the conditions imposed on the sequence {ξ n }, we switch from the sequence {t n } to the sequence {ξ n }, ξ n = λ n + εt n , with n ≤ m and ξ n = λ n with n > m, where m is the number of the first members of the time series taking into account to obtain the forecasting, and a small number ε is chosen to ensure the requirement that the sum of the series is small. According to [2] and [3] , in order to solve the inverse problem of spectral analysis, it is necessary to solve the following nonlinear equation:
R 0 is the resolvent of the operator T , and {ϕ n } is an orthonormal basis of the space H. A number of papers (for example, [2] and [3] ) uses the principle of compressing mappings to show that this equation has a solution. The paper [4] gives a convenient algorithm to find a solution to this equation. Let us give this algorithm.
Set the accuracy δ.
1. Arbitrarily choose m taking into account that the larger m is, the more accurately approximate solution is obtained. If the number of ξ n is finite, then m is defined in a natural way.
2. Set p 0 ≡ 0.
. . , by the following formulas:
5. Calculate µ n , n = 1, m:
Compare the numbers obtained in
Step 5 with the numbers ξ n using some criterion, for example, the least squares criterion:
7. If the criterion value is decreased in comparison with the previous one, then we go to the next iteration, i.e. to Step 4. If the value is increased, and the required accuracy was achieved at the previous iteration, then an approximate solutionp = p j+1 is found. If the value is increased, but necessary accuracy was not achieved at the previous iteration, then increase m and go to Step 1.
Example
As an example, consider the time series defined by the IMOEX index of the Moscow Exchange at the time of closing in the period from January 03, 2019 to January 31, 2019 inclusive. Construct the sequence {ξ n }, ξ n = 0, 000001t n + n 2 . As the operator T , we consider the Sturm-Liouville operator acting in the space L 2 = L 2 (0, π) and generated by the boundary value problem −y ′′ (x) = λy(x), y(0) = y(π) = 0.
The eigenvalues λ n = n 2 of the operator correspond to eigenfunctions v n (x) = 2 π
sin(nx)
that are orthonormal in L 2 , n = 1, ∞. We search the function p as a series by the system of functions
, which is orthonormal in L 2 (0, π). Choose Add the term −0.05042192196 cos(42x) to this function and calculate {µ n } 21 n=1 according to the formula of Step 5. Then go back to the original data scale η n = 100000(µ n − n 2 ), 
