The Cyber-Physical Integrated Society (CPIS) is being formed with the fusion of cyber-space and the real-world. In this paper, we will discuss Data-Driven Decision-Making (DDDM) support systems to solve social problems in the CPIS. First, we introduce a Web of Resources (WoR) that uses Web booking log data for destination data management. Next, we introduce an Internet of Persons (IoP) system to visualize individual and group flows of people by analyzing collected Wi-Fi usage log data. Specifically, we present examples of how WoR and IoP visualize flows of groups of people that can be shared across different industries, including telecommunications carriers and railway operators, and policy decision support for local, short-term events. Finally, the importance of data-driven training of human resources to support DDDM in the future CPIS is discussed.
Introduction
Various kinds of information devices and sensors are being connected to networks by advanced information and communication technology (ICT) and information is being digitized for distribution, enabling much greater access to information by anyone from anywhere at any time. The result is that a society in which cyberspace and the real world are connected or fused is being formed. We refer to that society as the Cyber-Physical Integrated Society (CPIS) [1] .
In such a CPIS, the actions and states of people and things in the real world are projected onto cyberspace via lifelog from smart phones and other such devices and from the Internet of Things (IoT). In cyberspace, changes in people and things in the physical world are reflected as changes in information. Such changes would be processed by data analysis and service synthesis based on scientific evidence with the results rapidly provided as feedback and with appropriate timing to individuals and society. In that way, the CPIS system can be controlled.
This kind of repeated information circulation between
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the real world and cyberspace can solve a variety of social problems and improve the lives of people. It will create new values, enable a transformation of industrial structure to an intellectual information industry and knowledge service industry, and create new opportunities for employment. To achieve such goals, highly-public collection and analysis of a vast amount of social data, the scientific datadriven synthesis of high-quality knowledge services, and social and technical mechanisms for appropriate feedback to the CPIS are required.
As written above, this paper describes a Data-Driven Decision-Making (DDDM) support system for problem solving in the CPIS. The rest of the paper is organized as follows. In Sect. 2, the importance of DDDM in the CPIS is described. Section 3 focuses on destination data management systems as an example where DDDM support system can be applied by introducing a Web of Resources (WoR) and an Internet of Persons (IoP) system to visualize individual and group flows of people by analyzing collected Wi-Fi system usage log data. Specifically, we present and discuss examples of visualizing flow lines of inbound tourists, data sharing across different industries, including telecommunications carriers and railway operators, and policy decision support for local, short-term events that attract huge numbers of people. Section 4 concludes this paper by describing the importance of data-driven training of human resources in support of the future CPIS.
Problem Solving in the Cyber-Physical Integrated
Society [2] CPIS holds promise for solving a variety of social problems regarding the natural environment, energy, food supply, the prevention and amelioration of disasters, medical and nursing care, etc. To fulfill that promise, it is essential to strengthen the ability to extract knowledge and insight from huge and complicated digital data sets. Thus, our objective is to achieve a sustainable society by transforming data quantity into quality and creating an intellectual information industry and a knowledge service industry. This section is organized as follows. In 2.1, our concept and mechanism of DDDM support system is described. Then in 2.2, the potential for and challenges of CPIS in using and linking public surveys and lifelog data are discussed. Following that, 2.3 proposes a method compatible with both the use and the protection of lifelog data.
Copyright c 2019 The Institute of Electronics, Information and Communication Engineers In the past, decision-making has relied on subjective decisions and judgments made on the basis of partial or incomplete data. Although a wide variety of digital big data is currently available via networks, the ability of people and society to analyze such data is limited. Hence the quality of decision-making has not improved due to the decrease in analytical ability relative to the quantitative increase in data. A solution to this problem is evidence-based decisionmaking. This requires the collection and analysis of big data acquired by information devices and various sensors to support decision-making and timely formulation of policy. DDDM should be used to support systems to make rational decisions and provide appropriate feedback to society. DDDM could raise the quality of decisions made by ordinary consumers and users as well as improving policymaking and managerial decisions.
The mechanism of DDDM in CPIS is illustrated in Fig. 1 . The system uses smart phones and other such portable ICT devices and the Web and Social Networking Services (SNS) as sensors. The data collected by these sensors is stored in a lifelog recording the social interactions, business activities, communication, etc. of people. The lifelog represents the sensed behavior of people in the real world and can be used to project that onto cyberspace. The lifelog data is analyzed in information space and highquality knowledge services are synthesized. The knowledge services provide timely feedback to people, things and society. It is thus possible to execute the PDCA (Plan Do Check Act) cycle in real time and rapidly implement measures, which is something not possible with the conventional approach using social surveys and public statistics.
A DDDM support system accelerates the production, distribution, and consumption of intelligent information services and knowledge services. The general and widespread use of the DDDM support system will lead to the creation of a knowledge service industry for the CPIS.
Complementarity of Public Surveys and Lifelog
Data [2] - [4] Statistical surveys target random samples from strictly defined populations in order to be able to do unbiased estimation of the population's responses even with sample sizes. In contrast, lifelog data in cyberspace can be collected from a large number of samples in real time, although potentially having a problem with not being representative of the population. Thus, it is necessary to check the representativeness of collected lifelog data and correct for any biases by using unbiased public statistical data. If public statistical data and lifelog data are used to complement each other, it will be possible to get unbiased real time data from cyberspace. Up to now, public statistical data, such as population, tourism and number of foreign visitors data have been available annually or monthly, however newer data sources will enable these to be updated daily or even more frequently which will promote a knowledge service industry. In order to achieve this, it is necessary to simultaneously evaluate the quality of real time lifelog data and unbiased public statistical data. Recently, there has been research that estimates population and economic situation of residents using lifelog data and assess the accuracy of that estimation using public statistical data. Moreover, public surveys and lifelog have different strengths and weaknesses. Subjective psychological data can be collected with public survey and objective data on actual actions can be collected through lifelog. Merging both types of data enables more precise analyses reflecting human actions and changes.
It has been pointed out that the reliability of representative survey data answered by self-report is decreasing. Even if samples were randomly selected, there is still the possibility that answers are biased due to intentional or unintentional factors. For example, there is the problem of recall since human memory is fallible, so that respondents may mis-remember actions they report on surveys. Because lifelog with automatically collected data may be less affected by such factors, the lifelog data would be expected to be more reliable than survey data.
Social Data Platforms Considering Daily Availability
of Information Services [1] Up to now, public surveys and online surveys have been used to collect data, but heightened awareness with respect to protection of personal information has been making it difficult to obtain cooperation in data collection in recent years.
On the other hand, various types of personal data, including lifelog, are accumulating in networks because of the growing popularity of high-performance mobile terminals and the rise of SNS. The lifelog includes records of personal activities such as travel and accommodation, interests and preferences, shopping, meals, and medical history. For that reason, a mechanism that both protects and allows ef-fective use of lifelog data is required.
Focusing on the availability of frequently collected information services, we propose a method for protecting and using lifelog data. It is desirable that information services which are used in everyday life are available in emergencies as well, such as when disasters occur. For example, individual identifying information that may be needed during a disaster includes attributes for nearby people such as names, ages, addresses of persons who live in the affected area, health condition and whether they need assistance, language ability (e.g., whether they can understand Japanese). Although laws concerning the handling of personal data also apply during disasters, communications may be lost and administrative functions may cease in areas affected by a major earthquake, so it is not always possible to rapidly acquire and use peoples' personal data.
To address that problem, a system based on interoperable information services ensures seamless transition from tourist guide or shopping applications that use personal information covering location, interests, preferences, etc. in normal times to emergency evacuation guide applications and services that provide information on emergency medical care, access to relief goods, etc. that are used in the same manner when a disaster occurs.
In ordinary business and development, services are designed so as to establish an exchange of value for the benefits obtained from the disclosure of lifelog data in normal times. However, it is difficult to determine a uniform standard for disclosure conditions for all users. The reason is that, although people do not want their private information known by others, individuals value their private information differently for personal reasons. Thus, it is impossible to determine uniform criteria for deciding on disclosure that maintains a balance of protection and utility of personal information. Furthermore, it is desirable to have a simple user interface that enables the selecting of disclosure conditions even for persons that have low risk of personal data disclosure.
An example mechanism for lifelog data disclosure and utilization management is illustrated in Fig. 2 . Such a system should be implemented to balance the protection of lifelog data in normal times while also ensuring the utility of lifelog data at times of disaster. Specifically, the prior consent of the person is obtained for the use of the lifelog data that is recorded in normal times only for response to a disaster. By doing so, it is not necessary to collect new lifelog data when a disaster occurs. The psychological barrier is low, because the consent is for disclosure of information that is limited to a time of disaster. The potential benefit of rescue, confirmation of safety, and automatic relief during a disaster provides sufficient incentive for ordinary citizens to agree to such use.
Also, to deal with the problem of being unable to determine a uniform set of disclosure conditions applicable to all people, each user would sets their disclosure conditions according to their own value judgments. The disclosure mechanism is a conditional opt-in for each type of personal infor- The specific procedure for conditional opt-in involves the user registering their own lifelog via a website. At that time, the users make their own decisions concerning the handling of their lifelog and set the use conditions for access to their information. The lifelog is appropriately anonymized and stored in a database according to the use conditions as set by the user. The stored information is provided to service providers according to the use conditions of the information provider. The user can add, change, or delete the information items that are collected. In order to make it possible for anyone to easily determine the lifelog disclosure conditions, the data is managed with combinations of four licenses: 1) the information can be used only when data anonymization techniques have been applied, 2) the information can be used only for non-commercial purposes, 3) the information can be used only in emergencies, 4) the information can be stored only for a retention period specified in years and no longer.
In that way, lifelog data can be used in a data-driven policy decision system for rapid development of inappropriate relief and rescue plan.
Destination Data Management Systems

Tourism Information and Its Economic Impact
In Japan, the population is rapidly decreasing and many localities are considered to be declining due to population shifts to large urban areas. According to a report published in 2014 by the Japan Policy Council, the population of young females is expected to decline by 50% or more in a considerable number of municipalities by 2040. This has created concern that the number of municipalities will decrease in many regions of Japan. One measure for invigorating local economies and decreasing the risk of such decline is tourism. In 2018, 31.19 million people visited Japan, more than ever before, with most coming from Korea and China. Tourist spending has already reached 4.7 trillion JPY (assuming an average spend of 140,000 JPY).
Achieving forty million annual visits and a market size of 1 trillion JPY by 2020 are a policy objective of the Japanese government. Over 10 million domestic and foreign visitors are expected for the 2020 Tokyo Olympics and Paralympic games. Altogether, the equivalent of 40% of the Japanese population is expected to enjoy viewing and sightseeing for the event.
Destination Lifelog Data Management
For conventional tourism, data on the types of tourists, the types of services they wish to use, and the transportation functions that they use has been collected and analyzed. Most of such research involves independent collection and analysis of data on products and services that are specific to individual fields, including transportation, accommodation, entertainment, sightseeing, souvenir sales, and eating and drinking. In marketing, for example, data on purchase history and amount of payment collected would be a basis for further product recommendations and linking them to purchases. However, data such as transportation usage, accommodation, and purchases are not included in lifelog data.
Current local tourism promotion involves encouraging customers to stay and travel within the region, increasing spending in the process. In this scenario, only having data collected on transportation and accommodation or only on tourist movement and spending is insufficient. It is also essential to collect combined social data, including advertisement and information search, means of travel such as transportation and parking lots, sightseeing and event attendance, food and drink, lodging and shopping, etc. If a highly comprehensive data infrastructure could be implemented, it would be possible to support tourism policymaking and decisions such encouraging visitors to explore and spend more and also to increase visitor satisfaction. That would enable creation of an appealing destination social space in which visitors can enjoy smooth and comfortable transportation and accommodation services, commercial facilities that can be enjoyed while moving around and taking tours, and experiences such as participation in festivals, tourism, and sports events.
For more efficient operation and management of local tourism resources, it is essential that various stakeholders cooperate to continuously share and analyze various types of data, including transportation, accommodations, dining, sightseeing, entertainment, and shopping, and that tourism policies are planned and implemented based on the collection and analysis of data.
The destination lifelog data management system for executing the PDCA cycle for local tourism policy-making is illustrated in Fig. 3 . The system comprises the WoR (Web of Resources), which is a data infrastructure for local tourism resources that uses Web reservation data, and the IoP (Internet of Persons), which is person trip data acquired using Wi-Fi system log. This system can be used to design new participatory, experience-based tourism services that go beyond movement and purchasing. Furthermore, systematic collection and analysis of highly comprehensive individual lifelog of users and consumers enables cooperation of individual services and rational design of appealing local tourism services. Rational, data-driven support for sightseeing and touring activities for both service providers and users is also possible. The following sections describe specific R&D and social experiments using the WoR local tourism resources data infrastructure and the IoP personal trip data in the planning of local tourism policy for regional development.
3.3 Web of Tourism-Resources (WoR) Using Web Booking Log [5] , [6] Data-driven tourism policy planning requires data such as the number of tourists, occupancy rate of lodging facilities, and use rate of various means of transportation. Such data includes public statistics from local and national governments and the survey data of private enterprises. However, the International Visitor Survey of the Japan Tourism Agency, which provides public statistics on lodging and travel, is published only quarterly, so it is not suitable for use in rapid policy-making. Most local governments do not have the data for rational decision-making concerning event timing and venue or the means to evaluate economic effects by holding events. For that reason, local governments and tourism operators need means for policymaking, such as knowing when and how many tourists visit and how to attract more tourists, and assessing the economic impact. Also, the cost of local governments individually conducting data surveys is huge, and if there are no standards for survey items and data, the individual results are very inefficient because they cannot be reused or compared.
We therefore propose WoR as a standard infrastructure. The system collects booking log data from reservation websites for lodging and transportation, facilities, and events. WoR, which visualizes the movement of people in social situations, monitors reservation service websites to estimate Visualization of short-term recovery situation after an earthquake disaster using WoR facility use rates in advance. The future utilization rates of facilities can be estimated from "reservation possible (vacancies, seats available, etc.)" and "reservation not possible (no vacancies, no seats available, etc.)" information for facilities.
The daily occupancy rates estimated from Web reservation data for 178 lodging facilities in Kyoto that have ten or more employees (monthly surveys conducted manually) are compared with public statistics in Fig. 4 . Good accuracy was obtained in the estimates, with an error rate of 7% or less. It is therefore possible to use such data to support the planning of events to be held during less active periods.
WoR can be used to visualize the restoration of lodging and transportation systems after a disaster [7] - [9] . The operating status of the Tohoku Shinkansen bullet train and lodging facilities in the city of Sendai after the major earthquake disaster that occurred on March 11, 2011 is shown in Fig. 5 . When the earthquake occurred, the bullet train services and lodging services became unavailable. After the earthquake, it became possible to visualize the short-term recovery situation of hotel and the bullet train services as infrastructure services, including electricity, water and sewage, and communication, were gradually restored. By accumulating Web booking log data over a long period of time in this way, it is possible to visualize the recovery situation for lodging facilities and the bullet train in times of disaster. It is also possible for the national government to use data for planning disaster recovery activities and providing transportation and accommodation for volunteers and recovery workers. We introduce a system that visualizes the system log data of Wi-Fi access points to understand collective flow of people. Data sensing in a situation where all things are connected to the Internet and data is stored in cyberspace is referred to as the Internet of Things (IoT). In contrast to that, location sensing through mobile devices or network infrastructure stored in cyberspace can be referred to as the Internet of Persons (IoP). Wi-Fi access point system log data is collected by telecommunications companies in the provision of free Wi-Fi access to international visitors to Japan. Consent to use that log data is obtained when the user applies for the service. Only anonymized data for which consent has been obtained is used for research purposes. The log data includes nationality, sex, and age.
A visualization of the movement of tourist groups (group flow) at the 2017 Tokyo Marathon based on data acquired using Wi-Fi device sensors is presented in Fig. 6 . The figure is a map that visualizes the movement of foreign tourists on the marathon course (within 500 m) on February 26, 2017, in the vicinity of the starting point around the Shinjuku Metropolitan Government building. In consideration of privacy, each device number detected at a Wi-Fi access point is replaced by a random number and at least ten device numbers are processed collectively. The movement of device numbers is detected by postal area codes in units of one hour.
A visualization of group flow of tourists in the Kanto region in February 2017 is shown in Fig. 7 . The map in the figure captures the dynamics of international tourist movement for Narita International Airport, Tokyo International Airport (Haneda), Yokohama, Tokyo, Funabashi, etc.
A map that presents a combined visualization of tourist movement and the hotel reservation situation and tourist spots in the central area of Nagasaki city for the year from July 2015 to June 2016 is shown in Fig. 8 . Such data can support the discovery of new tourist spots, guest pick-up and hospitality services, assignment of service personnel by country of guest, efficient placement of signboards, and digital signage advertising that is presented at the appropriate timing.
Combining information on the movement of people obtained from Wi-Fi system log with the results of analyzing Web data, such as hotel reservations, in real time makes it possible provide tourist information in the appropriate language, introduce products that match the sex and age of visitors, and optimally place personnel for serving meals and product sales based on the movements of persons and groups, and their nationality, sex and age data. Another advantage is that supply and demand can be matched for consumption activities in real time, which is not been possible in the past.
Value-Adding through Data Sharing with Privacy
Preservation [13] , [14] To increase the added value of data, it is important to share data among different businesses and to analyze integrated data. However, because of criticism and anxiety related to lack of protection of personal information, protection of privacy, and consumer awareness, there is been almost no attempt by businesses to increase the added value of the data they possess by matching and supplementing † . We therefore describe here a method for adding attribute information to the data of railway operators by analyzing and matching the data possessed by railway operators and telecommunications operators in an integrated manner, a method for increasing the accuracy of analysis by matching data possessed by different business operators, and a service for increasing the value and use of data.
In an experiment, Wi-Fi equipment was installed at ticket gates in the Kintetsu Nara station and operated from November 2017 to March 2018. The gate counting data acquired by the railway operator from automatic ticket machines was matched with the Wi-Fi system log data of the telecommunications operator to obtain mutually complementary data.
The Wi-Fi location information is data based on the Wi-Fi probe and association system log obtained from terminals of users of the "Public Wireless LAN Service Wi-Fi Spot" and "Free Wi-Fi PASSPORT" services offered by the telecom provider Softbank who consented to the acquisition of personal information, excluding users who later revoked permission to use.
We conducted experiments on the effectiveness of Wi-Fi access point detection of smart phones and other terminals. The data from the ticket counting machines was considered to represent the actual number of ticket users passing through that point, and that number was compared with the number detected by Wi-Fi. The relation between the ticket count and Wi-Fi detection and their correlation is shown in Figs. 9 and 10 . We can see that there is a positive correlation (R2 = 0.7179). An empirical formula for estimating the actual number of persons from the detection count is given by the formula (1) below.
Actual number
Use of the estimation formula (1) to estimate the number of ticket users from the Wi-Fi detection count is shown † For example, when it became known that the East Japan Railway Company was providing "Suuica use data from which names, telephone numbers, and shopping information were excluded and which was anonymized by converting dates of birth that included year, month and date to dates of birth that included only year and month and converting the Suica ID number to a different irreversible number" to Hitachi, Ltd., many users voiced criticism and anxiety that "there was lack of consideration for protection of personal information, protection of privacy, and consumer awareness". To address that concern, an expert council was set-up to examine provision of Suica data to parties outside the company and the discussion results were summarized and published in October 2015. In the summary, it was concluded that "statistically processed analysis results shall be provided only for purposes of public good that are considered to obtain the understanding of users" and that "by accumulating the results of using big data to meet to the expectations of society with full attention given to consideration of users, it will be possible to improve convenience to users and also contribute to the social and economic development of the nation." in Figs. 11 and 12 . The parameters used in the experiment are the telecom carrier's share rate of 22.3% and the Wi-Fi on rate of 70%. With those values, we obtained an average of 1.94 (maximum value of 2.34 and minimum value of 1.54) with the daily detection missing rate. These results show that the number of ticket users can be estimated from the number of Wi-Fi detections.
The matching of data between different business operators in this way makes it possible to increase performance for estimation precision and to visualize attribute data. This method can be applied to data analysis for leisure facilities such as theme parks and commercial facilities such as department stores, and also holds promise for use in disaster prevention and amelioration, town planning, invigoration of tourist areas and shopping districts, and improvement of services for users.
Analysis of IoP at Shibuya Halloween 2018 and Policy Planning
Here, we describe an example of support for data-driven event policy planning. On October 31, 2018, an autonomous event was held by people celebrating Halloween in Shibuya. Many people gathered and formed crowds on the day before Halloween as well as on Halloween day itself. Some of the participants created disturbances on the street and other trouble with some even being arrested. For that reason, the Shibuya government suggested charging for the event or designating Yoyogi Park as the venue. Noting that many of the participants were not from Shibuya, there was also a concern that the measures to deal with the celebration disturbances would be paid for by Shibuya taxpayers. There is no data collected on people coming to Shibuya to attend such local, short-term, large-scale events. Of use would be data on when they arrive, where they come from, what kind of persons they are and how many persons come, to provide scientific evidence for policymaking. We therefore used one of the IoP based commercial services, called Venue Vitalics by Cinarra Systems Japan [15] to estimate the device count during local event for policy planning in the near future.
In the experiment, we analyzed count and attribute data for people acquired from 632 access points installed within a radius of 300 m around Shibuya 109 (Dogenzaka, 2-chome, 29-1 in Shibuya-ku, Tokyo) on the day of the Halloween event to obtain the data for policymaking.
The number of Wi-Fi detections for the day of the Halloween event, October 31, 2018, and the following day are shown in Fig. 13 . People began to gather around 17:00 on the day of the event and the number of people peaked at 20:00 when the arrival of 9,000 persons was detected. The scale of the event was estimated to be at least 90,000 persons based on the number of Wi-Fi detections (missing area factor of 1.54). 5,000 participants remained in Shibuya, even after train service had stopped, and we can see a 2000-person peak at the time when the railway services started. Participation in the Shibuya Halloween event by residency of participant is shown in Fig. 14 , where we can see that for October 31 from 18:00 to 24:00, the largest number of visitors were from Setagaya-ku, Shinjuku-ku, and Shibuya-ku, in that order. The distributions by sex and age are shown in Fig. 15 , where we see that the age group from 20 to 24 accounted for the most participants and that males and females in the age groups from 15 to 19 and from 25 to 29 were also in the top positions.
Thus, we can see that IoP could be effective for providing data to support the setting of charges, designing the cost of security and cleanup, etc., the optimum placement of personnel, and estimating the economic impact when Shibuyaku holds the Halloween event. Furthermore, matching the data with sales data, etc. could enable rational policy decisions.
Applications in Other Countries and Across Borders
The example applications shown in this paper are conducted within Japan and as such follow the Japanese Personal Infor- mation Protection Act. Personal data and privacy protection regulations or laws of each country are enacted based on the OECD guidelines. In practice, regulations on protection of personal information and its operation vary from country to country. Therefore, when conducting international surveys and research, it is necessary to collect, manage and operate personal data complying with the regulations of each country. For example, the General Data Protection Regulation (GDPR) [16] , which is the legal regulation of the EU, protects a considerably wide range of information as "personal data" rather than the concept of "personal information" under the Japanese Personal Information Protection Act. Therefore, for Japanese researchers who do comparative surveys in Europe and Japan, they also need to follow GDPR. Furthermore, this legislation stipulates the guarantee of rights to automatic processing and strict countermeasures against infringement such as guaranteeing the right to refuse automatic collection and processing of personal data including profiling of data subjects (Article 22 [16] ). Besides many issues are pointed out in connection with utilization of social big data [17] , [18] . Data related to personal information and privacy, various information such as behavior history, purchase history, communication log, access records and "likes" can be recorded easily and used, must be handled very carefully. In addition, confirmation is necessary such as whether the consent of the person is taken or whether the purpose of use is clearly indicated. In addition, software robots which automatically collect data, such as crawlers, and systems interacting with Artificial Intelligence which analyze collected data can also be problematic if they are used without notifying the users properly [19] .
Conclusion
We have introduced and described Web and Wi-Fi device sensors that uses Web reservation data and Wi-Fi system log data as lifelog sensors for people. We also described its use in analyzing facility utilization, tourist visits to Japan, and the flow lines and attributes of event participation. We described how the data-driven policy decision system consist-ing of WoR and IoP can support rational decision-making and managerial decisions.
It is estimated that the 2020 Tokyo Olympic and Paralympic games will attract over 10 million visitors from Japan and abroad, and the policy target is for 40 million foreign visitors in 2020 [20] .
A data-driven information and social systems for planning and executing policies for tourism, travel, and disaster prevention and amelioration is an important issue for the future. To respond to a rapid increase in the number of visitors to Japan in a short time, the ability to use of public data such as population and number of foreign visitors in real time and real-time visualization of group flow with full consideration given to privacy are important. To achieve that, construction of a social data infrastructure that enables Wi-Fi data cooperation by local governments, private enterprise, and universities and integrated operation and management of such data is an urgent task.
Further future work is the training of personnel that can use data in the collection, processing, analysis, and management of highly-public social big data for rational, datadriven policymaking and decision-making.
For that purpose, data science education is very important. We believe that data science is a new science that synthesizes existing fields of study into an objective-oriented science. That requires an educational system for human resource development and data science teaching materials.
The elements of data science are considered to be the subjects listed below.
1. Statistics, especially statistical analysis and hypothesis testing 2. Network science for collecting data, particularly Internet science, including Web/SNS 3. Data and information science, particularly the legal aspects of using data from the viewpoint of protecting personal information, and information theory, including data anonymization techniques. 4. The use of data to solve social problems, particularly methodologies for determining what kinds of data are effective for social problems.
An essential feature of the data science lecture is that it is accompanied by exercises. Concerning the above item 4, in particular, techniques for obtaining the data required for solving problems based on field examples are required. Conversely, the ability to consider what kinds of problems can be solved with data that has already been obtained will be important. Also important for data science education are teaching materials that dive deeply into each field for persons who have practical experience and introductory materials for teaching data science to beginners at universities, who are learning under the traditional literary system. 
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