INTRODUCTION
Evaluation of the forces on the lumbar intervertebral discs (IVDs) is critically important since it closely relates to biomechanics, pathology, prosthesis design and tissue engineering. It remains a big challenge to noninvasively predict the in vivo forces on the IVD. Using our previously established dual fluoroscopic imaging system (DFIS) [1] , motion of the vertebrae can be accurately obtained. We proposed to use the kinematics from DFIS as inputs into FE model to calculate the forces on the IVD. In this study, we validated the technique by testing an IVD on a 6DOF robotic system under applied loads and under DFIS. A subject specific FE model of IVD was built. Forces and moments were predicted and compared to the applied loads.
MATERIALS AND METHODS
A fresh-frozen cadaveric lumbar spine motion segment unit (L4/5) was used. All muscles, ligaments and posterior elements were removed to study loads only on the healthy IVD (confirmed after the experiment by dissection). The specimen was potted to bone cement (Fig 1a) and CT scanned. Three dimensional models including details of the endplates were reconstructed using CT images of 0.6mm thick.
The specimen was then installed on a 6DOF robot with a 6DOF load cell. Digitizer was used to locate the center of the IVD and to determine the principal directions of flexion/extension, left/right lateral bending and left/right torsion (Fig 1b) . 500 N of compressive force and 7.5 Nm of moments in 3 different principal planes were applied by the robot. Each motion included 10 incremental steps that under custom written robot control optimization algorithm, i.e. forces and moments in the degrees of freedom (DOFs) other than the applied one were minimized to be < 10N and <0.5Nm. For repeatability, each loading was applied twice. At the neutral position and the end step of each loading on the robot, images of the specimen were taken by the DFIS (Fig 2a) . Kinematics of the vertebrae was obtained from the 3D model using a matching protocol previously established [1] (Fig 2b) .
A subject specific FE model of the IVD was built from the 3D geometric information of the endplates. The model consisted of two parts: nucleus pulposus (NP) and annulus. NP was modeled as incompressible fluid, assumed to occupy approximately 40% volume of the whole IVD. Annulus was divided into 8 layers, and modeled as fiber-reinforced neo-Hookean hyperelastic matrix. Fibers with angles of ±30º and with tension only material properties were inserted [2] [3] [4] . (Fig 3) . The inferior plate of IVD was constrained in all DOFs. For validation, pure compression and flexion/extension, left/right lateral bending and left/right torsion were applied on the superior plate as boundary conditions. Calculated forces and moments in each motion were compared with the applied loads in the experiments. 
RESULTS
Force and moments response curves were shown in Fig 4 . Calculated force and moments in pure compression and rotations using FE model were comparable to the load cell readings. The minimal error was 4% during left twist and the maximum error was 35% during compression. It was also observed that during compression, flexion and extension, the differences between calculated forces and load cell readings were larger than other movements (Fig 4) . 
DISCUSSION
Patient specific 3D lumbar spine vertebrae models can be obtained from CT or MRI scans. Combining with DFIS, motion of the vertebrae during weight bearing activities can be accurately obtained. In this study, we validated that the in-vivo forces on the IVD can be predicted using kinematics data as input in FE analysis. This provides a promising technique to help better understand IVD biomechanics of normal IVD, surgical treatment of IVD related pathologies, prosthesis design and tissue engineering.
Finite element (FE) models of lumbar spine have been developed for decades. However, different modeling techniques yielded great differences in results. The results greatly depend on the model parameters chosen. In this preliminary study, we obtained an average difference of 15% from the predicted forces and the load cell readings. This difference was mainly caused by larger differences during compression and flexion/extension rather than other positions. We think further fine tune the FE model can reduce the differences. There was only one IVD tested, we will increase the samples in the future.
