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Abstract. Le but de ce travail est d’ obtenir pour l’espace Mµ, relatif
la conjecture n!, une base explicite et monomiale. Ce but est atteint dans
le cas des partitions qui ont la forme d’une e´querre, i.e. µ = (K +1, 1L).
Nous introduisons en effet une famille pour laquelle nous de´montrons
qu’elle est de cardinal n!, qu’elle est libre et qu’elle engendre Mµ. Nous
de´duisons de cette e´tude une base simple pour Iµ, l’ide´al annulateur de
∆µ. Cette me´thode permet aussi de donner de fac¸on directe une base
monomiale pour le sous-espace de Mµ forme´ des e´le´ments de degre´ en x
nul.
Abstract The aim of this work is to construct a monomial and explicit
basis for the space Mµ relative to the n! conjecture. We succeed com-
pletely for hook-shaped partitions, i.e. µ = (K + 1, 1L). We are indeed
able to exhibit a basis and to verify that its cardinality is n!, that it is
linearly independent and that it spansMµ. We deduce from this study an
explicit and simple basis for Iµ, the annulator ideal of ∆µ. This method
is also successful for giving directly a basis for the homogeneous subspace
of Mµ consisting of elements of 0 x-degree.
1 Introduction
Soit µ = (µ1 ≥ µ2 ≥ · · · ≥ µk > 0) une partition de l’entier n. Nous identifierons
µ et son diagramme de Ferrers (en utilisant la convention “Franc¸aise”). A` chaque
cellule s du diagramme de Ferrers, nous associons ses coordonne´es (i, j), ou` i est
la hauteur de s et j la position de s dans sa ligne. Les paires (i − 1, j − 1)
apparaissant lorsque s de´crit toutes les cellules de µ seront de´signe´es comme les
biexposants de µ. Soient de´sormais (p1, q1), . . . , (pn, qn) ces biexposants range´s
selon l’ordre lexicographique et introduisons :
∆µ(x, y) = ∆µ(x1, . . . , xn; y1, . . . , yn) = det(x
pj
i y
qj
i )i,j=1...n.
Soit Mµ l’ensemble des polynoˆmes en x1, . . . , xn; y1, . . . , yn qui peuvent s’e´crire
comme combinaison line´aire des de´rive´es partielles de ∆µ, ce que l’on peut e´crire
sous la forme :
Mµ = L{∂
p
x∂
q
y∆µ(x, y)}
ou` ∂px = ∂
p1
x1
. . . ∂pnxn et ∂
q
y = ∂
q1
y1
. . . ∂qnyn . On peut alors e´noncer la conjecture n!
ainsi :
Conjecture 1 (conjecture n!). Soit µ une partition de n, alors on a :
dimMµ = n!.
Cette conjecture a e´te´ e´nonce´e pour la premie`re fois par A. Garsia et M.
Haiman. Elle est centrale dans le cadre de leur e´tude des polynoˆmes de Macdon-
ald (cf. [6], [7]). Plus pre´cise´ment, Macdonald a introduit dans [13] une nouvelle
base de l’espace des fonctions syme´triques, et des coefficients associe´s, appele´s
polynoˆmes de Macdonald-Kostka, Kλµ(q, t), qui sont a priori des fractions ra-
tionnelles en q, t. Macdonald a conjecture´ que :
Conjecture 2 (conjecture MPK). Les fonctions Kλµ(q, t) sont des polynoˆmes
a` coefficients entiers positifs.
A. Garsia et M. Haiman, en cherchant une interpre´tation de ces fonctions
Kλµ(q, t) lie´e a` la the´orie des repre´sentations, firent la conjecture suivante :
Conjecture 3 (conjecture C = H˜). Pour l’action diagonale de Sn, Mµ est
une version de la repre´sentation re´gulie`re a` gauche. De plus, si on note Cλµ(q, t)
la multiplicite´ bigradue´e du caracte`re χλ dans le caracte`re bigradue´ de Mµ alors
: Cλµ(q, t) = Kλµ(q, 1/t)t
n(µ) ou` n(µ) =
∑k
i=1(i− 1)µi.
La Conjecture 3 implique clairement les Conjectures 1 et 2. Il est tout a`
fait remarquable que M. Haiman a re´cemment montre´, en utilisant la the´orie
des sche´mas de Hilbert que la conjecture n! implique la conjecture C = H˜. Une
partie de la conjecture MPK est le fait que les fonctionsKλµ sont des polynoˆmes,
ce qui n’est pas e´vident vu leur de´finition. Cette partie a e´te´ prouve´e re´cemment
dans plusieurs articles inde´pendants (cf. [8], [9], [11], [12], [15]).
De plus, M. Haiman a tre`s re´cemment obtenu une preuve de la conjecture
n!, impliquant ainsi la conjecture C = H˜. Cependant la recherche d’une preuve
combinatoire et l’obtention de bases explicites maintiennent a` ces questions un
inte´reˆt certain.
Quand µ = (1n) ou µ = (n), ∆µ est simplement le de´terminant de Vander-
monde en x et y respectivement. Dans ce cas, c’est un re´sultat classique (cf. [3])
que dimMµ = n! et on obtient de plus dans ce cas une base explicite simple pour
Mµ. Des preuves combinatoires de plusieurs cas particuliers se trouvent dans [1],
[5], [7], [14].
Dans ce travail, notre but est de proposer une nouvelle me´thode visant a`
de´montrer de fac¸on combinatoire la conjecture n! dans certains cas particuliers
et d’obtenir des bases “simples”. Nous cherchons a` construire une base explicite
pour Mµ, constitue´e de de´rive´es monomiales de ∆µ. Nous pre´sentons ici com-
ment nous sommes capables de le faire pour les e´querres, i.e. µ = (K + 1, 1L)
avec K + L + 1 = n. Dans la deuxie`me partie nous de´crivons la fac¸on de con-
struire cette famille et prouvons que son cardinal est bien n!. Dans la troisie`me
partie, nous de´montrons que notre famille engendreMµ. De plus, nous de´duisons
de cette preuve une base explicite et simple pour Iµ, l’ide´al annulateur de ∆µ.
Dans la quatrie`me partie nous montrons, et ce de fac¸on totalement nouvelle, que
les e´le´ments de notre famille sont line´airement inde´pendants. Dans la cinquie`me
et denie`re partie nous expliquons comment cette me´thode est e´galement effi-
cace pour le sous-espace de Mµ constitue´ des e´le´ments de degre´ en x nul. Nous
obtenons en fait un proce´de´ construisant directement une base pour cet espace.
Cet article est une version pre´liminaire de l’article [2]. En particulier, les
preuves ne sont ici qu’esquisse´es. Le but est ici de donner un expose´ des re´sultats
et des me´thodes de´veloppe´s dans cet article. Le de´tail complet des de´monstra-
tions se trouve dans [2].
2 Construction et e´numeration
Soit µ une partition de n dont le diagramme de Ferrers est une e´querre, i.e.
µ = (K + 1, 1L) avec K + L+ 1 = n.
2.1 Construction
Donnons-nous un axe. Un dessin associe´ a` µ est un ensemble de K colonnes
situe´es au-dessus de l’axe (appele´es colonnes-y) de hauteur K,K − 1, . . . , 1,
range´es en taille de´croissante de la gauche vers la droite, et de L colonnes,
e´ventuellement intercale´es, au-dessous de l’axe (appele´es colonnes-x) de pro-
fondeur L,L− 1, . . . , 1, range´es par profondeur de´croissante de la gauche vers la
droite.
Voici un exemple de dessin :
associe´ a` la partition:
Nous allons maintenant mettre des croix dans les cases des dessins. Comme
nous ne distinguerons pas deux dessins ayant le meˆme nombre de croix dans
chaque colonne, nous plac¸ons les croix pre`s de l’axe. Les re`gles pour placer des
croix dans un dessin sont les suivantes :
1. le nombre de croix dans les colonnes-x est quelconque (limite´ seulement par
la taille de la colonne) ;
2. le nombre de croix dans les colonnes-y de´pend des croix-x. Pour une colonne
n’ayant a` sa droite aucune colonne-x, le nombre de croix est arbitraire (limite´
seulement par la hauteur de la colonne). Dans l’autre cas, on regarde la
premie`re colonne-x a` droite de notre colonne-y qui est “unie” (i.e. qui ne
contient que des croix ou des cases blanches). Il y en a toujours une, au
moins celle de profondeur 1. Alors :
– si elle est toute blanche, on impose au moins une croix dans la colonne-y
;
– si elle est pleine de croix, on impose au moins un blanc dans la colonne-y.
Remarque 1. La famille de dessins que nous avons de´finie est invariante par
interversion des cases croise´es et des cases blanches. On appelle flip l’ope´rateur
correspondant (il est different du flip introduit par A. Garsia et M. Haiman dans
[7], que nous notons de´sormais Flip).
Donnons un exemple de dessin avec croix pour la meˆme partition que ci-
dessus :
On associe maintenant aux dessins (avec croix) des ope´rateurs de de´rivation.
On donne un indice aux places sur le dessin de la gauche vers la droite et de 1 a`
n− 1. Alors pour chaque croix-x en place i, on de´rive une fois par rapport a` xi,
et on proce`de meˆme pour les y. Par exemple pour le dernier dessin l’ope´rateur
de de´rivation associe´ est : ∂D = ∂y
2
1∂x2∂x4∂x
2
5∂y6.
2.2 E´numeration
Nous notons D l’ensemble des dessins de´finis au paragraphe pre´ce´dent et nous
allons commencer par ve´rifier que son cardinal est n!.
Comme le nombre de choix ne de´pend pas des croix-x mais seulement de
la forme du dessin et plus pre´cise´ment du nombre de colonnes-y a` droite de la
colonne-x de profondeur 1 (notons k1 ce nombre), nous pouvons e´crire que le
cardinal est :
∑
k1+k2=K
2.3 . . . (k1 + 1).(k1 + 1) . . . (k1 + k2).(L + 1)!
(
k2 + L− 1
k2
)
= L(L+ 1)K!
K∑
k2=0
(k2 + L− 1)!
k2!
(K + 1− k2)
= (L+ 1)!K!
K∑
k2=0
(
L− 1 + k2
L− 1
)(
K + 1− k2
1
)
= (L+ 1)!K!
(
K + L+ 1
L+ 1
)
= (K + L+ 1)!
3 Preuve que la famille engendre Mµ
Nous montrons ici que {∂D∆µ}D∈D engendre Mµ, et pour ce faire, nous com-
menc¸ons par e´tudier Iµ, l’ide´al annulateur de ∆µ.
3.1 E´tude de Iµ
Pour un polynoˆme P , nous e´crivons P ≡ 0 si P (∂)∆µ = 0, i.e. P ∈ Iµ. Nous
notons hk la k-ie`me fonction syme´trique homoge`ne comple`te. Notons aussi X
une partie de (x1, x2, . . . , xn), Y une partie de (y1, y2, . . . , yn), |X | et |Y | leurs
cardinaux. Posons e´galement X¯ =
∏
x∈X x et Y¯ =
∏
y∈Y y.
Il est aise´ de constater que :
1. pour tout 1 ≤ i ≤ n, xiyi ≡ 0;
2. X¯ ≡ 0 de`s que |X | > L;
3. Y¯ ≡ 0 de`s que |Y | > K;
4. pour tout polynoˆme P syme´trique homoge`ne non constant, P ≡ 0.
Graˆce a` ces observations, nous pouvons e´tablir les propositions suivantes :
Proposition 1. hk(Y ) ≡ 0 de`s que k > 0 et k + |Y | > n.
Proposition 2. Y¯ hk(Y
′) ≡ 0 de`s que k > 0, k + |Y | > K et Y ⊂ Y ′.
Proposition 3. hk(Y )hl(X) ≡ 0 de`s que k > 0, l > 0 et
– soit Y ⊂ X et k + l + |Y | > n,
– soit X ⊂ Y et k + l + |X | > n.
Toutes ces propositions se de´montrent a` partir des observations 1-2-3-4 par
de simples re´currences.
3.2 Application
Nous utilisons les propositions pre´ce´dentes pour montrer que toute de´rive´e mono-
miale de ∆µ est une combinaison line´aire des de´rive´es : {∂D∆µ}D∈D.
The´ore`me 1. {∂D∆µ}D∈D engendre Mµ.
Nous montrons en fait que toute de´rive´e monomiale qui n’est pas associe´ a`
un dessin de D peut s’e´crire comme combinaison line´aire de monoˆmes stricte-
ment plus petits pour l’ordre lexicographique sur x1, . . . , xn, y1, . . . , yn. Pratique-
ment, pour tout monoˆme que l’on souhaite e´liminer, les propositions pre´ce´dentes
d’e´crire un polynoˆme de Iµ dont le terme dominant pour l’ordre lexicographique
est le monoˆme en question.
3.3 Conclusion
Nous pouvons de´duire de ce qui pre´ce`de et du fait que notre famille est libre
(ce qui est l’objet du prochain paragraphe) que les polynoˆmes de´crits aux points
1-2-3-4 au de´but de l’e´tude de Iµ forment une base de celui-ci :
The´ore`me 2. Notons < G > l’ide´al engendre´ par un ensemble G, alors pour
µ = (K + 1, 1L), partition de n, nous avons :
Iµ =< hi(Xn), 1 ≤ i ≤ n; hi(Yn), 1 ≤ i ≤ n;
xiyi, 1 ≤ i ≤ n; X, |X | = L+ 1; Y, |Y | = K + 1 > .
4 Preuve de l’inde´pendance
4.1 Exposition et re´duction du proble`me
Nous voulons montrer que notre famille est line´airement inde´pendante.
Pour un dessin D nous notons S l’ensemble des cases croise´es et T celui des
cases blanches. Nous associons a` ces deux objets leurs ope´rateurs de de´rivation
∂S et ∂T , de fac¸on e´vidente. Nous notons de plus S l’ensemble des S pour D
dans D. Nous ve´rifions assez facilement que deux dessins distincts donnent des
S et des T diffe´rents. Nous sommes meˆme capables de reconstruire D a` partir
de S ou T .
The´ore`me 3. La famille {∂S .∆µ}S∈S est line´airement inde´pendante.
Pour ce faire, nous introduisons quelques de´finitions. Soient D = (S, T ) et
D1 = (S1, T1) deux dessins diffe´rents. Nous dirons que D1 est un fils de D si
∂T ◦∂S1 .∆µ ∈ Z
∗. Nous noterons T +S1 le re´sultat de la superposition place par
place des cases de T et de S1. En ite´rant la filiation, nous obtenons la notion de
descendant. Ceci e´tant pose´, on obtient facilement le :
Lemme 1. Pour prouver l’inde´pendance, il est suffisant de montrer qu’un dessin
ne peut eˆtre son propre descendant (i.e. il n’y a pas de “boucles”).
4.2 De´finition de la comple´tude
Soit D1 un dessin et D2 l’un de ses fils. Nous dirons qu’il y a comple´tude sur les
k premie`res places si les hauteurs des colonnes-y de T1+S2 lues de la gauche vers
la droite sont K,K − 1,K − 2, . . . et si on a la meˆme chose pour les colonnes-x.
Afin d’obtenir une caracte´risation plus quantitative de la comple´tude, nous
regardons les parties gauches des dessins (i.e. les k − 1 premie`res places). Nous
de´finissons d comme la diffe´rence entre le nombre de fois ou` une colonne-y de
D1 a e´te´ remplace´e par une colonne-x blanche dans D2 et le nombre de fois
ou` une colonne-x de D1 a e´te´ remplace´e dans D2 par une colonne-y blanche.
Nous de´finissons de meˆme d′ comme la diffe´rence entre le nombre de fois ou`
une colonne-y croise´e de D1 a e´te´ remplace´e par une colonne-x dans D2 et le
nombre de fois ou` une colonne-x croise´e de D1 a e´te´ remplace´e dans D2 par une
colonne-y. Notons que d et d′ sont relatifs a` k − 1.
Nous introduisons aussi les notations suivantes : b1 (resp. b2) repre´sente le
nombre de cases blanches en place k dansD1 (resp. D2) et c1 (resp. c2) le nombre
de croix. La caracte´risation peut alors s’e´noncer ainsi :
Caracte´risation. Si les k − 1 premie`res places sont comple`tes, la k-ie`me l’est
si l’une des conditions suivantes est ve´rifie´e :
1. en place k dans D1 et D2 il y a une colonne-y et b2 = b1 + d et c2 = c1 + d
′
(l’une des deux e´galite´s impliquant facilement l’autre) ;
2. en place k, il y a une colonne-x croise´e dans D1 (i.e. b1 = 0) et une colonne-y
dans D2, et b2 = d ;
3. en place k, il y a une colonne-y dans D1 et une colonne-x blanche dans D2
(c2 = 0), et c1 = −d
′.
Pour des raisons de syme´trie, nous nous sommes restreint au cas ou` nous
avons une colonne-y dans T1 + S2. Cette caracte´risation se prouve aise´ment en
e´tudiant chacun des cas pouvant se produire.
4.3 Application
Une fois ce cadre pose´, nous pouvons avancer dans la preuve du The´ore`me 3.
Nous voulons montrer qu’un dessin D est diffe´rent de tous ses descendants. Nous
pouvons nous restreindre aux descendants qui ont la meˆme forme que lui, i.e.
les colonnes-y aux meˆmes places. Soit D′ un tel descendant. Nous de´montrons
alors les lemmes suivants :
Lemme 2. Si nous avons comple´tude sur les k premie`res places le long de la
chaˆıne entre D et D′, alors la somme des d le long de la chaˆıne vaut ze´ro, de
meˆme que la somme des d′ (d et d′ relatifs aux k premie`res places).
Ce lemme nous permet alors de de´montrer le :
Lemme 3. Si nous avons comple´tude sur les k premie`res places entre D et D′,
alors ces deux dessins sont identiques sur ces k places.
On en de´duit alors ce dernier lemme :
Lemme 4. S’il n’y a pas comple´tude totale entre D et D′, alors D 6= D′, ce qui
implique le The´ore`me 3.
Il suffit donc de montrer qu’il ne peut y avoir totale comple´tude entre D et
D′. C’est l’objet du paragraphe suivant.
4.4 Fin de la preuve
Nous montrons en fait qu’a` chaque ge´ne´ration, il n’y a pas comple´tude.
Notons encore D1 = (S1, T1) et D2 = (S2, T2) deux dessins, pe`re et fils.
Si D1 et D2 ont la meˆme forme, le re´sultat est e´vident. Nous supposons
donc que D1 et D2 sont de formes diffe´rentes et raisonnons par l’absurde en
supposant qu’il y a comple´tude. En regardant la place la plus a` gauche ou` la
forme change, on se rame`ne a` un changement de forme en place 1. Les seuls cas
ou` la non-comple´tude n’est pas e´vidente sont les cas suivants (remarquer qu’ici
d = d′ = 0) :
cas 1
cas 2
cas 3
cas 4
Remarque 2.D2 est un fils de D1 si et seulement si flip(D1) est un fils de flip(D2).
Ceci nous permet de nous restreindre aux cas 2 et 4.
Nous montrons alors que dans ces deux cas il n’y a pas comple´tude, et ce
en utilisant les re`gles de construction des dessins. Ceci ache`ve la preuve du
The´ore`me 3.
5 E´le´ments de degre´ en x nul
Dans cette partie nous pre´sentons comment les objets introduits dans le cas des
e´querres permettent de trouver facilement une base monomiale du sous-espace
de Mµ de degre´ en x nul que nous notons M
0
µ. Il est de´montre´ dans [3] et [7]
que la dimension de cet espace est n!/µ!. La base que nous obtenons est lie´e a`
une famille introduite dans [3] mais ici non seulement la construction est directe
mais en plus on applique les de´rive´es monomiales a` ∆µ lui-meˆme.
Soit µ une partition quelconque de n. Ici un dessin est constitue´ de n − 1
barres. L’ensemble des couples (profondeur,hauteur) des barres correspondent a`
l’ensemble des biexposants de µ. Les re`gles pour placer les barres et les croix
dans celles-ci sont les suivantes :
1. les barres ayant le meˆme nombre de cases-x sont range´es par hauteur de´crois-
sante ;
2. il y a des croix dans chaque case-x ;
3. si une barre est place´e a` gauche d’une barre ayant plus de cases-x et q cases-y,
alors la premie`re doit avoir au moins q + 1 cases-y blanches.
Voici un exemple de dessin :
associe´ a` la partition :
A` un dessin D nous associons S (resp. T ) l’ensemble des cases croise´es (resp.
blanches). Nous notons ∂S l’ope´rateur de de´rivation associe´ a` S etMT le monoˆme
associe´ a` T (pour chaque case-y en place i, nous comptons un xi et nous faisons
le produit sur toutes ses cases). Nous notons enfin S l’ensemble des S ainsi
construits.
The´ore`me 4. La famille {∂S∆µ}S∈S est une base pour M
0
µ.
Pour cela, nous ve´rifions que le cardinal de S est n!/µ!, nous prouvons que
le monoˆme dominant de ∂S∆µ pour l’ordre lexicographique est MT et nous
concluons en ve´rifiant que tous les T sont distincts.
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