The frozen-perigee behavior of elliptic orbits at the critical inclination is usually displayed after an averaging procedure. However, this singularity in Artificial Satellite Theory manifests also in the presence of short-period effects. Indeed, a closed form expression relating orbital inclination and the ratio anomalistic draconitic frequencies is derived for the main problem, which demonstrates that the critical inclination results from commensurability between the periods with which the radial and polar variables evolve in the instantaneous plane of motion. This relation also shows that the critical inclination value is slightly modified by the degree of oblateness of the attracting body, as well as by the orbit's size and shape.
Introduction
The critical inclination problem of Artificial Satellite Theory (AST), a particular orbital inclination that "freezes" the perigee of elliptic orbits, has been qualified as "the most celebrated problem in AST" (Jupp, 1988) . This special inclination of 63.4 degrees (resp. 116.6 deg.) becomes apparent from the simple derivation of Lagrange planetary equations when the disturbing function of the main problem of AST, which is obtained after neglecting all harmonic coefficients in the geopotential except for the second order zonal harmonic coefficient (J 2 ), is averaged over the mean anomaly. Thus, for instance, referring to the thorough derivations in Sec. 10.6 of Battin's celebrated book Battin (1999) , it is simple to show that the semi-major axis, eccentricity and inclination remain constant on average, and that there exists a constraint between these constant parameters and the mean frequencies of the motion. In particular, the mean orbital inclination can be explicitly written as a function of the ratio of the mean rate of rotation of the line of apsides to the orbital mean motion.
It must be noted that the classical approach in Battin's book limits to the constant term of the expansion of the main problem disturbing function as a Fourier series in the mean anomaly, in this way missing important effects of the second order of J 2 . Indeed, for a given mean semi-major axis, second order effects of J 2 reduce the number of elliptic frozen orbits at the critical inclination to just four isolated solutions with arguments of the perigee 0, π/2, π, and 3π/2, respectively, two of which are stable and the other two unstable (Hagihara, 1961; Kozai, 1961) . Besides, other second order effects of the artificial satellite problem may introduce qualitative and quantitative changes in the phase portrait of orbits at the critical inclination, as, for instance, when the number of zonal harmonics included in the truncation of the gepotential is modified (Jupp, 1975; Coffey et al., 1994) , or when other effects as lunisolar perturbations are included in the model (Hough, 1981) . Also, in some cases the effects of higher order harmonics may be comparable to those of J 2 , as happens for the selenopotential or the gravitational field of Venus. In these cases the disturbing effects of J 2 are not dominant, and critical inclinations, as well as the general orbit behavior, must be obviously discussed in the presence of all the first order effects (Lara et al., 2009; Lara, 2011; Liu et al., 2011) . In the present research the main problem of AST is the unique model under consideration and, consequently, the conclusions are limited to those cases in which the model applies. The subject of critical inclinations in different astrodynamical or astronomical contexts is not discussed here, and interested readers may consult the updated collection of references provided in the Introduction of (Rahoma et al., 2014) .
Aerospace engineers very soon found practical applications for satellite missions at the critical inclination, like the well-known Molniya or Tundra orbits (see Stone and Brodsky, 1988; Ulybyshev, 2009; Barker and Stoen, 2001; Zhu et al., 2014 , for instance). But useful orbits at the critical inclination are not limited to the case of highly eccentric orbits, and the critical inclination has been recently identified as a suitable choice for deploying cluster missions requiring bounded satellite motion (Lara and Gurfil, 2012) .
From a mathematical perspective, the critical inclination problem is commonly presented as a singularity in the solution of the motion of a massless par-ticle in the gravitational field of an oblate body. This singularity is caused by the appearance of small divisors in the analytic integration of the secular terms of a perturbation theory developed by averaging (see Sec. 12 of Chap. 17 of Brouwer and Clemence, 1961 , for instance). Eventually, some controversy arose on wether the singularity found at the critical inclination was just virtual or not, which was prolonged for some time (Brouwer, 1963; Jupp, 1988) . Thus, on the one hand, the problem of small divisors is related with the occurrence of mean motion resonances between different frequencies of the motion; this connection is fairly clear in the case of orbital or tesseral resonances (Garfinkel, 1982; Ferraz-Mello, 1988) , but the frequencies involved in the resonance event at the critical inclination were not so apparent from Brouwer's action-angles approach to the analytic integration of the main problem. On the other hand, practitioners had not found the expected increase in the coordinates perturbations of orbits close to the critical inclination at those times (Lubowe, 1969) . But the critical inclination singularity is, undoubtedly, essential. Indeed, following the lines of global geometric solutions proposed by Deprit (1983 Deprit ( , 1984 , it was demonstrated by Cushman ( , 1984 and Coffey et al. (1986) , with later amendments by Ferrer et al. (2007) , that the critical inclination phenomenon is produced by a change in the stability of circular orbits in a bifurcation event, a result which is in agreement with the behavior that had been anticipated by Izsak (1962) .
Remark that the troubles in integrating orbits at, or close to, the critical inclination happen only in the analytical approach, whereas there are no difficulties in the numerical or semi-analytical integration of orbits at the critical inclination. Furthermore, the small denominators problem is avoided in practical implementations of Brouwer's-type analytical integration by using special ways of handling the critical terms, cf. Section 7 of (Coffey et al., 1996) or appendix A.F. of (Hoots et al., 2004) . Even these days, analogous methods are proposed to cope with virtual singularities, like the cases of small eccentricities or inclinations, and the critical inclination (Xu and Xu, 2013) .
Most mentioned research efforts base on averaging procedures, a fact that may prompt the belief that the critical inclination singularity only discloses in the treatment of the secular terms of the gravitational potential. However, the bifurcation event is found to become apparent too in the direct numerical integration of the main problem including both short-and long-period effects (Broucke, 1994) . Furthermore, the occurrence of critical inclinations in the analytical integration of spherical-variables intermediaries of the main problem is also wellknown (Sterne, 1958; Garfinkel, 1958; Aksnes, 1965) . For the latter, the critical inclination was clearly identified with a 1 to 1 commensurability between the satellite's draconitic (from ascending node to ascending node) and anomalistic (from perigee to perigee) periods, in this way providing a clear physical explanation of the resonance phenomenon. Namely, at resonance the sub-satellite point always reaches a given latitude in the same time interval (some multiple of the nodal period), and each time this happens the satellite's altitude over the surface of the earth is exactly the same. Therefore, because of the axial symmetry of the main problem potential, the satellite undergoes an identical gravitational pull after a constant period.
Typpical intermediary orbits of the main problem can be integrated in closed form, but at the expense of using elliptic integrals (Sterne, 1958; Garfinkel, 1958; Aksnes, 1965; Cid and Lahulla, 1969) . Therefore, critical inclinations are only uncovered after a series expansion of corresponding closed form solutions. On the contrary, Deprit's radial intermediary (Deprit, 1981 ) accepts a closed form solution which is free from elliptic integrals. This solution is used here to show that orbit inclination can be written explicitly as a function of the frequencies of the motion without need of resorting to averaging or series expansions. In this way, it is possible to demonstrate that resonances between the periods with which the polar and the radial variables evolve in the instantaneous orbital plane are parametrized by inclination. Besides, for the small values of J 2 which are characteristic of AST, it is shown that the 1 to 1 resonance is the unique deep resonance that can be guaranteed to exist. Finally, the existence of other critical inclinations is illustrated, which may happen only if much higher values of J 2 are considered.
The paper is organized as follows. First, basic facts of the mean elements approach to the critical inclination resonance, limited to the first order of J 2 , are summarized. Based on Battin's exposition, it is shown that inclination resonances may exist depending on the mean rate of rotation of the line of apsides. Then, after disclosing the relevance of using polar-nodal variables in the description of this type of resonance, the solution of Deprit's radial intermediary is reworked, but only for the trajectory in the instantaneous plane of motion. This extremely simple solution is finally used to find the closed form relation between inclination and the frequencies of the orbital motion in non-averaged, polar variables.
Mean Elements Approach to the Critical Inclination
Artificial satellite theory studies the motion of a massless particle in the presence of the gravitational potential. For earth-like bodies, the second order zonal harmonic coefficient (J 2 ) dominates all other harmonic coefficients, and hence the truncation of the expansion of the gravitational potential by neglecting all harmonic coefficients except J 2 is customarily called the main problem of AST (Brouwer and Clemence, 1961) .
In Hamiltonian form, the main problem Hamiltonian is written
where the gravitational parameter µ, the scaling factor α (the equatorial radius of the earth), and the oblateness coefficient J 2 are physical parameters that define the gravity field, (x, y, z) are Cartesian coordinates, (X, Y, Z) their conjugate momenta, respectively, which coincide with the Cartesian coordinates of the velocity in an inertial frame, r = x 2 + y 2 + z 2 is the distance from the origin of coordinates, sin ϕ = z/r, and P 2 is the Legendre polynomial of degree 2. In AST the oblateness coefficient is a "small parameter" which for the earth is of the order of one thousandth.
The main problem is known to be non-integrable (Danby, 1968; Irigoyen and Simo, 1993; Celletti and Negrini, 1995) , but a lot of information on the dynamics can be obtained under simplifying assumptions. The classical approach is based on expanding the disturbing function as a Fourier series on the mean anomaly, and retaining only the constant term (cf. Sec. 10.6 of Battin, 1999) . Then, the mean effects on the orbital elements are integrated with the method of variations of parameters. In this way it is easily seen that the Lagrange planetary equation for the semi-major axis a, eccentricity e, and inclination i vanish, whereas the variations of the other (mean) orbital elements can be integrated by quadrature.
In particular, from Eq. (10.95) in Sec. 10.6 of Battin's book (Battin, 1999) we find
where n ω is the mean rate of rotation of the line of apsides, n is the mean motion,
and
is the parameter of the conic or semilatus rectum. Equation (2) shows the existence of a critical inclination i c such that cos 2 i c = 1/5, at which n ω = 0 and hence the line of apsides remains "frozen" on average. Otherwise the perigee regresses or advances depending on the sign of the coefficient (5 cos 2 i − 1) in Eq. (2). Alternatively, Eq. (2) can be solved for the inclination, giving
which shows that orbital inclination can be written explicitly as a function of the ratio of the mean rate of rotation of the line of apsides to the orbital mean motion. Specifically, Eq. (5) shows that resonances between the mean rate of rotation of the perigee and the mean motion are very shallow for the artificial satellite problem, and hence are not of concern in AST. Indeed, for low earth orbits σ ∼ J 2 = O(10 −3 ) and the resonance condition will occur only after hundreds of satellite orbits in the more favorable cases, as illustrated in Fig. 1 . Still, in spite of the clear physical interpretation of frozen-perigee orbits as resonant orbits, if the orbital element set chosen for representing the mean elements solution includes the argument of the perigee among its variables 2 then the critical inclination does not manifest as the usual resonance between different frequencies of the motion. However, it is readily seen that the orbital frequencies that are involved in inclination resonances are clearly apparent by simply recalling that
where, θ is the argument of latitude and f the true anomaly. Indeed, in view of the average rates with which the true and mean anomaly evolve are the same, Eq. (5) can be rewritten as
where n θ is the mean rate of rotation of the argument of the latitude and n f is the mean rate of rotation of the true anomaly. Then, the diagram of Fig. 1 is rendered again but now from Eq. Hence, the simple replacement provided by Eq. (6) suggests that the set of polar-nodal variables is a suitable orbital elements representation for illustrating the inclination resonance phenomenon.
Inclination Resonances without Averaging
Because of the axial symmetry of the disturbing function (the term factored by the small parameter J 2 ), the main problem Hamiltonian is only of two degrees of freedom, a fact that becomes evident when formulating Eq. (1) in the set of polar-nodal variables (r, θ, ν, R, Θ, N), which stand for the radius from the earth's center of mass, the argument of latitude, the Right Ascension of the ascending node, the radial velocity, the modulus of the angular momentum vector, and the polar component of the angular momentum vector, respectively. Then, Eq. (1) is written
where, in the polar-nodal set of canonical variables, the orbit inclination is obtained from cos i = N/Θ. The fact that ν is cyclic in Eq. (8) reflects the axial symmetry accepted by the main problem. Indeed, its conjugate momentum N is an integral, and, therefore, the reduced flow in the instantaneous plane of motion
which is of two degrees of freedom, decouples from the rotation of the node
which can be integrated by quadrature after solving the differential system in polar variables given in Eq. (9). In spite of the reduced problem remains non-integrable, since it is only of two degrees of freedom the computation of Poincaré surfaces of section and periodic orbits may be used to get insight in the dynamics of Eq. (9) (Danby, 1968; Broucke, 1994) . Alternatively, the desired information on the dynamics may be obtained by computing approximated solutions to the flow.
The Radial Intermediary
The use of a variety of integrable approximations of the main problem, the socalled intermediaries, have been proposed in the literature for approximating the main problem dynamics. In particular, this work deals exclusively with Deprit's natural, radial intermediary
where Q ≡ Q(Θ, N) is a constant function given by
and σ was defined in Eq. (3) where, now, the semilatus rectum
is expressed in polar-nodal variables. Equation (11) is obtained after applying the elimination of the parallax transformation to Eq. (8). Up to the first order of J 2 , it converts the main problem into a quasi-Keplerian, integrable problem (Deprit, 1981) . For the reader's convenience, the contact transformation that converts the main problem Hamiltonian into Deprit's radial intermediary in Eq. (11) is provided in the appendix. Note that the expressions provided in the appendix are simpler than those given in Deprit's original paper. Indeed, in view of the recent claims that the elimination of the parallax transformation is naturally conceived, as well as more easily accomplished, when working in the setting provided by Delaunay variables (Lara et al., 2014b,a) , the use of the C and S parallactic functions, which are essential in the Deprit's construction of the algorithm in polar-nodal varaibles, does not add any value to this canonical transformation. Besides, the expressions provided in the appendix are better tuned for fast evaluation which may be an essential prerequisite in practical applications (Gurfil and Lara, 2014) .
A brief outline of the conventional integration of the Hamiltonian flow of Eq. (11) is given in (Deprit, 1981) , where the alternative integration by means of a torsion transformation is also provided with much more detail. The latter being a transformation in implicit variables, Deprit reconstructed the torsion as an explicit transformation by means of a Lie transform which, up to the first order of J 2 , shows that the torsion in the orbital plane becomes the identity mapping at the critical inclination. Here we take a different approach in which, without need of resorting to series expansions, the trajectory solution in polar variables is used to demonstrate that orbit inclination can be expressed as a function of the ratio between the draconitic and anomalistic periods or frequencies. This closed form relation is then used to compute the (critical) inclination at which both periods get the same value, therefore meeting the frozen orbit condition.
Trajectory in the Instantaneous Plane of Motion
Because the argument of the latitude is cyclic in Eq. (11) the modulus of the angular momentum is constant, and, consequently, the orbital plane evolves with constant inclination in the transformed phase space. Then, the one degree of freedom problem in (r, R) decouples from the motion of θ and ν. The reduced problem is easily integrated by noting that, from Hamilton equations,
Then, for any manifold H = h, Eq. (14) is replaced into Eq. (11) leading to
Equation (15) is in separate variables and the independent variable is easily integrated by quadrature using the standard change of variable from the radius to the eccentric anomaly. Besides,
where P ≡ P(Θ, N) is a constant function given by
Therefore, the equation of the trajectory in the instantaneous plane of motion is obtained combining Eqs. (16) and (15) 
which is also in separate variables and hence can be integrated by quadrature to give
where r m is the minimum value of the radial distance. The trajectory in the orbital plane given in Eq. (19) is solved by the standard change of variable from the radius to the true anomaly f . Indeed, making
where
and taking into account that r = r m ⇒ f = 0 , one trivially gets
Hence, using Eqs. (20), (22), and (13), the trajectory in the orbital plane is expressed as
Critical inclinations
By differentiation of Eq. (22) n r n θ = Q P .
where n θ = dθ/dt is the draconitic frequency, that is n θ = 2π/T θ where T θ is the time elapsed between two consecutive passages of the satellite through the ascending node, and n r = d f /dt is the anomalistic frequency, that is n r = 2π/T r where T r is the time elapsed between two consecutive satellite's transits through the perigee. In general, P and Q will be incommensurable numbers and the trajectory in the orbital plane given by Eq. (23) will be a rosette with an infinite number of perigees. However, the frequencies n θ and n r will become commensurable for those values of Θ and N that convert Eq. (24) into a rational number k ≡ k(Θ, N). When this happens the rosette becomes a periodic orbit which closes after θ has walked a number P of cycles -as illustrated in Fig. 3 for, from top to bottom, Q/P = 4/5, 1, and 14/13 (e = 0.8, Q 2 = µ, θ 0 = 3π/4). If Q/P in the right hand of Eq. (24) is now replaced by the division of Eq. (12) by Eq. (17), it results
from which orbit inclination can be written explicitly as a function of the frequencies of the reduced problem. Namely, Leaving aside the case of almost rectilinear orbits, following results limit to non-impact orbits, from which p ≥ α. In these cases σ is small, and arbitrary rational values (n r /n θ ) = k will not result, in general, in real inclinations producing periodicity in the instantaneous plane of motion. Therefore, one must carefully explore the range of rational values of k which are allowed in Eq. (26).
Expansion of Eq. (26) in power series of σ gives
(27) which clearly shows that k 2 = 1, corresponding to the 1 to 1 resonance between the draconitic and anomalistic periods, is the only value of k that cancels the coefficient of σ −1 -the first term in the right side of Eq. (27). Therefore, the closed form expression in Eq. (26) is simplified for the 1 to 1 resonance to
which shows the dependence of the critical inclination on σ and, through it, on both the J 2 value and the modulus of the angular momentum, cf. Eqs. (3) and (13). The limit σ → 0 results in the well-known value of the critical inclination cos 2 i c = 1/5. For the earth, in which case J 2 = O(10 −3 ), it is found that this critical inclination value is accurate to the order of J 2 2 . Indeed,
where (1/750) ∼ J 2 , and J 2 ∼ σ for low earth orbits. Besides, because θ = ω+ f , Eq. (22) trivially shows that in the 1 to 1 resonance the perigee becomes fixed (or "frozen") at ω = θ 0 . The degeneracy of the solution (all orbits become frozen at the critical inclination) is a result of the integrability of the Hamiltonian truncation to the first order of J 2 in Eq. (11). However, as it is well-known, second order effects of J 2 break this degeneracy to leave only a discrete number of frozen orbits (see Coffey et al., 1986, and references therein) .
Other possible resonances would also require k 2 ≈ 1 to compensate the smallness of σ in the first summand of Eq. (27) so that the condition 0 ≤ cos 2 i ≤ 1 can be fullfiled. Because this only might happen for higher order resonances k ∼ 1 + O(σ), corresponding inclinations, if they exist, will not cause any smalldivisor type complication in a perturbation theory, and hence are not of major concern in AST.
Conversely, assumed that higher values of J 2 may exist, other critical inclinations can be found. Thus, for instance, for σ = 0.1 (J 2 ∼ O(0.1)) the resonances n r /n θ = 19/25, 4/5, 1/1, and 14/13, will result in critical inclinations at 3. 75, 23.66, 63.43, and 86.34 deg, respectively, as obtained from Eq. (26) . This is illustrated in Fig. 4 , where the ratio n r /n θ , as given in Eq. (25), is displayed as function of σ for different inclinations. Ordinates n r /n θ = 0.76, 0.8, 1, and 1.077 correspond to the previously mentioned resonances for the abscissa σ = 0.1. Remark that none of the inclination lines in Fig. 4 is a straight line, not even the line of 63.44 deg. 
Conclusions
The mapping between orbital inclination and the ratio draconitic anomalistic frequencies of the main problem of AST can be made explicit in both directions in closed form without need of relying on averaging procedures. This fact lets look at the small divisors problem arising in the vicinity of the critical inclination as the familiar problem of resonances between the different frequencies of the motion, which in this particular case happen between the rates of variation of both polar motion variables. For those inclinations leading to resonance the orbit in the instantaneous plane of motion turns into a closed rosette. In the particular case of the 1 to 1 resonance the trajectory in the orbital plane becomes a mere ellipse which, therefore, has the perigee frozen in spite of its non-Keplerian character.
Analogously to the case of tesseral resonances, for which resonant motion is parametrized by semi-major axis, resonant satellite motion in axial-symmetric force fields is parametrized by inclination. For the latter, the only relevant resonance in artificial satellite theory is the 1 to 1 resonance. In the case of the earth, this resonance happens at the well-known value of the critical inclination, which is accurate up to second-order effects of J 2 . However, there are no mathematical objections for other critical inclinations of the main problem to occur assumed that the J 2 coefficient may take much higher values than those of earth-like bodies. and s ≡ sin i , c ≡ cos i = N/Θ . Note that, instead of taking the original transformation equations from (Deprit, 1981 ) (see p. 133), we borrowed the transformation equations from (Gurfil and Lara, 2014) because of their simplicity: they only require the evaluation of sine and cosine functions of argument 2θ, whereas trigonometric functions of θ, 2θ and 3θ need to be evaluated when using the transformation equations in the original form given by Deprit. These simpler expressions were rendered after realizing that the so-called parallactic functions C and S , two invariants of the Keplerian motion pertaining to the kernel of the Lie derivative in the algebra of functions in which the original elimination of the parallax is based, are not necessary for carrying out the elimination of the parallax. Indeed, straightforward derivations demonstrate the higher efficiency of the elimination of the parallax when approached in Delaunay variables (Lara et al., 2014b,a) . Then, after computing the elimination of the parallax in the Delaunay chart, the generating function of this Hamiltonian simplification (Deprit and Ferrer, 1989 ) is easily reformulated in the more convenient set of polar-nodal variables by means of standard relations, from which the transformation equations (A.1)-(A.6) are readily obtained.
