d be an open set and L = −∇·A∇ be an elliptic differential operator in divergence form subject to mixed boundary conditions. We show that L possesses the Kato square root property, i. e. the domain of L In particular, we allow O to be an unbounded set and we don't rely on any thickness condition for O itself.
Introduction and main results
Let −∇ · A∇ be an elliptic differential operator in divergence form with bounded complex coefficients A on an open set O, subject to Dirichlet boundary conditions on some subset D of the boundary ∂O and natural boundary conditions on ∂O \ D in the sense of the form method, and let L be its (maximal accretive) realization on L 2 (O). In contrast to the smooth case, the domain of L can not be identified with a space of -in some sense -twice differentiable functions. However, the Kato square root property for L is an anchor in the regularity theory for L: It states that the domain of its (uniquely determined) maximal accretive square root can be identified with a subspace of the first order Sobolev space H 1 (O).
The first milestone in the investigation of Kato's square root problem was the well-celebrated article by Auscher, Hofmann, Lacey, M c Intosh, and Tchamitchian [3] in 2002 in which the authors confirmed Kato's conjecture to the affirmative in the case of O = R d . A first step towards domains was made in [2] in 2003. In 2006, Axelsson, Keith, and M c Intosh proposed a first-order approach to the Kato square root problem [5] , also in the whole space case, whose technique they elaborated to show results on domains in a Lipschitz setting [4] . This approach was refined by Egert, Haller-Dintelmann, and Tolksdorf in [8] and [9] to a geometric setting beyond the Lipschitz class. More precisely, they consider bounded, dregular domains Ω with a partially vanishing trace condition on a (d − 1)-regular portion D ⊆ ∂Ω of the boundary. Only on ∂Ω \ D they demand bi-Lipschitz charts.
In this work, we show that one can drop the thickness condition for the domain posed by Egert, Haller-Dintelmann, and Tolksdorf. To do so, we use an a-posteriori argument on their result which heavily relies on the observation that their result actually works for open sets and not only domains. Furthermore, due to improved interpolation results we can eliminate the boundedness assumption for the underlying open set. In this case, we have to strengthen the Lipschitz condition around the Neumann part to a uniform Lipschitz condition. 
In the case of pure Dirichlet boundary conditions, i. e. D = ∂O, there is a recent result by Bailey and Ouhabaz [6] which even allows to omit the (d − 1)-regularity assumption for the boundary. However, they have to impose a pointwise ellipticity assumption that is strictly stronger than requiring Gårding's inequality.
Acknowledgment.
The authors would like to thank Patrick Tolksdorf for inspiring discussions on the topic, and Moritz Egert for a good conversation on ellipticity in the case of complex coefficients. The first named author wants to thank the Studienstiftung des deutschen Volkes for financial and academic support. 
and there exists a number M > 0 that bounds the bi-Lipschitz constants of all Φ x . BiLipschitz constant refers to the maximum of the Lipschitz constants of Φ x and Φ −1
x . Remark 2.2. If F is compact, then the uniform Lipschitz condition is equivalent to requiring existence of bi-Lipschitz maps Φ x with (1) for every x ∈ F , see [ (ii) The restriction to balls of radius 1 is arbitrary and this definition is equivalent to one with balls of some arbitrary but fixed maximum radius r 0 ∈ (0, ∞), see [7, Lemma A.4] . [1, 16] . We will denote the space of smooth, and compactly supported functions on 
where equivalently we could have taken all derivatives up to order k into account, see
Next, we introduce Bessel potential spaces with partially vanishing boundary trace. To this end, let D ⊆ R d and introduce the space [14] there is a bounded projection
2 ) whose range coincides with the closure of 
2.3. Functional calculus for sectorial operators. In this section we consider the functional calculus for sectorial operators. The reader who is not familiar with this theory may have a look into the monograph [11] . Throughout, we denote by M(U ) and H ∞ (U ) the meromorphic and bounded holomorphic functions on some open set U ⊆ C, respectively. We denote by z the identity mapping z → z on some subset of the complex numbers which will be clear from the context.
is the open symmetric sector about the positive real axis with opening angle 2ϕ. We complement this definition with S 0 := (0, ∞) for the degenerate case of opening angle 0. Definition 2.8. Let L be a closed operator on some (non-trivial) Banach space X and let
We introduce the subalgebra
of holomorphic functions of polynomial decay in 0 and ∞. For this algebra and for a sectorial operator L of angle ω ∈ [0, π) we define a functional calculus similar to the classical construction by Dunford and Riesz. Let ϕ ∈ (ω, 2π] and fix ν ∈ (ω, ϕ). Then we define for f ∈ H ∞ 0 (S ϕ ) the bounded operator
where γ is a positively oriented parametrization of ∂S ν . This construction yields an algebra homomorphism H ∞ 0 (S ϕ ) → L(X ). The canonical extension to the subalgebra
is well-defined and again an algebra homomorphism. By a regularization procedure we extend this algebra homomorphism to an unbounded functional calculus within M(S ϕ ). Define the algebra
there exists e ∈ E : e(L) injective and ef ∈ E .
Then we can define the closed operator
where the definition does not depend on the choice of the regularizer e. The following proposition summarizes some important properties of the so-defined functional calculus, see
Proposition 2.9 (The Fundamental Theorem of the Functional Calculus). Let L be a sectorial operator of angle 0 ≤ ω < π on a Banach space X and let
) and one has equality in the above
In this case (ii) Part c) is a reasonable generalization of the notion of an algebra homomorphism into L(X ) in the context of closed operators.
With the regularizer e = (1 + z) −1 we may in particular define the square root L The following will be crucial in our attempt to decompose the functional calculus of L.
Let Y be another Banach space continuously embedded into X and L is again a sectorial operator on X of angle 0
2.4. Assumptions on the geometry and the elliptic operator. With the notions from above we introduce assumptions on the geometry of the underlying open set O, the function spaces with mixed boundary conditions considered on O, and the elliptic operator L defined on them. The assumptions are decomposed in a way that reflects the interaction of the works [7] [8] [9] on which we rely. We start with the assumptions on the geometry.
Assumption 2.12. a) The set O ⊆ R d is open, d-regular and its boundary ∂O is
For some open set O ⊆ R d and D ⊆ O which will later be chosen to also satisfy the previous assumption, we rely on the following properties for the associated Sobolev space incorporating mixed boundary conditions.
Assumption 2.13. There exists a bounded extension operator
Remark 2.14. Assumption 2.13 turns out to be a functional analytic version of the geometric restrictions posed in Assumption 2.12, and in fact we will see that Assumption 2.12 implies Assumption 2.13.
Finally, we consider an elliptic operator in divergence form satisfying the following
Assumption 2.15. The function A : O → C d×d is bounded. We associate to A the sesquilinear form
and require that there exists Λ > 0 such that the form a satisfies the Gårding inequality
Remark 2.16. The ellipticity in form of Gårding's inequality is strictly weaker than requiring pointwise ellipticity in the sense that
holds for almost all x ∈ O. Indeed, consider
but partial integration shows that the form induced by A(x)
is the same as for the Laplacian and is thus elliptic in Gårding's sense.
Pointwise ellipticity is often necessary to extend coefficients to a larger open set. We will not have this problem because our boundary conditions allow us to decompose an element of the form domain of the extended operator into a function that lies in the old form domain and a function whose support is only contained in the complement of O.
2.5.
Results on the Kato square root problem and interpolation with mixed boundary conditions. The line of argumentation in the approach of Axelsson, Keith, and M c Intosh and its adaptation to open sets and with mixed boundary conditions in [9] is as follows: Using the theory of the H ∞ -functional calculus, the Kato problem for a general elliptic operator in divergence form is reduced to an optimal elliptic regularity property for the Laplacian with the same form domain. This property then has to be verified. In [8] , this is done using an extrapolation theorem for the complex interpolation method due tȏ Sneȋberg [15] and interpolation theory for Sobolev spaces with mixed boundary conditions also provided in [8] . Using the interpolation result by Egert and the first named author [7] , the very same arguments as in [8, Sec. 8] yield the optimal regularity property for the Laplacian under the more general geometric assumptions posed in [7] .
Proposition 2.17 ([9, Reduction Theorem]). Let Assumptions 2.12 a), 2.13, and 2.15 be satisfied and let ∆ D be the weak Laplacian with form domain H

1,2 D (O). If for some α as in Assumption 2.13
with continuous inclusion, then L has the square root property
D (O)). Remark 2.18.
(i) A careful inspection of [9] reveals that the terms open set and domain are used interchangeably in this work.
(ii) With V = H Next, we cite the interpolation result [7, Thm. 1.4] . This result immediately verifies the second part of Assumption 2.13 for any α ∈ (0, 1/2).
Proposition 2.19 (Real interpolation). Let Assumption 2.12 be satisfied and let s ∈ (0, 1).
Then up to equivalent norms it follows that
Remark 2.20. Note that in the situation of Hilbert spaces ( · , 2)-real and complex interpolation spaces coincide [13, Corollary C.4.2] . Therefore, we can stick to the real interpolation theory for Sobolev spaces with mixed boundary conditions, which has less assumptions in terms of geometry, and nevertheless use the extrapolation result bySneȋberg which relies on complex interpolation scales. 
Remark 2.25.
(i) Note that in contrast to [8, Thm. 4 .1] we have already established two significant relaxations: First, O doesn't need to be connected (which was already proven there but not explicitly stated). Second, O isn't supposed to be bounded anymore.
(ii) Under the presence of a Poincaré inequality it is possible to show Theorem 2.24 with a homogeneous norm estimate, see [8, Lemma 4.3] . However, since we allow unbounded sets, we won't have a Poincaré inequality available in general and therefore won't elaborate on this topic.
Proof of the main results
In this section we proof our main results Theorem 1.1 and Theorem 1. We will show in Section 3.1 that the decomposition
induces a corresponding decomposition of the functional calculus of L. This will be the key to conclude our first main theorem.
To show Theorem 1.2, we will embed O (in our usual sense of decompositions of open sets) into a d-regular open set, thereby preserving the geometric quality of O and the boundary conditions. We will also extend L to this larger set in a trivial way. This allows us to apply Theorem 2.24. Together with Theorem 1.1 we then conclude Theorem 1.2.
3.1. Localization of the functional calculus to connected components. To decompose the functional calculus of L our goal is to apply Proposition 2.11 with
For convenience we fix i ∈ I and we only write P instead of P i . In order to apply Proposition 2.11 we have to verify the invariance of L 2 (O i ) under the resolvents of L.
In general, let Q be a bounded projection onto some complemented subspace
We say that L commutes with a bounded operator In the case of L, this is easier to show since it is a local operator. The following proposition identifies conditions on Q under which this is the case, and we will see that P indeed satisfies them. 
which shows Qu ∈ D(L) and LQu = QLu as claimed.
Since P is itself a multiplication operator, the first assumption in Proposition 3.1 is clearly satisfied. The second one is the content of the following Analogous to the case of L 2 we define H 
(O) is orthogonal. This abuse of notation is again justified by identification with the spaces defined in Section 2.2 in virtue of the zero extension operator.
We introduce the shorthand
, and owing to Proposition 2.11 we conclude from Proposition 3.
, using Proposition 2.9 a) with T = P we obtain f (L)Pu = Pf (L)u, which shows Pu ∈ D(f (L)) and f (L)Pu lies in the range of P, which means Pu ∈ D(f (L i )) by definition of the part, and
. Let I 0 ⊆ I be finite, using the orthogonality of the decomposition we conclude from
Putting it all together, we see in particular that u ∈ D(f (L)) if and only if P i u ∈ D(f (L i )) for all i ∈ I, and that in this situation we get i ) and by assumption we thus get
. Thus, we derive from (2) and Lemma 3.2 that
For the converse, we assume the Kato property for L and let u i ∈ D(L 
For the norm estimate we compute
This completes the proof. 
We recall from Remark 2.3 that there is a uniform neighborhood U R := {x ∈ R d : d(x, N ) < R} around N which can be covered by bi-Lipschitz charts. Depending on R and the implicit constants in (3) we may throw away some cubes to obtain a subfamily (Q k ) k∈K such that
By the properties of Whitney cubes this in particular implies that the sizes of the Q k are uniformly bounded from below. We claim that the union over the cubes Q k is a d-regular set with uniformly (d − 1)-regular boundary. Indeed, take a ball B centered in k Q k such that r(B) is less than the size of any cube Q k . Then there is a concentric cube Q of dyadic side length comparable to r(B). Finally, there is a dyadic cube of side length We summarize our construction in the following proposition. 
