Abstract: A reliability study of nonlinear mechanical systems under random dynamic loads often requires Monte Carlo simulation in the time domain with hundreds of thousands of replications. The uncertainties involved in design make such analyses necessary for various admissible loads, which can be impractical. The authors have already developed a methodology that reduces the computational cost of Monte Carlo simulation when the load is represented by a Power Spectral Density (PSD) function. This method is based on a probabilistic re-analysis, which uses results from a simulation for a single PSD to estimate the reliability for other admissible PSDs. However, the methodology was limited to PSDs with the same energy content. This paper proposes an approach to extend the applicability of the above method to cases in which the energy content of the PSD functions changes.
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Introduction
The design of highly reliable structures under time varying loads requires Monte Carlo simulation (MCs) in the time domain with hundreds of thousands of replications (Shinozuka, 1972; Nikolaidis et al., 2011) . Although standard MCs is computationally very expensive, it is the most accurate and robust method to account for randomness in reliability-based design.
The first excursion is one important mode of failure that occurs once a particular response attribute crosses a level (Lin and Cai, 2004) . For instance, failure occurs when the stress in a critical location of a structure exceeds the yield or ultimate stress. Estimation of the probability of first excursion can be computationally very expensive or even impractical, especially for real life structures for which calculation of the response of the system requires Finite Element Analysis (FEA).
Some researchers approached this problem by developing analytical techniques to estimate the up-crossing rate and first excursion failure. Most notably, Rice (1944 Rice ( , 1945 derived the probability distributions of the maxima and the zeros of a Gaussian process. Shinozuka (1964) , Veneziano et al. (1977) , Bergman and Heinrich (1981) , Ditlevsen (1983) , Naess (1990) , Schall and Faber (1991) , Engelund et al. (1995) and Ghazizadeh et al. (2012) , improved Rice's approach and generalised it to multidimensional processes. Koo et al. (2005) developed a method to estimate the mean up crossing rate of a threshold at discrete points in time by approximating the performance function about the most probable point. Sudret (2008) proposed an analytical method to improve the performance of PHI2 method (Andrieu-Renaud et al., 2004) to treat time-variant reliability problems. PHI2 method relies on the outcrossing approach and enables investigating such problems using well known time-invariant reliability tools such as First and Second Order Reliability (FORM/SORM) methods. These methods are more efficient than MCs, but they are built based on simplifying assumptions and approximations that impose limitations on their accuracy and application. Iourtchenko et al. (2006 Iourtchenko et al. ( , 2008 employed the path integration method to highly nonlinear dynamic systems to determine how the probability density function of a response quantity evolves with time. The method iteratively improves the response PDF. One can estimate the probability of crossing a bounded region from this PDF. Iourtchenko et al. validated the results using Monte Carlo simulation. The path integration method has been applied to systems with a single degree of freedom. Li and Chen (2004) derived a linear partial differential equation governing the probability density function of the failure probability of a system. This equation governs the evolution of the probability of failure in time and space. They demonstrated this method on single and multi-degree of freedom systems. The results were in good agreement with those from MCs. However, one should examine the applicability of the probability evolution method to nonlinear systems and systems whose governing differential equations are of higher than second order.
Many authors tried to improve the efficacy of simulation-based methods for efficient estimation of small probabilities of failure (e.g. 10 -4 ). Bayer and Bucher (1999) proposed an adaptive importance sampling method for estimation of the probability of first excursion of a structure under random, time varying excitation. Au and Beck (2001) developed a method called subset simulation that uses Markov Chain simulation and decomposition of a small probability into the product of larger conditional probabilities to estimate a low probability. For more information about the existing methods to investigate the reliability of dynamic systems refer to Goller et al. (2013 ) or Schueller (2009 .
Design always involves uncertainties (Melchers, 1999) . These are due to randomness or modelling approximations. A designer needs to perform numerous MC simulations to account for uncertainties. However, this can be impractical in real-life problems. Researchers have developed probabilistic re-analysis methods that re-use the results of a single simulation to estimate the reliability of the same system for other distributions (Beckman and McKay, 1987) . These methods have been applied to static problems where uncertainty is represented by random variables (Fonseca et al., 2007; Farizal and Nikolaidis, 2007; Li et al., 2011) . Norouzi and Nikolaidis (2012) extended the applicability of the above method to the fatigue reliability assessment in random vibration when the excitation is represented by a Power Spectral Density function (PSD). The method estimates the probability of fatigue failure of a dynamic system for many PSD functions that are consistent with the available information by performing one MCs for a sampling PSD. In another effort, Norouzi and Nikolaidis (2013) integrated the probabilistic re-analysis method with subset simulation (Au and Beck, 2001 ). The method is considerably more efficient than standard MCs.
However, the scope of the studies in the previous paragraph is limited to PSD functions with the same energy content. This paper extends the applicability of reanalysis to the cases where the energy of the PSD of the excitation changes. The paper demonstrates the proposed approach on a nonlinear 2-DOF system.
Probabilistic re-analysis (PRRA)
A designer can evaluate the reliability of dynamic systems by estimating the probability of failure within a given period. A system under random vibration may fail when the response spends too much of its time out of a limit or failure may occur when the response first crosses a threshold (first excursion or first passage failure).
First excursion failure of a dynamic system can be formulated by a multidimensional integral as follows:
In the above equation, x is the vector of random variables that affect the system response.
Function G(x,t) denotes the maximum value of the response of the system over a period. Function f() is the joint PDF of the random variables and P f is the probability of exceeding a threshold within a period T. The above integral is evaluated over the domain of the random variables ( ( ) 0 D  x ). The indicator function I[] becomes one when the response first passes the threshold and is zero otherwise.
There are several techniques to generate realisations of stochastic processes using PSD functions (Shinozuka and Deodatis, 1991) . Some methods, similar to Fourier series, are based on linear combination of several harmonic functions. These methods model randomness differently. Shinozuka (1972) developed a method that uses constant amplitudes, random frequencies and phase angles to generate the time histories of the excitation as follows:
where  is the square root of the energy content of one-sided PSD function, and frequencies, i  i = 1,…, N are randomly drawn from the PSD of the excitation. The phase angles φ i are uniformly drawn from the range 0 to 2π. Norouzi and Nikolaidis (2012) showed that equation (3) can estimate the probability of failure for several PSD functions provided that results of MCs of a sampling spectrum are available.
. .
In the above equation, ω and φ are the frequencies and the phase angles that are used to generate every time history of excitation. Capital K in equation (3) denotes the total number of replications that are used to perform MCs for the sampling spectrum, and lowercase k indicates the k th replication. Likelihood ratio, w k , is calculated as in equation (4),
In the above equation, ( )
S ω are the PDFs and PSD functions of the true and sampling spectra. equation (4) is valid only when the energy of the sampling and the true PSDs are identical. For linear systems, when the energy of the sampling and the true spectra differ, PRRA becomes applicable by modifying equation (4) . .
In the above equation  Tr. and  Sa are the square roots of the area under true and the sampling spectra, respectively. Note that equation (5) is only applicable to linear systems. This paper presents a method to extend the applicability of PRRA to nonlinear systems when the energy contents of the sampling and the true spectra are different. The idea is to generate time histories of the excitation using Rice's method (1944 Rice's method ( , 1945 .
Using the random coefficient scheme method (Rice, 1944 (Rice, , 1945 ) the time series of a random load for a given PSD function are generated using (equation 6), Einstein and Hopf (1910) as stated by Rice (1944 Rice ( , 1945 . The output signal generated by using equation (6) will be periodic with period equal to 2/   if the frequency resolution is fixed. The random process in equation (6) is Gaussian because it is a linear function of the Gaussian random variables a i , b i . So is the response of a linear system to the excitation in equation (6). However, the response of a nonlinear system to this excitation is not Gaussian.
An equation for the estimation of the probability of up-crossing a level for multiple true spectra using the results of a MCs for a sampling spectrum when equation (6) approximates the excitation is presented below.
The probability of failure is calculated as follows,
where () Tr  denotes the PDF of a random vector. The PDF of ω does not appear in equation (7) as the frequencies in equation (6) are deterministic. Equation (7) can be rewritten as follows,
and discretised as follows,
where K is the number of replications of MCs for the sampling spectrum and . . , Sa Sa k k a b are the vectors of the coefficients that are used to generate the k th time history using equation (6). In equation (9), the indicator function, I [] is one when the system response exceeds the threshold during a period, and zero otherwise. Note that the method calculates the indicator function on the right-hand side of equation (9) for the sampling spectrum. The obtained values of the failure indicator function are re-used for other spectra. This re-analysis method is considerably more efficient in estimating small probabilities of failure for multiple PSDs than standard MCs.
The likelihood function w k for the k th replication is defined as in equation (10),
In equation (10) (6) for the sampling spectrum. If the support of sampling spectrum contains that of the true spectrum, the estimator of the mean value of probability of failure from equation (9) converges to the true value from equation (7) with the number of replications K. The above estimator is consistent because the mean value of the sum in equation (9) is equal to the mean value of P f from equation (7). To verify this, multiply both sides of equation (9) by the sampling PDF, and integrate it over its domain.
The standard deviation of the estimate from equation (9) is calculated by equation (11). This study considers an estimator of the probability of failure accurate if its Coefficient of Variation (CoV) is less than or equal to 0.10.
The corresponding confidence interval is calculated by equation (12) . .
where
is the 1-/2 percentile of the t-distribution with K-1 degrees of freedom, and  is the error percentile.
The number of harmonics in equation (6) depends on the shape of the loading spectra. A designer should perform a sensitivity analysis to determine the required number of harmonics before doing a simulation. Note that considering more terms would increase the variability of the likelihood ratio in equation (10). In general, this would deteriorate the accuracy of the PRRA. Modelling a PSD function using Shinozuka's method (equation 2) requires fewer terms than equation (6), which the proposed method uses. However, the variability of the likelihood ratio using equation (2) would increase faster with the number of harmonics when compared to equation (6). Because Rice's method (equation 6) uses frequencies which are constrained inside bins. On the other hand, Shinozuka's method (equation 2) uses frequencies that are randomly drawn from the entire range of the frequencies of the target PSD function. Note that PRRA based on Shinozuka method (equation 2) is not applicable to nonlinear systems when the energy content of the sampling and the true spectra differ.
In summary, the following steps should be taken in order estimate the probability of first upcrossing using PRRA for nonlinear systems when the excitation spectrum changes.
 Select an appropriate sampling spectrum.
 Generate load time series using equation (6)  Store random variables a and b for every replication.
 Calculate the time histories of the response using a simulation tool such as FEA software.
 Estimate the probability of failure.
 Calculate the likelihood ratio for every replication using equation (10)  Estimate the probability of failure for the true spectrum using equation (9)  Repeat the above steps until the desired accuracy is achieved.
The selection of an appropriate sampling spectrum is critical in the application of PRRA (Norouzi and Nikolaidis, 2012) . A suitable sampling spectrum should cause many failures with high likelihood. A spectrum that has energy concentrated close to the natural frequencies of the system could be a good candidate. Also, the support of the sampling spectrum should contain the support of the true spectrum. The next section demonstrates the application of the proposed method on an example that involves a nonlinear quarter car model.
Application: probability of failure of a nonlinear quarter car model
We would like to estimate the probability of up crossing a threshold in a suspension spring of a nonlinear quarter car model (Figure 1 ). The equations of motion of this model are as follows. 
The sprung and unsprung masses are 75 kg and 300 kg, respectively. The damping coefficients are 4000 kg/sec and 7000 kg/sec, and the spring rates are 400 kN/m and 40 kN/m, respectively. To study the efficacy of the proposed approach, we consider two types of nonlinearity, first a cubic hardening term as in equation (13) The model is excited by road elevation, which is random and is represented by PiersonMoskowitz spectrum in equation (14). We calculate the deflection of the suspension spring (x 1 -x 2 ) using the fourth order Runge-Kutta method (Inman, 2001 ). , respectively. The objective is to estimate the probability of the deflection of the suspension spring exceeding a threshold for the true spectra in Figure 2 using the results from MCs for the sampling spectrum. The true spectra in Figure 2 are Pierson-Moskowitz with the same value of B as the sampling spectrum, but with values of parameter A equal to 200, 250, 350 and 400 m 2 sec -4 . The modes of all spectra are at the same distance from the first natural frequency of the system. The probability of first excursion should increase from the first to the fourth spectra because the energy increases with the spectrum number. Table 1 True spectra parameters in Figure 2 Simulation is performed by using equation (6) with 40 harmonics to generate sample paths of the road elevation. We consider frequency bins with equal energy content as Borgman (1969) suggested. To validate the simulation, we estimated the PSD function from 5000 sample paths and compared it to the PSD function of the sampling spectrum (Newland, 1993) . The two spectra are almost identical (Figure 3) . Therefore, considering 40 harmonics is sufficient to model time series for the sampling spectrum. Table 2 compares the probability of passing different thresholds of the linear system within 20 seconds with those of the nonlinear models when excited by the sampling spectrum. The difference between the linear and nonlinear models increases with the threshold. First, the model with nonlinear hardening is considered. We performed MCs with 200,000 replications using the sampling spectrum and estimated the probability of deflection of the suspension spring exceeding different thresholds within a 20 second period. We use these results to estimate the probability of first excursion for the four true spectra in Figure 2 using PRRA. To validate the proposed approach, we performed MCs with 200,000 replications for every true spectrum in Figure 2 . The higher the energy in a spectrum, the higher is the first excursion probability. In Figure 4 , as expected the probabilities of first excursion increase from the first to the fourth true spectra. For the third and fourth spectra, good agreement is observed between the results from MCs and PRRA. The proposed approach provides more accurate estimates than standard MCs for the first and second spectra. Monte Carlo simulation was unable to estimate the first excursion probability for the first true spectrum because no up-crossing occurred for the thresholds of 0.30 and 0.32 m. On the other hand, PRRA estimated these probabilities with acceptable accuracy as evidenced by their confidence intervals in Figure 4 . Moreover for the second spectrum using MCs no failure was observed for the threshold of 0.32 m while we were able to estimate this probability using PRRA. Additionally, PRRA yielded more accurate estimates than MCs for the second true spectrum too. For example, there is a large uncertainty in the estimated probability of first excursion of the threshold of 0.3 using MCs. This probability is about 4.510 ]. This interval is considerably larger than the corresponding interval from PRRA, which is [3.3×10 ]. PRRA is more accurate for the first two spectra because it relies on the results from the MCs for the sampling spectrum, which causes more failures than the true spectrum. Figure 5 is the counterpart of Figure 4 for the model with softening nonlinearity. As expected, the probabilities of failure for the model with softening nonlinearity are greater than those for the hardening case. In general, similar trends are observed. For the first spectrum, MCs was unable to estimate the probability of failure for the highest threshold of 0.32 m while PRRA yielded an acceptable CI for this threshold. When compared to the hardening case, MCs was able to estimate the P f for the threshold of 0.3 m. However, the 95% CI of the estimate is [0, 4×10
-5 ], which is much wider than the interval from PRRA [0, 1×10 -5 ]. Similar to the hardening case, for the second true spectrum, MCs was unable to estimate the probability of first passage for the last threshold of 0.32 m. PRRA is more efficient than MCs. Performing 200,000 replications for every spectrum with MCs took approximately 24 hours on a Dell Precision T7400 desktop computer with 32 GB of RAM (running eight replications in parallel). On the other hand, the results from PRRA for the true spectra are calculated almost instantaneously once the results from MCs for the sampling spectrum become available. The accuracy of the results from PRRA depends on the statistics of the likelihood ratio. If the support of the sampling spectrum contains that of the true spectrum, then the average likelihood ratio converges to unity (Norouzi and Nikolaidis, 2012) .
In general, the variability of the likelihood ratio increases with the number of harmonics in equation (6). Figure 6 shows the effect of the number of harmonics on the average value and the COV of the likelihood ratio. The proper number of harmonics depends on the shape of the PSD of the excitation. In this example, we found that 40 terms in equation (6) were adequate for estimating failure probabilities accurately. The statistics of the likelihood ratio also depend on the number of replications used to perform MCs for the sampling spectrum. Figure 7 shows that the COV of the average likelihood ratio of the first true spectrum decreases with the number of replications. In this case, increasing the number of replications by a factor of 200 reduces the COV to about one-tenth of the original value. In the above example, only the energy content of the spectrum was modified. The authors applied PRRA to problems where both the shape and energy content of the spectrum changed. The predictions of PRRA were inaccurate in these problems. The reason could be that the sampling and true spectra had different supports and centroids. Also, the centroid of the sampling spectrum was away from the natural frequency of the system. The extension of PRRA to the above types of problems is a subject of future research.
Summary
The paper presented a method to estimate the probability of first excursion failure of a dynamic system for multiple PSD functions using MCs results for one sampling PSD. This study extended the applicability of PRRA in previous publications of the authors to nonlinear systems when the energy content of the excitation changes. The proposed approach enables an analyst to assess the sensitivity of the reliability of a structure to changes in the energy content of excitation more efficiently than standard MCs. We demonstrated the method on an example with a nonlinear quarter car model. The results from MCs and the proposed approach agreed well when the supports of the true and the sampling spectra were identical. Extending the applicability of PRRA to cases for which both the support and energy content of the sampling spectrum differ from those of true spectrum is a subject of future research.
