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During periods of drought in Indonesia, fires used for land clearance on peatland spread 
uncontrollably, with sometimes millions of hectares of peat carbon stocks affected along with 
significant forest loss. Poor and/or unregulated land management, including peatland drainage, 
deforestation and forest degradation, and installation of industrial monoculture crops (e.g. palm 
oil) exacerbate the problem. Peat is especially carbon rich, and when burned releases large 
amounts of greenhouse gases (GHGs) per unit mass burned. Climate change targets require 
reduced carbon emissions, and if these are to be met confidently it is of significant importance 
to yield precise estimates of GHG emissions from these fires.  
Airborne LiDAR has been an important tool used to help quantify atmospheric emissions from 
peatland fires, but they are not commonly available. This thesis firstly focuses on integrating 
pre-burn peat surface measurements made with airborne LiDAR with a novel, low-cost UAV-
based photographic methodology for measuring post-burn surface topography. Using structure-
from-motion photogrammetry the latter produces accurate, high spatial resolution digital terrain 
models (DTMs) from RGB photography, and combined with the pre-burn LiDAR the two 
datasets can be used to calculate overall peatland depth of burn. The DoB data show peatland 
fires burn deepest around the roots of trees, to a depth of up to >1 m in the case of the fires 
close to Jambi (Sumatra) studied here.  Mean (±1) depth of burn is found to be 0.23 ± 0.19, 
meaning an equivalent Mean (±1) fuel consumption per unit area of 134 ±29 tC ha-1 which 
supports previous findings that extremely high carbon emissions per unit area come from 
tropical peatland forest fires.  
Comparisons of the pre-burn LiDAR data and the higher spatial resolution post-burn UAV-
derived DTM model, conducted in areas that did not burn, highlighted some anomalies in the 
pre-burn topographic measurements. These were considered potentially related to pre-burn 
vegetation cover, and an investigation was conducted into the vertical structure of the overlying 
vegetation and its effect on LiDAR-derived DTMs accuracy. A field study using highly accurate 
global navigation satellite system derived x,y,z positioning data and a total station survey was 
conducted, along with LiDAR measurements during both leaf-on and leaf-off conditions in a UK 
deciduous woodland.  It was found that surface DTM accuracy was significantly decreased in 
the presence of dense undergrowth vegetation (ferns, bramble), and less-so by the presence of 
tall canopy trees. This suggests that pre-burn DTM measurements in degraded forests are 
subject to large biases where LiDAR pulses are returned from near-surface vegetation, rather 
than the ground (soil) surface itself. Both the first two research chapters of the thesis have been 
published as papers in the journal Remote Sensing.  
Along with peatland depth of burn, the factor which most controls GHG emissions estimates 
from burning peatlands is the burned area. Global fire emissions inventories use automated 
burned area products such as MODIS MCD64A1 to map this parameter. However, the 
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coverage and accuracy of the MCD64A1 burned area estimates has not previously been 
assessed in detail in a tropical peatland environment. Here this product is compared with 
Landsat-derived burned indices, and as both burned area products’ coverage is hindered by 
persistent cloud cover, their relative coverage is compared to an independent dataset recording 
active fire locations (MCD14ML) which has a ~ 4 times per day temporal resolution. 
Comparisons are made across different land cover types, and the accuracy of the Landsat-
derived burned area is compared with both Synthetic Aperture Radar (Sentinel-1) burned area 
and aerial orthophotos and airborne LiDAR-derived burned are maps as a reference.  
Finally, the above results are used to calculate new emissions estimates for the 2015 fires that 
occurred in the Berbak region, Jambi Province (Sumatra) for the target period (1989-2015), 
along with their uncertainties. These estimates are compared to those of the most widely used 
fire emissions database (GFED) for the survey area.   
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1 : INTRODUCTION AND 
RESEARCH AIMS 
1.1 Motivation and Context 
This PhD project was conducted in collaboration with Zoological Society of London (ZSL), who 
were the industrial CASE partner.  The project activities target greenhouse gas (GHG) 
emissions estimates from biomass burning within the context of a proposed “Reducing 
Emissions from Deforestation and forest Degradation” (REDD+) demonstration project 
managed by ZSL in Jambi Province, Sumatra. The project area is situated within a carbon-rich 
peat-swamp forest, production forest and agricultural land.   
The United Nations International Panel on Climate Change (UN IPCC) REDD+ program seeks 
to protect areas of tropical forest by providing financial incentives for avoiding emissions from 
deforestation and degradation. As well as climate change mitigation, REDD+ aims to provide 
local, regional and national co-benefits such as biodiversity protection and sustainable 
livelihoods. Because the success of REDD+ relies on repeatable, transferable and transparent 
carbon accounting, it is therefore important for a reliable Measurement, Reporting and 
Verification (MRV) scheme to be available to local stakeholders so that they can participate in 
the scheme, take ownership of their own landscape, and ultimately provide real forest 
conservation benefits. Unfortunately, Indonesia suffers widespread peat wildfires annually, 
owing to high levels of forest degradation and drainage. The GHG emissions from these fires 
are believed to be significant contributors to worldwide total anthropogenic GHG emissions, but 
it is very important to quantify this contribution. Top-down approaches examine atmospheric 
changes in GHG composition, however it is impossible to disentangle the sources of these 
emissions with sufficient confidence. Given emergence of REDD+ and other schemes where 
GHG accounting is necessary, and the lack of studies using a bottom-up approach 
incorporating in-situ, ground- and remote sensing-based measurements to estimate emissions 
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from the source, there is a real and pressing need for more detailed studies. This thesis 
presents research aiming to estimate GHG emissions from tropical peat fires in the area of the 
proposed Jambi REDD+ demonstration project, characterises the uncertainties in these 
emissions, and suggests ways in which these uncertainties might be further reduced.  
1.2 Research Aims and Objectives 
1.2.1 General Aims and objectives 
This PhD studies how GHG emissions estimates from biomass burning in tropical peat swamp 
forests are made, and aims to contribute to understanding and reducing some of the largest 
uncertainties pertaining to those estimates (which related to peatland depth of burn and burned 
area respectively). The thesis will then deliver fuel consumption and GHG emissions estimates 
from fires that occurred in the Berbak region of Jambi Province (Sumatra, Indonesia) over a 10 
year “baseline” period using remote sensing techniques as well as data collected on depth of 
burn (by the author) and emissions factors (by others) from the field, and will compare these 
estimates with those from existing inventories such as the Global Fire Emissions Database 
(GFED).    
1.2.2 Research Questions, Aims and Objectives 
The research Questions (QC), Aims (AC) and Objectives (OC) of each chapter are detailed 
below and are numbered by the chapter in which they occur: 
QC4. Can peatland depth of burn be assessed using structure-from-motion photogrammetry 
from RGB photography taken from a low-cost unmanned air vehicle (UAV) platform, and if so 
to what performance levels? 
AC4. Develop a low-cost, high-accuracy methodology for assessing depth of burn (DoB) in an 
Indonesian tropical peatland environment. 
OC4.1. Use an unmanned air vehicle (UAV), an RGB camera and structure-from-motion (SfM) 
photogrammetry to create digital terrain models (DTMs) of post-burn peatland topography 
from different flying altitudes, and camera angles. 
OC4.2. Use ground control data to assess the accuracy of the DTMs (from Global Navigation 
Satellite System (GNSS) and terrestrial laser scanner (TLS) equipment, and assess ground 
control data accuracy with total station (TS) control points) for each flying altitude and 
camera angle. 
OC4.3. Using orthophotos, SfM- and LiDAR-derived DTMs examine and quantify burn scar 
microtopography variability to assess whether the presence of pre-burn vegetation 
influences depth of burn and combustion heterogeneity (e.g. presence of pre-burn 
vegetation). 
OC4.4. Using the most accurate post-burn DTM, derive DoB estimates by differencing it with 
pre-burn DTM from airborne Light Detection and Ranging scanner (ALS) data. 





















OC4.3. Trial a new method for estimating pre-burn peat topography using post-burn DTMs 
alone and compare its accuracy to DTMs from pre-burn ALS. 
OC4.5 Produce site-level emissions and uncertainty estimates using new DoB, burned area 
estimates, and region-specific bulk density and emissions factors. 
 
QC5. How does vertical vegetation structure affect the accuracy of LiDAR-derived digital 
elevation models (DTMs) in a forest environment? 
AC5. Assess how vertical vegetation structure affects the accuracy of a DTM from an airborne 
LiDAR scanner (ALS) in a forest environment. 
OC5.1. Create a reference DTM using a network of georeferenced ground control points from a 
GNSS and TS in a leaf-off conditions in a deciduous woodland. 
OC5.2. Compare the accuracy of a ALS-derived DTM with the reference DTM in leaf-off and 
leaf-on conditions.  
OC5.3. Quantitatively assess the vertical vegetation structure of the forest vegetation by 
dividing forest plot into subplots, calculating the vegetation density Pgap metrics at different 
heights, and using this information to classify each subplot based on Pgap characteristics.  
OC5.4.  Compare ALS-derived DTM accuracy with the different Pgap metrics and vegetation 
categories to assess which have the greatest influence on accuracy.  
 
QC6. How accurate is the automated burned area product from MODIS (MCD64A1) compared 
with higher-resolution reference datasets? 
AC6. Assess the accuracy of the MCD64A1 MODIS burned area (BA) product in a tropical 
peatland environment. 
OC6.1 Assess the accuracy of MCD64A1 BA product across eight fire episodes occurring 
between 2004-2015 in an area encompassing Berbak National Park, Jambi, Sumatra using two 
methods: 
OC6.1.1 Method 1: Compare MCD64A1 with mosaics of Landsat data-derived relative 
difference normalised burn ratio (RdNBR) used to create Landsat Reference Burned Areas 
(LRBA) for each fire season using a method adapted from Zhu et al., (2017) 
OC6.1.2. Method 2: Use MCD14ML active fire (AF) detections to assess the coverage of both 
MCD64A1 and the LRBA data.  
OC6.2. Perform an accuracy assessment of LRBA and Sentinel-1 Reference burned areas 
(S1RBA) using very high-resolution ALS and orthophoto data, testing the hypothesis that 
S1RBA will be more closely aligned ALS reference data than orthophoto data because they 
are both heavily influenced by structural properties of landcover, whereas LRBA will more 
closely align with the orthophotos because they are more influenced by spectral properties.  
OC6.3. Examine the effects of land cover on objects O6.1 and O6.2 by performing accuracy 
assessments as a function of land cover classifications.  
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QC7. How do the advancements in depth of burn and burned area estimates made in this thesis 
improve the uncertainty in emissions estimates in a tropical peatland landscape? 
AC7. Demonstrate how improvements in depth of burn and burned area accuracy contribute 
towards constraining uncertainty in GHG emissions from peatland fires in Indonesia. 
OC7.1. Estimate carbon emissions from peat fires using data collected from this thesis for the 
periods between (a) 1989-2002, (b) 2002-2015 and (c) 1989-2015. 
OC7.2. Estimate carbon emissions from OC7.1 per land cover type. 
OC7.3. Compare the estimates from period (b) with those from GFED4.0 and GFED4.1s to 
assess the emissions contribution of burned areas from small fires (which are included in 
GFED4.1s). 
OC7.4. Assess emissions uncertainties and describe the factors which cause the greatest 
uncertainty, identifying areas for further work.  
1.3 Research Methods 
The research in this thesis is predominantly based on ground surveys conducted by the author 
and co-workers, and analyses of air- and satellite-borne remote sensing data also conducted by 
the author. The aim is to characterise and quantify biomass burning in tropical peatland fires, 
and the ways in which emissions estimates from those fires are derived. Peatland fires are 
complex and influenced by many different variables at different scales; as such this thesis relies 
in places on the use of models to characterise and simplify some of the environmental 
processes and variables so that they can be represented in this work. Experimental methods 
can isolate processes and variables from extraneous or confounding influences, however this 
project had access to neither the budget nor permission to conduct experimental research in 
country. Where possible, control data are collected to mitigate the effects of extraneous or 
confounding variables. It is duly noted that models are always simplifications, and observational 
survey-based research is limited in its ability ascribe causation, rather than correlation from 
evidence.  
1.4 Novelty and PhD Outputs 
To date there have been no other published (peer-reviewed) in situ field studies on depth of 
burn in Indonesian peatlands (Chapter 4), perhaps owing to the difficulties in obtaining research 
permissions in Indonesia, as well as the logistical challenges associated with the work. 
Furthermore, little effort has been made to assess DTM accuracy in forest environments, and 
Chapter 5 is the first to explicitly examine how vertical vegetation structure affects DTM 
accuracy. In Chapter 6, a method previously applied to Siberian and South African ecosystems 
were adapted to assess burned area products in an Indonesia peatland, and the suitability of 
that methodology was assessed using independent datasets. Greenhouse gas emissions and 
uncertainty estimates are made for the Wider Berbak Landscape in Chapter 7 and compared to 
Global Fire Emissions Database estimates, and guidance for reducing uncertainties are given.  





















The outputs from this PhD project have been: 
 Published journal papers: 
Simpson, J.E., Smith, T.E.L., Wooster, M.J., 2017. Assessment of Errors Caused by Forest 
Vegetation Structure in Airborne LiDAR-Derived DTMs. Remote Sens. 9, 1101. 
https://doi.org/10.3390/rs9111101  
Featured as the cover story for Volume 9, Issue 11 of Remote Sensing 
(http://www.mdpi.com/data/covers/remotesensing/big_cover-remotesensing-v9-i11.png) 
Simpson, J.E., Wooster, M.J., Smith, T.E.L., Trivedi, M., Vernimmen, R.R.E., Dedi, R., Shakti, 
M., Dinata, Y., 2016. Tropical Peatland Burn Depth and Combustion Heterogeneity 




2016 Poster presentation at the International Peat Congress, Kuching, Malaysia 
2015 King’s College London Environmental Dynamics annual PhD presentations 
2015 Presentation at WARSI symposium (http://www.warsi.or.id/) 
2015 Presentation at the University of Indonesia Research Centre for Climate Change 
 Blog posts: 
King’s Geocomputation hub: https://kingsgeocomputation.org/2016/06/07/analysing-drone-data-
3d-forest-point-clouds/ 
 Local student training: 
University of Jambi Geography student Paula Feny worked on two field campaigns and was 
trained in ground surveying (GPS, Total station, Terrestrial Laser Scanning), and UAV 
surveying. 
 Funding obtained during PhD: 
2017 KCL/NERC Open Access grant (£1200) 
2016 NERC Geophysical Equipment Facility GNSS loan award (£1000) 
2016 KCL/NERC Open Access award (£1200) 
2016 Royal Geographical Society Monica Cole grant (£1000) 
2015 NERC Urgency Grant Award-Co-investigator (£47,703) 
2015 NERC Geophysical Equipment Facility loan award (£60,319)  
2014 NERC CASE Studentship (with Zoological Society London) (£91,515) 
1.5 Project Challenges 
As with any survey-based investigation, there are hazards and risks which need to be assessed 
before embarking on any fieldwork. Indonesia presented its own unique set environmental, 
cultural and bureaucratic challenges throughout this project, some of which were foreseen and 
mitigated for, whereas others were overcome by on-the-spot problem solving (and some luck). 
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Below are some of the problems which were encountered, along with the steps taken to 
overcome them: 
 The Indonesian Foreign Research Permit application procedure is long and convoluted, 
both before (Figure 1.1) and after (Figure 1.2) entering the country. Before arriving in 
Indonesia it is essential to obtain a 12 month research Visa (No. 315). The first issue 
arose when the visa was issued by the Indonesian Embassy; unknown at the time, from 
the date of issue, the visa holder must enter Indonesia within 2 months or the process 
must be restarted. While this may not usually be a problem for researchers, studying 
peatland burn scars is very time sensitive because they are naturally flooded, or 
overgrown. The visa issue therefore forced me to enter Indonesia in April 2015 towards 
the end of the wet season. On arrival to the potential field sites, it was obvious that no 
fieldwork could be conducted at that time because the entire peatland was flooded.  
 
Figure 1.1. The pre-entry process for obtaining a research visa for entering Indonesia. The blue 
box shows processes completed by the Indonesian Embassy in London, all steps in and to the 
right of the turquoise box are completed in Indonesia by the various authorities. Figure is from 
Kementerian Riset Teknologi Dan Pendidikan Tinggi, (2018) 
 
 To use my time wisely during the process of obtaining research permissions in-country, 
I paid an agent to visit all of the Ministries in Jakarta to obtain the research permits, and 
during those two weeks I attended a language school in Yogyakarta where I learned 
enough Bahasa Indonesia to hold conversations about my research, and to lead a field 
team who did not speak English. 
 As the monsoon rains continued into May 2015, it was clear that no fieldwork could be 
conducted while the area was flooded. Being in Indonesia provided me with the 
opportunity to meet the team, understand the conditions, access to potential sites, and 
to perform test surveys in non-peatland burned areas to ensure that the equipment 





















functioned and the protocols were producing satisfactory accurate results. Having 
shipped the equipment to Indonesia, it was decided that I would return to UK without my 
equipment and monitor the conditions remotely. The following day, my father suffered a 
heart attack and so my journey home began the same day.  
 Active fire alerts began in July and August 2015, and it was decided that I should return 
to Jambi to prepare for fieldwork, as burn scars were likely to be freshly burned. As the 
drought conditions continued into September, so wildfires spread across the landscape 
and into protected forests. This brought about 3 major problems: (1) the fires had not 
extinguished and were continuing to burn, therefore the processes I was measuring had 
not completed (2) the deepest burns were filled with ash, and so measurements could 
not be made of the deepest peat burns, and (3) as the entire region was affected by fire, 
the air quality was at a dangerous level (PM2.5, PM10). The surveys were abandoned 
for health and safety reasons in September 2015.  
 New equipment needed to be sought when the King’s College London differential GPS 
(DGPS) was required on another project. A NERC Geophysical Equipment Facility 
(GEF) urgent loan of a global navigation satellite system (GNSS) receiver and terrestrial 
laser scanner was applied for and acquired very quickly, in time for fieldwork once the 
fires had extinguished.  
 The final fieldwork campaign in Indonesia was delayed by nearly 3 weeks because of 
shipping issues with the equipment; firstly the equipment was lost by the handler in UK, 
then there were problems with the airline shipping the batteries, the airline then delayed 
loading the equipment onto the aircraft because of a warehouse power cut. The 
equipment arrived in Jakarta over a week after me. The customs officials at Jakarta 
Soekarno-Hatta cargo terminal impounded the equipment when it arrived and would not 
release it for different reasons, firstly they said my paperwork was fake. I was taken to 
the police to have my ID verified, they took my passport and paperwork and told me to 
return the next day. Once my ID was verified, the customs officials required me to “pay 




Figure 1.2. Post-arrival research permit procedures take 2-3 weeks to complete, involving trips 
to the various Ministries and Departments located around the capital, Jakarta Kementerian 
Riset Teknologi Dan Pendidikan Tinggi, (2018). 
 
 UK. I explained that I was a student and that I could not pay this fine. The officials sent 
me away again and told me to return the next day. On the third day they required me to 
go the Ministry of Research in Jakarta Pusat to get further paper work with original 
stamps and signatures. The customs office had closed by my return. The next day, with 
the original documents, they insisted again that I pay a fine, without explanation. In my 
finest Bahasa Indonesia I explained: 





















“Saya di sini di negara Indonesia atas membantu hutannya indonesia. Penelitian 
lahan saya akan membantu anak anak tingal dekat di hutan kondisi bagus. Saya 
tidak mau uang, saya di sini untuk membantu lindungi hutan hutan indonesia dari 
kebakaran. Tolong membantu saya, saya tidak punya uang untuk kalian, mau 
bekerja saja.” 
 Roughly translated: 
“I am here in the country of Indonesia for helping the forest of Indonesia. My 
fieldwork will help the children live close to the forest in good condition. I do not 
want money, I am here to help protect Indonesia's forest forest from fire. Please 
help me, I do not have money for you guys, just want to work” 
 The officials held onto my passport and told me to come back in the afternoon. I waited 
in the waiting room until 1630 when I was called into see the customs officers again. 
They handed me my passport and the release forms and wished me good luck in my 
research. I collected my equipment and took the next flight to Jambi.  
 On arrival into Jambi in December 2015, I was called to a meeting with project CASE 
partners, the Zoological Society of London (ZSL) who were providing in-country support 
on the project. It was explained to me that although my work was important for ZSL and 
for Indonesian peatlands, ZSL had decided to cancel their forest conservation activities 
in Berbak, and were going to focus on tiger conservation in Sembilang National Park, 
Sumatra instead. This meant that they would no longer provide field support in terms of 
staff or vehicles. There was sufficient budget to hire field workers, a local student, a car 
(non-4x4) and one ZSL staff member, but only for up to 2 weeks. This meant that the 
fieldwork would have to be efficient and fruitful as this would be the last opportunity to 
collect UAV data in Indonesia.   
1.6 Thesis Overview 
 
This thesis is comprised of an introduction, an extensive literature review, a site description, four 
empirical chapters (two of which are published articles, and are presented as so) and a 
conclusion. The empirical chapters can be read as stand-alone pieces, or as part of the wider 
thesis. As a result of this structure, the reader of the whole thesis will notice some repetition in 





The thesis chapters are organised in the follow way: 
Chapter 2: Literature Review 
 
In this chapter, the first Section characterises the physical, biological and chemical attributes of 
tropical peatlands, with particular focus on Indonesian peatlands. Secondly, it describes the 
processes and drivers of peatland fires. Thirdly, the methods for detecting and monitoring 
peatland fires and their emissions are detailed, followed by the final section in which 
peatland protection measures are explored within the context of the United Nations 
Reducing Emissions from Deforestation and Forest Degradation (UN-REDD+). 
 
Chapter 3: Background to the Research Area in Jambi 
  
This brief chapter describes the history, climate and hydrology, peatland cover and depth and 
fire history in the area around Jambi and Berbak National Park, which is used in this thesis to 
answer the research questions. The study area used in Chapter 5 (Wytham Woods, 
Oxfordshire, UK) is not described in this chapter but is characterised in Chapter 5 itself.  
 
Chapter 4: Development of a Novel Method for Peatland Depth of Burn Measurement using 
UAV Photogrammetry and Airborne LiDAR. 
 
This is the first empirical chapter which was based on the fieldwork conducted in December 
2015 in Jambi, Sumatra. This work resulted in a publication in the Journal Remote Sensing 
and so the chapter is formed of a general introduction, the aims and objectives, followed by 
the preliminary fieldwork and analysis from the first field campaign in August-September 
2015, this led to the protocol development for the field campaign in December. The main 
body of the chapter is the Remote Sensing article about using UAV photogrammetry to 
measure peatland depth of burn and it is presented in its published format (including 
references). The paper is followed by concluding remarks. 
 
Chapter 5: Assessment of Errors Caused by Forest Vegetation Structure in Airborne LiDAR-
Derived Digital Terrain Models (DTMs) 
 
The second empirical chapter was developed following the results in Chapter 4, however given 
the lack of budget, research permissions and time, the fieldwork was conducted in Wytham 
Woods, UK. This work was also published in the journal Remote Sensing, and is presented 
in its published format after a brief introduction, and the aims and objectives. The 
applicability of the findings is discussed in the concluding Sections.  
 
Chapter 6: Assessment of Remote Sensing-Based Burned Area Mapping Approached in an 
Indonesian Peatland Landscape 
 





















While the first and second empirical chapters dealt with issues pertaining to peatland depth of 
burn, the third chapter investigates how accurately the MODIS burned area product 
(MCD64A1) captures burned area in an Indonesia peatland landscape. Furthermore, the 
reference burned area datasets are also assessed for their coverage and accuracy in this 
environment. The chapter provides recommendations for measuring burned area, and 
discusses some of the issues that might be experienced in this particular area.  
 
Chapter 7: Greenhouse Gas Emissions and Uncertainty Estimates from Peatland Fires in a 
Degraded Indonesian Mosaic Landscape 
 
In this final empirical chapter, the improvements made in peatland depth of burn (DoB) and 
burned area (BA) estimates were used to estimate greenhouse gas emissions from peatland 
fires from 1989 to 2015. The results for part of this period are compared to emissions 
estimates from the Global Fire Emissions Database for the same period. The emissions from 
two protected forest areas are also calculated over a 10-year baseline period, demonstrating 
the importance of accounting for fires in REDD+ and similar emissions accounting schemes.  
 
Chapter 8: Conclusions 
 
The concluding chapter amasses the major findings of this thesis and assesses the extent to 
which the proposed research aims were met. This chapter also provides some 
recommendations for further work based on the findings.  
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2  LITERATURE REVIEW 
 
2.1 General Introduction 
Tropical peatlands are complex ecosystems that provide multiple ecosystem services to 
humans and wildlife alike, and understanding their physical, chemical and biological 
characteristics, as well as the human pressures placed upon them, is an important prerequisite 
to understanding how to answer the research questions posed in this thesis. This literature 
review is divided into four broad sections, firstly tropical peatlands are introduced and 
characterised. The second section describes the processes and drivers of fire and degradation 
in tropical peatlands. The third section covers the ways in which peatland fires are detected and 
measured (including their uncertainties), and how this relates to emissions estimates. Finally, 
the fourth section details some of the political and governance mechanisms aiming to protect 
tropical peatlands, and identifies areas in which further work is required.  
2.2 Introduction to Tropical Peatlands 
This section briefly introduces tropical peatlands, their structural, biological and physicochemical 
characteristics, formation, history and importance in the global carbon cycle. Tropical peatlands 
in their natural state are wetlands characterised by a thick layer of peat (typically 1–12 m deep), 
and are inundated sufficiently to promote the accumulation of semi-decomposed plant biomass 
under anoxic conditions, the process which forms tropical peat (Rieley, 2018; Rudiyanto et al., 
2018). Around 36% of the world’s tropical peatlands are in Indonesia, covering approximately 
210,000 km2 (Warren et al., 2017b). Pristine, intact Indonesian peatlands are typically covered 
in tropical peat swamp forest (TPSF) which not only sequester a significant amount of 
atmospheric carbon dioxide for climate change mitigation (Indonesian TPSFs sequester 
between 0.01-0.03 Gt C yr-1 (Sorensen, 1993)), but are also highly biodiverse, providing 
habitats for endangered species such as Sumatran tigers, orangutans, and clouded leopards 
(Dommain et al., 2014; Posa et al., 2011; Warren et al., 2017b). Tropical peatlands are also 
important hydrological buffers, maintaining high water tables during dry periods as well as 
mitigating flooding during monsoons and heavy rain (Kettridge et al., 2015; Wösten et al., 
2006a). Although Indonesia’s largest conurbations are situated away from peatlands, TPSFs 
have been under immense pressures in the form of drainage and land conversion on an 
industrial scale: between the 1970s and 2009-2010, over 50% of TPSF were converted 
industrial plantations in Riau and North Sumatra, whereas Berbak National Park suffered nearly 
a 40% reduction (Miettinen et al., 2012a; Miettinen and Liew, 2010). The distribution of 





















Indonesia’s peatlands is shown in relation to major cities in Figure 2.1. Papua, Sumatra and 
Borneo (Kalimantan) hold 38, 34 and 28% of Indonesia’s peatlands (Warren et al., 2017b), but 
despite being the largest, the Papuan peatlands have experienced the lowest 
deforestation/conversion rates due to a much lower population density than Sumatra and 
Kalimantan (Lohberger et al., 2017; Margono et al., 2014). Peatland extents have been mapped 
using a combination of optical satellite data (e.g. from Landsat missions) and ground surveys 
(Haryono et al., 2011; Wahyunto et al., 2008; Warren et al., 2017b), and more recently, space-
borne LiDAR technology (Ballhorn et al., 2011). 
 
 
Figure 2.1. Tropical peatland distribution in Sumatra and Indonesian Borneo (Kalimantan), 
showing Indonesia’s largest conurbations are mostly on the Island of Java (in the South of this 
map) which has no large peatlands. This peatland map is from the Wetlands International Maps 
of Peatland Distribution and Carbon Content in Sumatra 1990-2002, and Kalimantan 2000-2002 
(Wahyunto et al., 2008), with labelled Indonesian Provinces (in Bahasa Indonesia).  
Contrary to temperate peatlands which consist of deposits of partially decayed mosses, sedges 
and grasses, tropical peat is formed from woody biomass from peat swamp forests (Cameron et 
al., 1989). While temperate peatlands are often found in upland environments, tropical 
peatlands are exclusively found in estuarine locations, often upon alluvium clay soil. In Jambi 
(Sumatra), peat domes formed near the coast where at the beginning of the Holocene (c.11 
kBP), low sea levels and increasing temperatures and precipitation caused by the end of the 
last glacial period brought about extensive erosion of the rocks underlying today’s peat domes. 
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This created a natural embayment with a depression inland and natural coastal levees where 
sediment was deposited. Initially, the retreating sea-levels opened up mudflats inland which 
provided ideal conditions for the establishment of mangrove forests (Cameron et al., 1989; 
Sorensen, 1993). The ecological succession of mangroves to freshwater swamp forests first 
occurred inland (where freshwater pooled in the lowlands), and moved coastwards around 4-8 
kBP. The peat domes form in depressed areas which do not permit the influx and efflux of 
freshwater from rivers, rather they are fed by rainwater and remain flooded throughout the year. 
The wet environment increases sulphide concentrations and water acidity, creating a hostile 
environment for decomposers, meaning much of the woody and leafy organic matter never fully 
decomposes; and as this biomass is accumulated, fibric peat with a high carbon content is 
formed (Cameron et al., 1989; Cole et al., 2015; Silvius et al., 1984; Sorensen, 1993). The term 
“peat dome” is derived from the convex shape of a typical tropical peatland, where the peat 
accumulation has been greatest in the centre, and is limited by streams or rivers near the edges 
where biomass is not accumulated (Dommain et al., (2010), Figure 2.2). 
 
Figure 2.2. The transverse sections of two peat domes in Borneo where the black lines show 
the peat elevation, and the grey lines show the depth of the underlying mineral soils beneath the 
peat. At the limits of both domes are streams which limit peat accumulation, and in the dome in 
the lower section a stream dissects the dome into two parts (at approximately 5000 m along the 
transect). Figure is from Dommain et al., (2010) 
Evidence from coal deposits show that tropical peatlands have been globally-important agents 
of carbon sequestration since the Paleozoic era (up to 358 million years ago) (Greb et al., 
2006). Although they have performed similar functions in the carbon cycle for much of this time, 
it is since 15–20 million years ago (in the Miocene), with the expansive radiation of 
Angiosperms, that the faunal and floral characteristics of modern peatlands have been detected 
in Southeast Asia (Dommain et al., 2014; Greb et al., 2006; Posa et al., 2011). Across different 





















time scales, peatlands are important carbon sinks: coal is formed from the most ancient 
peatlands from millions of years ago, and peat is formed from the incomplete decomposition of 
forest biomass in anoxic conditions over the timescale of millennia (Greb et al., 2006; Kurnianto 
et al., 2015; Silvius et al., 1984; Sorensen, 1993). The vegetation in modern-day tropical peat 
swamp forests are estimated to absorb between 0.18 and 5.7 Mg C ha-1 yr-1 carbon from the 
atmosphere on an annual basis (Couwenberg et al., 2009; Dommain et al., 2011; Greb et al., 
2006). Peat accumulation rates have been modelled for the course of the Holocene at between 
approximately 0.3 and 1.5 mm yr-1 in Southeast Asia, however these estimates are dependent 
on the intensity of precipitation during the Holocene; with weakening monsoon conditions 
leading to less precipitation and consequently lower accumulation rates after approximately 
5,000 kBP (Dommain et al., 2011; Kurnianto et al., 2015).  
2.3 Introduction to Peatland Fires 
The earliest evidence of small-scale forest clearance from biomass burning comes from around 
53,000 years ago in present day Borneo, where it is thought that early humans cleared forest 
edges to maintain forest edge effects (opening of the canopy to increased sunlight and air 
circulation, creating ideal conditions for plant growth) in order to grow fruit trees which attract 
animals that can be hunted (Hunt et al., 2012). Charcoal analyses have revealed the 
occurrence of fires in Indonesian peatlands in the last 3,000 years, and only commonly 
occurring in the last millennium as populations increased, alongside their need for fuel wood 
and land for agriculture (Hope et al., 2005). However, biomass burning is much more 
widespread today. In Sumatra and across the tropics, fires are used as a cheap and effective 
tool to clear forested land for agriculture (Ketterings et al., 1999; Stolle et al., 2003). Indonesia 
has a humid tropical climate all year round and peat swamp forests are naturally resistant to 
fires due to their high humidity and soil moisture and low available fuel load. Fires in degraded 
forests occur most frequently during abnormally dry seasons brought about by El Niño 
conditions (Miettinen et al., 2011; Wang, 2004). These fires can become uncontrollable wildfires 
causing billions of dollars in economic losses, blanket smog which can smother neighbouring 
countries and irreversible damage to terrestrial ecosystems (Langner and Siegert, 2009; Page 
et al., 2002; Stolle et al., 2003). Depending on the fire fuel load, intensity, burn time and extent, 
these fires are not only destructive to peat swamp forest ecosystems on a local scale, but they 
have significant negative impact on human health regionally (Langmann et al., 2009) and are 
also globally important sources of greenhouse gas emissions, emitting up to 40% of 
anthropogenic emissions annually (Page et al., 2002).  
Fire occurrence is neither temporally nor spatially random. Broadly speaking, there are three 
categories of fires on Indonesian peatland; (1) fires lit by smallholder farmers, (2) large 
industrial-scale land clearance fires and (3) wildfires, each with their characteristic burn scar 
patterns: 1) Small, short-lived and sometimes haphazardly distributed across the landscape, but 
usually close to access tracks or watercourses; 2) large geometric-shaped burn scars; and 3) 
long-burning, large and irregularly shaped burn scars (Figure 2.3, Miettinen et al., 2013). Over a 
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period between 1998 and 2002, Miettinen and Liew (2005) found that in a study area of 
40,700km2 in Riau, Sumatra, fires occurred mostly in primary or semi-natural forests, with 
secondary growth habitats accounting for the second highest number of fires. They mainly 
occur on primary vegetation because fire is the most efficient tool for conversion of forest to 
agricultural lands (Chokkalingam et al., 2006; Hoscilo et al., 2011; Phua et al., 2007; Stolle et 
al., 2003). 
 
Figure 2.3 The different categories of fires can be identified by their burn patterns in Landsat 
satellite imagery. Fires caused by small-holder farmers who use fire for land preparation (using 
slash and burn practices) are typically characterised by small and patchy burn scars (a), 
wildfires are usually irregular in shape, large and are contiguous (b and c), whereas land 
conversion by large-holders (e.g. industrial plantation companies) are large in scale but often 
constrained in geometric shapes (d). Figure is from Miettinen et al., (2013) 
Farmers in Jambi have explicitly outlined the advantages of slash and burn practices; burning 
liberates the land of vegetation for planting crops, the ash fertilizes the soil, burning creates a 
more favourable soil structure for seedling germination, it also eliminates weeds and crop pests 
and diseases (Ketterings et al., 1999). There are some site characteristics which are known to 
be conducive to fires, particularly disturbed forests on sites with low water retention (i.e. already 
drained and logged peat swamp forest), or forests on shallow soils (Goldammer, 2006; 





















Miettinen et al., 2011). These sites are triply prone to anthropogenic burning because they have 
already been accessed, they are easiest to clear (e.g. compared to moist, intact forest) and the 
hot and dry environmental conditions are suitable for biomass burning (Chokkalingam et al., 
2006).  
Typically, peat swamp forests descend the ‘cascade of degradation’, whereby mature peat 
swamp forests are firstly drained by digging drainage canals (Hoscilo et al., 2011; Miettinen et 
al., 2012a). The water table then drops, exposing the peat to the air; the peat is semi-permeable 
because its form is a fibrous, porous matrix. The most important property which affects the 
ignition potential of peat is moisture, followed by bulk density, mineral content, porosity, and 
organic composition (Ashton et al., 2007; Rein, 2013). As well as lowering the water table, 
waterways have historically provided access to peatlands (in the last 1000 years), further 
increasing the risk of fires in drained areas (Hope et al., 2005).  
Fires on peatlands are primarily smouldering fires which are characterised by their slower burn 
rate, and lower energy release and temperature than flaming fires (6-12kJ/g and 500-700°C, 
compared to 16-30kJ/g and 1500-1800°C respectively), although most fires are started from 
flaming surface fires (Rein, 2013). Oxidation occurs on the peat surface and because oxygen 
can penetrate the porous matrix, combustion can occur underground, burning the soil itself as 
well as roots and woody material (Page et al., 2002). Being underground restricts oxygen 
supply and thus the oxidation rate, and also provides thermal insulation, meaning smouldering 
fires can burn for very long periods of time (in fact, the longest burning smouldering fire is 
estimated to be 6000 years old) (Ellyett and Fleming, 1974; Rein, 2013). This alludes to just one 
of the reasons why smouldering peat fires are difficult to detect from satellite-mounted sensors. 
Smouldering fires also spread underground, and are more difficult to extinguish than flaming 
surface fires (requiring over 50% more water, or 6% less O2 for smothering) (Rein, 2013). This 
means that once they are ignited, they are difficult to control because even heavy rains or fire-
fighting attempts may not impede their spread.  
 18 
 
Figure 2.4. Observations made in Kalimantan in controlled field trials by Usup et al., (2004).  In 
Stage I, flaming surface fires (often from slash and burn practices) ignite the surface peat once 
its soil moisture content has been sufficiently reduced by the heat from the surface fire. In Stage 
II, the peat goes through pyrolysis, followed by oxidation of the resultant char, and the 
smouldering front moves both vertically and laterally. In Stage III, the front has moved deeper 
into the soil column. Figure is from Usup et al., (2004). 
There is notable intra- and inter-annual variation in fire occurrence and magnitude in Indonesia. 
On an inter-annual scale, the climate is strongly influenced by El Niño-Southern Oscillation 
(ENSO) and the Indian Ocean Dipole (IOD), which can cause droughts by extending the dry 
season (Field et al., 2009; Gaveau et al., 2014). During these dry episodes, fire frequency and 
intensity have been linked with falls in precipitation, and following this, increases in trans-
boundary high-pollution events caused by smoke from the fires (Gaveau et al., 2014; 





















Goldammer, 2006; Wang, 2004). This is unsurprising because peat swamp forests are typically 
rain fed, and thus extended periods of below-average rainfall lowers the water table and (in the 
case of already drained or degraded forests) can expose the soil to the air and increase 
susceptibility to ignition (Hooijer et al., 2006; Huang et al., 2015).  
In summary, peatlands in their natural, undisturbed state are net carbon sinks, as well as 
hydrological regulators and important habitats for endangered animal species (Kurnianto et al., 
2015; Posa et al., 2011; Wösten et al., 2006a). The rate of carbon accumulation has been 
shown to vary naturally as a function of climate and sea-level, slowing with drier conditions 
(Dommain et al., 2010). During the Holocene, approximately 5-7,500 years ago Indonesian 
peatlands began slowly shifting from carbon sinks towards carbon sources with the advent of 
anthropogenic emissions from drainage and fires (Dommain et al., 2014; Yulianto et al., 2004). 
The rate of this process significantly increased in the last 70 years with the advances of 
mechanisation, industrialised plantations and agriculture, and increasing populations (Houghton 
et al., 2012). A single peat fire burning to a depth of between 15-150 cm mobilises carbon that 
has accumulated for between 190-3300 years into the atmosphere as GHG (Dommain et al., 
2014). In the context of the global carbon cycle, future climate change and habitat protection, it 
is therefore of the utmost importance to understand the full extent of the impacts of peatland 
fires.  
2.4 Introduction to Fire Detection and Monitoring 
In order to understand the extent and impact of these fires on natural and managed 
ecosystems, and on human health, it is important to monitor their occurrence and magnitude. 
Sensors on board satellites can provide these near real-time data, and the following section 
outlines their capabilities for fire monitoring. There are two types of fire detection systems from 
satellites, active fire detection and burned area detection. The former relies on detecting thermal 
anomalies on the Earth’s surface, whereas the latter usually uses proxy data to measure the 
fire-affected areas (e.g. changes in surface reflectance caused land cover changes brought 
about by fire). 
2.4.1 Active Fire Detection 
Active fire detection from satellites employs thermal sensors to measure the thermal radiation 
emitted by fires, which is dependent on the temperature of the fire. Smouldering peat fires burn 
at a temperature of around 500-700°C whereas flaming vegetation fires can burn at over 1500-
1800°C (Rein, 2013). The thermal radiation from these fires peaks at around 3.8 µm, which falls 
into the band wavelengths of NASA's Moderate Resolution Imaging Spectroradiometer (MODIS) 
on board the Terra and Aqua satellites, as well as NOAA's Advanced Very High Resolution 
Radiometer (AVHRR) sensor. However, the AVHRR sensor was developed to measure cloud 
and sea surface temperature, meaning that the pixels in the 3.7 µm band saturate at a low 
temperature (375K) relative to most surface and smouldering fires, which in turn results in a 
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high number of false detections (Kaufman et al., 1998). Threshold criteria were used to 
eliminate false detections, for example the difference between the 3.7 µm and 11 µm bands 
should be at least 10K so that hot bare soil is not falsely detected as fire (Kaufman et al., 1998).  
On the other hand, the MODIS sensor records in two thermal infrared bands that are specifically 
designed for fire monitoring at 4 and 11 µm, which correspond to 450 and 400 K saturation 
temperatures respectively (Giglio et al., 2003; Kaufman et al., 1998). The relationship between 
the 4 and 11 µm is important for measuring the temperature of the fire; the 11 µm band detects 
the background temperature variability (at low temperatures), whereas the 4 µm variability 
(relative to 11 µm) will provide a fire temperature estimates at higher temperatures. The MODIS 
active fire product provides four daily observations (because it uses two satellites) across most 
regions of the tropics, and given that the humid tropics (such as in Sumatra) are often covered 
in clouds, this increases the chances that a fire will be detected. The spatial resolution is 1 km, 
meaning that any number of hot spots detected lie within the 1 km pixel, and the coordinates of 
the hotspot correspond to the centre of the 1 km pixel, rather than the precise location of the fire 
(Giglio et al., 2003). Therefore, active fire products can be used for aiding the detection of 
burned area by correlating their occurrence and location with changes in land cover (i.e. from 
vegetation to bare earth/ash) (Miettinen et al., 2013; Stolle et al., 2004).  Further to detection, 
MODIS Collection 6 products provide fire radiative power values (FRP), derived using an 
algorithm from Wooster et al., (2003), and these data are often related to the rate of biomass 
combustion. MODIS is at the moment the most widely used sensor for active fire detection and 
FRP analysis, but due to their lower fire temperatures and often underground nature, it is clear 
that MODIS may miss some of the sub-pixel smouldering peat fires, even though it is possible to 
detect such fires covering only 1/1000th of the pixel area (Wooster et al., 2003).In fact, there are 
several factors which can affect the detection of active fire hotspots. Firstly, a fire can only be 
detected if it is large and hot enough, therefore fires under 100 m2 are unlikely to be detected 
even in perfect conditions, although fires as small as 50 m2 have been known to be detected at 
nadir in perfect conditions (Giglio et al., 2003). This may be important in areas where slash and 
burn practices are employed by small-scale farmers to clear and manage their land because 
even though emissions may be small from individual small fires, the cumulative total across the 
landscape may be significant (Ketterings et al., 1999; Miettinen et al., 2013; Tsela et al., 2014; 
Zhu et al., 2017). Smouldering fires must be larger than flaming fires in order to be detected (by 
up to 20 times) due to their lower burning temperature and their ability to burn underground, 
(Giglio et al., 2003). That said, because they burn for much longer than flaming surface fires, 
they are more likely to be detected as a satellite passes overhead (Tansey et al., 2008). 
Secondly, the sensor can only detect fires as the satellite is passing overhead, and the further 
away from nadir the fire is, the less likely small fires will be detected (because the wider the field 
of view, the more area each pixel covers, and thus fires need to be proportionally larger in order 
to be detected (Giglio et al., 2003; Tansey et al., 2008). Thirdly, if the line of view between the 
fire and the sensor is obstructed by clouds (or thick smoke plumes that maybe masked 
incorrectly as cloud), or canopy cover, a detection is unlikely (Giglio et al., 2003; Tansey et al., 
2008). These three factors are broadly considered on a per pixel basis, and each pixel where a 





















hotspot is detected is assigned a 'detection confidence' ranging between 0-100% which can be 
used to omit detections more likely false (e.g. from sunglints or solar-heated ground).  
Since 2000, Fire Information for Resource Management (FIRMS) have released a near-real 
time fire detection product based on spectral data collected by the Visible Infrared Imaging 
Radiometer Suite (VIIRS) aboard the Suomi-National Polar-Orbiting Partnership Satellite 
(Schroeder et al., 2014). This 375 m product builds on the MODIS active fire product by using 
five 375m channels for fire detection (distinguishing between thermal anomalies and 
land/water/cloud pixels). The algorithm also uses the 750 m channels as a baseline for fire 
detection, and there is a 750 m product available, however this provides no further benefit to the 
higher resolution product. Although the VIIRS 375 m product saturates at 367 K, its high 
resolution and regular repeat overpass time (12 hours) make it more suitable than VIIRS 750m 
and MODIS 1km products for detecting small, smouldering fire fronts in Sumatra (Figure 2.5, 
Schroeder et al., 2014). For the purposes of monitoring protected or managed peat swamp 
forests, firefighters use near-real time active fire detections which are considered an essential 
tool in preventing the spread of forest and/or peatland wildfires (Armenteras et al., 2017; The 
Straits Times, 2015). 
 
Figure 2.5. The daily spread of a wildfire in the Taim Ecological reserve in Southern Brazil. Low 
resolution (1 km) MCD14ML active fire detections are made by MODIS Terra and Aqua 
satellites (left and right respectively). In the central pane, VIIRS 375 m resolution fire detection 
data mapped the spread of the fire in far greater detail with detections at both day and night in a 
spatially coherent pattern. The white polygon delineates the burn scar which was mapped from 
30 m resolution Landsat 7 ETM+ data. Figure is from (Schroeder et al., 2014). 
Using MODIS and NOAA-18 (from ASEAN Specialised Meterological Centre, specifically for 
Southeast Asia) the World Resources Institute have released Global Forest Watch (GFW) Fires 
online tool to map both archived and recent active fires. In addition to these automated fire 
detection products, GFW also include data collected from www.tomnod.com, an online service 
were online participants explore high-resolution satellite imagery from the DigitalGlobe Initiative 
to manually delineate both burned areas and active fires. Crowdsourced data might help 
validate automatically generated data as well as detected previously undetected fires. The GFW 
service also allows users to receive near real-time updates via SMS to their phones. This 
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functionality is particularly useful to wildfire researchers and response teams in Indonesia 
because the mobile phone network is extensive, even in remote areas. 
In summary, wildfire researchers have an arsenal of active fire detection products at their 
disposal to characterise the spread and intensity of wildfires in tropical peatlands. Using these 
products, researchers have characterised at-risk areas (Hyer et al., 2013; Miettinen et al., 
2012a) as well as delineating burned areas (Tansey et al., 2008; Hooijer et al., 2014).  
2.4.2  Burned Area Mapping and Products 
Burned area mapping using optical datasets typically relies on the change in spectral signature 
of a pixel over time relative to a baseline value, i.e. from green vegetation to dark bare soil 
among neighbouring green pixels. The spectra best suited for discerning burned areas are in 
the near and shortwave infrared (NIR and SWIR) (Roy et al., 2002), and these spectra are used 
to create indices which are sensitive to vegetation, vegetation water content and burn scars 
(Phua et al., 2007). Normalized Burn Ratio (NBR) can be used to map burned areas, by taking 
the normalized difference between the Near and Shortwave infrared bands from Landsat data 
for an area both pre- and post-fire, and differencing the two NBR layers to create a change 
layer, dNBR (Eq. 6.1. E.q. 6.2, Phua et al., 2007). An advancement of the dNBR, the Relative 
dNBR removes the influence of the pre-fire vegetation type and has proved yield more accurate 
burn scar delineation (E.q. 6.3, Miller and Thode, 2007). 
For the classification of burned areas there must be sufficient spectral separability between 
burned areas and unburned areas. This can be quantified using the “M-statistic” (Eq 2.1) as 
outlined by Pereira, (1999), and subsequently used by Smith et al., (2007).  
Eq 2.1 
ܯ = (ߤ௨ −  ߤ௕ ) ÷ (ߪ௨ −  ߪ௕ ) 
Where µu is the mean value for background unburned pixels and µb is the mean value for 
burned pixels, and σu and σb is the standard deviation for unburned and burned pixels 
respectively. There is usually adequate separability between classes when M > 1 (in the same 
band or index).  
Extracting burned areas as features from optical datasets such as LT5, LE7 or LC8 may be of 
great interest because of their high resolution, and regular return intervals. For the best results, 
it is often preferable to use indices which highlight vegetation (Normalized Difference Vegetation 
Index, NDVI), or burn index (e.g. Burned Area Index or Normalized Burn Ratio) with a 
supervised classification algorithm such as Maximum Likelihood classification (Mazher, 2013) or 
unsupervised classification scheme such as ISODATA (Smith et al., 2007). These methods may 
be particularly useful for monitoring burns for Tier II carbon accounting (on a project scale) 
because to date there are no high-resolution automated burned area products.  





















Very high resolution (10 m) synthetic aperture radar (SAR) data are now available from the 
Sentinel 1a and 1b satellites. These data have an important advantage over optical datasets; 
the data can be collected day or night, and are unaffected by cloud cover. They have been used 
to map burned areas in non-tropical biomes originally, but recently have been applied to tropical 
peatland environments. A full description can be found in Section 6.1. 
There are also a number of low- to mid-resolution global burned area products that are 
produced automatically using burned area algorithms (Roy et al., 2008a). The most widely used 
product, MODIS burned area product MCD45A1 (currently collection 6.1) uses MODIS data at 
500m spatial resolution, and daily temporal resolution. However, the product is delivered as 
global monthly burned area, and each data point has coordinates, day of burn and confidence 
estimate. The detection algorithm that produces this MCD45A1 relies on surface reflectance 
changes within a moving temporal window spanning at least 16 days pre- and post-fire 
detection date, until 7 detections are made (Roy et al., 2008a; Boschetti et al., 2009), whereas 
the active-fire based MODIS burned area product (MCD64A1) locates thermal anomalies, and 
compares the spectral characteristics (e.g. Vegetation Index) within those areas to detect 
burned area (Giglio et al., 2009). These differences in detection algorithm can produce widely 
varying results, for example the omission rate can be much larger in MCD45A1 product if cloud 
cover is persistent, throughout the “moving time window” period (Tsela et al., 2014).  
In the context of Sumatra, MCD45A1 often performs poorly because its detection algorithm 
requires many consecutive or near-consecutive cloud-free images to detect burned area, 
whereas thermal anomaly data (MOD14A1 and MYD14A1), which are from day and night, are 
used to train the MCD64A1 algorithm to detect fires (Giglio et al., 2009). This increases the 
chances that burned areas can be detected because MCD45A1 relies only on day-time pre- and 
post-fire reflectance data, not a series of many images within a set time window. Both MODIS 
burned area products underestimate the area of small fires (<500 ha), meaning that many small 
peat fires are omitted (Tsela et al., 2014). The most recent version of the Global Fire Emissions 
Database (GFED4.1s) incorporates the burned area from 500 m MCD64A1, as well as 1 km 
active fire data (MYD14A1) and dNBR data from the 8-day 500 m surface reflectance product 
(MOD13A1) to estimate burned area from small fires that are missed by MCD64A1 (full details 
in Chapter 6.1). However, very recent work (Zhang et al., 2018) shows that this “small fire 
adjustment” does not always produce reliable information (at least in areas of agricultural 
residue burning which were examined in that work).  
As with all remote sensing analyses, it is important to perform some level of evaluation and 
ideally validation to try to ensure that what is inferred remotely from satellite (or indeed airborne 
sensor) data, is reliable. Sometimes this can be achieved by using high resolution satellite data 
on platforms such as Google Earth. However, given the low temporal resolution of many high 
spatial resolution datasets, remote sensing is not likely to ever completely replace the need for 
in-situ observations for validation purposes (Müller et al., 2013).  
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 Emissions Estimates and Their Uncertainties 
The 2013 Supplement to the 2006 International Panel on Climate Change Guidelines for 
National Greenhouse Gas Inventories for Wetlands outlines best practice methodologies for 
quantifying GHG emissions from peat fires (IPCC, 2014). The methods vary according to scale, 
and also data availability. Tier I estimates are designed for national-level accounting, and do not 
use spatial or site-specific data. Tier II accounts for regional/local emissions using spatially-
explicit data. In comparison, Tier III estimates are more rigorous and require site-specific data to 
estimate emissions from specific events. Here, only Tier II and III emissions estimates are 
discussed because by improving these estimates, as these may lead to improvements in Tier 1 
emissions estimates.  
These methods, along with all other published methodologies are indirect emissions estimates 
because it is neither practical nor possible to directly quantify carbon emissions from peat fires. 
The IPCC guidelines require data for the following parameters (Hiraishi et al., 2014). Firstly, the 
quantity of fuel burned is needed; the volume is calculated by multiplying burned area with 
average depth of burn. The mass of fuel burned is calculated by multiplying the volume by dry 
bulk density (which is mass per unit volume). A combustion factor is applied to account for the 
amount of the fuel that actually burned. Finally, the mass of fuel burned is multiplied by an 
emissions factor for each GHG species. The emissions factor is the quantity of gas emitted per 
unit mass of fuel burned (Eq 2.2).  
Eq 2.2: 
 ܮ௙௜௥௘,௜ = ܣ ∗  ܯ஻ ∗  ܥ௙ ∗ ܩ௘௙,௜ ∗ 10ିଽ 
Where ܮ௙௜௥௘ is amount of CO2 or non-CO2 species (݅) emissions (Gt), ܣ is burned area (ha), ܯ஻ 
is the mass of fuel available (tonnes ha-1), ܥ௙ is the combustion factor (dimensionless), and ܩ௘௙,௜ 
is the emissions factor for gas ݅ (g kg-1). This model is used to estimate emissions from peatland 
fire events, and like all models, is a simplification of real-world processes. The variables used in 
this model each have their own uncertainties associated with their estimates, and these 
uncertainties are detailed in the following sections.  
 Uncertainty in Burned Area 
Burned area accuracy can be quantified using “ground truth” data (data on land cover or burn 
severity collected in the field) however for low-resolution global products like MCD64A1, efforts 
to collect ground data for many biomes including tropical peatlands have not been made 
(Mouillot et al., 2014). Higher-resolution satellite or airborne remote sensing can, in part offer an 
affordable and extensive solution for assessing the accuracy of low-resolution burned area 
products (Lohberger et al., 2017; Tsela et al., 2014; Zhu et al., 2017). The accuracy of a 
classification is most frequently quantified by using a confusion matrix to assess whether the 
classification was correct or incorrect at specific checkpoints (at which the true classification is 
known by ground truthing or higher-resolution image interpretation). This method produces 





















overall accuracy and error statistics (i.e. a percentage describing the proportion of times the 
land cover was correctly/incorrectly classified at the check locations). As uncertainty is usually a 
description of range of possible values within which the true value is likely to lie (e.g. root mean 
square error, standard deviation of a mean value), it is important to calculate confidence 
intervals for burned area. As the burned area accuracy/error data in confusion matrices are 
calculated from binomial response data (e.g. is a location burned or unburned?), they do not 
directly supply estimates of uncertainty, however the data within them can be used to calculate 
uncertainty.  
Using stratified sampling techniques (whereby sample sizes of burned/unburned areas are 
proportional to the total area cover by each strata), an error matrix is constructed comparing a 
reference dataset (e.g. usually ground data or high-resolution imagery) and the classification 
dataset (e.g. Landsat data). A sample-based estimator for the area proportion for each 
correctly/incorrectly classified class is calculated from the error matrix. The standard error, and 
confidence intervals are calculated based on estimator values of proportion of area and applied 
to the total burned area (See GFOI, (2014) and Eqs 5.5.2 and 5.57 in Cochran, (1977)). The 
confidence interval (e.g. 95%) can then be applied to overall uncertainty in emissions 
calculations. Other more complex methods can derive pixel-based uncertainty values using a 
Bayesian classifier (Gonçalves et al., 2009)  
Other uncertainties are born from low spatial resolution for automated burned area detection, 
and low temporal resolution for optical datasets such as Landsat (Chapter 6). However, there 
are now an array of different products available for measuring burned area to allow users to 
build a contiguous mosaicked time series of optical data for a given area. These include NASA 
datasets such as Landsat 8 OLI and Landsat 7 ETM+, and European Space Agency SPOT 
(Satellite Pour l’Observation de la Terre). Further high-resolution Quickbird, WorldView, 
IKONOS and GeoEye datasets are available from DigitalGlobe free of charge for research 
(pending successful grant application).   
 Uncertainty in Depth of Burn 
Depth of burn (DoB) is particularly important in modelling emissions from peatland fires owing to 
the very high carbon content of tropical peat; very small changes in the DoB estimate (~1 cm) 
equate to very large changes in emissions (Konecny et al., 2016; Page et al., 2002; Warren et 
al., 2012). DoB can be measured using airborne LiDAR, however these methods are very 
expensive and require either both pre- and post-burn surveys (Reddy et al., 2015), or a form of 
pre-fire topographical modelling based on adjacent unburned areas (Ballhorn et al., 2009; 
Konecny et al., 2016). While the modelling approaches are generally accepted methodologies, 
they too have associated uncertainties pertaining to LiDAR error (which can be nearly half of the 
average measured depth of burn, 0.15 m error compared to 0.33 m depth of burn in Ballhorn et 
al., (2009)), and the assumption that all the peat in a burned area is burned to this depth (which, 
studies in temperate and boreal regions have found to be false i.e. smouldering peat fire 
accounted for 30% of the burned area in a Scottish pine forest, whereas the rest was flaming 
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surface fires (Davies et al., 2013), and twice the amount of biomass combusted in hollows than 
in hummocks in a boreal bog fire (Benscoter and Wieder, 2003)). Other papers have used metal 
rods to measure the pre- and post-fire peat elevation, although this technique is subject to the 
least uncertainty, these are controlled experimental measurements rather than observational in 
situ measurements, and so these may be unrepresentative of real peat fires and lack the scale 
to characterise depth of burn over large areas (Page et al., 2002; Usup et al., 2004; Ballhorn et 
al., 2009).  
  Uncertainty in Bulk Density 
The bulk density parameter has been measured in detail by Hooijer et al., (2012), and 
subsequently related to carbon density measurements by Warren et al., (2012). Further bulk 
density measurements have been collected along a depth profile of c.3 m on different land 
classes (e.g. forests of different levels of drainage and burn history) using the most rigorous 
methodology in the literature (taking peat samples horizontally from the sides of a pre-dug 
trench using sharpened cylinders, as per Hooijer et al., 2012). It has been recommended that 
these bulk density values are used in preference to collecting data via alternative methodologies 
(such as Russian Peat Corer in Warren et al., (2012)) as these methods are imprecise owing to 
peat compaction (pers. comm. A. Hooijer, 2015).   
 Uncertainties in Emissions Factors 
The IPCC default emission factors for CO2, CH4 and CO are based on a laboratory-based 
analysis of a single block of peat (~25cm on each side) from an acacia plantation in South 
Sumatra. The block of peat was ignited and the emissions were analysed using an open path 
Fourier Transform Infrared Spectrometer (FTIR) (Christian et al., 2003). FTIR measurements 
can also be made over much greater distances in-situ for measuring emission factors which 
account for the natural variations in bulk density, peat moisture content, live below-ground 
biomass, and the ratio of smouldering to flaming combustion (Huijnen et al., 2016; Smith et al., 
2017, 2011, Wooster et al., 2018, 2011; Zhang et al., 2015). Given the technological and 
methodological advancements in measuring emissions factors in-situ, the uncertainties in this 
variable (especially for CO2 emissions, which are those of the greatest magnitude and thus 
most important in terms of ultimate global warming importance – even though CH4 has a 
greater global warming potential on a molecule-by-molecule basis) are perhaps the most 
constrained (Wooster et al., 2018). 
  Uncertainties in Combustion Completeness  
By measuring the volume of peat burned, it is assumed that combustion completeness is unity 
(i.e. all of the peat has fully combusted). However, in previous sections we have discussed that 
smouldering fires do not uniformly burn peat throughout the burned area. As remote sensing 
products that are used to estimate burned area typically have a resolution between 30 – 1000 
m, much of this burn heterogeneity is lost. Furthermore, heterogeneity in burned area translates 
to variation in burn depth (because only burned areas lose height directly, unburned areas 





















might lose height by subsidence caused by microbial oxidation (Hooijer et al., 2012a)). While it 
might make sense to use the default value of 1 in the IPCC equation if the volume and mass of 
peat is accurately quantified, the term could actually be used to reflect the proportion of burned 
area that is completely combusted.  
  An alternative: Fire Radiative Energy 
As an alternative to the IPCC guidelines, it is possible to relate the amount of Fire Radiative 
Energy (FRE) as assessed by satellite remote sensing to the mass of fuel that is consumed by 
the fire. This may actually remove the requirement for quantifying the pre-burn fuel load and 
post-burn combustion completeness terms (Wooster et al., 2003; Freeborn et al., 2011; Kaiser 
et al., 2012). By multiplying the remotely-sensed FRE by a combustion factor (C, kg J-1) 
associated with land cover type, the equation is as follows (Eq 2.3): 
E.q. 2.3 
ܮ௙௜௥௘ = ܨܴܧ ∗ ܥ 
There may be issues with using this methodology for smouldering peat fires because these fires 
tend to burn below the surface, hence the FRE may be underestimated, or even go undetected 
(Kaiser et al., 2012). This can in theory be countered by adjusting the value of C to one 
appropriate for such fires, but this work has not yet been fully completed (Wooster et al., 2018). 
2.5  Current State of Indonesian Peatlands, and Emissions 
from Fires 
Indonesia’s tropical peatlands have been, are currently being, and are forecast to be drained, 
degraded, deforested and converted to industrial plantations at an alarming rate (Figures 2.6 
and 2.7, Marlier et al., 2015; Miettinen et al., 2012a, 2012b; Miettinen and Liew, 2005; Warren 
et al., 2012). Two studies have produced forest loss estimates for Indonesia between 2000 and 
2012, the lowest estimate suggests 60,200 km2 of primary tropical forest was lost (increasing by 
approximately 47,600 ha per year), with 43% of this deforestation occurring on 
wetlands/peatlands (Margono et al., 2014). Hansen et al., (2013) estimate that more than 
double was lost, at 157,850 km2. Between 1997-2011, peat fires in Indonesia, Malaysia and 
Brunei alone contributed up to 25% of the global emissions from deforestation, despite covering 
a minute fraction of the area of globally deforested land (Rossi et al., 2016; van der Werf et al., 
2010). This highlights the importance of peatland protection and restoration; with such high fuel 
loads available in peatlands, their degradation (which leads to burning) has a disproportionately 
high potential for GHG emissions (Page et al., 2011; Page and Hooijer, 2016). 
It should be noted that the tropical peatland fire emissions estimates vary greatly both between 
models (from 101 (± 188) and 57 (± 82) TgC yr-1 from GFED3 and FAOSTAT respectively), and 
within models; the uncertainty is up to 186% of the estimate itself (Rossi et al., 2016). Other 
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studies estimating national emissions from peatland fires give ranges which differ by up to 
217% for single years (Page et al., 2002), however more recent studies have helped constrain 
emissions uncertainties by, for example, improving specification of emissions factors (Huijnen et 
al., 2016; Wooster et al., 2018), depth of burn estimates (Konecny et al., 2016; Simpson et al., 
2016), burned area estimates (Chuvieco et al., 2016; Lohberger et al., 2017; van der Werf et al., 
2017a) or accounting for small fires (Giglio et al., 2016; Randerson et al., 2012).  
 
Figure 2.6. State of the forests in Indonesia by landform (wetland, lowland or montane). The 
three subsets relate to Riau (Sumatra), West Kalimantan (Kalimantan), and Papua Province 
(Papua) (from left to right). Peatlands are included in wetlands, examples of which are in the 
bottom left and centre panes. Loss and degradation categories are from 2000-2005, 2005-2010, 
and 2010-2012. Wetland forest loss and degradation have been particularly prominent in Riau. 
Figure is from (Margono et al., 2014). 
On a national, regional and global scale Indonesian peatland fires are significant sources of 
GHG emissions (Hooijer et al., 2010; Page et al., 2002; Van der Werf et al., 2008), especially 
compared to the natural emissions from peat oxidation (aerobic decay) in pristine tropical peat 
swamp forests. It is estimated that anthropogenic carbon emissions from drainage and peat 
fires in Sumatra and Kalimantan in 2007 were 820 times higher than these natural emissions, 
equating to 85% of total drainage-related emissions in Southeast Asia (Dommain et al., 2014). 





















Once burned, the peat swamp forests no longer sequester carbon through biomass and peat 
accumulation, further compounding the GHG emissions increase (Dommain et al., 2011). Figure 
2.7 shows how drainage and fires have led to peatlands in Sumatra and Kalimantan becoming 
carbon sources, and forecasts the emissions trajectory into 2020 and 2030.  
 
 
Figure 2.7. The carbon flux changes for peatlands in Sumatra and Kalimantan in 1950 and 
2007, and projections through to 2030. In 1950 the peatlands were largely undisturbed, 
accumulating carbon in live biomass, and peat from dead biomass at a rate of 7.2 Tg C yr-1. By 
2007, peatlands have become carbon sources, emitting 28 times more than the 1950 
accumulation rate, with peat fires accounting for approximately 40% of carbon emissions. As 
drainage and land conversion increases into the future, so do emissions from peat oxidation 
and fires. Using data from Miettinen et al., (2012b), Figure is from (Dommain et al., 2014).  
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2.6  Peatland Protection in Indonesia 
2.6.1  REDD+ in Indonesia 
The United Nations Framework Convention on Climate Change (UNFCCC) international climate 
negotiations in Paris in 2015 saw countries pledging to make carbon emissions reductions in 
their nation-specific Intended Nationally Determined Contributions (INDC). Indonesia outlined its 
INDC towards a sustainable, reduced-carbon future; a commitment to a 26/29% reduction in 
GHG emissions by 2020/2030 (measured against a “business-as-usual” scenario (BAU)). In the 
BAU, 37% of the nation’s GHG emissions will come from Agriculture, Forestry and Other Land 
Use Change (AFOLU), peatland oxidation and fires, coming second only to the energy sector 
(Tumiwa and Imelda, 2015). The accurate assessment of GHG emissions from fires is therefore 
high on the list of the priorities for the Indonesian Ministry of Forestry. As an additional 
incentive, a conditional contribution of USD$1bn was made in 2010 from the Government of 
Norway to develop and implement Indonesia’s Reducing Emissions from Deforestation and 
forest Degradation (REDD+) campaign. The Indonesian implementation mechanism for this 
nationwide target has been developed; the National Action Plan for Greenhouse Gas Emissions 
Reduction (RAN-GRK), whereby each province is required to produce a Local Action Plan for 
Greenhouse Gas Emissions Reduction for each sector (e.g. agriculture and forestry, energy, 
transport, and waste) (RAD-GRK) (Ge et al., 2016; Smith et al., 2010). Within the scope of each 
RAD-GRK are baseline emissions profiles per sector, emissions reductions targets, mitigation 
activities and adaptation plans (Ge et al., 2016).  
The scope of the original REDD programme was widened to include other beneficial activities 
such as increasing forest carbon stocks, sustainable forest management and forest 
conservation (REDD+). Fires have an important impact on REDD+, its accounting and activities: 
(a) Fires negatively affect carbon permanence (i.e. in a single fire event up to 140 and 3,300 
years of carbon accumulation in the form of aboveground biomass and peat soil can be lost 
respectively (Barlow et al., 2012; Dommain et al., 2014)), (b) fires open the forest for further 
encroachment, leading to increased deforestation/degradation and fires locally, (c) fire events 
increase the likelihood of repeat fire events before vegetation has regrown to its pre-fire 
biomass stock, (d) tree mortality can continue many years after the fire event (Baker et al., 
2009), (e) in remote sensing analyses forest fires can be confused with “functional 
deforestation”, with both having different emissions profiles, (f) forest regeneration may be more 
difficult post-fire than post-degradation/deforestation because of the higher plant mortality rates, 
initial biodiversity loss, and increased risk of repeat fires (Barlow et al., 2012), (g) fires also 
jeopardise the additional benefits that REDD+ aims to provide, e.g. as well as high wildlife 
mortality rates caused directly by fire, biodiversity is affected more severely after fires than (e.g.) 
forest degradation because the mature forest habitat is replaced by secondary regrowth 
vegetation, completely shifting species composition over the long-term (Barlow et al., 2012). 
Despite the important impacts of both general fires and peat fires on REDD+, the UN-REDD+ 





















guidelines for incorporating fires into national carbon accounting systems are lacking (Barlow et 
al., 2012; Goetz et al., 2015; Krisnawati et al., 2015a, p. 2; Ochieng et al., 2018). 
In 2014, Indonesia was assessed on its preparation to roll out a National REDD+ scheme. While 
there had been efforts to set economic targets, a legal framework, between 44 and 77 REDD+ 
pilot/demonstration projects, there was a lack of measurement, reporting and verification (MRV) 
protocol for carbon accounting for REDD+ (Minang et al., 2014). Then in November 2015, the 
Indonesian Ministry of Environment and Forestry (MoEF) launched a Tier III GHG accounting 
system called the Indonesian National Carbon Accounting System, a nationwide MRV platform 
aiming to support REDD+ activities (Ministry of Environment and Forestry, 2015). By 2018, all 
the essential elements to establish a robust Indonesian MRV system are in place (and are 
detailed in Table 2.1) (Ochieng et al., 2018). The Indonesian National Carbon Accounting 
System (INCAS) is a systematic methodology for estimating GHG fluxes from forest growth and 
turnover, different forest management regimes and events, and peatland drainage, conversion 
and burning (Krisnawati et al., 2015a, 2015b). INCAS is supported by the Indonesian National 
Institute of Aeronautics and Space (LAPAN) who are responsible for the land-cover and land-
use monitoring programme using remote sensing data to map forests and classify other land 
covers (LAPAN, 2015). Emissions from fires are estimated using the IPCC approach (Eq. 2.2), 
however the methodology requires two major improvements with respect to fire emissions; (a) 
historical burned area in Indonesia has not been accurately determined, nor has their burned 
area delineation method (although by August 2018, a global burned area product which derives 
burned area from Landsat data using Google Earth Engine has been developed for 2015 (Long 
et al., 2018), however this has not been used to estimate burned area within Indonesia), and (b) 
while uncertainties at the plot and national level have been quantified for emissions from 
deforestation, the model used to quantify uncertainty does not include uncertainty in peat fire 
emissions estimates (Krisnawati et al., 2015a, p. 2). Given that the potential emissions from 
peat fires in Indonesia is globally significant, accounting for and constraining the uncertainties in 
peat fire emissions is an essential step towards improving the effectiveness and credibility of 
REDD+ in Indonesia.   
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Table 2.1. Progress report for the four essential elements for establishing a national MRV 
system in Indonesia. Some of the major advances that have been made are outlined for each 
element, with limitations highlighted in red. This information is from Ochieng et al., (2018). 
2.6.2  Project-scale Forest Protection 
Local-scale forest and peatland protection projects are beginning to establish in Indonesia. The 
Verified Carbon Standards (VCS) is an international program providing robust methodologies 
for carbon accounting, project auditing and transparent registry of carbon credits at the project 
level (Verified Carbon Standards, 2018).  For carbon accounting at the project-scale, project 
emissions must be compared to baseline emissions (usually from a reference area with similar 
environmental, ecological, geographical and threat characteristics). The VCS method for 
measuring emissions from peat fires is the same as the IPCC Tier III methods, except there is 
an additional conservative fire reduction premium awarded to re-wetted projects that (under the 
Aims and Strategies 
Policy aims of forest measurement expanded 
to include forest carbon stocks and its 
changes  
Strengthening of the National Forest 
Monitoring System  
Implementation of Indonesian Carbon 
Accounting System (INCAS) 
Development of standards and methods for 
forest carbon monitoring, and remote sensing 
(RS)  
Development of allometric equations 
Piloting provincial/district forest carbon 
monitoring  
Some strategies, especially INCAS, are 
contested 
Actors  
Strengthening of Directorate General (DG)- 
Planning  
Directorate of greenhouse gas (GHG) 
Inventory and MRV established 
Sub-directorate of GHG Inventory for land-
based section, and  
Section for GHG Inventory for Forestry Sector 
established 
Resources  
Geo-data downloading/ processing 
infrastructure installed at LAPAN (National 
Institute of Aeronautics and Space)  
Data processing software installed at DG-
Planning  
Data management system installed in 18 
computers at DG-Planning  
Several trainings on remote sensing and 
forest inventories at national and subnational 
levels  
Inadequate human and technical capacity at 
subnational level 
Legislations/ Procedures 
Ministry of Forestry Regulation on Criteria and 
Standards for Forest Inventories enacted  
Presidential Decree on GHG Inventories 
enacted  
Ministry of Environment and Forestry (MOEF) 
Regulation on establishment of MoEF and on 
organization of MoEF enacted  
Regulations outlines roles of different 
agencies in REDD+ MRV High “rule density,” 
which creates confusion 





















baseline conditions) would experience 25% area burned at least once every 10 years. While 
this bypasses the need to produce rigorous emissions estimates in a baselines scenario, it 
allows the REDD+ practitioner to select reference or proxy areas for the baseline that might not 
be representative of their project area. Therefore, the carbon credits awarded might not equate 
to a real-life carbon emissions benefit. However, the VCS do stress in their methodologies that 
a conservative approach must be taken, and all baseline assumptions need to be justified using 
adequate MRV approaches.  
As an example of the VCS mechanism in practice, here follows a brief description of a peatland 
protection and rewetting project in Central Kalimantan: 
Case study: Katingan Peatland Restoration and Conservation Project (KP) (PT. Rimba Makmur 
Utama, 2016) 
This 149,800 ha peat dome is located in the province-managed industrial production forest, and 
without the management activities of the KP was earmarked for conversion to industrial timber 
plantation. The KP aims to implement sustainable land use following the scope of REDD+, 
generating income locally in exchange for the delivery of climate objectives (e.g. GHG emissions 
reductions), community development (reduce poverty and create sustainable livelihoods) and 
biodiversity benefits (prevent deforestation drives and maintain pristine habitats for local flora and 
fauna). Peat fires form an important source of emissions in the KP baseline scenario (what would 
happen in the area if the KP was not implemented). The approach was to map possible burning 
areas (PBAs) using a stochastic model, which was based on the assumption that historically, fires 
in the vicinity have occurred close to human activity (e.g. roads or canals). Then by performing a 
remote sensing analysis using Landsat data to delineate burned area, or MODIS MCD14ML 
active fire data (where cloud-free Landsat data were not available) in seven proxy areas (similar 
peatlands in other locations) over a 10 year baseline period, the average burned area was 
calculated as a percentage per proxy area. This threshold value (1.44%) was applied to the KP 
project area to calculate the predicted annual burned area (2,157 ha yr-1). Over the project 
lifetime (60 years), the burned area was simulated to occur randomly within the PBAs to total no 
more than the predicted annual burned area. Given that depth of burn varies with burn frequency 
(Hooijer et al., 2014; Konecny et al., 2016), burn frequency stratification was used to calculate 
GHG emissions. Under the VCS methodology, over the 60 year project period the emissions 
reductions from peat fires are approximately 15.5 m tCO2 equivalent, approximately half the 
emissions from deforestation in the project area (PT. Rimba Makmur Utama, 2016). The KP 
method reflects the lack of standardised method for fire emissions accounting; practitioners are 
required to instate procedures for assessing the frequency and intensity of fire occurrence based 
on scientifically robust and representative remote sensing analyses (Emmer and Joosten, 2011; 
PT. Rimba Makmur Utama, 2016), however these have not been explicitly defined by the 
Indonesian Ministry of Environment and Forestry.  
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2.7  Summary 
There is no doubt that Indonesian peat fires can and do produce huge quantities of GHG 
emissions to the atmosphere: for example, the 1997-1998 fires were – at the time - considered 
responsible for much of the greatest annual increase in CO2 in the 40 years since records 
began at the Mauna Loa (IPCC, 2001). However, the true extent of the GHG emissions is still 
under debate given the significant uncertainties in depth of burn and burned area 
measurements in particular, and this is both the case on a project and regional scale (Page and 
Hooijer, 2016). Given that peatlands require millennia to form, and act as enormous carbon 
sinks in their natural state, it is imperative to their conservation and climate change mitigation 
that they are prevented from burning; in just a few months, thousands of years of carbon 
accumulation can be reversed in the form of fire emissions, perhaps permanently if forests are 
not allowed to grow back (Dommain et al., 2011). In order to ensure their protection through 
financial schemes such as REDD+ or VCS, uncertainty in GHG emissions must be quantified 
and constrained (Iley and Elvers, 2017). This thesis aims to contribute to identifying the key 
sources of uncertainty in such emissions calculations, and to take steps towards constraining 
that uncertainty through empirical ground survey and remote sensing analysis.  
 





















3 : BACKGROUND TO THE 
RESEARCH AREA IN JAMBI 
3.1  General Introduction 
This chapter describes the Berbak Landscape in Jambi Province, where much of the field- and 
remote sensing research for this thesis was conducted. The Indonesian fieldwork took place in 
Taman Hutan Raya (“Tahura”), selected because of its access and representativeness of the 
wider landscape. The UK fieldwork was conducted in Wytham Woods, for which a specific site 
description is provided in Section 5.2, however general background for the area is not provided 
because it is not pertinent to the thesis aims.  
3.2  Brief History 
On the East of Jambi Province is an area of tropical peatland (Air Hitam Laut peat dome) which 
extends around 3500 km2, encompassing protected forest areas such as Berbak National Park 
(BNP) and Taman Hutan Raya (Tahura) (Wang et al., 2010). Once forest, the areas 
surrounding Berbak National Park (Berbak Landscape) comprise a mosaic of small- and large-
holder farms, plantation and logging concessions (Stolle et al., 2003). In 1935, the Governor 
General of the Netherlands-Indies first decreed the Berbak area game reserve. Boundaries 
were established by 1974 by the (then) Indonesian Directorate General of Forest protection and 
Nature Conservation (Giesen, 2004).  In the 1980s, the Ministry of Forestry and Estate Crops 
(MoFEC) earmarked large areas for logging concessions and plantations, which inadvertently 
led to further land conversion outside of these areas as local transmigration increased (Stolle et 
al., 2003). The Berbak game reserve became Indonesia’s first Ramsar site in 1991, and in the 
following year, 185,000 ha was designated National Park status. 
3.3  Climate and Hydrology 
The annual average rainfall in Jambi is estimated between 1800-4300 mm (Ketterings et al., 
1999; Stolle et al., 2003), although the 48-year average measured between 1951–1998 at 
Kenten, Palembang is 2,621 mm (Nicolas and Bowen, 1999). The driest months are typically 
June–September, and the wettest are November–February. The rainfall levels in the region and 
Jambi are significantly linked with El Niño-Southern Oscillation and, more strongly with Indian 
Ocean Dipole variability (Fanin and van der Werf, 2017; Field et al., 2009; Gaveau et al., 2014; 
Lee, 2015; Wang, 2004) leading to drought conditions and increased fire activity when 
precipitation is on average <4 mm day-1 (Field et al., 2016).  The area is divided into several 
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wide and shallow drainage basins (e.g. Air Hitam Laut, Benu and Air Hitam Dalam) and in their 
natural state, rainwater drains from the peat surface, the level at or near which ground water is 
maintained (Wösten et al., 2006a). Widespread drainage via a network of canals lower the 
water table to below the peat surface, exposing the peat to the atmosphere, which in turn leads 
to oxidation, the emissions of CO2, and peatland subsidence (Hooijer et al., 2012b, 2006; 
Mishra et al., 2014; Wösten et al., 2006b).  
Total monthly rainfall in 2015 was below the 1961–1990 average for 8 months (Figure 3.1). 
Fieldwork began in August 2015, by which time rainfall had been below average for 5 of the 
preceding months. With such little precipitation, the wildfire episode led to a reduction in air 
quality in Sumatra and on the Malay peninsula, with PM10 and CO levels exceeding World 
Health Organisation safe limits (BMKG, 2018; Field et al., 2016; Huijnen et al., 2016; Wooster et 
al., 2018). 
 
Figure 3.1. Monthly total rainfall data collected from the Jambi Sultan Taha Airport Weather 
Station in 2015, compared to the average total for the period 1961-1990 (ASEAN Specialised 
Meteorological Centre, 2018).  
3.4  Peat Depth, Peatland Cover, Other Soils. 
The first major scientific investigation of the area mapped peat structure, depth and chemistry in 
1984. Mineral soils of the Berbak Landscape are primarily clays, occurring at the coast and 
along rivers, and can be very acidic (Silvius et al., 1984). Most soils in the area are organic from 
4,500 years ago, however further inland peat is likely to be older, at up to 8000 years ago 
(Cameron et al., 1989; Kurnianto et al., 2015; Silvius et al., 1984).  The maximum depth was 
measured at 8 m up to 7 km from a river (Silvius et al., 1984), which is supported by later 
studies where peat depth ranged from 4.1 to 6.2 m (Warren et al., 2012). Peatland area (and 
volume) estimates have been contentious in Indonesia, as there are two peat area and depth 
maps which are widely used; (1) Maps of Indonesian Peat Distribution and Carbon content 
published by Wetlands International and Wildlife Habitat Canada (WI map) (Wahyunto et al., 





















2003; Warren et al., 2017b) and (2) the Indonesia Peatlands Map from the Centre for Research 
and Development of Agricultural Research and Development Agency, Indonesia Ministry of 
Agriculture (MoA map) (Haryono et al., 2011; Warren et al., 2017b) and give the total peatland 
area in Indonesia to be 20,949,043 and 14,905,575 ha respectively. Both maps were produced 
using field data and satellite imagery. For the Province of Jambi, the WI map peatland area 
estimates are  704, 64,905, and 30,140 ha higher than the MoA map for peat of 50-100, 100-
200, and >200 cm depth respectively, which is likely to be in the upper limits of the true figure 
(Warren et al., 2017b).  
3.5  Population and Land Uses 
Jambi’s urban population of approximately 600,000 is limited to Kota Jambi (Jambi City), with a 
similar rural population size within the Berbak Landscape (in Muaro Jambi and Tanjung Jabung 
Timur regencies) (Badan Pusat Statistik, 2015). In 1995, a census of a nearby population 
showed 42% of the population was under 14 years old, although the proportion is likely to be 
lower now (Ketterings et al., 1999). The landscape is a mosaic of different land uses including 
large-holder land uses (rubber, oil-palm, tree crop, tea plantations), small-holder land uses 
(rubber, plantations, food crops, homesteads) and natural and degraded areas (Stolle et al., 
2003). The Indonesian Ministry of Environment and Forestry (MoEF) have published a land 
cover/land use map for the period 1990-2015, Figure 3.2 shows within the wider Berbak 
Landscape there has been a general trend towards replacing forested land (both primary and 








Figure 3.2. Land use/land cover changes from 1990 to 2015 according to the Ministry of 
Environment and Forestry in the wider Berbak Landscape. Agricultural land and forests have 
been converted to large-holder plantations (data downloaded from Greenpeace, 2016). 
Up until the early 1990s, the primary forest cover was intact, encompassing the Berbak Game 
Reserve and much of the surrounding areas. Figure 3.3 shows evidence of the following events. 
In the 1990s, large-scale illegal logging began along the north of the landscape when access 
was opened via logging trails running from the Batang Hari River (C in Figure 3.3 (a)). Fires 
become a common occurrence in the area, brought about by the canopy opening up. In 1997, 
El Niño conditions in the Pacific brought about reduced rainfall in the area, leading to drought 
conditions, which when coupled with increased logging, led to the spread of wildfires in and 
around Berbak National Park (Fanin and van der Werf, 2017; Giesen, 2004). Approximately 
12,000 ha of forest burned in the central area of the BNP during these fires (D in Figure 3.3 (b)). 
Further drainage and degradation occurred in all areas surrounding BNP, including inside the 
Taman Hutan Raya and Protection forests (E in Figure 3.3 (b)). In 2015, prescribed fires spread 
uncontrolled due to excessive drainage of the peat and drought conditions in the region, leading 
to the one of the most destructive wildfire episodes in Jambi’s history that caused thousands of 
hectares of forest combustion (with almost the entire TAHURA area burned (G in Figure 3.3 
(b))) as well as biodiversity loss, crop loss, and human health problems(Field et al., 2016; 
Huijnen et al., 2016; Miettinen et al., 2017; Prasetyo et al., 2016). As evidenced by Figure 3.3, 
the main pathway for an area of burned or degraded forest in this area has been primarily 
towards conversion to industrialised plantation, scrubland, degraded forest, or small-holder 
mosaic (Koh et al., 2011; Miettinen et al., 2012a). The forest loss/plantation increase is 
forecasted to continue well into the future; by 2040 on peat soil in the Berbak Landscape, peat 
swamp forest cover is predicted to decrease by 37.7%, compared to the increase of plantations 
by 70.1% (Elz et al., 2015). This predicted fate of peatland land use will bring about an 



































Figure 3.3. A comparison of two Landsat images from (a) 1989 (LT5125061198916, bands 7, 4, 
3) and (b) 2016 (LC81250612016219, bands 8, 5, 4) showing the changes in land cover. In 
1989 there were already signs of forest degradation and deforestation where logging trails 
appeared (A, B, C). The wildfire episode in 1997 destroyed 12,000 ha of forest in Berbak 
National Park, which has not regenerated to date (D). The tell-tale signs of further degradation 
and deforestation are present in 2016 with the typical “herring-bone” scars emerging in the 
remaining forest (E). Industrialised plantations are the traditional end land-use after degradation 
and fires (F), which will most like be the fate of the Taman Hutan Raya (Tahura) which nearly 
completely burned in 2015 (G). 
3.6  Fire History in the Area 
Between 1996 and 2010, the fires primarily occurred (in order of frequency) on pre-
cleared/burned areas, heavily degraded peat swamp forest, and industrial plantations (Miettinen 
et al., 2012a). Peaks in fire occurrence have historically occurred in El Niño years (e.g. 2002, 
2004, and 2015). It has been claimed that companies use fire in order to clear the land in 
preparation for planting plantations (Prasetyo et al., 2016). Small-holder farmers also use slash 
and burn techniques as a land-clearance tool (See Section in **literature review**), although if 
drought conditions are dominant (e.g. in El Niño years) these fires may spread uncontrollable as 
wildfires. The fire history in Berbak is described in further detail in Chapter 6 and Section 2.3.1).  
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3.7 Summary 
This chapter has described the human and physical geography which is specific to the Berbak 
Landscape and its surroundings, but is also representative of many Indonesia peatland areas in 
Sumatra and which have experienced relatively rapid land cover changes (particularly from 
tropical peat swamp forest to industrial plantations (Margono et al., 2014; Miettinen and 
Liew, 2010)). This study area comprises both protected and production forest, industrial 
plantations, farmland, and scrubland, all of which have been extensively drained and affected 
by fires in recent years in Jambi, Riau, South Sumatra, and West and Central Kalimantan  
(Miettinen et al., 2017; Page et al., 2002).  
 





















4 : DEVELOPING A NOVEL 
METHOD FOR PEATLAND 
DEPTH OF BURN 




4.1  General Introduction 
This chapter presents a new methodology for assessing peatland depth of burn (DoB), and 
applies and evaluates this over burned areas in Sumatra, Indonesia. The method is based on 
airborne imaging from an unmanned aerial vehicle (UAV) and structure-from-motion 
photogrammetry of the resulting datasets. An assessment of the methods, findings and 
limitations of existing DoB studies can be found in Section 2.4.2.3. This new research resulted 
in a published article in the international journal Remote Sensing (IF = 3.2), for which the thesis 
author conducted all the of the fieldwork and wrote all the article, with help in planning from the 
PhD supervisors (Wooster, Smith, Trivedi) and help in the field from Indonesian field assistants. 
The article is included within this chapter exactly as it was published in line with King’s College 
London thesis rules, and is based primarily on fieldwork conducted in December 2015 after the 
major El Niño-exacerbated fires of Sept-Oct 2015 that burned across very large areas of the 
Indonesian landscape, including peatlands (Huijnen et al., 2016). Previous field campaigns 
were conducted in August - September 2015 in order to prepare for the December 2015 survey, 
and during these earlier campaigns three other sites were surveyed and protocols established 
for application during the main December 2015 campaign. This chapter therefore also includes 
details of this prior work, which is relevant to the aims and objectives of the thesis and to the 
success of the December 2015 campaign whose results led to the publication also included in 
full herein. 
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4.2  Aim and Objectives  
Following the methodology of Ballhorn et al. (2009), the work focused on estimating peatland 
depth of burn via comparisons of the mean elevations of burned areas and adjacent unburned 
areas. Digital terrain models (DTMs) form the basis of such assessments, and they are in this 
case produced from UAV photogrammetry for the first time in tropical peatlands. The DTM data 
are both georeferenced and evaluated using Global Navigation Satellite System (GNSS; i.e. 
GPS) control points, which themselves are validated using control points from ground-based 
total station surveying). These methods are applied and tested in areas of peatland having 
different land uses and burn histories, selected to reflect the types of areas most frequently 
burned in the Berbak landscape. 
The aim of this chapter is to develop a low-cost, high-accuracy methodology for assessing 
depth of burn (DoB) in an Indonesian tropical peatland environment. The specific objectives are: 
OC4.1. Use an unmanned air vehicle (UAV), an RGB camera and structure-from-motion (SfM) 
photogrammetry to create digital terrain models (DTMs) of post-burn peatland topography 
from different flying altitudes, and camera angles. 
OC4.2. Use ground control data to assess the accuracy of the DTMs (from global navigation 
satellite system (GNSS) and terrestrial laser scanner (TLS) equipment, and assess ground 
control data accuracy with total station (TS) control points) for each flying altitude and 
camera angle. 
OC4.3. Using orthophotos, SfM- and LiDAR-derived DTMs examine and quantify burn scar 
microtopography variability to assess whether the presence of pre-burn vegetation 
influences depth of burn and combustion heterogeneity (e.g. presence of pre-burn 
vegetation). 
OC4.4. Using the most accurate post-burn DTM, derive DoB estimates by differencing it with 
pre-burn DTM from airborne Light Detection and Ranging scanner (ALS) data. 
OC4.3. Trial a new method for estimating pre-burn peat topography using post-burn DTMs 
alone and compare its accuracy to DTMs from pre-burn ALS. 
OC4.5 Produce site-level emissions and uncertainty estimates using new DoB, burned area 
estimates, and region-specific bulk density and emissions factors. 
4.3  Preliminary Methods and Results 
4.3.1  Survey Site Selection 
Historical active fire detection ‘hotspot’ products (MCD14ML) from NASA’s two spaceborne 
Moderate Resolution Imaging Radiospectrometer (MODIS) sensors were used to estimate the 
number of times an area had likely burned since 2004. Two fire seasons were evident in the 
hotspot record; one weak fire season between January-March was observed in 2005, 2014 and 
2015, and a more prominent season between July and October which was observed in all years 





















except 2001, 2005, and 2013 (Figure 4.1 and 4.2). Each hotspot location records the centre of a 
1 x 1 km pixel within which a thermal anomaly was detected on the basis of elevated 
brightness-temperature signatures (Giglio et al., 2016), see Section 2.4.1). An approximate fire 
history raster was created by stacking rasterized MCD14ML datasets for individual years at 1 
km resolution (values for which represent the number of active fire detections made at that 
location in that year, ranging from 0 to 2, based on the assumption that an area can only be 
burned once per fire season per year, and that there are two fire seasons per year). The same 
method was used to produce another fire history raster from the MODIS burned area 
(MCD64A1) dataset, which is reflectance-change based burned area product described in 
Giglio et al. (2009) and which in places uses active fire detections within the algorithm. Overall 
fire history raster was calculated by summing all MCD14ML fire-affected area rasters from 2004 
– 2014 (there were no data available for before 2004 at the time of this work), and this dataset 
was used as a rough guide, along with Landsat 8 OLI imagery classified to identify burned 
areas, to select potential field study sites (Figure 4.3). Landsat 8 images were cloud masked, 
tasseled cap transformed, and classified using supervised maximum likelihood classification for 
this purpose (Figure 4.4, see 2.2 for details). Because of the sparser coverage of the active fire 
product, the MCD64A1 fire history raster filled in some areas where there was no MCD14ML. 
 
Figure 4.1.  Active fire hotspot count based on MODIS MCD14ML data over the Berbak 




Figure 4.2. Hotspot occurrence between 2001 and 2015 by quarterly period (e.g. JFM is 
January to March). The hotspots overlay a Landsat 8 OLI false colour composite image from 
August 2015 (RGB = Bands 7, 5, 4) 
 






















Figure 4.3. Estimated fire history map of the Berbak region from 2004 to 2014, used in fieldwork 
site selection. Fire history was delineated using two MODIS-derived products, MCD14ML 





Figure 4.4. Field site classification guide. Landsat 8 OLI image from August 2015, classified and 
with burn history layer shown in Figure 4.3 super-imposed. A is zoomed into the area of the field 
survey sites (around Jebus and Gedong Karya), showing that at the time of image acquisition 
Sites 1-3 had burned in 2015 and previously, but site 4 had not. B shows the wider Taman 
Hutan Raya (TAHURA) forest reserve area. 
4.3.2  Site Surveys in August/September 2015 (Sites 1 and 2) 
Initial site visits revealed that much of the area was still burning, which was problematic in three 
ways; firstly, it would be difficult to estimate the full depth of burn if the survey took place before 
the fires had extinguished (i.e. burning could produce deeper/more widespread burning), 
secondly the air quality was hazardous to health, and thirdly, there was residual ash filling the 
areas where the peat had completely combusted. This meant that the UAV photogrammetry 
method would not be able to capture the deepest burns, and there were also safety implications 
that prevented the work going ahead at this time in this location.  
 





















After the visits to other sites, it was decided that a small agricultural site (Site 1) and a subset of 
a larger shrubby site (Site 2) would be surveyed, as they were accessible and there were four 
distinct burn classes that could be mapped (Figure 4.5). It was thought possible to map the 
surface topography and classify each burn class via analysis of UAV imagery, including via 
photogrammetric methods, and also to measure the average depth of the ash in any burn “pits” 
by inserting a metal ruler and reading the depth. It was anticipated that depth of burn could then 
be estimated by comparing the elevation in the completely combusted peat areas (covered in 
ash) with the uncombusted peat classes (and applying a correction factor for the depth of the 
ash). 
 
Figure 4.5. Different burn categories found at the survey sites: A = burned (where peat had fully 
oxidized, leaving ash residue), B = charred (where all vegetation had burned away but the peat 
had not fully oxidized), C = unburned (with dead, dried vegetation), D = unburned (with green 
vegetation on the peat surface).  
A series of ground control points (n=37) for UAV point cloud registration were taken using a 
Trimble XR global navigation satellite system (GNSS), and the relative accuracy of these points 
verified using a Trimble M3 total station (Figure 4.6). 
General topography was measured for further DTM accuracy assessments using the rover kit in 
the backpack, and “between feature” coordinates were taken every second along rough 
transects which would be used for DTM accuracy assessment purposes (n=1195). Peat 
samples were collected in around 20 locations in each burn class (~80 total) for bulk density 
analysis. A Russian peat auger was used to collect a column of peat, and samples were cut 
from the top 20 cm closest to the peat surface. This method was later found to be inadequate 
due to immeasurable peat compaction. Unfortunately, there was a technical issue with the 
GNSS at Site 2, and most data points collected were insufficiently accurate (code processed 
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with errors >0.3 m). There was therefore no analysis conducted on these inaccurate datasets. 
UAV flights were carried out at 20 - 30 m flying height at both sites, with 2,632 and 2,962 photos 
collected at Site 1 and 2 respectively.  
 
Figure 4.6. Site 1 layout and classification of RGB orthomosaic photograph acquired from the 
UAV-mounted camera.  
4.3.3  Site Surveys in August/September (Site 3) 
Site 3 was a shrubby forest regrowth site in which most of the fires had extinguished at the 
survey time. It was selected because it was relatively accessible (2 km on foot from a drop-off 
point) and safe to survey as most of the trees (10-20 m in height) had fallen. Subsequent to the 
problems of accuracy and faulty equipment experienced during the surveys at Sites 1 and 2, the 
methodology was changed for the third survey in Site 3. Following the recommendations of 
Harwin and Lucieer, (2012), around 100 plastic plates were spray painted bright orange, 
numbered and marked with a black “X” and these were distributed throughout the site roughly 
10 m apart in 5 transects spanning approximately 200 m. The precise locations of these targets 
were taken using the GNSS antenna mounted on a 2 m pole, which was held steadily in the 
vertical position for 4 minutes at each location. In all, 67 targets were used for accuracy 
assessment of the UAV-derived DTM, and the total station was used to check the accuracy of 





















the GNSS control point positions as per the previous surveys (Figure 4.7). Further peat samples 
were collected, but were subsequently lost in transit.  
In addition to this area in Site 3 (Area 1, c. 1 ha), a much larger area (Area 2, c. 60 ha) was 
surveyed by the UAV at 60 m above ground level in order to map the four different burn classes 
across the site. The UAV-derived orthomosaic photo of Area 2 was georeferenced using the 
locations of twelve 1 x 1 m ground control points (measured using the GNSS).  
 
Figure 4.7. Map of Site 3 layout, which constitutes Areas 1 (~1 ha plot, inset) and 2 (~60 ha). 
Area 1 was surveyed for surface topography using high-resolution (0.01 m) aerial photography, 
whereas Area 2 was surveyed for burn class at lower resolution (0.1 m). In inset shows the 
arrangement of ground control points (used for georeferencing) and control points (used for 
accuracy assessment). 
The survey was discontinued because of health and safety concerns that developed from the 
worsening air quality. The particular load in the area became well above dangerous limits 
(reportedly exceeding the 350 μgm-3 limit by up to 1000 μgm-3). Furthermore, the conditions 
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were unsuitable for surveying because the deepest burns were covered in ash. Therefore, the 
survey had to be abandoned before all the work had completed. 
4.3.4  Data Processing and accuracy assessments 
Before pre-burn airborne LiDAR control data were made available, an early depth of burn 
assessment was made by comparing the average heights of the different burn classes (based 
on the assumption that the pre-burn soil is flat, and that only completely combusted peat 
creates pits). Datasets from both Site 1 and Site 3 were processed in this way. 
UAV photos were processed using the workflow (Figure 4.8) as recommended by the 
developers of Photoscan (Agisoft), so that a DEM (1 cm resolution) and an orthomosaic RGB 
photo (1 cm resolution) were produced. 
 
Figure 4.8. Workflow for DEM, Orthophoto and point cloud production as recommended by 
Agisoft for use in Photoscan.  In step 2, generic pair preselection was chosen because the 
photos from the RGB camera were not geotagged as they were not linked to the UAV autopilot.   
DSM accuracy assessments were performed at 0.1 m resolution for Sites 1 and 3. Firstly the 
relative vertical accuracy of the GNSS coordinates were assessed by comparing them to the 
total station points. Secondly and thirdly the vertical accuracy of the UAV DTM was assessed 
against the total station and GNSS respectively (Tables 4.1 and 4.2).  
 
Export Points, Orthomosaic, DEM and report 
Build DEM and Orthomosaic
Build texture
Build mesh
Classify ground points:  Max angle: 1.5, Max distance 0.15, Cell size = 0.5
Build dense point cloud:  Quality = High, Depth filtering = Mild
Visually check point cloud, select outlying points and reset camera alignment
Deselect a subset of GCPs to be used as control points, optimise cameras, check pixel error (<1) 
Perform GCP registration within photos using Table of coordinates in UTM48S to predict locations 
Align photos:  Accuracy = High, Pair preselection= Generic
Upload photos to Photoscan and check quality using “estimate quality”.  Remove poor quality photos (<0.6)





















Table 4.1. Accuracies delivered from the survey at Site 1. The TS control points show good 
agreement with both the GNSS and UAV (Z axis), however the “between feature” control points 
were largely inaccurate  
Bias -0.004 -0.017 0.113 
σ 0.064 0.065 0.092 
RMSD 0.064 0.067 0.146 
 
Table 4.2. Accuracies delivered from the survey at Site 3. All accuracy assessments are 






Burn classes were classified from the UAV imagery using a pixel-based supervised maximum 
likelihood classification in ENVI 4.9, and accuracy was assessed using a stratified, spatially 
randomized set of pixels which were used as seeds to visually delineate areas each class on 
the orthomosaic photo (in Site 3 the orthophoto from the low flight of Area 1 was used for 






n=37 TS vs GNSS TS vs UAV GNSS vs UAV 
n=67 TS vs GNSS TS vs UAV GNSS vs UAV 
Bias 0.001 0.013 0.021 
σ 0.040 0.040 0.031 
RMSD 0.040 0.042 0.037 
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Table 4.3. Accuracy assessment results for the supervised maximum likelihood classifications of 
the RGB orthomosaics derived from the UAV imagery taken at Sites 1 and 3. 
  
(Percent) (Percent) (Pixels) (Pixels) 
A Ash 4.15 3.75 903/21771 813/21681 
B Char 2.99 1.35 771/25768 342/25339 
C Dead veg 3.14 6.13 620/19733 1248/20361 
D Veg 6.27 0.41 115/1833 7/1725 
Overall accuracy = 66696/69106 96.51% 
 
Kappa coefficient = 0.95     
      
  
(Percent) (Percent) (Pixels) (Pixels) 
A Ash 2.94 6.25 880/29970 1940/31030 
B Char 4.98 4.92 1519/30512 1500/30493 
C Dead veg 7.89 5.1 2816/35701 1768/34653 
D Veg 0.74 0.82 67/9097 75/9105 
Overall accuracy = 99998/105281 94.98% 
 
Kappa coefficient = 0.93     
 
To link burn classification with the topography of the burn site, as well as to filter out much of the 
residual vegetation, the classification was filtered within 0.5 m grid cells by majority class (i.e. 
each grid cell is classified by the class which fills most of the cell) (Figure 4.9). The minimum 
height value per grid cell was then extracted from the photogrammetrically-derived point cloud 
(Figure 4.10). 
Site 1 Class Commission Omission Commission Omission 
Site 3 Class Commission Omission Commission Omission 






















Figure 4.9. Grid cell classification based on the majority class per grid cell. The grid cells 





Figure 4.10. Schematic of how point cloud and grid cell classification are linked. Burn classes 
are residual vegetation (2), charred peat (3) and ash (4).  
4.3.5  Depth of Burn Estimates from Sites 1 and 3 
As most of the smoke emissions come from the oxidation during peat combustion (vs. 
pyrolysis), depth of burn was assessed by comparing the elevation of the most complete class 
of combustion (ash) with other classes. Firstly, the average elevations of the different burn 
classes were compared with the height of the unburned areas (with green vegetation after the 
fire) (Figure 4.11). However, there were several issues with this comparison; firstly, the reported 
elevations were biased because the photogrammetry method does not effectively penetrate 
vegetation (which in and around the burn scars varied from dense shrubland vegetation, to 
degraded forest vegetation which consisted of tall standing trees, ferns and climbers) in the 
same way as LiDAR, and secondly, the comparison relies on the assumption that the study 
area was uniformly flat.  
Subsequently, comparisons were made at a local level, so that the elevation of each fully-
combusted ashy patch was compared with neighbouring charred areas, i.e. grid cells with the 
class ash were isolated, and the Euclidean distance of neighbouring char class cells was 
calculated so each cell represented a distance value from the ash and all cells within a 1 m 
buffer were selected for height comparison with the closest ash cell (Figure 4.12). This relaxes 
the assumption that the area is uniformly flat by providing a depth of burn estimate that is 
relative to adjacent uncombusted/charred areas, and also eliminates the need to estimate peat 





















elevation under green vegetation (which is very hard to do with the photogrammetric method 
applied here).   
 
Figure 4.11. Mean elevation difference between burn classes compared to unburned peat at 
both Sites 1 and 3 (1 standard deviation represented by error bars). Corrected burn includes a 
correction of 14.8 cm which was the average depth of the ash from 400 samples in the field. 
Standard deviation is equal to or greater than mean values dead vegetation and char burn 
classes.  
 
Figure 4.12. Depth of burn analysis using the height differences between the areas classified as 






































Site 1 Site 3
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histogram of depth of burn for the pixels classified as ash, with a mean burn depth of 0.16 m 
(±1σ 0.10 m).  
4.3.6  Site Survey in December 2015 (Site 4) 
New equipment was sought when the King’s College London GNSS became unavailable after 
September 2015. A loan of a global navigation satellite service and terrestrial laser scanner was 
granted by NERC Geophysical Equipment Facility in November, but due to problems with air 
freight cargo, customs in Jakarta, and research permissions, Site 4 was only accessed on 7th 
December 2015. By this time, the deepest burns were partially submerged in water. The full 
details of this survey are included in Section 2.4 of Simpson et al. (2016). 
Subsequent to the December survey of Site 4, a pre-burn airborne LiDAR dataset became 
available for the same area. Up to this point, the methodology for depth of burn retrieval that 
was applied to Site 3 was not applicable to Site 4. It was not possible to classify the area using 
the spectral data from the orthophoto because there is insufficient separability between burn 
classes in the RGB bands. The “M-Statistic” for water, burned areas around water (previously 
ash), charred areas and dead woody vegetation from the mean and standard deviations of pixel 
values from the orthophoto (Smith et al., 2007).  While there is some separability between 
burned and unburned areas, the maximum likelihood algorithm confused these two classes with 
wood and water.  Furthermore, a Jeffries-Matusita Transform Divergence analysis showed 
insufficient separability between burned and charred peat for this methodology to work (Table 
4.4 for the band and class statistics, Table 4.5 for analysis results). 
Table 4.4. Band statistics for each class, calculated from regions of interest selected for each 




Band Water n=1853 Burned n=1606 Charred n=2115 Wood n=2195 
  Mean St. dev. Mean St. Dev Mean St. Dev. Mean St. Dev. 
Red 107.96 15.55 87.86 18.90 146.56 30.99 171.90 39.76 
Green 115.38 13.15 93.26 16.74 136.90 24.10 163.81 38.42 
Blue 124.92 13.99 93.75 17.09 126.80 19.86 154.12 38.93 





















Table 4.5.  M-statistics results for each class and RGB band.  M-statistics > 1 or <-1 
demonstrate sufficient separability between classes and are marked in bold.  The results from 
the Jeffries-Matusita test are reported at the base of the table, the statistics are on a scale of 0-
2, 0 demonstrating that the two classes are entirely spectrally inseparable, 2 demonstrating the 
inverse.    
 





















Jeffries-Matusita Transform Divergence 




Charred     0.43 
 
Finally, in an effort to separate the deepest pits (where peat had burned away) from the 
surrounding charred peat, an elevation threshold was calculated from the DTM by measuring 
the average ground elevation change as a function of distance from the water (where the burns 
Red Burned Charred Wood 
Green       
Blue       
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were deepest) across the whole site. The average depth of burn was calculated using the 
average elevation over a horizontal area 5 m from the water, which was 0.24 m above the water 
line (± 0.14 m, Figure 4.13). When this value was applied as a threshold to the DTM above 
water level, this then delineates the burn limits between the pits where peat burned away, and 
the surrounding charred peat (Figure 4.14) 
 
Figure 4.13. Pit profile estimates, the peat elevational change with increasing distance from the 
water. Red dots are the mean values. The mean height of peat above the water was 0.24 m 
(brown line), which on average was reached within 2 m of the water.  
 
 






















Figure 4.14. Delineating burn pits using the site DTM. Pixels between 0 and 0.24 m above the 
water line were selected to delineate the areas burned away by the fire. There is close 
agreement between the areas delineated by the 0.24 m threshold and the limits between the 
burned peat in the pits and the surrounding charred areas, as is visible by the darker areas in 
the right hand photo.   
4.3.7  Modeled pre-burn DTM (DTMIDW in Section 2.3.2 in Simpson 
et al., (2016)) 
In the absence of an existing pre-burn DTM for use in depth of burn calculations, a pre-burn 
DTM was modelled from the post-burn DTM based on the assumptions that 1) peat swamp 
forest surface topography is relatively flat (Ballhorn et al., 2009; Konecny et al., 2016), and that 
2) most peat combustion occurs around the roots of vegetation (as observed in Davies et al., 
2013; Rein et al., 2008; Usup et al., 2004) and at Sites 1-3. 
Assumption 1) permits for interpolation techniques to “fill in the gaps” between known locations 
that were unburned because peatland microtopography varies very little at this 100 m scale, 
and assumption 2) suggests that the highest points in these local areas (c 10 m scale) are most 
likely to be unoxidised, charred peat rather than areas where peat totally combusted/oxidised. 
The post-burn DTM was processed like drainage basins in a scaled-down hilly landscape (Soille 
and Ansoult, 1990), dividing it into drainage basins (because each burned pit resembles a 
drainage basin, the lowest points where water accumulates, the highest points between pits are 
like valley tops between basins) and then using the elevation values from the post-burn DTM at 
the points around the top of the basin to interpolate a pre-burn peat surface (DTMIDW).  
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It was not until the pre-burn airborne LiDAR dataset became available that this method could be 
validated (Figure 4.15). In Simpson et al., (2016) (included next in this chapter) there is a 
comparison of DTMIDW with DTMLiDAR at 5,305 points along 15 transects, with the results 
showing very low biases when ground height values are filtered at 10 and 20 m resolution (but 
resampled at 1 m resolution). Furthermore, when the two DTMs are simply differenced (both 
using 10 m filter), the bias is still low (-0.01 m), however the random error is larger (0.3 m), 
mostly because of increased error around the edges of the DTMs. As stated in (Simpson et al., 
2016), the bias is more important than random error as a measure of accuracy because the 
predicted DTMIDW needs to be accurate rather than precise as the DTMs are averaged and 
differenced over large areas.  
 






















Figure 4.15. Production and assessment of DTMIDW using DTMUAV and DTMLiDAR 
respectively, displayed in the processing order. DTMs (a) and (c) were produced by 
interpolation of points classified as ground points by LAStools, (a) post-burn DTMUAV at 0.1 m 
resolution, (b) pre-burn DTMIDW processed from DTMUAV filtered at 10 m resolution 
(resampled to 1 m resolution), (c) pre-burn DTMLiDAR filtered at 10 m resolution (resampled at 
1 m resolution) and (d) differenced DTMIDW and DTMLiDAR, showing the areas of highest and 
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lowest error. Black dots indicate the vertex points from the basin extraction procedure, i.e. the 
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Abstract: We provide the first assessment of tropical peatland depth of burn (DoB) using 
structure from motion (SfM) photogrammetry, applied to imagery collected using a low-cost, 
low-altitude unmanned aerial vehicle (UAV) system operated over a 5.2 ha tropical peatland in 
Jambi Province on Sumatra, Indonesia. Tropical peat soils are the result of thousands of years 
of dead biomass accumulation, and when burned are globally significant net sources of carbon 
emissions. The El Niño year of 2015 saw huge areas of Indonesia affected by tropical peatland 
fires, more so than any year since 1997. However, the Depth of Burn (DoB) of these 2015 fires 
has not been assessed, and indeed has only previously been assessed in few tropical peatland 
burns in Kalimantan. Therefore, DoB remains arguably the largest uncertainty when 
undertaking fire emissions calculations in these tropical peatland environments. We apply a 
SfM photogrammetric methodology to map this DoB metric, and also investigate combustion 
heterogeneity using orthomosaic photography collected using the UAV system. We supplement 
this information with pre-burn airborne light detection and ranging (LiDAR) data, reducing 
uncertainty by estimating pre-burn soil height more accurately than from interpolation of 
adjacent unburned areas alone. Our pre-and post-fire Digital Terrain Models (DTMs) show 
accuracies of 0.04 and 0.05 m (root-mean-square error, RMSE) respectively, compared to 
ground-based global navigation satellite system (GNSS) surveys. Our final DoB map of a 5.2 ha 
degraded peat swamp forest area neighboring Berbak National Park (Sumatra, Indonesia) 
shows burn depths extending from close to zero to over 1 m, with a mean (±1) DoB of 0.23 ± 
0.19 m. This lies well within the range found by the few other studies available (on Kalimantan; 
none are available on Sumatra). Our combustion heterogeneity analysis suggests the deepest 
burns, which extend to ~1.3 m, occur around tree roots. We use these DoB data within the 
Intergovernmental Panel on Climate Change (IPCC) default equation for fire emissions to 
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estimate mean carbon emissions as 134 ± 29 t·C·ha−1 for this peatland fire, which is in an area 
that had not had a recorded fire previously. This is amongst the highest per unit area fuel 
consumption anywhere in the world for landscape fires. Our approach provides significant 
uncertainty reductions in such emissions calculations via the reduction in DoB uncertainty, and 
by using the UAV SfM approach this is accomplished at a fraction of the cost of airborne 
LiDAR—albeit over limited sized areas at present. Deploying this approach at locations across 
Indonesia, sampling a variety of fire-affected landscapes, would provide new and important 
DoB statistics for producing optimized carbon and greenhouse gas (GHG) emissions estimates 
from peatland fires. 
Keywords: unmanned aerial vehicle (UAV); structure from motion (SfM); light detection and 
ranging (LiDAR); peat fire; depth of burn (DoB); carbon emissions; Indonesia; reducing 
emissions from deforestation and forest degradation (REDD+) 
1. Introduction 
Fires in tropical peatlands are a well-recognised source of carbon emissions to the  
atmosphere [1,2], and in 2015 levels of landscape burning in Indonesia were greatly exacerbated 
by a drought brought on by the strong El Niño. Estimates suggest that over 0.8 × 106 ha of 
Indonesian peatlands burned in September and October 2015, releasing 11.3 Tg of carbon to the 
atmosphere per day, equating to more CO2 than the entire European Union emitted in the same 
period [3]. 
After most of the above-ground biomass has burned, peat fires continue smouldering, 
spreading deep into the peat layer and burning away the carbon-rich soil [4]. Fire propagation is 
via pyrolysis (absorption of heat and release of gas, producing char) and oxidation (organic 
matter/char is consumed producing ash and gases in the presence of oxygen). The majority of 
emissions occur through the oxidation of char, rather than the pyrolysis of peat [5]. Char 
oxidation is evident from the ash that remains post-fire (Figure 1), and also the presence of char 
beneath. Complete combustion (and so the greatest Depth of Burn, DoB) is suggested to occur 





Figure 1. Complete tropical peat combustion creates pits, (a) Shows the trunk of a fallen tree 
surrounded by ash remains (August 2015); (b) A fire front moving towards the left of the picture, 
leaving behind ash (August 2015); (c) Peat burns are concentrated around the root mass, the rest 
of the area is only affected by surface burns (August 2015); (d) The deepest pits are the first to fill 





















with water when the rain returns and the water table rises (December 2015). All photos taken in 
Grand Forest Park (Taman Hutan Raya, TAHURA), Muaro Jambi by Jake E. Simpson. 
To estimate carbon and greenhouse gas (GHG) emissions from tropical peatland fires 
requires quantification of the amount of peat consumed. This can be done by assessing the 
amount of thermal radiant energy emitted by the burning peat—sometimes coupled with 
atmospheric assessments of the emitted species [3]—but is most commonly done by measuring 
the burned area and multiplying this by the estimated depth of burn (DoB) and pre-fire peat bulk 
density [10,11]. Due to the high bulk density and carbon content of peat, and the fact that DoB 
can extend to tens of cm, landscape fire fuel consumption per unit area in tropical peatlands is 
amongst the highest of any biome worldwide. However, the range in DoBs expected between 
different types of peatland biome and between different fires means that the carbon emission 
estimates derived from the burned area based approach remain rather uncertain, and whilst 
burned area and peat bulk density are increasingly well measured [12–14], few DoB estimates 
exist currently. The existing spatially explicit DoB measurements available, beyond a few point-
based measures derived via the use of metal rods to assess subsidence after burning [1,4], have 
mostly been assessed using light detection and ranging (LiDAR) approaches [9,15]. 
LiDAR can measure surface topography (to within a few cm) by timing the return of an 
emitted laser pulse, and airborne LiDAR enables difficult-to-access landscapes to be surveyed 
quickly and accurately [16]. However, the costs of LiDAR surveys are prohibitive. Furthermore, 
DoB is most accurately measured by differencing pre- and post-burn digital terrain models 
(DTMs), but collection of the former data requires predicting where (and to some extent when) 
landscape fires will occur. To date, only one study has estimated peatland depth of burn by 
differencing the pre- and post- burn peat DTMs of the same area of peat swamp forest (in the 
USA), and returned a mean DoB of 0.47 m (with a standard deviation in this mean of ±0.18 m) 
over a 25 km2 burned area [16]. Other airborne LiDAR-based studies have not had pre-burn 
elevation data available, and so have either measured the mean elevation difference between a 
burned and adjacent unburned area [9], or have reconstructed a pre-burn surface model using 
interpolations from adjacent unburned topography [15]. While these two post-burn only 
approaches may not capture DoB as well as if pre-burn topographic data were available, they 
have provided unique assessments of peatland DoB over very large areas (3750 and 4000 ha 
respectively). 
Most in situ peatland fire research has focused on temperate or boreal regions [6,17–20], but 
as tropical peat is derived from different vegetation types and contains a much higher fraction of 
woody material [21], more work is required to assess DoB in tropical peatlands. Work in [4] 
demonstrates the thermal and physical burn characteristics of tropical peat fires using 
experimental plots in Kalimantan (Indonesia), albeit at very small-scale (9 m2 area) where point-
based measurements can suffice. Unmanned aerial vehicles (UAVs) provide a flexible platform 
to cover much larger areas, and via photogrammetric analysis, the imagery captured by such 
platforms may also be suitable for mapping DoB. However, to our knowledge, this has yet to be 
attempted in any biome worldwide. 
Using overlapping, high resolution aerial photographs taken from different viewing angles, 
Structure from Motion techniques (SfM) reconstruct point clouds (similar to those provided by 
LiDAR methods), which can then be used to produce digital terrain models (DTMs) and 
orthomosaic aerial images (orthophotos). The accuracy of DTMs from SfM techniques is affected 
by the amount of image overlap, camera calibration and sensor size, image quality [22], 
photogrammetry algorithm [23], UAV flying altitude [24,25], camera viewing angle [22,26,27], 
ground control point accuracy, and ground cover heterogeneity (i.e., featureless surfaces can 
cause additional error [22,26,28,29]). Fortunately, modern photogrammetric software can 
automatically detect tie points between photos, regardless of changes in camera orientation or 
survey distance, providing there is sufficient overlap between photos (50%–90%). DTM vertical 
accuracy and precision of UAV surveys is reportedly comparable to that of airborne LiDAR, with 
[28] achieving a mean 0.015 m bias (root-mean-squared deviation (RMSD) = 0.220 m) in a coastal 
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setting by comparing UAV- and Terrestrial Laser Scanner (TLS)-derived DTMs, [30] achieving 
between 0.004 and 0.04 m accuracy and 0.02 and 0.07 m precision for a river area and [31] 
generating DTMs accurate to 0.025–0.04 m in a dune environment. 
Here, we assess the applicability and accuracy of a low-cost UAV system for assessing peat 
fire DoB for the first time. Our focus is a previously unburned but degraded peat swamp forest, 
along with a previously burned shrub land, both located on Sumatra, Indonesia. Pre- and post-
fire topography from LiDAR- and UAV-derived DTMs are compared to assess peat depth of burn 
(DoB) across the area, whilst the aerial photography is also used to assess combustion 
heterogeneity. 
2. Materials and Methods 
2.1. Sites 
The two study sites (Table 1) are based within the area of interest of a Government of 
Indonesia-approved REDD+ (Reducing Emissions from Deforestation and forest Degradation) 
project [32]. Much of the area is degraded to some extent, with drainage canals and logging trails 
penetrating deep into the National Park [33]. The whole area is dominated by organosols (over 
55% organic matter [34], ranging from 4.1 to 6.4 m deep, which equates to an estimated carbon 
density of between 2252 and 3228 t·C·ha−1 [35]. Much of the landscape around Berbak National 
Park has been fire-affected (Figure 2b–d), with fires mostly associated with forest degradation 
and drainage of the peat for agriculture. Fires became especially widespread during the drought 
that accompanied the very strong 1997 El Niño [36]. Site 1 had burned previously (as evidenced 
by Moderate Resolution Imaging Spectroradiometer (MODIS) MCD14ML hotspot detections) but 
Site 2 had not. Sites 1 and 2 studied here were burned during the 2015 fires that accompanied the 
strong El Niño driven drought, and are situated within and near the boundaries of Taman Hutan 
Raya National Forest reserve (TAHURA), in Muaro Jambi district, Jambi Province, Sumatra, 
Indonesia (North West and South East limits of the area are 104.0481°W, 1.3650°S and 104.0656°W, 
1.3750°S respectively; WGS84 datum, Figure 2). 
 
Figure 2. (a) Site 2 survey area and the layout of the ground survey (details in Section 2.2);  
The background is a post-fire unmanned aerial vehicle (UAV) orthomosaic photo. Grid is UTM 
(Universal Transverse Mercator Coordinate System) 48S, WGS84 datum; (b) The pre-survey 
Landsat 8 Operational Land Imager (OLI) subset taken from image LC81250612015232LGN00 
acquired on 20 August 2015; Site 1 had already burned, but not Site 2. The fire spread to the 





















surrounding forest, as shown by the active fire detections made by the Moderate Resolution 
Imaging Spectroradiometer (MODIS) spaceborne sensor (MCD14ML product) in 2015; (c) Post-
survey and post-fire Landsat 8 OLI subset imagery, taken from LC81250612016219LGN00 
acquired 6 August 2016 (d) the general survey location in relation to the extent of the 2015 burned 
area within the Berbak Landscape, background imagery as in (c); (e) Shows the general location 
of the survey sites in Jambi Province, Sumatra, Indonesia. Grids in (b–e) are lat-long in WGS84 
datum. 
Pre-fire 30 m spatial resolution imagery from Landsat 7 (ETM+) and Landsat 8 (OLI) was 
masked for cloud, smoke and shadow and used to stratify the landscapes into forest, 
shrub/regrowth forest, agriculture, water and burned area. Following [33,34], the stratification 
was based on maximum likelihood classification of tasselled cap-transformed optical data, 
because these different land covers are well differentiated by differences in brightness, greenness 
and wetness (e.g., forests tend to be dark, green and more moist compared to agricultural areas). 
Survey sites were selected using MODIS MCD14ML active fire detections [37] (Figure 2b,c)) based 
on their land cover strata and coincident location with the pre-burn LiDAR survey (Table 1), and 
are representative of land cover classes which typically burn in the Berbak Landscape. 
Site 1 (shrub site) was surveyed between 20 August and 7 September 2015, fires on the site 
itself were extinguished. Site 2 (forest edge site) burned in October 2015 for approximately 15 
days  
(Figure 3) and was surveyed between 8 and 16 December 2015 after all burning in the Berbak 
landscape had ceased. 
Table 1. Summary information for two survey sites. Results from the surveys on Site 1 were used 
to develop the survey methods and objectives for Site 2. Vegetation height was estimated by 











1 Shrub 17–26 August 2015 Ferns, few short 
trees 
2/20 58.4 




Figure 3. Pre- and post-burn aerial photographs of Site 2, the forest edge site. The pre-burn photo 
was taken during the aerial LiDAR survey in April 2015 (see Section 2.2.1), whereas the post-burn 
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image is an orthomosaic photo constructed from UAV photos taken in December 2015 (see 
Section 2.2.2). Coordinates are in UTM 48S WGS84 Datum. 
2.2. Data Collection 
2.2.1. Airborne LiDAR Survey 
Before the fires of 2015, an airborne LiDAR survey was conducted on 21 April 2015 using an 
Orion M300 airborne LiDAR system (Teledyne Optech Inc., Vaughan, ON, Canada). Flying 
altitude was 850 m above ground level (agl) at a flight speed of 90 knots and the LiDAR operated 
with a laser pulse rate of 275 kHz (in multi-pulse mode), scan frequency of 45 Hz and scan ½ 
angle of 22 degrees, giving a point return density of 10 points per m2, with up to four discrete 
returns available. Aerial RGB imagery was also acquired simultaneous with the LiDAR data at 
0.1 m resolution (Figure 3). Both datasets were projected and delivered for use in the study with 
a UTM (Universal Transverse Mercator Coordinate System) 48S (WGS84 datum) and mean sea 
level (MSL) vertical datum. 
2.2.2. UAV System 
The UAV used was a small, very lightweight and low-cost quadcopter (a Dà-Jiāng 
Innovations Science and Technology Co., Ltd (DJI), Shenzhen, China), Phantom 2; total mass ~1 
kg and available at less than Great Britain Pound (GBP) 500). The UAV flight paths, speed, 
altitude and heading were calculated to ensure >70% forward and sidewards photo overlap, and 
waypoints were pre-programmed in DJI Groundstation for I-Pad software (DJI Innovations) and 
communicated to the UAV via a 2.4 GHz wireless datalink (Table 2). A Ricoh GR digital camera, 
having a large  
(15.7 mm × 23.7 mm), high-sensitivity CMOS sensor (16.2 MP) producing 12-bit raw format 
imagery was mounted to the underside of the UAV to provide high quality imagery, and the 
inbuilt intervalometer provided 1 Hz sampling. Test flights were used prior to each survey to 
select the aperture, sensor sensitivity (ISO), shutter speed and focus distance suitable for 
providing good quality overlapping imagery in the illumination and flying height conditions 
experienced by the continuously moving UAV platform. Typical camera settings were identified 
as f/5.6, 640, 1/1600 s and infinity respectively. 
Table 2. Summary of the UAV surveys (Site 2). The flight altitude reported by the Dà-Jiāng 
Innovations Science and Technology Co., Ltd. (DJI) ground station and Flytrex Core 2 black box 
differed by the flight altitude calculated by Agisoft Photoscan where the average error was 3.96 
m (root-mean-squared deviation (RMSD) = 4.99 m). The naming convention for the flight name 
is “planned flight altitude” “camera angle abbreviation” (e.g., 30 m_O is the name given to the 
flight planned to fly at 30 m, with an oblique camera angle; N = nadir camera angle). 










30 m_O 36 1173 8 5 5 
30 m_N 34 1176 8 5 5 
35 m_O 37 976 9 6 6 
35 m_N 39 1358 9 6 6 
40 m_O 44 1086 10.5 7 7 
40 m_N 42 1125 10.5 7 7 
50 m_N 50 959 13 9 9 
60 m_O 70 814 16 10.5 10 
Site 1 was surveyed 4 days after fire cessation, but ash generated by the fire filled the deepest 
burn pits throughout this site at this time, preventing full DoB analysis. The site was surveyed 
using a 60 m UAV flying height, with the objective of quantifying the degree of combustion (ash 
coverage) rather than DoB. Precise X, Y, Z locations of plastic ground targets were recorded using 





















global navigation satellite system (GNSS) methods (a differential global positioning system (GPS) 
offering 0.08 m precision) so as to provide imagery Ground Control Points (GCPs) for geo-
registering the final orthomosaics. Site 1 is divided into Areas 1 and 2, with Area 2 a 1.5 ha subset 
surveyed from a flight altitude of 20 m and Area 1 (the remaining 56.9 ha) flown at an altitude of 
60 m. The very high spatial resolution orthophoto from Area 2 (0.01 m; compared to that of Area 
1 with a spatial resolution of 0.1 m) served as the validation area for the post-burn classification 
of Area 1. This was subsequently compared to the pre-burn classification obtained from aerial 
photography flown alongside the airborne LiDAR for combustion heterogeneity analysis. DoB 
assessments were made at Site 2 only, which was delineated with 143 plastic targets (Figure 3). 
Precise coordinates were taken with a Leica VIVA GS10 GNSS, and a Trimble M3 total station 
was used to assess the relative accuracy of the GNSS positions at around 70 target locations. The 
deepest burned pits at Site 2 were sometimes partly filled with water at the time of the UAV 
surveys, so to assess DoB here profiles of 38 such pits were measured using ground transects of 
3 m to 20 m length at 10–20 cm horizontal intervals using the total station. Each point was 
classified as above or below water (n = 298 and 184 respectively), and the depth to which it was 
underwater was also recorded. 
To assess UAV point cloud accuracy, reference point cloud data were collected using a Reigl 
VZ-1000 Terrestrial Laser Scanner (range of 450 m, return density of 4 per 10 cm at 1000 m). 
Fourteen target and twelve scan positions were taken with the GNSS, and at least four common 
targets were visible between scans so that they could be coregistered and merged. 
The effects of flight altitude and camera angle on point cloud and DTM accuracy were 
assessed using data from eight surveys, with the camera mounted on the UAV such that images 
were taken at nadir or at 20° forward view (oblique). A summary of the details of each survey 
and the naming convention of the flights involved are shown in Table 2. 
2.3. Data Processing 
2.3.1. Burn Heterogeneity Assessment (Site 1) 
Pre-burn orthomosaic RGB imagery (0.1 m resolution) was collected alongside the LiDAR 
data during the airborne survey conducted in April 2015 (see Section 2.2.1). For comparison to 
these, the post-burn photos from the UAV flights were used, being quality-assured, aligned, 
georeferenced, mosaicked and exported in Agisoft Photoscan Professional v1.2.4 prior to 
analysis. Site 1 imagery was registered using GCP locations acquired by a Trimble XR differential 
GPS and location data were post-processed in Trimble Pathfinder Office. Both the pre- and post-
burn orthomosaics were classified into different land cover types using maximum likelihood 
classification (in ENVI v5.1). The pre-burn image classes were live vegetation, residual (dead) 
vegetation (appearing senesced), bare soil and unclassified (outside of the 5% probability 
threshold). The post-burn orthophoto classes were visually delineated using training samples 
identified as vegetation, residual vegetation (dead vegetation, appearing senesced or charred), 
charred peat (blackened, dry peat), ash and unclassified (outside of the 5% probability threshold). 
To assess classification accuracy, a spatially randomized subset of pixels was classified using the 
pre-burn RGB image from the LiDAR survey, and the 0.1 m resolution orthophoto of Area 2 from 
the UAV survey (Figure 4). A confusion matrix was returned by comparing these control areas 
with the original pre- and post-burn classifications. 
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Figure 4. Classification of orthomosaic at 0.1 m resolution of Area 1 and 2 (validation area) of Site 
1 after the fire. The area between the blue lines indicates the LiDAR swath limits. Inset shows the 
unclassified orthomosaic. Data were collected using the UAV system. Grid system is UTM 48S, 
WGS84 datum. 
2.3.2. DTM Production (Site 2) 
Before performing photogrammetric operations, GNSS rover and base data were post-
processed in Leica Geo office v8.3 using the base data as a reference position, precise ephemeris 
data (from Institut Géographique National (IGN) Global Data Centre and IGS International GPS 
service for Geodynamics) and four online Precise Point Positioning (PPP) services. These target 
positions form the GCPs for model registration, and CPs for model accuracy assessment. 
The twelve TLS point clouds aligned with a total RMSE of 0.03 m and were registered to 
UTM 48S projection. The clouds were then combined and exported as one and resampled to 0.05 
m resolution. All processing was performed in Riegl Riscan Pro v2.6.2 (64 bit). In total, 8667 UAV 
photos were used for point cloud production in Agisoft Photoscan Professional v1.2.4. Photoscan 
was used because it produces the most accurate surface models, and can deal with shadows better 
than other SfM packages [23]. The workflow recommended by the manufacturers was followed 
(also see Table 2 in [38]), and where possible, the same GCPs were used to georectify each model 
(one target was selected as a GCP per 20 m × 20 m grid cell of the survey site). An orthophoto, 
DTM and point cloud were produced for each flight altitude and camera angle. Point clouds were 
always decimated (from upwards of 300 million points to ~30 million) so they could be processed 
within reasonable time scales. 
UAV and LiDAR point clouds were filtered for ground points using the LAStools suite [39]. 
LAStools ground extraction algorithm is based on an iterative grid simplification and has been 
previously effective in producing DTMs from LiDAR in a Mediterranean forest environment 
[40,41], and has been applied to dense point clouds produced from UAV SfM in densely forested 
environments, albeit with limited success because SfM techniques do not easily penetrate 
overlying vegetation [42]. However, in this study, UAV SfM was not used to survey densely 
vegetated unburned areas. 
Four DTMs are produced for Site 2: a pre-burn DTM from LiDAR data (DTMLiDAR), a 
modeled pre-burn surface derived from interpolation of high elevation points as derived from 
the post-burn DTMUAV (DTMIDW), a post-burn DTM from UAV data only (DTMUAV) and a control 
DTM from TLS data (DTMTLS). For DTMIDW and DTMUAV, point clouds were clipped 1 m above 
and below the mean elevation of the ground point cloud to remove outlier points. DTMs were 





















produced by filtering by elevation minima at 1, 5, 10 m for both UAV and LiDAR ground point 
clouds, and additionally at 0.5 and 0.1 m for the UAV and 20 m for the LiDAR point clouds. These 
were produced in Cloudcompare v 2.6.2. 
Using the post-burn DTMUAV with the highest overall accuracy (35 m_O, Table 3), a pre-burn 
DTM was created using an inverse distance weighting interpolation technique of local elevation 
maxima taken at points surrounding the pits. This was performed in ArcMap 10.3.3 by firstly gap 
filling the patchy DTMUAV, then creating a flow direction raster, followed by the “basin” tool. The 
basin tool is normally used to delineate drainage basins from DTMs by connecting cells into 
common pour points. It can be used in this context because fire burns away most of the peat 
around the base of trees, and so creates pits that have a similar form to basins. Each basin was 
vectorised and the vertex points around the basin edges were used to extract elevation values 
from the post-burn DTMUAV. These point elevation values represent “local maxima”, and were 
interpolated using inverse distance weighting (which has been demonstrated to be a good surface 
reconstruction technique by [15]) using default parameters. DTMIDW was produced at 10 m 
resolution, and its accuracy was assessed against the post-burn DTMLiDAR. 
Table 3. Results from the three accuracy assessments. For each assessment, the most accurate 
UAV flight is marked in bold. 
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30 m_N 58 0.028 0.020 0.034 −0.012 0.041 0.043 0.049 0.024 0.054 
30 m_O 68 0.032 0.022 0.038 −0.001 0.038 0.038 0.047 0.027 0.054 
35 m_N 75 0.026 0.020 0.033 −0.001 0.042 0.042 0.044 0.029 0.053 
35 m_O 69 0.025 0.018 0.031 −0.009 0.039 0.040 0.043 0.026 0.051 
40 m_N 72 0.026 0.021 0.031 −0.004 0.038 0.038 0.043 0.027 0.051 
40 m_O 74 0.023 0.020 0.030 −0.005 0.037 0.037 0.040 0.027 0.048 
50 m_N 71 0.025 0.020 0.032 −0.003 0.037 0.037 0.041 0.026 0.049 
60 m_O 69 0.025 0.020 0.032 −0.003 0.036 0.036 0.040 0.027 0.048 
TLS Data Comparison 
 
CloudUAV to DTMTLS Comparison 
  
DTMUAV to DTMTLS 
Comparison 
   



















30 m_N 296,401 −0.022 0.104 0.106 13703 0.042 0.086 0.096 0.106 
 
30 m_O 1,916,595 −0.044 0.110 0.118 13703 0.027 0.089 0.092 0.118 
 
35 m_N 1,026,498 0.016 0.097 0.098 13703 0.030 0.108 0.112 0.099 
 
35 m_O 3,688,289 0.020 0.087 0.089 13703 0.027 0.086 0.090 0.089 
 
40 m_N 3,111,338 −0.065 0.112 0.129 13703 0.038 0.129 0.134 0.130 
 
40 m_O 1,042,611 0.003 0.137 0.137 13703 0.015 0.083 0.084 0.136 
 
50 m_N 928,771 0.017 0.102 0.103 13703 0.023 0.097 0.100 0.103 
 
60 m_O 923,817 0.041 0.129 0.135 13703 0.004 0.086 0.086 0.135 
 
2.3.3. DoB Accuracy Assessments 
The total station topographic measurements are unbiased by water and are used to assess 
DTM accuracy under water. A 25 cm buffer around each total station measurement point was 
used to extract the mean elevation value from DTMUAV (to account for a slight horizontal 
misalignment between total station and UAV datasets) and compared to the total station point 
elevation. Residuals of exposed and submerged points were statistically tested using a Welch’s t-
test (in RStudio v0.99.879). Pit depth was analysed in relation to the highest point of each transect. 
Three accuracy assessments of UAV-derived DTM data were made. Firstly, comparing DTMUAV 
with GNSS control points (X, Y and Z). Secondly, comparing raw UAV point clouds with DTMTLS 
(X, Y, Z). Thirdly, comparing both DTMUAV and DTMTLS (Z only because comparisons are made 
at randomly located X, Y points). Accuracy is assessed by calculating the root mean square error 
(RMSE) bias (1). Where point data are not available (comparing point cloud to DTMs), the root 
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mean square deviation (RMSD) is calculated using bias and scatter (2) [38]. Overall RMSE of all 







RMSD =  ඥ(ߪଶ +  ̅ݔଶ) 






where z and ̂ݖ௜  are the observed and estimated elevations, ̅ݔ  is the bias, ߪ  is the standard 
deviation, and n is the sample size 
To examine the effects of flight altitude and camera orientation, non-parametric Kruskal–
Wallis rank sum tests were performed on the XY, Z, and XYZ residuals, and pairwise differences 
were tested at 95% confidence interval.  
DTMTLS was interpolated from ground points at 0.05 m resolution and bias was −0.019 m 
when compared to 31 GNSS points, and so the DTMUAV was corrected accordingly. TLS and UAV 
point cloud residuals were calculated in Cloudcompare v.2.6.2. Eight DTMUAV were compared to 
the DTMTLS at 13,073 spatially randomised points. Finally, in the most accurate DTMUAV, error 
spatial autocorrelation and clustering were assessed using the spatial autocorrelation (Global 
Moran’s I) and hot spot analysis (Getis-Ord Gi*) tools respectively (ArcMap 10.3). 
2.3.4. Peat Depth of Burn from DTMs 
The DTMUAV from survey 35 m_O was used to produce DoB estimates because overall it was 
the most accurate DTM (Table 3). DTMUAV and DTMLiDAR were aligned vertically in an unburned 
area next to a small wooden house that survived the fire. Elevation differences were calculated 
between pre-burn DTMs (DTMLiDAR and DTMIDW), and the post-burn DTMUAV along 15 East–West 
transects spaced 10 m apart, at points 1 m apart [9]. Points were delineated as being on burned 
forest (n = 5305) by visually inspecting both pre- and post-fire aerial photographs.  
3. Accuracy Assessment Results 
3.1. Classification of Optical UAV and Airborne LiDAR Datasets (Site 1 Only) 
Confusion matrices that were produced for both the pre- and post-burn RGB classifications 
(from the LiDAR and UAV) had an accuracy of 96% and 95% (Kappa coefficient = 0.93 and 0.93), 
based on comparison to high resolution aerial photographs. In total 30,554 and 105,281 visually 
delineated control pixels were used for the pre-burn and post-burn classification accuracy 
assessments. For the post-burn classification, Area 2 (1.5 ha) was used to assess the accuracy of  
Area 1 (56.9 ha) as the image was more detailed owing to the spatial resolution in Area 2 being 
10 times higher (Figure 4). 
3.2. DTMUAV Accuracy Assessments 
Compared to GNSS-control points, the UAV-derived digital terrain data (DTMUAV) show 
little bias in the XY, Z, and XYZ directions (<0.032, <0.012, and <0.049 m respectively; Table 3), 
and overall small random errors (<0.038, <0.043, and <0.054 m respectively; Table 3). Non-
parametric Kruskal–Wallis rank sum tests show no significant difference in residuals as a result 





















of flight altitude  
(p = 0.318) or camera angle (p = 0.432) (Figure 5, Table 3). 
 
 
Figure 5. Differences between the UAV digital terrain models (DTMUAV) and global navigation 
satellite system (GNSS) control points for the eight flights which used different altitudes and 
camera angles (red = nadir flights, blue = oblique flight) listed in Table 3. (a,b) are histograms of 
residuals in the Z (left) and XY (right) axes, showing the main difference between camera angles. 
XY residuals are positive because they are unsigned, non-directional differences; (c,d) are 
boxplots (vertical lines are median values; boxes and whiskers show interquartile ranges; and 
points are outliers) showing both differences in flying altitude and camera angle. 
A total of 12,934,320 UAV point cloud data points were compared to DTMTLS (Table 3). Most 
ground points are considered very accurate, especially around scans 1–9 (Figure 6, Table 3). In 
this area, errors are highly auto-correlated (Moran’s Index = 0.61, z-score = 183.2, p < 0.001) and 
clustered around areas where vegetation is insufficiently filtered out, and in pits filled with water. 
The most accurate flight was 35 m_O with RMSD = 0.089 m, or 0.07 m when only non-auto-
correlated errors are considered. 
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Figure 6. Hot spot analysis of residuals in Site 2 (DTMTLS vs. DTMUAV). The 15,000 randomised 
points show significant clustering of high/low residual values. Residuals of ground points are 
consistently insignificant, whereas the lowest/highest errors are around submerged pits/dead 
vegetation, and there is systematic error to the north of scan positions 10–12. Grid is UTM 48S. 
Survey 60 m_O performed the best when comparing the DTMUAV with the DTMTLS  
(RMSE = 0.086). The oblique camera angle (RMSE = 0.089 m) performed statistically better than 
the nadir camera angle (RMSE = 0.111 m, H1 = 487.35, p < 0.001) (Figure 7, Table 3). Flights 30 m_O 
and 35 m_O were flown at roughly the same altitude (36.4 and 37 m respectively) and the DTMs 
from both surveys showed little difference (bias = 0.002 m, RMSE = 0.049 m, n = 943,990), 
demonstrating repeatable results from different surveys. 






















Figure 7. Frequency distribution of the DTMUAV and DTMTLS residuals for the eight flights 
conducted at different altitudes and camera angles listed in Table 3 (red = nadir flights, blue = 
oblique flight).  
(a) Shows the bi-modal distribution of residuals in Z, with both camera angles exhibiting a peak 
around 0.1 m, which can be explained by the presence of residual dead vegetation on top of the 
peat surface; (b) Boxplots showing both no statistically significant differences in residuals (Z) 
between flights 30 m_O, 35 m_N and 35 m_N (vertical lines are median values; boxes and 
whiskers show interquartile ranges; and points are outliers; x axis is limited to ±0.25 m for clarity). 
3.3. DTMIDW Accuracy Assessment 
The DTMIDW was compared to DTMLiDAR at 1, 5, 10 and 20 m resolution using 5305 points 
collected along 15 transects, and bias assessed as a measure of accuracy because the mean of the 
elevation residuals affects emissions estimates, rather than the random error. DTMIDW is 
considered to perform well against 10 and 20 m pre-burn DTMLiDAR (bias = 0.05 and −0.01 m, RMSE 
= 0.16 and 0.12 m respectively) compared to 1 and 5 m resolution which performed poorly (bias 
= 0.19 and 0.12 m and RMSE = 0.32 and 0.23 m respectively). This demonstrates that, on average, 
the modeled pre-burn surface calculated from spatial interpolation of the post-burn UAV 




Figure 8. Distribution of DTMIDW residuals against DTMLiDAR calculated at different spatial 
resolutions. The best match with DTMIDW is the 20 m resolution DTMLiDAR, having an overall best 
accuracy (bias = −0.01 m) and an RMSE of 0.12 m. 
3.4. DTMUAV Accuracy under Water 
DTMUAV was slightly less accurate under water than at non-submerged points (Figure 9). 
The differences were −0.004 ± 0.062 and −0.012 ± 0.092 m for exposed and submerged points 
respectively (RMSE = 0.062 and 0.093 m respectively) which was significant (t284.5 = 2.126, p < 0.05). 
However, in practice, the difference in bias is considered very small (<0.01 m), and these results 
imply that the UAV SfM technique is capable of measuring surface topography through shallow 
water (as in [30]) which is an advantage over laser-based methods. 
 
Figure 9. Total station data from 38 transects across the deeply burned pits partially inundated 
with water. The x axis is dimensionless, representing relative distance along the transect in terms 
of fractional length. (a) Shows the aggregated burn depth at 482 points measured by the total 
station (TS, red) and DTMUAV (35m_O) in blue. The Y axis shows depth relative to the highest 





















point on the transect; (b) Shows the frequency distribution of points above (red) and below (blue) 
the water line. 
4. DoB and Combustion Heterogeneity Analysis Results 
4.1. Combustion Heterogeneity (Site 1) 
Here, we report the changes in land cover caused by the fire by comparing pre- and post-
burn classifications of site 1: only 21% of the fire affected area was covered in ash (evidence of 
complete combustion). In the 38 ha area where both pre- and post-burn datasets overlap, of the 
6,545,516 pixels classified as completely combusted 79.9%, 9.6%, 8.6%, 1.8% and 0.04% were from 
vegetation, bare soil, residual vegetation and unclassified classes respectively (Figure 10). While 
this shows that much of the most complete combustion occurs around the roots of vegetation, 
other post-burn classes also exhibit somewhat similar burn characteristics (i.e., vegetation was 
the most prevalent pre-burn class for all post-burn classes at between 77.6% and 84.1%). 
The mean pre-burn vegetation height was also calculated for each post-burn class. Residual 
vegetation seen in the post-burn imagery had the tallest pre-burn vegetation (2.1 ± 2.2 m), 
followed by post-burn areas of ash (1.8 ± 2.1 m) (Figure 10), char (1.6 ± 1.8 m) and post-burn live 
vegetation (1.2 ± 0.9 m). Alongside our field observations, this suggests that the areas that are 
covered in dead residual vegetation after the fire were previously covered in the tallest live 
vegetation, and that areas of tall vegetation before a fire lead to the most complete combustion 
(mostly around the base of the vegetation and the roots) during the fire. 
 
Figure 10. Land cover classes mapped in the pre- and post- burn aerial imagery of Site 1. (a) Land 
cover change map, the classes shown are the pre-burn classes that completely combusted during 
the fire, i.e., covered in ash after the fire and their associated pre-burn class. Most of the ash-
covered areas were covered in vegetation (green) before the fire. The background greyscale pixels 
show vegetation height (m) which was derived from the LiDAR data; (b,c) are pre- and post-burn 
land cover classifications from the airborne LiDAR and UAV respectively. 
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4.2. DoB Estimates 
Mean estimates of the peat DoB varied widely with DTM spatial resolution (Table 4), and so 
the most appropriate scale for DoB derivation needs careful consideration. The DTMLiDAR datasets 
produced at 1 and 5 m spatial resolutions show considerable high spatial frequency variations 
(Figures 11 and S1), most likely due to the LiDAR returns being reflected from vegetation (such 
as tree trunks) rather than from the ground surface itself. Further to this, there is a tendency for 
the pre-burn elevation data to show local maxima at the same points along a transect where the 
post-burn elevations show a local minima, and the fact that the deepest burns are around the 
roots of trees supports helps to explain this. The DTMLiDAR produced at 10 m spatial resolution 
shows a reduction in such effects, presumably because at this grid cell size, there are usually some 
LiDAR returns coming from the ground surface in each cell, and at 20 m the vegetation 
component of this elevation signal appears fully removed, representing ground topography. 
Conversely, the post-burn DTMUAV produced at 0.1 and 0.5 m spatial resolution is more 
representative of ground topography than at the lower 1, 5 or 10 m spatial resolutions, because 
at the lower resolutions the deep burn pits are smoothed, the topographic detail induced by the 
burning is lost, and the mean ground height underestimated. There is no advantage in increasing 
resolution beyond 0.5 m as there is no significant difference to DTMUAV at 0.1 m (t = 1.94, df = 
10,593, p = 0.05). Therefore, the optimal combination of DTMs for depth of burn analysis are 
considered to be the 20 m resolution DTMLiDAR and the 0.5 m resolution DTMUAV, and the resulting 
mean depth of burn using these data is 0.23 m, with a 0.19 m standard deviation (Figure 12). 
Table 4. Mean DoB estimates (and σ in brackets) using pre- and post-burn DTMs of different 
resolutions. Estimates in green are considered overestimates caused by pre-burn vegetation 
signal, estimates in blue are considered overestimates because of excessive smoothing of the post-
burn DTM, estimates in yellow are considered both under and over estimates caused by limited 
vegetation signal and/or excessive smoothing, and estimates in black are best estimates produced 
from use of the optimum spatial resolution pre- and post-burn DTMs. 
Pre-Burn DTMLiDAR 
Resolution (m) 
Post-Burn DTMUAV Resolution (m) 
0.1 0.5 1 5 10 
1 0.44 a (0.29) 0.43 a (0.29) 0.33 (0.26) 0.52 (0.27) 0.66 (0.26) 
5 0.37 b (0.24) 0.37 b (0.23) 0.26 (0.20) 0.45 (0.20) 0.58 (0.20) 
10 0.30 c (0.20) 0.29 c (0.20) 0.19 (0.16) 0.38 (0.16) 0.51 (0.16) 
20 0.24 d (0.19) 0.23 d (0.19) 0.13 (0.15) 0.31 (0.16) 0.44 (0.15) 
DTMIDW (10 m) 0.25 (0.20) 0.24 (0.20) 0.14 (0.16) 0.32 (0.16) 0.46 (0.16) 
a, b, c, d Estimates with the same letter notations are not significantly different. 
 
Figure 11. Calculated DoB (shaded grey area), along with vertical profile variability of pre-burn 
DTMLiDAR and post-burn DTMUAV profiles (shaded in green and red respectively). The profiles of 





















the most suitable resolutions for measuring DoB and DTMIDW are solid lines (pre-burn DTMLiDAR 
at 20 m resolution is green, pre-burn DTMIDW is blue, and post-burn DTMUAV at 0.1 and 0.5 m 
resolutions are red and dark red). DTMs at 1, 5, and 10 m resolutions are represented by dot-
dash, dotted, and dashed lines. The highest peaks in pre-burn DTMLiDAR occur at the same 
locations along the transect as the deepest pits in the post-burn DTMUAV, highlighting that the 
deepest burns occur around the roots of vegetation. The blue line shows similarity in profile and 
median elevation value to the 10 and 20 m DTMLiDAR, demonstrating that pre-burn surface 
topography can be modeled using post-burn DTMUAV alone. See Figure S1 for further profiles. 
 
Figure 12. Frequency distribution of DoB using the two different resolution combinations: red 
shows the DTMLiDAR at 20 m and DTMUAV at 0.5 m resolution (considered to be the best 
representation of pre- and post-burn topography), compared to a combination which 
overestimates DoB. Mean DoB are marked using dashed lines. 
The DoB is 0.25 ± 0.20 m (mean ± one standard deviation) when DTMLiDAR at 20 m resolution 
is replaced with DTMIDW, and while the mean DoB estimates for DTMIDW and DTMLiDAR are 
statistically different (t = 2.91, df = 10,595, p < 0.05), in practice there is, on average, only 0.01 m 
difference. 
5. Emissions Estimates 
Method for Calculating Emissions Estimates 
We calculated emissions estimates from these peatland burns using the ‘bottom-up’ 
approach popularised by [43] and used in the Intergovernmental Panel on Climate Change 
(IPCC) Equation (4). This requires an estimate of the burned area and also depth of burn (DoB), 
in order to calculate the volume of peat burned [11]. 
ܮ௙௜௥௘ = ܣ ×  ܤ஽ ×  ܦ݋ܤ ×  ܥி ×  ܩ௘௙,௜  ×  10ିଷ 
 80 
where Lfire is the quantity of CO2 or non-CO2 gas emitted by the fire (tonnes), A is the burned area 
(5.2 ha), BD is dry bulk density (0.106 g·cm−3 from [35]), DoB is depth of burn (0.23 m), Cf is the 
combustion factor (assumed to be 1, dimensionless), and Gef is the biome specific emission factors 
for CO2-C, CO-C and CH4-C (434.7, 109.3 and 5.6 gC·kg−1 dry mass burned respectively, from [3]). 
Uncertainty in the emissions estimates were assessed using the standard error propagation 
approach, firstly assessing the uncertainty in the mean DoB estimate: 







where ߜܦܶܯ௎஺௏  and ߜܦܶܯ௅௜஽஺ோ  are the uncertainties of DTMUAV and DTMLiDAR (m), and 
ߜܦܶܯ௨௡௕௨௥௡௘ௗ  is the standard deviation of the DTMUAV, DTMLiDAR differences (m) in the unburned 
area after any biases were removed and n is number of sampled points. 
The uncertainties in the final emissions were then estimated via the following equation: 





















where δ is the random error of the estimated term. This method is in line with [10]. 
Peat bulk density was taken as 0.106 ± 0.028 g·cm−3 in Jambi [35], and for emissions factors 
we used the first field-derived emission factors collected for Indonesian tropical peat fires by [3], 
assessed during the El Niño-exacerbated fires of 2015. For CO2, CH4 and CO, these EFs are 1594 
± 61, 7.4 ± 2.3, and 255 ± 39 g·kg−1 respectively for peat-only emissions. Based on the assumption 
that combustion completeness is 1 for our site across the 5.2 ha burned area (because we explicitly 
measured depth of burn rather than stating that a certain fraction of the peat available at each 
location was burned), the total mass of peat consumed is estimated as 1271 tonnes, distributed as 
to 106.0 ± 28.3 tCO2-C·ha−1 (tonnes of C emitted per hectare as CO2) 26.6 ± 8.3 tCO-C·ha−1, and 1.4 
± 0.4 tCH4-C·ha−1, totaling 134.0 ± 29.4 tC·ha−1 for peat only. Uncertainties in DoB are responsible 
for <1% of the quantified uncertainty, with bulk density and emissions factor uncertainties 
smaller contributions (around 37% and between 0.7% (for CO2) and 50% (for CH4) respectively. 
When calculating emissions using DTMIDW, overall uncertainty is increased slightly owing to a 
higher uncertainty caused by the 0.12 m RMSE between DTMIDW and DTMLiDAR. 
6. Discussion 
We have presented a structure from motion (SfM) approach for spatially mapping peatland 
depth of burn (DoB), based around post-fire imagery collected via a small, affordable UAV. To 
our knowledge, this is the first time such an approach to digtial terrain model (DTM) generation 
has been applied to assess DoB. We confirmed the versatility, accuracy and optimium setup for 
the approach; with suitable imagery for deriving surface DTMs collected at a variety of flying 
altitudes (up to 70 m) and camera angles. DTMs showed accuracies better than 5 cm compared 
to ground survey measures, comparable to that of airborne LiDAR (e.g., 7–15 cm for [6,16]). By 
comparing pre- and post-burn DTMs of the same 5.2 ha area, peatland DoB was mapped across 
a degraded peatland (not previously burned) and mean DoB assessed as 0.23 m with <1% 
uncertainty. The standard deviation of the DoB measures is 0.19 m, indicating wide DoB 
variations, and maximum DoB extended beyond 1 m in some locations. This range is similar to 
estimates for forests that have only burned once [15], but less than the prior estimate provided by 
[9] (0.33 ± 0.19 m) for essentially the same biome. The deepest burns occur around the roots of 
vegetation which is confirmed in Figures 11 and S1 where the some of the highest pre-burn peaks 
occur in the same location at the lowest post-burn pits, and by the combustion heterogeneity 
analysis based on analysis of the RGB imagery collected from the UAV (Section 4.1). These DoB 
estimates translate to a carbon emissions estimate of 134 ± 29 tC·ha−1, which is slightly more than 





















the estimate from [15] for “first fires” in these types of biome, and improves upon previously 
reported uncertainties of up to 32% [1,9]. 
Although we used airborne LiDAR data to create our pre-burn DTM, we have also 
demonstrated that spatial interpolation of the post-burn UAV data alone can be used to create a 
pre-burn surface very similar in charcter to the actial LiDAR-derived pre-burn DTM (e.g., −0.01 
m bias at 10 m resolution). When DTMLiDAR is substituted for DTMIDW the ‘post-burn only’ data 
still provides an overall uncertainty of <0.01 m in mean DoB asssessment. With further 
investigation, this method could eliminate the need for pre-burn LiDAR data, which are often not 
available in studies estimating depth of burn at new fire sites [9,15]. 
Our combustion heterogeneity analysis demonstrates around 21% of the large shrubby 
peatland area was affected by complete combustion, and that maximum combustion occurs 
around vegetation roots, where the deepest burns are likely to occur, creating deep burn pits. 
This is the first study to difference pre- and post- burn DTMs of the same area in tropical 
peat burns to assess emissions estimates. Previously, [9] compared post-fire average elevation in 
burned areas with adjacent unburned area, and [15] modeled a pre-burn surface using 
interpolation of adjacent unburned areas. While our study area is much smaller than these 
previous efforts due to flying limitations of the UAV, it offers several benefits. Firstly, the derived 
DTMUAV is of very high resolution (0.1–0.5 m), and highly precise (with random errors much 
smaller than in [9,15]). Secondly, the UAV can be deployed with very little expense, planning, or 
effort compared to a full airborne LiDAR campaign. Finally, the UAV system is capable of 
producing a pre-burn DTM (DTMIDW) which is comparable to the pre-burn DTMLiDAR (bias = 0.01 
m). Here, the bias is more important than the random error because mean depth is used to 
calculate the volume of peat burned, and random error is cancelled out as long as elevation 
distribution is normal. 
We have examined the effects of SfM spatial filtering on both pre- and post-burn datasets. 
By filtering each DTM using the lowest classified ground point per grid cell, we found it possible 
to create the required peat surface DTMs. In the pre-burn profile in Figure 11, the green area 
shows how higher resolution filtering of DTMLiDAR (1–10 m) seems to capture vegetation (as seen 
by the abrupt peaks) rather than ground height values, which are best characterised by 20 m 
resolution DTMLiDAR. This suggests that processing pre-burn LiDAR data at high resolution in 
densely vegetated areas may overestimate pre-burn elevation because true ground points are less 
likely to be returned in smaller grid cells [44], as could be the case in [9,15]. On the contrary, a 
larger grid cell flattens and underestimates the post-burn DTM because interpolation may 
exclude much of the remaining peat. In Figure 11, DTMUAV captures true peat microtopography 
best at 0.1 and 0.5 m because the filtering effect of lower resolution DTMs excessively smooths 
the surface topography (as seen by the red dotted/dashed lines in the red area). It is thus 
important to find a balance between filtering out the impact of residual vegetation (which is 
improved with larger grid cells in heavily vegetated pre-burn datasets) and maintaining 
topographic detail in open post-burn datasets. Where possible, filtering algorithms should be 
applied to point cloud datasets, however the results should be examined carefully to ensure the 
impact of pre-burn vegetation is adequately filtered out in the resulting surface DTM. 
While we have quantified known uncertainties, there remains a very important uncertainty 
that is not able to be considered here. Despite using recommended algorithms and techniques, 
there is no guarantee that the derived ground points, output after filtering, actually do represent 
ground height, rather than the top of a thick surface vegetation layer. The study area was heavily 
vegetated before the fire, with tall canopy trees (35 m) interspersed with dense ground shrubs. It 
is not possible to estimate whether LiDAR ground return did in fact come from the ground 
surface and not from the top of the surface vegetation layer. Previous accuracy assessments of 
DTM retrieval show their lowest random error of 0.12/0.19 m in unburned/burned tropical peat 
forest [15], 0.58 m in unburned tropical forest as a result of incomplete canopy penetration [45], 
and up to 0.26 m in densely vegetated wetlands [46]—values that are in some cases larger than 
the DoB estimates made in this study. We have no way of quantifying pre-burn DTM error in our 
study area because there were no control point measurements taken beneath vegetation at the 
 82 
time. Some existing studies estimating DoB have also failed to quantify this uncertainty [9], and 
therefore may suffer from a biased pre-burn surface leading to an overestimated DoB. This 
remains an obvious research question to be answered within the context of DoB measurements 
from LiDAR.  
It took a total of 18 person-hours to set up the ground control points (GCPs) needed for the 
UAV survey, and a further 2 person-hours were needed to fly the complete survey. The TLS scans 
required a total of 48 person-hours. Furthermore, the UAV weighs 4 kg with its carry case and 
batteries, compared to over 30 kg for the TLS. In terms of out-right costs, the TLS costs >USD 
110,000 (United States Dollar) compared to ~USD 2000 for the UAV and camera and educational 
software licenses (however, the UAV system requires either a GNSS for GCP registration, these 
can be rented from survey companies, or bought second hand for <USD 7500). The cost ($) 
multiplied by person effort (h) and weight (kg) (user inputs), divided by usable coverage area 
(m2) (outputs) equates to the UAV survey requiring 0.01 $·kg·h·m−2 compared to the TLS which 
requires 13.01 $·kg·h·m−2. Furthermore, because the UAV survey is conducted from above, there 
are fewer gaps in the DTM which require interpolation. Finally, the UAV has the added benefit 
over all LiDAR systems that it can (albeit more roughly) capture topography through water. 
Therefore, the UAV system can provide an efficient, cheap and flexible alternative to terrestrial 
laser scanning systems for point cloud retrieval in rugged, remote and challenging conditions in 
burned peat swamp forests. While UAV coverage might be much lower than airborne LiDAR, 
this method might be the only affordable option to REDD+ practitioners without large budgets. 
7. Conclusions 
This paper examines burn scar characteristics in great detail, showing that, within burned 
areas, peat combustion is heterogeneous, mainly concentrating around the roots of vegetation. 
We contribute a new dataset on tropical peatland topography, demonstrate a novel, low-cost and 
versatile method for surveying burned areas using a simple and accessible UAV system, and 
provide both DoB estimates for first-time fires in degraded peat swamp forest with less 
uncertainty than previous studies. This study also suggests that previous methods over-estimate 
DoB for two reasons; they do not capture the true pre-burn ground height because of vegetation 
obscuring the ground, and the post-burn topographic detail is lost if the grid cell resolution is too 
low (e.g., 10 m). Error propagation in emissions estimates is important because (e.g., in our 
uncertainty analysis) every 1 cm error in depth of burn estimate equates to approximately a 2.5% 
difference in the overall carbon emissions estimate or ~3 tC·ha−1. In order for schemes such as 
REDD+ to gain momentum in tropical countries, it is important that carbon emissions 
uncertainties are adequately constrained to provide measurable and verifiable net carbon 
emissions benefits. Our methodology could thus provide important inputs to these processes, 
along with IPCC-compatible emissions estimates. 
Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/8/12/1000/s1, 
Figure S1: Vertical profile plots of DTMLiDAR, DTMUAV and DTMIDW for 15 different transects, as represented 
in Figure 11. (a–o) Calculated DoB (shaded grey area), along with vertical profile variability of pre-burn 
DTMLiDAR and post-burn DTMUAV profiles (shaded in green and red respectively). The profiles of the most 
suitable resolutions for measuring DoB and DTMIDW are solid lines (pre-burn DTMLiDAR at 20 m resolution 
is green, pre-burn DTMIDW is blue, and post-burn DTMUAV at 0.1 and 0.5 m resolutions are red and dark red). 
DTMs at 1, 5, and 10 m resolutions are represented by dot-dash, dotted, and dashed lines. These Figures 
illustrate the effect of resolution on DTM retrieval, depth of burn and also DTMIDW accuracy. 
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4.5 Conclusions 
Given the high carbon density of tropical peat, properly quantifying the mass of peat burned in 
each fire event is essential for accurate GHG emissions estimates. This study has been the first 
to use UAV technology to examine the burn dynamics tropical peatland wildfires in great detail, 
and shows that more work is needed to fully understand how much peat is burned in fires that 
occur on different landcover types. The chapter has outlined the evolution of the methodology 
and highlighted some of the challenges in estimating peat depth of burn in Indonesia. The final 
method bridges the gap between small scale experimental studies which examined peatland 
burning at the 1 m scale in immense detail (e.g. Usup et al., (2004)), and local LiDAR studies 
which cover thousands of hectares in very broad terms, but somewhat lack detail (Ballhorn et 
al., 2009). Given its low-cost and versatility, the UAV based method developed here also opens 
opportunities for local REDD+ or VCS practitioners to map DoB in their project areas very 
accurately. In conjunction with accurate ground control data and pre-burn LiDAR data, the pre-
fire DTM modelling approach (DTMIDW) from this chapter could be trialled in different areas, and 
eventually pre-fire DTMs may be reliably derived from high-resolution post-burn DTMs alone. 
Above all, the detailed investigation in this chapter has provided improved DoB estimates, in 





5  ASSESSMENT OF ERRORS 





5.1  Chapter Introduction 
In Chapter 4 it was posited that digital terrain models (DTMs) of forest floor topography derived 
from airborne LiDAR are prone to errors caused by the overlying vegetation, which can obscure 
the laser returns from interacting with the ground. The vegetation signal can be partially filtered 
out by classifying the LiDAR point cloud as ground or vegetation using a classification algorithm 
(LAStools), and/or by selecting the lowest point per grid cell to represent ground. The latter 
approach can provide accurate but low-resolution DTMs (>20 m) (Simpson et al., 2016). As the 
principle methods for estimating peatland depth of burn in Indonesia have used airborne LiDAR 
to retrieve pre- and post-burn DTMs, or proxies thereof (Ballhorn et al., 2009; Hooijer et al., 
2014; Konecny et al., 2016; Reddy et al., 2015), it is of significant interest to quantify these 
errors and their causes. It is particularly pertinent to this thesis because small overestimates in 
depth of burn can lead to very large overestimates in greenhouse gas emissions from fires 
(Ballhorn et al., 2009; Konecny et al., 2016; Simpson et al., 2016). This thesis aims to improve 
both estimates of fire emissions and their uncertainty, therefore understanding some of the 
sources of these uncertainties is paramount to reducing them.   
Following the publication of Simpson et al., (2016), a protocol was designed to examine how 
overlying vegetation structure affects LiDAR-derived DTM accuracy. Ideally the protocol would 
be applied to a pre-burned Indonesian peat swamp forest, however there were several logistical 
issues preventing this. Firstly, the protocol involves taking highly-accurate ground control points 
using a Global Navigation Satellite System, which is hampered by the presence of canopy cover 
or dense vegetation. The water in vegetation interferes with the radio waves from satellites, 
increasing the signal-to-noise ratio to the point that accuracy is limited or no position can be 





















recorded at all (Grala and Brach, 2009; Valbuena et al., 2012). Indonesian peat swamp forests 
are evergreen, low stature and dense in structure (Englhart et al., 2013, 2012), and therefore 
taking high accuracy GNSS measurements (<10cm accuracy) in this environment would not be 
possible. Secondly, vegetation density can also obscure total station surveys, where it is 
necessary to maintain a line of sight between the instrument and survey prism. This may be 
particularly problematic at the edge of the forest, or in degraded forests where the canopy is 
more open and undergrowth vegetation is dense (Englhart et al., 2013). Thirdly, the Indonesian 
research permit had expired and reapplying for it required a matter of months. Last of all, there 
were insufficient funds in the Research Training Support Grant to facilitate another campaign in 
Indonesia.  
Therefore, the most pragmatic solution to answering the research question was to perform the 
surveys in a temperate deciduous woodland in the UK. Firstly, during leaf-off conditions in the 
winter the GNSS can record high-accuracy location data because the leaves do not 
obscure/dilute the radio signals from satellites. Secondly, much of the undergrowth dies back 
during winter, allowing access for a total station survey. Thirdly, permission could be granted 
and the work could be funded very easily. Wytham Woods in Oxfordshire was an obvious 
choice because it had been surveyed previously by airborne LiDAR scanner (ALS) in both leaf-
on and leaf-off conditions, and the data were freely available to use from Natural Environment 
Research Council (NERC) data repository.  
In this chapter, survey work in a UK forest is used to highlight the conditions which may lead to 
increased DTM errors in a forest environment. Even though survey work was conducted in UK, 
the results are relevant to Indonesian peat swamp forests because although the species 
composition and physiological structure of trees and shrubs may differ, they share spatial and 
vertical arrangement of woody and leafy biomass. The vertical structure of temperate and 
tropical broadleaf forests are similar, characterized by canopy vegetation in the form of tall 
broadleaf trees, with the presence of mid- and under-story vegetation beneath (Gilbert et al., 
2010; Wedeux and Coomes, 2015; Wilkes et al., 2015).  In both cases, vertical vegetation 
structure can be mapped using ALS, and therefore their structure can be compared (Wilkes et 
al., 2015). 
Following the fieldwork in Wytham in 2017, a paper was published in November 2017 in 
Remote Sensing (IF= 3.2). This chapter will largely consist of the paper in its published format, 
and is structured into the following sections: 
5.2 Published paper in its final format 
5.3 Applicability to a degraded Indonesian tropical peat swamp forest 
5.4 Conclusions 
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5.2  Published Paper in its Final Format 
In this section the paper is presented in its final format, with all citations being referenced at the 
end of the paper instead of at the end of the thesis. The article in this chapter featured as a 
cover story in the international research journal Remote Sensing, the cover picture can be found 
in Figure 5.1, and the cover story was as follows:  
“This paper was written as part of a PhD project aiming to improve greenhouse gas emissions 
estimates from peatland fires in Indonesia. While measuring peatland depth of burn for 
a previous paper, it was noted that digital terrain models (DTMs) produced from LiDAR were 
showing unexpected values before the fire burned the vegetation. The effects of vegetation 
structure were tested on LiDAR-derived DTM accuracy in a UK forest during winter when there 
are no leaves to block ground survey equipment (i.e., similar to post-burn forests). Over 650 
ground control points were used to create a reference DTM to compare two LiDAR-derived 
DTMs in leaf-on and leaf-off conditions. The LiDAR point cloud was used to characterise the 
overlying vegetation structure, revealing that leaf-on vegetation and, in particular, dense 
ground-cover vegetation causes the greatest DTM errors. “ 






















Figure 5.1. Cover image for the published article. The article received very positive reviewer and 
editor feedback and was subsequently featured as the cover story for Volume 9, Issue 11 
(November 2017) of Remote Sensing. 
 
 90 
      
Article 
Assessment of Errors Caused by Forest Vegetation 
Structure in Airborne LiDAR-Derived DTMs 
Jake E. Simpson 1,*, Thomas E. L. Smith 1 and Martin J. Wooster 1,2 
1 King’s College London, Department of Geography, London WC2R 2LS, UK;  
thomas.smith@kcl.ac.uk (T.E.L.S.); martin.wooster@kcl.ac.uk (M.J.W.) 
2 NERC National Centre for Earth Observation (NCEO), King’s College London, London WC2R 2LS, 
UK 
* Correspondence: jake.simpson@kcl.ac.uk 
Received: 22 September 2017; Accepted: 26 October 2017; Published: date 
Abstract: Airborne Light Detection and Ranging (LiDAR) is a survey tool with many 
applications in forestry and forest research. It can capture the 3D structure of vegetation and 
topography quickly and accurately over thousands of hectares of forest. However, very few 
studies have assessed how accurately LiDAR can measure surface topography under forest 
canopies, which may be important, for example, in relation to analysis of pre- and post-burn 
surface height maps used to quantify the combustion of organic soils. Here, we use ground 
survey equipment to assess digital terrain model (DTM) accuracy in a deciduous broadleaf 
forest, during both leaf-on and leaf-off conditions. Using the leaf-on LiDAR dataset we 
quantitatively assess vertical vegetation structure, and use this as a categorical explanatory 
variable for DTM accuracy. In the presence of leaf-on vegetation, DTM accuracy is severely 
reduced, with low-stature undergrowth vegetation (such as ferns) causing the greatest errors 
(RMSE > 1 m). Errors are lower under leaf-off conditions (RMSE = 0.22 m), but still of a 
magnitude similar to that reported for mean depths of burn in fires involving organic soils. We 
highlight the need for adequate ground control schemes to accompany any forest-based 
airborne LiDAR survey which require highly accurate DTMs.  




Airborne Laser Scanning (ALS) is a technology used to map the three-dimensional structure 
of the terrestrial environment for diverse applications such as construction, archaeology, flood 
modelling and forest science. The method employs a Light Detection and Ranging (LiDAR) 
scanner mounted aboard an aircraft, which times the return of emitted laser pulses from surfaces 
on or near the ground, measuring the distance to the object from the sensor. In a forest 
environment, ALS data can be used to extract useful information for researchers and foresters; 
e.g., Digital Terrain Models (DTMs) are models of the ground surface, Canopy Height Models 
(CHMs) are reconstructions of the upper limits of the forest canopy, and vertical and horizontal 
structural characteristics such as number of strata (Wilkes et al., 2016) and crown dimensions 
(Koch et al., 2006; Rahman and Gorte, 2008) are useful for allometric estimations of above ground 
biomass (AGB) of forests. DTMs are perhaps the most important LiDAR-derived forest metric, 
because the accuracy of nearly all other models and metrics are dependent on them. Examples of 





















typical DTM accuracies achieved for each biome are given in Table 1, showing there are very few 
DTM accuracy reports in temperate deciduous forest environments. 
Table 1. Vertical accuracies reported in previous studies along with their respective biomes and 
references. The vertical accuracy metric differs between studies, therefore their reporting method 
is defined in the “Metric” column. 
 
DTM accuracy can be affected by horizontal and vertical accuracy of survey instruments 
(e.g., Global Navigation Satellite Systems (GNSS), total stations (TS), inertial measurement units 
(IMU) aboard aircraft [18], data collection parameters, site characteristics, data processing 
methods and algorithms. Typically, the highest quality GNSS equipment can give point 
coordinates accurate to better than 1 cm in open-sky conditions (i.e., no canopy cover, which may 
block satellite signals [19]), whereas total station measurements are not affected by canopy cover, 
and point accuracy can be 2–3 mm. ALS point cloud vertical accuracy is usually reported at 
approximately 1–20 cm [5,17,20–23]. Data collection parameters include instrument parameters 
such as mirror tilt angle [24], laser pulse density and flight height [7], and scan angle [25]. 
Influential site characteristics include the presence of vegetation and/or slope, which are the 
largest contributors to DTM error, causing errors exceeding those caused by instrumental or 
methodological error [4,5,7,8,15,22]. Furthermore, point cloud classification algorithms may also 
induce DTM errors by misclassifying understory or ground-cover vegetation as ground returns, 
this might be particularly problematic in open-canopy forest where undergrowth may be 
particularly dense [17,26]. 
DTM accuracy assessments are a major challenge in forest environments because of the need 
to measure the position of “true” ground control points, which are independent of the influences 
of vegetation. It is difficult to take GNSS control points under leaf-on canopies because the 
satellite signals are blocked by the water in the canopy leaves, and undergrowth density can block 
the line of sight between the total station instrument and the survey prisms [15,27]. Perhaps for 
these reasons, very few studies have formally assessed how vertical vegetation structure can 
affect DTM accuracy in broadleaf forests (Table 1). In leaf-off conditions, such as in winter in 
Source Biome Vertical Accuracy (m) Metric 
[4] Old growth tropical forest 1.95 RMSE 
[4] Secondary tropical forest 1.44 RMSE 
[4] Selectively logged tropical forest 1.62 RMSE 
[5] Steep Mediterranean shrubland 0.13–0.41 RMSE 
[6] Temperate conifer 0.21 RMSE 
[7] Temperate conifer −0.05/0.12 Mean/SD 
[8] Temperate conifer 0.31/0.29 Mean/SD 
[9] Temperate conifer 0.59 RMSE 
[10] Temperate conifer 0.24 RMSE 
[11] Temperate deciduous and conifer 1.22 RMSE 
[11] Temperate grass 0.37 RMSE 
[12] Temperate mixed 0.38 N/A 
[11] Temperate pine 0.45 RMSE 
[11] Temperate shrub 1.53 RMSE 
[13] Tropical forest 1.8 Mean 
[14] Tropical forest 0.43 RMSE 
[15] Tropical forest 0.37 RMSE 
[4] Tropical swamp forest 1.64 RMSE 
[16] Tropical swamp forest 0.16 and 0.41 RMSE 
[17] Tropical swamp forest 0.12 RMSE 
[17] Tropical swamp forest burn scar 0.19 RMSE 
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deciduous forests, or after a major forest fire, the canopy may open sufficiently to take the type 
of accurate ground control points required to assess DTM accuracy [11,28]. 
To date no studies have applied a generic vertical vegetation structure metric as an 
explanatory variable of DTM accuracy, and most studies reporting DTM accuracy have not 
quantitatively assessed overlying vegetation structure [7,8,17,20,22]. In situations where it is 
important to produce highly accurate DTMs (especially in places where ground control points 
cannot be collected reliably, e.g., in dense forests), there is a need to identify areas which may be 
prone to larger errors, so that uncertainty can be quantified adequately. 
Vertical vegetation structure can be measured using ALS point cloud data and applied 
across different forest types [1,29,30]. Gap probability (Pgap) can be calculated from discrete 
return LiDAR data, and is the proportion of vegetation returns reflected at a given height to the 
number of returns per plot (including the number of ground returns). Pgap reflects how much 
vegetation is obstructing the ground at a given height, and can therefore be applied to any 
classified ALS point cloud to compare different forest environments. It serves as a much more 
descriptive metric than (e.g.,) canopy height, which provides no information about the vegetation 
structure between the ground and the top of the canopy [1].  
The aim of this study is to assess how vertical vegetation structure affects DTM accuracy in 
a heterogenous forest plot. The objectives are: 
 
Using a network of ground control points (from a GNSS and TS) to produce a reference DTM 
to assess the accuracy of ALS-derived DTMs. 
Compare the accuracy of DTMs from ALS surveys in both leaf-on and leaf-off conditions. 
Quantitatively classify the different vertical vegetation structure categories in the forest plot, 
and compare DTM accuracy in each category. 
Compare DTM accuracy with vegetation density at different vertical strata, independently 
of vertical vegetation structure categories. 
 
2. Site Description, Materials and Methods  
Wytham woods is a 400 ha mixed deciduous ancient and secondary woodland situated 
northeast of Oxford, Oxfordshire, UK (51°46′ N, 001°20′ W, UK National Grid SP 461 081). The 
climate is typical for southern England (mean air temperature 10.1 °C, precipitation 730 mm y−1 
[31]). Wytham was selected for this project because it has been surveyed with ALS twice since 
2007 (during both leaf-on and leaf-off conditions). Although situated on a hill, forest topography 
is mostly less than 10° and being a protected site the topography has not been altered during the 
period between or since the ALS surveys (Figure 1). 
Both leaf-on and leaf-off LiDAR datasets were collected by the Natural Environment 
Research Council (NERC) Airborne Research Facility (ARF). Airborne LiDAR surveys were flown 





















on 24 June 2014 and 9 March 2009 respectively 1. The leaf-on dataset flight parameters were ~2500 
m agl (altitude) and ~134 knots (ground speed). The LiDAR instrument was a small-footprint 
Leica ALS50-II LiDAR system with full waveform and discrete recording capabilities (up to 4 
returns per emitted pulse). The LiDAR pulse repetition frequency (PFR) was 96.8 kHz, field of 
view (FOV) was 35°, with 99.8% return rate and average point density of 0.918 m2. For the leaf-
off dataset, the flight parameters were ~ 1181 m agl at ~135 knots. The ALS instrument PFR 
measurements were at 84.4 KHz, with a 24° FOV, with 100% return rate. Mean return densities 
2for the leaf-on and leaf-off datasets were 3.17 and 5.06 returns m−2 respectively, above the 
threshold density of 0.6 points m−2 where DTM generation is said to become inaccurate [32]. 
Furthermore, the density of the leaf-on dataset was approximately 62% of the leaf-off density, 
which is above the 50% threshold whereby DTM accuracies become statistically different, 
meaning they are comparable without normalisation [33,34].  
 
 
1 The DTMs derived from the two LiDAR datasets and the GNSS data are comparable based on the assumption the soil 
surface topography did not change between 2009 and 2017 due to erosion or accumulation, processes which are very 
slow in lowland deciduous woodlands.  
 
2 The full waveform signal was not used because only discreet return data were available at the time (and are most 
frequently available to analysts). Full waveform datasets are far more complex to interpret and process, and compared 
to the body of literature using discreet return data, full waveform remains largely unemployed in vegetation mapping. 
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Figure 1. Slopes in Wytham woods (at 20 m resolution) with tree cover overlaid in dark grey. 
Both contours and slopes are derived from a ground-classified Airborne Laser Scanning (ALS) 
point cloud, filtered using elevation minima at 20 m resolution.  
A site was selected based on its highly heterogeneous vegetation structure (Figure 2), 
including forest clearances as well as areas of dense canopy and understory vegetation, and its 
relatively flat topography. It was also situated centrally in the LiDAR swath, so that biases due 
to scan angle were equally distributed throughout the site [9]. Ground data for the reference DTM 
were collected at the selected site between 23–28 January 2017 using a Leica VIVA GS10 Global 
Navigation Satellite System with a baseline between the GNSS base station and survey site of 
approximately 950 m; the rover antenna was mounted on a 2 m survey pole. A Trimble M3 total 
station was used to measure ground points on and between the marked GNSS ground control 
points (GCPs). The instrument position was measured in all three locations using the GNSS 
antenna. The prism operator paced approximately 5 m between measurements, giving a final 
point density of approximately 596 points per hectare.  
 






















Figure 2. Survey area layout. Ground surveys conducted with Global Navigation Satellite 
Systems (GNSS) and total stations (TS) equipment overlapped. The three total station surveys 
were georeferenced using 16 of the most accurate GNSS points. An approximate site boundary is 
drawn around the outermost points.  
Total station datasets provide very high accuracy point measurements in the X, Y, Z axes 
relative to the total station instrument. To georeference these positions to absolute coordinates 
(British National Grid OSGB36, Newlyn vertical datum), 16 matching GNSS-derived datapoints 
were used. The GNSS rover points were differentially corrected to the GNSS base station position 
in Leica Geo Office, which improves relative accuracy to within 0.04 m. Rinex files from a 
permanent Ordnance Survey base station (baseline from GNSS base station was 6.7 km) were 
used to improve absolute accuracy of both GNSS base station and rover points. Absolute accuracy 
in X, Y, Z axes of GNSS rover points ranged between 0.002 m and 0.034 m. Total station surveys 
were individually transformed from relative to absolute grid coordinates (OSGB36, OSTN02) 
using a least squares method using GNSS points (delta Easting/Northing/Elevation, X/Y/Z 






Table 2. Transformation statistics of TS datasets to GNSS control points (n = 16).  
 
To ensure the ALS dataset was georeferenced correctly, an additional four control sites were 
surveyed (Figure 3). The control sites were situated either on forest service roads (compacted 
gravel) or local roads (asphalt). A total of 438 TS control points were taken, using 21 GNSS control 
points distributed across four locations for transformation to absolute coordinates. The TS control 
points were rasterised (0.5 m resolution) in CloudCompare (v2.6.2) and were compared to ALS 
returns in the same area to calculate the transformation parameters. The same transformation was 
applied to the entire leaf-on ALS dataset (Table 3). At the 438 control points, vertical bias 
improved from −0.64 (1σ = 0.10 m) to 0.07 (1σ = 0.07 m), and overall accuracy improved from 
RMSE = 0.64 m to RMSE = 0.11 m. The ALS leaf-off dataset was aligned at the control locations to 
the reference dataset improving bias from −0.19 m to 0.002 m (±1σ = 0.22 mm). 
 
Figure 3. Control site locations, with GNSS control points visible as yellow dots, and the forest 
survey site outlined in blue.  
TS to GNSS σX σY σZ σXYZ 
Mean (m) 0.000 0.000 0.000 0.023 
Max (m) 0.037 0.058 0.048 0.001 
RMSE (m) 0.016 0.030 0.022 0.023 
 





















Table 3. Transformation matrix of ALS point cloud based on 438 TS control points on 
uncovered, hard road surfaces.  
 
The ALS point clouds were classified as ground or non-ground using LAStools [35], by 
removing noise, and using the “lasground” tool which only considers last returns, and is based 
on a mesh simplification approach as outlined by [36]. DTMs were produced from ground returns 
using an Inverse Distance Weighting algorithm at 1 m resolution to account for site 
microtopography. This algorithm has proven to yield highly accurate DTMs [17]. A control 
dataset was produced from the TS ground control dataset (DTMTS) using the same method (n = 
657). The control DTM was subtracted from the ALS-derived DTM (DTMALS) to produce 
difference rasters. The height differences were taken at 1750 randomly located points (at least 1m 
apart to avoid repetition) within the survey grids (Figure 4).  
 
Figure 4. Ground point layout within the survey grid cells. All total station (TS) ground control 
points were used to a construct a digital terrain model (DTM), which was then used to assess the 
accuracy of the airborne laser scanning (ALS) derived DTMs, derived during leaf-on and leaf-off 
conditions. The numbered grid cells were used to extract vertical vegetation characteristics.  
In order to explain the effects of vegetation on DTM accuracy, vertical vegetation structure 
was assessed using gap probability (Pgap) in the ALS leaf-on dataset. Pgap can be used to 
describe the amount of backscatter of large-footprint waveform LiDAR from vegetation surfaces, 
Rotation X Y Z Translation 
X 1 0.000012 0.000147 −0.06666 
Y −1 × 10−5 1 −0.0001 0.021064 
Z −0.0001 0.000103 1 0.700736 
 0 0 0 1 
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and has also been applied to discrete return data at a plot level [1,19]. 20 m grid cells were used 
to optimize 
coverage of ALS and TS ground points (Figure 4), and the vertical vegetation structure was 
assessed for each cell. Using discreet return ALS data, three vertical vegetation strata were 
identified by examining the density of returns through the vegetation column in all 24 grid cells 
(Figure 5), and cross referencing this plot with observations made in the field. The three strata 
comprise of dense ground-cover plants such as bramble (Rubus fruticosus), nettles (Urtica dioica), 
and brackens (e.g., Pteridium aquilinum) which peak at 3.5 m (red line), mid-story vegetation up 
to 10 m which include large shrubs and short-stature trees such as alder (Alnus glutinosa), field 
maple (Acer campestre) and hazel (Corylus avellane) (as well as immature Oak, Ash and Sycamore 
trees), and above 10 m are dominant canopy Oak (Quercus robur), Ash (Fraxinus excelsior) and 
Sycamore (Acer pseudoplatanus).  
 
Figure 5. Density plot of discreet ALS returns  in the vertical vegetation column across the whole 
site. The red line shows the vertical upper limit of the ground-cover stratum, and the green line 
shows the upper limit of the mid-canopy stratum.  
For each 20 m grid cell, the vertical gap probability (Pgap, metric describing the proportion 
of vegetation returns at specific heights) was calculated for each stratum (adapted from [1]). 
ܲ݃ܽ݌(ݖ) = 1 −  
∑ ݓ௜  (ݖ௜)
ܹ
 
where W is the per grid cell sum of the number of returns, w is the sum of ground returns per 
grid cell within the vertical limits of each stratum, z.  
The grid cells were categorised according to the relative differences between Pgap in all three 
strata using two cluster analysis techniques, K-means and hierarchical clustering (via rattle, hclust 
and cluster packages) in RStudio (v1.0.136). The optimal value of parameter K (number of clusters 
based on minimisation of within-cluster sum of squares) was estimated using “the elbow 
method” by plotting the variance explained as a function of the number of clusters [37]). Once 
the optimal number of clusters was calculated (K = 6 in this case), the grid cells were categorized 





















into clusters using a K-means fit algorithm, and were analysed and validated by representing the 
result of the K-means fit graphically in a 3D plot (Figure 6). This was compared to a cluster 
dendogram (Figure 7) in 
which categories are produced using hierarchical clustering employing a Euclidean distance 
matrix as an input for the clustering algorithm to reduce the intra-cluster variance. Using the 
vertical profile density plots (Figure 7), ground observations (Figure 8), and the grid cell 
distribution in relation to the canopy (Figure 9), the six categories (A to F) were defined and are 
described in Table 4. 
 
Figure 6. Numbered forest grid cells from Figure 4 classified into six distinct structural categories 
(colours), based on the Pgap values for three distinct vertical strata (<3.5 m, >3.5 and <10 m, >10 
m) and a hierarchical clustering method (Figure 7).  
 
Figure 7. Dendogram showing the inter- and intra-cluster relationships in vertical vegetation 
structure between grid cells. For clarity, each final category is assigned a colour and letter (cf 
 100 
Figure 6). Below each cluster are the vertical profile density plots, showing the density of ALS 
returns as a function of height above ground (m) for each category. 
 
Figure 8. Some examples of vertical vegetation structural categories in leaf-off conditions; (a) 
dense undergrowth (brambles and dead ferns) with mid-story small trees, and few large trees, 
characteristic of structural category C; (b) structural category A has dense understory amongst 
mid-story vegetation and tall canopy trees; (c) tall canopy trees dominate category F, and (d) 
shows the clearing edge and clearing groups (C and D). Photos taken January 2017 by Jake 
Simpson.  
 
Figure 9. Grid cell vegetation structure categories (see Figure 7 and Table 4) shown superimposed 
on a vegetation height model (digital surface model/DSM).  





















Table 4. Descriptions of each vertical vegetation structure category, with the mean Pgap of grid 
cells within each category, and 1 standard deviation of the mean. 
 
Accuracy assessments were performed by differencing the TS-derived DTM and ALS-
derived DTMs at 1m resolution (DTMTS and DTMALS respectively). Firstly, the effects of site 
microtopography (slope) on DTM accuracy were examined using a Generalized Additive Model 
(GAM) (which is useful for uncovering patterns in continuous data with non-normal 
distributions). Then, the effects of vertical vegetation structure on DTM accuracy were examined 
in three ways, (1) by comparing DTM accuracy in leaf on and leaf off conditions (because only 
some understory vegetation is evergreen in this plot), (2) by comparing the different vertical 
vegetation structures (Pgap categories) in both leaf-on and leaf-off datasets, (3) comparing mean 
DTM accuracy per grid cell as a function of Pgap values for each vertical stratum. To assess the 
statistical significance of differences in DTM accuracy between the different conditions and 
vegetation categories, the data were assessed for heteroscedasticity and unequal variances using 
Bartlett and Levene tests respectively. All data were heteroscedastic; therefore comparisons were 
made using White-adjusted Anova from the car package in R, and pairwise comparisons are 
made using Tukey’s honest significant difference tests. 
3. Results 
The median slope within the plot was 5.7°. The relationship between vertical DTM residuals 
and slope at 1m resolution was examined using a non-parametric GAM. Slope has no meaningful 
effect on residuals, with slope explaining 0.25% of the deviance, and a poor goodness of fit 
(adjusted R2 = 0.002, Figure 10). 
 
Structural 
Category Description Location 
Mean 
Pgap 1σ 
A Some undergrowth and mid-story, very dense canopy 
Partially-closed 
canopy forest 0.87 0.03 
B Little undergrowth, dense mid-story and very dense canopy 
Partially-closed 
canopy forest  0.93 0.01 
C Very dense undergrowth, dense mid-story, sparse/no canopy Clearing edge 0.73 0.01 
D Dense undergrowth, sparse mid-story and dense canopy 
Clearing edge, small 
forest gap 0.72 0.07 
E Some undergrowth, sparse/no mid-story and canopy Clearing 0.17 NA 




Figure 10. A 2-dimensional distribution showing the effects of slope on DTM accuracy with the 
Generalized Additive Model (GAM) fit shown as a blue line (with 95% confidence interval in 
grey). There is no discernible relationship between slope and accuracy at 1 m DTM resolution (n 
= 1750).  
Leaf-off conditions improved overall DTM accuracy by 61 cm (RMSEleaf-off = 0.22 m vs.  
RMSEleaf-on = 0.83 m, n = 1750) at 1 m resolution (Figure 11), demonstrating that leaf-on vegetation 
induces larger positive DTM errors. Leaf-on and leaf-off DTM residuals were significantly 
different (F = 3086, df = 1, p < 0.001) and consequently, RMSE differences between leaf-on and 
leaf-off DTM were also significantly different (F = 20.02, df = 1, p < 0.01).  
In each of the six vertical vegetation structure categories of Table 4, DTM accuracy (RMSE) 
was better in leaf-off than leaf-on conditions (Figure 12), with the largest/smallest difference being 
0.81/0.10 m in structural category C/E (edge of clearing, very dense undergrowth, with some mid-
story and no canopy/grassy clearing). Category C and D grid cells show inaccurate DTM heights 
in both leaf-on and leaf-off conditions, apparently because of the persistence of dense 
undergrowth vegetation (such as brambles) over the winter. Thick canopy layers are more 
penetrable by LiDAR than is dense undergrowth, as seen by the better accuracies in categories 





















A–B vs. those in C–D3. The range of vertical residual errors is represented in Figure 13. There 
were only 14 pairs which were not significantly different from each other. In leaf-off conditions, 
residuals in all structural categories were not significantly different to another and were close to 
zero (mean = 0.07 m, 1s.d. = 0.20 m). In leaf-on conditions (with the exception of category E), there 
was marked differences between structural categories, which were considerable higher than in 




3 The growth strategies of canopy trees and undergrowth vegetation are markedly different. Canopy trees grow vertically 
over tens of metres, distributing their leaves throughout the crown column to maximise light incidence for 
photosynthesis, and to ensure neighbouring trees do not block light from them. In undisturbed forests, understory 
vegetation only receives a small fraction of the light that crown trees do, and so they invest heavily in leaf tissue growth 
rather than stem growth, resulting in lower stature, sprawling architecture (Pearcy et al., 2005). The result is that LiDAR 
pulses can pass easily vertically through deciduous crowns because of the large gaps between leaf layers, whereas 
groundcover understory plants are vertically compact but laterally expansive, preventing pulse penetration and returns. 




Figure 11. Digital Terrain Model (DTM) error (DTMTS -DTMALS) in both leaf-on (a) and leaf-off (b) 
conditions at 1 m resolution, and shown in relation to the six vegetation structural categories of 
Table 4. DTM error is clearly higher across the site during leaf-on conditions, but in both DTMs 
the highest accuracy is in grid cell 12 (vegetation structure category E, forest clearing). The dark 
red patches in (a) spanning grid cells 1, 4, 5, 6, 9, 10, 11, 16, and 17 coincide with large areas of 
bramble, fern and nettle undergrowth. 






















Figure 12. Digital Terrain Model (DTM) accuracy in the six different vegetation categories of 
Table 4, in both leaf-on and leaf-off conditions.  
 
Figure 13. Boxplot of Digital Terrain Model (DTM) residuals between vegetation structural 
categories in both leaf-on and leaf-off conditions (n = 1750). These errors were measured at 
randomly distributed points, and are the differences between the DTMTS (1m resolution) and 
DTMALS (1 m resolution). Central horizontal lines, boxes, whiskers and dots indicate the median, 
middle 50%, outer 50% of data points, and outliers respectively. Errors in leaf-on conditions are 
consistently higher than leaf-off conditions for each vertical vegetation structure category.  
The relative impact of vegetation density (Pgap) at each vertical stratum on DTM error was 
assessed at the grid cell-scale for the leaf-on DTM (because the greatest errors are found in leaf-
 106 
on conditions). DTM error increases with vegetation density at the lowest stratum only (<3.5 m). 
Vegetation density at the mid- and upper strata (3.5–10 m, and >10 m respectively) has little effect 
on DTM error (Figure 14). 
 
Figure 14. DTM error is mainly caused by increasing density of vegetation below 3.5 m tall, as 
shown in (a). DTM error is relatively independent of vegetation density above 3.5 m (b,c). The 
relationships are all weak (r2 = 0.24, r2 = 0.01, r2 = 0.001 in (a–c) respectively), The blue lines and 
grey shaded areas denote the linear trend-line and 95% confidence interval respectively. Linear 
equations are marked in each plot. 
4. Discussion 
To date, few studies using airborne laser scanning (ALS)-derived Digital Terrain Models 
(DTMs) in forests have included the type of adequate ground control required to assess DTM 
accuracy, and fewer have quantitatively assessed how vegetation vertical structure affects this 
accuracy in broadleaf forests. While many forest applications of ALS survey data may tolerate 
accuracies of better than 0.5 m (such as forest height and above-ground biomass applications), 
applications such as tropical and temperate peatland depth of burn (DoB) mapping and peat 
subsidence estimation are far more sensitive to these errors because changes in ground height 
needing to be identified are typically less than 0.5 m in magnitude [17,20,23]. The results of the 
present study suggest that without an adequate ground control scheme, such applications may 
be prone to significant positive biases, especially in areas of leaf-on, open canopy forest with large 
amounts of ground cover.  
Our assessment of the effects of vertical vegetation structure in a heterogenous forest plot 
on DTM accuracy has performed accuracy assessments between ALS-derived DTMs and a 
reference DTM derived from ground surveys using a total station and GNSS. Results demonstrate 
that leaf-on vegetation causes greater DTM error (RMSE = 0.83 m) than leaf-off vegetation (RMSE 
= 0.22) across all vegetation categories. Furthermore, DTM accuracy is not affected by all 
vegetation structures equally; with dense understory vegetation such as ferns and brambles 
causing the greatest positive DTM errors. Grassland vegetation yields the most accurate DTMs. 
This is consistent with previous qualitative [20] and quantitative assessments in forest 
environments [11]. [15] measured DTM accuracy as a function of canopy density in a Malaysian 
woodland, however they did not attempt to use vertical vegetation structure as an explanatory 
variable. Here we have shown that ALS datasets themselves can be used to extract information 
about vegetation structure that relates directly to the DTM accuracy, showing that low-stature 
ground cover plants (<3.5 m) obscure most ground returns and cause greater error (RMSE > 1 m).  
The results of this study are demonstrably applicable to other settings, and complement other 
studies; e.g., [17] found dense ground-covering vegetation obscured more ground returns than 
intact 





















tropical peat swamp forest, and overall leaf-on DTM errors were similar to those in [11] (also 
in temperate broadleaf forest). Limitations remain, including (1) A relatively low return density 
(approximately 3–5 returns m−2), because [38] found DTM errors in tropical broadleaf forests 
increased with decreasing ALS return density, suggesting that DTM errors could be reduced by 
increasing return density (e.g., reducing flight altitude). (2) Errors induced by leaf litter were not 
quantified; DTMTS was produced using exact ground points from a total station survey, however 
DTMALS will always be erroneous in the presence of leaf litter because measurements cannot 
penetrate the leaf litter. Here the best accuracies in leaf-off conditions were approximately 20 cm, 
with mean residuals of less than 0.04 m (1sd < 0.18 m) for structural categories with little 
vegetation <3.5 m tall (structural categories A, B and F, e.g., grid cells 1, 2, 11, 13), which could be 
caused by the leaf-litter layer. (3) The results presented here show how DTM accuracy is relatively 
affected by vegetation structure, and as such they cannot be applied absolutely to other forest 
environments (i.e., these are not correction factors). 
Using detailed surveys made in just under 1 ha of deciduous forest, this study has 
demonstrated how different vertical vegetation structures affect DTM accuracy. Although the 
overall study area is relatively small, the sample features a variety of different vertical structures 
which are found across the woodland (i.e., a mosaic of clearings, dense undergrowth, mid-story 
trees, and mature canopy trees on low-relief slope) which is likely to represent the wider forest 
environment. The different ratios of vegetation strata are represented by the vegetation vertical 
categories and are sampled at least once within the plot (with the exception of category E, 
grassland clearing). The size of sampling area is also consistent with previous studies [8,13].  
Further work could include a continuation of the analysis presented in Figure 14, whereby 
DTM error is directly compared to vegetation structure metrics (e.g., Pgap). If this relationship 
could be directly modelled using data from more reference plots, and evaluated over a larger 
area, DTM error might be predictable from vegetation structure alone.  
5. Conclusions 
This study highlights the requirement for ground controls for DTM extraction from ALS 
point clouds in forest areas, especially in areas where undergrowth or ground cover vegetation 
is prevalent. For studies which require high DTM accuracy (e.g., tropical peat swamp forest depth 
of burn measurement), it is recommended that extensive ground control points are used across a 
range of vegetation structures to assess the accuracy of DTMs [20], in order to account for biases 
caused by vegetation cover. Precautions for the greatest DTM errors should be taken in areas 
characterized by dense ground-cover vegetation, since ground returns are most likely to be 
obscured here. These areas could easily be identified using Pgap statistics or even a simple 
canopy height model. Future studies should aim to quantify these DTM biases, as in 
environments involving burning of organic soils, they may lead to very large over-estimates in 
greenhouse gas emissions calculations.  
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5.3  Applicability to a Degraded Indonesian Tropical Peat 
Swamp Forest 
A strip of near-nadir ALS data from a peat swamp forest survey in Jambi, Sumatra (Indonesia) 
was segmented into 168 20 x 20 m grid cells, and using the same methodology applied to the 
deciduous woodland in UK (See “Site Description, Materials and Methods” (Section 2) in the 
article in Section 5.2 of this chapter), the vertical vegetation structure was clustered into 7 
groups, the statistics of which are shown in Figure 5.2. The vertical structure of the degraded 
Indonesian peat swamp forest showed similarities and differences to the British deciduous 
forest in the following ways: 
Similarities 
i. Maximum tree height was around 35 m in both biomes. 
ii. Three distinct vertical strata are present, and in most cases either the canopy or the 
undergrowth strata are dominant. 
Differences 
i. Undergrowth vegetation is present in much larger proportions across more vertical 
vegetation structure groups in the degraded Indonesian peat swamp forest. 
ii. The presence of mid-story vegetation is more prevalent in degraded Indonesian peat 
swamp forests.  
When the sample shown in this section is compared with the UK sample in the previous section, 
it is clear that both woodlands are similar in their vertical structure. The largest DTM errors in 
the UK forest coincided with high-density undergrowth vegetation, which is similar in structure to 
5 of the 7 groups found in Indonesia and accounts for 84% of the sampled area. Although the 
exact  






















Figure 5.2. Statistics on seven groups based on hierarchical clustering of ALS-derived Pgap 
values of lower, mid and upper strata in a degraded strip of tropical peat swamp forest, 
Indonesia. Vertical profile density plots are numbered 1-7 on the left, with colours corresponding 
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to individual groups. The same colour scheme is applied to the pie chart (showing percent 
coverage) and the individual grid cells overlaid a vegetation height map on the right. 
 error cannot be quantified here, it can be inferred that, in the absence of ground control data to 
assess the DTM accuracy, that the largest errors could be found in 84% of the sampled area 
due to very dense ground cover (Figure 5.2).  
In very flat environments such as tropical peat swamp forests where topography varies very little 
over large areas, it is possible to “filter out” the vegetation signal by creating DTMs with much 
larger pixel sizes (e.g. 20 m instead of 1 m as in this chapter). For example, in Simpson et al., 
(2016) the lowest ground-classified point [from the LiDAR point cloud] was used for DTM 
creation. By decreasing the DTM resolution in this way, a lot of the detail in topography is lost, 
but also the likelihood of retrieving the true ground height is increased (because the sampling 
area is larger). This technique did not work in Wytham Woods because there was a lot of 
topographic variation at a local scale (the terrain undulated)- this means that is not possible to 
separate the filtering of vegetation from the filtering of undulating terrain (i.e. the lowest point in 
a given 20 m grid cell is not as likely to be the lowest ground point if the ground is undulating). 
However, the findings in this chapter are equally relevant to burned or degraded tropical peat 
swamp forests where large areas can be covered in dense regrowth vegetation (mainly ferns) 
which may obscure ground returns over areas much larger than a 20 m pixel (Hoscilo et al., 
2013; Konecny et al., 2016).  
The methodology in this chapter has proved to be versatile for mapping vertical vegetation 
structure as two different forests for disparate biomes are mapped in the same way. With the 
addition of ground control data in Indonesia, a full comparison could be made. However, in early 
2017, a field team from Bandung Institute of Technology (Indonesia) attempted to survey 
pristine and degraded peat swamp forest, as well as plantation using a similar survey 
methodology (using total station and GNSS), however no satisfactory results have been 
produced at the time of writing, owing to the difficulties in using survey equipment under dense 
canopy (pers. comm. Ronald Vernimmen). This demonstrates that while the mapping of vertical 
vegetation structure may be transferrable between biomes, producing reliable ground validation 
points may still not be easily possible in dense tropical forests. From the results of this study, 
and the methods employed by Salleh et al., (2015), it is recommended that ground control 
points under dense canopy are collected using a total station, and that these control points are 
georeferenced using GNSS equipment in “open” locations where canopy vegetation does not 
obscure GNSS radio signals.  
5.4 Conclusions 
This chapter has defined a novel methodology for measuring the structural characteristics of 
overlying vegetation, as well as classifying forest plots by their similarities in vertical vegetation 
structure. This was made possible by simply exploiting the leaf-off conditions in British winter, 





















which opens up the canopy and understory so that ground surveys can be made. Linking this 
information to DTM error has shown that very dense fern vegetation can obscured ground 
returns, causing overestimated ground height estimates. In the context of this thesis, this may 
lead to exaggerated depths of burn and/or emissions estimates. It could be hypothesised that 
the differences in DoB estimates made in Chapter 4 (approximately 23cm) and those made in 
Ballhorn et al., (2012) and in Reddy et al., (2015) (approximately 50 cm) were perhaps caused 
by pre-fire DTM errors caused by dense overlying vegetation. While this chapter does not 
provide a standardised correction factor for accounting for DTM bias caused by vegetation, it 
does provide evidence for further work in this field of study and systematic ground control 
measures when using DTMs for depth of burn analysis.  
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6 ASSESSMENT OF REMOTE 
SENSING BASED BURNED 
AREA MAPPING 




The Indonesian lowland landscape contains 36% of the world’s tropical peat domes, one the 
greatest terrestrial carbon stocks on earth. Modification of the natural hydrology and unchecked 
conversion of forest to industrial agriculture increases the risk of peatland fires, which can cause 
immense damage and are significant contributors to anthropogenic carbon emissions. These 
emissions are estimated using global fire emissions models, and are driven by burned area data 
collected by Moderate Resolution Imagine Spectroradiometer (MODIS). The burned area 
product (MCD64A1) has been validated in other forest areas (e.g. in boreal Eurasia and Africa), 
and in Indonesian peatlands over a single time step. Here MCD64A1 is validated using a 
method adapted from a study in Siberia, and three novel methods applied to a focal region 
around Berbak National Park, Jambi. The results of each method indicated that MCD64A1 
underestimates burned area. Over all 8 sample years, this underestimate totalled 52%, however 
annual estimates varied considerably. This study also finds omission rates were greater for 
small fires (<100 ha), however landcover had little overall effect on accuracy (unlike in Siberia). 
Although MCD64A1 is consistent in underestimating burned area in a tropical peatland, the 
underestimates are inconsistent in magnitude. To estimate emissions from fires, assess 
damage from fires, or predict at-risk areas for fire mitigation, MCD64A1 should be 
supplemented or verified using an alternative burned area product from a higher-resolution 
sensor (such as from Landsat or Sentinel missions). 





















6.2 Introduction to Satellite-Derived Burned Area Data 
In recent decades, land use change, extreme weather events exacerbated by climate change, 
and the alteration of terrestrial hydrology systems have led to the spread of extensive wildfires 
throughout Southeast Asia and beyond (Cohen, 2014; Fanin and van der Werf, 2017; van der 
Werf et al., 2017a; Warren et al., 2017a). These fires cause widespread destruction and the true 
costs in terms of damage to human health and wellbeing, loss of human life, protected and rare 
wildlife and habitat are incalculable (Glauber et al., 2016; Johnston et al., 2012; Margono et al., 
2014; Posa et al., 2011). In some Indonesian provinces alone (e.g. South Sumatra) the 
economic costs of the damage to tourism, transport, agriculture, forestry and trade industries 
can reach into the billions of dollars per event (Glauber et al., 2016). Measuring the 
geographical spread of wildfires is extremely important in order to understand the drivers of 
these fire events so that measures can be taken to avoid them in the future, as well as 
understanding their contribution to the global carbon cycle. Between 1997 and 2011, annual 
global burned area reached up to 377 Mha (an area approximately twice the size of Indonesia 
itself), and with climate and land use change forecast to increase the occurrence of land fires, it 
is becoming increasingly important to accurately measure burned area (Giglio et al., 2013; Zhu 
et al., 2017). Burned area measurements are important for quantifying the emissions from fires 
(Giglio et al., 2016), but also for understanding wildfire dynamics (in the context of land use and 
climate) for the mitigation of future fires (Cohen, 2014; Cole et al., 2015; Miriam E. Marlier et al., 
2015; Van der Werf et al., 2008). The most widely-cited global burned area product (MCD64A1) 
also feeds into the Global Fire Emissions Database (GFED), and thus its precision and 
accuracy have subsequent effects on fire emissions estimates. This chapter will assess the 
performance of MCD64A1 within the context of an Indonesia peatland because this 
environment is subject to frequent wildfires, mobilising huge amounts of greenhouse gases into 
the atmosphere and causing irreversible damage to rare, carbon-rich habitats (Page and 
Hooijer, 2016).  
Burned area should be easier to measure than burn depth because there is a wealth of satellite-
borne Synthetic Aperture Radar (SAR) and multispectral optical sensors capable of providing 
observations that respond to both structural (e.g. canopy combustion and tree mortality 
(Imperatore et al., 2017; Verhegghen et al., 2016)) and multispectral (e.g. charring, loss of 
green vegetation (Miller and Thode, 2007)) changes brought about by peatland fires. Some of 
these sensors have been in operation since 1980s (e.g. Landsat). Burned area detection is 
fundamental to fire emissions estimation, for example the Global Fire Emissions Database 
(GFED) being driven by the MODIS burned area product MCD64A1 (Giglio et al., 2013). Figure 




Figure 6.1. Burned area distribution across Southern Sumatra from 2015. Data are from 
MCD64A1 MODIS burned area product (500 m) resolution, WGS1984 datum.  
 
Unfortunately, there is no single satellite product providing reliable, high resolution and 
widespread burned area (BA) estimates. Each BA product has both advantages and 
disadvantages (Leblon et al., 2012), and assess burned area in their own specific way. 
Therefore, when measuring burned area it is important to be aware of the trade-offs involved, 
which are often related to the temporal resolution and spatial resolution of the sensor as well as 
the method used to identify burned area from the data itself. The different sensors and methods 
for delineating burned area are described in the following section.  
6.2.1 Moderate Resolution Imaging Spectroradiometer (MODIS) 
The most widely-used burned area products are derived from MODIS sensors on board the 
Terra and Aqua satellites. Both MODIS instruments make a total of one or two overpasses per 
day at the equator, and the algorithm used in the MCD64A1 BA product generation integrates 
MODIS active fire detections (the MCD14ML product) with a ratio-based multispectral 
reflectance change detection method to identify burned pixels. A moving window of ten cloud-





















free days both before and after fire detection is used to detect changes in multispectral indices 
(Giglio et al., 2013; Zhu et al., 2017). Pixels are quality controlled (i.e. to eliminate cloud 
contamination) and assessed daily using a burn-sensitive vegetation index derived from the 
multispectral reflectance measured in MODIS’ wavebands.  Broadly speaking, large decreases 
in the ratio-based vegetation index identified within the 20 day moving window produces a 
candidate burned area pixel. If there are insufficient observations within the moving window 
(before and after the fire) then burned area cannot be classified (Giglio et al., 2009). Whilst the 
product is less impacted by cloud cover than the alternative, forerunner MODIS burned area 
product (Padilla et al., 2015; Tsela et al., 2014), cloud cover is rather persistent in southeast 
Asia and it is possible that this still causes high burned area omission errors due to there being 
many ’unlcassified’ pixels (Roy et al., 2008b). Monthly burned area estimates are reported as a 
final output, with an estimated ‘day of burn’ assigned to each pixel.  
The MODIS active fire product (MCD14ML) requires just one observation to detect an active fire 
that is burning during the MODIS overpass, and does this primarily by comparing pixel 
brightness temperatures in various thermal channels to those in the ambient background (Giglio 
et al., 2003). Burned area cannot easily be derived from MCD14ML active fire detections alone 
however, because the active fires that trigger a detection maybe far smaller than the MODIS 
pixel (Kevin Tansey et al., 2008). Researchers have derived biome-dependent relationships 
between active fire counts and burned area, for example Tansey et al. (2008) demonstrated that 
for a degraded tropical peatland each MODIS AF detection equated on average to 15 - 16 ha of 
burned area. However, since active fires are unable to be detected under cloud cover such 
estimates are subject to large uncertainties and require comprehensive calibration against high 
spatial resolution burned area estimates to derive the initial linking relationship. Despite this, AF 
detections do offer significant abilities related to the identification of burned areas, for example 
only one observation is required to detect a fire, four potentials for detections are often available 
every 24 hours from MODIS, and this process can be automated and the data delivered in 
almost real-time (Miettinen et al., 2017; Roy et al., 2008b). Nevertheless, basing burned area 
estimates on active fire detections is fraught with difficulties, and increasing the spatial 
resolution of the optical data used to map burned area is potentially a far more accurate way to 
increases the accuracy of burned area mapping. By doing this, each pixel is more likely to be 
completely or majority burned and thus be more easily identified as such compared to e.g. 500 
m pixel size MODIS data. However, as pixel resolution increases the swath width of the data is 
typically reduced, meaning that to cover the same area takes a longer period of time, and/or 
separate images maybe required to be composited together.  
6.2.2 High resolution multispectral satellite data (Landsat and 
Sentinel-2) 
Landsat satellites collect multispectral data at 30 m spatial resolution with an overpass interval 
of 16 days, whereas each MODIS collects daily data at 500 m resolution across the same 
waveband range. The Sentinel-2 mission from the European Space Agency will also make an 
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important contribution to mapping burned area in the future, providing multispectral data at 10 m 
resolution with an overpass time (Mean Local Solar Time) similar to the Landsat mission, 
permitting integration of datasets (Delwart, 2013). The revisit frequency for Sentinel satellites is 
around 5 days at the equator (ESA, 2018). Sentinel 2 satellites were launched in 2015, whereas 
the Landsat missions have been providing high-resolution since 1972. Although long overpass 
intervals and persistent cloud cover over tropical forests may result in long periods (months to 
years) without cloud-free observations from Landsat satellites alone, when combined with 
Sentinel-2A and-2B the mean/maximum revisit interval is 2.9/7 days (Jian Li and David Roy, 
2017). Under cloud-free conditions such high resolution multispectral data can be used to detect 
smaller burn scars that would otherwise be missed by the far lower-resolution MODIS BA 
product (Tsela et al., 2014; Zhu et al., 2017). 
6.2.3 Synthetic Aperture Radar (SAR) 
SAR observations provide high spatial resolution data unaffected by cloud cover, and can do so 
by day or by night due to their active remote sensing approach. This means their often relatively 
long overpass interval is of less concern, since they will always obtain data of the surface when 
they do pass over (Imperatore et al., 2017; Verhegghen et al., 2016). Figure 6.2 shows a 
Sentinel-1 SAR image of a burned area that shows the clarity with which Sentinel-1 data can 
delineate burned area in Central Kalimantan.  
 
Figure 6.2. Demonstration of Sentinel-1 burned area detection compared with MODIS hotspots 
and Landsat 8 false-colour. (a) The backscatter change is shown in red (indicating burned 
areas), pre-fire VV backscatter is shown in blue, and post-fire VH backscatter is in red, (b) 
shows the MODIS hotspots superimposed on (a), and (c) in the false-colour Landsat-8 image 
(bands 7, 5, 4) the red areas show burned area and the green show vegetation. Cloud and haze 





















obscures much of the image, and thus can make burned area classification impossible. (Figure 
from (Lohberger et al., 2017))  
A comparison of burned area for the 2015 Indonesian wildfires has already showed that 
compared to Sentinel-1 radar derived BA data, burned area was underestimated by the MODIS 
MCD64A1 product by around 45% (Lohberger et al., 2017). Sentinel-1 SAR data can detect the 
forest structural changes that occur on burning (e.g. removal of leafy vegetation, opening of the 
canopy, falling of dead trees), often assessed by comparing pre- and post-fire SAR backscatter 
(Verhegghen et al., 2016). The backscatter is a measurement of return signal attenuation 
caused by the microwave’s interaction with the surface structure (i.e. backscatter differs 
between intact and burned forests, Figure 6.3), and whilst not influenced by clouds, the 
sensitivity to changes in surface water content makes it important to measure as close to the 
fire event as possible, before other variables confound the signal (e.g. flooding, regrowth of 
moist vegetation etc) (Lohberger et al., 2017).  
 
Figure 6.3. Backscatter mechanisms in burned area detection. Before the fire (T1), the canopy is 
responsible for most of the backscatter, however after the fire (T2) backscatter is increased 
when the signal can double bounce off standing dead trees and the ground. Once trees have 
fallen or are removed, (T3) the surface scatting is the most important mechanism and is highly 
dependent on soil moisture. (Figure from Kurum, 2015)). 
6.2.4 Burn indices from multispectral data 
Although they have similar spatial resolutions, Landsat multispectral optical imagery and 
Sentinel-1 SAR data measure completely different burn properties. The Landsat-derived 
normalised burn ratio (NBR) is an index derived from shortwave-infrared (Band 7 for Landsat 
LT5 and LE7, Band 8 for LC8) and near-infrared that can help discern live vegetation, and the 
dry, unvegetated conditions present after a fire (Miller and Thode, 2007): 
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Eq. 6.1 




Eq 6.2.  
݀ܰܤܴ = ܰܤܴ௣௥௘ି௙௜௥௘ − ܰܤܴ௣௢௦௧ି௙௜௥  
Where ܴ is the infrared band (Escuin et al., 2008). By comparing two NBR datasets (pre- and 
post-fire, dNBR), the large changes that occur on burning or after burning can be identified and 
used to map burned pixels and thus burned area (Figure 6.4).  
 
Figure 6.4. dNBR values after a fire in Oregon in 2012, with the fire perimeter shown in red. 
dNBR values were calculated using Landsat LT5 and LC8 datasets. Lighter pixels show higher 
dNBR values, indicating higher burn severity. (Figure from McCarley et al., 2017) 
However, dNBR is highly dependent on pre-fire vegetation structure (in severe fires, dNBR will 
be greater in denser vegetated areas), and so a multispectral index was developed which 
measures relative NBR changes independent of the pre-fire vegetation cover, RdNBR (Miller 
and Thode, 2007): 




























Whilst Landsat-derived RdNBR can be used to assess the post-fire loss of green vegetation and 
soil moisture, as well as the increase in dead wood, its efficacy diminishes as scrub or other 
vegetation grows in the burn scar and/or the area floods (Cansler and McKenzie, 2012; Miller 
and Thode, 2007). Both these processes can occur quite rapidly in tropical peatland 
environments (Ballhorn et al., 2009; Konecny et al., 2016; Simpson et al., 2016).   
Given their relatively low spatial resolution, the MODIS BA product is less sensitive to small-
scale, sub-pixel spectral changes caused by fire. Previous studies have shown large omission 
errors caused by fires occurring on particular land cover types (e.g. crops in Siberia; Zhu et al., 
2017), or by fires which burn areas smaller than a pixel (South Africa; Tsela et al., 2014). In 
grassland, savanna and fynbos environments, only when more than 75% of the MODIS pixel 
was burned were BA detection probabilities above 50%, whereas in pine forests the minimum 
burned area required to achieve >45% detection probability was less than 25% (Tsela et al., 
2014).  
Clearly MODIS BA mapping performs differently in different environments, and to date no 
studies have explicitly examined the accuracy of the widely used MCD64A1 product over 
multiple fire seasons in a tropical peatland environment. This region encompasses a mosaic of 
land cover types, from primary swamp forest to industrialised palm oil plantations (Chapter 3). 
6.3 Aims and Objectives 
Chapter Aim: To assess the accuracy of MCD64A1 burned area product in a tropical peatland 
landscape.   
Chapter objectives. 
Assess the accuracy of MCD64A1 BA product across eight fire episodes occurring between 
2004-2015 in an area encompassing Berbak National Park, Jambi, Sumatra using two 
methods: 
1. Method 1: Compare MCD64A1 with mosaics of Landsat data-derived relative difference 
normalised burn ratio (RdNBR) used to create Landsat Reference Burned Areas 
(LRBA) for each fire season using a method adapted from Zhu et al., (2017). This 
method was previously employed in a Siberian mosaic environment with great success, 
and in this chapter is adapted to assess the accuracy of MCD64A1 in a tropical 
peatland environment. 
2. Method 2: Use MCD14ML active fire (AF) detections to assess the coverage of both 
MCD64A1 and the LRBA data. This method has not previously been used to assess BA 
coverage and is therefore novel.  
3. Method 3: Examine the effects of land cover on objectives1 and 2 by performing 
accuracy assessments as a function of land cover classifications.  
4. Method 4: Perform a novel accuracy assessment of LRBA and Sentinel-1 Reference 
burned areas (S1RBA) using very high-resolution ALS and orthophoto data, testing the 
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hypothesis that S1RBA will be more closely aligned ALS reference data than orthophoto 
data because they are both heavily influenced by structural properties of landcover, 
whereas LRBA will more closely align with the orthophotos because they are more 
influenced by spectral properties.  
5. Case study assessment of burned areas within two protected areas; Berbak National 
Park and Taman Hutan Raya (Tahura) protection forest. 
6.4 Methodology 
6.4.1  Site 
The Berbak landscape encompasses a wide range of land covers and land uses, ranging in 
human impact from primary tropical peat swamp forest to industrialised palm oil plantations 
(Figure 6.5). Organic peat soils predominate in the area, but mineral soils are present around 
water courses. The largest conurbation is Jambi City, with a population of approximately 0.5 
million. The different boundaries used in this chapter are described in Figure 6.6. Chapter 3 
provides a full description geographic, demographic and climatological properties of the study 
area. 
 






















Figure 6.5. Land cover map from the Indonesian Ministry of Environment and Forestry (MoEF) 




Figure 6.6 Here the boundaries used in this chapter are defined. In decreasing order of area, 
the “Wider Berbak Landscape” is the study area used to investigate MCD64A1 accuracy in a 
tropical peatland biome in Section 6.3.3 (yellow area with grey border) and encompasses the 
“Berbak Landscape”, the Regencies of Muaro Jambi, Tanjiung Jabung Timor, and Batang Hari, 
and an area in the North of Sumatera Selatan. The “Berbak Landscape” in red shows the 4 
different forest classifications: Taman Nasional Berbak (Berbak National Park), Taman Hutan 
Raya (Tahura), and the Protection Forests are all designated as Protected areas, whereas the 
Hutan Produksi Terbatas is designated as extraction forest. Very high resolution (~10cm) 
orthophotos and LiDAR data collected in the Tahura are used to estimate the accuracy of the 
MCD64A1 and the reference datasets in Section 6.4.4, and the boundaries of these datasets 
are shown in blue.  
6.4.2  Fire Regime 
An extended dry season brought about by El Niño conditions in the Pacific Ocean typically 
leads to the occurrence of wildfires across South East Asia and in this area specifically (Ciais et 
al., 2014; Gaveau et al., 2014; Kondo et al., 2018). For each year between 2004 and 2015, the 





















regions’ fire season was delineated via histograms of MCD14ML AF counts, and the most 
active years were used in this analysis. The predominant months for fires in the Berbak 
landscape are June-October, however there are sometimes short fire seasons earlier in the 
year (Figure 6.7).  
 
Figure 6.7. Histograms of MCD14ML hotspots for eight fire years in the Berbak region (Y axis is 
hotspot count). The horizontal lines depict the periods covered by Landsat-derived relative 
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differenced normalised burn ratio (RdNBR) layers. The lines are in blue in 2009 to discern the 
two different fire seasons for 2008 and 2009.  
6.4.3  Reference Burned Areas (control data) 
For the historical burned area analysis, a Landsat scene (path 125, row 061) from either 
Landsat 5 Thematic Mapper (LT5), Landsat 7 Enhanced Thematic Mapper or Landsat 8 
Operational Land Imager (LC8) was obtained (espa.cr.usgs.gov) for at least one date 
before/after the start/end of the fire season of each year examined, and each image subset to 
cover the “Wider Berbak Landscape” (608,022 ha) area shown in Figure 6.6. Sentinel-2 data 
were not considered in this study because of a lack of data available before 2015. Landsat data 
(LT5 and LE7) acquired from this source are level-1 processed (fully geo- and radiometrically 
corrected, and already converted to bottom of atmosphere surface reflectance via the Landsat 
Ecosystem Disturbance Adaptive Processing System (LEDAPS), a software that uses water 
vapour, ozone, geopotential height, aerosol optical thickness and digital elevation input with 
Landsat data to a radiative transfer model (Second Simulation of a Satellite Signal in the Solar 
Spectrum (6S)). Landsat 8 data surface reflectance data are calculated using the Landsat 
Surface Reflectance Code (LaSRC) which processes the coastal aerosol band and climate data 
from MODIS in its radiative transfer model (U.S. Geological Survey, 2018). This level of 
processing allows the multi-temporal comparison between scenes.  
Surface reflectance-derived spectral indices (e.g. Normalised Difference Vegetation Index 
(NDVI) and Normalised Burn Ratio (NBR)) are already calculated from the same source, as well 
as cloud masks and confidence rasters. Scenes were selected if they were partially or fully 
cloud-free in the study area. Eight calendar years were selected for analysis based on the 
availability of cloud-free images, these years were 2004, 2005, 2006, 2008, 2009, 2012, 2014, 
2015. For years 2007, 2010, 2011 and 2013, neither enough cloud-free Landsat data were 
available, nor were these important wildfire years. For each fire season, pre- and post-fire NBR 
layers were cloud-masked and the relative difference normalised burn ratio (RdNBR) was 
calculated using the methods of Miller and Thode, (2007) (see Eq. 6.3) and later employed by 
(Cansler and McKenzie, 2012; Kane et al., 2014). 
Studies such as Zhu et al., (2017) that deployed the similar approach of using Landsat data in a 
Siberian cropland environment confined themselves to use satellite data 20 days either side of 
the fire, however given the lack of cloud-free data in this analysis, these limitations were 
relaxed. In total, 42 pairs of Landsat images were used to produce RdNBR images. To find the 
RdNBR threshold value that enabled burned areas to be identified, the images were classified 
by half standard deviation intervals of RdNBR, then the highest standard deviation intervals 
were selected sequentially until the burned areas did not overlap with MCD14ML hotspots 
(Figure 6.8). RdNBR values above the threshold were converted to burned area polygons in 
ArcMap 10.1. For some areas in years where Landsat data were limited to those from Landsat 7 
ETM+ which suffered a post-scan line corrector (SLC) failure in 2003, gaps in large burned 





















areas caused by this issue were filled in manually using the method outlined by Zhu et al., 
(2017). A minimum mapping unit of 10 ha was applied to reference burned areas to reduce the 
amount of small, erroneous burned areas which are often artefacts caused by radiometric noise 
or small-scale forest degradation (Zhu et al., 2017). The resultant Landsat-derived burn area 
map is referred henceforth as Landsat Reference Burn Area (LRBA).  
 
Figure 6.8. Relative difference normalised burn ratio (RdNBR) classification intervals (half 
standard deviations), where the highest four intervals overlap well with the MCD14ML hotspots. 
The classes in blue and green also overlap the hotspots, but introduce erroneous burned areas 
in dense forested areas (as shown by the red circles), and were therefore below the threshold. 
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Grey-black classes were also below the threshold, and the white areas show areas obscured by 
cloud.  
In the absence of high-resolution imagery4 to assess the quality of the RdNBR burn 
classification used to produce LRBA, 295 spatially randomised points were manually selected 
and visually classified by assessing the following criteria: 
(1) when cloud-free pre-fire Landsat images (for Landsat LC8 imagery RGB= bands 7, 5, 4) 
were compared with post-fire images, there was evidence of fire in the form of loss of 
vegetation in the wider area; 
(2) the loss of vegetation was associated with an active fire MCD14ML hotspot (within a 
threshold distance of 1 km) unless; 
 (3) the check point location was in a burned area that was not within the threshold distance but 
was in an adjoining burned area within the threshold distance. 
 
The extent to which cloud cover affects Landsat reference burned area map (LRBA) coverage 
was assessed by firstly calculating the proportion of the study area that had at least one LRBA 
value. Secondly, the cumulative coverage area was calculated as a proportion of the study area 
(ܣ௦௖௘௡௘) by calculating the number of times each pixel was represented by a LRBA value (each 
pixel represents a coverage count), then the number of pixels were then multiplied by the 
frequency ݇, and added together.  
Eq. 6.4 
ܥݑ݉ݑ݈ܽݐ݅ݒ݁ ܿ݋ݒ݁ݎܽ݃݁ ܽݎ݁ܽ =  ܣ௦௖௘௡௘ ∑ ܣ௜ ∗ ݇௜௡௞ୀଵ
൘  
6.4.4  Data Processing and Accuracy Assessment Methods 
Collection 6 MODIS monthly burned area data were downloaded for all eight fire years, 
projected to UTM 48S and mosaicked to create an annual burned area dataset. Burned areas 
were converted to polygons for each year, and all fire year layers were subsetted to the same 
extent as the referenced burned areas. 
 
 
4 The orthophotos used in Sections 6.3.5.1 and 6.4.4 were not obtained until after this assessment was made. The 
assessment method in this section employs an independent dataset (MCD14ML) for LRBA burn verification, and the 
coverage extends through the entire survey area, contrary to the orthophoto dataset. 
 





















  Method 1: MODIS and reference dataset burned area 
comparisons (adapted from Zhu et al 2017) 
This method describes the work aiming to address Objective 1. As per the methods of Zhu et 
al., (2017), the detection performance of MCD64A1 was assessed by calculating two metrics: 
Burned Area Detection Rate (BADR) and Fire Polygon Count Detection Rate (FCDR). Where 
FCDR is the proportion of LRBA reference polygons detected by MCD64A1 (overlapping). 
Whereas BADR is the proportion of LRBA reference burned area detected by MCD64A1. 
Eq. 6.5 
ܤܣܦܴ = ܱ (ܤ + ܴ + ܱ)ൗ  
Where R and B refer to the related or independent reference polygons based on whether any 
part of them overlap with the MCD64A1 burned area dataset, and O refers to the overlapping 
areas. Commission/ omission errors were calculated based on whether burned areas were 
found in the MCD64A1/reference dataset but not the reference/MCD64A1 dataset (indicating an 
over/underestimation of MCD64A1). Commission and omissions errors are further divided into 
independent (ICE, IOE) and related errors (RCE, ROE) based on whether the LRBA and 
MCD64A1 burned areas overlapped.  
Eq. 6.6 
ܫܥܧ =  ܲ (ܩ + ܲ + ܱ)ൗ  
Eq 6.7 
ܫܱܧ =  ܴ (ܤ + ܴ + ܱ)ൗ  
Eq 6.8 
ܴܥܧ =  ܩ (ܩ + ܱ)ൗ  
Eq. 6.9 
ܴܱܧ =  ܤ (ܤ + ܱ)ൗ  
Where P and G are the independent and related MCD64A1 polygons.  
  Method 2: Independent relative coverage assessment of LRBA 
and MCD64A1 areas (comparison with MCD14ML active fire datasets) 
This section describes the method for addressing Objective 2. Both the LRBA and MCD64A1 
burned area datasets were incomplete due to persistent cloud cover, and no effort was made to 
normalise the datasets to account for sampling inequalities introduced by this (e.g. to only 
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examine burned area in cloud-free parts of the scene). This strategy was chosen because, 
contrary to continental areas which experience long cloud-free periods (e.g. Siberia), Sumatra is 
affected by cloud almost every day. Therefore, in an effort to build as complete a burn history as 
possible, all datasets were included.  
An independent dataset was used to examine the coverage potential of the LRBA and 
MCD64A1 burned area datasets in the Berbak landscape. As stated in Chapter 2, MCD14ML is 
an active fire (AF) dataset reporting thermal anomalies on the ground, using data acquired on 
both MODIS Aqua and Terra satellites. The temporal resolution of MCD14ML is up to 4 times 
per day, collected both day and night. The overpass rate is therefore double that of MCD64A1, 
and 64 times that of Landsat. While all three products can be affected by clouds, the coverage 
of fire events by MCD14ML is most likely to be highest. 
MCD14ML is delivered as point data where multiple points can represent the same burned area 
as the same fire is detected on different occasions, and therefore this dataset cannot be 
compared with polygon data using the same method as Zhu et al (2017). Instead, relative 
omission/commission errors were calculated based on whether hotspots and polygons were 
spatially associated with each other (i.e. whether the hotspot’s error boundary intersects with a 
burned area polygon). As both MCD64A1 and the LRBA datasets are being compared to the 
MCD14ML hotspots in the same way, the accuracy assessments are subject to the same biases 
(i.e. repeat hotspot detection), meaning that relative errors are reported, rather than absolute 
errors (as in Zhu et al., 2017). Consequently, no absolute correction factors can be drawn from 
this assessment. 
Relative MCD64A1 and LRBA coverage was measured (a) by calculating the proportion of 
MCD14ML hotspots that were not associated with the respective burned area polygons (relative 
omission rate), and conversely (b) MCD64A1 and LRBA polygons which were not associated 
with MCD14ML hotspots (relative commission rates). For (a) each hotspot denotes the centre of 
a 1km pixel within which at least one thermal anomaly was detected, 1 km boxes were drawn 
around each hotspot. A MCD14ML hotspot is associated with a burned area polygon if the 
polygon overlaps with the 1 km pixel surrounding the hotspot (Figure 6.9). For (b), a burned 
area is associated with an MCD14ML hotspot if there is hotspot within a 707 m buffer (the 
diagonal distance the centre to the corner of the 1 km pixel). The commission rates can be 
calculated by number of polygons or by area (ha).  






















Figure 6.9. MODIS MCD64A1 burned area product coverage as compared to MCD14ML 
MODIS active fire hotspots. Here large areas of fire affected land appear to be are missed by 
the MCD64A1 burned area product, as denoted by the grey areas containing the green triangles 
which are MCD14ML AF hotspots. This indicates a potentially high MCD64A1 rate of omission. 
Furthermore, there are more of these areas than there are grey areas containing pink triangles 
(which indicate successful detection of a burned area). The green polygons show areas of 
MCD64A1 relative commission, i.e. burned area detection which was not supported by the 
detection of MCD14ML AF hotspots.  
  Method 3: The effects of land cover type on relative MCD64A1 
and LRBA burned area errors 
Objective 3 explores the ways that land cover type effects BA accuracy. Indonesian Ministry of 
Environment and Forestry Land cover classification maps are available from Greenpeace, 
(2016). These were taken for the years 2003, 2006, 2009, 2012, 2013 and 2015. Each 
comparative analysis between MCD64A1 and the LRBA burned areas was divided into land 
classes from dataset from the closest year preceding the burn date. For example, for estimating 
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omission errors (where either MCD64A1 or reference burned areas missed fires that were 
detected by MCD14ML), the MCD14ML hotspots were classified according to which land cover 
type they occurred on. For estimating commission errors (whether either MCD64A1 or reference 
burned areas detected fires that were not associated with MCD14ML hotspots) the burned 
areas were classified by the land cover type which filled the majority of each polygon. The 
following datasets were processed and used to address Objective 4 of this chapter. 
 Method 4: Assessment of burned area accuracy using reference 
aerial orthophotos in the Tahura 
Aerial surveys were carried out in April 2015 and February 2017 across a subset of the Berbak 
landscape study area, encompassing most of the Taman Hutan Raya (Tahura) forest reserve 
(17,169 ha), all of which is peatland, and was severely affected by fires in 2015. Orthophotos 
from before and after the fire were compared visually in 674 spatially randomised 50 x 50 m 
plots. The post-burn orthophotos were collected 16 months after the fire expired, and 
consequentially, much of area was either covered in regrowth vegetation or floodwater. Within 
each 50 x 50 plot, the criteria used to classify an area as burned included (1) loss of woody 
vegetation (2) presence of dead trees (3) presence of fallen trees (4) replacement of large-
stature trees with small-stature shrubs/trees (including oil palm). Figure 6.10 depicts two 
reference plots in a burned and unburned area; the unburned reference plot is in intact forest in 
both pre- and post-fire orthophotos, whereas the burned reference plot is in an area of fallen 
trees in the post-burn orthophoto.  
 
 






















Figure 6.10. (a) Pre-burn orthophoto of standing trees in a peat swamp forest (April 2015), and 
(b) post-burn orthophoto of a burned area, where dead trees have fallen (February 2017). The 
yellow and red crosses show two reference plots.   
6.4.4.4.1  Sentinel-1 Reference Burned Area (S1RBA) generation 
The method outlined by Verhegghen et al., (2016) is suitable for burned area detection in a peat 
swamp forest environment, because burning typically reduces the backscatter noise and 
produces large changes in backscatter between the pre- and post-fire observation periods. 
Sentinel-1 data were downloaded from the ESA repository. Datasets were selected for June, 
July and August 2015 (the months preceding the fire event of 2015), and December 2015 and 
January 2016 (after all the wildfires had extinguished). Datasets containing both co- and cross-
polarized channels were used (VV and VH). Using the SNAP Sentinel-1 Toolbox, data from 
each timestep were then radiometrically calibrated, speckle-filtered and Range-Doppler terrain 
corrected, and converted to backscatter (dB). Two stacked images were created by co-
registering and averaging backscatter from pre- and post-burn images. Each pixel represents a 
3 or 2-month average backscatter value either before or after the fire. Burned area detection is 
based on the assumption that significant vegetation structure changes occur with combustion 
(i.e. herbaceous vegetation is burned away, shrubs are burned away, trees fall as the peat 
around the roots are burned away). The averaged pre- and post- fire co-polarised layers (VV) 
were differenced, and a threshold value for burned/unburned discrimination was calculated by 
comparing pixel values in burned/unburned areas along a profile transect (Figure 6.11). The 
threshold was adjusted to minimise noise, and maximise burn scar delineation. The resultant 
burned area dataset was majority filtered (4 pixels) to further remove noise.  
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Figure 6.11. Setting the threshold value for burned area delineation from the backscatter 
change layer (sigma0_VV). This layer is derived from the difference in average backscatter from 
before (June-August 2015) and after the fire (December-January). The profile intersects two 
large burns scars, which correspond to peaks in backscatter change, the red dashed line shows 
the best threshold value for burns car delineation.  
The orthophoto burned area classes were used as a reference to assess the accuracy of both 
the Sentinel-1 and Landsat-derived burned area datasets using a confusion matrix. 
Furthermore, the accuracy assessment was repeated as a function of land cover type. 
6.4.4.4.2  LiDAR Reference Burned Area generation 
The pre- and post-burn LiDAR datasets from 2015 and 2017 were pre-processed and delivered 
as normalised vegetation-classified points without the underlying ground-classified points. The 
vegetation points were normalised using the same 1 m digital terrain model produced from 
ground-classified points. Both datasets were too large to process in their entirety (>10 Gb) and 
were subsetted by the 674 plots (50 x 50 m) used to assess burned area from the orthophotos 
using LASindexpro and LASclippro from the LAStools toolbox for ArcMap 10.3. (Martin 
Isenburg, 2016). The 50 x 50 m plots of point clouds were then rasterised by mean vegetation 
return height at 1 m resolution in Cloudcompare (v. 2.6.2). 
Burn classification was based on the assumption that following a fire, canopy combustion and 
tree mortality lead to a decrease in average vegetation height/canopy height model (Ballhorn et 
al., 2009; Englhart et al., 2013; Konecny et al., 2016). To classify each plot as burned or 
unburned, two different methodologies were tested: (1) for each 1 m pixel the absolute 





















difference was calculated by subtracting the pre-burn from the post-burn vegetation height 
raster. (2) for each 1 m pixel a percent change in vegetation height was calculated by dividing 
the pre- and post-burn vegetation height difference by the original height. On a 50 m plot basis, 
a threshold value is required to distinguish between burned and unburned (i.e. the critical 
decrease in mean vegetation height which would indicate the area had been burned). For 
methods (1) and (2) confusion matrices were created using the orthophoto classifications as a 
reference layer to produce accuracy and kappa coefficient statistics. Thresholds were tested 
incrementally from 0.5 m to 3 m vegetation height loss for method (1), and 5 - 50% vegetation 
height loss for method (2). The threshold which produced the best accuracy and kappa 
coefficient statistic was a 35% decrease in vegetation height.  
6.4.4.4.3  Comparison of Burned Area Accuracies 
The classification from the orthophoto reference plots were treated as the correct burn 
reference against which the Landsat Reference Burned Area (LRBA from Section 6.2.3), 
MCD64A1 burned area (from Section 6.2.4), Sentinel-1 Reference burned area (S1RBA from 
Section 6.2.6.2) and LiDAR burned area datasets (from Section 6.2.6.3) were compared for the 
burned area within Taman Hutan Raya (Tahura) (Figure 6.6). A confusion matrix was used to 
assess the omission and commission errors, overall accuracy and Kappa Coefficient for each 
burned area type. While these are directly comparable, McNemar’s test was used to test the 






Where ܾ and ܿ are the number of discordant values between a pair of burn area maps (e.g. ܾ 
could represent the number of times LiDAR correctly identified a burned area and LRBA did not, 
and c could represent the number of times LRBA correctly identified a burned area and LiDAR 
did not). Two burned areas can be classed as significantly different in accuracy at the 99.9% 
level of confidence if the ߯ଶ> 10.8 (Mallinis et al., 2014).  
6.4.5  Burned Area in Protection Forests and National Parks 
In a final analysis, the burned area in two protected forest areas are quantified over 10 year 
baseline period. Using the LRBA dataset from 2005-2015 from this chapter, the burned area is 
quantified by peat/non-peat soil, and by land cover type in the Taman Hutan Raya Protection 
Forest, and Berbak National Park, following the guidelines of VCS, (2008). These data will be 
used in Chapter 7 whereby the emissions from peat fires will be quantified within the context of 
a hypothetic REDD+ project.  
In 2015 the fire event was considerably more widespread than in any other year within the 
baseline period. In the context of these two protected forest areas, understanding how the fires 
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spread during a large wildfire episode is of interest to land managers and fire fighters. Given 
that the MCD14ML active fire hotspots have the highest temporal resolution, these were 
mapped by their detection date (Julian day in 2015) as a function of aggregated land cover 
types for the 2015 fires (adapted from the Ministry of Environment and Forestry landcover map 
for the year 2013 (Greenpeace, 2016).  
6.5  Results 
6.5.1 LRBA accuracy assessment 
LRBA accuracy (burned vs unburned area) was 96% (kappa = 0.83) showing the high 
performance of the method for burned area delineation (Figure 6.12).    
 





















Figure 6.12. Accuracy assessment results for the Landsat Reference Burned Area (LRBA) 
dataset. Checkpoints at A, B, C show burned areas which were outside of the threshold 
distance from the MCD14ML active fire product data, but were in a contiguous burned area.  
6.5.2 Method 1: Burned Area Detection Rates (Zhu et al. 2017) 
Objective 1 adapted the method by Zhu et al., (2017) across the Wider Berbak Landscape area 
and the eight analysis years between 2004 and 2015. The total MCD64A1 burned area was 
97,729 ha (977 km2), whereas the total burned area measured by the LRBA mapping was 
155,638 ha (1556 km2), a difference of 57,909 ha (58 km2) in total (and with MCD61A1 
detecting a total burned area 63% the size of that from LRBA, and with a correction factor of 
1.58 needing to be applied to MCD61A1 to get both measures to agree). On average over 8 
years, the MCD64A1 detection rate of LRBA (i.e. MCD64A1 burned area detected in the same 
location as the LRBA) was 19% by area, and 15% by polygon count. However, detection rates 
varied widely between years, with MCD64A1 correction factors varying from a minimum of 0.31 
to 10.84. The mean was 3.66, but the variability estimate is greater than this (1σ=3.85). This 
methodology does not produce a single correction factor that can be meaningfully applied to all 
years in this landscape as a whole (Table 6.1).  
Table 6.1. Summary statistics from Method 1 (adapted from Zhu et al., (2017)). The statistics 
are reported in terms of the Landsat Reference Burned Area and MCD64A1 area and polygon 
counts, and the overlap between them. Detection rates are also reported in terms of area and 
polygon count (where MCD64A1 correctly detects burned area in the same location as LRBA). 
Multiplying the MCD64A1 burned area by the correction factor will give the LRBA burned area.  
 
To examine more specifically how the errors are relatively distributed, omission and commission 
errors were calculated according to whether MCD64A1 burned areas were related (in the same 
location/overlapping) or independent (in different locations) of LRBA for each year (Figure 6.13). 
Related omission errors were the highest (x̅=68%, 1σ=19%), followed by related commission 
errors (x̅=62%, 1σ=20%) (Figure 6.14); there were more partly overlapping MCD64A1 burned 
areas falsely counted, or falsely omitted than independently burned areas. This indicates that 
MCD64A1 is detecting the same burned areas as the reference dataset, although these were 
generally under- or over-estimates compared with the reference dataset depending on the year. 
Area (ha)
Year Overlap LRBA MCD64A1 Overlap LRBA MCD64A1 Area Count MCD/LRBA Correction factor
2015 3,167     55,818   14,617   99 407 157 0.06 0.15 0.3 3.32
2014 3,235     5,707     6,153     54 681 65 0.36 0.07 1.05 0.95
2012 3,123     11,736   7,787     70 161 80 0.21 0.23 0.73 1.36
2009 615        13,274   1,037     12 220 10 0.04 0.05 0.12 8.41
2008 1,020     5,053     3,339     23 128 37 0.17 0.12 0.72 1.39
2006 8,046     25,448   4,196     121 253 117 0.24 0.25 0.37 2.74
2005 81         6,735     548        3 99 9 0.01 0.03 0.09 10.84
2004 5,033     7,547     35,732   130 199 142 0.4 0.28 3.24 0.31
Polygon count Detection rates
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To examine which types of error have the biggest influence on MCD64A1 correction factor, the 
relationships have been plotted in Figure 6.15, which shows that omission errors are better 
predictors of correction factor (R2IOE=0.72 and R2ROE= 0.58) than commission errors (R2ICE=0.16 
and R2ROE=0). Independent omission errors (IOE) were closely linked to MCD64A1 correction 
factors, showing their overriding influence (i.e. MCD64A1 missed large burned areas that were 
separately delineated by Landsat). 
      139 
Figure 6.13. MODIS 
MCD64A1 burned area 
data as compared to the 
Landsat Reference 
Burned Area (LRBA) 
dataset using Method 1 
(adapted from Zhu et al. 
(2017). Polygons were 
independent if there was 
no overlap (P and R), 
related if they partly 
overlapped (G and B) , or 
overlapping (O).  
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Figure 6.14. Independent/related omission/commission errors for the MODIS MCD64A1 burned 
area product, calculated using the method of Zhu et al (2017). Compared to Landsat-derived 
reference burned areas, related omission and commission errors were on average higher by 
28% than independent errors. These errors are defined fully in Section 6.3.4.1.   I 
 
Figure 6.15. Linear relationships showing which errors have the most influence over the 
MCD64A1 correction factors. There is no clear relationship between commission errors and 
correction factors, however there is a marked linear positive relationship between correction 
factors and related and independent omissions errors (R2= 0.58 and 0.72 respectively). 
LRBA burned area polygons that overlap with an MCD64A1 polygon (related) were significantly 
larger than independent polygons, showing that the largest LRBAs are detected by MCD64A1. 
A Wilcoxon rank sum test show the mean polygon size for independent polygons (63 ha) are 
significantly smaller than related polygons (188 ha) (W=224970, P<0.001). Furthermore, the 



































































LRBA burn scars (>100 ha) 54% (W103500, P<0.001). Apart from in 2015, the related LRBAs 
were larger than independent burned areas, with the greatest differences occurring in 2006, 
2014 and 2012 (differences in means were 504, 473 and 311 ha respectively, Figure 6.16). 
Over the 8 sampling seasons, the total burned area in independent and related polygons was 
83,073 and 73,349 ha respectively. The largest related burned areas were in primary swamp 
forest and industrialised forest plantations, suggesting that smaller fragments in these areas 
were omitted by MCD64A1. In other land cover types, land cover had less influence on the size 
of burn scar detected (Figure 6.17). 
 
Figure 6.16. Boxplot of Landsat-derived reference burned areas (LRBAs) which were either 
independent of, or related to MODIS MCD64A1 burned areas. Overall, the mean burned area 
for independent polygons was 3 times lower than related polygons. Y axis is limited to 700 ha 
for clarity, however related burned areas of up to 7596 and 6132 ha were observed in 2015 and 





Figure 6.17. Boxplot showing the difference in burned area between independent and related 
LRBA polygons on different land cover types. Typically related burn scars were larger, 
especially in primary swamp forest and industrialised plantations (HTI).  
6.5.3  Method 2: Relative Coverage Assessment using MCD14ML 
Both MCD64A1 and LRBA dataset coverage was assessed against MCD14ML active fire data 
to address Objective 2, because this dataset has a much higher temporal resolution than both 
datasets. The proportion of MCD14ML hotspots (at both high and all confidence levels) 
associated with burned areas was higher for LRBA than MCD64A1 burned areas (Figure 6.18), 
with the exception of two years. While the LRBA dataset had on average 21% higher coverage 
than the MCD64A1 dataset (67±18% vs 46±23% (±1σ)), the maximum coverage was 81% in 
2009.  






















Figure 6.18. Relative coverage of Landsat Reference Burned Area (LRBA) and MCD64A1 
polygons for 8 burn seasons between 2004-2015. The relative coverage is measured by the 
percentage of LRBA and MCD64A polygons which are spatial associated with MCD14ML active 
fire hotspots (represented in the same areas). The yellow line represents x=y, and the blue line 
represents the linear relationship between the two dataset coverages (y=0.57x+7.71, R2=0.21). 
Relative omission errors were calculated as a percentage of MCD14ML hotspots disassociated 
with MCD64A1 or LRBA polygons. Relative commission errors were calculated from the 
percentage of polygons not associated with MCD14ML hotspots, and also the area of those 
polygons. In support of the findings in Section 6.3.1, omission errors were far greater for 
MCD64A1 than Landsat burned areas, however the omission errors were high for both datasets 
with a mean of 33% (1σ=18%) and 54% (1σ=23%) for LRBA and MCD64A1 datasets 
respectively (Figure 6.19). Although this method cannot produce absolute correction values, it 
demonstrates that MCD64A1 omission rate is 21% higher than the LRBA. The LRBA yielded 
more polygons that were not associated with hotspots (Figure 6.20) than the MCD64A1 dataset 
(polygon commission) (Figure 6.21), however the errors in terms of area were much lower for 
the MCD64A1 product (0-6% of the total area were not associated with hotspots compared to 3-
37% for LRBA). This suggests that MCD64A1 has an especially low false detection rate for both 
the number of polygons and total burned area. Unfortunately, given that the relative omission 



































Figure 6.19. The distribution of errors for 8 fire seasons. The relative omission errors are 
calculated from the number of MCD14ML active fire hotspots which are not represented by a 
MCD64A1 or LRBA polygon. The relative polygon commissions errors are the number of 
MCD64A1/LRBA polygons which are not associated with MCD14ML active fire hotspots. The 
relative area commission error is the area of the polygons not detected by MCD14ML active fire 
hotspots. As in Section 6.3.1, MCD64A1 omission errors are greater than for LRBA, and 
although the polygon commission error is higher for LRBA, the area commission error is 






















      145 
Figure 6.20. LRBA 
coverage as assessed by its 
spatial association with 
MCD14ML. The 
background shows the 
cloud-free frequency, i.e. 
each fire season was 
mosaicked from multiple 
Landsat scenes, therefore 
the cloud-free frequency is 
the number of times each 
pixel was detected as 
cloud-free in the overall 
Landsat mosaic. P= 
percentage of burned area 
polygons associated with 
hotspots, A=percentage of 
burned area associated with 
hotspots and H= percentage 
of hotspots associated with 
a LRBA polygon.  
 
 
Figure 6.20. LRBA 
coverage as assessed by 
its spatial association with 
MCD14ML. The 
background shows the 
cloud-free frequency, i.e. 
each fire season was 
mosaicked from multiple 
Landsat scenes, therefore 
the cloud-free frequency is 
the number of times each 
pixel was detected as 
cloud-free in the overall 
Landsat mosaic. P= 
percentage of burned area 
polygons associated with 























Figure 6.21 MCD64A1 
coverage compared with 
MCD14ML active fire 
hotspots. Related and 
independent detections 
refer to whether the 
detections are spatially 
associated. Compared with 
LRBA coverage in Figure 
6.20, omissions rates here 
are far greater in most 
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To assess whether LRBA is affected by the sampling rate (i.e. number of times an area is included in 
the final mosaic for that year), the relationship between the errors and cumulative proportional cloud-
free coverage (Eq. 6.4) was assessed (Figure 6.22). The relationships were very weak; with a very 
poor goodness of fit, neither commission or omission errors were influenced by sampling effort (errors 
were consistent whether area was sampled once or four times).  
 
Figure 6.22 The effects of sampling effort are examined by comparing cumulative coverage area (the 
number of times the entire scene is sampled in the LRBA mosaic for each fire season, i.e. if the entire 
scene is cloud-free in one scene in the mosaic, the value will be 1. See Section 6.3.3 and Eq. 6.4 for 
details) with the three error metrics derived from Method 2 (Section 6.3.4.2). Sampling effort does not 
clearly have an effect on the error metrics.  
6.5.4  Method 3: Effects of Land Cover on Relative Errors 
Objective 3 aimed to examine how landcover effects BA accuracy. The total burned area summed 
over eight fire seasons as detected by MODIS MCD64A1 was 104,460 ha. This compares to the 
153,837 ha detected by Landsat reference burned area (LRBA). The BA identified by LRBA was 
approximately 50% larger and distributed across land cover types and burn seasons, with the greatest 
differences observed on bare land (MCD64A1 measured 25,000 ha less than Landsat), primary 
swamp forest (MCD64A1 measures 17,932 ha less), and swamp scrubland (MCD64A1 measures 
16,300 ha more) (Figure 6.23). Alongside burned area, the number of burned polygons also varied 
the most on bare land (Figure 6.24), with LRBA consistently detecting more polygons than MCD64A1. 
These results suggest that MCD64A1 underestimates burned area on bare land, both in terms of the 


















































Figure 6.23. Mean differences in total burned area by land cover type (i.e. LRBA – MCD64A1). Error 
bars show 1σ of the interannual variability. The error bars illustrate the high variability in the burned 
area difference detected by LRBA and MCD64A1, especially on bare land, swamp scrubland and 
primary swamp forest. MCD64A1 detected more burned area in swamp scrubland only.  
 
Figure 6.24. Difference between LRBA and MCD64A1 in the number of burned area polygons (LRBA-
MCD64A1).  
Interannual variability in burned area differs between land covers. Fires on bare land were most 
variable in both the MCD64A1 and LRBA datasets. After bare land, interannual discrepancies 
between LRBA and MCD64A1 were greatest in primary and secondary swamp forests, and swamp 
scrubland (Figure 6.23 and 6.24). The dates of these differences are evident in Figure 6.25; the 
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largest being in 2004 when around 18,000 ha more burned area was detected by MCD64A1 than 
LRBA in swamp scrubland, and in 2015 when around 25,000 ha and 14,000ha more burned area 
were detected in bare land and primary swamp forest by LRBA than by MCD64A1.  
Relative commission errors for LRBA as assessed via Method 2 as described in Section 6.3.4.2 are 
consistently higher than MCD64A1 commission errors (for both area and polygon counts) across all 
land cover types. The opposite is true of relative omission errors, suggesting that the burned area 
differences seen in Figure 6.23 may be somewhat overestimated for all categories except swamp 
shrubland, where the differences are likely to be underestimated. 
Figure 6.25. Burned area each season by land cover type for (a) MCD64A1 and (b) LRBA. The 
greatest discrepancies occurred in 2004 when MCD64A1 detected nearly four times the burned area 






















MCD64A1 burned area. In the latter case, MCD64A1 omitted around 12,000 ha of burned primary 
forest.  
6.5.5  Method 4: Tahura Burned Area Error Assessment Results 
Objective 4 assessed BA accuracy (from different sensors) in detail over a smaller control area in the 
Tahura region. The overall accuracy of Sentinel-1-, and Landsat-, MODIS-, and LiDAR reference 
burned areas (S1RBA, LRBA, MCD64A1, LiDAR) was 68%, 82%, 56% and 89% respectively, as 
compared to the orthophoto-based reference plots (methodology detailed in Section 6.3.6.4). The 
Kappa coefficients show that while Sentinel-1 performance was poor in terms of mapping burned 
area, the accuracy of MCD64A1 was worse, with very high omission errors of burned area, and 
commission errors in both burned and unburned areas. MCD64A1 correctly identified most of the 
unburned areas (96%), but incorrectly classified 97% of the burned areas as unburned. Landsat 
performance was moderate, where most of the errors were caused by high burned area omission rate 
(33%). LiDAR performance appears best for detecting burned area in the setting of the Tahura 
landscape, with the lowest omission rate for burned area out of all the reference datasets (9%), 
however its omissions error was higher than LRBA and MCD64A1 in unburned areas. The S1RBA 
suffered a 45% omission rate for the burned class, compared to 33% for the LRBA (Table 6.2). All 
errors were higher for S1RBA than Landsat burned and unburned areas (Figure 6.26), however 
MCD64A1 had the highest errors, resulting in lowest overall accuracy of 56%.  
Table 6.2. Confusion matrix results for the reference area error assessments; Sentinel-1 Reference 
burned area (S1RBA), Landsat Reference Burned Area (LRBA), MODIS MCD64A1 burned area 
product, and LiDAR reference burned area (LiDAR).  
Omission error 0.45 0.33 0.97 0.09 
 
0.22 0.06 0.04 0.13 
Commission error 0.35 0.10 0.63 0.16 
 
0.31 0.21 0.43 0.07 
Overall accuracy 0.68 0.82 0.56 0.89 
Kappa  0.33 0.63 0.00 0.77 
Burned 
   
 
Unburned 
   
 
 
  S1RBA  LRBA MCD64A1 LiDAR 
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When the statistical significance of the differences in classification errors was tested using the 
McNemar’s test, all accuracies were significantly different to each other at the 99.9% confidence level 
(Table 6.3). The test can be used to test the hypothesis that because S1RBA and LiDAR are both 
measuring structural change, S1RBA would agree with a LiDAR reference dataset better than the 
orthophoto dataset, which is associated with spectral and structural change. This hypothesis can be 
rejected because the accuracy of S1RBA was worse when compared to LiDAR, rather than the 
orthophoto as a reference layer (accuracy = 0.63, kappa = 0.24), and the ߯ଶ value is less for LRBA 
than S1RBA when their accuracies are compared to that of LiDAR.  
Table 6.3 The results of the non-parametric McNemar’s test, which is based on the comparison 
between the derived ࣑૛ (from Eq. 6.10) and the critical value (at 99.9% confidence), if ࣑૛>10.8 the 
accuracies are significantly different (Mallinis et al., 2014). 
  LRBA MCD64A1 LiDAR 



























Figure 6.26. Distribution of S1RBA, LRBA, MCD64A1 and LiDAR assessment plots compared with 
the orthophoto reference plots. LiDAR burn assessment proved to be least erroneous, and is in good 
agreement with the orthophoto reference plots. While there is some overlap, LRBA and S1RBA areas 
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detect different burned areas, with the Landsat-derived burned area being more accurate. MCD64A1 
burned area suffers a very high omission rate for the Tahura, overlapping mostly with S1RBA.  
Burned area detection errors differed across land cover classes and between burned area product 
(Table 6.4). Burns detected by LiDAR were most accurate where large changes in vegetation 
structure were observed (e.g. where tall-standing trees and shrubs fell after the fire). Most errors were 
observed on scrubland-type lands where it is likely that vegetation regrowth matched or exceeded the 
average pre-burn vegetation height. For LRBA, the highest accuracy land cover class (excluding 
water) was peat swamp forest (91%), whereas it was almost the least accurate for S1RBA (55%) 
(Figure 6.27). LRBA performed the worst in scrubland, although it was 20% more accurate than 
S1RBA (most likely due to the very small area in that classification). Both sensors performed similarly 
on bare land and swamp scrubland (although the different sensors show errors in different locations, 
see B and C in Figure 6.27). 
Table 6.4. Error and accuracy results for Landsat, Sentinel-1, MCD64A1 and LiDAR-reference burned 
areas (S1RBA, LRBA, MCD64A1 and LiDAR respectively) by different land cover classifications. 
Errors for burned areas are in grey cells, unburned areas are in white cells, and accuracies are 
coloured on a green-red scale (green/red is most/least accurate). 
  S1RBA     LRBA     MCD64A1     LiDAR     
  Accuracy OE CE Accuracy OE CE Accuracy OE CE Accuracy OE CE 
Primary swamp forest 0.55 0.88 0 0.92 0.12 0.04 0.49 1 0 0.98 0 0 
  0 0.48  0.04 0.12  0 0.51  0.04 0 
Secondary swamp forest 0.6   1 1     1     1     
  0.4 0  0 0  0 0  0 0 
Plantation 0.6 1 1 0.75 1   0.75 1   1     
  0.25 0.25  0 0.25  0 0.25  0 0 
Bare land 0.66 0.31 0.21 0.67 0.42 0.09 0.3 0.92 0.56 0.87 0.05 0.13 
  0.41 0.54  0.13 0.51  0.23 0.72  0.32 0.13 
Water 1     1     1     0.88     
  0 0  0 0  0 0  0.13 0 
Swamp scrubland 0.72 0.53 0.28 0.71 0.64 0.18 0.61 0.97 0.43 0.82 0.22 0.29 
  0.12 0.29  0.05 0.31  0.02 0.39  0.16 0.11 
Dry rice/scrubland 0.81 1 1 0.85 1   0.89 0.75   0.81 1   
  0.04 0.15  0 0.15  0 0.12  0.15 0.04 
Scrubland 0.4 0.33 0.5 0.6 0.67 0 0.4 1   1 0   
    1 1   0 0.5   0 0.6   0 0 
Burned OE = Omission Error 
          
Unburned CE = Comission Error 
























Figure 6.27. Error report for burned areas; the distribution of correctly classified burned area per to 
land cover classifications. Only few burned check points were not correctly classified (pink dots). 
Areas discussed in the text are highlighted by A, B and C. 
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6.5.6  Burned Areas in a Protection Forest and a National Park 
Over a 10 year baseline period between 2005-2015, 16,530 ha of peatland burned in Taman Hutan 
Raya (Tahura) Protection Forest and Berbak National Park combined (Table 6.4). While both areas 
suffered large peatland fires and forest losses over the baseline period, it was the 2015 wildfire 
episode which caused the greatest amount of damage. Of the total baseline burned area, 95 and 76% 
occurred in 2015 in Berbak and the Tahura respectively. The GHG emissions over the baseline period 
for the two areas are reported in Chapter 7.  
Table 6.5. Summary statistics of burned area (ha and % total area) in two protected forest areas in 
Jambi, Tahura (18,364 ha) and Berbak National Park (141,456 ha). In terms of absolute and 
proportional burned area, the Tahura suffered the most widespread burns (>60%) in just 10 years.  
To characterise the spread of the 2015 fire, MCD14ML active fire hotspots were mapped by they 
detection date (month or Julian day) as a function of land cover type. The fires mainly began to burn 
in June on scrubland, which later spread into plantations and croplands, and finally into forests (A, B 
and C in Figure 6.28). This is also evidenced by Figure 6.29 which shows the frequency of hotspot 
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detections by landcover and Julian day, shows how forest fires grew in extent as the season evolved 
up until October, when the rains arrived and extinguished the fire. The fire spread further into the 
Tahura than in Berbak National Park, most likely because of the increased level of forest degradation 
and fragmentation which reduces humidity and allows easier access, but also because of drainage 
which lowers the water table and provides more dry fuel (peat and vegetation) for fires (Joosten, 
2009; Kettridge et al., 2015).  
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Figure 6.28. The Berbak National Park and Taman Hutan Raya (Tahura) protected forests and their 
land cover type in 2013 (aggregated from the Ministry of Environment and Forestry land cover map of 
Indonesia from (Greenpeace, 2016)). Here the dots show MCD14ML active fire hotspots detected in 






















and cropland, and then many of the later fires (red dots) spread into forest land. This can be observed 
at points A, B and C.   
 
 
Figure 6.29. The frequency of MCD14ML active fire hotspot detections is shown by the thickness of 
the “violins”, shown as a function of landcover type (see Figure 6.29) and Julian day. The earliest fires 
began on scrubland, spreading into plantations and cropland. Although a few fires were detected in 
forests before Julian day 200, the wildfires increasingly spread into forests after Julian day 230, when 
many of the other land covers had already experience significant fires,  
 
6.6  Discussion 
The aim of this chapter was to assess the performance of MCD64A1 in a tropical peatland 
environment by performing four novel assessments on the accuracy and coverage of the product over 
8 fire seasons across a range of landcover types in and around the Berbak Landscape in Jambi and 
Southern Sumatra. The coverage and accuracy of the burned area reference layers were also 
assessed to identify further errors in burned area detection. The main findings in this chapter are 
outlined as follows: 
1. MCD64A1 underestimates burned area in the tropical peatland landscape 
The findings of this study indicate that the MODIS MCD64A1 burned area product tends to 
significantly underestimate burned area in this tropical peatland environment. Using Method 1, over 
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the course of eight fire seasons, the MCD64A1 burned area product mapped burns equivalent to 48% 
of those mapped by the Landsat Reference Burned Area (LRBA) mapping, a difference of 57,909 ha. 
However, of the ~46,000 ha of burned area detected by MCD64A1, 20% of this area was not detected 
by the LRBA. The detection rate for MCD64A1 in terms of area and polygon count was only 19 and 
29% of the LRBA dataset respectively. Method 2 produced similar findings: omission errors were 21% 
higher for MCD64A1 than LRBA, however commission errors were lower. The accuracy of MCD64A1 
when compared with high-resolution orthophotos was very poor (0.56, Kappa=0), however this was 
over a relatively small area and just one fire season. These findings are broadly consistent with 
Lohberger et al., (2017) who found that MCD64A1 identified burns totalling around 55% of those 
found via a higher-resolution Sentinel-1-derived reference layer.  
2. MCD64A1 does not consistently map burned area in the same areas as reference burned 
area maps. 
On average, just 19% of the total burned detected by LRBA overlapped with MCD64A1. Although the 
directly overlapping area was 24,320 ha, the LRBAs which were associated with MCD64A1 totalled 
73,409 ha with an average fragment size three times larger than independent burn fragments (not 
spatially associated with MCD64A1). Independent LRBA fragments totalled 83,074 ha. This supports 
the findings of Tsela et al., 2014 (African savanna/pine forest biome) and Zhu et al., 2017 (in Siberian 
mosaic landscape), both studies attributing high omission rates to MCD64A1’s inability to detect 
small-scale fires <100 ha. Although the correction factors in this study show MCD64A1 mostly 
underestimates burned area (correction factor = 3.66), omission rate variability is very high between 
years (range = 0.31-10.84). Further analysis shows that independent omission errors are the main 
cause of errors across all years, however this does not explain the inter-annual variability, which is 
believed to be caused by persistent cloud/haze cover (Giglio et al., 2006; Schroeder et al., 2008). The 
inter-annual variability in accuracy caused by cloud cover shows that caution should be taken when 
performing burned area accuracy assessments over one time-period, or over a relatively small 
regional area. 
3. Burned area coverage was not complete for either the MCD64A1 and LBRA datasets. 
Compared to MCD14ML active fire data, relative coverage was on average 22% higher for LRBA than 
MCD64A1. The sampling area was covered by cloud-free Landsat data on average 2.2 times, and 
despite this LRBA coverage was not complete (maximum 81% burned area coverage). As the LRBA 
coverage is relatively more complete than MCD64A1, it is an appropriate burned area reference map 
against which MCD64A1 can be compared, however it suggests that MCD64A1 accuracy in Method 1 
may actually be overestimated because the LRBA burned area dataset is not 100% complete. 
MCD14ML hotspots were associated with 81% of the LRBAs compared to 95% of MCD64A1 burned 
areas; although the omission rate was far higher for MCD64A1, nearly all of the burn scars were 
associated with hotspots. This is unsurprising because both datasets rely on data from the same 
satellites, therefore if there were sufficient cloud-free data to delineate MCD64A1 burned area, it is 






















make a positive detection if cloud/haze cover do not obscure detection (K. Tansey et al., 2008). 
Commission errors for MCD64A1 are lower than LRBA in MCD14ML assessments, which is 
supported by the results from the Method 1 assessment where ICE (Independent Commission Errors) 
were also low.  
In Method 2, the relative assessment against MCD14ML shows that in some cases the MCD14ML 
dataset represents smaller-fragmented fires (in LRBA) better than larger contiguous burned areas (as 
detected by MCD14ML). This is also evident in 2008 and 2009, by comparing Figures 6.20 and 6.21. 
The utility of MCD14ML for assessing the coverage of burned areas is therefore limited because 
small, widely distributed fragments may have better coverage, but represent a lower total burned 
area.  
4. Larger burned areas were more likely to be detected than smaller areas by MCD64A1  
On average over the 8 fire seasons, LRBA burned areas which were associated with MCD64A1 were 
3 times larger than those which were independent (Figure 6.16). In addition, the omission rate for 
smaller burned scars (<100 ha) was 80% compared to 54% for larger burned areas (>100 ha). This 
pattern is especially observed in primary forests, industrial plantations and secondary forests (Figure 
6.17). Both Tsela et al.,( 2014) and  Zhu et al., (2017) report the under-detection of smaller fires (<100 
ha) by MCD64A1 in South Africa and Siberia (respectively), and this study finds the same problem 
occurs in a tropical peatland environment. The problem of poor small fire detection has been 
addressed in the most recent version Global Fire Emissions Database (GFED4.1s) by including 
burned area data from outside the MCD64A1 detections, however its performance has not been 
formally assessed in a tropical peatland landscape, and is a pertinent area for further work. For details 
on a brief analysis, see Chapter 7. 
5. Landcover had little discernible effect on detection rates 
Although there were large differences in burned area detection by area and by polygon count (Figures 
6.23 and 6.24), the interannual variability was in most cases much higher than the mean estimates. 
For example, bare land was particularly underestimated by MCD64A1 (Figure 6.21 for large omission 
errors in general for 2015 and 6.25 shows the omission errors were concentrated on bare land). 
Although this error was large, it was mainly attributable to the large omission errors in 2015 on bare 
land. Unlike the findings of Zhu et al., (2017), there was no land cover type which was consistently 
under- or overestimated by MCD64A1 more than any other in the tropical peatland landscape. 
6. In the Tahura burned area accuracy assessment, LiDAR most accurately captured burned 
area followed by LRBA, S1RBA and MCD64A1.  
Against the interpreted very high resolution orthophotos, LiDAR most accurately captured burned 
area on land cover types with high pre-fire vegetation (i.e. forests and plantations) and least 
accurately in agricultural and scrubland. LiDAR extracts 3D information from the landscape, and this 
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classification relies entirely on the assumption that wildfires burn vegetation. To capture the burned 
area in landcovers with short-stature vegetation such as croplands or scrubland, it would be 
necessary to perform the post-fire LiDAR survey very soon after the fire because in this tropical 
landscape vegetation regrowth is very quick. The errors introduced in this burned area assessment 
are probably caused by the long interval between the fires extinguishing and post-burn LiDAR survey. 
It should also be noted that the LiDAR and orthophoto classification methods have the benefit of not 
being affected by clouds, which may also improve accuracy.  
Although Sentinel-1 reference burned area (S1RBA) is also not affected by cloud, the accuracy of the 
burned area was poor, particularly in detecting burned area in swamp forest, plantations and bare 
land (where the majority of burns occurred). While some previous studies have successfully used 
Sentinel-1 data to delineate burned area (Imperatore et al., 2017; Lohberger et al., 2017; Verhegghen 
et al., 2016), others have not (Wijaya, 2014). This may in part be because of standing residual dead 
vegetation (e.g. trees in Figure 6.28), but could also be because of soil moisture changes which 
heavily affects radar backscatter, in turn interfering with change detection (Leblon et al., 2012; 
Verhegghen et al., 2016; Wijaya, 2014). There are large areas of burned peat swamp forest that are 
not detected by S1RBA (A, Figure 6.27). This may be because the post-fire data used to delineate 
burned area was acquired just two to three months after the fires were extinguished, when many of 
the trees were perhaps dead but still standing. A UAV-derived orthophoto mosaic acquired in 
December 2015 shows that in a 57 ha area spanning 3 land classes (bare land, swamp scrubland 
and primary swamp forest), many trees were still standing in the area covered by primary swamp 
(Figure 6.30). In Figure 6.30, the evolution of tree mortality after the fire can be seen, with many trees 























Figure 6.28. Orthophotos of the same area (a) in April 2015 before the fire event, (b) in December 
2015 after the fire event (c) in 2017 after the fire event. Tall canopy trees in (a) are still standing after 
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the fire in (b), as evidenced by the bare tree crowns. Eighteen months later, the area had flooded and 
most of the trees had fallen (the shadows of standing trees are visible, orientated NNE). 
Although the orthophotos are from a passive multispectral sensor, the changes detected in the 
images are not the same as spectral changes detected using Landsat. A human is interpreting the 
orthophotos using criteria pertaining to structural changes, and therefore structural changes as well as 
spectral changes are being assessed. In recent years, researchers have begun to develop data fusion 
solutions to exploit the different strengths multiple sensors for measuring land cover changes from 
remote sensing data (Joshi et al., 2016; Schulte to Bühne and Pettorelli, 2017). For the majority of 
studies in a recent review, fusing optical and radar data delivered improved results compared to 
single-sensor assessments (Joshi et al., 2016). Future work in the tropical peatland environment 
would benefit from exploiting the versatility of Sentinel-1 data which is not affected by cloud, and the 
abundance of optical data at a wide range of spatial and temporal resolutions from a variety of space- 
and airborne sensors (Joshi et al., 2016; Mitchell et al., 2017; Schulte to Bühne and Pettorelli, 2017; 
Wijaya, 2014). 
7. Large areas in the Tahura Protection Forest and Berbak National Park burned in 2015 
Single fire events have been previously responsible for the destruction of great areas of tropical forest 
and intact peatlands in Indonesia, and perhaps the most documented was in 1997(Goldammer, 2006; 
Langner and Siegert, 2009; Page et al., 2002; Wooster and Strub, 2002). The wildfire episode in 2015 
was responsible for a similar level of destruction, and in some cases led to almost the entire 
destruction of protected forest areas; the Tahura was one such case (Atwood et al., 2016; Huijnen et 
al., 2016; Lohberger et al., 2017). The analysis in this chapter showed that 48 ± 4% of the Tahura 
Protection forest burned between July-October 2015. While the causes for such rapid spread of the 
wildfire have not been explicitly examined in this thesis, it is likely that extensive drainage alongside 
human encroachment, in concert with El Niño-exacerbated drought conditions allowed the wildfire to 
quickly and uncontrollable spread throughout the Tahura (Field et al., 2016; Hooijer et al., 2014; 
Konecny et al., 2016; Miettinen et al., 2017). 
This analysis also shows how the fires spread across the landscape in 2015 (an El Niño-exacerbated 
dry season). The fires began in June, remaining mainly in scrubland and plantations, intensifying into 
forests and all other land cover types through September. This has significant implications for land 
managers and REDD+ practitioners. In order to prevent the loss of primary forest from wildfires, it is 
important to prevent the fires from beginning on other land covers first. As has been shown in this 
analysis, scrubland and plantations are particularly at risk early in the season- most likely because 
they have been highly drained and there is a high available fuel load (Kettridge et al., 2015; Miettinen 
et al., 2011; Prasetyo et al., 2016) 
The results of this investigation suggest that using multiple high-spatial resolution pre- and post-fire 
multispectral datasets, mosaicked to produce composite burn indices such as RdNBR provide the 






















may assist future work as the overpass interval will be reduced to 3 days, compared to 16 days for 
Landsat alone, providing even better coverage (Jian Li and David Roy, 2017). With the integration of 
different datasets, the process of delineating burned areas from burn indices from high-resolution 
satellite data can be automated within Google Earth Engine, providing up-to-date burned area 
estimates against which MCD64A1 can be validated (Parks et al., 2018). In addition to these 
computing advances, the new National Space Administration Global Ecosystem Dynamics 
Investigation LiDAR (NASA GEDI) will be launched in November 2018. This new space-borne LiDAR 
system will focus on mapping forest vertical structure across temperate and tropical forests, and given 
the high accuracy rate of burned area delineation in this chapter, it may provide even greater burned 
area detection capability than multispectral data (NASA, 2018).  
6.7  Conclusions 
Mapping burned area in a tropical peatland environment has historically been difficult a variety of 
factors; persistent cloud and haze cover, low temperatures of smouldering fires, low satellite temporal 
or spatial resolution (Atwood et al., 2016; Lohberger et al., 2017; Wooster et al., 2013). In this 
chapter, the shortfalls of auto MODIS burned area product have been characterised (i.e. high 
omission rates, especially for burn scars smaller than 100 ha), and the problems with higher spatial-
resolution datasets have been highlighted. The accuracy of burned area products have been formally 
quantified for different BA datasets, and these estimates can be translated to uncertainties in BA 
(Chapter 7). This will improve greenhouse gas emissions estimates and help understand and 
constrain the overall uncertainties in emissions from tropical peatland fires.  
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7  GREENHOUSE GAS 
EMISSIONS AND 
UNCERTAINTY ESTIMATES 





A single wildfire event in tropical peatlands combusts a small fraction of the total peat horizon depth, 
mobilising carbon into the atmosphere that may have taken thousands of years to accumulate as 
peat. As most peatlands are many metres deep, they risk becoming globally-significant GHG sources 
decades into the future. Quantifying the GHG emissions from these fires is a priority for Indonesia if 
they are to meet their IPCC GHG emissions reductions targets. Current estimates are calculated with 
large or no uncertainties, which reduces confidence in financially-incentivised peatland conservation 
schemes such as REDD+. This chapter uses data on peatland burned area and depth of burn (from 
this thesis) to produce GHG emissions estimates for an area of peatland which encompasses Berbak 
National Park, Jambi, Sumatra. These estimates are compared with estimates from the Global Fire 
Emissions Database for the same area, and uncertainty is formally quantified. This chapter examines 
the ways in which uncertainty can be reduced, including using depth of burn data from highly accurate 
UAV surveys, high-resolution satellite data to capture burned area from small fires, calculating 
emissions per land cover type, and using the latest emissions factors from in-situ surveys. The 
emissions estimates in this paper are comparable with emissions produced by GFED 4.1s, which 






















7.2  Introduction 
Although sporadic in occurrence, whilst they are burning the carbon emissions from Indonesian peat 
fires can average c. 10 times more than from peat oxidation caused by peatland drainage over the 
same period (Ballhorn et al., 2009; Hooijer et al., 2014; van der Werf et al., 2008). Estimates of 
greenhouse gas emissions from these fires suggest they are globally important contributors to climate 
change(Page et al., 2002; Page and Hooijer, 2016; van der Werf et al., 2010; Van der Werf et al., 
2008). Smoke (or “haze”) from peatland fires has widespread regional human health impacts, where 
particulates (e.g. PM2.5) can be several times the World Health Organisation (WHO) safe limits in 
cities hundreds of kilometres away from the fire source. (Hayasaka et al., 2014; Lee et al., 2016; 
Reddington et al., 2014). Fires also result in land cover and land use change, (e.g.) from forest to 
industrial agriculture, which can lead to the loss of regulating ecosystem services such as 
temperature control and hydrological regulation(Hirano et al., 2012; Hooijer et al., 2012a; Koh et al., 
2011; Margono et al., 2014). Furthermore, financially-incentivised forest protection projects run at a 
local or National scale (FAO, 2013; Law et al., 2015; Müller et al., 2013), and require detailed 
emissions information from baseline scenarios to measure the benefits of peatland protection.  
While quantifying peatland carbon emissions by gas species (e.g. CO2) is important, quantifying 
uncertainty is essential for policy makers, investors and land managers.  To assess the possible 
future impact of an intervention for peatland conservation, a baseline emissions scenario can help 
decision makers understand the possible impacts of fire mitigation strategies, compared to a business 
as usual scenario. Firstly, in the context of REDD+, where units of foregone carbon/GHG emissions 
are traded financially, if emissions uncertainty is high then the investment uncertainty is increased 
(Iley and Elvers, 2017). Furthermore, if land management decisions are made based on highly 
uncertain baseline emissions scenarios (e.g. in the Verified Carbon Standard), it is possible that the 
enacted land management activities will not create beneficial change. Finally, it is imperative to our 
understanding of the global carbon cycle that we can quantify the contribution of peatland fires to 
atmospheric GHG concertation increases, so that the these can be appropriately ascribed and the 
correct anthropogenic emissions sources targeted for reduction through policy change. The depth of 
Indonesian peatlands can be many meters, and so these peatlands pose as a potentially catastrophic 
source of GHG emissions should fires persist into the future. However, as described earlier in this 
thesis, there are no direct methods to measure the fire emissions at scales larger than the laboratory, 
meaning indirect methods must be used at the scale of landscapes – with a resulting increase in 
uncertainty. 
Estimating peatland fire emissions indirectly can be achieved using a widely recognised approach 
whereby peatland burned area is multiplied by fuel consumption and carbonaceous gas species-
specific emissions factors (Seiler and Crutzen, 1981). This long-used approach is generally adapted 
in peat soils to include peatland depth of burn and bulk density in the fuel consumption term, and can 
be applied at the site, regional or global scale (Ballhorn et al., 2009; Giglio et al., 2013; Huijnen et al., 
2016; Konecny et al., 2016; Simpson et al., 2016). However the methods for variable data collection 
      167 
differ considerably and consequentially at these scales, with a consequent impact on uncertainty. For 
example, assessing depth of burn at laboratory or site-scale via direct measurement may not capture 
landscape or regional-scale variability (Rein et al., 2008; Simpson et al., 2016), whereas larger scale 
methodologies may be prone to biases that bring about more uncertainty or even inaccuracy or bias 
(e.g. Ballhorn et al., (2009)). One example is depicted in this thesis in Chapter 4, where pre-burn 
topography may be overestimated due to the impact overlying vegetation, possibly causing 
systematic overestimation of depth of burn (Simpson et al., 2017).  
The IPCC methodology for GHG emissions calculations can be approached at differing levels of 
detail, from Tier 1 where aggregate data and default emissions factors are used, to Tier 3 where 
detailed data on peat fires are used in spatially-explicit models to develop site to national-scale 
emissions estimates (IPCC, 2014). This IPCC framework has been adapted from site-specific to 
global scales, e.g. from the Verified Carbon Standards (VCS) Module VMD0013 to measuring 
baseline emissions from fires in drained peatland restoration projects, to the Global Fire Emissions 
Database (GFED v4.0 and v4.1s) (Giglio et al., 2013; van der Werf et al., 2017b). The work in this 
thesis has focused on contributing towards improving Tier 2 estimates, which are most commonly 
used at the project-scale (Konecny et al., 2016; Krisnawati et al., 2015b).  
Taking the Global Fire Emissions Database (GFED 4.0 and 4.1s) as an example, this provides 
monthly fire emissions estimates at 0.25-degree scale globally using an adaption of the Sieler and 
Crutzen (1981) methodology. The MODIS 500 m spatial resolution burned area product MCD64A1 
(Section 6.1) is used to estimate burned area (Giglio et al., 2013), and in GFED4.1s an additional 
burned area representing that from ‘small fires’ too small individually to be identified by MCD64A1 is 
added using the ‘small fire boost’ methodology of Randerson et al., (2012). As observed in Chapter 6, 
the  burned areas that were detected by the MCD64A1 product in the tropical peatland environment of 
the Wider Berbak Landscape (between 2004-2015) were on average three times larger than those 
that remained undetected, and this led to an annual underestimation of burned area compared to 30 
m Landsat reference burned area (LRBA) by between 29 and 91% (See correction factors in Table 
6.1) - thus showing the need for the aforementioned ‘small fire boost’ when using MCD64A1 in this 
environment.  
In GFED4.1s, the small fire contribution to overall total burned area for the month is calculated by 
comparing the count of active fire pixel detections from inside and outside MCD64A1-detected burned 
areas, and then computing the difference normalised burn ratio (dNBR derived from pre-fire and post-
fire NBR, see Section 6.1, Eq. 6.2) for both sets of active fires (i.e. those both inside and outside of 
the MCD64A1 detected burned area). The resulting relationships are then applied to the active fire 
detections outside of the MCD64A1 burned area, to estimate what additional areas of burning they 
represent (Randerson et al., 2012; van der Werf et al., 2017). In addition to the emissions factors 
used in the model area from van der Werf et al., (2010), the fraction of each 0.25° grid cells fire 
emissions that are derived from the ‘small fire boost’ as opposed to the MCD64A1 data itself is 






















partly because the ‘small fire boosting’ method has yet to be fully assessed in the literature, though 
Zhang et al. (in press) has identified some significant issues with the approach in agricultural residue 
burning regions. No assessment of its performance in a tropical peatland environment has been 
undertaken, but it is fairly clear that ultimately use of higher spatial resolution imagery to map burned 
area will be a better solution than relying on MCD64A1 and this type of indirect burned area bias 
adjustment (Zhang et al., in press).  
The primary aim of this chapter is to bring together research presented in the previous chapters to 
demonstrate how this has progressed our understanding of carbon and GHG emissions from peatland 
fires in Indonesia. 
Specific objectives are: 
1. To estimate carbon emissions from peatland fires using data examined in this thesis for the 
periods (a) 1989-2002 (b) 2002-2015 and (c) 1989-2015. 
2. To partition the carbon emissions estimates from (1) by land cover type. 
3. Compare the carbon emissions estimates derived for period (b) to those of GFED4.0 and 
GFED4.1s, and simultaneously assess the contribution and representativeness of the ‘small 
fire boost’ applied in GFED4.1s.  
4. Demonstrate the methodology for calculating a 10-year carbon emissions baseline for two 
protected forest areas (Taman Hutan Raya, and Berbak National Park), and estimate the 
financial value of these emissions within a REDD+ type scheme. 
5. Assess the emissions uncertainty on these calculations, and describe which factors provide 
the greatest contribution to this uncertainty, thus identifying priority areas for further work. 
7.3  Methodology 
7.3.1  IPCC Tier 2 Fire Emissions Calculations  
In contrast to IPCC Tier 1 fire emissions calculations for regions containing organic soils, which use 
default soil consumption values and emissions factors, Tier 2 calculations use more specific 
information on the amount of soil combusted, through stratifications of land cover and depth of burn, 
as well as detailed data on burned area, in addition to location-specific bulk densities and emissions 
factors. Tier 3 estimates go further, estimating the different fractions of smouldering/flaming 
combustion (IPCC, 2014). Here, Tier 2 estimates are made using the data collected and/or analysed 
in the prior chapters of this thesis, as well as up-to-date region-specific field data. 
Calculations were made across the wider Berbak Landscape (673,287 ha) area encompassing 
Berbak National Park and its surrounding peatlands. Refer to Chapter 3 for a detailed site description, 
Section 4.3.1 and Chapter 6 for burn history, and Section 6.4.1 for the boundaries of this region.  The 
aim was to estimate greenhouse gas emissions from the fires in this landscape, together with their 
uncertainties. Over 71 % (484,986 ha) of this area is classified as peat soil, and at the time of writing 
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(2018), covers a mosaic of different land cover classes (from primary peat swamp forest to 
industrialised plantations). Greenhouse gas emissions from the consumption of the organic soil were 




ܤܣ × ܦ݋ܤ × ܤ஽  × ܥ௙ × ܩ௘௙,௜ 
10ଽ
 
Where ܮ௙ is the emissions of species ݅ from peat combustion (Tg), where ܤܣ is burned area (ha), ܦ݋ܤ 
is peatland depth of burn (m), ܤ஽ is dry bulk density (g cm-3), ܥ௙ is combustion completeness 
(assumed to be 1 for peat, dimensionless), and ܩ௘௙,௜ is the emissions factor of carbon gas species ݅ (g 
kg-1).  
The emissions reported from GFED4.0 and 4.1s in this landscape include emissions from tropical 
forest above ground biomass burning, in addition to those from the peat consumption itself. Therefore 
to ensure comparability between the current calculation and that from GFED4.0 and 4.1s, fire 
emissions from AGB burning were also calculated using: 
Eq. 7.2  
ܣܩܤ௙௜௥௘,௜ =
ܤܣ × ܣܩܤ × ܩ௘௙,௜
10ଽ
 
Where ܣܩܤ௙௜௥௘ are the emissions of GHG species ݅ from above ground biomass burning (Tg), ܤܣ is 
total forest area burned (ha), ܣܩܤ is the above ground biomass (kg ha-1) and  ܩ௘௙,௜ are the carbon 
species gas emission factors (g kg-1), it is assumed that all carbon in AGB is released to the 
atmosphere both instantaneously through combustion, and gradually after the fire through 
decomposition of dead vegetation (Pelletier et al., 2011).  
7.3.2  Uncertainty Calculations 
For each variable in Equation 7.1 there is a degree of uncertainty associated. These uncertainties are 
brought about, for example, by imprecise measurement methods or instruments (e.g. in burned area 
when using 500 m resolution data), variability spatially or temporally that has led to uncertainty in the 
value of a parameter (e.g. the emissions factors) a lack of availability of data during some periods or 
at some locations (e.g. caused by cloud cover obscuring satellite views). To calculate overall 
uncertainty, the individual errors (random or, random and systematic errors) can be combined in 
quadrature following the guidelines by the  IPCC, (2014). Fractional error is taken from the prior work 
in this thesis (e.g. from depth of burn estimates, and is the range of values the true value is likely to lie 






















parameter (e.g. in emissions factor or bulk density estimates) and the overall uncertainty calculated 
as: 
Eq. 7.3 





















Where the terms are the same as in Equation 7.1, and the prefix ߜ denotes the absolute uncertainty of 
that term (and thus its ratio to the value of the term is the fractional uncertainty of that term). When 
terms are added or subtracted (e.g. in the calculation of depth of burn) the absolute uncertainty of that 
parameter is calculated in the following way: 
Eq. 7.4 
ߜ ௧ܻ௢௧௔௟ = ට(ߜ ௣ܻ௥௘ି௕௨௥௡)ଶ + (ߜ ௣ܻ௢௦௧ି௕௨௥௡)ଶ 
Where ߜܻ is the absolute uncertainty term of variable ܻ (e.g. ܦ݋ܤ) which requires both a pre- and 
post-burn dataset to estimate the value of the term (both in the same units). The fractional uncertainty 
is then calculated in Eqn. 7.3 as this ߜܻ value divided by the value of the parameter Y. 
7.3.3  Estimate and Uncertainty Parameters 
In Chapter 6, burned area measurements from different satellite-borne sensors were assessed for 
their performance (e.g. error and coverage). Landsat provides 30 m spatial resolution multispectral 
data every 16 days at the equator, and using a relative version of the normalised burn ratio which is 
sensitive to pre-burn vegetation cover (RdNBR, Miller and Thode, 2007). Using burned area from 
RdNBR as the standard, burned area was shown there to be delineated more accurately and 
completely using these Landsat derived data than by the MODIS MCD64A1 burned area product for 7 
out of the 8 sampled years in Chapter 6 of this thesis. 
Here RdNBR-derived burned area (Landsat Reference Burned Area, LRBA) is used to provide burned 
area estimates for the periods (a) 1989-2002 (covering the earliest Landsat image available for this 
area), and (b) 2002-2015 (covering the period when MODIS MCD64A1 data became available for use 
in GFED4.0 and 4.1s). In total 85 RdNBR scenes were processed and mosaicked to formulate burn 
frequency maps (Figure 7.1). For each of these time periods a burn history map was produced 
whereby the burn frequency calculated for each pixel is based on the number of times that pixel was 
classified as burned. Only burned pixels on peatlands (as defined by the Wetland International 
peatland map Wahyunto et al., (2003)) were considered to produce peatland fire emissions. As an 
additional comparison, the MODIS burned area product MCD64A1 was also processed in the same 
way between 2002-2015, using the burned area error assessments from Chapter 6 to quantify 
uncertainty. The burn history is relevant because peatland depth of burn varies with burn frequency, 
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thus affecting the overall emissions for each period. Burned area confidence intervals were calculated 
using the error confusion matrices used to calculate LRBA accuracy in Section 6.4.4, and the specific 
methods are outlined in GFOI, (2014). Emissions from peat fires were estimated across the 
landscape using both “broad” and land cover-specific approaches, the former is where land cover is 
not considered, the latter is where burned area for each land cover are used for emissions 
calculations and the error estimates for these burned areas are derived as above from the error data 
from Chapter 6 (used to estimate accuracies in Table 6.4).  
Studies using LiDAR to measure peatland depth of burn show that the first fire burns deepest into the 
peat horizon (Hooijer et al., 2014; Konecny et al., 2016), primarily because the peat is combusted 
more effectively around the roots of trees and woody vegetation (Davies et al., 2013; Simpson et al., 
2016). Two DoB models were tested, (1) estimates for DoB were derived from Simpson et al., (2016) 
for the first burn, and Konecny et al., (2016) for each subsequent burn (2) DoB values from (Konecny 
et al., 2016) only. The error parameters were taken from the digital terrain model errors from Konecny 
et al., (2016) and Simpson et al., (2016) and their effects on emissions estimates were compared. 
The areas from the burn frequency map were applied to the DoB values to calculate the overall 
volume of peat burned in  each period. Bulk density estimates and their errors were also acquired 
from Konecny et al., (2016). Measurements made in-situ to estimate emissions factors were 
preferentially used over estimates used in GFED4.1s from Akagi et al., (2011) who used laboratory-
based measurements from Christian et al., (2003). Smith et al., (2017) used an open-path Fourier 
transform infrared spectroscopy and Huijnen et al., (2016) and Wooster et al., (2018) used a portable 
cavity-enhanced laser absorption spectrometer respectively in burning tropical peatlands. As the EFs 
are strongly affected by the proportion of fuel oxidised vs pyrolysed (e.g. flaming vs smouldering 
fires), these in-situ measurements are more likely to reflect true emissions factors from burning 
peatlands. As a point of comparison, all three sets of EFs are used.  
To estimate emissions from above ground biomass burning, the Indonesian Ministry of Environment 
and Forestry land classification map (Greenpeace, 2016) was used to delineate primary and 
secondary forests for 1990 (the earliest available) for time period (a) and from 2000 for time period 
(b). The burned area for the two time periods within this forested area was measured (regardless of 
whether on peat soil) from the RdNBR burn maps derived from Landsat and MCD64A1 from MODIS. 
Above ground biomass data for primary and secondary tropical peat swamp forests were taken from 
Englhart et al., (2013) and emissions factors for AGB combustion were averaged results from Akagi et 
al., (2011). Uncertainty estimates were calculated using an adaptation of Equation 7.3 using the terms 























Figure 7.1. Landsat scenes used to construct Landsat Reference Burned Area maps from RdNBR 
mosaics. Here, the Landsat sensor (Landsat 5 Thematic Mapper (LT5), Landsat 7 Enhanced 
Thematic Mapper (LE7) and Landsat Operational Land Imager (LC8)), its year and Julian day of 
acquisition, the percentage could clover are detailed. RdNBR period shows which images are used to 
make the mosaics RdNBR images which are used to create the LRBA mosaics. For example, in the 
first mosaic (1989-1990), there was only RdNBR mosaic dataset produced from two Landsat scenes 
Sensor Year Julian Day Cloud cover (%) RdNBR period
LT5 1989 160 0
LT5 1990 16 10
LT5 1991 230 23
LT5 1993 290 41
LT5 1994 94 32
LT5 1995 337 6
LT5 1996 308 9
LT5 1997 150 1
LT5 1998 105 35
LT5 1998 121 14
LT5 1998 265 13
LT5 1999 172 11
LT5 2000 225 0
LT5 2001 225 36
LE7 2002 236 47
LT5 2004 170 13
LT5 2004 218 8
LT5 2004 250 29
LT5 2004 330 12
LT5 2005 124 59
LT5 2005 188 32
LT5 2005 316 32
LT5 2006 207 8
LT5 2006 217 32
LT5 2007 2 41
LT5 2008 101 18
LT5 2008 133 26
LT5 2008 261 40
LT5 2009 119 28
LT5 2009 151 35
LT5 2009 215 48
LT5 2009 295 48
LE7 2012 168 6
LE7 2012 248 27
LE7 2013 10 22
LE7 2013 42 78
LC8 2014 85 36
LC8 2014 170 2
LE7 2014 205 19
LC8 2014 245 29
LE7 2014 301 47
LC8 2015 152 30
LC8 2015 168 52
LE7 2015 176 20
LC8 2015 184 32
LC8 2015 200 61
LC8 2015 219 34
LC8 2015 312 84
LC8 2016 219 15
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were used (the black bar spans 2 scenes), whereas for the year 2012, there were 4 Landsat scenes 
used to create a mosaic of 4 RdNBR datasets.  
7.3.4  Case study: Ten Year Baseline Emissions  
The methods outlined in 7.2.1-7.2.3 were applied to the Taman Hutan Raya Protection Forest and 
Berbak National Park using the Landsat Reference Burned Area (LRBA) datasets from 2005-2015. 
This method is adapted from the Verified Carbon Standards VM0007 methodology and produces 
emissions from peat biomass burning and forest loss (VCS, 2008). The costs of these emissions can 
be calculated in terms of the value required to offset the CO2 equivalent emissions. This calculation 
was performed using an online carbon calculator from Climate Care Ltd (Fox, 2018) 
7.4  Results 
7.4.1  Emissions estimates from peatland fires 
The first objective in this chapter is to provide emissions estimates for the focal region around the 
wider Berbak Landscape. Using the Landsat Reference Burned areas (from relative difference 
normalised burn ratio (RdNBR)), the burn frequency was mapped for two time periods; (a) 1989-2002 
and (b) 2002-2015. The maximum burn frequency was 11 and 9, and the total burned area on peat 
soil was 31,246 and 121,683 ha respectively (Figure 7.2). During period (a) 10,295 ha of primary and 
5,298 ha secondary forest burned (Figure 7.3), compared to 43,939 and 32,125 ha for period (b). 
Post-2002 burn rates were 4.3/6.1 times greater than pre-2002 rates for primary/secondary forests 
(pre-2002 = 792/407 vs post-2002 = 3,380/2,471 ha yr-1).  The burn rate increased by 3.9 times on 

























Table 7.1. (a) Parameters used to calculate overall emissions from peat burning between 1989-2015, and (b) emissions by carbon gas species from each burn 




1 2 3 4 5 6 7 8 9 10 11
Area (ha) 101,180.70 31,133.07 8,116.20 2,227.77 795.51 261.54 72.45 25.65 7.02 0.54 0.09
± 14,165.30 4,358.63 1,136.27 311.89 111.37 36.62 10.14 3.59 0.98 0.08 0.01
Volume (m3) 232,715,610 102,739,131 31,653,180 9,133,857 3,420,693 1,176,930 340,515 125,685 35,802 2,862 495
± 78,614,474 26,296,739 7,250,797 2,028,954 738,756 247,691 69,979 25,270 7,054 553 94
Mass (Gg) 28,159 11,815 3,640 1,050 393 135 39 14.45 4.12 0.33 0.06
± 10,534 3,026 835 234 85.04 28.52 8.06 2.91 0.81 0.06 0.01
CO2-C emissions (kg) 12,126,112,290 5,087,968,664 1,567,566,188 452,337,661 169,403,601 58,285,318 16,863,386 6,224,321 1,773,029 141,735 24,514
± 4,558,095,263 1,316,590,538 363,996,124 101,941,776 37,148,292 12,465,053 3,524,430 1,273,639 355,797 27,935 4,752
CO-C emissions (kg) 3,029,059,625 1,270,956,436 391,572,446 112,992,335 42,316,416 14,559,465 4,212,414 1,554,813 442,896 35,405 6,124
± 1,227,001,709 380,762,911 108,453,703 30,650,575 11,266,085 3,811,424 1,086,066 395,375 111,221 8,790 1,505
CH4-C emissions (kg) 232,308,358 97,473,751 30,030,955 8,665,747 3,245,382 1,116,612 323,064 119,244 33,967 2,715 470
± 155,397,689 59,541,302 18,020,835 5,177,459 1,931,640 662,396 191,087 70,348 19,993 1,595 275
CO2-C (t C ha-1) 119.85 163.43 193.14 203.05 212.95 222.85 232.76 242.66 252.57 262.47 272.38
± 45.05 42.29 44.85 45.76 46.7 47.66 48.65 49.65 50.68 51.73 52.8
CO-C (t C ha-1) 29.94 40.82 48.25 50.72 53.19 55.67 58.14 60.62 63.09 65.56 68.04
± 4.65 6.34 7.5 7.88 8.27 8.65 9.03 9.42 9.8 10.19 10.57
CH4-C (t C ha-1) 2.3 3.13 3.7 3.89 4.08 4.27 4.46 4.65 4.84 5.03 5.22
± 1.27 1.74 2.05 2.16 2.26 2.37 2.47 2.58 2.68 2.79 2.89
Total C emissions (t C ha-1) 152.08 207.38 245.09 257.65 270.22 282.79 295.36 307.93 320.5 333.07 345.63
± 45.31 42.8 45.52 46.48 47.48 48.5 49.54 50.61 51.69 52.8 53.92






















Figure 7.2. Burn frequency on peat (grey) and other soil (white) within the Wider Berbak 
Landscape. Burned area was delineated using the RdNBR spectral index for each burn season 
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(full method is in Section 6.2.3 for LRBA production). These data were used to estimate 


























Figure 7.3. Landsat Reference Burned areas (LRBA) in primary and secondary forest for the 
period 2002-2015 (b), these data are used to calculate the emission from above ground 
biomass burning which is included in the peatland emissions estimates from GFED4.0 and 4.1s.  
As part of Objective 2, emissions were partitioned by land cover type. Before 2002, most carbon 
emissions were from peat fires in primary, secondary forests and other land covers. Since 2002, 
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while emissions from these land covers categories are very high, the greatest emissions are 
from fires on swamp/scrubland. This is also reflected in the emissions calculated from 
MCD64A1 burned area (Figure 7.5c). 
Over the entire sampling period (c) (1989-2015) an estimated 25.8 ± 3.8 Tg C were emitted 
from peatland fires (34.5 ± 4.1 Tg C including forest AGB). A break-down of the emissions 
calculation are shown in Table 7.1 for period (c). Over period (b), peatland fire emissions were 
20.8 ± 3.6 Tg C, or 28.1 ± 3.9 Tg C including forest AGB, which is comparable to the peatland 
emissions estimate of 32.7 Tg C from GFED4.1s for the same period in this study area, with no 
uncertainty estimate provided. GFED4.0 estimates (which include no emissions from small fires) 
for period (b) was 17.51 Tg C, meaning small fires were estimated to account for 15.2 Tg C 
emissions (46% of the GFED4.1s estimate). Over the same period, emissions estimated using 
MCD64A1 data for burned area were 14.3 ± 3.4 Tg C, or 21.4 ± 3.7 Tg C including burned 
forests (also from MCD64A1 burned area) which is comparable to the GFED4 estimate (which 
is unsurprising given GFED4 is driven by MCD64A1). Figure 7.4 shows the difference in 
emissions from the GFED4 vs GFED4.1s models, from 2002 to 2015, with the greatest 
differences occurring in 2004, 2006 and 2015. The small fire boost is increased in years where 
small fires occur outside of the burned areas detected by MCD64A1. To match the emissions 
from GFED4.1s and Landsat-derived estimates, the burned area from small fires would need to 
total 45% of MCD64A1 total burned area in this region between 2002-2015, which is also the 
approximate difference between GFED4.0 and GFED4.1s. This is approximately in line with the 
findings in Chapter 6, Section 6.5.2 where MCD64A1 suffered an omission rate of 54% 
compared to active fire hotspots.  
 
Figure 7.4 The difference between GFED4 and GFED4.1s carbon emissions between 2002-
2015 in the Wider Berbak Landscape. Emissions estimates from GFED4.1s are considerably 
greater in peak fire season where MCD64A1 omits burned areas from small fires.  
7.4.2 Uncertainty Estimates for Peatland Fire Emissions 
There are four primary ways to reduce uncertainty in the peatland fire emissions estimates. 
They are by calculating emissions; (1) using improved depth of burn estimates, (2) using burned 
























































using Landsat-derived burned area instead of lower-resolution datasets and, (4) using the latest 
in-situ emissions factor estimates.  
1. Digital terrain model precision were improved using the method by Simpson et al., 
(2016) compared to Konecny et al., (2016). Without dividing burned area into land 
classes, this translated into an improvement in carbon emissions uncertainty to 18% 
(Simpson) from 38% (Konecny), showing small improvements in depth of burn precision 
provide very large improvements in emissions estimates uncertainty. 
 
2. When emissions estimates and uncertainty from peat fires were calculated per land-
cover class (using the land cover class-specific error results for Landsat Reference 
Burned Areas from Table 6.4 in Chapter 6), both the Simpson and Konecny-based 
uncertainty estimates improved compared to the broad approach (by 15% and 32% 
respectively), but the difference in improvements between Simpson and Konecny 
reduced from 36% (in (1)) to 20% (20.8 ± 3.8 vs 16.6 ± 6.2 respectively). These 
improvements in uncertainty can be seen by comparing Figure 7.5 (b) and (c).  
 
3. While emissions estimates using MCD64A1 burned area were comparable to those 
from Landsat derived burned area for some land cover types (i.e. swamp/scrubland, dry 
rice and bare land), it underestimated emissions from forest covers. Furthermore, the 
uncertainty was 7% and 3% higher than Landsat-based estimates using the broad- and 
land-cover-based methods respectively. These improvements in uncertainty can be 
seen by comparing Figure 7.5 (b) and (d). 
 
4. There was a 1% improvement in overall emissions estimates when emissions factors 
from Smith et al., (2017) or Wooster et al., (2018) rather than Akagi et al., (2011) or 
Huijnen et al., (2016).  
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Figure 7.5. Carbon emissions estimates from fires in different land cover types over the Wider 
Berbak Landscape, and their uncertainty for the years between (a) 1989-2002 and (b) 2002-
2015 (both using Landsat-derived burnt area and DoB from (Simpson et al., 2016)) and (c) 
burned area Landsat, but DoB from Konecny et al., (2016) and, (d) burned area derived from 
from MCD64A1 for 2002-2015.  
7.4.3 Case study: Baseline emissions estimates for the Tahura and 
Berbak National Park and their costs 
Fires destroyed large swathes of peatland and peat swamp forest in 2015 (Figure 7.5). 
Emissions from peat fires were 1.48 times greater than from forest combustion in the Tahura. 
Peat burning emitted 1.89 ± 0.75 Tg C compared to 1.27 ± 0.32 Tg C. In Berbak National Park, 
peat emissions were 2.6 times greater than forest burning emissions, being different to the 
Tahura because 45% of the fires occurred on swamp scrubland, whereas nearly all the fires 
burned Primary Forest in the Tahura. To put the economic costs of these fires to scale, the 
approximate costs of these fires can be calculated by estimating the CO2 equivalent emissions 
conservatively and assessing the current costs for offsetting those emissions. In a hypothetical 





















scenario where the Tahura/Berbak National Park had been managed to prevent the spread of 
wildfire under a REDD+ style scheme, 3.15 ± 0.81/2.09 ± 0.54 Tg C emissions (from peat and 
AGB combustion) could have been foregone. The Tahura’s fires emitted 11.6 ± 3.0m tonnes 
CO2 equivalent in 10 years, which would cost £87 ± 22m  to offset. For Berbak the 7.7 ± 2.0m 
tonnes of CO2 equivalent would cost slightly less, at £57 ± 15m to offset (Fox, 2018). The 
difference in emissions and costs between Tahura and Berbak were caused by the burned area 
on peat soil and primary forest in the Tahura being double that in Berbak (Table 7.2). It should 
be noted that these economical estimates are indicative only and exclude the costs of 
firefighting efforts, damage to infrastructure, soil and water quality, human health (etc). The cost 
of the fires is estimated at £11.5 billion nationally for the 2015 fire event alone (when the 






Figure 7.5. The 10 year baseline period (2005-2015) showing burned area and burn frequency 
for the Taman Hutan Raya Protection Forest and Berbak National Park, on peat and non-peat 
soils. The burned area data is from the Landsat Reference Burned Area dataset from Chapter 
6, which is derived from Relative difference normalised burn ratio, a spectral index well suited to 



























Table 7.2 A breakdown of the landcovers that were affected by fire in the 10 year baseline 
period between 2005 and 2015 in two protected forest areas; the Taman Hutan Raya (Tahura) 
and Berbak National Park. 
 















Peat soil  1 
             
4,599  
      
10,168  
             
3.25  
           
55.37  
 2                204  
        
1,168  
             
0.14  
             
6.36  
 3  
           
341                  -    
             
1.86  
 4  
             
49                  -    
             
0.27  
 5                1                  -    
             
0.01  
Non-peat 1 
             
5,100   
             
3.61                  -    
 2                  47   
             
0.03                  -    
Primary forest  
             
5,423  
      
11,715  
             
3.83  
           
63.79  
Swamp/scrub  
             
4,527   
             
3.20                  -    
Bare land     
             
20                  -    
             
0.11  
 
    Burned area (ha) Burned area (%) 











Peat soil 1 4,599 10,168 3.25 55.37 
 2 204 1,168 0.14 6.36 
 3  341                 -   1.86 
 4  49                 -   0.27 
 5  1                 -   0.01 
Non-peat 1 5,100 
 




0.03                 -   
Primary 
forest  





3.2                 -   
Bare land     20                 -   0.11 
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7.5  Discussion 
This analysis has specified four ways of reducing uncertainty in emissions estimates from 
tropical peat fires, in order of importance; improving depth of burn estimates, stratifying the 
burned area and frequency errors by land cover type, using high-resolution remote sensing to 
delineate burned area, and also using in-situ estimates of emissions factors. Using depth of 
burn data collected in this thesis, emissions uncertainty was calculated to be 21% using the 
IPCC-recommended approach for quantifying uncertainty. Uncertainty in depth of burn 
translates to the largest uncertainties in emissions estimates (Lohberger et al., 2017), using 
depth of burn data from Konecny et al., (2016) yields 36% greater uncertainty in emissions 
estimates than data from this thesis. Using default the IPCC Tier 1 method, emissions 
uncertainty was 51%, and from Ballhorn et al., (2009) it was 55%, whereas Konecny et al., 
(2016) did not provide an uncertainty estimate. This improvement was the result of ultra-high 
resolution topographic analysis of a burned scar in Indonesia (Simpson et al., 2016). 
Furthermore, linking burn history and depth of burn provides even more uncertainty benefits 
because as the total depth of burn increases with successive burns, the measurement errors 
remain the same, therefore the error term decreases proportionately and decreases overall 
uncertainty. 
By stratifying the landscape and estimating uncertainty based on the confidence intervals from 
the confusion matrix of burned area per land cover type improves uncertainty in emissions 
estimate by 21-32% because the land covers which burned the most were also the most 
accurately detected (i.e. primary and secondary forest). This approach forms the basis of IPCC 
Tier 2 emissions calculations, and while many previous studies may not have quantified 
uncertainty in this way, they have provided stratified emissions estimates (Gaveau et al., 2014; 
Giglio et al., 2013; Lohberger et al., 2017; Page et al., 2002; Rossi et al., 2016). Improvements 
were observed using both MCD64A1 and Landsat-derived burned area, even though MCD64A1 
burned area accuracy was low. This method also permits the potential for upscaling on a 
regional or national scale; should further work provide updated, more accurate parameters per 
land cover (e.g. improved depth of burn, emissions factors, or bulk density) then this will provide 
even greater benefits in uncertainty reduction.  
Uncertainty improvements of 3-7% can be made by using Landsat data (30 m resolution) rather 
than MODIS data (500-1000 m) because – for example - the former captures burned area from 
small fires that are omitted by the latter (Chapter 6). MCD64A1 underestimated burned area by 
33% (or 39,749 ha) for the period 2002-2015 compared to Landsat-derived burned area, giving 
much lower emissions estimates and higher uncertainty estimates. As shown in Chapter 6, the 
differences in LRBA and MCD64A1 burned area estimates were extremely variable between 
years, and so a generic correction factor could not be calculated and applied to adjust 
MCD64A1 data for the omission of smaller burned areas <100 ha. Furthermore, the accuracy of 
MCD64A1 was much lower for all land cover classes, which was reflected in the high 
uncertainty. GFED4.1s and the Landsat-based emissions estimates from this thesis were very 





















similar despite the lower burned area estimates from MCD64A1, this is in part due to the small-
fire contribution to burned area which was estimated using the methods from Randerson et al., 
(2012) and included in the GFED4.1s algorithm which uses MYD14A1 active fire and MODIS 
normalised burn ratio data (Giglio et al., 2013). Between 2001-2010, small fires contributed an 
additional burned area equal to 90% of that mapped by MCD64A1 in South East Asia 
(Randerson et al., 2012), however the small fire burned area contribution was estimated at a 
maximum of 45% for the Berbak Landscape between 2002-2015. This contribution is likely to be 
less than 45% given that GFED4.1s uses a higher depth of burn estimate than in this thesis. 
Without a correction for small fires (as used in GFED4.1s), MCD64A1 is inaccurate and 
contributes to delivering higher uncertainties in the final emissions estimates. 
Using the most up-to-date emissions factors from in-situ surveys can provide absolute 
uncertainty improvements of 1% compared to laboratory-based assessments as the dynamics 
of peat combustion are characterised more clearly (i.e. the gas ratios from smouldering vs 
flaming combustion are measured over more sites, and there have been significant 
improvements in the measurement of CH4) (Smith et al., 2017; Wooster et al., 2018). While 
these improvements are small, they are important for quantifying emissions of other 
atmospheric pollutants that are highly toxic to human health and the environment on a regional 
scale (Aouizerats et al., 2015; Hayasaka et al., 2014; Reddington et al., 2014; Wooster et al., 
2018). 
Clearly further detailed analysis of depth of burn characteristics on the site-scale would not only 
provide more robust burn depth estimates, but also yield greatly improved emissions uncertainty 
estimates. The method outlined by Simpson et al., (2016) is versatile and accurate enough to 
implement in any area that was surveyed by LiDAR before a burn event and is ideal to answer 
such research questions. If repeated in areas with different land covers, with different above 
ground biomass levels, the relationship between depth of burn and land cover could be 
characterised empirically and therefore be estimated more robustly from remote sensing data.  
There was not enough cloud-free data from pre-2002 available for burned area analysis. 
According to the analyses in this thesis, peatland and forest burning increased after 2002. 
However, a lack of cloud-free data meant there were long intervals between cloud-free images, 
and therefore sampling effort differed between before and after 2002. It is suggested that the 
1997 wildfire episode was not fully captured in terms of burned area, as this episode is widely 
regarded as causing more damage than in 2015 (Fanin and van der Werf, 2017; Huijnen et al., 
2016). 
7.6 Conclusions 
According to the estimates in this chapter, peat burning contributes approximately 2.5 times 
more carbon emissions than the fires burning the above ground biomass in this tropical 
peatland environment. Given that only a small proportion of the total vertical peat column is 
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burned during each fire event, it shows that degraded peatlands have enormous potential to be 
large GHG sources. Some of the uncertainty around the extent of these emissions can be 
reduced by following some of the recommendations in this chapter, however better specification 
of depth of burn appears to be the most important term with respect to peatland emissions 
uncertainty reduction. This emphasises the need for peatland restoration for areas such as 
Berbak National Park, which still have intact tropical peat swamp forests, meaning further 
degradation (and consequently emissions) can be avoided. Areas such as Tahura, where nearly 
all the forest has already burned are likely to continue to be degraded, and will suffer future 
subsequent peat fires, continuing to contribute large amounts of atmospheric GHG emissions. 
The potential for Berbak National Park as a REDD+/VCS project is huge because most of the 
forest is still unaffected by fire, and it is unfortunate that the Berbak Carbon Initiative and ZSL’s 
involvement in any future carbon project in Jambi was abandoned.  





















8 CONCLUSIONS AND 
FURTHER WORK 
8.1 Development of PhD Project Context 
This chapter evaluates the extent to which the research aims and objectives in this PhD project 
were met through the research conducted. The overall aim of this PhD project was to provide 
emissions estimates from peatland fires in the context of a planned Indonesian peatland 
REDD+ demonstration project. A secondary aim was to examine the uncertainties behind these 
emissions estimates, and provide ways in which these maybe further reduced. While the 
REDD+ demonstration project in Jambi (the Berbak Carbon Initiative) was ultimately not taken 
forward, the study area is representative of many other peatland landscapes in Indonesia; huge 
areas have been drained by the installation of canals, some of the primary tropical peat swamp 
forest is “intact” (although it is no long pristine due to drainage, degradation and wildfire damage 
around the edges), and much of the forest and /or peatland has been converted to industrial 
plantations (palm oil, rubber or acacia plantations). 
In 2014 there was no national measurement, reporting and verification (MRV) scheme for 
REDD+ in Indonesia, which also reflected what little political traction there was behind REDD+ 
and peatland protection as a whole. The project was designed in conjunction with ZSL so that 
the PhD outputs would assist in furthering the REDD+ project development in Jambi. When the 
Berbak Carbon Initiative was halted, detailed contact between the author and ZSL Indonesia 
largely ceased, and as a result it became difficult to remain current with progress in Indonesia, 
and the research scope broadened beyond the scope of REDD+ and ZSL. The focus of the 
project shifted towards examining broader scientific questions (i.e. Chapters 5-7).  
Furthermore, after the commencement of this PhD project, there occurred the worst Indonesian 
fire season since 1997-18, when in 2015 an El Nino related drought enabled the normal level of 
landscape fire to become greatly magnified, affecting a huge area of peatland across Indonesia 
and causing billions of dollars-worth of damage (Huijnen et al., 2016). Partly in response to 
these fires, and previous episodes, the Indonesian Government has invested heavily in a 
National Action Plan for Greenhouse Gas Emissions Reduction and made extensive plans for 
peatland conservation and rewetting via the Badan Restorasi Gambut (BRG, Peatland 
Restoration Agency). The BRG aims to restore 2 million hectares of peatland by 2020 by 
curbing peatland degradation and conversion, determine sustainable future land uses, 
implementing rewetting and canal blocking measures, and improve good governance of 
forested peatlands- including installing 207 dams in the Tahura to reverse the negative effects 
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of drainage (Wardhana, 2016). This is an example of the speed at which developments 
peatland conservation have been made between 2014-2018.  
8.2 Review of Research Aims 
The following section examines how each empirical chapter contributes towards scientific 
knowledge in the context of peatland fires and estimating their emissions: 
Chapter 4: Develop a low-cost, high-accuracy methodology for assessing depth of burn (DoB) in 
an Indonesian tropical peatland environment. 
 This chapter is the PhD project’s greatest contribution to peatland fire research, providing a 
new and in-depth dataset on peatland depth of burn and burn heterogeneity. The research 
methods were novel in the use of a cheap and readily available UAV and RGB camera system 
to acquire airborne photographs for the synthesis of an ultra-high resolution DTM. This 
methodology is applicable to areas that have already been surveyed by airborne LiDAR before 
the fire, as LiDAR can penetrate overlying vegetation (Ballhorn et al., 2009). Over 4,800 km2 of 
Indonesian peatlands were surveyed by airborne LiDAR in April and May 2015, which provides 
huge potential for the further application of this methodology after peat fires have passed 
(Hooijer and Vernimmen, 2016). The chapter also outlined a method for modelling a pre-burn 
DTM from the post-burn DTM without the need of airborne LiDAR data, showing the potential 
for a novel methodology to be developed. The UAV is particularly useful for measuring depth of 
burn because it can be mobilised in a matter of days, contrary to airborne LiDAR which must be 
commissioned and planned at great expense. The method also demonstrated the flexibility of 
the UAV platform for other purposes also, such as mapping burn heterogeneity when ash is still 
present on site.  
In the original context of providing depth of burn measurements for the Berbak Carbon Initiative 
(and ZSL), the aims of this chapter were met, as the method was designed to be applied by 
local peat scientists, and was cost effective enough to be applied on a project scale. The 
chapter delivered more than what was planned, mainly owing to the availability of pre-burn 
airborne LiDAR data, which was used to develop a pre-DTM, but also to test the accuracy of the 
DTMIDW modelled from post-burn UAV data alone.  
Further work leading from this chapter could include: 
a) Development of more depth of burn estimates from different land covers (using 
airborne LiDAR data to create the pre-burn DTMs). This would involve 
conducting further field surveys with the UAV (no terrestrial laser scanning 
would be necessary, saving time). This is also important for upscaling the depth 
of burn estimates to the wider landscape.  





















b) Development of pre-burn peat surface DTMs from post-burn DTMs modelled 
from the UAV dataset. This would also require pre-burn ground control data 
and/or pre-burn airborne LiDAR to evaluate the accuracy of the DTMIDW. 
c) It was demonstrated that peat burns deepest around the roots of trees. When 
peat fires pass through a forest many of the trees fall because their roots are no 
longer stable in the soil (because it has been burned around the roots). When 
the tree falls, the root mass is rotated from a horizontal plane to a vertical plane, 
and in doing so the volume of the root mass is removed from the peat horizon. 
It is hypothesised that a significant proportion of the measured “depth of 
burn” can be attributed to subsidence caused by the removal of root 
mass from the ground. Using the ultra-high resolution point clouds from UAV 
photogrammetry, it would be possible to estimate the volume of tree root 
masses (by applying a similar method to Disney et al., 2018 who used TLS 
point clouds)and also the volume of the burn pits in the peat. By comparing 
these two volumes, it might be possible to correct depth of burn estimates for 
uprooting.  
d) Given the versatility of the UAV platform, it would also be possible to survey 
burning peatland sites over a series of days to map in great detail how peat 
burns in situ. It is hypothesised that peatland fires spread faster in scrubland 
than forests because of the availability of dry and combustible plant material on 
the surface which facilitates flaming fires.  
Chapter 5: Assess how vertical vegetation structure affects the accuracy of a DTM from an 
airborne LiDAR scanner (ALS) in a forest environment. 
As previously alluded to, the fieldwork in this chapter would have been more difficult, or 
impossible to undertake in Indonesia. The dense canopy would block the GPS equipment 
needed to georeferenced ground control points to an accuracy <0.05 m, and the dense ground 
vegetation (e.g. ferns) will block the line of sight for the total station. The protocol in this chapter 
was used by a field team at the Institut Teknologi Bandung (Bandung Institute of Technology) to 
assess DTM errors in Indonesia, however their ground control points were not accurate enough 
to test DTM accuracy as in this chapter. No previous studies had explicitly classified vegetation 
structure in this way and used this metric as an explanatory variable to DTM error as a response 
variable. This relatively simple survey yielded important results because it demonstrates that 
ferns a groundcover vegetation can block ground returns thus leading to overestimated ground 
heights in DTMs.  
Further work leading from this chapter could include: 
a) In order to provide correction factors for each type of vegetation structure 
category, the survey should be repeated over many different sites in order to 
population a representative sample of survey plots. Following stratification of 
vegetation structure, the correction factors could then be upscaled.  
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b) In the context of peat swamp forest, the methodology should be applied to 
forests on near flat terrain to simulate the topography of a tropical peat swamp 
forest. By filtering the DTMs at ever increasing gridcell sizes (e.g. 10-50 m), the 
optimum grid cell could be established for the different vegetation structures. It 
is hypothesised that in order to achieve accurate DTMs in areas 
dominated by ferns, gridcells of at least 20 m should be used to filter out 
the vegetation signal. 
Chapter 6: Assess the accuracy of the MCD64A1 MODIS burned area (BA) product in a tropical 
peatland environment. 
The MCD64A1 MODIS burned area product provides burned area for the Global Fire Emissions 
Database (GFED), and therefore its accuracy and coverage is of great importance in 
greenhouse gas emissions accounting. The chapter used two methods for assessing the 
accuracy and coverage of MCD64A1 in a tropical peatland environment, finding that small fires 
are widely omitted and burned area can be both under- or overestimated compared to reference 
datasets, depending on the year. Previous studies in different biomes (e.g. Siberian croplands 
or African savanna (Tsela et al., 2014; Zhu et al., 2017)) have focused on many different 
locations over one timestep. This chapter evaluated how MCD64A1 performed in the same area 
over 8 different fire years. The results were highly variable, suggesting the need for further 
validation work on MCD64A1 in this environment. Furthermore, the accuracy of the reference 
datasets themselves was assessed; showing that LiDAR data has great potential for burned 
area delineation (by assessing vegetation structure changes as a proxy for burned area). The 
Sentinel-1-derived burned area reference dataset proved to be inaccurate, perhaps owing to the 
wet ground conditions or standing dead trees affecting backscatter values, or inadequate 
processing methodology (i.e. Lohberger et al., (2017) vs Verhegghen et al., (2016). Relative 
difference normalised burn ratio (RdNBR) from Landsat data was a good reference dataset, its 
high accuracy was potentially explained by its independent of pre-burn vegetation, contrary to 
dNBR (Miller and Thode, 2007). Given this peatland landscape was a mosaic of different 
landcovers, RdNBR was a sensible index for burned area delineation. The accuracies of the 
different burned area products were also assessed as a function of landcover, some land 
covers (e.g. forests were consistently more accurate than scrubland). Finally, in this chapter, the 
extent and pattern of burning within two protected forest areas was reported for the use of GHG 
emissions estimates.  
Further work leading from this chapter could include: 
a) For the purposes of REDD+ and future peatland management, a risk map of peatland 
fires could be produced using some of the datasets that were processed in this chapter.  
b) There is great scope to map the spread of fires in relation to canals and other drainage 
courses. Indeed the further work in (a) would not be possible without mapping peatland 
hydrology to assess burned area in response to proximity and density of drainage 
canals. The use of highly detailed geospatial data could improve upon previous 





















projections made using GFED (Marlier et al., 2015). It is hypothesised that areas of 
peatland at risk from fires could be mapped based on their landcover, burn 
history, and proximity to canals and roads.  
Chapter 7: Demonstrate how improvements in depth of burn and burned area accuracy can 
produce GHG emissions estimates and contribute towards constraining uncertainty in GHG 
emissions from peatland fires in Indonesia. 
The original aims of the PhD project involved producing emissions estimates from peatland fires 
in the context of a REDD+ project in Berbak. This exercise is made more meaningful by 
assessing the peatland burns across the wider landscape, as most of the GHG emissions are 
from peat fires, which do not necessarily occur in forests. This chapter uses uncertainties 
derived from the depth of burn methodology in Chapter 4, and the burned area work in Chapter 
6 to attempt to constrain uncertainties in GHG emissions. The chapter discusses the four ways 
to improve uncertainty, the most important being to improve depth of burn estimates. While 
uncertainty improvements were made compared to previous studies, there are further 
improvements to be made: 
Further work leading from this chapter could include: 
a) The effects of the small fire boost that was adopted in GFED4.1s was not 
explicitly tested in this chapter, however the work of Zhang et al (in press) 
suggests that the small fires boost in agricultural landscapes in China do not 
capture fully the burned area from smaller fires. In this chapter, GFED4.1s 
produced better GHG estimates than GFED4 (which does not use the small 
fires boost). Further work explicitly measuring the area of the small fires boost 
over several different fire seasons would allow its performance to be 
quantitatively be assessed.  
b) The emissions uncertainty model in this chapter accounts for the effects of burn 
history, and land cover classification, but this is by no means exhaustive. 
Further work could include other factors which may improve uncertainty such as 
distance to canal, where areas closer to canals burn deeper than areas further 
away (Hooijer et al., 2014; Konecny et al., 2016). To provide a full inventory, 
such models could include AGB emissions from scrub, but these are shown to 
make small contributions compared to peat combustion (Lohberger et al., 
2017). Furthermore, the use of pan-tropical above ground biomass maps could 
also be used in conjunction with burned area to capture the heterogeneity in 
wildfire emissions from vegetation combustion (Avitabile et al., 2016; Baccini et 
al., 2012; Saatchi et al., 2011).  
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8.3 Final remarks 
This PhD project and thesis has examined fire dynamics in a tropical peatland in 
Sumatra, Indonesia. In their pristine states, they accumulate more atmospheric carbon 
dioxide than they release; they are carbon sinks. This peatland in Jambi, amongst all 
others in Indonesia has been drained and degraded, and burned multiple times. Every 
time a peatland burns, greenhouse gases are emitted to the atmosphere that will not be 
re-absorbed as they would be if it were (re-growing) vegetation that were burning. The 
peatlands have been damaged to the point that they are now net carbon sources, and 
fires are globally significant catalysts in this process. These degraded peatlands have 
two potential fates; further conversion to industrial plantations (with increased fire 
occurrence), or restoration through rewetting and sustainable management. The latter 
option may be funded by financial mechanisms such as REDD+ or the VCS scheme, 
however without improving emissions quantification and uncertainty, REDD+ is perhaps 
less likely to gain credibility as a sustainable industrial sector than it otherwise would. It 
is therefore hoped that the work presented in this thesis may contribute to better 
quantifying GHG emissions from peat fires in other areas, supporting sustainable 
schemes such as REDD+, and eventually help lead to the protection of existing peat 
swamp forests and peatlands in Indonesia.  
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