Abstract-This paper analyzes the stability and performance of pitch filters in speech coding when pitch prediction is combined with formant prediction. A computationally simple stability test based on a sufficient condition is formulated for pitch synthesis filters. For typical orders of pitch filters, this sufficient test is very tight. Based on the test, a simple stabilization technique that minimizes the loss in prediction gain of the pitch predictor is employed to generate stable synthesis filters. Finally, it is observed that the quality of decoded speech improves significantly when stable synthesis filters are employed.
I. INTRODUCTION
I N the speech coderi considered in this paper, two nonrecursive prediction error filters are used to process the incoming speech signal. The first which removes nearsample redundancies is referred to here as the formant predictor. It is followed by the pitch predictor which removes distant-sample based redundancies. The resulting residual signal after both formant and pitch prediction is then coded for transmission. An adaptive predictive coder (APC) places these predictors in a feedback loop around the residual quantizer. An additional quantization noise shaping filter can also be employed to reduce the perceptual distortion in the decoded speech [ 11, [2] . An alternate description of an APC coder uses an open-loop predictor configuration and a noise feedback filter [ 3 ] . A block diagram of such a configuration is shown in Fig. l . This type of open-loop arrangement is also used in code-excited linear prediction (CELP) [4] . In CELP, the coding is accomplished by selecting the candidate waveform (from a dictionary) that best represents the residual. Also, noise shaping is accomplished implicitly in the process of choosing a representational residual signal.
In both APC and CELP, the residual signal or the selected codeword (after scaling by the gain factor) is passed through a pitch synthesis and a formant synthesis filter to reproduce the decoded speech. The filtering in the synthesis phase can be viewed in the frequency domain as first inserting the fine pitch structure and then inserting the spectral envelope (formant structure). The synthesis Manuscript received June 13, 1986 ; revised January 12, 1987 . This work was supported by the Natural Sciences and Engineering Research Council of Canada.
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IEEE Log Number 8714483. filters are recursive and potentially may be unstable. For the formant filter, the autocorrelation [ 5 ] , modified covariance [ 11, [6] , or Burg [7] methods can be used to determine filter coefficients which ensure stability of the formant synthesis filter. The procedure to determine a set of pitch predictor coefficients can result in an unstable pitch synthesis filter. This paper addresses the stability and performance issues of the pitch filter by formulating a computationally simple stability test based on a tight sufficient condition, introducing a stabilization technique, and evaluating the performance of the resulting suboptimum predictor. The effect of unstable pitch synthesis filters on decoded speech is also examined for a CELP system.
It should be noted that the filters in the speech coder are updated frame by frame and hence form a time varying system. Conventional notions of stability are in essence asymptotic properties of systems. In speech coding, an "unstable" filter may persist for a few frames (often corresponding to an interval with increasing energy-see the experimental results cited later), but eventually periods of stable filters are encountered. This means that, in practice, the output does not continue to increase in am-. plitude with time.
Consider the canonical case of an all-zero prediction error filter in cascade with a quantizer, followed by an allpole synthesis filter. The quantizer can be modeled as adding noise (possibly correlated with the signal) to the residual signal. As long as the synthesis filter is the inverse to the prediction error filter and the filter coefficients are updated in step, the signal component emerges unaltered. For the signal component, stability is not a problem because of polelzero cancellation. However, the quantization noise passes through only the synthesis filter. An "unstable" synthesis filter can cause the output noise to build up during the period of instability and can lead to degraded speech quality.
The effect of the quantization noise may be measured in a number of different ways. If the quantization noise is modeled as white noise, the output noise power can be expressed as the input noise power multiplied by the power gain of the filter. The power gain is the sum of the squares of the filter coefficients. The sufficient stability test introduced later results in a power gain for the pitch synthesis filter that is less than unity.
FORMANT AND PITCH PREDICTORS
The formant predictor has a transfer function Nf F ( z ) = akz-k.
(1)
The order Nf is typically between 8 and 16. The system function of the noise feedback filter is related to that of the formant predictor and is expressed as N ( z ) = F( z /y ), where 0 < y < 1.
The pitch predictor has a small number of taps (typically 1-3 ) centered around a large delay M corresponding to the estimated pitch period in samples. The system function for the predictor is
At the receiver, the formant and pitch synthesis filters have transfer functions & ( z ) = 1 / ( 1 -F ( z ) ) and H p ( z ) = 1 / ( 1 -P ( z ) ) ) , respectively.
In the case of a pitch predictor, both the value of M (pitch lag) and the predictor coefficients have to be determined. The conventional strategy to determine the pitch lag is to search for the lag corresponding to the peak value of the correlation of the input signal [referred to as d ( n ) ] to the pitch predictor [ 13. The search range is often limited to those pitch values encountered in speech. After the value of M is determined, the coefficients of P ( z ) are found by minimizing the mean-square value of the residual over a frame size of N samples [ 11, [6] . This covariance-type formulation results in a linear system of equations +fl = a, where + is a matrix of correlation terms, p is the vector of predictor coefficients, and a is a vector of correlation terms. Specifically for a 3 tap predictor, the system of equations is where A normalized quantity related to e2 will be used in the sequel as the performance measure. The prediction gain is defined to be the ratio (in decibels) of the energy of the signal at the input to the predictor to the energy of the prediction residual.
STABILITY TEST FOR PITCH SYNTHESIS FILTERS
The covariance formulation does not guarantee that H p ( z ) is a stable function. To ensure stability, the de-
zeros within the unit circle in the z-plane. The polynomial D ( z ) is sparse in that it is of high order but has few nonzero coefficients. The Schur-Cohn procedure is a necessary and sufficient stability test [SI. Furthermore, an implementation can take into account the sparse nature of the characteristic polynomial of a pitch synthesis filter. Appendix A gives the general form of this test and shows how it can be applied to pitch synthesis filters. The SchurCohn test will be used later to evaluate the tightness of the test developed in this paper.
The Schur-Cohn test specialized for the case of pitch synthesis filters has a computational complexity which is proportional to the order (approximately equal to the pitch lag). The complexity of such a test is still large for pitch lags encountered in practice. In the following sections, a simple alternative test based on an asymptotically tight sufficient condition is derived. In addition, the new test will allow for the simple stabilization of unstable pitch synthesis filters.
A . Simple Su$cient Test
Two different sufficient tests will be developed. The first is a simple sufficient test, which will also serve to introduce the notation. The second is the final asymptotically tight sufficient test.
where n -1 The left-hand side can be upper bounded,
Then, a simple sufficient condition for stability is that the sum of the moduli of the coefficients be less than one. This simple test is well known (e.g., [lo, p. 2253 ) and can be applied to any filter. For pitch filters, B (z ) = z " P ( z ) , where n is the,highest power of z -l in P ( z ) . The sufficient condition for stability becomes lP1l 1 1taP
This test is both necessary, and Sufficient for a 1 tap filter. As will be shown later, this test applied to 2 tap filters also becomes asymptotically necessary and sufficient as n increases.
B. Tight Suficient Test
A further examination of the expression for I B ( e i e ) 1 will lead to a tight sufficient test for a 3 tap pitch filter. The 1 and 2 tap pitch filters will be special cases of the 3 tap filter.
For a 3 tap filter, B ( z ) = p1z2 + p2z + p3. For convenience, define a = p1 + p3 and 6 = p1 -p3. (12) Then, B ( z ) evaluated on the unit circle becomes B ( e j e ) = + d cos 8 + jb sin 81. (13) The bracketed term in (1 3) defines an ellipse in the complex plane with center p2. The major axis is I a I if p, and p3 have the same signs, or I b I if p1 and p3 have opposite signs. The two cases are illustrated in Fig. 2 . A sufficient condition for stability is that the ellipse iie entirely within the unit circle. Since the cases p2 > 0 and p2 < 0 are symmetrical, the analysis proceeds by using I p2 I. Also, 
I P I I + l P 2 l + I P 3 I 1.
or equivalehtly if
If p1 and p3 have opposite signs ( 1 a 1 < I b 1 ), the analysis is more complicated. The condition 1 o2 I + 1 a 1 < . 1 ensures that no point on the minor axis lies outside the circle. This is a necessary condition for the ellipse to lie within the unit circle and will be assumed to be satisfied for the following discussion.
The aim is to establish the hitical conditions on, 1 a 1, I b 1 ; and 1 p2 I which, cause the ellipse to be tangent to the circle. Such a case is shown in Fig. 2(b) . ,Let 8, be the vaiue of the angle 8 which gives tangency. Since the case for I p2 I is being considered, it suffices to consider 0 I ec I 7~ /2. A point of tangency occurs at X when the length of OX is equal to unity,
In addition, tangency requires that X be the point on the ellipse that is furthest away from the origin, which in turn requires that the derivative of the left-hand side of (16) be 2) If 1 a I < I b 1, the satisfaction of the two following conditions is sufficient for stability: P2 is greater than zero in about 90 percent of the frames.
'A frame was considered to be voiced when the pitch prediction gain was greater than 1 dB.
Given that p2 > 0, the number of voiced frames in which PI and ,B3 have opposite signs is about 3.7 times the number of voiced frames in which they have the same signs. the sum of the moduli of the coefficients is less than 1. This is equivalent to the simple sufficient test given earlier.
C. Further Examination of the Suficient Condition
The sufficient test defines a stability region for 3 tap filters that is independent of the order n. Consider first the simple sufficient test ( 1 PI 1 + 1 p2 I + ,L13 1, < 1 ). The stability region can be viewed in (@, , P2, p3) space as a region bounded by 8 flat surfaces. The volume enclosed is 4 / 3 units.
The stability region described by the tight sufficient test has two types of surfaces. Four of the surfaces are flat and coincide with the flat surfaces of the simple sufficient test. The other four surfaces bulge out significantly beyond the flat surfaces. The volume enclosed can be determined in closed form and is calculated to be 16 /9 units. Fig. 3 shows a contour plot of the stability region defined by the tight sufficient test for p3 2 0. A plot for p3 5 0 is a mirror image reflected about the vertical axis. It can be shown that this stability region is enclosed by a unit sphere and hence, the sum of the squares of the coefficients (power gain) is less than unity.
Both the magnitude and phase of B ( e J e ) determine the necessary and sufficient conditions. If the stability ellipse lies entirely inside the circle of unit radius, all of the roots of D ( z ) are inside the unit circle in the z-plane. As some combination of the parameters I a 1, I b I, or I p2 1 is increased, the stability ellipse will emerGe outside the circle of unit radius and the roots of D ( z ) will eventually cross the unit circle. The critical combination of parameters which cause roots to lie on the unit circle can be determined from
The points at which the ellipse crosses the unit circle correspond to points which satisfy the above equation in magnitude. For a given n, these intersection points correspond to phase angles which may or may not satisfy the above equation. However, as n increases, the phase angles which satisfy the above equation become increasingly dense. In the limit of large n , as soon as the stability ellipse crosses the unit circle, at least one root of D ( z )
crosses the unit circle. This indicates that the stability ellipse must lie entirely within the unit circle. The stability test given earlier becomes both necessary and sufficient in the limit of large n. The necessary and sufficient conditions as determined by the Schur-Cohn test define a region which depends on the order n. This region is bounded by four types of sur- faces. Two surfaces are flat and coincide with the flat surfaces for the regions described above. Two other surfaces bulge slightly but become flat in the limit of large n. Two other pairs of surfaces bulge significantly and coincide with the bulging surfaces of the tight sufficient test in the limit of large n. The symmetries of the surfaces switch depending on whether n is even or odd. Fig. 4 shows the stability region determined by the Schur-Cohn test for n = 7 and p3 1 0. This rather small value of n is used to accentuate the differences between this region and that determined by the sufficient test. Note also that the contour with p3 = 0 is the stability region for the 2 tap filter with n = 6.
It remains to ascertain how tight the sufficient test is for finite n. The area and volume enclosed by the true stability regions for 2 and 3 tap filters were computed using numerical integration techniques for various values of n. The boundaries of the true stability regions were computed using the simplified Schur-Cohn procedure described in Appendix A. The region defined by the sufficient test is contained in that defined by the Schur-Cohn test. Fig. 5 shows the percent differences between the areas and volumes enclosed by the sufficient test and the Schur-Cohn test for 2 and 3 tap filters. It is observed that the percent difference decreases rapidly as n increases. The lowest order of a pitch filter is typically around 20. Even at this low order, the difference in volume is below 1 percent. For higher orders, the sufficient test is very tight and involves much less computation than the SchurCohn test.
D. Extension to Circles of Arbitrary Radius
The sufficient condition can be extended in order to de- imum modulus theorem is used to derive the condition IB(rejs) I < rn. The condition 1 p1 I < r n is necessary and sufficient for 1 tap filters. For 3 tap filters, a more detailed examination ofIB(reJe)IisdoneinthesamefashionasforIB(eis)(. The conditions are given below. The 3 tap case subsumes the 2 tap case. Hence, the condition for 2 tap filters is merely I p1 1 r + 1 p2 1 < r'.
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Conditions for 3 Tap Filters: Let a = P1 r 2 + 0 3 and
IV. STABILIZATION PROCEDURE In each frame of speech, the predictor coefficients are calculated by using the covariance formulation. Then, the stability test is used to determine whether the corresponding synthesis filter is stable. If the filter i s found to be stable, np modification of the coefficients is made. However, if the filter is unstable, a stabilization procedure is wed to find a new set of coefficients. It is assumed that the pitch estimate M remains unaltered. Note that the new coefficients are used for both the pitch predictor and the pitch synthesis filter. Therefore, the prediction gain is reduced at the analysis stage. A major concern in performing stabilization i s to keep the loss in prediction gain to a minimum. Consider three different stabilization strategies which demonstrate 'different possibilities,
A. Scaled Coeficients
The first Stabilization method is based on a feedback control viewpoint. The predictor is use6 in the feedback path of the synthesis filter. Stabilization is accomplished by varying the feedback gain. This action is equivalent to multiplying each predictor coefficient by the same factor c. As c varies, the poles of the synthesis filter move along the root loci, The stability test given above will be used to determine the factor c so as to guarantee that all the poles lie within the unit circle.
Consider a vector of predictor coefficients p that minimizes the mean-square prediction residual energy. After scaling by a factor c , the vector of predictor coefficients is 0' = c p = p + 6. This results in a suboptimum predictor for which the energy of the residual is E ' = + 8 T@6, where is the minimum residual energy for an optimum predictor [see ( 6 ) ] . The quantity 6 Tc&S represents the excess residual energy resulting from the use of a suboptimum predictor. Since 6 = ( c -1 ) p, the excess residual energy is ( c -1 )2pT+p. It is observed that as c deviates from one, the loss in prediction gain increases. Note that the largest value of c which stabilizes an unstable filter lies in the range 0 < c < 1. Therefore, in order to minimize the loss in prediction gain, c must be as close to one as possible and at the same time give a stable pitch synthesis filter. This procedure is referred to as the common scaling factor method.
Radial Scaling
A second stabilization strategy is to move the poles radially inward, each by the same proportion. The motivation behind such a method i s to produce a stable filter which preserves the frequency at which spectral features occur. Radial scaling is equivalent to using the transfor-
This stabilization procedure is related to the extended stability test for circles of arbitrary radius. The difference is that in a stability test, the value of r is given, whereas in the stabilization process, the value of r which results in marginal stability must be determined. For filters with more than 1 tap, the value of r must be found iteratively.
Use of the simple sufficient test [condition la) in the test], can simplify the determination of r.
Radial scaling involves multiplying the coefficient of zPi by rLi. For a 1 tap pitch filter, radial scaling is the same as the previous method. For a 3 tap filter, the new coefficients become
For typical values of M and for filters that originally have their roots only slightly beyond the unit circle, the factors multiplying the coefficients are very nearly equal. This argues for the case that in practice radial scaling is essentially the same as using the common scaling factor method. From another viewpoint, moving along the root loci using a single scaling factor is very nearly the same as radial scaling.
Experiments show that stabilization using radial scaling performs nearly the same as the common scaling factor method. Given the need for an iterative solution, radial scaling seems unnecessarily complex.
C . Reciprocul Poles
An often-suggested procedure to stabilize a filter is to replace each pole outside the unit circle by its reciprocal. This will preserve the frequency response of the filter, but in the case of a pitch synthesis filter involves factoring the high degree denominator polynomial. This may be impractical for filters with more than a single coefficient.
The loss in prediction gain associated with this technique can be more than when scaling the coefficients by a factor c. This can be seen by considering a 1 tap filter.
Suppose the filter is unstable with I /3,1 > 1. Replacing each unstable pole by its reciprocal is equivalent to scaling the coefficient p, by a factor which is smaller than if the poles had been brought just inside the unit circle. This implies a larger loss in prediction gain for the reciprocal pole strategy. Since the 2 tap and 3 tap cases subsume the 1 tap case, the reciprocal method can perform worse than simple scaling of the coefficients.
D. Scaling Procedure
In light of the foregoing discussion, stabilization will be accomplished by using the common scaling factor method. The value of the scaling factor c for the 1 and 2 tap cases is easily determined since the stability test in-volves only a single condition. The procedure for determining c needs some elaboration for the 3 tap case.
Again define, a = P1 + p3 and b = PI -p3. When I a I 2 (b\,thefactorcmustforce.lplI + ( P 2 ( + (P31 tobe at most equal to 1. The value of c which gives marginal stability is Corresponding to the simple sufficient test, this same value of c can be used for any a and b. However, using the tighter test will result in a larger value of c and hence will result in a smaller loss in prediction gain. If b2 5 I a I, marginal stability is achieved when the stability test ellipse for the scaled coefficients is tangent to the circle with Oc = 0. The appropriate scaling factor is
After applying this scaling factor, it can be shown that condition 2b)i) remains satisfied.
If b2 > 1 a 1, there is a point of tangency for the scaled ellipse (for 0 < c < 1 ) for which 0 < 0; 4 ?r /2. 
V. EXPERIMENTAL RESULTS
The experimental results were derived by implementing a CELP coder. In CELP, the representational waveform is chosen from a set of entries in a codebook constructed of Gaussian random numbers with unit variance. Conceptually, each entry in the codebook (see Fig. 6 ) is scaled by the gain factor, filtered by H p ( z ) and H F ( z ) , and subtracted from the original speech to form a difference signal. This signal is passed through a weighting filter W ( z ) N ( z ) ) . The error is formed by squaring and averaging the filtered difference signal. The entry in the codebook that gives the smallest error is used to represent the residual and its index is transmitted.
The experimental conditions involved the use of a 10th-order formant predictor (coefficients determined by using the modified covariance method) and a 3 tap pitch predictor. The speech was sampled at 8 kHz and divided into frames of length 80 samples (these short frame lengths tend to exacerbate the stability problem). Forty sample blocks of the residual were compared to a codebook of 2'' = 1024 waveforms. The parameter y = 0.8 was used in implementing the weighting filter W( z ) . The performance of the suboptimum predictor that results from the appli- cation of the common scaling factor method and the effect of unstable pitch synthesis filters on decoded speech were investigated. The database consisted of six sentences, three of which were spoken by males and three by females.
A. Perjormance of the Suboptimum Predictor
The common scaling factor method ensures at least marginal stability since the scaled stability ellipse lies entirely within the circle except for a point of tangency. Complete stability is achieved by subtracting a small quantity from the calculated value of c. For the coder under study, the average prediction gain achieved by the covariance formulation is 4.18, 5.32, and 5.71 dB for 1, 2, and 3 tap filters, respectively. The average loss in prediction gain associated with stabilization is 0.03, 0.26, and 0.21 dB for 1, 2, and 3 tap filters, respectively.
A strategy employed in previous studies [ll] , [12] involves the use of a 1 tap filter whenever a 3 tap filter is found to be unstable. Experiments reveal that this approach diminishes the prediction gain by an average of 1.07 dB when an unstabilized 1 tap filter is used, and 1.11 dB when a stabilized 1 tap filter is used. This is a significantly larger loss than the 0.21 dB that results when using a stabilized 3 tap filter.
In an APC system, output speech quality is degraded when the quantizer clips high-amplitude portions of the residual signal [13] . The 3 tap pitch filters outperform 1 tap filters since they tend to further reduce the peak values of the residual signal [14] . In view of this, stabilization of 3 tap filters is preferred to a scheme which b.acks off to a 1 tap filter during frames of instability. This is also true for a CELP coder since the codebook entries (which are constructed from Gaussian random numbers) more closely resemble a residual which is free of high-amplitude pitch pulses.
B. Effect of Instability on Decoded Speech
Decoded waveforms for unstabilized and stabilized pitch filters are shown in Fig. 7 for the sentence "cats and dogs each hate the other" (spoken by a male). be annoying. Also, background noise is more dominant in portions of waveform (2) VI. SUMMARY AND CONCLUSIONS Formant and pitch filters are essential components of both the transmitter and receiver in low bit rate speech coders. Algorithms that ensure the stability of the formant synthesis filter are available. However, the covariance formulation can result in an unstable pitch synthesis filter. This paper provides a computationally simple but tight sufficient test for pitch synthesis filters that is independent of the order n. A closer examination reveals that this test is both necessary and sufficient in the limit of large n and involves much less computation than the Schur-Cohn test. For typical orders of pitch filters, the sufficient test is very tight. This sufficient test has also been extended to check if the denominator polynomial of the system function has all its roots within a circle of arbitrary radius r centered at the origin.
From the sufficient stability test, three different stabilization techniques are suggested. The first technique involves scaling the predictor coefficients by a common factor. A second technique involves scaling each of the poles radially inward. This is equivalent to scaling the predictor coefficients by different factors and requires the solution of a nonlinear equation. The third method of replacing each pole outside the unit circle by its reciprocal is not practical since it involves the factoring of a high degree polynomial. The first technique is judged to be the most practical and the common factor is chosen to minimize the loss in prediction gain at the analysis stage. The actual average loss in prediction gain is negligible. The simple stabilization procedure derived from an efficient stability test can be easily implemented as part of a coding system in a real-time environment.
It is finally observed that decoded speech generated by a CELP coder improves in quality when stable pitch synthesis filters are used. Degradations in the output speech manifest themselves either as background noise or as pops when unstable pitch synthesis filters are used. These undesirable sounds are clearly audible when a set of consecutive frames of high input energy have unstable filters or when the value of C j I pi 1 is large in an isolated frame of high input energy.
APPENDIX A SCHUR-COHN TEST
The Schur-Cohn test [8] can be used to determine whether or not the roots of a polynomial D( z ) = + alz + * -+ anzn are within the unit circle. This test has been shown to be equivalent to the procedure to convert a set of predictor coefficients to reflection coefficients and then checking that their magnitudes are less than unity A sequence of polynomials of decreasing order Do ( z ) ' to Then, the number of coefficients is reduced by one at each successive stage and the test terminates when the last condition I aiM," I > I aiM) I is examined.
