We consider two methods of defining a regression analogue to a trimmed mean. The first was suggested by Koenker and Bassett and uses their concept of regression quantiles. Its asymptotic behavior is completely analogous to that of a trimmed mean. The second method uses residuals from a preliminary estimator. Its asymptotic behavior depends heavily on the preliminary estimate; it behaves, in general, quite differently than the estimator proposed by Koenker and Bassett, and it can be rather inefficient at the normal model even if the percent trimming is small. However, if the preliminary estimator is the average of the two regression quantiles used with Koenker and Bassett's estimator, then the first and second methods are asymptotically equivalent for sYmmetric error distributions.
where y' = (Yl""'y ), X is a nxp matrix of known constants whose i-th row is -n
x., S' = (Sl""'S ) is a vector of unknown parameters, and Z' = (Zl""'Z) is -p n a vector of independent identically distributed random variables with unknown distribution function F. Despite the advantages, including efficiency when F is normal, of the least squares estimator of~, this estimator is inefficient when F has heavier tails than the Gaussian distribution and possesses high sensitivity to spurious observations. This inefficiency to heavy-tailed F has been amply demonstrated for the location submodel by a Monte-Carlo studỹ (Andrews (1972) ) and by asymptotics, e.g., Table 1 of this paper. The presencẽ of spurious data can be modelled by letting F be a mixture of the distribution function of the "good" data, say standard normal, and that of the "bad" data, say normal with variance exceeding 1. S~ch an F will have, heavier tails than a normal distribution, and inefficiency with heavy-tailed F appears to be closely related to sensitivity to outliers. Huber (1977, p. 3) states that "for most practical purposes, 'distributional robust' and 'outlier resistant' are interchangeable." For the location model, three classes of estimators have been proposed as alternatives to the sample mean, M, L, and R estimators; see Huber (1977) for an introduction. Among the L-estimates, the trimmed mean is particularly attractive because it is easy to compute and is rather efficient under a variety of circumstances.
•
As with M-estimates, trimmed means can be used to form confidence intervals. Let TM(a) be the a-trimmed mean, let Y(i) be the i-th order statistic, and with k = rna], define (This can be easily seen from Theorems land 2 of deWet and Venter (1974) .)
Therefore if we define z to be the (l-y)th quantile of the standard normal is a large sample confidence interval. Tukey and McLaughlin (1963) suggest replacing Zy/2 by the (1-y/2)th quantile of the t distribution with (n-2k-l) degrees of freedom. Huber (1970) uses a heuristic argument to justify a different choice of degrees of freedom, which is somewhat too complex to give here. Gross's (1976) Monte~Carlo study of the distribution of TM(a)/S (a) indicates that the validity (agreement of nominal and actual significance level) of these confidence intervals will not be wholly satisfactory if n is small (he studies n = 10 and 20), but with F non-normal they appear to be as valid as the standard confidence interval based on the sample mean and standard deviation and the t distribution with n-l degrees of freedom. Gross also suggests a more conservative interval procedure. Hogg (1974) favors trimmed means for the abo'Ve reasons, and because they can serve as a basis for adaptive estimators. -Stigler (1977) applied robust estimators to data from 18th and 19th century experiments designed to measure basic physical constants. He concluded that "the 10% trimmed mean (the smallest nonzero trimming percentage included in the study) emerges as the recommended estimator." 
The value of k is determined by the trimming proportion a of the trimmed mean, F, and the choice of s. In the scale non-invariant case (s =1), n n -1 k = F (I-a). The practicing statistician who knows only his data may find his intuition of more assistance when choosing a compared with k.
We do not believe that trimmed means are always preferable to M-estimates, but rather that they are worthwhile alternatives to M-estimates, particularly to Huber's M-estimate .
For the linear model, Bickel (1973) has proposed a class of one-step A L-estimators depending on a preliminary estimate of~, but, while these have good asymptotic efficiencies, they are computationally complex and are apparently not invariant to reparameterization.
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In this paper we consider two other methods of defining a regression analogue to the trimmed mean. In the location problem, both estimates practice of examining the residuals from a least squares fit, removing the points with large (absolute) residuals, and recalculating the least squares solution with the remaining observations. Generally, there is no formal A rule for deciding which points to remove, but~PE is at least similar to this practice.
The second method of defining an analogue to the trimmed mean was proposed by Koenker and Bassett (1978) , who extend the concept of quanti1es to the 1inea~model. Let 0 < e < 
1\
-1 2 -1 -1 2 definite), then the covariance of~KB(a) is n a (a,F)Q , where n a (a,F)
is the variance of an a-trimmed mean from a population with distribution F.
1\ 1\
In this paper we develop asymptotic expansions for~(e) and~KB(a) which provide simple proofs of Koenker and Bassett's Theorem 4.2 and their
1\
conjecture about the asymptotic covariance of~KB(a).
The close analogy between the asymptotic distributions of trimmed means
and the trimmed least squares estimator~KB(a) is remarkable. A result that is perhaps even more surprising is that the distribution of the estimator
1\ 1\
PE depends heavily on that of the preliminary estimator~O. In particular, using least squares or least absolute deviations as the preliminary
1\
estimator results in versions of~PE which are inefficient at the normal 1\ model and which are not regression analogues to the trimmed mean (as is~KB)'
(By a version of~PE we mean~PE for a particular~a' )
Our results are such that we are able to find a version of f PE which corresponds to a trimmed mean when the error distribution F is symmetric.
The "right quantiles,
choice" for fa is the average of the ath and (l-a)th regression
Hogg (1974, p. 917) 
Besides its nice asymptotic covariance, f KB has another desirable property. In the location model, if F is asymmetric then there is no natural parameter to estimate. In the linear model, if the design matrix is centered so one column, say the first, consists entirely of ones and the remaining columns each sum to zero, then our expansions show that for each o < a <w here~(a) is a vector whose components are all zero except for the first.
Therefore, the ambiguity about the parameter being estimated involves only the intercept and none of the slope parameters. However, this is also true for M-estimates (see, e.g., Carroll and Ruppert (1979) or Carroll (1979) In section 2 we give notation and assumptions. In section 3, asymptotic 
Notation and Assumptions.
Although~, X and! in (1.1) depend upon n, this will not be made explicit in the notation. Let e' = (1,0, .
•. ,0) (lxp) and let I be the pxp p identity matrix. Whenever r is a scalar, r = reo For 0 < P < 1, define
. Also, suppose 0 < ex l <~< ex 2 < 1, and define~l =~and ex l
) denote the p-variate Gaussian distribution with mean ex 2 pand covariance L:. We will make the following assumptions throughout. Cl. F has a continuous density f which is positive on the support of F.
C2. Letting (xiI' ... ' X ip ) , =~i be the i-th row of X, xiI = 1 for i = l, ... ,n and n I x~. = 0 for j = 2, .
•. ,p .
o .
C4. There exists positive definite Q such that
We will assume that~1 = O. By C2, this involves no loss in generality.
Assumption C5 is satisfied by many estimators, including the LAD (least absolute deviation or median regression) (see Corollary 5.1) and, if 2 Eel < 00, the LS (least squares) estimators.
1\
The residuals from the preliminary estimate~O are Let r ln and r 2n be the [na]th and [n(l-a)]th ordered residuals, respectively. indicates which observations are not trimmed. Thus
where (X' AX) is a generalized inverse for X' AX. (Later we show that
Slnce~KB behaves similarly to a trimmed mean, even for asymmetric F and for asymmetric trimming, we will not restrict ourselves to symmetric where (X' BX) is a generalized inverse of (X' BX). (Again, for n sufficiently large X' BX will be invertible.) Let where G and H are given functions. We then show that in many special cases 12 (including LS and LAD) the latter term in (3.1) can be further expanded so
for some function H*. It is then a simple matter to obtain the limit !.z 1\ . distribution of n (. §.PE-. §.) from (3.2).
In this section we only consider symmetric trimming, so we assume a l = 1 -a Z = a. Now define a =~2f(~2) -~lf(~l) and c. = (I-ee')x. = (O,x'Z, ... ,x. )'. The specific relationship of form (3.1) -J.
-J. J. J.p is:
Theorem 3.1. As n -+ 00"
We will call the first entry of S the intercept and the remaining entries will be called the slopes. Since premultiplication of a vector by (I-~~') simply replaces the first coordinate by 0, the first two terms on the RHS of (3.3) represent the ,slope estimate~. Note the similarity (and the differencel) between the first term ,and a representation of the
The second term indicates the contribution of the preliminary estimate to the trimmed LS estimate; this contribution is only to the slope estimates.
Since only the first coordinate of~is non-zero, the third term on the RHS of (3.4) is a representation of the intercept estimate and is identical to a representation of the trimmed mean in the location model (cf. Corollary 3.1).
To specify the relationship of form (3.2) we make the assumption:
C6. For some function g,
As indicated above, C6 holds with g(x) = x if~O is the LS estimate. In this section we show that Theorem 3.2 leads to these basic conclusions A about f pE :
1) The intercept estimate is asymptotically unbiased if F is symmetric.
2) The slope estimates are asymptotically unbiased even if F is asymmetric.
15
3) The asymptotic variance of the intercept, which does not depend upon A the choice of~o' is that of the trimmed mean in the location model. In section 1, we defined a 8th regression quantile to be any value of b which solves (1.5). There may be multiple solutions, though in our few examples we found that the solution was always unique. However, the asymptotic results we present do not depend upon the rule used to select one. We suppose, then, that a definite rule has been used, and we denote A this solution by. §.(8).
1\
For~KB we obtain an asymptotic representation which is similar to 1\ those for~PE but perhaps simpler.
Theorem 5. so that asymptotically there is no difference between trimming with this preliminary estimate and using Koenker and Bassett's (1978) proposal.
(However, (6.2) does not necessarily hold if F is aSYmmetric.)
Notice that (5.1) and (6.2) imply that does not depend upon~O' and that the asymptotic covariance matrix of thẽ
slopes is Q 0 (a,g,F), where Q depends only on the sequence of design matrices. Therefore, we can compare the estimators by using only 02(a,g,F). and We-x) = -W(x). For discussion of Huber's Proposal 2 see Carroll and Ruppert (1979) . Several conclusions emerge from Table 1 .
1\ 1\
1)~PE (LS) and~PE (LAD) are rather inefficient at the normal distribution.
1\
2)~PE (RQ) is quite efficient at the normal model.
1\ 1\
3) Under heavy contamination (b large or E large)~PE (LS),~PE (LAD) , The proofs are similar to those of Theorems 3.1 and 3.2 and are omitted.
1\
Since~A is particularly easy to compute in the location model, it, is very suitable for Monte-Carlo studies. It is hoped that such studies will between the asymptotic and finite sample A In this s~ction we contrast the results obtained for different estimates when applied to two data sets: (i) the stackZoss data set given by Andrews (1974) and (ii) a set of measurements of water saZinity and river discharge taken in North Carolina's Pamlico Sound (see Table 2 ). The estimates we consider are listed in Table 2 
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1\ 1\
An important advantage of . §.PE(RQ) over . §.KB is that residuals from a preliminary estimate are rarely tied (at least in these data sets), and with
1\
. §.PE(RQ) one can have the actual percent trimming close to any specified a.
The observations deleted when calculating~PE(RQ,.lO) are 1, 3, 9, and 21
for the stackloss data and 1, 11, 13, 15, 16, and 17 for the salinity data.
Since both data sets have outliers, asymptotic theory and Monte-Carlo studies for the location problem (Andrews et al. (1972) ) lead us to expect
that LSE wil1be\\T?rs~~~~~EW w~l1 do~er:Y well,and~UBER, .~PE~RQ)' an~_
. §. I<B wil1 have roughly comparable performances. Of course, with these data the true parameters are unknown, and we can only measure performance by closeness of fit to the bulk of the observations, say with MAD or IQR (= interquartile range of the residuals). Using either MAD or IQR as criteria, our study does seem to agree with our expectations. The redescending M-estimator (ANDREWS) appears to be best overall.
Also, we have included~(.5), the least absolute deviation estimate.
Its performance was quite good here, but of course it is known to have rather poor efficiency at the normal model.
In Table 3 , we list the regression coefficients, MAD, and IQR for each estimator. Figures 1 and 2 are box plots of the residuals and were obtained from the SAS package.
Least squares computations were performed on SAS. Regression quantiles were computed using MPS/360, a linear programming package, and LPMPS, a preprocessor for MPS/360 (McKeown and Rubin (1977) ).
10. Summary.
We have considered two methods of defining a trimmed least squares Define V(~) = n 2 . l l/J e (Zi -.! i 6. n .2_ t;e) . Using the method of Jureckova
1=1
(1977, proof of Lemma 5.2) and (A4), we can show that for all E > 0 there exists n, K, and nO such that P( inf IV(6.) I < n) < E for n 2:: nO .
1~'6.1 > KNext, (AS) and (A6) allow us to conclude that 
The proof is very similar to that of Bickel's (1975) Lemma 4.1 and is omitted here, but it can be found in Ruppert and Carroll (1978) .
0
Proof of Theorem 3.1. For.Q.1 ' .Q. 2 in R P and t:. , Then using the fact that x. e = 1, we have Proof of Theorem 5.1. The proof is quite similar to the proof of Theorem 3.1 and can be found in Ruppert and Carroll (1978) . -----------------------------------_._--~---------~-------~----------------------------------------~~~---~--~-----. . 
+-----------------------~----------------------A---------------A-------------------A--------~-------~---------~~~-----+
