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F2 $=\{0,1\}$ 2 $n\geq 3,$ $n$ :






21(2 ). F2 $n$ $\mathrm{F}_{2}^{n}$
$C\subset \mathrm{F}_{2}^{n}$ 2 (binary linem block
code) (code) $n$ $C$
(length)
22. 0 $n$ 1












2.3( ). $C$ F2 , $d\mathrm{x}n$ $H$
$C=\{\mathrm{u}|H\mathrm{u}\equiv 0 \mathrm{m}\mathrm{o}\mathrm{d} 2, \mathrm{u}\in \mathrm{F}_{2}^{n}\}$
$H$ $C$
2.4 ( 2.2 ). 1 2 0
$(n-1)\mathrm{x}n$
$H=(\begin{array}{lllllll}1 1 0 00 1 1 0 0\vdots 0 0 1 \mathrm{l}\end{array})$
2.5( ). $C$ $C$ $\mathrm{F}_{2}$
F2, $\dim C\mathrm{x}n$ $C$ $G$
$C=\{\mathrm{u}G|\mathrm{u}\in \mathrm{F}_{2}^{\dim C}\}$
2.6 ( 22 ). 1 1 $\mathrm{x}n$
$G=(1,1, \ldots, 1)$
$G$ $H$








27( ). $P<1/2$ $\mathrm{c}=(c_{1}, \ldots, c_{n})\in C$
$\mathrm{r}=(r_{1}, \ldots, r_{n})\in \mathrm{F}_{2}^{n}$
$r_{i}\equiv c_{i}+e$: $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$i=1,$ $\ldots,$ $n$ $e_{i}$ $i$ $p$ 0, $1-p$ 1








(AWGN channel, additive white Gaussian noise channel)
2 (BPSK, binary phase shift keying)
[9]
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28( ). $\sigma>0$ $\mathrm{c}=$
$(c_{1}, \ldots, c_{n})\in C$ $\mathrm{r}=(r_{1}, \ldots, r_{n})\in \mathrm{R}^{n}$
$ri=\overline{c}_{i}+z_{i}\in \mathrm{R}$
$i=1,$ $\ldots,$ $n$ $\overline{c}_{i}=2c:-\dot{1}\in\{-1,1\},$ $z_{i}\in \mathrm{R}$
0, $\sigma^{2}$ $2=$












(probability of the decoder making amistake)
(maximum likelihood decoding) $\text{ }$




$\mathrm{r}\equiv \mathrm{c}+\mathrm{e}\mathrm{m}\mathrm{o}\mathrm{d} 2$ $d$ $H\mathrm{r}$
(syndrome)




3.1 ( ). $n$ 1
$\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}(1,$
$\ldots,$
$\mathfrak{y}\mathrm{C}\mathrm{F}\ovalbox{\tt\small REJECT}$ $\mathrm{r}\ovalbox{\tt\small REJECT} \mathrm{c}\ovalbox{\tt\small REJECT}- \mathrm{e}\mathrm{m}\mathrm{o}\mathrm{d} 2$
$\min\{\mathrm{t}\cdot \mathrm{u}|H\mathrm{u}\equiv H\mathrm{r} \mathrm{m}\mathrm{o}\mathrm{d} 2, \mathrm{u}\in \mathrm{F}_{2}^{n}\}$ (1)
$\tilde{\mathrm{u}}\in \mathrm{F}_{2}^{n}$ . $\text{ }$ .
$\tilde{\mathrm{c}}\equiv \mathrm{r}+\tilde{.}\mathrm{u}$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$\tilde{\mathrm{c}}\in C$
(syndrome decoding) $\text{ }$
( [8]
)
32. $n=3$ , $C=\{(0,0,0), (1,1,1)\}$
$C$ $H$ 2.4
$H=(\begin{array}{lll}1 1 00 1 1\end{array})$
$(1, 1, 1)\in C$
$(0, 1, 0)\in \mathrm{F}_{2}^{3}$
$.i$
$(1, 0, 1)\equiv(1,1,1)+(0,1,0)$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$\mathrm{s}\in \mathrm{F}_{2}^{2}$
$\mathrm{s}=(\begin{array}{l}11\end{array})\equiv H(\begin{array}{l}101\end{array})$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$H\mathrm{u}\equiv \mathrm{s}\mathrm{m}\mathrm{o}\mathrm{d} 2$ $\{(0,1,0), (1,0,1)\}$
$\mathrm{t}=(1,1,1)$ 1, 2
$(1, 1, 1)\equiv(1,0,1)+(0,1,0)$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
3.2







$\max\{\mathrm{r}\cdot \mathrm{u}|H\mathrm{u}\equiv 0 \mathrm{m}\mathrm{o}\mathrm{d} 2, \mathrm{u}\in \mathrm{F}_{2}^{n}\}$ (2)
$\tilde{\mathrm{u}}\in \mathrm{F}_{2}^{n}$ $\tilde{\mathrm{u}}\in C$
$\tilde{\mathrm{c}}$
3.4. $n=3$, $C=\{(0,0,0), (1,1,1)\}$
$\mathrm{c}=(0,0,0)$ $\overline{\mathrm{c}}$
$\overline{\mathrm{c}}=(-1, -1, -1)$ $\mathrm{z}=(2,0, -1)\in \mathrm{R}^{3}$
$(1, 0,$ $-2)$ (0, 0, 0), (1, 1, 1)

















$C$ $H$ , $G$
4.1
3.1 (1) 33 (2)
41( ). F2, $d\mathrm{x}n$ $A=(a_{i,j})$ , F2,
$d$ b=(b $\mathrm{R}$, $\mathrm{n}$ $\mathrm{w}=(w_{j})$
($i=1,$ $\ldots,$ $d,j=1,$ $\ldots$ , n)
$\min\{\mathrm{w}\cdot \mathrm{u}|A\mathrm{u}\equiv \mathrm{b} \mathrm{m}\mathrm{o}\mathrm{d} 2, \mathrm{u}\in \mathrm{F}_{2}^{n}\}$ (3)
$\overline{\mathrm{u}}\in \mathrm{F}_{2}^{n}$






$\mathrm{a}_{j}$ $(j=1, \ldots, n)_{\text{ }}k$ $(n+d)$
$R=k[X_{1}, \ldots,X_{n}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{d}]$ $I_{A}$
$I_{A}=\langle X_{1}-\mathrm{Y}^{\mathrm{a}_{1}}, \ldots,X_{n}-\mathrm{Y}^{\mathrm{a}_{n}}, \mathrm{Y}_{1}^{2}-1, \ldots, \mathrm{Y}_{d}^{2}-1\rangle$
$k[X_{1}, \ldots, X_{n}]$ $\prec \mathrm{x}$ $k[\mathrm{Y}_{1}, \ldots, \mathrm{Y}_{d}]$ $\prec \mathrm{Y}$
$\prec_{\mathrm{X},\mathrm{w},\mathrm{Y}}$
42( (adapted monomial order)). $\mathrm{X}^{\mathrm{u}}\mathrm{Y}^{\mathrm{s}}\prec \mathrm{x},\mathrm{w},\mathrm{Y}$
$\mathrm{X}^{\mathrm{v}}\mathrm{Y}^{\mathrm{t}}\Leftrightarrow$
1. $\mathrm{Y}^{\mathrm{s}}\prec_{\mathrm{Y}}\mathrm{Y}^{\mathrm{t}}$
2. $\mathrm{s}=\mathrm{t}$ $\mathrm{w}\cdot \mathrm{u}<\mathrm{w}\cdot \mathrm{v}$
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Input: $A,$ $\mathrm{b},\mathrm{w}$ . $\mathrm{w}$
Output: $A,$ $\mathrm{b}$ $\mathrm{w}$ 4.1 $\mathrm{u}\in \mathrm{F}_{2}^{n}$
$1$ : $I_{A}$ $\prec \mathrm{x},\mathrm{w},\mathrm{Y}$ $\mathcal{G}$





(2 ) $\text{ }$
4.3(Lawrence Lifiing). $d\mathrm{x}n$ $A$ $(d+n)\mathrm{x}2n$
$\Lambda(|A)=(\begin{array}{ll}A 01 1\end{array})$
$A$ Lawrence Lifting 0 $d\mathrm{x}n$ 1 $n\mathrm{x}n$




$w_{\dot{l}}’$ $i=1,$ $\ldots,$ $2n$









$d\cross n$ $A$ , $\mathrm{b},\mathrm{w}$ 4 $d<n$
$A$ full rank
$A$ F2, $(n-d)\cross n$ $A^{\star}$
$A^{\star}A^{T}\equiv 0$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$A^{T}$ $A$ $A^{\star}$
$A^{\star}$
$\mathrm{a}_{i}^{\star}$ ($i=1,$ $\ldots$ , n-d)
$k$ $n$ $k[X_{1}, \ldots, X_{n}]$ $J_{A^{\star}}$
$J_{A^{\star}}=\langle$ $\mathrm{X}^{\mathrm{a}_{1}^{\star}}-1,$
$\ldots$ , X. $\mathrm{a}_{n-d}^{\star}-1,$ $X_{1}^{2}-1,$ $\ldots,$ $X_{n}^{2}-1\rangle$
$k[X_{1}, \ldots, X_{n}]$ $\prec \mathrm{x}$ $k$ [$X_{1},$ $\ldots$ ,X ]
\prec x,
51( (weighted monomial order)). $\mathrm{X}^{\mathrm{u}}\prec_{\mathrm{X},\mathrm{w}}\mathrm{X}^{\mathrm{v}}$
$\Leftrightarrow$
1. $\mathrm{w}\cdot \mathrm{u}<\mathrm{w}\cdot \mathrm{v}$
2. $\mathrm{w}\cdot \mathrm{u}=\mathrm{w}\cdot \mathrm{v}$ $\mathrm{X}^{\mathrm{u}}\prec \mathrm{x}\mathrm{X}^{\mathrm{v}}$
JA $\prec \mathrm{x},\mathrm{w}$
4.1
$\frac{}\mathrm{A}1\mathrm{g}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{m}2\mathrm{f}\mathrm{f}_{\backslash }^{-}\backslash \text{ }\Psi\nearrow\nearrow \text{ }\langle\infty \mathrm{F}\text{ }\mathrm{K}\mathrm{s}\dot{\supset}\iota J\check{\text{ } }{\mathrm{I}\mathrm{n}_{\mathrm{P}^{\mathrm{u}\mathrm{t}- A^{\star},\mathrm{b},\mathrm{w},*)}\text{ }}\backslash \text{ }U^{\backslash ^{\backslash }}A\mathrm{u}\equiv \mathrm{b}\mathrm{m}\mathrm{o}\mathrm{d} 2\text{ }\mathrm{u}\in \mathrm{F}_{2}^{n}\mathrm{L}^{\mathrm{B}}1,\mathrm{w}\mathrm{t}\mathrm{h}\ni \mathrm{F}\not\in_{\backslash }\text{ }}$
Output: $A,$ $\mathrm{b}$ $\mathrm{w}$ 4.1 $.\mathrm{u}\in \mathrm{F}_{2}^{n}$
1: JA $\prec \mathrm{x},\mathrm{w}$ $\mathcal{G}$





$\Lambda(H),$ $\mathrm{b}=(0, \ldots, 0, 1, \ldots, 1)$ $\mathrm{c}=(c_{1}, \ldots, c_{n})\in C$
$\mathrm{F}_{2}^{n}\ni\hat{\mathrm{c}}\equiv(1, \ldots, 1)-\mathrm{c}$ $2n$ $\mathrm{u}$
$(\mathrm{c},\hat{\mathrm{c}})$ 2
53. $\mathrm{w}$ 4 $A$ Lawrence
Lifting $\Lambda(A)$
$(A^{\star}A^{\star})\Lambda(A)^{T}\equiv 0$ $\mathrm{m}\mathrm{o}\mathrm{d} 2$
$(n-d)\mathrm{x}2n$ $(\Lambda(A))^{\star}$
$(\Lambda(A))^{\star}=(A^{\star}A^{\star})$
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