Abshact-This paper presents EMACs, a medium access protocol especially designed for wireless sensor networks.
T .
their own network,. allowing them to transport sensor data while requiring little power and transmission range is potentially 'the next big thing' to happen Ill.
Sensor nodes collaborate to be able to cope with the environment: they operate completely wireless, and are able to spontaneously create an ad hoc network, assemble the network themselves, dynamically adapt to device failure and degradation, manage movement of sensor nodes, and react to changes in task and network requirements.
There are many challenges in wireless sensor nerworks (WSNs). In our work we address in particular energy efficiency and the dynamics of a WSN. Where traditional communication protocol stacks assume an excess of resources and can spare the energy and memory to send many messages, the sensor nodes need to save on every bit that is transmitted to ensure an acceptable network lifetime. The approach is self-organizing and does not rely on base stations or central managers. The MAC protocol is efficient in transmitting short omnicast messages from higher networking layers and passes along valuable local topology knowledge to those layers. This allows for a tightly integration between MAC protocol and e.g. routing protocol. Special of the MAC protocol described in this paper is that it includes an algorithm to decide the grade of participation of a sensor node to create a connected network based upon local information only. Section 111 discusses the design of the EYES MAC protocol, that is especially designed for WSNs. We pay special attention to the decision mechanism that sensor nodes use in Section IV to either actively take p m in the network or to save energy by using resources of the backbone nodes in the network. Section V discusses our simulation results.
A. Relared Work
Although the research field of WSNs is relatively new, some interesting studies of MAC protocols for those can he found in literature. One of those protocols is the SMACprorocol [31, which we will use later on in this paper to compare results.
NETWORK ASSUMPTIONS
ENSORS equipped with transceiver, processor and mems ory will be deployed by the millions. Hence the costs of a single smart sensor must be at a minimum. This does not only translate to scarce resources -like energy and memory-in the sensors, but also to complexity of the hardware. During the design of the medium access protocol, we assumed a single channel transceiver, that has three operational states: transmit, receive and standby. Typically, transmitting consumes more power than receiving and standby lies beneath the power consumption of receiving by a factor 1,000 or more. Table I summarizes some parameters of a transceiver we use for prototyping in the EYES project.
Some nodes in the wireless sensor network can be mobile, while others are fixed in walls or other immobile objects. From a network point of view, this means that the network topology 07803-8255-2/o4p$2o.00 02004 IEEE.
can change over time. Hence the networking protocols must be able to cope with mobility and changes of network density. We assume that the change of network topology is low compared to network events and thus the mobility is assumed to be limited.
EMACS DESIGN OVERVIEW
N our research on energy efficient wireless sensor net-I works, we explore a medium access protocol whose operation is entirely distributed and localized. The main goal in designing a MAC protocol for WSNs is to minimise energy consumption, while limiting latency and loss of data throughput. Therefore, we have three modes of operation in our MAC protocol: active, passive and dormant mode. When a node is in active mode, It will contribute to the netw,ork by taking pan in forwarding messages to a destination and accepting data from passive nodes. Passive nodes on the other hand conserve energy by only keeping track of one active node, which can forward their data and informs them of network wide messages. The nodes in dormant mode put themselves in a low power state for an agreed amount of time or, for example, when their power source tuns out of energy and has to be charged again using ambient energy, like light.
In many papers about MAC protocols for WSNs, the energy costs are only partly considered. Often energy consumption during switch time of the transceiver and transmission of preambles are neglected. In our MAC protocol we prevent transmission of short messages to which the preamble overhead is severe and we try to keep the number of transceiver state switches to a minimum.
A. Frames and lime S/ots
The medium access protocol is based upon time division multiple access (TDMA). Time is divided into rime slors, which nodes can use to transfer data without having to content for the medium or having to deal with energy wasting collisions of transmissions. After the frame length, which consists of several time slots, the node again has a period of time reserved for it. But unlike traditional TDMA, the time slots in our protocol are not divided among the networking nodes hy a central manager. In Section III-C, it is explained how the wireless sensors can autonomously pick time slots with local network knowledge only.
An active node performs three actions in its time slot (see Figure I ). For a short fraction of the time it listens for incoming requests from passive nodes (in the so called communication requesr (CR) section). Next, it transmits a shon control message (the traffic conrml (TC) section), which contains besides a possible acknowledgment to the request, also other control and synchronization information, such as a slot schedule table. Nodes listen to their neighboring TCs as well, and thereby are able to have knowledge of their local neighborhood. This knowledge is utilized for selecting appropriate time slots, and can been used by other networking protocols. The remainder of the time slot, the data section, can be used for the actual transfer of data from higher network protocol layers. A passive node neither controls nor claims a time slot. It chooses one active node to whose control messages it will listen and it files its requests, if any to this active node. This allows significant energy conservations in the passive nodes and the lifetime of the network is largely extended, certainly if the role of active and passive nodes is changed over time.
B. Coinmarticarion Request Secrion
Passive nodes do not control a time slot and therefore me not able to receive request from other passive nodes. The nodes can still transmit data by placing a request in the communication request section of an active node. Collisions of requests can occur, but the data rate in WSNs is low, so that we seldom expect a collision of requests. When a collision occurs, this is notified by the active node in its TC section and if the active node did not plan to use the data section for itself, it will allow the passive nodes to content for the medium in its data section.
The CR section consists of only a few bytes, namely: an identifier of the passive node and the request type. A special kind of request is the node announcement. This request is made by nodes that become active and want to notify other active nodes of their existence, so they can participate in network activity.
C. Tra& C o n r d Section
Every node in the network that is active, transmits a TC section in its time slot. This TC section is, so to say, the heart beat of the network. Since these sections are always transmitted, new nodes in the network can use this section to synchronize to the time slot rate. The beginning of the TC section is timed precisely and the section contains timing information, i.e. the time slot sequence number.
An active node that controls a time slot, identifies itself in the TC section with an ID number. Requests from other nodes in the CR section are acknowledged in the TC section. When a collision of requests is detected, the requesting nodes are notified by a flag in the TC section. An active node addresses another node in its local neighborhood by indicating a request in the TC section of its time slot. The data will immediately been transmitted after the TC section. This saves the transmission of an extra preamble in the transmitting node. Routing protocols that allow messages to be routed over the ad hoc network, typically require the knowledge of the actual topology in order to efficiently route the packets over the network and to deliver them at the destination. By listening to TC sections of neighboring nodes, nodes have knowledge of the local topology. This assists routing and reduces the number of routing messages in the network. A special portion of the TC section is reserved to efficiently transmit the short omnicast messages that are generated by the routing protocol. 
D. Data Section
The data section is reserved for the actual data transfer. The format and length-up to the CR in the following time slot-of this section is completely free for use by the higher layers in the networking algorithms. This section is long compared to the other sections.
E. Choosirig a Time Slot
For the spatial reuse of time slots, the nodes use an algorithm based on local information only. As explained above, the active nodes transmit a small table in the TC. which contains what time slots the node considers to he occupied by itself and its one-hop neighbor nodes. This information can he efficiently encoded by a number of hits equal to the number of time slots in a frame. Nodes can pick a time slot when the slot is considered to be free by all its neighbors. This method ensures that a time slot is only reused after at least three hops and that -if no errors are made in choosing a time slot-no collisions will occur. In practice the CTS message in SMAC takes care of a similar distance between two transmissions at the same time. Figure 2 gives an example of how a new active node in the network can pick a time slot after it has discovered all its neighbors. Note that active nodes will only use their own time slot to transmit data.
IV. ACTIVE AND PASSIVE NODES N tlus section, we present an algorithm that is used to identify the nodes that actively participate in the networking tasks such as routing. The decision is taken locally according to information from the neighboring active nodes only. We present a local, distributed algorithm whose little control information is fitted into the TC section of the MAC-scheme presented in the previous section.
It becomes clear that the set of active nodes should form a connected dominaring subset of the nodes in the sensor network. A subset of nodes is called dominating if every node in the network is either in the set or can reach a node from this set by direct transmission. Thus the active nodes who know about the passive nodes in their neighborhood, may hold data until the recipient can be woken up and notified.
Since passive nodes do not actively participate in the routing process of the network, the set of active nodes is required to form a connected set. This way, each node of the network can eventually be reached by an ad hoc routing process. The set of active nodes is further on referred to as the connected active set of nodes. Nodes that need to be active to ensure the above properties are contained in this set. For the remainder of this section, we call only these nodes active.
I. :
Nodes that are not in this set are passive nodes. Note that passive nodes may well use a time slot and participate in the network, hut will in general redeem these rights.
A. Roles arid their encoding
In order to decide which nodes are active and passive, several roles are given to the nodes that are participating in the network. Such nodes that own a time slot periodically transmit a TC section, thus all surrounding nodes are informed about their neighbors and their AID. This AID is an indicator on what role the node is performing with respect to the connected active set.
These roles are given in Table 11 , together with their encoding in the AID field of the TC section. The anchor nodes are locally created to cover the network so that no two anchor nodes are direct neighbors. If an anchor node can reach (via other active nodes) all anchor nodes that are at most three hops away, the entire set of active nodes is connected. To achieve this, bridge nodes are introduced. There are two types of bridging nodes. A node that receives the TC sections of two or more anchor nodes is called a direct bridge. If two intermediate nodes are needed, these two nodes form a distributed bridge.
For the AID field, the first bit when using node IDS is always set to 0. This is done to identify bridges, which then have a leading 1 in the AID field. Also, the value given there is not mistaken for a possibly non existing node ID. Nodes that are not pan of the connected active set (passive nodes), hut participate in the network by owning a TC section, are identified by having an AID corresponding to the neighboring anchor node with lowest ID. This encoding also helps in identifying distributed bridges.
A special role is given by undecided active, which is mainly used when a node enters the network, e.g. by waking up, and that has not found a neighboring anchor.
Generally speaking, the anchor nodes form the main pan of the connected active set and are spread out and maintained over the sensor network, and the bridging nodes are then formed to connect the adjacent anchor nodes.
B. Local Decision Algorithm
Each node that enters the network, e.g. by waking up or being deployed, has to decide whether it is needed as part of the connected active set. This is achieved by the following algorithm. Additionally, this decision process is performed
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when a change in the local topology given by the active nodes occurs. This is witnessed by a change in a frame.
Neighboring anchor -If there are neighboring anchors, the node c m o t become an anchor itself. However, if there is no anchor identified, the lowest ID criterion is used to elect an anchor. For this, a node checks whether it is the undecided active node with the lowest ID in its neighborhood and becomes anchor node if this is the case. Else, it waits for undecided nodes with lower IDS to decided first. This follows the idea behind lowest-ID clustering [4] .
Bridging decision -If there are two or more anchor nodes in the neighborhood, a node checks whether there is already a direct bridge in the neighborhood connecting pairs of anchor nodes for which the XOR is also locally computed.
Become passive -A node that has come to the decision that it is not needed in the connected active set, does not drop out of the process immediately. For the next frame, it transmits its neighboring anchor with the lowest ID for distributed bridging detection. If after that no change in the neighborhood is detected, it can become inactive. Note that if there are undecided nodes, the undecided node with the lowest ID in the neighborhood is always able to decide on its role other than undecided. The undecided role is thus only a temporary one.
Obviously, a node that participates in the network as part of the CoMected active set consumes more energy than passive nodes. Therefore, the principle of role rotation is supported in our scheme. An active node can drop its status and become inactive. Surrounding nodes will detect this and adapt by creating a new anchor or bridge if needed for connectivity.
C. Discussion
The structure created by anchor nodes forms a maximal independent set, which is also a dominating set of the network, and bridging nodes are introduced to ensure connectivity.
Especially in a dense network, many nodes are capable of performing the connecting duties of bridges. In our approach, only a few bridges actually have to remain active, as other nodes in the area realize their redundancy by the AID field. Thus, overall we obtain a connected dominating set given by the active nodes that uses only few nodes.
Nodes that need not be active, hut have to participate in the network due to other reasons like actively reporting of sensor data are naturally supported. An estimate for the number of remaining active nodes N,,,,,, in a network with nodes and an average connectivity of A, , , is:
3.5NtOtd
Nactiue ^1 ~ &U,(1)
V. SIMULATION RESULTS
N this sechon we will discuss comparison results, obtained by simulation, between the SMAC protocol and the EMACs protocol. Both protocols have been implemented in the discrete event simulator OMNet++ [5], together with a framework for 1 . ; [6] ). In the multi-hop network two types of messages are generated and have to he delivered by the MAC protocols:
. Sensor data -These messages model sensor data. They are transmitted with a certain interval by five nodes in the network and have a fixed length of five bytes.
. Network control data -We use the dynamic source muting (DSR) protocol (see [7] ) to take care of routing in the multi-hop network, which consists of 46 nodes in total. The messages will he send to node with ID 1.
In the simulator, a physical layer with energy model is implemented to record the sending, receiving and standby energy consumption of the nodes. Additionally, switching between sending and receiving takes time and consumes energy. These parameters also have been taken into account. The respective data for the transceiver are taken from an RFM TR 1001 transceiver (see Table I ).
The nodes are randomly placed in a square area that has an area of 5 by 5 times the transmission range of a single node. The placement of nodes is equal for the SMAC and EMACs scenarios.
We use network lifetime as metric to evaluate the performance of the MAC protocols, since this metric is of actual interest in WSNs. In these simulations the network is said to be expired when 16 nodes have depleted their energy reserves. The five nodes which generate the sensor data and the sink node in the network are given an infinite energy budget. The network lifetimes are compared for both static and mobile cases. In the mobile case, all nodes move in the simulated area according to the random way-point model with random speed and waiting times. Figure 3 gives the simulated network life time results in the static network case and Figure 4 shows the mobile scenario. Note that both graphs are normalized to SMAC in the static network scenario where the network load is 0 messages per minute.
It is shown that the EMACs scheme prolongs the lifetime of the network 30% to 55% in the static case. In the mobile scenario the lifetime of SMAC degrades to 75% compared to the lifetime in the fixed network topology. The M A C S protocol clearly benefits from mobility in the network. It is able to extend the Mime with a factor of 2.2 to 2.7 compared to SMAC in the static case.
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Fiz. 4 . Comparison of network lifetime of SMAC and M A C S in a network where nodes a n mobile (the lifetime is normalized 10 SMAC with no load in the static scenaJio)
A. Discussion
In simulation we saw that EMACs does not deliver all messages when the network load is increased beyond 150 messages per minute, while SMAC was still capable of delivering all messages correctly. This is due to the fact that we did not implement a mechanism that glues messages together when nodes have to transmit more than one message per frame to the same destination.
It is interesting to see that the lifetime of SMAC in the static case is almost not dependent on the message frequency. This can he explained by the fact that the nodes use their receiver anyhow in the time interval they are awake. The additional energy, which is necessary to exchange messages at relatively large intervals in our simulation, is neglectahle compared to the energy used in the listen period. In fact we would expect that the lifetime of the network gets larger in some extend when messages are exchanged, because of the effect that neighboring nodes of the transmitter and receiver tum off their transceiver to prevent energy-waste in overhearing.
In the mobile scenario, the network has to cope with more routing messages, because routes have to he reestablished quite often. This explains why SMAC performs worse in the mobile scenario. Another effect SMAC suffers from in the mobile scenario is that when their are multiple synchronizers in the network, more nodes will adopt to the different sleep and listen schedules of the synchronizers, resulting in a larger (energy .consuming) listen periods for the nodes. EMACs is capable of lransmitting the additional routing messages in the mobile scenario at little additional cost, since these messages are efficiently transmitted in the TC section.
In the static scenario the EMACs protocol suffers from the fact that the roles acrive and passive are not changed, while in the mobile scenarios this roles are often changed, resulting in a better spreading of the energy consumption throughout the network. Hence the lifetime of the network can be improved to large extends. Not every node is needed to actively parlicipate in communication in the network for global connectivity. Hence the medium access protocol allows some nodes to be passive.
These passive nodes save energy by not controlling a time slot, but make use of a backbone in the network that is formed by active nodes. In this way, the medium access protocol overhead is greatly reduced for passive nodes. Passive nodes can communicate with active nodes, although this communication is not guaranteed to be collision-free. This paper presents a simple, yet effective algorithm for nodes to make the decision between the medium access protocol states "active" and "passive". Again, this decision is only based upon local information. By means of simulation we compared SMAC and EMACs protocols. We concluded that EMACs prolongs the lifetime of the network significantly compared to SMAC, especially in the case when the network topology is not fixed. EMACs is able to transmit the shon omnicast routing messages more energy efficient than the SMAC protocol and the protocol states "active" and "passive" contribute to a more even energy consumption in the network than in the case of SMAC in the mobile scenario.
Currently, we did not take any measures in the EMACs protocol that take care of gluing together messages to the same destination. In simulation we saw that this causes problems when the number of data messages is high in the network.
