Suppose ∆ is a dual polar space of rank n and H is a hyperplane of ∆. Cardinali, De Bruyn and Pasini have already shown that if n ≥ 4 and the line size is greater than or equal to four then the hyperplane complement ∆ − H is simply connected. This paper is a follow-up, where we investigate the remaining cases. We prove that the hyperplane complements are simply connected in all cases except three specific types of hyperplanes occuring in the smallest case, when the rank and the line size are both three.
Introduction
This paper is a follow up to a paper by Cardinali, De Bruyn and Pasini [4] . They proved that every hyperplane complement in a dual polar space is simply connected if the rank is at least four and there are four or more points on each line. In this paper we settle the remaining cases. The proof is split into three parts. The first is when the rank is four or more and the line size is three. Here we extend the methods used in Cardinali, De Bruyn and Pasini's paper. The second is where the rank is three and the line size is five or more. The methods in [4] do not work when the rank is three, but this is overcome by using some techniques developed for Phan theory [1] . The final section is the small cases left, namely rank three with three and four points per line; these are done computationally and this is where we find the only examples which are not simply connected.
Thus the combination of [4] and this paper establishes the following: Theorem 1.1 Let ∆ be a thick dual polar space of rank n ≥ 3, H be a hyperplane of ∆ and define Γ := ∆ − H. Then Γ is simply connected except for the cases of the singular hyperplanes in DW (5, 2) , where the fundamental group is π 1 (∆ − H, x) = C 2 ; and the extensions of classical ovoids in quads of DW (5, 2) and the singular hyperplanes of DH(5, 2 2 ), where π 1 (∆ − H, x) = C 2 × C 2 .
In the second section, we briefly discuss polar and dual polar spaces, hyperplanes and simple connectivity. We also review the relevant results from [4] . The third section deals with the proof in the case where the line size is three and the rank is at least four. We then tackle the case of rank three with at least five points per line in Section 4. Finally, in the last section, we deal with the remaining small cases. We describe the computational tools we use for these cases and state the results of the computation.
The authors are grateful to the referees, one of whom spotted a small error in an earlier version of this paper.
Previous results
Tits classified all thick polar spaces of rank at least three in [16] . In this he showed that all polar spaces, apart from a few exceptions with infinite lines, come from the totally isotropic or totally singular subspaces of forms on vector spaces. The form can be either symplectic, hermitian or (pseudo)quadratic. In order to have a uniform terminology, we call the totally isotropic or totally singular subspaces (depending on the type of the form) singular subspaces. We will use projective dimension when refering to the dimension of these. The singular subspaces naturally form a diagram geometry. If you view this diagram geometry as having points and lines corresponding to 0-dimensional and 1-dimensional singular subspaces, respectively, then this is a polar space. A polar space has the following diagram. • We refer to a singular subspace of dimension k (an element of type k of the diagram geometry) as a k-space. Let X be a singular subspace of a polar space Π. We define Res − (X) to be the set of singular subspaces properly contained in X. If X is any singular subspace of Π, then Res − (X) is a projective space.
One important property of a polar space is that given a point p and a line L, p is either collinear to exactly one point of L, or it is collinear to every point of L. In fact in [3] , Buekenhout and Shult show that for a non-degenerate thick polar space, this is the defining property.
If starting from the diagram you take the opposite view, and take points to be the (n − 1)-spaces and lines to be the (n − 2)-spaces, you get a dual polar space ∆ = Π * . This has diagram:
• Note that the k-spaces of a dual polar space ∆ = Π * are the (n−k −1)-spaces of the polar space Π. Furthermore, the points and lines fully contained in a k-space of a dual polar space, form a dual polar space of rank k. We call a 2-space a quad and a maximal-dimensional one, i.e. an (n − 1)-space, a max. Distance in a dual polar space is defined by distance in the collinearity graph. In particular, the maximum distance between two points in a dual polar space of rank n is n. Furthermore, two points at distance k lie in a unique k-space. Every k-space is convex, i.e. every shortest path between two points in a k-space lies fully in the k-space.
Given a point p and a k-space X in ∆, there is a unique closest point
for all x ∈ X. The point π X (p) is sometimes referred to as the gate, since there is a shortest path from p to a point in X which passes through the gate. This defines a surjective map π X : Π → X called the projection map. In particular, we also call π X (p) the projection of p to X. If U and V are two k-spaces at maximal distance (equal to n − k) from each other, then the restriction of π V to U is an isomorphism between U and V .
A subspace in a point-line geometry is a subset of points such that if it contains two points of a line, then it contains the whole line. A hyperplane, H, is a proper subspace which meets every line of the geometry. In the case of a dual polar space ∆, we note that k-spaces are subspaces of ∆, but that not all subspaces of ∆ are k-spaces. In particular, hyperplanes of ∆ are never k-spaces; they are however always maximal subspaces. It is easy to see that if X is a k-space of ∆, then either X lies fully in H, or H ∩ X is a hyperplane of X. A k-space, for k ≥ 1, which lies fully in H, is called deep.
One type of hyperplane of particular interest is the singular hyperplane H p . It is the set of all points at distance strictly less than n from a given point p. This point p is called the deepest point of H p . It is easy to see that if X is a non-deep k-space, then X ∩ H p is a singular hyperplane of X with deepest point π X (p). When the rank is two, ∆ is a generalised quadrangle and there are two other well-known types of hyperplane. We say a generalised quadrangle Q has order (s, t), if every line has s + 1 points and every point is on t + 1 lines. An ovoid is a set of points, which intersect every line in exactly one point. In a quadrangle of finite order (s, t), an ovoid has st +1 points. A subquadrangle is a quadrangle of lesser order contained in Q. We say a subquadrangle is full provided, if it contains two points of a line, then it contains all of the line (that is, it has the same value of s as Q). The following is a well-known result which can, for example, be found in [13] .
Lemma 2.1 [13, Lemma 2.2] Let Q be a generalised quadrangle of order (s, t) and H be a hyperplane of Q. Then H is one of the following:
(1) a singular hyperplane p ⊥ for p ∈ Q;
(2) a full subquadrangle of order (s, t ), where t < t; or (3) an ovoid.
We are interested in hyperplane complements in dual polar spaces. These are the so-called affine dual polar spaces, Γ := ∆ − H. This inherits the structure of a diagram geometry. In other words, the objects of the geometry Γ are the k-spaces which are not deep. We can view this new geometry in both a polar or a dual polar way, we call these Γ * and Γ, respectively. The polar points and polar lines of Γ are those corresponding to the (n−1)-spaces (i.e. maxes) and (n − 2)-spaces in ∆ which are not contained in H. Two polar points are collinear if and only if their intersection as maxes in ∆ is not deep. The dual polar points and dual polar lines of Γ are simply those points and lines of ∆ which are not contained in H. When it is clear whether we are taking the polar or dual polar view, we will just refer to points and lines. We will see later that Γ is always connected.
We now turn to the collinearity graph of a geometry. We will use the same notation for the geometry and its collinearity graph. The geometry is simply connected if all cycles (in the collinearity graph) are nullhomotopic. A cycle is geometric if it is contained in the residue of an element of the geometry. All geometric cycles are nullhomotopic. Thus, to show that a particular cycle is nullhomotopic, it suffices to decompose it as a product of geometric cycles. A cycle is isometric if the distance between two points in the cycle is the same as the distance between those two points in the whole collinearity graph. It is clear that any cycle can be decomposed as a product of isometric cycles, therefore we need only consider these. Hence, to show that every cycle is nullhomotopic, it is enough to show that every isometric cycle can be decomposed into geometric cycles.
Cardinali, De Bruyn and Pasini [4] proved Theorem 1.1 for rank n ≥ 4 and four or more dual points on every dual line. We quote some of their results here, and notice that their lemmas for 4-and 5-cycles apply also to the case of line size three.
Let ∆ be a thick dual polar space of rank at least three and H be a hyperplane of ∆. We will work with the polar version Γ * of Γ := ∆ − H. Since simple connectedness is defined regardless of the ordering of types in a geometry, it suffices to show that Γ * is simply connected.
In particular, we see from this that Γ * , and so also Γ, is, in fact, connected. Recall that we only need to consider isometric cycles. From the above lemma, we see that all isometric cycles have length at most five. Hence to prove simple connectedness, it is enough to look at triangles, quadrangles and pentagons. We call a triangle good if it is nullhomotopic (in particular geometric triangles are good); it is called bad otherwise. Note that in [4] they use a different definition of good and bad, but we restate their results using our terminology.
Throughout the rest of the paper, unless stated otherwise, ∆ is a thick dual polar space of rank at least three, H is a hyperplane of ∆, and Γ := ∆ − H.
Proposition 2.3 [4, Lemma 3.3]
Assume that ∆ has rank at least four and line size four or more. Then every triangle in Γ * is good.
Proposition 2.4 [4, Lemma 3.4]
Assume that ∆ has rank at least four. Then every quadrangle in Γ * splits into triangles.
Proposition 2.5 [4, Lemma 3.5] Assume ∆ has rank at least four. Then every pentagon in Γ * splits into triangles and quadrangles.
Line size three
This section covers the proof for the case where the line size is exactly three and the rank is at least four. In view of Propositions 2.4 and 2.5, we need only show that all triangles can be decomposed as products of geometric triangles. The proof is further split into two parts, when the rank is five or more and when the rank is exactly four. We start by quoting a technical lemma from [4] .
Lemma 3.1 [4, Lemma 3.1] Let ∆ be a dual polar space of rank n ≥ 1. Let H 1 , . . . , H l with l ≥ 1 be hyperplanes of ∆. If every line of ∆ has at least l + 1 points, then there exists a point in ∆ not contained in
What happens when the number of hyperplanes coincides with the number of points on a line? We need only consider the case of line size three. Throughout this section, let ∆ be a dual polar space with line size three and t + 1 polar points per polar line. So, for a given quad Q in ∆, there are t + 1 lines through every point of Q. We note that t = 2 if ∆ = DW (2n − 1, 2) and t = 4 if ∆ = DH(2n − 1, 2
2 ).
Proposition 3.2 Suppose ∆ is a dual polar space of rank n ≥ 2 with exactly three points on every line and suppose H 1 , H 2 and H 3 are hyperplanes such that
Proof. Assume for a contradiction that every max M is contained in at least one of the H i . Pick x ∈ H 1 ∪ H 2 . Such an x exists, otherwise H 1 and H 2 cover ∆, contradicting Lemma 3.1. If y ∈ H 3 , then d(x, y) = n, otherwise there exists a max M through x and y. The max M would then contain points outside of both H 3 and H 1 ∪ H 2 , contradicting our assumptions. Hence, H x , the singular hyperplane with deepest point x, is contained in H 3 . Therefore, H 3 = H x , since hyperplanes are maximal subspaces.
Since this is true for every x ∈ H 1 ∪ H 2 and the deepest point of a singular hyperplane is unique, ∆ − (H 1 ∪ H 2 ) = {x}. By symmetry, we have the analogous result for the other hyperplanes. Let H i have deepest point
Consider the collinearity graph for ∆. All points at distance n − 1 from x 1 are in H 1 , since it is a singular hyperplane. If a point is at distance n from x 1 , it is either x 3 , or it is contained in H 2 . Consider a point x at distance n − 1 from x 1 which is on a line L through x 3 . Then, there are t n−1 lines through x which are not fully contained in H 1 . None of these except L can contain x 3 , since two lines cannot have two points in common. These other lines must then have two points in H 2 , so since H 2 is a hyperplane, all these lines are fully contained in H 2 ; hence x ∈ H 2 . Now the line L which goes through x and x 3 must have its third point at distance n from x 1 , hence this third point must be in H 2 . Again, since H 2 is a hyperplane, L is contained in H 2 , which implies that x 3 ∈ H 2 , a contradiction. Corollary 3.3 Suppose ∆ is a dual polar space of rank n ≥ 2 with exactly three points in every line and suppose H 1 , H 2 and H 3 are hyperplanes of ∆.
Then there exists a line
and L to be any line on a. Otherwise, we have H 1 ∪ H 2 ∪ H 3 = ∆, and the claim follows by using Proposition 3.2 and induction on the rank n.
Proposition 3.4 Assume that ∆ has rank at least five and line size exactly three. Then every triangle in Γ * is good.
Proof. For a contradiction, assume γ = abca is a bad triangle. Then, in the dual polar space language,
is an (n − 3)-space fully contained in H, since γ is a non-geometric triangle.
Since I ij ⊆ H, let A ij ⊂ I ij be an (n − 3)-space not contained in H and disjoint from I. So, A ij ∩ H is a hyperplane of A ij .
Since A ij is at maximal distance from I in I ij , π I induces an isomorphism from A ij to I; hence
Since A ij is maximal in I ij , every point of I ij is at most distance 1 from A ij . In particular, a k and x k are collinear. Therefore, we have a max M which contains L and a 1 , a 2 and a 3 . Since a k ∈ H for each k, M ∩ M i ∩ M j is not contained in H. Hence, the triangles dabd, dacd, dbcd, where d = M , are all geometric triangles which decompose γ; a contradiction. This shows that all triangles are good, and together with Propositions 2.4 and 2.5 for quadrangles and pentagons, this completes the proof for rank at least five and three points per line. We now consider the case where ∆ has rank four and the line size is three. Here the proof is longer and we split it into several lemmas. Throughout, assume for a contradiction that γ = abca is a bad triangle. Switching to the dual polar space language, let M 1 = a, M 2 = b, M 3 = c, where the M i s are maxes in ∆. Fix notation, so that Q i := M j ∩ M k is a quad, whenever {i, j, k} = {1, 2, 3}, and define
Since γ is bad, L ⊂ H, but, as it is a triangle in Γ * , the M i and Q i are not deep in H, for each i.
Lemma 3.5 In every Q i , the hyperplane
Since each point in L must be the singular point of some hyperplane H i , and H i has a unique singular point, we have L = {q 1 , q 2 , q 3 }, where q i is the deepest point of the singular hyperplane H i in Q i . Proof. Consider the point q 3 . The lines through q 3 which lie in Q 3 are deep, but, since q 3 is not the deepest point of Q i for i = 1, 2, the t lines in Q i apart from L are non-deep, for i = 1, 2. Let L = L be one of the deep lines through q 3 in Q 3 , and pick N to be another line through q 3 , contained in M 1 but not contained in either 
, which is non-deep, and so the triangle dbcd is geometric and hence good. Similarly, dacd is a good triangle. Hence, since γ is bad, dabd must be a bad triangle. Now, by the same arguments as before, M ∩ M i ∩ H must be a singular hyperplane of M ∩ M i , with deepest point not equal to q 3 on L . In particular, the line N is non-deep. Therefore, all the t 2 lines in M 1 − Q 3 through q 3 are non-deep. By symmetry, we obtain the analogous result for the other q i . Proof. Let q i = q 3 . Pick a line L 3 through q 3 , which is not contained in
Suppose Q is deep. By Lemma 3.6, in M 3 there are exactly t + 1 deep lines through q 1 , all of which are contained in Q 1 . Since q 1 ∈ Q, the t + 1 deep lines must also be the ones in Q, hence Q = Q 1 . Therefore, N contains both Q 1 and Q 3 , that is N = M 2 , contradicting our choice of N . Hence, Q is not contained in H, and aeca and becb are actually triangles.
Since the triangle abea lies in a line and therefore is good, by assumption, one of the triangles aeca or becb is bad. Without loss of generality, suppose aeca is bad. Since M 1 ∩ N = Q 3 and M 1 ∩ N ∩ M 3 = L, by Lemma 3.6, we deduce that all t 2 lines through q 3 in N that do not lie in Q 3 , including L 3 , are non-deep. There are t + 1 maxes on Q 3 which intersect in exactly Q 3 , therefore the t 2 (t + 1) = t 3 + t 2 lines outside of Q 3 are all non-deep. By symmetry, we see the analogous result is true for q 1 and q 2 .
Proposition 3.8 Assume that ∆ has rank four and line size exactly three. Then every triangle is good.
Proof. Suppose for a contradiction that γ = abca is a bad triangle. Use the notation as before:
Now consider all quads containing L. There are t 2 + t + 1 in total. Three of them are Q 1 , Q 2 and Q 3 . By Lemma 3.7, the remaining t 2 + t − 2 ≥ 4 are therefore quads where at each point of L there is precisely one deep line (namely L) and t other non-deep lines. If Q is such a quad, then L is an isolated deep line in Q, in particular, Q ∩ H is not singular in Q. However, by Lemma 2.1, there are only two further types of hyperplane in a quad: subquadrangular, where each point on a deep line has two or three deep lines through it (for DW (7, 2) and DH(7, 2 2 ) respectively); and ovoidal, where there are no deep lines. Since Q has neither of these, we have a contradiction, and γ is decomposable.
Hence we have now shown that all triangles, 4-cycles and 5-cycles are good, so ∆ is simply connected if the rank is at least four and the line size is three.
Rank three
Here we deal with the case where the rank is three and the line size is at least five. Only Lemma 2.2 applies from before, so we need to show that three, four and five cycles are good. We will call elements of Π green or black depending whether they are, or respectively are not contained in Γ * . With this language we can state the following two properties of Γ * .
(1) If L is a line incident to a green plane then L is green. Similarly, if a is a point incident to a green line or a green plane then a is green.
(2) For every green line L exactly one plane incident to L is black.
We remark that (1) implies that all planes on a black point or a black line are black. Note that every triangle (3-cycle) of Γ * is contained in a plane. It follows that a triangle is geometric and hence good if it is contained in a green plane.
We start with a particular type of 4-cycle. A 4-cycle is called nondegenerate if it is isometric in Π.
Lemma 4.1 Suppose γ = abcda is a non-degenerate 4-cycle in Γ * . Then γ can be decomposed as a product of geometric triangles.
Proof. If z is a point of Π collinear with each of the four points a, b, c, and d, then the 4-cycle decomposes as a product of four triangles abza, bczb, cdzc, and dazd. In general, z and the lines az, bz, cz, and dz involved in these triangles need not be green (in which case the triangles are not triangles of Γ * ), and even if z and all four lines are green, one or more of the triangles can be bad. So we must be careful. Let us call z together with the four triangles abza, bczb, cdzc, and dazd, a cap for γ.
By our assumption, the lines of ∆ consist of at least five points, that is, every line of Π is contained in at least five planes. We claim that there exist at least five different caps for γ and that the four planes in the cap (the planes spanned by the four triangles) never repeat.
Indeed, suppose π is a plane on the line ab. The point c is collinear to a line in π through b, and similarly d is collinear to a line in π through a. Since γ is non-degenerate, these two lines meet in a unique point z ∈ π (not on ab) which is collinear to both c and d. Thus, every π leads to a unique cap for γ. Clearly, a different plane on ab leads to a different cap. So there are as many caps for γ, as there are planes on ab. By symmetry, it is clear that two different caps involve different planes through any of the four sides of the 4-cycle γ.
Finally, by assumption ab lies in at least five planes π, and hence there are at least five caps for γ. Since each of the four lines ab, bc, cd, and da lies in a unique black plane, there is a cap for γ, where all four involved planes are green. Since the planes are green, also the point z and lines az, bz, cz, and dz are green, and also the triangles abza, bczb, cdzc, and dazd are geometric.
Lemma 4.2 Every triangle in Γ
* is good.
Proof. Assume for a contradiction that abca is a bad 3-cycle. This means that the plane π through a, b, and c is black. Let π be a green plane through a such that π ∩π = a. Such a plane certainly exists. Indeed, any plane µ = π through ab is green. Pick a different (not equal to ab) line as in µ. This line is green since µ is green. Now take as π any green plane on as other than µ. Since the residue of a in Π is a generalized quadrangle, we have that π ∩ π = a. Let s and t be points of π satisfying b ⊥ ∩ π = as and c ⊥ ∩ π = at respectively. We claim that bctsb is a non-degenerate 4-cycle in Γ * . Indeed, the plane µ through a, b, and s is green, since π is the only black plane on ab. Similarly, the plane ν through a, c, and t is green. This means that the lines bs and ct are green. Also, the line ts is green since π is green. So bctsb is indeed a 4-cycle in Γ * . Since b is not collinear to t and c is not collinear to s in Π, the 4-cycle is non-degenerate.
By Lemma 4.1, the 4-cycle bctsb is decomposable, namely, there is a cap with four geometric triangles. On the other hand, we also have a cap defined by a, because a is collinear to b, c, t, and s. In this second cap, the triangle abca is bad by assumption, while the other three sides are good by construction, since µ, ν, and π are green planes. The two caps produce together an octahedron with one bad side (abca) and seven good sides. Thus, abca is decomposed as the product of seven good triangles, a contradiction that abca is bad.
We remark that the octahedral construction, that we use here, was invented for use (similar simple connectedness proofs) in the so-called Phan Theory [1] .
We can now dispose of the remaining cycles: isometric degenerate 4-cycles, and isometric 5-cycles. Note that by Lemma 4.2, all triangles are now good.
Lemma 4.3 Every 4-cycle in Γ
* is decomposable as a product of triangles.
Proof. Suppose abcda is an isometric 4-cycle. If it is non-degenerate then the claim follows from Lemma 4.1. Suppose a and c are collinear in Π. Then the line ac must be black, since abcda is isometric. Hence, the planes µ (through a, b and c) and ν (through a, d, and c) are also black. We first consider the case, where µ = ν, which is equivalent to the condition that b and d are not collinear in Π. Let π = µ be a plane on ab. Then π is green. Pick a point e ∈ π, such that ae = d ⊥ ∩ π. Notice that e cannot be collinear to c, since it is already collinear to a and b. Furthermore, both π and the plane π through a, d, and e are green. Indeed, we have already seen that π is green. The plane π is also green because it contains ad and because ν is the only black plane on ad. (We have π = ν since e is not collinear to c.)
We now observe that abea and adea are geometric triangles. Furthermore, ebcde is non-degenerate and hence decomposable by Lemma 4.1. Therefore, abcda is decomposable.
It remains to do the case where µ = ν, that is, all four vertices lie in the same black plane. Naturally, the line bd is also black. Let z be the point of intersection of lines ab and cd. Note that z cannot be equal to either of the points a, b, c, and d, as both ac and bd are black lines. The point z is green, since it lies on a green line. Note that the lines az = bz = ab and cz = dz = cd are green. Hence we obtain a cap decomposition of abcda as a product of two geometric triangles abza and cdzc, and two non-geometric triangles bczb and dazd.
Lemma 4.4 Every isometric 5-cycle in Γ
* is decomposable as a product of triangles and 4-cycles.
Proof. Suppose abcdea is an isometric 5-cycle. If a, b, c, d, and e are pairwise collinear in Π (that is, they all lie in a plane π), we can use the trick from the preceding lemma. Indeed, all the lines ac, bd, ce, da, and eb must be black because abcdea is isometric. This implies, in particular, that the five sides of the pentagon define five distinct green lines. Let z be the point of intersection of ab and cd. Then z is a green point and it is not equal to any of the other five points. Using z we decompose our 5-cycle as a product of two geometric triangles, abza and cdzc, one non-geometric triangle, bczb, and one 4-cycle, azdea. Note that z and the three triangles form a sort of "partial" cap for our 5-cycle (the cap takes care of three consecutive edges from the 5-cycle). A variation of the same idea will be again used below.
With the first case finished, we can now assume that, say, a and c are not collinear in Π. Suppose that b and d are also non-collinear. Consider a plane π on ab. Since a and c, and b and d are non-collinear, cd is collinear to a unique point z in π, and this z is collinear to a, b, c, and d, giving us a "partial" cap. Clearly, different planes π give rise to different caps and, vice versa, different caps cannot have the same plane π. Also, two different caps cannot have the same plane µ through z, b, and c, because z is the joint perp of a and d in µ. Indeed, if the joint perp of a and d in µ is more than a point then it is a line. However, this implies that the joint perp of a and d in µ is the same as a ⊥ in π, giving a collinear to c, a contradiction. Thus, z is the perp of a and d in µ. Similarly, two different caps cannot have the same plane ν through z, c, and d. Now, by assumption, there are at least five planes π on ab. Hence there are at least five different "partial" caps. One of the caps contains a black plane π, one a black plane µ, and one a black plane ν. Therefore, there is a cap, for which π, µ, and ν are all green. For this cap and the corresponding point z, we decompose our 5-cycle as a product of three good triangles, abza, bczb, and cdzc, and a 4-cycle, azdea.
Thus we may now assume that b and d are collinear in Π. Symmetrically, also b and e are collinear. Clearly, both bd and be are black. This means that the planes π (through a, b, and e), µ (through b, d, and e), and ν (through b, c, and d) are all black. Since the residue of b in Π is a generalized quadrangle, there is a plane ρ = π on ab that meets ν in a line. Since ρ = π, we have that ρ is green. Let bz be the line ρ ∩ ν, where z is chosen to be the intersection of this line with cd (the intersection must be nonempty, since both lines lie in ν). Note that the lines za and zb are green, since they lie in ρ, and zc = zd = cd. Hence z gives us a "partial" cap, as above, and we finally, decompose abcdea as a product of two geometric triangles, abza and cdzc, one non-geometric triangle, bczb, and a 4-cycle azdea.
Small cases
For the cases not already covered, we use the Computer Algebra systems MAGMA [2] , and GAP [12] , together with the package GRAPE [15] , to build all possible Γ = ∆−H up to conjugacy, and then check simple connectedness in each case. Since ∆ is of rank 3 with at most four points per line, it follows from Tits' classification of buildings that ∆ is one of the following: DW (5, 2), DH (5, 2 2 ), DW (5, 3), DH(5, 3 2 ) and DQ (6, 3) . In all these cases, hyperplanes of ∆ naturally correspond to the hyperplanes of a certain module M , realising an absolute embedding of ∆. For ∆ = DW (5, 2) and DH (5, 2 2 ), the module M can be constructed by taking a vector space over GF (2) with dimension the number of points of ∆, and then factoring out by relations corresponding to the lines. Ronan observed that since the line size is three, the hyperplanes of ∆ arise from the hyperplanes of the module. It was shown by Cooperstein in [6] , [5] and Wells in [17] , that the dual po-lar spaces associated with DW (5, 3), DH(5, 3
2 ) and DQ (6, 3) are absolutely embeddable in 14-, 20-and 8-dimensional modules M respectively. It was then shown by De Bruyn in [8] , De Bruyn and Pralle in [11] , and Shult and Thas in [14] , that all the hyperplanes in the dual polar spaces associated with DW (5, 3) , DH(5, 3
2 ) and DQ(6, 3) arise from these absolute embeddings. So, in all cases, the hyperplanes of the dual polar space arise from the module M and this module is known in each case. The hyperplanes of M naturally correspond to the 1-spaces of the dual module M * . In most cases, we found the orbits on the 1-spaces of M * by random search, but for the largest case ∆ = DH(5, 3
2 ) we constructed some of the smaller orbits (since they are harder to find by random search) using [11] . In fact, the orbits have been classified in our case for the symplectic and hermitian dual polar spaces (see [9] , [7] , [10] and [11] ).
To write a presentation for the fundamental group π 1 (Γ, x), where x is an arbitrary point, we appeal to the following proposition. For this proposition, we let Γ be a geometry. We also denote its collinearity graph by Γ. Let C be a set of geometric cycles in Γ such that an arbitrary geometric cycle can be decomposed as a product of cycles from C. Let T be a spanning tree for Γ with base point x. Let G be a group defined by a presentation with generators g ab , where ab is an ordered edge not in T , and with relations g a 0 a 1 g a 1 a 2 . . . g ana 0 = 1, where γ := a 0 a 1 . . . a n a 0 is a cycle in C, and also g ab g ba = 1, for every edge ab not in T . Note that if an edge ab = a i a i+1 from the cycle γ happens to be in T , then we understand g ab = 1.
Indeed, we identify g ab for an edge ab with the cycle homotopy class [γ] ∈ π 1 (Γ, x), where γ := α(ab)β −1 , with α being the shortest path in T from x to a, (ab) the one step path from a to b, and β −1 the shortest path in T from b to x. Clearly, if ab is an edge of T , then this cycle is nullhomotopic. So, we only need to take ab ∈ E, where E is the set of all ordered edges of Γ not in T . We note that g ab = g −1 ba for all ab ∈ E. We further note that every [δ] ∈ π 1 (Γ, x), where δ := a 0 a 1 . . . a n a 0 , with x = a 0 , is the product g a 0 a 1 g a 1 a 2 . . . g ana 0 , where as above g a i a i+1 = 1 if a i a i+1 is in T . This means that the elements g ab , ab ∈ E, generate G = π 1 (Γ, x). Furthermore, since the geometric cycles are nullhomotopic, we get the relations as in 5.1. Finally, we note that we only need to take relations for the cycles in C, because, by assumption, every geometric cycle in Γ decomposes as a product of cycles from C.
To compile the suitable sets C for our cases, notice that every 3-, 4-and 5-cycle in Γ must be contained in a quad, and so is geometric. Since Γ has rank three, the maxes are quads. By Lemma 2.1, the only hyperplanes in the quads are singular, ovoidal and subquadrangular hyperplanes. When the line size is three, it is easy to see that in all cases but the singular hyperplanes in the quads of DW (5, 2) and the subquadrangular hyperplane in the quads of DH (5, 2 2 ), the diameter of the complement is two. These two exceptional cases, respectively, are the cube graph Q 3 , which is generated by 4-cycles, and a crown graph on 12 points with valency five, which had diameter three and is also generated by 4-cycles. Hence, for the case of line size three, we may take C to be the set of all 4-and 5-cycles. If the line size is four, it turns out that by taking C as a sufficiently large subset of the 3-and 4-cycles, we already get a presentation yielding the trivial group, hence in all these cases, the fundamental group is trivial. Thus, in all cases we can take C to be a subset of all the 3-, 4-and 5-cycles.
In general, both E and C as above are too large, so we insert a step aimed at simplifying the resulting presentation. If a cycle γ ∈ C has all but one edge, say ab, in T , then the relation coming from γ reads simply g ab = 1 (and of course g ba = 1 too). So we can, in this case, remove ab (and ba) from E and γ from C for a shorter presentation. Furthermore we can repeat this recursively, taking into account that more and more generating elements become trivial. We continue this until no further reductions are possible. Only if we end up with a non-empty E and C, do we need to write a presentation and run the Todd-Coxeter algorithm to find the order of π 1 (Γ, x). In fact, in all cases where π 1 (Γ, x) = 1, all generators are eliminated in this way.
We therefore proceed in the following way for a given Γ := ∆ − H:
(1) Build the graph Γ in GRAPE taking as vertices all points outside of H and as edges, all pairs of collinear vertices.
(2) Choose a spanning tree, T , for Γ.
(3) Compile the initial set E by taking all edges not in T .
(4) Form the initial set C consisting of a suitable subset of 3-, 4-and 5-cycles as described above.
(5) For each γ ∈ C, if only one edge from γ is in E, remove γ from C and remove that edge from E. Also, if γ has no edges in E, remove γ from C.
(6) Repeat
Step 5 until there is no more change in C and E.
(7) If E = ∅ then Γ is simply connected.
(8) Otherwise, E and C are non-empty. Write a presentation for G = π 1 (Γ, x) using this E and C and use the Todd-Coxeter algorithm to find the order of G.
At
Step 5, the method could be improved by removing from C those cycles with only two edges, ab and cd in E and instead adding relations g ab = g dc and g ba = g cd . This refinement was not necessary for our purpose, but it might be valuable in other applications as it effectively reduces the size of E and C. Some refinements, such as implementing a sorting method on the list of edges, doing Step 5 immediately after finding each cycle and only saving the non-trivial cycles were necessary with the larger cases to save memory and speed up the process. These computations yield the following results (the notation for the hyperplanes in DW (5, 2) is taken from [9] ): Proposition 5.2 The complements of all the twelve types of hyperplane in the dual polar space DW (5, 2) are simply connected, except for types I (singular hyperplane), where π 1 (Γ, x) = C 2 ; and III (extensions of ovoids in quads), where π 1 (Γ, x) = C 2 ×C 2 . In DH (5, 2 2 ), the complements of all the nine types of hyperplane are simply connected, except for the singular hyperplane, where
The complements of all the six types of hyperplane in the dual polar space DW (5, 3), all five types in DH(5, 3
2 ) and both types in DQ(6, 3) are simply connected.
