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We present a new formulation for the canonical approach to conformal (Weyl-squared) gravity and
its extension by the Einstein-Hilbert term and a nonminimally coupled scalar field. For this purpose
we use a unimodular decomposition of the three-metric and introduce unimodular-conformal canon-
ical variables. The important feature of this choice is that only the scale part of the three-metric
and the rescaled trace part of the extrinsic curvature change under a conformal transformation.
This significantly simplifies the constraint analysis and manifestly reveals the conformal properties
of a theory that contains the conformally invariant Weyl-tensor term. The conformal symmetry
breaking which occurs in the presence of the Einstein-Hilbert term and a nonconformally coupled
scalar field can then be interpreted directly in terms of this scale and this trace. We also discuss
in detail the generator for the conformal transformations. This new Hamiltonian formulation is
especially suitable for quantization, which will be the subject of a separate paper.
I. INTRODUCTION
Gravitational theories beyond general relativity (GR)
are addressed for various reasons. One is the conceptual
need to accommodate gravity into the quantum frame-
work [1]. Another is the attempt to describe cosmological
features, notably Dark Matter and Dark Energy, by gen-
eralized classical theories [2]. In this paper, we deal with
conformal (Weyl-squared) gravity (also called W theory
below) both as a pure gravitational theory and as part of
an action containing also an Einstein-Hilbert (EH) part
and an action describing a (in general nonminimally cou-
pled) scalar field. Our main reason for doing so is quan-
tum gravity. Researchers have often entertained the idea
that at a fundamental level, for example at high energy,
Nature can be described by a scale free theory, with scales
emerging only at lower energy (see e.g. [3]). In order to
study the consequences of a scale free theory we inves-
tigate here conformal (Weyl-squared) gravity described
by an action containing the square of the Weyl tensor.
Historically, this has emerged as an offspring from Weyl’s
original gauge theory published in 1918; see for example
[4] for a brief historical review. Conformal gravity was
later used (and still is today) as an alternative classical
theory to GR with potential astrophysical implications
[5] and as an emerging contribution to the effective grav-
itational action at the one-loop level of quantum field the-
ory in curved spacetime [6, 7]. These are not the aspects
we are interested in here. We take conformal gravity as a
model for a conformally invariant theory whose quantum
version might be relevant at the most fundamental level.
An approach especially suited for conceptual questions
and for cosmological applications is the canonical (Hamil-
tonian) approach [1]. This is the subject of this paper.
We take it as a preparation for the quantum theory dis-
cussed in a forthcoming contribution, but find the classi-
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cal discussion interesting in its own right because, as we
shall see, interesting conceptual and mathematical struc-
tures appear there. These will mainly concern the struc-
ture of the constraints and the generator for conformal
transformations.
The Hamiltonian formalism of conformal gravity has
already been the subject of various investigations. Im-
portant earlier contributions include [8–10], and [7]. In
[11], the Hamiltonian formalism of f(Riemann) theories
as well as of Weyl gravity was studied. More recently, the
authors of [12] extended the analysis to the Hamiltonian
formulation of the Weyl action plus conformally coupled
scalar fields as well as their extension by including the
Einstein-Hilbert term and an R2 term; they analyzed, in
particular, the constraint algebra in great detail. The au-
thors of [13] investigated a particular model within Weyl-
squared gravity, with an important step being the deriva-
tion of the generator of gauge conformal transformations
using the Castellani algorithm [14].
In our paper here, we shall develop a new version of
the Hamiltonian formalism, which is especially suited for
quantization. We shall use an irreducible decomposition
of the three-metric into its scale (determinant) part and
its conformally invariant (unimodular) part. In this way,
new canonical variables will be identified. A similar pro-
cedure will be applied to the lapse function and the shift
vector, leading to densities. This will then induce a de-
composition of the extrinsic curvature into its rescaled
traceless and trace parts.1 The resulting variables are
all densities and are all conformally invariant except the
scale (determinant) and the rescaled trace of the extrinsic
curvature. One may refer to this approach as the Hamil-
tonian formalism in unimodular-conformal variables. It
will turn out that the use of these new variables reveals
the full power of the conformal invariance associated with
1 In some of the earlier work, e.g. [8] and [9], the extrinsic curva-
ture was decomposed in this way by hand, but the unimodular
decomposition was not used.
2the Weyl-tensor part of the full action and simplifies the
discussion of conformal symmetry breaking induced by
other terms.
Our paper is organized as follows. In Sec. II, we present
a brief review of the Weyl-tensor action and some of its
implications. Section III contains a summary of the 3+1
decomposition for Weyl-squared gravity. Our own con-
tributions start with Sec. IV. There, we introduce the
unimodular-conformal variables in configuration space,
thus dividing the variables into a conformally invariant
and a noninvariant sector. Section V treats pure Weyl
gravity. It is divided into four parts. Part A is devoted
to the Hamiltonian formalism and the constraint analy-
sis. Part B deals with the constraint algebra and part C
with the generator of conformal transformations. Part D
presents the Hamilton-Jacobi functional. Section VI is
devoted to Weyl gravity plus the EH term. It is divided
into two parts. In part A, we present the Hamiltonian
formulation and in part B the Hamilton-Jacobi functional
and nongauge transformations. The addition of the EH
term explicitly leads to conformal symmetry breaking,
for which only two variables containing a scale are re-
sponsible: the determinant of the three-metric and the
trace of the extrinsic curvature. In that section we shall
also argue that, in spite of some of the constraints be-
ing second class, it is still possible to define the gen-
erator of conformal but nongauge transformations. In
Sec. VII, a nonminimally coupled scalar field is added,
with the Hamiltonian formalism presented in part A and
the Hamilton-Jacobi functional together with the gen-
erator of conformal transformations presented in part B.
Section VIII contains our conclusions. We also have some
Appendices. The first Appendix contains a short dis-
cussion of the physical dimensions; the remaining three
Appendices present technical details for the discussion in
the body of our paper.
II. PRELIMINARIES
In this section, we shall present a short summary of the
covariant formulation for conformal gravity [5, 8, 9, 12].
This theory is defined by the action
SW := −αW
4
∫
d4x
√−g CµνλρCµνλρ , (1)
where αW is a coupling constant with the dimension of
an action, and
Cµνλρ = R
µ
νλρ−
(
δµ[λRρ]ν − gν[λRµρ]
)
− 1
3
δµ[ρgλ]νR (2)
is the Weyl tensor, which is invariant under conformal
transformations of the metric,
gµν(x) → g˜µν(x) = Ω2(x)gµν(x). (3)
We refer to this model simply as “Weyl-squared theory”
or “W theory”. The field equations following from (1)
read (
∇µ∇ν + 1
2
Rµν
)
Cµ νλ ρ = 0. (4)
In order to study the breaking of conformal symmetry,
we shall also investigate below the extension of (1) by
the EH term and the action for a nonminimally coupled
scalar field ϕ,
SWEϕ :=
∫
d4x
√−g
[
− αW
4
CµνλρC
µνλρ +
1
2κ
R
− 1
2
(
gµν∂µϕ∂νϕ+ ξRϕ
2
)]
, (5)
where κ := 8πG, and ξ is the dimensionless nonminimal
coupling constant. We will refer to the extended models
as “Weyl-Einstein” (WE) and WEχ theories,2 respec-
tively. Note that for ξ = 1/6, the scalar field is confor-
mally invariant (see e.g. [6], Sec. IIB). We use units with
c = 1 throughout.
For a general field φA(x), the conformal transformation
is implemented by
φA(x) → φ˜A(x) = ΩnA(x)φA(x), (6)
where A denotes a collection of spacetime and/or internal
indices, Ω(x) is a positive function of the spacetime coor-
dinates, and nA is a rational number that is characteristic
for each field and called “conformal weight”. More appro-
priately, this transformation is called local Weyl rescaling
or local dilatational transformation because it is a trans-
formation of the fields themselves and not of coordinates.
We are thus not talking about the 15-parameter confor-
mal group; see, for example, [15–17] for details. The
transformation (3) expresses the fact that the covariant
metric tensor is of conformal weight 2.
Weyl gravity is an example of a theory with higher
derivatives. For such theories, various subtleties occur.
When linearizing the pure W theory, one finds that it
contains a massless spin-2 state (not yet the graviton),
a massless spin-1 state, and also a massless spin-2 ghost
(negative-energy) state, adding up to six degrees of free-
dom in total as shown by Riegert [18]. The existence
of ghost states is, in fact, not surprising. In the canon-
ical formalism, there is in the Hamiltonian a term lin-
ear in the momentum, which signals that the energy is
unbounded from below. This is usually called “Ostro-
gradski instability”; see for example [19].3 It can also be
2 χ because below we shall introduce a rescaled field χ.
3 Also referred to as Theorem of Ostrogradski, which states that
any nondegenerate Lagrangian containing second or higher (but
even-order) time derivatives gives rise to the existence of both
positive and negative energy states. It has recently been shown
that this conclusion can be extended to odd-order derivatives as
well, including the case of a degenerate Lagrangian [20].
3deduced from the corresponding propagator in a pertur-
bative approach [21]. It follows, in particular, that the
W theory supplemented by the EH-term contains two de-
grees of freedom in one massless spin-2 propagator and
five degrees of freedom in one massive spin-2 negative en-
ergy propagator, amounting to seven in total. Negative
energy states can be traded for positive ones, with the
price of unitarity violation [22]. Which representation of
Ostrogradski instability one takes depends on the con-
text of the theory and the approach in question. The
issue of Ostrogradski instabilities and ghosts has been
addressed so far on a number of occasions, for example
partial masslessness [23], critical gravity [24], and by in-
troducing a PT-symmetric Hamiltonian (where P stands
for parity reversal and T for time reversal) [25]. It is still
an open problem and we do not solve it here either, but
we shall reveal a new perspective by which it could be
eventually solved.
III. 3 + 1 DECOMPOSITION OF
WEYL-SQUARED GRAVITY
We shall employ here a 3 + 1 decomposition of
spacetime, for which the foliation is performed in
terms of three-dimensional spacelike hypersurfaces Σt
parametrized by a time function t; see, for example, [1]
or [26]. A normalized covariant four-gradient of the time
function is used to define a timelike unit covariant four-
vector nµ = −N∇µt, where N > 0 is the lapse func-
tion, and we have the normalization gµνn
µnν = −1. In
Arnowitt-Deser-Misner (ADM) variables, the covector nµ
has components nµ = (−N, 0, 0, 0), while its contravari-
ant version is given by nµ = (1/N,−N i/N), where N i is
the shift vector. The decomposition of the four-metric is
then given by
gµν = hµν − nµnν , (7)
where hµν is the metric induced to the hypersurface Σ.
The timelike vector nµ is orthogonal to the hypersurface
Σ, that is, hµνn
ν = 0. This is the core of the 3 + 1
decomposition: gµαhαν = h
µ
ν projects the components
of four-tensors to the spatial hypersurface Σt, while n
µ
projects them to the direction orthogonal to it. Using
these projections, a four-tensor Tµν , for example, can be
decomposed in the following way:
Tµν =
(
hαµ − nαnµ
) (
hβν − nβnν
)
Tαβ
= ||Tµν − ||Tµ⊥ − ||T⊥ν + T⊥⊥, (8)
where “||” denotes that the greek indices are projected
to the hypersurface using hαµ, while “⊥” denotes the po-
sition of an index that has been projected along the or-
thogonal vector nµ.
The decomposition (7) implies that the four-metric and
its determinant decompose as
gµν =
(−N2 +NiN i Ni
Ni hij
)
,
√−g = N
√
h, (9)
where hij is now the three-metric as directly formulated
with spatial indices, which is used to raise and lower spa-
tial indices; we denote h := dethij . The “local three-
volume”
√
h is often referred to as an intrinsic time be-
cause it makes the kinetic term of the Hamiltonian indef-
inite; see, for example [27] and [1] [see there in particular
Eq. (5.21)]. The inverse of the four-metric has the form
gµν =
(−1/N2 N i/N2
N i/N2 hij −N iN j/N2
)
. (10)
With these definitions, the time components of objects
projected to the hypersurface vanish; in (8), for example,
all components with “||” are now spatial, and the “||” can
be dropped with the understanding that greek indices
can there be turned into latin ones i, j, etc.: ||Tµν →
(3)Tij , ||T⊥ν → T⊥j , etc., where objects denoted with a
left superscript “(3)” are intrinsic to the hypersurface.
The Riemann tensor, Ricci tensor, and Ricci scalar can
be decomposed in a manner similar to (8). The resulting
expressions are well known and can be found, for ex-
ample, in [1, 26, 28]; for the decomposition of the Weyl
tensor we refer to [12] and [13] for a derivation. Here, we
only state the final expressions for the Ricci scalar and
the squared Weyl tensor,
R = (3)R+KijK
ij +K2 + 2LnK − 2
N
DiDiN (11)
= (3)R+KijK
ij −K2 + 2∇µ (nµK)− 2
N
DiDiN,
(12)
CµνλρC
µνλρ = 8Ci⊥j⊥C
i⊥j⊥ − 4CijkCijk , (13)
where
Kij =
1
2
Lnhij = 1
2N
(
h˙ij − 2D(iNj)
)
, (14)
K = hijKij =
Ln
√
h√
h
=
1
N
(√˙
h√
h
−DiN j
)
(15)
are the extrinsic curvature (second fundamental form),
K = hijKij its trace, andDi the spatial covariant deriva-
tives with respect to hij . The quantities
4
CTij := −2Ci⊥j⊥
= 1abT(ij)
(
LnKab − (3)Rab −KabK − 1
N
DabN
)
,
= (LnKij)T − (3)RTij −KTijK −
1
N
DTijN, (16)
Cijk := Cijk⊥ = 2S
def
ijk DdKef , (17)
are related to the “electric” and “magnetic” parts of the
4 A superscript “T” always denotes a traceless object.
4Weyl tensor [13], where 1abT(ij) and S
def
ijk are defined as
1
abT
(ij) := δ
a
(iδ
b
j) −
1
3
hijh
ab, (18)
Sdefijk := δ
[d
i
(
δ
e]
j δ
f
k − hjkhe]f
)
, (19)
and DTij ≡ 1abT(ij)Dab ≡ 1abT(ij)DaDb. Note that the term
CTijC
ijT in (13) contains only traceless quantities and
does not contain velocities of the trace K, but contains
the trace K itself. This is an important observation to
be referred to in our Hamiltonian formulation below.
It is evident from (13), (16), and (14) that the La-
grangian of the W theory is of second order in the time
derivatives of the three-metric and that the order cannot
be reduced using partial integration. In order to formu-
late the theory canonically, one needs to introduce a new
variable in order to “hide” the first derivative.5 For this,
we add to the original Lagrangian density LW a term that
implements the relation (14),
LW → LWc = LW − λij (2Kij − Lnhij) , (20)
with Lagrange multipliers λij . This will be the start-
ing point for the Hamiltonian formulation of the Weyl-
squared theory.
The addition of the EH term changes nothing regard-
ing the promotion of Kij to a canonical variable, even if
the usual boundary term is subtracted from it, as will be
discussed in more detail in Sec. VI.
We are now ready for the Hamiltonian formulation of
the two theories.
IV. UNIMODULAR-CONFORMAL 3 + 1
CONFIGURATION VARIABLES
The Hamiltonian formulation of Weyl gravity is by
no means new. The previous works [8–13, 29] have ad-
dressed such a formulation in several ways, some of which
are more similar to each other than others. But there are
still some gaps in understanding the constraint structure
and the conformal symmetry. One of the most impor-
tant ones is the following. If the trace of the extrinsic
curvature K is indeed an arbitrary object in the theory
(as originally observed by Kaku [8] and Boulware [9]),
one can conclude that the local volume element (intrin-
sic time)
√
h, in which the scale degree of freedom of
the three-metric is contained, should be arbitrary, too,
since in the conformally invariant Weyl-tensor theory all
scales are irrelevant. Consequently, it should be possi-
ble to formulate the Hamiltonian constraint in a confor-
mally invariant way. We believe that the formal reason
for not implementing this fact so far lies in not making
5 Or the second derivative [7, 9], but hiding the lower derivatives
seems more practical and intuitive.
use of an irreducible unimodular-conformal decomposi-
tion for all 3+1 variables. It is the purpose of this section
to introduce such variables and to use them to perform
the Hamiltonian analysis in the following sections, which
will show that the Hamiltonian constraint can indeed be
made conformally invariant. This is also suitable for the
discussion of the quantum theory for which we can ob-
serve a connection between conformal symmetry and the
absence of intrinsic time [4, 30].
In the following, we shall define the unimodular-
conformal 3 + 1 canonical variables with which we will
separate the full set of canonical variables into a con-
formally invariant and a conformally noninvariant part.
The irreducible nature of the unimodular-conformal de-
composition is crucial for this. It was already mentioned
in [11] in connection with the Hamiltonian formulation of
f(Riem) theories that the canonical description of the W
theory would be more transparent if one could isolate the
determinant of the three-metric as a canonical variable.
The present paper puts this into practice and relates the
unimodular decomposition of the three-metric to the con-
formal decomposition of the extrinsic curvature. Namely,
we shall decompose the three-metric into its scale part,
(
√
h)
2/3
, and its unimodular (conformal) part, h¯ij . The
usefulness of such a unimodular decomposition can be
seen in other situations; see, for example, [31]. We shall,
however, go beyond the decomposition of only the three-
metric and decompose also the lapse function N into its
scale part and a scale free lapse density N¯ . We observe
that the contravariant shift vector N i is already scale
free, that is, conformally invariant, while its covariant
version can be decomposed into a scale part and a scale
free density part N¯i. In explicit form, the decomposition
of lapse, shift, and three-metric reads
N i =: N¯ i , Ni =: (
√
h)
2
3 N¯i ,
N =: (
√
h)
1
3 N¯ , hij =: (
√
h)
2
3 h¯ij . (21)
All barred objects, being scale free, are invariant
under conformal transformations (see Appendix B).
This decomposition then suggests for the hypersurface-
orthogonal unit four-vector the definitions
nµ =: (
√
h)
− 13 n¯µ = (
√
h)
− 13
(
1
N¯
,−N
i
N¯
)
,
nµ := (
√
h)
1
3 n¯µ = (
√
h)
1
3
(−N¯, 0) , (22)
which further implies
LnT = (
√
h)
− 13Ln¯T (23)
for the Lie derivative along n¯µ with respect to the usual
Lie derivative along nµ of any tensor (density) T .
Using (21), the extrinsic curvature (14) can be decom-
5posed as
Kij =
(
√
h)
1
3
2N¯
(
˙¯hij − 2
[
D(iN¯j)
]T)
+
1
3
hij
1
(
√
h)
1
3 N¯
(√˙
h√
h
−DiN¯ i
)
, (24)
where the superscript “T” denotes that the expression
in the brackets is traceless. Notice from the structure of
(24) that we can identify explicitly the traceless and trace
parts ofKij (corresponding to “shear” and “expansion”),
each of which can be decomposed suitably such that the
resulting objects have a simplified conformal transforma-
tion law,6
Kij = K
T
ij +
1
3
hijK, where (25)
KTij =
(
√
h)
1
3
2N¯
(
˙¯hij − 2
[
D(iN¯j)
]T)
=: (
√
h)
1
3 K¯Tij, (26)
K =
1
(
√
h)
1
3 N¯
(√˙
h√
h
−DiN¯ i
)
=: 3(
√
h)
− 13 K¯. (27)
We thus have arrived at the interesting conclusion that
the irreducible unimodular decomposition of the three-
metric induces an irreducible decomposition of the ex-
trinsic curvature into it traceless and trace parts; to our
knowledge, this has not been remarked before in the lit-
erature. Notice that the trace density K¯, unlike the
traceless extrinsic curvature density K¯Tij , still contains
the scale and transforms inhomogeneously under con-
formal transformations, see Eq. (B9) in Appendix B;
it represents the evolution of the scale (or local three-
volume). One can also put together (26), (27), and
hij = (
√
h)
2/3
h¯ij from (21) into (25) and write
Kij =: (
√
h)
1
3 K¯ij = (
√
h)
1
3
(
K¯Tij + h¯ijK¯
)
, (28)
where the combination in the parentheses could be re-
ferred to as extrinsic curvature density.
The conformal nature of most of the variables result-
ing from the unimodular-conformal decomposition with
(21), (26), and (27) motivates us to choose the following
canonical variables for studying (1) and its extension (5),
see also Appendix B,
N¯ i = N i , (29)
N¯i = a
−2Ni , N¯ = a
−1N , (30)
h¯ij = a
−2hij , a := (
√
h)
1
3 , (31)
K¯Tij = a
−1KTij , K¯ =
aK
3
. (32)
6 The tracelessness of ˙¯hab can be seen by using δh = hh
abδhab to
show that habδh¯ab = 0.
Except a and K¯, all the new variables are deprived of
scale density and are thus conformally invariant; a and
K¯ transform under conformal transformations as
a → a˜ = Ωa , (33)
K¯ → ˜¯K = K¯ + Ln¯ logΩ, (34)
where according to (23) Ln¯ logΩ = n¯µ∂µ logΩ =
(
√
h)
−1/3
nµ∂µ logΩ, and K¯
T
ij and K¯ are given by
K¯Tij =
1
2N¯
(
˙¯hij − 2
[
D(iN¯j)
]T)
(35)
=
1
2N¯
(
˙¯hij − 2
[
D¯(iN¯j)
]T)
, (36)
K¯ =
1
N¯
(
a˙
a
− 1
3
DiN
i
)
(37)
=
n¯µ∂µa
a
− ∂iN
i
3N¯
. (38)
Equations (36) and (38) were derived using the results
from Appendix C, and they manifestly reveal that the
extrinsic curvature transforms inhomogeneously due to
the first term in (38), while (36) is conformally invariant.
Note that the “bar derivative” D¯i is defined with respect
to the conformal part of the metric h¯ij and is not of
covariant nature (see Appendix C). It should be noted
that all new variables are now tensor densities, except
the contravariant shift vector N¯ i = N i, whose bar we
omit from now on.
Note that similar decompositions are used in a number
of instances related, in particular, to the Cauchy prob-
lem [32, 33] and to conformal-traceless decompositions of
Einstein equations [34]. We refer to N¯ , K¯Tij , and K¯ as the
“lapse density”,7 “traceless extrinsic curvature density”,
and “trace density”, respectively.
One now expects that any conformally invariant the-
ory — such as the W theory — will be deprived of scale
density a and trace density K¯. Moreover, any confor-
mal symmetry breaking of a theory would be connected
to only these two variables. In other words, their ab-
sence reflects conformal invariance. Accordingly, we ex-
pect the configuration space structure to be much simpler
and the constraints easier to understand with the choice
of unimodular-conformal variables as canonical variables.
This is investigated in the following sections.
V. PURE WEYL-SQUARED GRAVITY
A. Hamiltonian formulation and constraint analysis
The starting point is the Weyl-tensor action (1), for
which the 3 + 1 decomposition (13) of the Weyl tensor
7 Also called “densitized lapse” or “Taub function” [35].
6as well as the added constraint in (20) are used. Recall
that the latter is needed to take care of the additional
degrees of freedom introduced by promoting Kij to an
independent variable. This leads to the action
SW =
∫
dt d3x N
√
h
{
− αW
2
CTijC
ijT + αWCijkC
ijk
− λij (2Kij − Lnhij)
}
. (39)
Unlike previous works, we now implement the
unimodular-conformal variables introduced in the last
section. Term by term, this leads us to the following
expressions.
Using in (16) Eq. (D4) from Appendix 3, the electric
part of the Weyl tensor becomes
CTij = LnKTij−
1
3
KTijK−
2
3
hijK
T
abK
abT− (3)RTij−
1
N
DTijN,
(40)
where Dja = 0 was used. Using (23), the rightmost
identity in (26), and (15), the first two terms on the right-
hand side of (40) reduce to
LnKTij −
1
3
KTijK = Ln¯K¯Tij . (41)
Thus not only the velocity K˙, but also the trace of
the extrinsic curvature itself disappears explicitly from
the Lagrangian of the Weyl-squared theory.8 Further-
more, the scale density a disappears as well, because
(3)RTij +
1
ND
T
ijN can be shown not to depend on a (see
Appendix D). In fact, K and a were never there in the
first place, owing to the conformally invariant nature of
the Weyl tensor, but this fact is obscured if the original
variables are used. This is directly related to the fact
that the Weyl tensor is traceless. One can thus make the
following statement: In the Weyl-squared theory, traces
and scales do not propagate and should thus not appear
explicitly in the constraints resulting from the Hamilto-
nian formulation – they are arbitrary.
We will write an overbar to CTij , C
T
ij ≡ C¯Tij in order to
mark that it is expressed in terms of the new variables,
C¯Tij = Ln¯K¯Tij−
2
3
h¯ijK¯
T
abh¯
anh¯bmK¯Tnm−(3)R¯Tij−
1
N¯
[
D¯i∂jN¯
]T
.
(42)
Note that the trace of the first term on the right-hand
side of (42) is canceled by the second term, leaving only
the traceless part of Ln¯K¯Tij , while the combination R¯Tij +
1
N¯
[
D¯i∂jN¯
]T
is conformally invariant; see (D6)–(D9).
8 This holds up to a possible boundary term: we expect that K ei-
ther vanishes from CijkC
ijk or occurs only in a total divergence,
but we do not attempt to prove this here.
Using (28) and (17), the C2ijk-term in (39) is seen to
scale with a−4,
CijkC
ijk = Cijkh
iahjbhkcCabc
= a−4C¯ijkh¯
iah¯jbh¯kcC¯abc
≡ a−4C¯2ijk , for short. (43)
In the last term of the Lagrangian in (39), we simply
split all objects, using (24) and (29)–(32), as well as (36)
and (38), and finally obtain the following Lagrangian,
which is the starting point for our canonical formalism,
LWc = N¯
{
−αW
2
h¯iah¯jbC¯TijC¯
T
ab + αWC¯
2
ijk
− a5λijT
[
2K¯Tij −
1
N¯
(
˙¯hij − 2
[
D¯(iN¯j)
]T)]
− 2a3λ
[
K¯ − 1
N¯
(
a˙
a
− 1
3
DaN
a
)]}
. (44)
We note that the scale density a = (
√
h)
1/3
and the trace
K¯ have vanished from the Weyl-tensor part of this La-
grangian, as is expected for a conformally invariant the-
ory. It then seems unnecessary to introduce K¯ as an in-
dependent variable, but since we want to start from the
full configuration space, not the subspace, we will take
the full Kij as independent degrees of freedom. This
provides a deep insight into the structure of the theory.
The canonical momenta conjugate to our unimodular-
conformal variables are then defined as follows:
pN¯ =
∂LWc
∂ ˙¯N
≈ 0 , pi = ∂L
W
c
∂ ˙¯N i
≈ 0 , (45)
p¯ij =
∂LWc
∂ ˙¯hij
= a5λijT , (46)
pa =
∂LWc
∂a˙
= 2a2λ , (47)
P¯ ij =
∂LWc
∂ ˙¯KTij
= −αW h¯iah¯jbC¯Tab , (48)
P¯ =
∂LWc
∂ ˙¯K
≈ 0 , (49)
where the “≈” is Dirac’s “weak equality” [36]. It can
be shown [12] that it is unnecessary to include variables
λTij , λ and their conjugate momenta as canonical vari-
ables, and then (46) and (47) are strong equalities. Note
that the momenta (46)—(48) are tensor densities of scale
weight9 wa = 5, wa = 2, and wa = 4, respectively. Note
9 The “scale weight” wa, which is related to the weight w of a
tensor density by wa = 3w, is introduced in Appendix C.
7that the momenta (46) and (48) are traceless. One can
conclude from the above that there are three primary
constraints of which
P¯ ≈ 0 (50)
is a new one compared to the standard ADM formula-
tion of GR where we only have the two corresponding to
(45) [1]. This new constraint is signaling the arbitrari-
ness of K¯ (and implicitly K) if it turns out (as it will)
to be a first class constraint. Within the formalism of
[12], where the original variables are used, one cannot
conclude that the trace K is arbitrary because P and
K are there not canonical variables, but a combination
of them, namely P = hijP
ij and K = hijKij , so they
cannot be identified one to one with an arbitrary degree
of freedom. Here, however, P¯ ≈ 0 is similar in nature
to (45): if pN¯ and p
i imply that the lapse N¯ and shift
N¯ i do not appear in the constraints, then P¯ ≈ 0 implies
that K¯ should not appear, too. Hence, K¯ is an arbitrary
degree of freedom. Recalling the definition (27) of K¯,
we expect that a˙ should not appear in the constraints as
well. This means that the scale density a should have a
vanishing momentum, too,10 that is, pa ≈ 0. But where
is that constraint if it does not appear in the set of pri-
mary constraints (45)–(48)? We derive the Hamiltonian
before answering this question.
Based on the transformation from the original to
unimodular-conformal variables, the Poisson brackets
with respect to the new variables read
{A(x), B(y)}
=
∫
d3z
(
δA(x)
δh¯ij(z)
δB(y)
δp¯ij(z)
− δA
∂p¯ij
δB
δh¯ij
+
δA
δa
δB
δpa
− δA
δpa
δB
δa
+
δA
δK¯Tij
δB
δP¯ ij
− δA
δP¯ ij
δB
δK¯Tij
+
δA
δK¯
δB
δP¯
− δA
δP¯
δB
δK¯
+
δA
δN¯
δB
δpN¯
− δA
δpN¯
δB
δN¯
+
δA
δN i
δB
δpi
− δA
δpi
δB
δN i
)
, (51)
where we have explicitly spelled out the dependence on
the spatial coordinates only for the first term under the
integral.
The transformation (29)–(32) is, in fact, a canonical
one. The Poisson brackets among the canonical variables
are given by{
qAij(x),Π
ab
B (y)
}
= 1abTij δ
A
Bδ(x,y) (52)
10 In terms of the original variables, this would correspond to p =
hijp
ij ≈ 0, which obviously did not appear as one of our primary
constraints. In earlier works, e.g. [12, 13], one can find such a
term only as a part of their conformal (or dilatational) secondary
constraint.
for the conformally invariant pairs qAij = (h¯ij , K¯
T
ij), Π
ab
B =
(p¯ab, P¯ ab), and
{
qA(x),ΠB(y)
}
= δABδ(x,y) (53)
for the scale and trace pairs qA = (a, K¯) ,ΠB = (pa, P¯ ).
Recall that 1abTij is defined in (18); its presence guarantees
that both sides of (52) are traceless, that is, compatible
with each other. Expressions similar to (52) and (53)
hold for lapse, shift, and their canonical momenta, while
all other Poisson brackets vanish.
In terms of the canonical variables, the constrained
Lagrangian (44) reads
LWc =N¯
[
− h¯iah¯jbP¯
ij P¯ ab
2αW
− 2K¯Tij p¯ij − aK¯pa + αWC¯2ijk
]
+ ˙¯hij p¯
ij + a˙ pa − 2D¯iN¯j p¯ij + 1
3
a paDiN
i , (54)
where the symmetrization and the “T” were dropped in
the next-to-last term because p¯ij is symmetric and trace-
less. The fact that αW does enter the various terms in a
different way, has important consequences for the quan-
tum theory [4, 30].
For the Hamiltonian, we need in addition to express
˙¯KTijP¯
ij in terms of the new canonical pairs. Using (42)
and (48),11 we get
˙¯KTijP¯
ij = N¯
[
− h¯iah¯jbP¯
ijP¯ ab
αW
+ ( (3)Rij +DiDj)
T
P¯ ij
+ L ~NK¯Tij
]
+Di
(
DjN¯ P¯
ij − N¯DjP¯ ij
)
,
(55)
where L ~N is the Lie derivative with respect to the shift
vector N i, and we have used the Leibniz rule twice to
avoid the double covariant derivative for the lapse. From
the traceless nature of P¯ ij it is clear that only the trace-
less part of the parentheses contributes, which is denoted
by attaching the superscript “T”.
The total Hamiltonian is found by a Legendre trans-
form of the constrained Lagrangian supplemented by all
11 Note that the second term on the right-hand side of (42) vanishes
when contracted with the traceless P¯ ij .
8primary constraints,
HW =
∫
d3x
{
˙¯hij p¯
ij + a˙pa +
˙¯KTijP¯
ij − LWc
+ λN¯pN¯ + λip
i + λP¯ P¯
}
=
∫
d3x
{
N¯
[
− h¯ikh¯jlP¯
ijP¯ kl
2αW
+
(
(3)R¯Tij + ∂iD¯j
)
P¯ ij
+ 2K¯Tij p¯
ij + aK¯pa − αWC¯2ijk
]
+N i
[
−2D¯k
(
h¯ij p¯
kj
)− 1
3
Di (a pa)
− 2D¯k
(
K¯TijP¯
jk
)
+ P¯ jkD¯iK¯
T
jk
]
+ λN¯pN¯ + λip
i + λP¯ P¯
}
+Hsurf , (56)
where Hsurf are the surface terms arising from partial
integration,
Hsurf = 2
∫
d3x
(
∂i
(
N¯j p¯
ij
)
+ ∂j
(
K¯TiaP¯
ijNa
))
+
∫
d3x∂i
(
∂jN¯ P¯
ij − N¯D¯jP¯ ij
)
. (57)
Except for the term Di (a pa), all covariant derivatives
in (56) reduce to barred derivatives D¯i, and (
(3)Rij +
DiDj)
TP¯ ij reduces to ( (3)R¯Tij + ∂iD¯j)P¯
ij when using
(C2)—(C5) from Appendix C. This concludes our prepa-
ration for the constraint analysis.
Let us now address the constraints. At first glance,
one could interpret the expressions in front of N¯ and N i
in (56) as the Hamiltonian and momentum constraints,
respectively, arising from the conservation of the primary
constraints (45) in time. But let us be more careful. We
note that the scale density a appears only in two terms
in (56). One of these terms (the term aK¯pa) is the only
term containing the trace K¯. At this point, it seems to
be part of the Hamiltonian constraint. But since P¯ ≈ 0
implies that K¯ is arbitrary and should vanish from the
constraints explicitly, as stated above, K¯ should be (part
of) a Lagrange multiplier.12 Here, this fact follows from
the conservation of the constraint (49) in time,
˙¯P =
{
P¯ ,HW
}
= −δH
W
δK¯
= −N¯a pa !≈ 0, (58)
12 At this point, Kaku’s prescription [8] would be to isolate terms
with K¯ and interpret it as a a Lagrange multiplier times a con-
straint where the constraint stems from ˙¯P . Having achieved this,
Kaku employed his argument that K is arbitrary and arrived at
his “dilatational constraint”. A similar treatment can be found
in [11].
which introduces a secondary constraint QW given by
QW := apa ≈ 0. (59)
One could, of course, have concluded from this that we
have pa ≈ 0 instead of apa ≈ 0, since we know nothing
about a as a configuration variable, while pa is somewhat
artificial. This would indicate that a is arbitrary, as sus-
pected, but since the expression is weakly vanishing, we
keep it as a whole. Another reason to support taking
apa as the constraint is that it will turn out to be part
of the generator of conformal transformations; see below.
We call the constraint (59) the “scaling constraint”, be-
cause it implies the conformal transformation of the scale
only, as we shall see, and differs from the corresponding
constraint derived in [8, 9, 11–13] and called there the
“conformal (or dilatational) constraint”. The conformal
constraint in these earlier papers contains an additional
term of the form KijP
ij , which in our case is absent be-
cause the use of conformally invariant variables leaves in
(59) only those variables that are affected by a conformal
transformation.
Note that the consistency condition (58) is another way
of stating that the total Hamiltonian should not depend
on K¯. This is very important because this statement
is here formally realized by the use of the unimodular-
conformal canonical variables; in the original variables
used in most of the earlier work, this conclusion cannot
be drawn.
The demand for the temporal conservation of QW gives
no further constraints,
Q˙W = ˙(apa) = {apa, HW} = 0. (60)
In addition, the Poisson bracket between QW and P¯ triv-
ially vanishes because a, pa and P¯ are independent vari-
ables. The result (60) may also be understood from the
fact that
a˙ = {a,HW} = a
(
N¯K¯ +
1
3
DiN
i
)
= −a p˙a
pa
⇒ a pa = f(x), (61)
meaning that apa is a constant of motion. Note that
this calculation is done completely at the level of Poisson
brackets, without imposing any constraints. This result
is valid only in the pure Weyl theory (see the next sub-
section).
By examining the two terms in (56) that contain apa,
(59) suggests that N¯K¯ +DiN
i/3 is the Lagrange multi-
plier (using one of the surface terms and partial integra-
tion on the second of the two terms) for QW, so we can
isolate
(
N¯K¯ +DiN
i/3
)QW from the rest of the terms.
Recalling (27), one can easily see that this Lagrange mul-
tiplier is effectively a˙/a. One may then conclude that we
do not need to add the secondary constraint QW to the
total Hamiltonian by hand with an additional Lagrange
multiplier, as was done in [12]; we merely need to isolate
9it from the rest of the Hamiltonian, with the Lagrange
multiplier essentially being K¯. Such a prescription was
used in [8]. Moreover, adding it by hand would break the
equivalence with the Lagrange formulation [37, 38].
Demanding that the primary constraints (45) be pre-
served in time, and keeping in mind that apa ≈ 0, we find
that the Hamiltonian and the momentum constraints are
given by (adding QW for completeness)
HW⊥ = −
h¯ikh¯jlP¯
ijP¯ kl
2αW
+
(
(3)R¯Tij + ∂iD¯j
)
P¯ ij
+ 2K¯Tij p¯
ij − αWC¯2ijk ≈ 0, (62)
HWi = −2D¯k
(
h¯ij p¯
jk
)− 2D¯k (K¯TijP¯ jk)+ P¯ jkD¯iK¯Tjk
(63)
= −2∂k
(
h¯ij p¯
jk
)
+ ∂ih¯jkp¯
jk
− 2∂k
(
K¯TijP¯
jk
)
+ ∂iK¯
T
jkP¯
jk ≈ 0, (64)
QW = apa ≈ 0. (65)
Here, we have used (C2) and (C3) and the density nature
of the variables to reduce the momentum constraint from
(63) to (64). It can now easily be seen that no scale den-
sity a or trace density K¯ appear in the Hamiltonian and
momentum constraints. Every object in these two con-
straints is conformally invariant, which confirms our ear-
lier claim that no constraint should depend on the trace
K¯. The conformal constraint has to contain the scale
density because it carries information about the confor-
mal transformation, as we discuss below.
Thus one can conclude that the “intrinsic time” a is
absent from the W theory, along with its time evolution
encoded in K¯. In the case of GR, the Hamiltonian con-
straint is much simpler, and one cannot get rid of the
scale density a. The momentum constraints in the W
theory have a structure similar to the one in GR, and ad-
ditional terms are due to the phase space being extended
by the canonical pair (K¯Tij , P¯
ij). The most important
difference is that while the extrinsic curvature leads in
GR to the momentum conjugate to the three-metric, it
is in the W theory an independent canonical variable.
B. Constraint algebra and number of degrees of
freedom
Using unimodular-conformal variables, the algebra of
constraints is expected to be simple. We do not give a
proof for the first three Poisson brackets below, but take
the results from [11], where it is shown that the hyper-
surface algebra for a general f(Riem) theory is the same
as for GR. This can be understood as a consequence of
the reparametrization invariance for such theories ([39],
Sec. 1.5). Writing the smeared versions of the constraints
(62)–(64) and (50) (summarized as CA) as
CA[η] =
∫
d3x η(x) · CA(x), (66)
where η(x) is an arbitrary (vector or scalar) function, the
Poisson brackets among them are
{HW⊥ [ε1],HW⊥ [ε2]} = HW|| [ε1∂iε2 − ε2∂iε1] , (67){
HW|| [~η],HW⊥ [ε]
}
= HW⊥ [L~ηε] , (68){
HW|| [~η1],HW|| [~η2]
}
= HW|| [L~η1~η2] , (69){HW⊥ [ε], P¯ [ǫ]} = 0 , (70){
HW|| [~η], P¯ [ǫ]
}
= 0 , (71)
{HW⊥ [ε],QW[ω]} = 0 , (72){
HW|| [~η],QW[ω]
}
= 0 , (73){
P¯ [ǫ],QW[ω]} = 0, (74)
and all constraints are first class. We note, however, that
in [12] and [13] the foliation algebra (67)–(69) contains an
additional term of the form P [(ε1D
iε2−ε2Diε1)(DjKji−
DiK)]. The consequence of its presence is unclear, but its
origin lies in the fact that the P -constraint was there not
taken into account when defining the Hamiltonian, mo-
mentum, and conformal constraints. Using unimodular-
conformal variables, in which neither P¯ nor K¯ enter any
of the secondary constraints, it is not surprising that
our results for the foliation algebra give those of [11].
Since the transformation to the unimodular-conformal
variables is canonical, the hypersurface foliation algebra
should not change. We stress that the same hypersurface
foliation algebra appears both in GR and higher order
theories [11]. It would therefore be worth investigating
the possibility of a “seventh route to higher derivative
theories”, in analogy to the “seventh route to geometro-
dynamics” [40], since it seems that the same “seventh
route” could lead under different assumptions to a the-
ory different from GR, namely to the whole class of higher
derivative theories of gravity.
It is instructive to count the number of degrees of free-
dom, which we can do in three different ways, cf. [1],
Sec. 4.2.3 for the general counting procedure. The first
way is based on the original phase space and proceeds
as follows. There are 32 phase space variables — 12 in
the three-metric sector, 12 in the extrinsic curvature sec-
tor, and eight in the lapse-shift sector. There are 10
first class constraints — five primary and five secondary
— for which one can invoke 10 gauge fixing conditions.
This leaves (32 − 10 − 10)/2 = 6 degrees of freedom,
which agree with earlier results and with the content of
the linearized theory presented in [18]. The second way
of counting is based on our unimodular-conformal config-
uration variables. We have seen that scale density a and
trace density K¯ are absent from the theory. We can thus
10
go to the subspace spanned by N¯ ,N i, h¯ij , K¯
T
ij and their
canonical conjugates. These are 28 degrees of freedom in
phase space. Since P¯ and QW were already taken into
account to expel a and K¯ from the formalism, we have
to take into account only eight constraints, leading again
to (28− 8− 8)/2 = 6 degrees of freedom.
There is yet another method of counting the degrees of
freedom. Let us consider the configuration space instead
of the phase space to count the physical, propagating,
degrees of freedom. We have ten configuration variables,
five in h¯ij and five in K¯
T
ij . Since we do not have any
restrictions on these variables with respect to conformal
transformations, there are only four constraints left to
reduce the number of variables to 10 − 4 = 6 degrees of
freedom.
A simple thought about an alternative derivation of
the Hamiltonian analysis is of use in understanding the
previous statement. Suppose we first used unimodular-
conformal variables at the unconstrained Lagrangian
level. It would then follow from the evidence presented
so far that scale density a and trace density K¯ were com-
pletely absent at the Lagrangian level, too. The scale
constraint (65) would not be present at all, since there
would be no variables which transform under conformal
transformations. This is clear once one takes into account
(47), which with (65) implies that the Lagrange multi-
plier λ is unnecessary. The counting then takes place
in such a way that it does not include arbitrary vari-
ables. Namely, there would be four vanishing momenta,
implying that the lapse density and shift are arbitrary.
We are then left with ten variables (h¯ij and K¯
T
ij) which
are not constrained by any scale constraint, since they
are conformally invariant. Reparametrization invariance
(Hamiltonian and momentum constraints) constrains the
ten configuration variables to 10− 4 = 6 degrees of free-
dom, which agrees with the above counting.
Note that the linearized theory possesses ghost degrees
of freedom, which cannot be deduced from the constraint
analysis by a simple counting of degrees of freedom. One
can see, however, that the Hamiltonian is linear in mo-
menta, hence seeming unstable (unbounded from below),
and one may expect to deal either with negative energies
or with nonunitarity (in quantum theory). When refer-
ring to such an instability, one must, however, keep in
mind that we have a Hamiltonian constraint. This means
that any negative part arising from linearity in momenta
is compensated by a corresponding positive term, so the
negative term is tamed and most likely harmless. In fact,
already in GR, part of the kinetic term in the Hamilto-
nian constraint (the one connected with intrinsic time)
is negative definite, without causing instabilities; in fact,
this term is needed for good reasons [41].
C. Conformal symmetry and the generator of
conformal transformation.
It was claimed in [9, 11, 12] that the constraint arising
from ˙¯P ≈ 0, that is, the conformal constraint [in our
case, this is the scale constraint (65)], is the generator
of conformal transformations on the original variables.
Kluson et al. [12], for example, arrived at a conformal
constraint of the following form,13
Q := 2hijpij +KijP ij ≈ 0, (75)
where P ij was not decomposed and is thus not traceless.
They claimed, in particular, that Q generates a confor-
mal transformation of Kij ,
{Kij ,Q[ω]} = ωKij . (76)
This is, however, in contradiction to the actual conformal
transformation of Kij given by (B12), because the above
Poisson bracket cannot produce the inhomogeneous term
containing the derivatives of ω. It would be a correct
transformation if one had split Kij into traceless and
trace parts and noticed that the term KP ≈ 0 in (75)
already vanishes weakly, so that only
Q = 2hijpij +KTijP ijT ≈ 0 (77)
should be demanded as a constraint.14 In this case, the
action ofQ could be considered as generating a conformal
transformation, but of KTij only,{
KTij ,Q[ω]
}
= ωKTij . (78)
A problem would still remain for the traceK, because the
Poisson bracket of K with Q would be trivially 0, in con-
tradiction with (B10). Thus, the action ofQ alone cannot
fully recover the transformation law for all variables—
a piece of information is missing, and it has to involve
derivatives of the conformal transformation parameter,
∂tω , ∂iω.
This apparent contradictory nature of the conformal
transformation was first noticed by Irakleidou et al.
[13], who used Castellani’s algorithm [14] [more pre-
cisely, the Anderson-Bergmann-Castellani (ABC) algo-
rithm [14, 42]] to derive the generator of gauge transfor-
mations and proved, among other things, that its cor-
rect form contains both the primary constraint P (corre-
sponding to P¯ in our case) and the secondary constraint
arising from the consistency condition P˙ ≈ 0. The gen-
erator also contains the momentum constraints in order
to include conformal transformations of the lapse. An-
other way to identify this contradiction is to consider the
13 We use here the original variables.
14 Note that the first term is just (twice) the trace of the momen-
tum, which is related to pa.
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second piece of information, which is the lack of physical
interpretation of the isolated constraint P ≈ 0, as no-
ticed by [12], namely, the counterintuitive conformal-like
nature of transformations on pij and Kij ,
{Kij , P [ǫ]} = ǫhij ,
{
pij , P [ǫ]
}
= −ǫP ij . (79)
Checking whether the trace of the first equation in (79)
yields the correct conformal transformation for K, one
finds {K,P [ǫ]} = 3ǫ, which is obviously a contradiction.
The resolution of the problem can be found in [38, 43],
where the ABC algorithm for diffeomorphism and inter-
nal gauge transformations is carefully analyzed. Here, we
use a simplified version of their results, as emphasized by
Pitts [44] (see also the references therein), which states
that primary and secondary constraints have to “work
together in a tuned sum” in order to give the correct
generator of gauge transformations. Roughly speaking,
they are put together in such a way that the transforma-
tion parameter of the primary constraint ǫ and the one
corresponding to the secondary constraint ω have to be
related in a specific way, namely
ǫ = −ω˙. (80)
It is easy to see that in the present case this is not enough,
since the spatial derivatives to complete the Lie derivative
of ω are missing. A rigorous treatment following [38,
43] could solve the problem, and we refer the reader to
these papers for further insight. Here, we extend Pitts’
reasoning to the spatial variations and make the following
identification:
ǫ = −Lnω. (81)
Putting the constraints P and Q together, we propose
the following expression as the generator for conformal
transformations:
Gω[ω, ω˙] :=
∫
d3x (Q · ω + P · Lnω) . (82)
To check if this gives the correct result, we calculate the
Poisson bracket of Kij with G to find
{Kij , Gω[ω, ω˙]} = ωKij + hijLnω, (83)
which exactly agrees with (B12).
However, as stated in [13], the generator of conformal
transformations should include the transformation of the
lapse, in accordance with (B7), for which the simple “sum
tuning” does not work. The authors of [13] used the ABC
recipe to derive the following generator:
Gω [ω, ω˙] =
∫
d3x
(
1
N
ω˙P + ω
(
Q+NpN + L ~N
P
N
))
,
(84)
which generates correctly the conformal transformations
(B3)–(B10).
Returning to our case, only a, pa, and K¯ change un-
der a conformal transformation, due to the choice of
unimodular-conformal variables (P¯ does not change since
it vanishes). Therefore, we expect that the appropri-
ate generator of the conformal transformation reproduces
(B19). Leaving a rigorous derivation via the ABC algo-
rithm for another time, we take the primary constraint P¯
and the secondary constraint QW and form a tuned sum.
Namely, if we let P¯ [ǫ] +QW[ω] act on K¯ and a, we get{
K¯, P¯ [ǫ] +QW[ω]} = ǫ, {a, P¯ [ǫ] +QW[ω]} = aω.
(85)
By comparing with (B19), it can be seen that one should
make the identification (81) (with n replaced by n¯) to
define the generator of the conformal transformation as
follows:
GWω [ω, ω˙] =
∫
d3x
(
ω · QW + P¯ · Ln¯ω
)
=
∫
d3x
(
ωapa + P¯Ln¯ω
)
. (86)
Comparing with the result (84) from [13], one can see
that the lapse momentum term is missing [apart from
the last term differing by a boundary term from (86)].
This is because N¯ is conformally invariant. One can now
check that the conformal variations of all variables van-
ish trivially, except for the scale density a and the trace
density K¯, for which one gets
δωa = {a,GWω [ω, ω˙]} =
{
a,
∫
d3xω apa
}
= ωa ,
δωK¯ =
{
K¯,GWω [ω, ω˙]
}
=
{
K¯,
∫
d3x P¯Ln¯ω
}
= Ln¯ω,
(87)
in agreement with (B19). It is now clear why one should
use QW = apa in (59) instead of QW = pa only; δωa
has to be proportional to a, and our generator GWω [ω, ω˙]
incorporates this demand, giving the correct transforma-
tion laws for a and K¯. Using (B14), one can easily check
that our results are in agreement with [13]. In this sense,
(87) along with (B14) can be considered as “building
blocks” of conformal transformations in the 3+1 formal-
ism. The result is that all other secondary constraints
are conformally invariant, which improves the previous
result [9, 12] that the Hamiltonian constraint is confor-
mally covariant. Moreover, the absence of a and K¯ from
the theory means that these variables do not need to be
gauge fixed. We thus have exploited the full power of the
conformal symmetry present in the Weyl theory.
To summarize, we have constructed here the gener-
ator of gauge transformations by putting primary and
secondary constraints, P¯ and QW, into a tuned sum,
using (81), to derive the correct form of the conformal
transformation generator in unimodular-conformal vari-
ables. It should be emphasized that this identification
(with n replaced by n¯) is not general and only works
in the present case. Our treatment is possible because
we work with a conformally invariant lapse density N¯ ,
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and because the gauge transformations are of a particu-
lar simple form; for a derivation of all gauge generators
in GR and the Weyl-tensor theory in original variables,
see [14] and [13], respectively. A rigorous derivation of
gauge generators can be found in [38, 43]. We believe
that the method presented there gives different results
for the explicit form of the generators in the original and
the unimodular-conformal variables, due to their differ-
ent behavior under conformal transformations.
D. Weyl-Hamilton-Jacobi functional
In 1962, Peres has shown [45] that the Hamiltonian
constraint of GR can be written as a Hamilton-Jacobi
equation, by introducing a functional SE[hij ] as its so-
lution, such that the ADM momentum is defined as
pijADM = δS
E/δhij. The resulting equation became known
as the “Einstein-Hamilton-Jacobi equation” (EHJ) and
reads
2κ√
h
Gikjl δS
E
δhij
δSE
δhkl
−
√
h
2κ
(3)R = 0, (88)
where
Gikjl = 1
2
(hikhjl + hilhjk − hijhkl) (89)
is the inverse of the DeWitt metric [27, 41],
Gikjl = 1
2
(
hikhjl + hilhjk − 2hijhkl) . (90)
Gerlach [46] then showed that the EHJ is equivalent to
all ten Einstein field equations. In analogy to [45], we
introduce a functional
SW = SW[h¯ij , a, K¯
T
ij, K¯], (91)
which is defined on the full configuration space in the
unimodular-conformal basis, such that the conjugate mo-
menta p¯ij , pa, P¯
ij , and P¯ are given by
p¯ij =
δSW
δh¯ij
, P¯ ij =
δSW
δK¯Tij
, (92)
pa =
δSW
δa
, P¯ =
δSW
δK¯
. (93)
The Hamiltonian constraint turns into what we call the
Weyl-Hamilton-Jacobi (WHJ) equation [4],
HW⊥ = −
1
2αW
h¯ikh¯jl
δSW
δK¯Tij
δSW
δK¯Tkl
+
(
(3)R¯Tij + ∂iD¯j
) δSW
δK¯Tij
+ 2K¯Tij
δSW
δh¯ij
− αWC¯2ijk ≈ 0 . (94)
The momenta (92) and (93) should be replaced in all
other constraints, too. One may, in analogy to [46], try
to prove that the WHJ equation is equivalent to the
Bach equations (equations of motion for the Weyl ac-
tion); see, for example, [47] for some solutions to this
equation. Here, however, we only focus on the functional
SW[h¯ij , a, K¯
T
ij, K¯] itself and discuss its invariance under
gauge transformations.
The Hamiltonian and momentum constraints reflect
the fact that SW is invariant under time reparametriza-
tions and three-diffeomorphisms, respectively. The gen-
erator of conformal transformations suggested by (86)
should imply conformal invariance of the functional SW,
as we show now.
Conformal variations of the functional SW only act
along the δa and δK¯ directions in the unimodular-
conformal basis of the configuration space [using (B19)],
δωS
W =
∫
d3x
(
δωa
δSW
δa
+ δωK¯
δSW
δK¯
)
=
∫
d3x
(
ωa
δSW
δa
+ Ln¯ω δS
W
δK¯
)
. (95)
On the one hand, one expects to have δωS
W = 0. On
the other hand, we have seen from the discussion so far
that the correct generator of conformal transformation is
given by (86), and we have
GWω [ω, ω˙] = 0 (96)
on the constraint surface. Now one can easily see that
(86) coincides with (95) when the momenta are expressed
in terms of SW. Thus, one concludes that
GWω [ω, ω˙] = 0 ∧ GWω [ω, ω˙] = δωSW ⇒ δωSW = 0, (97)
that is, that the evaluation of Gω[ω, ω˙] on the constraint
surface expresses the invariance of SW under conformal
transformation. It follows that SW is independent of scale
density a and trace density K¯,
SW = SW[h¯ij , K¯
T
ij ] , (98)
as expected. One might ask which relation holds instead
of (97) and what its meaning is if one attempts to con-
struct such expressions in a theory with second class con-
straints, as a consequence of conformal symmetry break-
ing. This is discussed in the following section.
VI. ADDING THE EINSTEIN-HILBERT TERM:
WEYL-EINSTEIN GRAVITY
A. Hamiltonian formulation
Supplementing the Weyl-tensor action (1) by the EH
term using the expression (11) for the Ricci scalar, the
13
velocity LnK is explicitly introduced into the action,15
S˜WE =
∫
dt d3xN
√
h
{
−αW
2
CTijC
ijT + αWC
2
ijk
+
1
2κ
(
2LnK + (3)R+KijKij +K2
)
− λij (2Kij − Lnhij)
}
. (99)
As a consequence, the constraint P ≈ 0 no longer holds,
which is an explicit signal for the conformal symmetry
breaking. Instead of using (11) in (99), one could alter-
natively perform a partial integration of the term LnK
to arrive at the usual expression for the EH action and
the well-known boundary term [this is equivalent to using
(12)]
σ
1
κ
∫
d3x
√
hK, (100)
where σ = −1 or +1 for the timelike or spacelike bound-
ary, respectively.
In GR, it is customary to supplement the EH action
with the negative of the above term in order to get rid
of the second time derivative of the metric (which trans-
lates to the first time derivative ofK) and provide second
order equations of motion upon variation with respect to
the metric.16 Here, we are however dealing with a higher
derivative theory, whose defining feature is exactly to
have second order time derivatives of the metric which
cannot be reduced and whose equations of motion are
fourth order. Note that the boundary term (100) van-
ishes upon variation, since Kij is also required besides
hij to be fixed on the boundary. Therefore, a partial in-
tegration of the K-velocity term is not needed in squared
curvature actions supplemented by the EH term, and it
is harmless; see [12] and references therein. We choose
to use the latter (i.e. the partially integrated) version
of the EH action, because the EH term then leaves the
constraint P¯ ≈ 0 intact. This choice does not make the
breaking of conformal symmetry obvious at first glance,
but it simplifies the resulting Poisson brackets. In which
way the choice of (not) using the boundary term affects
the quantum theory is left to be investigated elsewhere.
The simplified action takes the following form:
SWE =
∫
dt d3xN
√
h
{
−αW
2
CTijC
ijT + αWC
2
ijk
+
1
2κ
(
(3)R+KijK
ij −K2)
− λij (2Kij − Lnhij)
}
. (101)
15 We ignore the total divergence coming from DiDjN/N .
16 This was already noticed by Einstein [48].
Using unimodular-conformal variables, the conjugate
momenta for the above action are the same as in (45)–
(49). The total Hamiltonian is given by
HWE =
∫
d3x
{
N¯
[
− h¯ikh¯jlP¯
ij P¯ kl
2αW
+
(
(3)R¯Tij + ∂iD¯j
)
P¯ ij
+ 2K¯Tij p¯
ij + aK¯pa − αWC¯2ijk
− 1
2κ
a4
(
(3)R+ a−2K¯T2ij − 6 a−2K¯2
)]
+N i
[
−2Dk
(
h¯ij p¯
jk
)− 1
3
Di (a pa)
− 2Dk
(
K¯TijP¯
jk
)
+DiK¯
T
jkP¯
jk
]
+ λN¯pN¯ + λip
i + λP¯ P¯
}
+Hsurf , (102)
where K¯T2ij ≡ K¯Tij h¯iah¯jbK¯Tab, but (3)R is not yet decom-
posed. Let us again first discuss the conservation of the
P¯ ≈ 0 constraint, which leads to the requirement
˙¯P =− δH
δK¯
= −N¯
(
apa +
6a2
κ
K¯
)
≈ 0,
⇒ QWE := apa + 6a
2
κ
K¯ ≈ 0, (103)
where we have included a in the definition of QWE for
reasons similar to the ones in the pure Weyl case. The
“spoiled” conformal constraint turns out to form a pair of
second class constraints with P¯ ≈ 0, since the constraints
do not commute,
{
P¯ (x), QWE(y)} = −6a2
κ
δ(x− y). (104)
It is precisely the trace density K¯ (which is proportional
to a˙) that is responsible for this, due to the expression
QE := 6a
2
κ
K¯, (105)
which depends on κ. Observe that for κ−1 → 0 (which
would correspond to a high energy regime beyond the
Planck scale where the Weyl-tensor term dominates) the
constraints become first class and the conformal symme-
try is restored. It is now clear that this behavior obvi-
ously needs to be treated within a quantum theory of
gravity, and that is exactly what we are going to do in
a follow-up paper [30]. In addition, it is clear that QWE
is not automatically conserved in time, since the consis-
tency condition produces terms which are not weakly 0.
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Demanding the time derivative to be 0,
Q˙WE = {QWE, HWE}
=
N¯
2κ
(
2a2 (3)R¯− 4a∂i
(
h¯ij∂ja
)
+ 12a2K¯2
+ 2a2K¯T2ij
)
+
4a2
κ
K¯DiN
i +
6a2
κ
λP¯ ≈ 0, (106)
determines the Lagrange multiplier λP¯ ,
λP¯ = −
N¯
6a2
(
a2 (3)R¯− 2a∂i
(
h¯ij∂ja
)
+ 6a2K¯2
+a2K¯T2ij
)− 2
3
K¯DiN
i, (107)
effectively determining ˙¯K, which is undetermined in the
pure W theory. Note that our result for this Lagrange
multiplier differs from the one obtained in [12], because
we use unimodular-conformal canonical variables, which
expel the variable P¯ from the constraints.
We do not insert this value for the Lagrange multiplier
into (102), but calculate instead Dirac brackets. Let us
first derive from (102) the Hamiltonian and the momen-
tum constraints. Conservation of the constraint pN¯ ≈ 0
in time leads to
p˙N¯ = {pN¯ , HWE}
= − h¯ikh¯jlP¯
ijP¯ kl
2αW
+
(
(3)R¯Tij + ∂iD¯j
)
P¯ ij
+ 2K¯Tij p¯
ij + aK¯pa − αWC¯2ijk
− 1
2κ
a4
(
(3)R + a−2K¯T2ij − 6 a−2K¯2
) ≈ 0. (108)
We already know from (103) that apa + 6a
2K¯/κ ≈ 0; if
we use this relation in (108), we arrive at the following
expression for the Hamiltonian constraint:
HWE⊥ = −
h¯ikh¯jlP¯
ijP¯ kl
2αW
+
(
(3)R¯Tij + ∂iD¯j
)
P¯ ij
+ 2K¯Tij p¯
ij − αWC¯2ijk
− 1
2κ
a4
(
(3)R + a−2K¯T2ij + 6 a
−2K¯2
)
= HW⊥ −
1
2κ
a4
(
(3)R+ a−2K¯T2ij + 6 a
−2K¯2
) ≈ 0,
(109)
where HW⊥ is the Hamiltonian constraint of the pure W
theory, which is given in (62). It is clear that due to the
term
HE⊥ := −
1
2κ
a4
(
(3)R+ a−2K¯T2ij + 6 a
−2K¯2
)
, (110)
the Hamiltonian constraint is now explicitly not invari-
ant under conformal transformations. The momentum
constraint in the WE theory contains an additional term
Di (a pa) which is scale dependent, as is the case with the
scale constraint. The constraints read
HWEi = −2∂k
(
h¯ij p¯
jk
)
+ ∂ih¯jk p¯
jk − 1
3
Di (a pa) ,
− 2∂k
(
K¯TijP¯
jk
)
+ ∂iK¯
T
jkP¯
jk ≈ 0 (111)
QWE = apa + 6a
2
κ
K¯ ≈ 0. (112)
The theory is now manifestly not conformally invari-
ant. The use of our unimodular-conformal variables
makes this clear by revealing the scale density- and trace
density-dependent terms which are responsible for con-
formal symmetry breaking in the WE theory.
We can now formulate the total Hamiltonian as a linear
combination of all constraints:
HWE =
∫
d3x
{
N¯HWE⊥ +N iHWEi +
(
N¯K¯
)QWE
+ λN¯pN¯ + λip
i + λP¯ P¯
}
, (113)
where N¯ ·K¯ can be interpreted as the Lagrange multiplier
for the QWE constraint.17 If we had, instead, eliminated
a pa from (111) using (112) (in the spirit of what we did
in the pure Weyl case), the momentum constraint would
readHWi +2a2DiK¯/κ ≈ 0, and the Lagrangian multiplier
to QWE would have the same form as in the pure Weyl
case. It is unclear to us which procedure is the more
appropriate one.
What can we say about the constraint algebra in the
WE theory? Comparing with the algebra (67)–(74) in
the pure Weyl theory, we expect that the first three Pois-
son brackets remain unchanged because the hypersurface
foliation algebra should be preserved (the Weyl and EH
terms in the action fulfil this symmetry separately). Con-
cerning the other constraints, we observe that because of
(105) we now have
{
P¯ [ǫ],QWE[ω]} = − 6
κ
∫
d3x ǫ ω a2, (114)
and the commutation of the constraints is thus spoiled.
This is, of course, a consequence of the conformal sym-
metry breaking.
17 Compare this with the result from [12] where QWE was added
by hand with a Lagrange multiplier λQ, which of course led the
authors to the conclusion that λQ = 0. The reason why they
got such a result is that there is no need to add the secondary
second class constraint by hand—it is already present in the to-
tal Hamiltonian, and one simply needs to identify it from the
appropriate consistency condition.
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Since we are dealing here with a system that has both
first and second class constraints, leading to one deter-
mined Lagrange multiplier, the Poisson brackets should
be replaced by Dirac brackets. For a general function
F (x) and G(x), the Dirac bracket reads [36]
{F (x), G(y)}D = {F (x), G(y)}
−
∫
d3z d3z′ {F (x), φA(z)}MAB {φB(z′), G(y)} ,
(115)
where the sum is understood as running over the sec-
ond class constraints here labelled by A,B = (1, 2) with
φ1(z) = P¯ (z) and φ2(z) = (apa +
6
κa
2K¯)(z), and MAB
is the inverse matrix to
MAB =
({φ1(z), φ1(z′)} {φ1(z), φ2(z′)}
{φ2(z), φ1(z′)} {φ2(z), φ2(z′)}
)
= −6a
2
κ
(
0 1
−1 0
)
, (116)
so
MAB = κ
6a2
(
0 1
−1 0
)
. (117)
The form of φ1 and φ2 is such that only brackets be-
tween K¯ and a, pa, P¯ are modified. This concerns the
following three brackets:{
K¯, P¯
}
D
= 0,{
K¯, a
}
D
=
κ
6a
, (118)
{
K¯, pa
}
D
≈ −K¯
a
,
where in the last bracket we have used the constraint
(112). Because of the use of unimodular-conformal vari-
ables, the resulting Dirac brackets are of a much simpler
form than the ones derived in [12]. This clearly shows
which part of the configuration space is affected by con-
formal symmetry breaking. The above brackets show
that K¯ can no longer be treated as a “true” canonical
variable—it is determined by other variables in the the-
ory. Counting the degrees of freedom proceeds as follows:
we have 12 degrees of freedom to start, including a and
K¯, and four first class constraints, which gives eight de-
grees of freedom. We also have one pair of second class
constraints, which eliminates one more degree of free-
dom, so we end up with a total of seven physical degrees
of freedom, which agrees with previous results [12].
B. Hamilton-Jacobi functional and the generator
of nongauge conformal transformations
In the same way as in the pure Weyl case, a functional
SWE[h¯ij , a, K¯
T
ij, K¯] can be introduced to express the mo-
menta as functional derivatives. The Hamilton-Jacobi
equation that follows from (109) is then given by
− 1
2αW
h¯ikh¯jl
δSWE
δK¯Tij
δSWE
δK¯Tkl
+
(
(3)R¯Tij + ∂iD¯j
) δSWE
δK¯Tij
+ 2K¯Tij
δSWE
δh¯ij
− αWC¯2ijk
− 1
2κ
a4
(
(3)R+ a−2K¯T2ij + 6 a
−2K¯2
)
= 0. (119)
One may refer to this equation as the “Weyl-Einstein-
Hamilton-Jacobi equation” (WEHJ). We see that the
WEHJ is qualitatively different from both the EHJ and
the WHJ, owing to the different structure of the Hamilto-
nian constraint. The signature of symmetry breaking is
the explicit presence of scale density a and trace density
K¯, making SWE noninvariant under conformal transfor-
mation. Thus, it would seem that SWE now remains to
live on the full configuration space. We recognize, how-
ever, from the Dirac brackets (118) that K¯ is not to be
treated as a configuration space variable at all—it is fixed
by the EH term, and it is not a true degree of freedom.
This is clarified below.
At first glance, the fact that
P¯ ≈ 0 ⇒ δS
WE
δK¯
= 0 (120)
seems to be contradictory with the explicit appearance
of K¯ in (119). How can this be? Equation (120) should
be interpreted merely as a statement that SWE should
functionally not depend on K¯ as a configuration vari-
able. Based only on (120), nothing more can be said—
additional information is required. The secondary con-
straint QWE when evaluated with the HJ functional pro-
vides the second piece of information,
QWE ≈ 0 ⇒ aδS
WE
δa
= −6a
2
κ
K¯. (121)
Since δSWE/δa no longer vanishes, the interpretation of
(121) is that the variation of a is no longer arbitrary,
which is consistent with the observation from the Dirac
brackets (118) that a is no longer an arbitrary variable.
This variation seems to be fixed by a and K¯ due to the
presence of the EH term [note the coupling 1/κ in (121)].
The final piece of information is provided by the fact
that the primary-secondary pair of constraints P¯ and
QWE are of second class. This effectively means that
the price for the nonarbitrary variation of a is that K¯
becomes fixed through (121). Closer inspection of (121)
reveals that this is just the trace of the ADM momentum
pijADM =
√
h(Kij−hijK)/2κ of the pure EH-theory as ex-
pressed in terms of the unimodular-conformal variables,
see in this connection [49]. This suggests that confor-
mal symmetry breaking gives rise to the time evolution
of scale density a by determining it through K¯. There-
fore, one can say that conformal symmetry breaking by
the EH term (or any term explicitly dependent on K¯)
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“downgrades” K¯ from a configuration space variable to
a function with a fixed form.
What does all this imply for the generator of gauge
conformal transformations? Since the involved con-
straints are of second class, such a generator cannot be
defined in the WE theory, at least not using the ABC
algorithm which determines only gauge generators using
first class constraints. However, a closer look at the ac-
tion (87) of the generator in W theory suggests that the
form of the generator in the W theory may be used as
a general definition independent of the context of that
theory because the conformal variations δωa = ωa and
δωK¯ = Ln¯ω are determined only by the definitions of
the respective variables (the only variables which change
under conformal transformation) and the specific form of
the conformal transformation for the metric. One may
thus use
Gω[ω, ω˙] =
∫
d3x
(
ω · a pa + P¯ · Ln¯ω
)
(122)
as an ansatz for the generator of conformal transforma-
tions18 in the Hamiltonian formulation, meaning that
such a generator may be defined independently of a par-
ticular theory and studied in any theory expressed in the
3+ 1 formalism in unimodular-conformal canonical vari-
ables (hence the superscript “W” is omitted). With this
in mind, we can write (97) again, with the difference that
in the WE theory it does not vanish,
Gω[ω, ω˙] = δωS
WE 6= 0 . (123)
The above statement is not a postulate, but follows di-
rectly when (122) is evaluated on the constraint hyper-
surface of the WE theory with (120) and (121), that is,
δωS
WE =
∫
d3x
(
ωa
δSWE
δa
+ Ln¯ω δS
WE
δK¯
)
= − 6
κ
∫
d3xω a2K¯ 6= 0 , (124)
from which (123) reads
Gω[ω, ω˙] = − 6
κ
∫
d3xω a2K¯ . (125)
This is an important result. It means that evaluating the
generator of conformal transformation (122) on the con-
straint hypersurface in the configuration space of the WE
theory fails to give a vanishing variation of the Hamilton-
Jacobi functional, which implies that the conformal sym-
metry in the WE theory is broken. Since SWE function-
ally does not depend on K¯ (see (120)), and variation of
18 Again, we warn the reader not to be misled by terminology—
the generator refers to transformations (3), which are essentially
local Weyl rescalings of fields.
SWE with respect to scale density a is nonarbitrary and
relates the trace density K¯ to the momentum pa [see
(121)], the HJ functional of the WE theory depends on
scale density, that is,
SWE = SWE[h¯ij , a, K¯
T
ij ] . (126)
Since scale density is the variable affected by conformal
transformation, the HJ functional of the WE theory is not
conformally invariant, in contrast to the HJ functional of
the pure W theory [see (98)].
To summarize, a theory has a symmetry under con-
formal (rescaling) transformation only if the generator
of conformal transformations (122) vanishes on the con-
straint hypersurface in the configuration space of the the-
ory. We think that a similar conclusion may be general-
ized to hold for other symmetries.
We conclude this subsection with a remark on the gen-
erator of conformal transformations for fields. As men-
tioned earlier, in the presently discussed case of the WE
theory the ABC algorithm cannot be applied to find the
generator of gauge conformal transformation, since con-
straints are second class and a conformal transformation
is not a gauge one. However, suppose we naively use
the prescription of a tuned sum in this case, we might
think of putting the primary-secondary pair of second
class constraints into the following expression:
G˜ω[ω, ω˙] ≡
∫
d3x
(
ω · QWE + P¯ · Ln¯ω
)
=
∫
d3x
(
ω ·
(
apa +
6a2
κ
K¯
)
+ P¯ · Ln¯ω
)
.
(127)
This object does, of course, not have the meaning of a
gauge generator of conformal transformations, but it is
interesting to note that it still produces correct confor-
mal transformations for the scale density a and the trace
density K¯ (note that this may not be true in a setting
more general than the WE theory). Moreover, we note
that the requirement for this object to vanish on the con-
straint hypersurface in the configuration space,
G˜ω[ω, ω˙]
!
= 0 , (128)
implies the result found earlier in (125), which is obvious
if one rewrites (127) and (128) as
G˜ω [ω, ω˙] = Gω[ω, ω˙] +
6
κ
∫
d3xω a2K¯ = 0. (129)
It would then be of interest to investigate whether it
is possible to formulate such an object G˜ in any con-
strained system containing second class constraints, and
whether they are always connected with the breaking of
some symmetry, that is, whether one can always impose
the requirement (128), but this is beyond the scope of
the present work.
We are now ready to include matter into the theory and
discuss symmetries and generators of transformations of
the full WE theory with matter.
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VII. ADDING MATTER: WEYL-EINSTEIN
GRAVITY WITH NONMINIMALLY COUPLED
SCALAR FIELD
A. Hamiltonian formulation
For a more realistic picture, it is necessary to extend
the WE theory by including a nongravitational (matter)
sector. We consider the Lagrangian of a nonminimally
coupled scalar field (including the case of minimal cou-
pling as a special case) given by
Lϕ = −1
2
√−g
[
gµν∂µϕ∂νϕ+ ξRϕ
2 + V (ϕ)
]
=
1
2
N
√
h
[
(nµ∂µϕ)
2 + ξ
(
2
3
K2 − 2∇µ (nµK)
)
ϕ2
− hij∂iϕ∂jϕ− ξ
(
(3)R− 2
N
DiDiN
)
ϕ2
− ξKTijKijTϕ2 − V (ϕ)
]
, (130)
where the nonminimal coupling constant ξ is dimension-
less, and where we have used (12) simply because it is
easier to work with than with (11). It is known that for
ξ = 1/6 the above action is invariant under conformal
transformation (3) if the scalar field is transformed as
ϕ→ ϕ˜ = Ω−1ϕ , (131)
along with the metric, and if the potential term is either
0 or βϕ4, with β being a dimensionless coupling. If the
scalar field is massive, the conformal symmetry is broken,
and if ξ = 0 we have the usual minimally coupled scalar
field, for which the conformal symmetry is also lost. The
essential features of our investigation can be seen already
for the case V (ϕ) = 0 to which we restrict ourselves from
now on. It is clear that, depending on the value of ξ,
we will either have only first or first and second class
constraints, but in both cases we will be able to define a
generator of conformal transformation.
The 3 + 1 decomposition of the above action can be
found, for example, in [12, 50] and the references therein.
It is convenient to rescale the scalar field to ϕ→ aϕ, such
that the resulting variable does not transform under a
conformal transformation. We can thus introduce a new
scalar density by
χ := aϕ, (132)
which is of scale weight19 wa = 1. It is also possible
to define this scalar density as χ := a6ξϕ for which it
was shown in [50] for vanishing shift that the interaction
19 Defined in Appendix C.
term ϕ˙K is eliminated from the ϕ-Lagrangian, cf. Eq.
(2.3) there. However, we choose to use (132) because
in that case the scaling of the scalar field ϕ with a−1
reflects its physical dimension (inverse length) and χ is
dimensionless (see Appendix A), while a more general
discussion is possible if the scaling is independent of ξ.
Rescaling the scalar field in this way is also important in
cosmological perturbation theory; see, for example, [51].
This choice of scaling is particularly suggestive because it
compensates in (132) the necessary conformal rescaling
of ϕ in (131), resulting in a conformally invariant scalar
density variable χ.
Employing unimodular-conformal variables, along
with (132), the Lagrangian can be decomposed in the
following way:
Lχ = 1
2
N¯
[(
n¯µ∂µχ− (1− 6ξ)K¯χ− ∂iN
i
3N¯
χ
)2
+ 6ξ(1− 6ξ)K¯2χ2
− ξ (3)R¯χ2 + 4ξχ∂i
(
h¯ij∂jχ
)
+ (4ξ − 1) h¯ij∂iχ∂jχ
− ξK¯T2ij χ2 + (1− 6ξ)S(a)
]
+ ξ∂B, (133)
where K¯T2ij ≡ K¯Tij h¯iah¯jbK¯Tab, as before, and
∂B := ∂i
(
h¯ij
(
∂jN¯χ
2 − N¯∂jχ2
))
+ 3∂i
(
N¯ h¯ij∂j log aχ
2
)
− 3∂µ
(
N¯ n¯µK¯χ2
)
. (134)
is a collection of total divergences resulting from sev-
eral applications of the Leibniz rule to extract the lapse
density from the derivatives. The third line in the
above decomposed Lagrangian (133), along with the
last term (1 − 6ξ)S(a), results from the combination
hij∂iϕ∂jϕ−ξ
(
(3)R − 2DiDiN/N
)
ϕ2 in the original La-
grangian (130); the term S(a; ξ) is given by
S(a) = h¯ij
(
∂i log a ∂jχ
2 − ∂i log a ∂j log aχ2
)
(135)
and is a collection of all scale-dependent terms arising
from the decomposition of (3)R [see (C19)] and the rest
of the terms in the third line of (130). The first and the
second lines in (133) result from the first line of (130)
and from ξ (3)Rϕ2.
It is obvious that all terms in the Lagrangian (133) are
separately conformally invariant, except for three terms
proportional to (1− 6ξ). These are the only terms which
depend either on a or K¯. It is clear that the latter three
terms have something in common: they vanish for ξ =
1/6, that is, for conformal coupling. Hence, if these terms
were absent, the Lagrangian of the nonminimally coupled
scalar field for ξ = 1/6 would be conformally invariant
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term by term,
Lχ = 1
2
N¯
[(
n¯µ∂µχ− ∂iN
i
3N¯
χ
)2
− 1
6
(
(3)R¯+ K¯T2ij
)
χ2
− 1
3
(
2χ∂i
(
h¯ij∂jχ
)− h¯ij∂iχ∂jχ)
]
+
1
6
∂B , (136)
up to a total divergence ∂B. It can then be concluded
that the conformal symmetry requires the absence of scale
density a and trace density K¯ from the action, up to a
surface integral. In other words, absence of a and K¯ is
the fingerprint of conformal invariance.20 It may now be
understood in the context of the 3+1 decomposition why
the nonminimal coupling term ξRϕ2 is necessary for the
conformal invariance of the scalar field action: it serves
to eliminate a and K¯ from those terms in gµν∂µϕ∂νϕ for
ξ = 1/6 that contain scales and traces. Note that this
cancellation was made possible by the particular choice
of scaling (132) for the scalar field (see, for example, Ap-
pendix D in [26]) which reflects its physical dimension of
inverse length.
After this preparation, we can address the Hamiltonian
formulation. The canonical momentum conjugate to χ is
given by
pχ =
∂Lχ
∂χ˙
= n¯µ∂µχ− (1− 6ξ)K¯χ− ∂iN
i
3N¯
χ , (137)
and the total matter21 Hamiltonian follows to read
Hχ =
∫
d3x (χ˙pχ − Lχ)
=
∫
d3x
{
N¯Hχ⊥ +N iHχi
}
+Hχsurf , (138)
where
Hχ⊥ :=
1
2
[
p2χ + ξ
(
R¯+ K¯T2ij
)
χ2
− 4ξχ∂i
(
h¯ij∂jχ
)
+ (1− 4ξ) h¯ij∂iχ∂jχ
+ (1− 6ξ)
(
2K¯χ pχ − 6ξK¯2χ2 − S(a)
)]
, (139)
Hχi := −
1
3
(χ∂ipχ − 2∂iχ pχ) , (140)
Hχsurf := ξ
∫
d3x
[
2∂i
(
N iχpχ
)− ∂B] (141)
20 Recall again that we talk about the local rescaling of fields, not
conformal coordinate transformations.
21 Here, we ignore the gravitational variables in the Legendre trans-
formation because we want to focus on the expressions arising
solely from matter.
are the matter contributions to the Hamiltonian con-
straint, the momentum constraints, and the surface in-
tegral, respectively. They contribute to the Hamiltonian
and momentum constraints of the Weyl-Einstein-χ the-
ory (WEχ for short). Note that for ξ = 1/6 the expres-
sions (139) and (140) are both manifestly conformally
invariant, so this feature also holds for the full Hamil-
tonian (138) (up to the surface term). For the sake of
completeness, we give here the matter contribution to
the Hamiltonian constraint in the conformally invariant
case:
Hχ⊥
(
ξ =
1
6
)
=
1
2
p2χ +
1
12
(
(3)R¯+ K¯T2ij
)
χ2
− 1
6
(
4χ∂i
(
h¯ij∂jχ
)− 2h¯ij∂iχ∂jχ
)
. (142)
This expression does not contain any scales or traces.
On the other hand, note that in the case of minimal
coupling (ξ = 0), both a and K¯ are present, reflecting
the conformally noninvariant nature of such coupling.
The reason why we can simply add the various Hamil-
tonians is because we treat h¯ij , a, K¯
T
ij, K¯ as independent
variables (below to be introduced for the full WEχ the-
ory) and because (133) does not contain the velocities
Ln¯K¯ (application of the Leibniz rule led to a boundary
term). For this reason, we do not need to consider the
term ˙¯KP¯ in the Hamiltonian (138). (This was also the
case for the W and WEH theories above.) If, instead,
we had chosen to keep the term Ln¯K¯, there would have
been a nonzero contribution to P¯ due to the presence of
Ln¯K¯χ2. This would lead to a different formulation that
deserves further study.
We can now put the Lagrangians of the WE and χ
theories together and proceed to the Hamiltonian formu-
lation using the definitions (45)–(49) and (137) for the
momenta and replacing LWc → LWEχc = LWEc + Lχ. The
Legendre transform to the total Hamiltonian then gives
HWEχ =
∫
d3x
{
˙¯hij p¯
ij + a˙pa +
˙¯KTijP¯
ij + χ˙pχ − LWEχc
+ λN¯pN¯ + λip
i + λP¯ P¯
}
, (143)
from which one can determine the following secondary
constraints
HWEχ⊥ := HW⊥ +HE⊥ +Hχ⊥ ≈ 0, (144)
HWEχi := HWEi +Hχi ≈ 0, (145)
QWEχ := QW +QE +Qχ ≈ 0. (146)
It is obvious from this formulation of the constraints that
HW⊥ comes from (62), HE⊥ comes from (110), Hχ⊥ comes
from (139), and that the momentum constraints consist
of (111) and (140); the expressions QW and QE are de-
fined in (59) and (105), respectively, while Qχ originates
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from the matter part of the theory and reads
Qχ := (1− 6ξ)χ pχ − 6ξ (1− 6ξ) K¯χ2 . (147)
The explicit form of the constraints is determined as
follows. It will prove convenient to introduce
1
κ˜
:=
1
κ
− ξ (1− 6ξ) χ
2
a2
, (148)
which could be interpreted as coupling between χ and the
scale and trace density a, K¯, see below. The consistency
condition for P¯ ≈ 0 is such that it requires the expression
QWEχ = apa+(1−6ξ)χ pχ+6a2K¯/κ˜ to vanish. It is now
not possible to use this constraint in order to completely
eliminate K¯ from the remaining constraints, in contrast
to the pure Weyl case. Namely, the consistency condition
for pN¯ leads to
22 a Hamiltonian constraint which depends
on a and K¯; the constraints read
HWEχ⊥ = HW⊥ +
1
2
p2χ + 3ξ
2
(
(3)R¯ + K¯T2ij
)
χ2
− 1
2
(
4ξχ∂i
(
h¯ij∂jχ
)− (1− 4ξ) h¯ij∂iχ∂jχ
)
− a
2
2κ˜
(
(3)R¯+ K¯T2ij + 6K¯
2
)
+
a2
κ˜
(
2∂i
(
h¯ij∂j log a
)
+ h¯ij∂i log a ∂j log a
)
+ (1− 6ξ)
(
4ξ∂i
(
h¯ij∂j log a
)
χ2 − h¯ij∂i log a ∂jχ2
+ (1 + 2ξ)h¯ij∂i log a ∂j log aχ
2
)
≈ 0, (149)
HWEχi = −2∂k
(
h¯ij p¯
jk
)
+ ∂ih¯jkp¯
jk − 1
3
Di (a pa)
− 2∂k
(
K¯TijP¯
jk
)
+ ∂iK¯
T
jkP¯
jk
− 1
3
(χ∂ipχ − 2∂iχ pχ) ≈ 0 (150)
QWEχ = apa + (1− 6ξ)χ pχ + 6a
2
κ˜
K¯ ≈ 0 . (151)
Note the appearance of 1/κ˜ in two terms in (149). One
should keep in mind that 1/κ˜ is not a constant, that is,
κ˜ = κ˜(a, χ) and that it depends parametrically on ξ.
We choose to work with κ˜ instead of κ because one
can then easily recognize the features of the Hamiltonian
constraint in terms of the couplings ξ and 1/κ˜ and see
more clearly the contrast between the conformal and non-
conformal versions of the theory. For example, 1/κ˜ = 0
22 After identifying QWEχ ≈ 0, similarly to the step from (108) to
(109) in the WE case.
eliminates the trace density K¯ from all the constraints
and also eliminates the scale part of the Ricci scalar,
while ξ = 1/6 eliminates the coupling of χ to the scale
density a and the trace density K¯. Let us therefore now
have a closer look at these couplings.
We can distinguish between vanishing and nonvanish-
ing 1/κ˜. This reflects the commutation properties be-
tween the constraints,
{
P¯ , QWEχ} = −6a2
κ˜
. (152)
This commutator can vanish (1/κ˜ = 0) in the following
three cases:
1. 1κ = 0 and ξ =
1
6 ,
2. 1κ = 0 and ξ = 0,
3. χ2 = χ2c := a
2 (κξ(1 − 6ξ))−1.
It is important to realize that the commutator vanishes
because 1/κ˜ = 0 eliminates K¯2 from the total Hamilto-
nian, making all constraints independent of K¯. We also
note that κ→∞ is the strong-coupling limit G→∞.
The constraints are first class only in the first case; this
corresponds to the conformal version ξ = 1/6 and 1/κ =
0. The former turns κ˜ → κ and eliminates the coupling
of χ with scale density a, while the latter excludes the
EH contribution. Then one is left with HWEχ⊥ = HW⊥ +Hχ⊥(ξ = 1/6), see (142), that is, a scalar density field
conformally coupled to the Weyl gravity. In this case the
constraints are first class.
In the second case, we are dealing with a minimally
coupled scalar field in Weyl-squared gravity, namely ξ =
0 eliminates the nonminimal coupling. One would expect
that the conformal symmetry is broken due to confor-
mal noninvariance of the minimally coupled scalar field.
However, constraint analysis needs to be investigated fur-
ther. Namely, the secondary constraint (151) simplifies to
QWχ = apa+χ pχ, and one needs to check again its con-
sistency condition. Several further constraints appear,
since term χ pχ and the absence of K¯ from this constraint
prevent the Dirac algorithm from terminating until sev-
eral further steps. We do not investigate this further
here, but we emphasize that this is an interesting and
simple case for studying conformally noninvariant scalar
fields.
The third case is a very interesting one. It says that
if the scalar density field adopts a certain critical value
χc, then the contribution of the trace density K¯ from
the EH part is canceled, along with some of the spatial
derivatives of the scale density, but the scale density is
still present and the theory is not conformally invariant.
Thus, one expects again a second class system with fur-
ther constraints, a matter into which we do not go here.
This critical value was already met in [50] [see there Eq.
(2.12)] and turned out to be the limiting case between
an indefinite and a positive definite kinetic term in the
Hamiltonian constraint.
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If 1/κ˜ 6= 0 and ξ 6= 0, 1/6, we have a nonconformal
scalar density nonminimally coupled to WE gravity—the
most general case. The consistency requirement forQWEχ
gives a nontrivial result from which, in this most general
case, the Lagrange multiplier λP¯ is determined from part
of the second and part of the third term in
Q˙WEχ = {QW, HWEχ}+ {QE, HWEχ}+ {Qχ, HWEχ} ,
(153)
which give a nonvanishing term proportional to
(δQWEχ/δK¯)(δHWEχ/δP¯ ) ∼ λP¯ , similarly to the WE
case, see (106). The Dirac algorithm has then arrived
at its end, and all the constraints are determined. We do
not present the explicit expression here and only give a
list of the Dirac brackets,{
K¯, P¯
}
D
= 0,{
K¯, a
}
D
=
κ˜
6a
,
{
K¯, pa
}
D
≈ −K¯
a
+ (1− 6ξ) κ˜
6a3
χpχ,{
K¯, χ
}
D
= (1− 6ξ) κ˜
6a2
χ
{
K¯, pχ
}
D
= (1− 6ξ) κ˜
6a2
(
pχ + 12ξK¯χ
)
. (154)
The first three Dirac brackets are analogous to the ones
derived for the WE theory. The fourth and fifth ones
are there because of the matter degree of freedom and
support the conclusion that K¯ is no longer a variable in
configuration space, but is fixed. The number of degrees
of freedom is now 8, seven gravitational and one matter.
The results from this subsection support the claim that
a conformally invariant theory has to be independent of
scale density a and trace density K¯.
B. Hamilton-Jacobi functional and the generator
of (non-)gauge conformal transformations
We saw that only for particular values of couplings
1/κ = 0 and ξ = 1/6, all constraints are first class, and
only in this case can one formulate the generator of gauge
conformal transformation by using the ABC algorithm.
However, one may nevertheless consider the most gen-
eral case with P¯ and QWEχ being the only second class
constraints, by logically extending the discussion from
Sec. VIB, and thereby investigating the action of the
generator of conformal transformations (122) in the con-
figuration space.
We thus focus our discussion here on the HJ functional
for the general case of nonvanishing couplings and derive
its change under conformal transformations. The config-
uration space is now extended by the χ variable, so that
we also have here the matter momentum pχ = δS
WEχ/δχ,
with SWEχ = SWEχ[h¯ij , a, K¯
T
ij , K¯, χ] being the HJ func-
tion of the WEχ theory. This functional is determined
by the Hamilton-Jacobi equation resulting from (149) by
substituting all the momenta.
As in the WE theory, one realizes that P¯ ≈ 0 and that
the relations
QWEχ ≈ 0 ⇒ aδS
WEχ
δa
= −(1− 6ξ)χ pχ − 6a
2
κ˜
K¯
(155)
imply that SWEχ functionally does not depend on K¯;
hence we actually have
SWEχ = SWEχ[h¯ij , a, K¯
T
ij , χ] , (156)
with K¯ fixing the variation of the HJ functional with
respect to the scale density. The interpretation of inde-
pendence of SWEχ on K¯ is analogous to the case of the
vacuum WE theory, and we may again say that confor-
mal symmetry breaking gives rise to the time evolution
of scale density a by determining it through K¯. In the
present case, both the EH term and the nonminimally
coupled scalar field are responsible for this. Therefore,
K¯ is again not a configuration variable, but a function
which fixes the variation of the HJ functional with re-
spect to scale density a.
Since we first do not impose any restrictions on the
couplings, we are dealing with broken conformal symme-
try due to the presence of both nonminimally coupled
matter field χ and the EH term. Then the generator of
conformal transformations as defined generically in (122)
determines a nonvanishing conformal variation of the HJ
functional δωS
WEχ when evaluated on the constraint hy-
persurface,
Gω[ω, ω˙] = δωS
WEχ 6= 0 , (157)
similarly to the the action of the generator in the vacuum
WE theory, see (123). It follows from
δωS
WEχ =
∫
d3x
(
ωa
δSWEχ
δa
+ Ln¯ω δS
WEχ
δK¯
)
= −
∫
d3xω
(
(1 − 6ξ)χ pχ + 6a
2
κ˜
K¯
)
6= 0
(158)
that (157) does not vanish in general,
Gω[ω, ω˙] = −
∫
d3xω
(
(1− 6ξ)χ pχ + 6a
2
κ˜
K¯
)
, (159)
thus signaling the breaking of conformal symmetry.
This formulation of the generator of conformal trans-
formations as defined here assumes that the definition of
such a generator is independent of the theory in question
— and thus of the number of constraints arising from
the Dirac algorithm for the primary constraint P¯ , but
we saw in Sec. VIB that both the class and the number
of constraints depend on the value of the couplings. How
the values of the couplings influence the above discussion
is not investigated here. Instead, let us restrict ourselves
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to the case where 1/κ = 0 and ξ = 1/6, which is the case
of scalar density field conformally coupled to the Weyl
gravity. The choice of couplings implies 1/κ˜ = 0, which
makes P¯ and QWEχ = QW first class constraints and the
generator of conformal transformations vanishes on the
constraint hypersurface, that is, (159) becomes
1/κ = 0 ∧ ξ = 1/6 ⇒ Gω [ω, ω˙] = δωSWEχ = 0 , (160)
which is the statement of conformal invariance of the HJ
functional SWEχ. The HJ functional now loses depen-
dence on both scale density a and trace density K¯, that
is, SWEχ → SWχ = SWχ[h¯ij , K¯Tij , χ], which solves the
WHJ with conformally coupled scalar density field. In
this case, Gω [ω, ω˙] is the generator of gauge conformal
transformations, but since no a or K¯ appear in the the-
ory, its action on the Hamiltonian is trivial. Thus, we
have confirmed that in the case of nonminimally coupled
scalar field the conformal symmetry is present if the scale
density a and trace density K¯ are absent from the theory,
which does happen for a particular choice of couplings.
Note in passing that, in analogy to (128) and (129),
one could define an object ˜˜Gω[ω, ω˙] such that it satisfies
˜˜Gω[ω, ω˙] = Gω [ω, ω˙]
+
∫
d3xω
(
(1− 6ξ)χ pχ + 6a
2
κ˜
K¯
)
= 0 ,
(161)
which would follow from
˜˜Gω[ω, ω˙]
!
= 0. (162)
If such an object could be formulated via a well-defined
procedure, Eqs. (128) and (162) could be identified as a
universal statement providing the answer to the question
of (non-)vanishing variation of the HJ functional and thus
the question of symmetries of an underlying theory. We
do not pursue here this discussion further.
Collecting the results from the current and the previ-
ous two sections, one can derive the following conclusion:
The conformal symmetry of a theory implies that the
corresponding Hamilton-Jacobi functional is independent
of scale density a and trace density K¯. Conversely, if
the Hamilton-Jacobi functional does not depend on scale
density a and trace density K¯, the theory is conformally
invariant, up to a total divergence.
It remains to be seen how general this statement is.
VIII. CONCLUSIONS
In our paper, we have developed a Hamiltonian formal-
ism for Weyl-squared gravity, for Weyl-squared gravity
plus Einstein-Hilbert term (WE theory), and for Weyl-
squared gravity plus Einstein-Hilbert term plus generally
coupled scalar field (WEχ theory). The new feature com-
pared to earlier work is the systematic use of unimodular-
conformal variables, that is, the consistent decomposition
into the scale part and conformal part for all variables.
This makes especially transparent the features of confor-
mal invariance for Weyl-squared gravity and of conformal
symmetry breaking in the other cases.
We have derived and discussed all constraints and their
algebra. In the Weyl theory, the Hamiltonian and mo-
mentum constraints have been formulated exclusively in
terms of scale free variables. There is thus no scale factor
a appearing and, consequently, no part that corresponds
to an intrinsic time, as is the case for general relativity
[1]. This is especially important for the quantum theory.
An interesting question for future research concerning the
constraint algebra is whether one can derive this algebra
by a “seventh route” to the geometrodynamics of higher-
derivative theories, in analogy to the seventh route for
Einstein’s theory [40].
We have formulated and discussed in detail the gen-
erators of symmetry transformations. In the pure Weyl
case, all constraints are of first class. Forming a tuned
sum in the spirit of [44], they together generate confor-
mal and diffeomorphism transformations; the individual
constraints do not generate appropriate transformations.
Using again a tuned sum in the WE and WEχ theories,
we have argued in favor of the possibility of introduc-
ing a generator of nongauge conformal transformations
in these theories, where two constraints are of second
class and where conformal invariance does not exist. This
generator is able to produce appropriate conformal trans-
formations of the configuration space variables a and K¯,
while producing a nonvanishing change of the Hamilton-
Jacobi functional in the WE and WEχ theories.
The next step in our investigation of those theories is
quantization [30]; see also [4] for some preliminary re-
sults. The classical theories are now available in a form
in which the scheme of canonical quantization [1] can
be employed in a straightforward way. We are led to
the analogues of Wheeler–DeWitt equation and quan-
tum momentum constraints, but also have to take into
account the new constraints. In addition, the semiclas-
sical approximation to those quantum constraints needs
to be investigated. The final goal is, of course, be the
application of such a theory of quantum gravity to the
early Universe and to find out whether it is of empirical
relevance or not.
Appendix A: A note on physical units
We list here for convenience the physical dimensions of
some relevant quantities. Since we choose c = 1 through-
out, all variables can be expressed in units of mass (M)
and length (L). In order to provide the scale part of
the three-metric, a ≡ (
√
h)1/3, with unit of length, we
choose the dimension for the three-metric components
to be L2 and of the inverse metric components to be
L−2. This means that the spatial coordinates are dimen-
sionless. We keep, however, the dimension L for time,
which means that the lapse function N is dimensionless.
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All “barred” (conformally invariant) configuration space
variables (those constructed from the three-metric and
the second fundamental form) including χ are then di-
mensionless. For other relevant quantities we have the
dimensions
[a] = L, [N ] = 1, [N¯ ] = L−1, (A1)
[Ni] = L, [N
i] = [N¯ i] = L−1, (A2)
[Kij ] = [K
T
ij ] = L, [K
ij ] = L−3, [K] = L−1, (A3)
αW =M · L, [Cijk] = L, [Cijk] = L−5, (A4)
[p¯ij ] = [P¯ ij ] = [P¯ ] =M · L, [pa] =M, [ϕ] = L−1.
Consequently, the total Hamiltonian then has the physi-
cal dimension of a mass, as it should.
Appendix B: Conformal transformations and
unimodular-conformal variables
Throughout the paper we refer to the following trans-
formation as conformal transformation,
gµν(x) → g˜µν(x) = Ω2(x)gµν (x), (B1)√−g →
√
−g˜ = Ω4√−g, (B2)
emphasizing that this is not a transformation of coordi-
nates, but of the four-metric itself. It is also referred to
as local dilatations, or local rescaling, or Weyl rescaling.
It is easy to understand from (9) that the above confor-
mal transformation in four dimensions induces conformal
transformations for the components of the 3 + 1 decom-
posed metric, namely,
hij → h˜ij = Ω2hij , (B3)
√
h →
√
h˜ = Ω3
√
h (B4)
nµ → n˜µ = Ωnµ = Ω(−N, 0) , (B5)
nµ → n˜µ = Ω−1nµ = Ω−1
(
1
N
,
−N i
N
)
, (B6)
where, by comparing (B5) with (B6), one can deduce
that lapse and shift functions transform as
N → N˜ = ΩN, (B7)
N i → N˜ i = N i and N˜i = h˜ijN˜ j = Ω2Ni. (B8)
From the definition of extrinsic curvature (14), it can
be seen that it transforms nontrivially,
Kij → K˜ij = ΩKij + 1
Ω
hijLnΩ, (B9)
which is due to the inhomogeneous transformation of its
trace,
K → K˜ = 1
Ω
(K + 3LnΩ) , (B10)
while the traceless component transforms covariantly,
KTij → K˜Tij = ΩKTij . (B11)
The infinitesimal conformal variation δω of Kij and its
trace K are then, respectively, given by
δωKij = ωKij + hijLnω , (B12)
δωK = −ωK + 3Lnω . (B13)
It follows from (B4) that the numerical power of Ω,
that is, the conformal weight, corresponds to the same
power of (
√
h)
1/3
in each of the objects (B3)–(B6).
Therefore, if one rescales these objects by the appropri-
ate power of (
√
h)
1/3
, one ends up with zero conformal
weight objects,
N¯ i = N i , (B14)
N¯i = (
√
h)
−2/3
Ni , N¯ = (
√
h)
−1/3
N , (B15)
h¯ij = (
√
h)
−2/3
hij , (B16)
K¯Tij = (
√
h)
−1/3
KTij , (B17)
which are then all conformally invariant, except the scale
(
√
h)
1/3
itself (which is of conformal weight 1), and the
rescaled trace of the extrinsic curvature K (of zero con-
formal weight),
K¯ =
1
3
(
√
h)
1/3
K, (B18)
because the scale is essential in their definition; see (15).
Thus, the only nonvanishing infinitesimal conformal vari-
ations δω of the new variables are δω
√
h and δωK¯,
δω(
√
h)
1/3
= ω(
√
h)
1/3
, δωK¯ = n¯
µ∂µω. (B19)
An important conclusion from here is that if a La-
grangian does not depend on velocities
√˙
h and K˙, the
theory is conformally invariant in the metric sector.
Therefore, the tensor densities (B14)–(B18) are natural
choices for canonical variables in theories in which confor-
mal invariance or its breaking is of interest. Introducing
a := (
√
h)
1/3
, we end up with (29)–(32).
If matter is present, it is appropriate to introduce new,
rescaled matter fields by
χA = a
nϕA , (B20)
such that χ does not transform under conformal trans-
formations if the conformal weight of the matter field ϕ
is −n. This has already proven to be a useful substi-
tution on many occasions in the literature, for example
in the use of Mukhanov-Sasaki variables for n = 1; see,
for example, [51]. The meaning of such a substitution
is the separation of the gravitational degrees of freedom
from the pure matter degree of freedom. It follows that
the conformal transformation of any field originates in
the rescaling of the gravitational scale degree of freedom
only.
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Appendix C: Unimodular decomposition of the
connection and the d-dimensional Ricci tensor
We also need to know how to decompose the covariant
derivative, because the Christoffel symbols also decom-
pose. One expects that the covariant derivatives within
the definitions of the extrinsic curvature variables contain
scale parts which are solely responsible for the conformal
transformation. Indeed, Christoffel symbols can be de-
composed into a part Γ¯kij which is determined solely by
the unimodular part of the metric, and a part σkij which
is solely responsible for the conformal transformation of
the connection:
Γkij = Γ¯
k
ij + σ
k
ij , where (C1)
Γ¯kij =
1
2
h¯kl
(
∂ih¯lj + ∂j h¯li − ∂lh¯ij
)
, (C2)
σkij =
(
2δk(iδ
l
j) − h¯ij h¯kl
)
∂l log a. (C3)
The individual parts have the properties
Γ¯i ij = 0 , h¯
ijΓ¯kij = −∂ih¯ik, (C4)
σi ij = 3 ∂j log a , h¯
ijσkij = −h¯kl∂l log a, (C5)
because hij∂kh¯ij = 0. Thus, the conformal transforma-
tion of the connection is solely due to its scale part (C3),
which transforms as
σkij → σ˜kij = σkij +
(
2δk(iδ
l
j) − h¯ij h¯kl
)
∂l logΩ . (C6)
We call the quantity Γ¯kij we call the conformal Rieman-
nian connection, or simply conformal Christoffel symbol,
because it is invariant under conformal transformations
of the metric. The introduction of the conformal con-
nection dates back to Thomas [52, 53], who investigated
conformal invariants and derived the Weyl and Schouten
tensors using the transformation properties of the con-
formal connection.
Let us now address the behavior of the covariant
derivative of a covariant vector density Vi of weight w
under the unimodular decomposition; we have
DiVj = D¯iVj − σkijVk − w ∂i log
√
hVj or (C7)
= D¯iVj − σkijVk − wa ∂i log a Vj . (C8)
The term D¯iVj above will be explained shortly. In (C8),
we have introduced wa := 3w, which we call “the scale
weight”, that is, the weight with respect to the scale den-
sity a. For example, the unimodular part of the three-
metric h¯ij is a density of weight w = −2/3, or a density
of scale weight wa = −2. In general, if an object has
a conformal weight m, then the scale weight of its con-
formally rescaled part is just its negative [compare (29)–
(32) with (B3)–(B10)]. Due to (C3), the second term in
(C8) is proportional to ∂j log a, and together with the
third term (which is absent for absolute tensors) yields
the only scale part of the connection transforming under
conformal transformations.
The overbar on the covariant derivative in the first
terms in (C7) and (C8) indicates that it is completely
determined by the unimodular part of the three-metric
only, that is, it is given in terms of (C2) by
D¯iVj := ∂iVj − Γ¯kijVk . (C9)
This could be called “conformal covariant derivative”,
but in fact, the resulting quantity does not seem to be a
tensor in general; hence we say it is the “scaleless part” of
the covariant derivative, or the “conformal part” of the
covariant derivative. We will call it bar derivative, for
short. In a similar way, we can define these bar deriva-
tives on a tensor density of a general rank and weight—
since the scale part does not enter its definition, there is
no difference between cases for tensors of the same rank
but different weight. For example, for rank-2 tensors we
have
D¯kT
ij = ∂kT
ij + Γ¯iklT
lj + Γ¯jklT
li , (C10)
D¯kT
i
j = ∂kT
i
j + Γ¯
i
klT
l
j − Γ¯lkjT il . (C11)
Note that the bar derivative of an arbitrary tensor den-
sity is not, in general, scale independent and thus not
conformally invariant. However, an interesting case of
(C7) is its symmetrized traceless part, for a vector den-
sity of the scale weight wa = −2, which turns out to be
independent of the scale density,[
D(iVj)
]T ≡ 1abTij D(iVj) = [D¯(iVj)]T , (C12)
and is thus conformally invariant. Such is the case with
the second term in (35), leading to (36), which makes
K¯Tij conformally invariant. Note in passing that it can
be easily shown that the above identity is valid in any
dimension d if the vector density is of weight w = −2/d.
Using (C5), the covariant gradient of the contravariant
vector is simply given by
DiV
i = ∂iV
i + (3− wa) ∂j log a V j . (C13)
Note that the factor of 3 comes from the conversion
∂i log
√
h = 3(∂i log a). In the special case of wa = 3,
corresponding to a vector density of weight w = 1, one
obtains the well-known formula DiV
i = ∂iV
i. Because
of (C4), we have in this case DiV
i = D¯iV
i. Similarly, for
tensor densities of higher rank, the following expressions
follow from (C10) and (C11):
D¯iT
ij = ∂iT
ij + Γ¯jikT
ik , (C14)
D¯iT
i
j = ∂iT
i
j − Γ¯jikT ik . (C15)
The difference between the barred covariant derivative
and the usual covariant derivative consists of all the scale-
ful terms arising from the connection. Application to
tensor densities of a general rank is straightforward. One
should, however, be aware of an exception, which is D¯ia.
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This expression does not vanish, unlike its “full metric”
analog; this is because D¯ is insensitive to scale density
and does not induce the weight-dependent term of the
covariant derivative, therefore leaving D¯ia = ∂ia. Ad-
ditionally, we have D¯ig¯kl = 0, which follows easily from
Digkl = 0. In summary, the barred covariant derivative
does not recognize the difference between absolute ten-
sors and tensor densities of general weight.
We are now equipped with all we need to decompose
the Ricci tensor. We do this for general dimension d,
pretending that indices and labels are not restricted to
the three-dimensional case discussed in this paper [from
now on, Latin indices assume values i, j = 0, 1, 2, 3...d−1,
and scale density is defined as a = (
√
h)1/d]. Using (C1)
and (C4), we have for the Ricci tensor
Rij = 2 ∂[kΓ
k
i]j + 2Γ
l
i[jΓ
k
k]l
= R¯ij + 2 ∂[kσ
k
i]j + 2σ
l
i[jσ
k
k]l − 2Γ¯kl(iσl j)k + Γ¯lijσkkl,
(C16)
where
R¯ij = ∂kΓ¯
k
ij − Γ¯likΓ¯klj (C17)
is the part of the Ricci tensor that does not depend on the
scale density at all; hence, it is conformally invariant.23
Explicitly expressed in terms of scale, the Ricci tensor is
Rij = R¯ij − (d− 2)
(
δb(iδ
c
j) +
1
d− 2 h¯ij h¯
bc
)
D¯b∂c log a
+ (d− 2)
(
δb(iδ
c
j) − h¯ij h¯bc
)
∂b log a ∂c log a .
(C18)
The Ricci scalar is obtained by contracting the above
expression with hij ; we, however, contract it with h¯ij ,
which corresponds to a rescaled Ricci scalar a2R, namely,
a2hijRij = h¯
ijRij
= R¯ − 2(d− 1)h¯ij
[
D¯i∂j log a+
(d− 2)
2
∂i log a ∂j log a
]
(C19)
= R¯ − 2(d− 1)
a2
[
a ∂i
(
h¯ij∂ja
)
+
(d− 4)
2
h¯ij∂ia ∂ja
]
,
(C20)
where R¯ ≡ h¯ijR¯ij is conformally invariant. The ex-
pression in the last line above is obtained by employing
∂i∂ja = a∂i∂j log a + a∂i log a ∂j log a. Therefore, only
the second and third terms transform under conformal
23 In four dimensions, this is the so-called “November tensor” [54]
that Einstein proposed for his field equations on his path towards
the formulation of general relativity.
transformations, producing the following expression:
∆Ω
(
a2R
)
:= a˜2R˜− a2R
= −2 (d− 1)
(
Di
(
h¯ij∂j log Ω
)
+
1
2
(d− 2) h¯ij∂i logΩ ∂j logΩ
)
(C21)
= −2 (d− 1)
Ω2
(
ΩDi
(
h¯ij∂jΩ
)
+
(d− 4)
2
h¯ij∂iΩ ∂jΩ
)
,
(C22)
which turns out to be exactly the expected well-
known difference after a conformal transformation of the
rescaled Ricci scalar. A rule of thumb can be used to
quickly determine the conformal transformation of an ob-
ject in question: simply make a substitution D¯i → Di in
the first term in (C19) or ∂i → Di in the first term in
(C20), along with a→ Ω.
It is useful to take a look at the traceless Ricci tensor,
since it is of importance in the W theory. It turns out to
be
RTij = Rij −
1
d
hijR = R¯ij − 1
d
h¯ijR¯ (C23)
= R¯Tij − (d− 2)
(
D¯i∂j log a− ∂i log a ∂j log a
)T
,
(C24)
where, again, “T” denotes that the trace has been pro-
jected away from an object by contraction with traceless
identity (18).
Note that one could define a quantity R¯i jkl which
would be the part of the Riemann tensor determined only
by the conformal connection Γ¯kij [52], in analogy to R¯ij .
It is expected that the Weyl tensor—due to its conformal
invariance—could be determined from h¯ij only as well,
but what is its relationship with R¯i jkl? One may then
seek such a relationship from the decomposition of the
Riemann tensor. Namely, the irreducible decomposition
of the Riemann tensor under the Lorentz group is
Rijkl = C
i
jkl +
(
δi[kRl]j − gj[kRil]
)
+
1
3
δi[lgk]jR , (C25)
but it can also be written in terms of the Schouten tensor
Sij ,
Rijkl = C
i
jkl +
2
d− 2
(
δi[kSl]j − gk[jSil]
)
, (C26)
where the Schouten tensor is defined by
Sij = Rij − 1
2 (d− 1)hijR. (C27)
Expressing now the Weyl tensor from (C25),
Cijkl = R
i
jkl − 2
d− 2
(
δi[kSl]j − gk[jSil]
)
(C28)
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and recalling its independence on scale, a separate scale
dependence from the two terms on the right-hand side
should cancel. Therefore, it should be possible to define
the Weyl tensor equivalently in terms of the barred ver-
sion of the quantities on the right-hand side only. Indeed,
by defining Rijkl as explained at the beginning of this
paragraph, with decomposing the Schouten tensor into
its conformally invariant part [S¯ij , as the barred version
of (C27)] and scale part Wij ,
Sij = S¯ij +Wij , (C29)
S¯ij := R¯ij − 1
2 (d− 1) h¯ijR¯ (C30)
Wij := −(d− 2)
[
D¯i∂j log a
−
(
1
bc
(ij) −
1
2
h¯ij h¯
bc
)
∂b log a ∂c log a
]
, (C31)
one arrives at the same definition of the Weyl tensor ob-
tained (using transformation properties of the conformal
connection and eliminating the scale dependent terms
from its antisymmetrized derivatives) by Thomas [53],
Cijkl = R¯
i
jkl −
2
d− 2
(
δi[kS¯l]j − gk[jS¯il]
)
. (C32)
Note that both terms on the right-hand side are sepa-
rately conformally invariant, but are not tensorial quan-
tities. Therefore, the Weyl tensor may be interpreted as
the traceless part of the unimodular part R¯i jkl of the Rie-
mann tensor. One concludes that the conformal trans-
formation of the Riemann tensor arises solely from the
expression
W ijkl :=
2
d− 2
(
δi[kWl]j − gk[jW il]
)
, (C33)
where Wij is given by (C31).
Appendix D: Various identities
Starting from the split of the velocity LnKij into its
traceless and trace part,
LnKij = (LnKij)T + 1
3
hijh
abLnKab , (D1)
using the traceless-trace decomposition of the extrinsic
curvature (25) as well as the following idendity,
LnK = habLnKab − 2KabKab, (D2)
where Kab = −Lnhab/2, one can show that the trace-
less part of LnKij can be expressed in terms of the Lie
derivative of KTij ,
(LnKij)T = LnKTij +
2
3
KTijK −
2
3
hijK
T
abK
abT. (D3)
This expression is then used to rewrite (16) in terms of
the Lie derivative of KTij , namely,
(LnKab)T −KTabK = LnKTij −
1
3
KTijK −
2
3
hijK
T
abK
abT ,
(D4)
which is then used with unimodular-conformal variables
in Sec. VA, to arrive at (40). Also note that by taking
the trace of the above equation, we obtain
hijLnKTij = 2KTijKijT , (D5)
which actually simply follows also from LnhijKTij = 0.
The appearance of Rij and covariant derivatives in an
expression introduces a dependence on the scale density
a, but there is a particular type of operator that can
be constructed with these two objects such that this de-
pendence vanishes when they are contracted with some
particular tensor densities. Such operators are met in
many places in physics, and it appears in the present
paper, too. The motivation for seeking such an oper-
ator in general can be found in the expression for CTij
given by (40). Since the square of CTij is the kinetic term
(of the electric part) of the Weyl action, it is expected
that it is itself conformally invariant, that is, scaleless
and independent of K¯. Now, all terms except (3)RTij and
(Dj∂jN)
T/N are manifestly scaleless (and K¯-less). To
show that (3)RTij + (Dj∂jN)
T/N is conformally invari-
ant, we use the unimodular-conformal decomposition to
prove that the scale density a indeed vanishes from this
expression, and the proof will be given for any dimension
[again, i, j = 0, 1, 2, 3...d− 1, and the scale density is de-
fined as a = (
√
h)1/d]. We also introduce a conformally
invariant scalar density φ¯ = a−1φ, where φ is a general
scalar of conformal weight −1, in order to generalize the
case with the lapse function. We do not go here into the
question of whether or not the result is valid for a tensor
of arbitrary rank and density, but leave this for another
place.
Let us take a look at the two objects (3)Rij and
(Di∂jφ)/φ separately. We already have
(3)Rij in (C18).
Then,
Di∂jφ
φ
=
DiDj φ¯
φ¯
=
1
φ¯
D¯i∂j φ¯+ D¯i∂j log a+ h¯ij h¯
bc∂b log a ∂cφ¯
−
(
2δb(iδ
c
j) − h¯ij h¯bc
)
∂b log a ∂c log a . (D6)
Now observe that the second and fourth terms are ap-
pearing (up to d-dependent coefficients) in Rij in (C18)
with an opposite sign. However, the third term contains
∂cφ¯ and cannot be found in there, and is present without
an opposite-signed pair in Rij to be canceled with. But
this term is in its totality a part of the trace of expression
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(D6),
h¯ij
DiDjφ¯
φ¯
=
1
φ¯
h¯ijD¯i∂j φ¯+ h¯
ijD¯i∂j log a+ d h¯
bc∂b log a ∂cφ¯
− (d− 2) h¯bc∂b log a ∂c log a , (D7)
which means that the traceless part of (D6) does not
contain it. Therefore, this “coincidence” can be used to
form a traceless operator from traceless parts (3)RTij and
(Di∂jφ)
T/φ,
RTij + (d− 2)
1
φ
DTijφ
= R¯Tij − (d− 2)
(
D¯i∂j log a− ∂i log a ∂j log a
)T
+ (d− 2)
(
1
φ¯
D¯i∂j φ¯+ D¯i∂j log a− ∂i log a ∂j log a
)T
= R¯Tij + (d− 2)
1
φ¯
[
D¯i∂j φ¯
]T
, (D8)
which is indeed manifestly conformally invariant. Let us
now write this operator in a more recognizable form, by
dividing it with (d− 2) and switching the order of terms,(
(DiDj)
T +
1
d− 2R
T
ij
)
φ =
(
D¯i∂j +
1
d− 2 R¯ij
)T
φ .
(D9)
The same operator appears in (40), with d = 3. Namely,
the traceless momentum density P¯ ij of scale weight ωa =
4, contracted with
(
(DiDj)
T + 1d−2R
T
ij
)
gives
(
(DiDj)
T +
1
d− 2R
T
ij
)
P¯ ij
d=3
=
(
∂iD¯j + R¯ij
)T
P¯ ij ,
(D10)
which matches the expression in (62). These derivations
add to the power of the method of using the unimodular-
conformal decomposition.
We finally make the interesting observation that the
very same operator considered above is precisely the
one that appears in the Bach equations, which are
conformally invariant. Setting d = 4, contraction of(
DiDj +
1
d−2Rij
)
with the Weyl tensor ensures that
the operator is traceless, thus eliminating all the scale-
dependent terms from it. That is why the Bach equations
(4) can be simplified to
(
∇k∇l + 1
2
Rkl
)
Ck li j =
(
∇¯k∇¯l + 1
2
R¯kl
)
Ck li j = 0 ,
(D11)
which is manifestly scaleless and thus conformally invari-
ant.
However, a question of generality poses itself. The
above examples refer to a scalar density of scale weight
ωa = −1, (D8), a traceless rank 2 tensor density of scalar
weight 4, (D10), and the Weyl tensor, which is a rank 4
traceless tensor, but is also conformally invariant, (D11).
One could, in principle, derive a general expression for
the operator
(
DiDj +
1
d−2Rij
)T
contracted with a ten-
sor of arbitrary rank, symmetry and density, in arbitrary
dimensions, such that the resulting expression is confor-
mally invariant, but that question deserves a separate
study.
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