A stability version of the reverse isoperimetric inequality, and the corresponding inequality for isotropic measures is established.
Introduction
According to the isoperimetric inequality, the Euclidean ball has smallest surface area among convex bodies of given volume in R n . Stability versions in terms of the Hausdorff distance were obtained by V.I. Diskant [11] and H. Groemer [17] . As a recent breakthrough, N. Fusco, F. Maggi, A. Pratelli [15] obtained an optimal stability version of the isoperimetric inequality in terms of the volume difference, and A. Figalli, F. Maggi, A. Pratelli [13] and [14] even extended the result to the Brunn-Minkowski inequality.
A reverse form of the isoperimetric inequality was proved by K. Ball [1] . To state the result, we write V (·) and S(·) to denote the volume and surface area of convex bodies in R n . In addition, let B n the Euclidean unit ball cetered at the origin, and let T n to denote a regular simplex circumscribed around B n , and hence V (T n ) = n n/2 (n + 1)
n! and S(T n ) = nV (T n ).
Theorem A For any convex body K in R n , there exists a Φ ∈ GL(n) such that
It was proved by F. Barthe [4] that equality holds only for simplices in Theorem A.
To have a stability version of the reverse isoperimetric inequality, following [15] , [13] and [14] , we define an affine invariant distance of convex bodies K and M based on volume difference, let α = V (K) We observe that δ vol (·, ·) is a metric on the affine equivalent classes of convex bodies. The John ellipsoid of a convex body K in R n is the unique ellipsoid of maximal volume in K. Obviously there is an affine image of K, whose John ellipsoid is the Euclidean unit ball B n centered at the origin. Below (see (1) and (2)), we list some properties of the John ellipsoid. For thorough discussions of the properties of John ellipsoid, and convex bodies in general, see K.M.Ball [2] , P.M. Gruber [18] or R. Schneider [30] .
Theorem 1.1 If δ vol (K, T
n ) ≥ ε for a convex body K in R n and ε > 0, and the John ellipsoid of K is a ball, then
where one may choose γ = n −250n .
Cutting off regular simplices of edge length ε 1/n at the corners of T n shows that the error term in Theorem 1.1 must be at least of order ε n−1 n ≥ ε 1 2 . Another tool to measure distances between convex bodies K and M is the Banach-Mazur distance δ BM (K, M), which is defined by δ BM (K, M) = ln min{λ ≥ 1 : K − x ⊂ Φ(M − y) ⊂ λ(K − x) for Φ ∈ GL(n), x, y ∈ R n }.
Again, δ BM (·, ·) is a metric on the affine equivalent classes of convex bodies.
Theorem 1.2 If δ BM (K, T
Cutting off regular simplices of edge length ε at the corners of T n shows that error in Theorem 1.2 might be at least of order ε n−1 . The proof of the reverse isoperimetric inequality by K.M. Ball [1] is based on a volume estimate on convex bodies whose John ellipsoid is the unit ball B n centered at the origin. According to the classical theorem of F. John [22] (see also K.M. Ball [2] ), B n is the ellipsoid of maximal volume inside a convex body K if and only if B n ⊂ K, and there exist u 1 , . . . , u k ∈ S n−1 ∩ ∂K and c 1 , . . . , c k > 0 such that
where Id n denotes the n × n identity matrix.
Following E. Lutwak, D. Yang, G. Zhang [28] , let us call a Borel measure µ on S n−1 isotropic if
In this case equating traces of both sides shows that
If in addition S n−1 u dµ(u) = 0, then 0 ∈ int supp µ, and hence
is a convex body. The core statement leading to the Reverse Isoperimetric Inequality is the following.
Theorem B If µ is an isotropic measure on
n! .
Equality holds if and only if Z(µ) is a regular simplex circumscribed around B n .
Theorem B is proved by K.M. Ball [1] if µ is discrete. The case of equality is clarified by F. Barthe [4] . The case of any isotropic measure, together with the case of equality, is handled by F. Barthe [5] and E. Lutwak, D. Yang, G. Zhang [29] , where [29] also characterized the equality case. Which measures on S n−1 have an isotropic linear image is characterized by K.J. Böröczky, E. Lutwak, D. Yang and G. Zhang [9] , building on work of E. A. Carlen, and D. Cordero-Erausquin [10] , J. Bennett, A. Carbery, M. Christ and T. Tao [7] and B. Klartag [25] . We note that isotropic measures on R n play a central role in the KLS conjecture by R. Kannan, L. Lovász and M. Simonovits [23] , see, e.g., F. Barthe and D. Cordero-Erausquin [6] , O. Guedon and E. Milman [21] and B. Klartag [24] .
To state a stability version of Theorem B, we define the "spherical" Hausdorff distance of compact sets X, Y ⊂ S n−1 by the formula
In addition, for x ∈ S n−1 , we write δ[x] to denote the Dirac measure on S n−1 supported on {x}. If S is a regular simplex circumscribed around B n with contact points v 0 , . . . , v n ∈ S n−1 , then we set µ S = n i=0 n n+1 δ[v i ], and if C is a cube whose facets touch S n−1 in ±, w 1 , . . . , ±w n , then
Theorem 1.3
If µ is an isotropic measure on S n−1 satisfying S n−1 u dµ(u) = 0, and
n! for ε ∈ (0, 1), then there exists a regular simplex S circumscribed around B n such that
Remark It folllows that the measure of each of the corresponding n + 1 spherical balls of radius n 65n ε 1/4 is n n+1
+ O(ε 1/4 ), and hence the Kantorovich-Monge-Rubinstein (or the Wasserstein distance) of µ from µ S is O(ε 1/4 ) where the implied constant in O(·) depends only on n.
We note that the proof of Theorem B is based on the rank one case of the Geometric Brascamp-Lieb inequality. While we do not actually use the Brascamp-Lieb inequality, its proof by F. Barthe [3] using mass tranportation is an essential tool of our argument, so it is instructive to review it in Section 2. We also review the arguments leading to Theorem 1.1 and Theorem 1.3 in Section 2.
A detour about the Brascamp-Lieb inequality
The rank one Geometric Brascamp-Lieb inequality, which is an essential case proposed by K. Ball [1] of the rank one Brascamp-Lieb inequality due to H.J. Brascamp, E.H. Lieb [8] , reads as follows. If u 1 , . . . , u k ∈ S n−1 and c 1 , . . . , c k > 0 satisfy
and f 1 , . . . , f k are non-negative measurable functions on R, then
According to F. Barthe [4] , if equality holds in (4), then either each f i is a scaled version of the same centered Gaussian, or {u 1 , . . . , u k } ⊂ {±v 1 , . . . , ±v n } for an orthonormal basis v 1 , . . . , v n . Actually equality does hold if each f i is a scaled version of the same centered Gaussian, or k = n and u 1 , . . . , u n form an orthonormal basis. For a thourough discussion of the rank one Brascamp-Lieb inequality, see E. Carlen, D. Cordero-Erausquin [10] . The higher rank case, due to E.H. Lieb [26] , and is reproved by [4] using mass trasportation, is carefully analysed by J. Bennett, T. Carbery, M. Christ, T. Tao [7] . F. Barthe [3] , whose argument is also recalled in K. Ball [2] , presents a conscise proof of (4) based on mass transportation. We sketch the main ideas of the argument.
We may assume that each f i is a probability density, and let g(t) = e −πt 2 be the Gaussian density. For i = 1, . . . , k, we consider the transportation map
In particular
To these transportation maps, we associate
which satisfies
In this case, dΘ is positive definite, and Θ : R n → R n is a diffeomorphism (see [3] ). We will need the following two estimates due to K. Ball [1] .
Therefore using first (i), then (ii), we have
We observe that (i) shows that the optimal constant in the Geometric Brascamp-Lieb inequality is 1. The stability version Lemma 4.3 of (i) (with v i = √ c i u i ) is an essential tool in proving a stability version of the Brascamp-Lieb inequality leading to Theorem 1.3. Let us briefly discuss how K.M. Ball [1] used the Brascamp-Lieb inequality to prove the discrete version of Theorem B, which argument is hidden in the proof of our core statement Proposition 7.1. First R n is embedded into R n+1 , and we write e n+1 to denote the unit vector in
, and let
The conditions that µ is isotropic and its centroid is the origin ensure that
Now the Brascamp-Lieb inequality is applied to the systemũ 1 , . . . ,ũ k ,c 1 , . . . ,c k , where each f i is the exponential density (f i (t) = e −t if t ≥ 0, and f i (t) = 0 otherwise). For the open convex cone C = {y ∈ R n+1 : y,ũ i > 0, i = 1, . . . , k}, the formulas (37) and (38) in Section 7 yield
Since the Brascamp-Lieb inequality implies that this expression is at most 1, we conclude Theorem B.
Equality in Theorem B leads to equality in the Brascamp-Lieb inequality, and hence k = n+1 andũ 1 , . . . ,ũ n+1 form an orthonormal basis in R n+1 . In turn, u 1 , . . . , u n+1 are the vertices of a regular simplex.
To obtain a stability version of Theorem B, we need a stability version of the Brascamp-Lieb inequality in the special case we use. For example, we strengthen (i) in Section 4, and estimate derivates of the corresponding transportation map in Section 6. The estimates in Section 6 are very specific to the specific choice of f i , and no method is known to the authors that could lead to a stability version of the Barscamp-Lieb inequality (4) in general.
Concerning the structure of the paper, Sections 3, 4 and 5 provide various technical but important estimates about discrete isotropic measures. As it was noted above, Section 6 presents the estimates for the corresponding transportation map. The core statement Proposition 7.1 implying all of our theorems is proved in Section 7. Finally Section 8 verifies Theorems 1.2 and 1.1, and Section 9 proves Theorem 1.3.
Some consequences of John's condition
According to the classical theorem of F. John [22] , if B n is the ellipsoid of maximal volume inside a convex body K, then there exist u 1 , . . . , u k ∈ S n−1 ∩ ∂K and c 1 , . . . , c k > 0 such that
Equating the traces on the two sides of (7) yields
In addition we may assume
where the lower bound on k follows from (7) and (8), and the upper bound on k is due to P.M. Gruber, F.E. Schuster [19] . We note that (7) is equivalent to
Applying this to x = u i shows that
In this section, we discuss properties that only use (7). This can be written as
We note that (13) is equivalent to
Given v 1 , . . . , v k ∈ R n and λ 1 , . . . , λ k > 0, we consider the n × k matrix
According to the Cauchy-Binet formula, we have
As it was pointed out by K.M. Ball, this with yields with λ 1 = . . . = λ k = 1 the following estimate.
For non-zero vectors v and w, we write ∠(v, w) to denote their angle.
, and for any v i , either v i ≤ η, or one finds a v j with j ≤ n and ∠(v i , v j ) ≤ η, then there exists orthonormal bases w 1 , . . . , w n such that
Proof:
In addition we assume that i ∈ V i , and observe that V 0 is possibly empty. For i = 1, . . . , n, (14) yields
and hence
For i = 1, . . . , n, letw i ∈ S n−1 be orthogonal to v j , j ∈ {1, . . . , n}\{i}, and satisfy w i , v i ≥ 0. In addition let α i ≤ π/2 be the minimal angle ofw i and any v j with j ∈ V i , and hence
To estimate α i for i = 1, . . . , n, we observe that
Using this fact and (16), we deduce
where the sum for V 0 is set to be zero if V 0 is empty. We conclude by (14) that
and hence sin
Therefore (17) and
In particular, v 1 . . . , v n are independent. We define w 1 = u 1 , and for i = 2, . . . , n, w i to be the unit vector in lin {v 1 , . . . , v i } that is orthogonal to v 1 , . . . , v i−1 , and satisfies w i , v i > 0. Writing L i to denote the orthogonal complement of lin {v 1 , . . . , v i−1 }, we havew i ∈ L i , and w i is the parallel with the orthogonal projection of
The optimal constant in the Geometric-Brascamp-Lieb inequality
To calculate the optimal constant in the Brascamp-Lieb inequality (4), the following statement proved by K. Ball [1] , whose argument was simplified by F. Barthe [4] (see Proposition 9).
where equality holds if and only if the quantity t(v 1 ) · . . . · t(v n ) is constant for linearly independent v 1 , . . . , v n ∈ supp µ. Actually Lemma 4.1 is the case when supp µ = {u 1 , . . . , u k },
We do not need the generalized version in this paper.
Here we prove a stronger, stability version Lemma 4.3 of Lemma 4.1 by replacing the arithmetic-geometric mean inequality with the following stability version in the argument of [4] .
Lemma 4.2 If ν is a probability measure, and f is a non-negative measurable function with
Proof: We note that for a, b ≥ 0, we have
Here we choose b = 1 and a = f f dν , and integrating (19) against ν yields
Since the Jensen inequality yields
we conclude Lemma 4.2. ✷
Lemma 4.3 If
Proof: In this argument, I always denote some n element subset of {1, . . . , k}. For I = {i 1 , . . . , i n }, we define (15) yield
It follows that the discrete measure µ on the n element subsets of {1, . . . , k} defined by µ({I}) = d I is a probability measure. According to Lemma 4.2, writing t 0 = I t I d I , we deduce that 
Substituting this into (20) 
Proof: Differentiating f (x) = (xa − 1) 2 + (xb − 1) 2 for fixed a, b with respect to x shows that f attains its minimum at x = a+b a 2 +b 2 . Thus
Being close to be a regular simplex
We prove two statements about approximating the regular solutions.
Lemma 5.1
If e ∈ S n−1 , and w 1 , . . . , w n is an orthonormal basis of R n such that
and i = 1, . . . , n, then there exists an orthonormal basis w 1 , . . . ,w n such that e,w i = 1 √ n and ∠(w i ,w i ) < nτ for i = 1, . . . , n.
Proof: For i = 1, . . . , n, let e, w i = 1 √ n + α i , and hence α i | < τ .
It follows that
which in turn yields that
w i cos nτ.
In particular ∠(e, n i=1 w i ) < nτ . We definew i = Φw i for i = 1, . . . , n, where Φ is the orthogonal transformation Φ, which rotates n i=1 w i into √ n e by their acute angle in the linear two plane L containing them, and fixing all vectors in L ⊥ . ✷
We introduce a very specific distance from regular simplices whose centroid is the origin. If K is a convex body with 0 ∈ int K, then d(K) = ln min{λ ≥ 1 : sT n ⊂ ΦK ⊂ λsT n for s > 0 and Φ ∈ O(n)}.
Lemma 5.2 If Z is a polytope and S is a regular simplex circumscribed around B n , and the facets of Z and S touch B
n at u 1 , . . . , u k and w 1 , . . . , w n+1 , respectively, and for any u i there exists a w j with ∠(u i , w j ) < η for 0 < η < , then
In particular, d(Z) < 9nη.
Proof:
We observe that the vertices of S are −nw 1 , . . . , −nw n+1 . Therefore the lemma is equivalent with the following statement: If ∠(u 1 , w 1 ) < η then the tangent plane to B n at u 1 contains −λw 2 where
We observe that λ −1 = cos ∠(−w 2 , u 1 ), and write ∠(−w 2 , u 1 ) = α + β where α = ∠(−w 2 , w 1 ) with cos α = 1/n and tan α < n, and |β| < η. We deduce
which in turn yields (21) . ✷
Lemma 5.3 If Z is a polytope and S is a regular simplex circumscribed around B n , and the facets of Z and S touch B
n at u 1 , . . . , u k and w 1 , . . . , w n+1 , respectively, such that ∠(u i , w i ) < η for γ = 9·2 n+2 n 2n+2 , 0 < η < γ −1 and i = 1, . . . , d+1, and
Proof: Let H + = {x ∈ R n : x, u k ≥ 1}, and let F i be the facet of S touching B n at u i . We may assume that ∠(u k , w 1 ) ≤ ∠(u k , w i ) for i ≥ 2, and hence u k , w 1 > 0.
First we estimate V (S ∩ H + ). Let z be the closest point of H + ∩ F 1 to u 1 . In particular, we have z − u 1 ≤ 1, while F 1 contains the (n − 1)-ball of radius , thus the distance of z from F i is at least 2 where h = n + 1 is the height of S. We deduce that H + ∩ S contains a point whose distance from F 1 is at least h 2n 2 sin ∠(u k , w 1 ), and hence
Let Z 0 be the simplex whose facets touch B n at u 1 , . . . , u n+1 , and hence (1 − 3nη)S ⊂ Z 0 ⊂ (1 + 3nη)S by Lemma 5.2. It follows that
The transportation map between the exponential density and the Gaussian integral
The argument of F. Barthe [3] uses the tranportation map ϕ : (0, ∞) → R betwen the exponential and the standard Gaussian density, and hence
In particular, ϕ is stricly inreasing and ϕ(ln 2) = 0.
Proof: The definition (22) of ϕ can be written in the form
According to the Gordon-Mill inequality (or Mill's ratio, see R.D. Gordon [16] or L. Dümbgen [12] ), if z > 0, then
e −s 2 ds, which in turn implies ϕ(4) > √ 2 by (23). In particular, ϕ(t) < √ t for t > 4 according to (23) and the right hand side of (24) .
We turn to estimating the derivatives. Differentiating (23) yields for all t > 0 the formula
which combined with the right had side of (24) leads to
We deduce from taking the logarithm of (25) the formula
and differentiating this implies
Therefore ϕ"(t) < 0 follows on the one hand by ϕ ′ (t) > 0, and on the other hand by ϕ(t) ≤ 0 if t ≤ ln 2, and by (26) 
We also estimate ϕ ′′ in terms of ϕ. To this end, we use the improved version of the right hand side of the Gordon-Mill inequality (24) (see L. Dümbgen [12] ); namely,
We deduce from this and the left had side of (24) 
In particular, ϕ
, and combining (26) and (29) yields
7 Circumscribed polytopes F. Barthe [3] proves the Brascamp-Lieb inequality for functions in one variables in full generality. This section is based on the interpretation of K. Ball [2] of F. Barthe's argument in the special case needed for the geometric application. Because our stability argument uses in an essential way that the Brascamp-Lieb inequality is used for only the exponential density function, we do not separate the statement of the Brascamp-Lieb inequality.
The following statement is the core of all of our arguments. We recall that if K is a convex body with 0 ∈ intK, then d(K) is the minimal λ such that there exists a regular simplex S whose centroid is the origin, and S ⊂ K ⊂ e λ S.
Proposition 7.1
If µ is a discrete istropic measure on S n−1 such that S n−1 u dmu(u) = 0, the cardinality of supp µ is at most n 2 , and
Remark If n = 2, then the condition on supp µ is that the angle of any two consecutive elements is at most 2π/3. Therefore a simple argument yields that the error terms are of order τ .
Before proving Proposition 7.1, first we set up the corresponding notions following K.M. Ball [1] , and then prove the preparatory statement Lemma 7.2.
Let supp µ = {u 1 , . . . , u k }, and let
We step out to R n+1 . and write e n+1 to the unit vector in R n+1 orthogonal to R n . We definẽ
We observe that if Z(µ) is a circumscribed regular simplex, then k = n + 1, andũ 1 , . . . ,ũ n+1 in an orthonormal basis of R n+1 .
Next we consider the open cone
and the map Θ : C → R n+1 defined by
where y,ũ i > 0 by (34). In particular, the differential of Θ is
We observe that dΘ is positive definite as ϕ ′ is positive and
It follows that Θ is injective. Since Θ(y) tends to infinity if y tends to a point of ∂C or y tends to infinity, we deduce that Θ is bijective from C onto R n+1 . It follows by (35) that the section {y ∈ C : y, e n+1 = r} of C for r > 0 is a translate of int(r/ √ n)Z(µ). Therefore
We deduce by first applying (32), then (27) , and after that (33) that
For each fixed y ∈ C, we estimate the product of two terms in (39) after the integral sign.
To estimate the first term in (39), we apply (6) with θ i = ϕ( y,ũ i ), and hence the definition of Θ yields
To estimate the second term, we apply Lemma 4.3 with v i = √c i ·ũ i and t i = ϕ ′ ( y,ũ i ), and write θ(y) and t 0 (y) to denote the corresponding θ ≥ 1 and t 0 . In particular
and Lemma 4.3 says
We conclude that
According to Lemma 3.1 used for v i = √c iũi , i = 1, . . . , k, we may assume that
Since each factor on the left hand side of (45) are at most 1 (compare (12)), each of them is at least k n+1 −1 . For Lemma 7.2, we define
Lemma 7.2 Using the notation as above, for anyũ i , i = 1, . . . , k, eitherc i ≤ ω 2 ε 2 , and ∠(ũ i ,ũ j ) ≤ ωε for someũ j with j ≤ n + 1.
Proof:
The argument is by contradiction, hence we assume that there existsũ i , i > n + 1 such thatc i > ω 2 ε 2 , and ∠(ũ i ,ũ j ) > ωε for all j ≤ n + 1. We identify a part Ξ of C with reasonably large volume such that θ(y) ≥ 1 + γ ε 4 for y ∈ Ξ,
where γ > 0 depends on n (see (51)).
We writeũ i = λ 1ũ1 + . . . + λ n+1ũn+1 for λ 1 , . . . , λ n+1 ∈ R. We reindexũ 1 , . . . ,ũ n+1 in a way such that
Since ũ j , e n+1 = 1 √ n+1
for j = 1, . . . , k, we have λ 1 + . . . + λ n+1 = 1. In particular, λ 1 ≥ 1 n+1 , which in turn yields by c 1 < 1 and (45) that
where ω > e −2n−8 n −2n−5 > n −4n−13 , and
Next we construct the Ξ in (47). Since B n ⊂ Z, the cone
Writing α and β to denote the acute angles with cos α = ũ j , e n+1 = 1 √ n+1
, j = 1, . . . , k, and
, we have α − β < ∠(y,ũ j ) < α + β for y ∈ C 0 and j = 1, . . . , k. For y ∈ C 0 and j = 1, . . . , k, we deduce that
We also observe that the section {y ∈ C 0 : y, e n+1 = t} is an (n − 1)-ball of radius t/n for t > 0. We are ready to define Ξ = y ∈ C 0 : 20 √ n < y, e n+1 < 40 √ n and y,ũ i −ũ 1 > ωε √ n .
Since ũ i −ũ 1 > ωε/2, Ξ contains a right cylinder of height 20 √ n and base an (n − 1)-dimensional regular simplex S * of circumradius 1/ √ n. Let S 0 be an n-dimensional regular simplex whose facet is S * . Since the height of S 0 is less than 2/ √ n, we have
It also follows that 4 < y,ũ j < 120 for y ∈ Ξ and j = 1, . . . , k.
For y ∈ Ξ, we estimate θ(y) from below using the n-tuples (1, . . . , n+1) and (2, . . . , n+1, i) of indices in (41). We deduce by first applying (45), (48) and Lemma 4.4, secondly ϕ ′ ( y,ũ j ) < 1 for j = 1, . . . , k (see Lemma 6.1), and thirdly by y,ũ i −ũ 1 > ωε √ n and ϕ"(t) < −12 −4 for 4 < t < 120 (see Lemma 6.1) that
According to (50) and Lemma 6.1, if y ∈ Ξ and j = 1, . . . , k, then ϕ( y,ũ j ) 2 < 120 and
. It follows by (40) and (42), and then by (33) that
We substitute the estimates (49), (51) and (52) into (43) and (44) to obtain
we deduce that ∠(w i , u i ) < 8n 2 ωε for j = 1, . . . , n + 1. We observe that the γ = 9 · 2 n+2 n 2n+2 of Lemma 5.3 and ω = (2000n
and claim that
Let us suppose that contrary to (54), there exists u i , i > n + 1, such that ∠(u i , w j ) > γ8n 2 ωε for j = 1, . . . , n + 1. To apply Lemma 5.3, we note that ε < 1 and (53) yield that 8n 2 ωε < γ −1 . Since ε = n 60n τ 1/4 > n 240n τ , we conclude by (53) that
This contradicts the condition on µ, and hence implies (54). Finally combining (54) and Lemma 5.2 yields d(Z(µ)) < n 60n τ 1/4 . ✷
Proofs of Theorems 1.1 and 1.2
We assume that B n is the ellipsoid of maximal volume inside a convex body K, and hence there exist u 1 , . . . , u k ∈ S n−1 ∩ ∂K and c 1 , . . . , c k > 0 such that
We write Z to denote the circumscribed polytope whose faces are touching B n at u 1 , . . . , u k ; namely, Z = {x ∈ R n : x, u i ≤ 1, i = 1, . . . , k}.
For any x ∈ ∂K, we write u x to denote an exterior unit normal at x, which is unique and measurale with respect to the (n − 1)-dimensional Hausdorff-measure. We note that
It follows from (56) that
Lemma 8.1 For ε ∈ (0, 1),
Proof: For γ = 1/(2n 2 ), we may assume that e −γε T n ⊂ Z ⊂ e γε T n .
We note that γε < . For (ii), we have V (T n ) = V (λZ) where e −γε ≤ λ ≤ e γε , and hence (58) yields
≤ λ n e nγε − λ n e −nγε ≤ 4nγε < ε/2.
Let η, ν ≥ 0 satisfy V (K) = V (ηZ) and V (Z) = (1 + ν)V (K), and hence η = (1 + ν) −1/n . It follows by δ vol (K, T n ) ≥ ε that
and hence (57) yields that
We turn to (i). It follows by δ BM (K, T n ) > ε and (58) that there is a vertex v of T n such that e γε−ε v ∈ int K.
In particular, there exists a half space H + containing e γε−ε v, and disjoint from int K. Since p = e γε−ε v is the centroid of the simplex p + λT n ⊂ e −γε T n for λ = e −γε − e γε−ε , B. Grünbaum [20] says that
Therefore we deduce using (57) and (58) that which satisfies the required properties by the arguments above. It follows by (59) that lim m→∞ V (Z(µ m )) = V (Z(µ)). Thus to prove Theorem 1.3, we may assume that µ is a discrete measure. According to the John theorem (see K.M. Bal [2] ), the conditions that µ is isotropic and its centroid is the origin yield that B n is the ellipsoid of maximal volume in Z(µ). In this setting P.M. Gruber, F.E. Schuster [19] proved that there exists an isotropic measure µ 0 whose centroid is the origin, and satisfies that supp µ 0 ⊂ supp µ and supp µ 0 is of cardinality at most n(n + 3)/2. Since (1 − ε) n n/2 (n + 1)
we deduce by Proposition 7.1 that there exists a regular simplex S circumscribed around B n such that δ H (supp µ 0 , supp µ S ) ≤ n 60n ε 1/4 . Therefore Lemma 5.3 yields δ H (supp µ, supp µ S ) ≤ n 65n ε 1/4 , and in turn Theorem 1.3. ✷
