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We numerically study weak, random, spatial velocity modulation [“quenched gravitational disor-
der” (QGD)] in two-dimensional massless Dirac materials. Although expected to produce negligible
effects, wave interference due to QGD transforms all but the lowest-energy states into a quantum-
critical “stack” with universal, energy-independent spatial fluctuations. QGD should arise for nodal
excitations in the d-wave cuprate superconductors (SCs), due to gap inhomogeneity. Our results
may explain the division between low-energy “coherent” (plane-wave-like) and finite-energy “inco-
herent” (spatially inhomogeneous) excitations in the SC and pseudogap regimes. Our model also
applies to surface states of class DIII topological SCs.
I. INTRODUCTION
Understanding the interplay between strong correla-
tions and quenched disorder in low-dimensional super-
conductors remains one of the key challenges in con-
densed matter physics [1]. While pair-breaking due to
elastic impurity scattering is detrimental to superconduc-
tivity, spatial inhomogeneity can locally enhance pair-
ing. Near a superconductor-insulator transition, the lat-
ter can occur via the spatial accumulation of Cooper
pairs, due to the multifractal rarification of single-particle
eigenstates [2–6]. Multifractality arises in quantum-
critical states due to wave interference induced by mul-
tiple impurity scattering. Two-dimensional (2D) multi-
fractal superconductivity has very recently come to the
fore in studies of transition metal dichalcoginides [7–9].
An enduring mystery is the role of spatial inhomogene-
ity in the high-Tc cuprate superconductors. These ma-
terials are characterized by two different energy scales
in the underdoped regime: the pseudogap energy ∆1
and the smaller pairing energy ∆0; the former (latter)
increases (decreases) with increased underdoping [10].
Maps of ∆1(r) obtained via STM demonstrate strong
nanoscale spatial inhomogeneity that increases with un-
derdoping [11–16]. A key observation in STM scans of
the local density of states (LDoS) is that the lower en-
ergy scale ∆0 appears to divide fermionic excitations into
two distinct classes. States with energies smaller than ∆0
behave like dispersive, “coherent” Bogoliubov-de Gennes
quasiparticles, showing robust quasiparticle interference.
States with energies above ∆0 are instead termed “inco-
herent,” as they exhibit strong spatial fluctuations that
vary little with energy [15, 16]. Renewed urgency for un-
derstanding spatial inhomogeneity comes from Ref. [17],
which reported an increase in Tc with increasing disorder.
Much recent work on the strange physics of the
cuprates invokes gravitational descriptions of quantum
criticality [18]. In this paper, we uncover a very different
role possibly played by quantum criticality in these ma-
terials, due to a different type of “gravitational” physics.
We show that the dichotomy between plane-wave-like,
low-energy quasiparticle states and strongly inhomoge-
neous, finite-energy states can be reconciled in a simple
model of noninteracting nodal Dirac quasiparticles, sub-
ject to random velocity disorder. Formally this can be
cast as the effect of static spacetime curvature [19–21]
[“quenched gravitational disorder” (QGD)]. For massless
Dirac fermions, propagation is analogous to the lensing
of starlight through a fixed, randomly gravitating space-
FIG. 1. (a) Cartoon depicting random spatial modulation
of the velocity [“quenched gravitational disorder” (QGD)] for
2D massless Dirac carriers. (b) Plot of the probability density
|ψε(r)|2 for a critical state wave function, representative of the
“stack” of states found throughout the energy spectrum with
QGD—see Figs. 2 and 4. (c) The nodal excitations of the d-
wave cuprates in the superconducting and pseudogap phases
should realize Dirac carriers with QGD. Plotted is the inverse
dispersion 1/E(k) for different strengths of the order param-
eter amplitude ∆, where E(k) ≡ √ε˜2(k) + ∆2 cos2(2φk) de-
scribes quasiparticle excitations in a 2D d-wave superconduc-
tor [23]. Here ε˜(k) is the bare dispersion measured relative
to the Fermi energy, and φk is the polar momentum angle.
The nodal Dirac cones are indicated here in white. Spatial
inhomogeneity in the amplitude ∆(r) [13, 14] modulates the
Dirac cones along the direction tangent to the Fermi surface.
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2time [22]. The gravitational language precisely defines
the gauge-invariant content of the disorder, through the
induced curvature.
QGD is realized whenever Dirac carriers arise from a
correlation gap that is spatially inhomogeneous. In a d-
wave superconductor, spatial gap fluctuations modulate
the nodal quasiparticle velocity, see Fig. 1. In the con-
text of conventional 2D Dirac materials such as graphene
or the surface states of 3D topological insulators, QGD
has so far received little attention [21, 24–26]. This is
because disorder can usually couple in a more relevant
fashion, through gauge and mass potentials [21, 27–29].
These perturbations typically induce metallic or Ander-
son insulating behavior on the largest scales [29–32].
In this paper, we use exact diagonalization to probe the
effect of QGD on 2D Dirac carriers. While the low-energy
states near the Dirac point are only weakly affected, we
find that most of the energy spectrum converges into a
“stack” of critical wave states. These quantum-critical
wave functions apparently exhibit universal multifractal
LDoS fluctuations. A representative state is shown in
Fig. 1(b), while LDoS maps of states with different ener-
gies appear in Fig. 2.
Our results are very surprising, in that QGD is a
strongly irrelevant perturbation at low energies. QGD
was instead expected to preserve the quasi-ballistic na-
ture of the clean system, even away from the Dirac point
[24]. Moreover, critical wave states typically arise only
at isolated energies, such as a mobility edge or at the
plateau transition of a quantum Hall effect [29, 33–35].
The population of critical states induced by QGD is com-
pared to the total density of states in Fig. 4. Our calcula-
tions are performed in momentum space; the largest size
studied is a 109 × 109 grid. Since Dirac cones typically
span ∼ 10 % of the 2D Brillouin zone, this corresponds
roughly to a (100 nm)2 map. More of the spectrum be-
comes more critical with increasing disorder (Fig. 5) or
system size (Fig. 8).
The coexistence of low-energy plane-wave and finite-
energy multifractal states induced by QGD is reminiscent
of STM spectra observed in the high-Tc cuprate super-
conductor BSCCO [11–16], where static spatial fluctua-
tions are detected in LDoS maps at energies above the
scale ∆0. As we review in Sec. II, other types of dis-
order are predicted to induce different physics: (I) One
class of (effectively topological [5]) perturbations should
also produce critical scaling throughout the quasiparti-
cle energy spectrum [36–38]. In this scenario, though,
zero-energy states are also predicted to be multifractal,
and the low-energy DoS ν(ε) would be enhanced via a
sublinear power law, ν(ε→ 0) ∼ |ε|δ with δ < 1 [27, 39–
43]. (II) Disorder that induces generic internode scatter-
ing is instead predicted to Anderson localize the entire
quasiparticle spectrum [27, 44]. Neither scenario (I,II) is
consistent with STM data [16].
We restrict our attention in this paper to on-average
isotropic QGD. We take both components of the Dirac
velocity vx(r) and vy(r) to be quenched random vari-
FIG. 2. 2D Dirac fermions with QGD: a spectrum dominated
by critical states. The panels show position-space maps of
|ψε(r)|2 for eigenstates {ψε} with energies ε as quoted. Ener-
gies (lengths) are measured in units of the momentum cutoff
Λ (inverse cutoff 2pi/Λ), with the bare Dirac carrier veloc-
ity v0 = 1; see Fig. 4(a) for the density of states. Although
the lowest energy (ε < 0.15) states are plane-wave-like, most
of the spectrum (0.2 < ε < 1.30) consists of critical states.
These are scale-invariant and extended (not Anderson local-
ized), yet highly rarified [29, 33]. Critical states typically oc-
cur only with fine-tuning to a mobility edge, or to the quan-
tum Hall plateau transition (QHPT) [29, 33]. Recent work
has demonstrated that “stacks” of critical QHPT states can
nevertheless form at the 2D surface of 3D topological super-
conductors [37, 38, 45]. Results here are obtained from exact
diagonalization in momentum space over a (2N+1)×(2N+1)
grid of momenta; here N = 54. Critical states are identified
by their multifractal spectrum, see Fig. 4(b). The dimension-
less disorder strength is λ = 0.240. The criterion for “strong
disorder” is λ & 0.393 (Sec. III B).
ables, with average value vx = vy ≡ v0 = 1, and spatial
fluctuations that are smaller than the average (so as to
avoid curvature horizons). A more realistic model for ve-
locity modulation in the cuprates would restrict disorder
to the component of the velocity along the Fermi surface,
v∆(r) ∼ ∆(r)/kF , see Fig. 1.
QGD should also arise at the surface of a topologi-
cal superconductor (TSC). Due to “topological protec-
tion,” velocity modulation is the only allowed coupling
3of charged impurities to the 2D massless Majorana fluid
expected to form at the surface of a class DIII TSC [46–
49] with winding number |ν| = 1 [24, 50], as we show in
Appendix B.
The stack of critical finite-energy states found here is
quite unusual, but not unprecedented. In Ref. [38], we
observed stacks of critical, class C spin quantum Hall
plateau transition (QHPT) states at finite energy in a
surface model for a class CI TSC. The finite-energy sur-
face states of a class AIII TSC should sit at the class
A integer QHPT [36, 37, 39, 45]. We expect that the
finite-energy critical states identified here correspond to
a version of the class D thermal QHPT [51–57].
A. Outline
This paper is organized as follows. In Sec. II, we review
results on impurity scattering in d-wave superconductors.
We derive the low-energy 4-node Dirac theory from a mi-
croscopic model. We review how restrictions to 2- and
1-node models are effectively topological, i.e. correspond
to models for surface states of bulk TSCs. We summa-
rize results for the thermal conductivity, density of states,
and multifractal spectra of low- and finite-energy wave
functions. We discuss the quantum critical “stacking”
of multifractal finite-energy states and the connection to
plateau transitions in quantum Hall effects that has re-
cently been found to occur in these models [38, 45].
In Sec. III we introduce the model studied here, a single
2D Dirac fermion with QGD. We then present the main
numerical results of this paper; these consist of the den-
sity of states and multifractal exponents throughout the
energy spectrum, for a range of disorder strengths and
system sizes. We contrast our results to conventional ex-
pectations, and discuss them in light of the multifractal
stacking phenomenon.
The appendices detail more technical considerations.
In Appendix A, we show how velocity randomness is em-
bedded in a generally covariant framework for 2+1-D
Dirac fermions propagating through curved spacetime.
In Appendix B we show how electric potentials couple
gravitationally to the single Majorana surface cone pre-
dicted to occur at the boundary of a class DIII TSC.
Finally, in Appendix C we present a symmetry analysis
of the Dirac fermion with QGD, and the possible connec-
tion to the thermal QHPT in class D.
II. DISORDER IN 2D d-WAVE
SUPERCONDUCTORS, AND TOPOLOGICAL
SUPERCONDUCTOR SURFACE FLUIDS
In this section we review a microscopic model for elas-
tic impurity scattering in 2D d-wave superconductors.
The generic model with elastic scattering between all
four low-energy Dirac quasiparticle nodes Anderson lo-
calizes at all energies. We then show how restrictions on
internode scattering produce independent, topologically
protected sectors. The latter are equivalent to the sur-
face states of TSCs in classes CI, AIII, and DIII. Finally,
we review exact results for the thermal conductivity, den-
sity of states, and multifractal spectrum of local density
of states fluctuations. With the exception of the recent
spectrum-wide criticality numerical results obtained in
Refs. [38, 45] and in this paper, all of the following is
well known [5, 27, 58].
Readers primarily interested in new results for the
Dirac model with QGD can skip this section, and proceed
directly to Sec. III.
A. d-wave model
A 2D spin-singlet superconductor has the Bogoliubov-
de Gennes Hamiltonian
H =
∫
k
Ψ†(k) hˆ(k) Ψ(k), ΨT(k) ≡
[
c↑(k) c
†
↓(−k)
]
,
hˆ(k) =
[
ε˜(k) ∆(k)
∆∗(k) −ε˜(−k)
]
. (2.1)
Here Ψ(k) is the Nambu spinor that annihilates spin-1/2
quasiparticles, T denotes the matrix transpose, ε˜(k) =
ε(k) − µ is the bare energy dispersion relative to the
chemical potential µ, ∆(k) is the mean-field BCS order
parameter, and
∫
k
≡ ∫ d2k/(2pi)2.
The two key symmetries we want to enforce are T 2 =
−1 time-reversal and spin SU(2) symmetry, the combina-
tion of which places the system in the Altland-Zirnbauer
FIG. 3. The Dirac nodes of a 2D d-wave superconductor occur
in two partnered pairs (1, 2) and (3, 4). The partners of a pair
are related by time-reversal and spin rotation symmetries.
Generic impurity scattering between all four nodes is believed
to Anderson localize quasiparticle states at all energies [27,
44]. On the contrary, if impurity scattering is restricted to
occur only (i) between partners of a pair (1⇔ 2) or (3⇔ 4),
or (ii) within each node separately, then the model decouples
(“fractionalizes”) into multiple topologically protected sectors
[5, 58]. These topologically protected sectors are equivalent to
surface state theories of bulk (3D) TSCs, in classes CI, AIII,
or DIII (see text).
4class CI [27, 29]. U(1) symmetry under Sˆz-axis spin ro-
tations is manifest in Eq. (2.1). A rotation around Sˆx or
Sˆy generates a continuous particle-hole transformation
in the Nambu language. To ensure SU(2) invariance, it
is sufficient to impose invariance under a pi Sˆx-rotation,
which takes the form of a P 2 = −1 effective particle-hole
symmetry. These are encoded via the transformations
T : Ψ(k)→ iσˆ2 [Ψ†(k)]T , i→ −i, (2.2a)
P : Ψ(k)→ − iσˆ2 [Ψ†(−k)]T , (2.2b)
where the Pauli matrices {σˆ1,2,3} act on the particle-hole
space grading the Nambu spinor. The T (P ) transfor-
mation is antiunitary (unitary) in second quantization.
These translate into the following conditions on hˆ(k),
T : −σˆ2 hˆ(k) σˆ2 = hˆ(k), (2.3a)
P : −σˆ2 hˆT(−k) σˆ2 = hˆ(k). (2.3b)
Physical time-reversal invariance is thus represented by
an effective unitary chiral symmetry in first quantization.
Imposing both T and spin SU(2) implies that ε˜(−k) =
ε˜(k), and that ∆(k) = ∆∗(k) = ∆(−k).
For a dx2−y2 superconductor, we take ∆(k) =
∆0 kxky/k
2
F , where ∆0 is a real amplitude, kF is the
Fermi wave vector, and (kx, ky) measure momentum
along the nodal directions, see Fig. 3. Linearizing the
Hamiltonian in the vicinity of each node gives an effec-
tive low-energy, anisotropic Dirac theory,
H =
∫
k
ψ†(k) hˆ0(k)ψ(k). (2.4)
Here ψ(k) is an 8-component spinor with long wavelength
momentum k. The field ψ is formed from the direct
sum of Ψ(ki + k) evaluated in the vicinity of the four
nodes i ∈ {1, 2, 3, 4} depicted in Fig. 3, located at {ki}.
Let the Pauli matrices {τˆ1,2,3} act on the partners of a
pair of nodes related by time-reversal, i.e. the matrix τˆ1
exchanges states between nodes (1 ⇔ 2) and (3 ⇔ 4) in
Fig. 3. Let the Pauli matrices {κˆ1,2,3} act on pairs of
nodes, i.e. the matrix κˆ1 exchanges (1⇔ 3) and (2⇔ 4).
The symmetries in Eq. (2.3) become
T : −σˆ2 hˆ σˆ2 = hˆ, (2.5a)
P : −σˆ2 τˆ1 hˆT σˆ2 τˆ1 = hˆ, (2.5b)
The Bogoliubov-de Gennes Hamiltonian takes the Dirac
form
hˆ0 = Pˆ+ [vf αˆ1(−i∂x) + v∆ αˆ2(−i∂y)]
+ Pˆ− [vf αˆ1(−i∂y) + v∆ αˆ2(−i∂x)] , (2.6)
where Pˆ± ≡ (1/2)(1ˆ± κˆ3) projects onto nodal pair (1, 2)
(+) or (3, 4) (−), and where the Clifford algebra matrices
are (αˆ1, αˆ2) = (σˆ
3τˆ3, σˆ1τˆ3). In Eq. (2.6), vF is the bare
Fermi velocity, while the perpendicular dispersion v∆ '
∆0/kF arises from the pairing.
Non-magnetic impurities can couple to the low-energy
theory via local, Hermitian fermion bilinear opera-
tors. The most relevant of these in the RG sense
have no derivatives, and take the form O(αβγ)(r) ≡
ψ†(r) σˆα τˆβ κˆγ ψ(r), where α, β, γ ∈ {0, 1, 2, 3} and σˆ0 =
τˆ0 = κˆ0 = 1ˆ (the identity matrix). Imposing time-
reversal and spin SU(2) symmetries from Eq. (2.5) re-
duces the number of allowed Hermitian bilinears to 20.
This is consistent with the random matrix classification
for class CI, where an 8 × 8 matrix is formed from the
generators of Sp(8)/U(4). We can parameterize the 20
allowed perturbations via intrapair and interpair scatter-
ing Hamiltonians hˆ1,2. Pure intrapair [(1⇔ 2), (3⇔ 4)]
scattering is encoded in
hˆ1 = Pˆ+
[
αˆ1A
(+)
x,i (r) + αˆ2A
(+)
y,i (r)
]
tˆi
+ Pˆ−
[
αˆ1A
(−)
y,i (r) + αˆ2A
(−)
x,i (r)
]
tˆi, (2.7)
where the repeated index i is summed over {1, 2, 3}. The
intrapair scattering terms take the form of SU(2) gauge
potentials A(±)i (r) tˆ
i, where the SU(2) generators are tˆi =
{σˆ2τˆ1, σˆ2τˆ2, τˆ3}. The remaining 8 allowed perturbations
scattering between pairs of nodes, and can be expressed
through the Hamiltonian
hˆ2 =
[
κˆ1Ba¯,i(r) tˆ
i + κˆ2 Ca¯(r)
]
αˆa¯, (2.8)
where repeated indices i ∈ {1, 2, 3} and a¯ ∈ {1, 2} are
summed. In contrast to the intrapair scattering encoded
in hˆ1, the interpair scattering mediated by Ba¯,i(r) and
Ca¯(r) take the form of scalar potentials and mass terms.
The latter can be used to open up a gap without break-
ing T ; this immediately implies that the generic 4-node
Hamiltonian
hˆ ≡ hˆ0 + hˆ1 + hˆ2 (2.9)
cannot describe the isolated surface states of a strong
TSC or insulator.
It is possible to derive the strengths and correlations
of all 20 disorder potentials {A(±)a¯,i , Ba¯,i, Ca¯} in the effec-
tive low-energy field theory from microscopic perturba-
tions of the original model in Eq. (2.1) [27], but we will
not pursue this here. In fact, our main interest will be
not in these potential perturbations, but in the weaker
“quenched gravitational disorder” (QGD, nodal velocity
randomness), which we argue below should be present
in the cuprate superconductors [16]. In Appendix B, we
provide a derivation of QGD from the coupling of the
electric potential to Majorana surface states in a micro-
scopic model of a class DIII TSC.
5B. Topological restrictions and TSC surface states:
Localization, quantum criticality, and physical
properties
1. Four coupled nodes: Spectrum-wide Anderson
localization
Quantum wave interference induced by generic elastic
scattering between all four nodes in the model described
by Eqs. (2.6)–(2.9) is expected to Anderson localize all
quasiparticle states, at both zero and finite single-particle
energies.
The localization near zero energy is understood as fol-
lows. The Dirac model described by Eq. (2.9) can be av-
eraged over all 20 disorder potentials using the replica or
supersymmetry (SUSY) trick. For Gaussian white-noise
distributions, the model flows to strong coupling under
the perturbative renormalization group [27]. One then
expects that the system can be described by a replicated
or SUSY nonlinear sigma model in class CI. Although
this sigma model admits a Wess-Zumino-Novikov-Witten
(WZNW) term, it can be shown that no such term arises
in the full four-node theory (e.g., it is forbidden by aver-
age parity invariance [27]; moreover, the WZNW model
turns out to be topological [58], as reviewed below).
Without the WZNW term, the 2D class CI sigma model
also flows to strong coupling, interpreted as the tendency
towards Anderson localization [44].
Anderson localization is anticipated at finite energy
as well in the four-node model. The standard argument
(which, however, needs to be revised for topological mod-
els as we emphasize below) goes as follows. At zero en-
ergy, 7 of the 10 Altland-Zirnbauer classes are character-
ized by a special particle-hole or chiral symmetry. This is
true for all classes that describe spin-1/2, time-reversal-
invariant superconductors in classes CI, AIII, and DIII
[5, 58]. This symmetry also relates states at positive and
negative energies, but does not tell us anything about
the character of the states at some particular fixed en-
ergy ε 6= 0. On the other hand, for quasiparticle states
in a superconductor, one can always consider |ε|  ∆0,
where ∆0 is the pairing energy. Then the quasiparticle
states should reside in the standard Wigner-Dyson class
of the normal metal that hosts the superconductivity.
Since ε = 0 is the only symmetry-distinguished energy,
one concludes that all states with ε 6= 0 in the infinite-
volume limit must reside in the orthogonal, unitary, or
symplectic Wigner-Dyson class. For the four-node class
CI model, the appropriate Wigner-Dyson class is the or-
thogonal metal class AI, which also preserves T and spin
SU(2) symmetry. This class is believed to always localize
in 2D [29].
Localization of all quasiparticle states is not borne out
by experiments in the high-Tc cuprate superconductors,
at or below optimal hole doping. First of all, localiza-
tion is at variance with superconductivity itself, since Tc
is not protected by Anderson’s theorem for non-s-wave
pairing [27]. Second, STM data taken at energies less
than a characteristic scale ∆0 (which is always below the
pseudogap energy ∆1 on the underdoped side) show ro-
bust quasiparticle interference, a sign that there is just
enough internode scattering to reveal the clean disper-
sion, but not enough to induce localization [15, 16].
Finally, the experimentally measured low-temperature
longitudinal thermal conductivity [59, 60] is nonzero, and
close to the universal (disorder-independent) theoretical
result
κ
T
=
k2B
3~
(
vF
v∆
+
v∆
vF
)
. (2.10)
This result was originally obtained via an approxi-
mate, self-consistent semiclassical calculation [44, 61, 62].
Eq. (2.10) is better understood as the exact result for
the T → 0 limit of the Landauer thermal conductivity in
the clean four-node model, the analog (via Wiedemann-
Franz) of the “ballistic” conductivity σxx = 4e2/pih for
pristine graphene doped exactly to charge neutrality.
The absence of impurity scattering combined with the
vanishing density of states produces a finite, universal
result due to evanescent wave propagation [63]. A very
special feature of the topological models reviewed below
is that Eq. (2.10) remains exact in the presence of disor-
der [39, 58, 64, 65], and is even predicted to be indepen-
dent of virtual interaction (Altshuler-Aronov) corrections
in these special models [66]. By contrast, the Anderson
localized model in Eq. (2.9) would have κ/T → 0 as
T → 0.
2. Two coupled nodes: class CI TSC surface states and
spectrum-wide spin quantum Hall criticality
If we restrict ourselves to intrapair scattering, such
that the node pair (1,2) decouples from (3,4) (Fig. 3),
then hˆ = hˆ0+hˆ1 [Eqs. (2.6) and (2.7)]. Since the pairs are
independent, we focus on one pair (1,2). After a rescaling
of (x, y) and a basis change, the two-node Hamiltonian
can be written as
hˆCI2 = σˆ ·
[−i∇+Ai(r) τˆ i] , (2.11)
where i ∈ {1, 2, 3} and σˆ ≡ σˆ1 xˆ + σˆ2 yˆ. Here hˆCI2 is a
4×4 matrix differential operator acting in the composite
(particle-hole)⊗(valley) (σ ⊗ τ) space. Since nodes (1,2)
are related by T , the model still resides in class CI. The
symmetry operations in Eq. (2.5) become
T : −σˆ3 hˆ σˆ3 = hˆ, (2.12a)
P : −σˆ1 τˆ2 hˆT σˆ1 τˆ2 = hˆ. (2.12b)
Given the (transformed) form of the Clifford algebra
in Eq. (2.11), the effective chiral/physical time-reversal
symmetry condition in Eq. (2.12a) is anomalous, and can-
not be realized without fine-tuning in two spatial dimen-
sions [58, 67]. It is naturally realized on the surface of a
6class CI TSC [4, 5, 58, 68], with minimal winding num-
ber |ν| = 2. The sigma model takes the same form as the
four-node model, except that it is now augmented with
a WZNW term at level k = 1 [5, 40–43, 68].
The density of states ν(ε) exhibits critical scaling with
energy ε in the limit |ε| → 0. In particular,
lim
ε→0
ν(ε) ∼ |ε|x1/z, (2.13)
where x1/z = 1/7 [40]. The zero-energy wave function
ψ0(r) exhibits quantum critical fluctuations on all length
scales; these are characterized by the multifractal spec-
trum τ(q) (for a review, see e.g. [29]). If the system has
size L × L, one divides this up into N2 boxes of size b,
with N ≡ L/b. Then one introduces the box probability
µi ≡
∫
bi
d2r |ψ0(r)|2, where the integral is performed over
the ith box. The multifractal spectrum is defined via the
scaling behavior of moments of the box probability,
N2∑
i=1
(µi)
q ∼
(
b
L
)τ(q)
. (2.14)
Box probabilities can also be obtained by normalizing a
spatial map of the local density of states in an STM ex-
periment. In the limit L→∞, τ(q) is self-averaging. For
the topological class CI model in Eq. (2.11), the spectrum
is perfectly parabolic. The exact result is
τ(q) = 2(q − 1) + ∆(q),
∆(q) = θ q(1− q), 0 ≤ |q| ≤ qc, qc ≡
√
2
θ
,
(2.15)
with θ = 1/4 [41, 42].
Very recently, the authors considered the question of
the finite-energy states of the model in Eq. (2.11). On
one hand, the same argument presented in Sec. II B 1
leads to the conclusion that all finite-energy states should
be Anderson localized in the orthogonal class AI; this
was the “conventional wisdom” [29]. On the other hand,
Eq. (2.11) also describes a surface quasiparticle fluid that
forms at the boundary of a bulk TSC [58, 68], pro-
tected by the anomalous form of time-reversal symme-
try in Eq. (2.12a). From this perspective, the idea that
only the zero-energy single-particle wave function ψ0(r)
escapes Anderson localization appears very strange. In-
deed, it would correspond to a very weak form of “topo-
logical protection,” since in other topological phases such
as quantum Hall liquids, 2D and 3D topological insula-
tors, it is the entire band of edge or surface excitations
that is protected from Anderson localization [46, 69].
The only alternative to localization was argued in
Ref. [38] to be a “stacking” of identical, quantum crit-
ical wave functions at all nonzero energies. It was argued
that each such wave function should sit at the class C,
spin quantum Hall plateau transition (SQHPT) [70–72].
The latter shares a few critical exponents with classical
2D percolation [34, 35, 71], a logarithmic conformal field
theory [73, 74].
The numerical results of Ref. [38] are consistent with
the “critical stacking” scenario. Near zero energy, the
DoS and multifractal spectrum confirm the predictions of
the WZNW theory [Eqs. (2.13) and (2.15), with x1/z =
1/7 and θ = 1/4]. At intermediate energies, however,
a wide swath of states is found to exhibit weaker uni-
versal multifractality, given approximately by Eq. (2.15),
but now with θ ' 1/8. The latter is consistent with
the SQHPT [34, 35]. More states exhibit SQHPT phe-
nomenology upon increasing the disorder strength or sys-
tem size [38].
Finally, we note that the results described above are
clearly incompatible with experiments in the cuprates.
This is not surprising, because in the 2D d-wave model
(Fig. 3) it is difficult to microscopically suppress scatter-
ing between node pairs (1, 2) ⇔ (3, 4), while simultane-
ously retaining significant internode scattering between
partners (1 ⇔ 2) and (3 ⇔ 4). The low-energy den-
sity of states vanishes as a strongly sublinear power-law
ν(ε) ∼ |ε|1/7. The two-node model exhibits the strongest
multifractality at zero energy [Eq. (2.15) with θ = 1/4],
and weaker multifractality at finite energies [Eq. (2.15)
with θ ' 1/8 [38]]. These features are opposite the obser-
vations in STM on BSCCO, which show minimal spatial
inhomogeneity in low-energy LDoS maps, with stronger
inhomogeneity above the energy scale ∆0; in addition,
the low-energy DoS retains the linear character of the
clean system [16].
3. One node, vector potential disorder: class AIII TSC
surface states and spectrum-wide quantum Hall criticality
We can further restrict to pure intranode scattering.
The effective Hamiltonian is “half” of Eq. (2.11), i.e. a
single 2-component Dirac fermion subject to U(1) vector
potential randomness,
hˆAIII1 = σˆ · [−i∇+A(r)] . (2.16)
Formally this single-node Hamiltonian is the same as the
surface fluid of a class AIII TSC with minimal wind-
ing number |ν| = 1. The anomalous (topological) time-
reversal symmetry is still encoded by Eq. (2.12a).
The density of states scales as in Eq. (2.13), with ex-
ponent [39]
x1/z = (1− λA)/(1 + λA). (2.17)
Here λA denotes the variance of the assumed white-noise
vector disorder potential,
Aa¯(r)Aa¯′(r
′) = pi λA δa¯,a¯′ δ(2)(r− r′).
At zero energy, the multifractal spectrum is given by
7# of Effective
nodes Class winding x1/z θ(ε = 0) θ(ε 6= 0) Dirt type(s)
coupled # |ν|
4 CI N/A 1 [75] N/A N/A Vector, potential,
(localized) [27, 44] (localized) [29] mass [27]
2 CI 2 1/7 [40] 1/4 [41, 42] ' 1/8 (SQHPT) [38] SU(2) vector
1 AIII 1 1−λA1+λA [39] λA [39] ' 1/4 (IQHPT) [37, 45] U(1) vector
1 DIII 1 1 (clean) 0 (clean) ' 1/13 (TQHPT?) Sec. III Velocity/QGD
TABLE I. Key properties of the effective 2D dirty Dirac Bogoliubov-de Gennes Hamiltonian for quasiparticles in a d-wave
superconductor. The number of nodes coupled refers to elastic impurity scattering between and/or within nodes. The generic
model is expected to Anderson localize at all energies. The models restricted to disorder that couples only 2 or 1 node(s) are
all effectively topological, i.e. describe the surface states of 3D bulk TSCs. All of the restricted models have the low-energy
thermal conductivity given by Eq. (2.10), independent of disorder [39, 64, 65] and interactions [66]. The exponent x1/z governs
the low-energy scaling of the density of states [Eq. (2.13)]. The restricted models all exhibit “multifractal stacking” of quantum
critical wave functions throughout the energy spectrum. The parameter θ(ε) characterizes the multifractal spectrum of wave
functions according to Eq. (2.15), near energy ε. The stacked critical states for classes CI and AIII apparently belong to the
spin and integer quantum Hall plateau transitions (SQHPT and IQHPT, respectively). In the last entry, TQHPT refers to the
thermal quantum Hall plateau transition; see Appendix C for a discussion.
Eq. (2.15), with [39]
θ = λA. (2.18)
For a review of this model in the context of TSCs and its
higher-winding number generalizations, see e.g. Ref. [5].
At finite energy, the eigenstates of Eq. (2.16) form a
stack of quantum-critical wave functions as in the CI
case. These were expected to reside at the ordinary
class A integer quantum Hall plateau transition (IQHPT)
[36, 39], and this result has been confirmed numerically
in Refs. [37, 45]. The IQHPT has an approximately
parabolic multifractal spectrum as in Eq. (2.15), with
θ ' 1/4 [29, 33].
The spectrum-wide “stacked” IQHPT multifractality
is quite strong. Unlike the |ν| = 2 class CI model, the
low-energy class AIII model predictions for the DoS and
multifractal spectrum depend on the nonuniversal pa-
rameter λA. When the latter is strong enough to render
the finite-energy states critical over a length scale that
is not too large, one would expect to see multifractality
extending all the way down to zero energy [Eq. (2.18)], as
well as a nonlinear enhancement of the DoS [Eqs. (2.13)
and (2.17)]. Neither of these features are seen in STM
data on BSCCO [16].
4. One node, gravitational disorder due to spatial gap
inhomogeneity: class DIII TSC surface states and
spectrum-wide criticality
The simplest possible model neglects all forms of po-
tential scattering. However, even in this case it is pos-
sible for disorder to produce a nonzero effect. In partic-
ular, a slow spatial modulation of d-wave the gap am-
plitude ∆0 = ∆0(r) should induce spatial modulation
of v∆ ∼ ∆0/kF in Eq. (2.6), referred to in the sequel as
QGD. Because the disorder couples to an operator with a
spatial derivative, it is formally irrelevant in an RG sense
at zero energy, in contrast with the potential perturba-
tions in Eqs. (2.7) and (2.8). The latter are marginal (at
tree level); these conclusions assume short-range corre-
lated disorder. As a result, for the QGD-only model the
low-energy DoS ν(ε) ∼ |ε| as in the clean limit, and the
states near zero energy are not multifractal. Although
velocity disorder modifies the definition of the (spin) cur-
rent operator, the low-temperature thermal conductivity
should be unchanged from the clean Landauer result in
Eq. (2.10), due to the irrelevance of disorder near ε = 0.
The effects of such velocity disorder at finite ε 6= 0 are
the main focus of this paper; the setup and results are
discussed in the next section. Formally, a single node
with QGD resides in class DIII, and could be realized as
a dirty Majorana cone on the surface a bulk TSC (such as
the candidate material CuxBi2Se3 [46]). This is discussed
in detail in Appendix B.
A summary of the results discussed in this section ap-
pears in Table I.
8III. 2D DIRAC FERMIONS WITH QUENCHED
GRAVITATIONAL DISORDER: RESULTS
A. Model and applications
A single 2D Dirac fermion with quenched velocity dis-
order can be represented by the action
S =
∫
dt d2r
[
ψ¯ i∂t ψ +
1
2
∑
a=1,2
va(r)
(
ψ¯iσˆa
↔
∂aψ
)]
, (3.1)
where {σˆ1,2} denote the Pauli matrices in the usual ba-
sis, r = {x1, x2}, A
↔
∂ B = A∂B − (∂A)B, and the field
ψ = ψσ is a 2-component Dirac spinor (σ ∈ {↑, ↓}). The
action can be interpreted in terms of fermions propagat-
ing through curved spacetime, with a static metric given
by gµν(r) = diag
[
−v1(r) v2(r), v2(r)v1(r) ,
v1(r)
v2(r)
]
. Eq. (3.1) ob-
tains from gµν(r) and from the covariant action (see Ap-
pendix A)
S =
∫ √
|g| d3x ψ¯ EµA γˆA
(
i∂µ − 12ωµBC SˆBC
)
ψ, (3.2)
where µ ∈ {t, x1, x2} and A,B,C ∈ {0, 1, 2}; repeated
indices are summed. Here
√|g| d3x is the volume mea-
sure, {γˆA} are the gamma matrices, EµA is the “dreibein,”
ωµ
BC is the spin connection, and SˆBC generates local
Lorentz transformations [22]. Since the velocity modu-
lation enters through the effects of spacetime curvature
in Eq. (3.2), we alternatively refer to this as “quenched
gravitational disorder” (QGD). The gauge-invariant con-
tent of the disorder can be characterized via the induced
curvature, as shown in Appendix A.
QGD can affect massless 2+1-D Dirac carriers when-
ever the latter arise from a correlation gap. Strong spa-
tial inhomogeneity has been observed in gap maps of the
superconducting and pseudogap regimes in the d-wave
cuprate superconductor BSCCO [11–16]. This should in
turn imply the modulation of the nodal quasiparticle ve-
locities along the Fermi surface [see Fig. 1(c)].
Additional sources of internode scattering in the
cuprates can arise due to short-ranged impurities such
as interstitial oxygen dopants [16, 27, 76, 77]; these can
dominate over the effects of velocity modulation. De-
pending on whether one, two, or four nodes are cou-
pled in the d-wave problem, one can get critical states
all the way down to zero energy [36–38] (with a concomi-
tant sublinear scaling of the low-energy global density of
states) [39–43]. The other possibility is Anderson local-
ization across the energy spectrum for the most generic
model of impurity scattering [27, 44]; see Sec. II B and Ta-
ble I for a review of these models and scenarios. We only
emphasize two points here. First, the linear low-energy
density of states and the coherent, plane-wave-like na-
ture of the lowest-energy quasiparticles observed in STM
studies [13–16] appear inconsistent with strong internode
scattering. Second, the experimentally-observed thermal
conductivity [59, 60] is not consistent with localization;
in fact, the “universal result” in Eq. (2.10) is predicted to
hold for any topologically restricted model of scattering,
including Eq. (3.1) (see Sec. II B).
Eq. (3.1) could be also realized on the surface of a
class DIII topological superconductor (TSC) [46–49] with
winding number |ν| = 1 [24, 50]. In this case ψ is a real
Majorana field with ψ¯σ = iψσ′
(
σˆ1
)
σ′σ, and one can show
that (see Appendix B)
v1(r) = v2(r) = v0
{
1 + ϑ
[
eA0(r)/Ebulk
]}
, (3.3)
where v0 is the bare surface Majorana velocity, A
0(r) is
the screened electric potential due to (e.g.) static charged
impurities, ϑ is a constant, and Ebulk is the bulk gap
energy of the TSC. The disorder can be characterized
by a variance λ˜ ∝ nimp
[
e2/ (kF kTF)
]2
, where nimp is the
surface areal impurity density, and kF (kTF) is the bulk
Fermi (Thomas-Fermi screening) wave vector. In units
such that v0 = 1, λ˜ is a squared-length; weak, short-
range correlated QGD is therefore strongly irrelevant [78]
at zero energy on the surface. Low-energy states are thus
expected to be only weakly affected by QGD [24]. The
fate of the finite-energy states is not obvious, however,
since energy is itself a strongly relevant perturbation [38,
39].
B. Density of critical states (DoCS) and
disorder-strength scaling
In order to work directly in the continuum, we diago-
nalize Eq. (3.1) exactly in momentum space,
hˆk,k′ =
[
0 (kx − iky)ν
(kx + iky)
ν
0
]
δk,k′
+
(
kx + k
′
x
2
)
σˆ1 P1 (k− k′)
+
(
ky + k
′
y
2
)
σˆ2 P2 (k− k′) . (3.4)
We set the parameter ν = 1 in Eq. (3.4), appropriate to
the relativistic clean system. A higher odd-integral value
of ν ∈ {3, 5, . . .} can be used to represent a 2D class DIII
Majorana surface fluid that arises from a bulk topologi-
cal superconductor with corresponding winding number
ν [50]. We used Eq. (3.4) to analyze the multifractal
spectra of low-energy surface states with ν ∈ {3, 5, 7} in
Ref. [50], where we tested predictions of the class DIII
SO(2n)ν (n→ 0) conformal field theory expected to de-
scribe the zero-energy surface states in these cases [5].
The velocity components in Eq. (3.4) are va(r) ≡
1 + Pa(r), where the impurity potential is taken to be
a composition of random phases in momentum space:
Pa(k) =
(√
λ˜/L
)
exp
[
iθa(k)− k2ζ2/4
]
. Here θa(−k) =
−θa(k), but these are otherwise independent, uniformly
9distributed phase angles. We choose a short correla-
tion length so as to approximate white noise disorder,
appropriate (e.g.) to model the nanoscale gap inhomo-
geneity observed in the cuprates [16], or efficient screen-
ing of Coulomb impurities on the surface of a TSC:
ζ ≡ (0.25)(2pi/Λ), where Λ is the momentum cutoff. Dis-
order becomes “strong” when the local variance of Pa(r)
in position space (≡ ∆P ) becomes of order one. Disor-
der beyond this threshold regularly tips the velocity com-
ponents through zero, which creates curvature horizons
[20, 26] [see Eq. (A7)]. Since ∆P =
√
λ˜/(2piζ2), this cor-
responds to the condition λ ≡ λ˜(Λ/2pi)2 = pi/8 ' 0.393.
Here λ denotes the dimensionless disorder strength.
Representative plots of the LDoS for states at different
energies appear in Fig. 2. Wave function quantum criti-
cality is characterized by the spectrum of exponents τ(q),
reviewed in Sec. II B 2 [Eqs. (2.14) and (2.15)]. We cal-
culate the multifractal spectrum τ(q) by the usual box-
counting method; the reader is referred to Ref. [38] for
technical details. In order to quantify the degree of crit-
icality throughout the energy spectrum, we employ the
following criterion. We compare the computed τ(q) spec-
trum for every state in regularly spaced energy bins to
a quadratic ansatz [38], τ(q) = 2(q − 1)(1 − q/q2c ) for
|q| ≤ qc. We employ the “fitness” criteria, defined as
follows [38]. For each eigenstate ψ(r), we compute the
error between the numerical spectrum [≡ τN (q)] and the
appropriate analytical prediction [≡ τA(q)], error(q) ≡
|τN (q) − τA(q)|/τA(q). If the error is less than or equal
to 4% for 85% of the evaluated q-points in the interval
0 ≤ q ≤ qc, we keep the state. We consider bins of 36
states each with consecutive eigenenergies.
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FIG. 4. (a) The total density of states (DoS) for the dirty sys-
tem described in Fig. 2, the density of critical states (DoCS),
and the DoS histogram for the clean system. The DoCS
counts the number of states with critical statistics (multi-
fractal spectra) that match a universal ansatz with a cer-
tain fitness criterion. Also plotted is the second IPR P2
(green dots), which only becomes appreciable in the high-
energy Lifshitz tail. (b) The anomalous multifractal spectrum
∆(q) ≡ τ(q)− 2(q − 1) for a narrow energy bin of states, se-
lected from the DoS with the highest percentage of critical
states. The solid red curve denotes an average over 36 states
with consecutive energy eigenvalues; the shaded red region
indicates the standard deviation. The blue dashed curve is a
parabolic ansatz for ∆(q). States contributing to the critical
count in (a) match the ansatz within a certain threshold (see
text) over the range 0 ≤ q ≤ qc = 5.1.
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FIG. 5. Total DoS and DoCS as in Fig. 4(a), but for four
different dimensionless disorder strengths λ. Strong disorder
corresponds to λ ' 0.393 (see text). The DoCS is computed
by evaluating the fitness of every state residing in narrow
energy bands of 36 states each, selected at regular intervals
across the energy spectrum; it exhibits sample-to-sample vari-
ations. In (a), we plot the average DoCS (red dotted line) and
the standard deviation (red shaded area) for 10 disorder real-
izations in each panel, computed for the smaller system size
N = 36. Despite disorder-dependent fluctuations, the trend
is clear: more of the spectrum becomes more critical with
increasing disorder strength. In (b), we show results for the
same disorder strengths, but now for typical disorder real-
izations and N = 54. The states near zero energy and at
intermediate energies where the DoCS significantly deviates
from the DoS, especially for weaker disorder strengths, are
more weakly multifractal (sub-critical) than those included in
the critical count. More strongly multifractal (super-critical)
and/or localized states appear only in the high-energy Lif-
shitz tail, as indicated by the second IPR P2 (green dots),
which remains small outside the tail. This is consistent with
the absence of Anderson localization in the main spectrum
[29, 38].
We empirically choose qc = 5.1 for the parabolic
ansatz; this corresponds to θ ' 1/13 in Eq. (2.15). We
exclude negative moments q < 0 from the fitness cri-
terion, since evaluating these accurately requires signif-
icant coarse-graining; for this reason negative moments
are typically not reported. We are unable to determine
if the deviation seen between the ansatz and the data
for q < 0 in Fig. 4(b) is intrinsic, or simply a finite-size
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FIG. 6. Anomalous multifractal spectra as in Fig. 4(b), but
for the four different disorder strengths corresponding to the
DoS/DoCS plots shown in Fig. 5. In each case, the spectrum
is plotted for a narrow energy bin chosen so that the DoCS is
maximized, in a given realization of the disorder. Results are
shown for typical realizations (without disorder-averaging).
The solid red line is the energy-average over spectra obtained
from 36 consecutive eigenfunctions, while the shaded red re-
gion denotes the standard deviation over the energy bin.
limitation.
We define the density of critical states (DoCS) as the
number of states within an energy bin satisfying the
above criterion. The ratio of the DoCS to the total den-
sity of states (DoS) is the effective energy-resolved distri-
bution function for critical states [38]. The DoS and the
DoCS are shown in Fig. 4, along with representative mul-
tifractal spectra. In Fig. 5 we exhibit the DoS and DoCS
for four different strengths of the disorder and two differ-
ent system sizes. The main observation is that increasing
the disorder makes more of the spectrum critical. States
at low and intermediate energies in Fig. 5 that show the
largest deviation between the DoCS and DoS are more
weakly multifractal than the critical ansatz. The percent-
age of such sub-critical states in the middle of the spec-
trum decreases with increasing disorder strength. Super-
critical and/or Anderson localized states are always con-
fined to the high-energy Lifshitz tail, which extends well
above the clean energy cutoff. The anomalous multifrac-
tal spectrum selected from an energy bin where the ratio
of the DoCS to DoS is maximized is plotted for the same
four disorder strengths in Fig. 6.
C. Plane-wave to critical-state crossover energy
“∆0” versus disorder strength
We have chosen to study a model with on-average
isotropic QGD. I.e., both components of the Dirac ve-
locity vx,y(r) in Eq. (3.1) are taken to be random vari-
ables with the same average and variance. A more micro-
scopically faithful model of QGD in the cuprates would
take only one component of the velocity to be random,
v∆(r) ≡ ∆(r)/kF , which controls the dispersion along
the bare Fermi surface (see Figs. 1 and 3).
A key observation in STM studies of BSCCO in the
optimal to underdoped regime is the qualitative sepa-
ration between local density of states (LDoS) spectra
obtained below and above a weakly doping-dependent
scale ∆0. At energies below (above) ∆0, the LDoS
maps exhibit robust energy-dispersing quasiparticle in-
terference (strong energy-independent, nanometer-scale
spatial inhomogeneity), interpreted as separating “coher-
ent” low-energy quasiparticle states from “incoherent”
intermediate-energy excitations [15, 16].
In our on-average isotropic QGD model, we can try to
compute the scale ∆0 in terms of the energy cutoff Λ,
as a function of the dimensionless disorder strength λ.
We define ∆0 as the threshold where the DoCS becomes
larger than a certain percentage of the total DoS. We
choose the (arbitrary) criterion
DoCS = (10 %) DoS (3.5)
in order to define ∆0, measured relative to the Dirac
point. Results are shown in Fig. 7. We find a weak
decrease of ∆0 with increasing disorder strength. This
is qualitatively similar to cuprate data [15, 16] with in-
creased underdoping, if the magnitude of the fluctuations
in ∆1(r) is taken as a proxy for the effective disorder
strength (instead of the doping level).
We emphasize, however, that as with previously ob-
served instances of critical wave function stacking at the
surface of bulk topological superconductors [38, 45], we
would generally expect that ∆0 → 0 in the system size
N →∞ limit for any fixed, nonzero disorder strength λ,
assuming that the critical fluctuations of eigenstates are
analyzed on sufficiently large scales. Our system sizes
are too limited to extract a clear trend of ∆0 with N
(see Fig. 8, below). This does not invalidate the con-
cept of ∆0 at finite N , or for analyzing STM LDoS maps
over a finite sample area. A more detailed comparison
of the critical crossover that can occur as a function of
length scale versus energy, between low-energy and finite-
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FIG. 7. Plot of the effective energy scale ∆0 versus disor-
der strength λ, wherein the low-energy wave functions tran-
sition from plane-wave-like to critical behavior. I.e., ∆0 is
the energy scale measured from the Dirac point (in units of
the cutoff Λ) at which the DoCS first becomes appreciable
[Eq. (3.5)]. Here results are averaged over 10 disorder realiza-
tions for N = 36.
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FIG. 8. Total DoS and DoCS as in Figs. 4 and 5, but for six
different system sizes. The dimensionless disorder strength is
λ = 0.240, as in Figs. 2 and 4. Strong disorder corresponds
to λ ' 0.393. Results are presented for typical realizations
of the disorder. The main effect of increasing the system size
for fixed disorder strength is to convert more states near the
middle of the spectrum from sub-critical to critical multifrac-
tality.
energy critical states with different statistics, is presented
for surface states of a class AIII TSC in Ref. [45].
D. System-size scaling of the DoS and DoCS
As emphasized above, QGD is strongly irrelevant near
the Dirac point. For an electrically charged Dirac field
ψ, kinetic theory predicts a divergent dc conductivity for
all nonzero temperatures [80]. The finite-energy critical-
state stack found here instead suggests a finite dc con-
ductivity.
On the other hand, conventional symmetry arguments
imply that the finite-energy states of a class DIII model
should reside in the symplectic class AII [29], see Ap-
pendix C. This class can exhibit weak antilocalization,
leading to a “supermetallic” phase in 2D [30, 31]. In a
finite-size system, it is therefore not surprising to find
multifractal wave functions in 2D, since the scaling is
only logarithmic in the system size. However, the cur-
vature of the multifractal spectrum in that case should
be related to the bare disorder strength. Moreover, more
of the spectrum should become more weakly multifractal
with increasing system size.
The leading order anomalous multifractal spectrum for
a 2D symplectic metal is given by [81]
∆(q) ≡ τ(q)− 2(q − 1) = 1
8pi2G(L)
q(1− q), (3.6)
∆(q)
q=2
q=3
N
FIG. 9. Finite-size (N) scaling of two particular anomalous
multifractal dimensions ∆(2) and ∆(3). In each case the data
(red dots) corresponds to the average of a narrow energy bin
selected with the highest percentage of states matching the
quadratic ansatz for ∆(q), shown in Fig. 4(b). The red error
bars indicate the standard deviation of the states in the energy
bin. The green shaded region indicates a narrow range of
parabolic ansa¨tze for ∆(q), with qc = 5.1 + δc (|δc| ≤ 0.1).
where the dimensionless conductance G(L) scales accord-
ing to weak antilocalization [82]
G(L) = G0 +
1
2pi2
log
(
L
lel
)
. (3.7)
Here L is the system size and lel denotes the elastic im-
purity scattering length. The bare conductance G0 =
ν(ε)D(ε), where ν(ε) is the density of states and D(ε)
is the diffusion constant, at the single-particle energy ε.
Fixing the disorder strength fixes G0 at each energy. In-
creasing the system size L should then reduce multifrac-
tality according to Eq. (3.6), as the system flows slowly
towards a “supermetallic” phase at infinite L.
We plot the evolution of the density of states (DoS)
and density of critical states (DoCS) as a function of
system size in Fig. 8. Results are presented for typical
realizations of the disorder, with the same dimensionless
disorder strength λ = 0.240 utilized to obtain Figs. 2 and
4. The main observation is that more of the spectrum at
intermediate energies becomes critical (instead of plane-
wave-like) with increasing system size. This is the oppo-
site behavior expected from the symplectic metal class
AII in Eqs. (3.6) and (3.7). Instead, the results shown
in Fig. 8 indicate that more of the spectrum saturates
to the universal, critical multifractal spectrum shown in
Fig. 4(b). Finally, in Fig. 9, we show the finite-size scal-
ing of two particular multifractal dimensions with sys-
tem size. At each system size N , the dimensions are
computed from an energy bin wherein the DoCS is max-
imized relative to the DoS.
E. Discussion and open questions
We have uncovered a second instance of quantum-
critical wave function stacking [38], due here to QGD.
In both Ref. [38] (class CI) and the present paper (class
DIII), the stacking occurs in disordered Dirac models
that can describe the 2D surface states of 3D topolog-
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ical superconductors. A third instance (for topological
superconductor surface states in class AIII) was touched
upon in Ref. [37], and will be extensively explored in
Ref. [45].
We argued that QGD naturally obtains whenever 2D
Dirac quasiparticles arise from a spatially inhomogeneous
gap. The critical-state stack found in this paper might
provide a simple explanation for the division between
plane-wave-like and spatially inhomogeneous LDoS fluc-
tuations measured at low and finite energies, respectively,
in the high-Tc cuprates.
Avenues and questions for future work include the fol-
lowing. (1) One should incorporate velocity anisotropy,
wherein only one component of the velocity v∆ = ∆/kF
is made random, see Figs. 1 and 3. (2) An immedi-
ate question regards transport versus temperature in the
Dirac model with QGD. In particular, could the transi-
tion from “ballistic” low-energy states to critical, finite-
energy ones explain the ubiquitous linear-in-T resistiv-
ity observed in the strange metal phase above Tc [77]?
(3) What is the role of dephasing on transport [83, 84]
due to inelastic quasiparticle scattering, which is presum-
ably important in the cuprates due to the strong corre-
lations (U  t), and finally (4) Does the multifractal-
stacking phenomenon enhance superconductivity in a
self-consistent calculation of the gap?
ACKNOWLEDGMENTS
We thank Alex Altland, Mustafa Amin, Seamus Davis,
Ilya Gruzberg, Victor Gurarie, Christopher Hooley, En-
rico Rossi, and Bjo¨rn Sbierski for useful discussions.
S.A.A.G was supported by the U.S. Army Research Of-
fice Grant No. W911NF-18-1-0290, and acknowledges
partial support from NSF CAREER Grant No. DMR-
1455233 and ONR Grant No. ONR-N00014-16-1-3158.
M.S.F. acknowledges support by the Welch Foundation
Grant No. C-1809, by NSF CAREER Grant No. DMR-
1552327, and by the U.S. Army Research Office Grant
No. W911NF-17-1-0259. M.S.F. thanks the Aspen Cen-
ter for Physics, which is supported by the NSF Grant
No. PHY-1607611, for its hospitality while part of this
work was performed.
Appendix A: Random velocity modulation from Dirac fermions in curved spacetime
For the static metric given by gµν(r) below Eq. (3.1), the dreibein in Eq. (3.2) can be chosen as
EµA =
δµA
φµ(r)
, φ0 =
√
v1(r) v2(r), φ1 = φ
−1
2 =
√
v2(r)
v1(r)
. (A1)
We choose a basis for the gamma matrices,
{γˆ0, γˆ1 γˆ2} = {σˆ3, iσˆ2,−iσˆ1} ⇒ γˆµ γˆν + γˆν γˆµ = −2 ηµν 1ˆ.
After absorbing the matrix γˆ0 into ψ¯ and using the fact that
(
γˆ0
)2
= 1ˆ, the action in Eq. (3.2) reduces to
S =
∫
dt d2r
{
ψ¯ i∂t ψ + ψ¯
[ ∑
a=1,2
va(r) σˆ
ai∂a
]
ψ − 1
2
ψ¯
[
ω0
BC(r) +
∑
a=1,2
va(r)ωa
BC(r) γˆ0
]
SˆBC ψ
}
. (A2)
The spin connection merely plays the role of a counterterm to ensure Hermiticity of the single-particle Hamiltonian.
Consider for simplicity the case with v1 = v2 ≡ v(r), so that φ1 = φ2 = 1 and φ0 = v. Then the non-vanishing
Christoffel symbols are
Γa00 = v(r)∂av(r), Γ
0
0a = Γ
0
a0 = v
−1(r)∂av(r). (A3)
The spin connection is
ωµ
A
B = E
A
ν Γ
ν
µλE
λ
B −
(
∂µE
A
λ
)
EλB = Γ
A
µB
φA
φB
− δAB
∂µφA
φB
, (A4)
the only nonzero components of which are
ω0
0a = −ω0a0 = ∂av(r). (A5)
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Then Eq. (A2) reduces to
S =
∫
dt d2r
{
ψ¯ i∂t ψ + ψ¯
∑
a=1,2
[
v(r) σˆai∂a − ∂av(r) Sˆ0a
]
ψ
}
. (A6)
Finally, using
Sˆ0a =
i
4
[γˆ0, γˆa] = − i
2
σˆa,
we can integrate by parts to get Eq. (3.1), specialized to
v1 = v2 = v.
In Eq. (3.1), the “Berry phase” term ψ¯ i∂t ψ has a ho-
mogeneous coefficient, corresponding to the physically
flat spacetime hosting the Dirac material. Neverthe-
less, the Ricci tensor associated to gµν is nonzero; for
v1(r) = v2(r) = v(r), the scalar curvature is
R = −2v−1∇2v. (A7)
Appendix B: “Gravitational” coupling of electric
potentials to the surface Majorana fluid of a class
DIII topological superconductor
In this section we derive the form of the velocity mod-
ulation in Eq. (3.3), corresponding to the effect of an
electric potential A0(r) on the 2D Majorana fluid ex-
pected to form at the surface of a class DIII topological
superconductor.
1. Bulk and surface states for solid-state 3He-B
As a simple model for a class DIII bulk topological
superconductor with winding number |ν| = 1, we con-
sider a solid-state analog of 3He-B [20, 47]. The bulk
Bogoliubov-de Gennes Hamiltonian features isotropic σˆ ·
k pairing, where σˆ = σˆaxˆa is the vector of Pauli matrices
acting on the physical spin-1/2 components σ ∈ {↑, ↓},
and a is summed over {1, 2, 3}. The mean-field Hamilto-
nian is
H =
1
2
∫
k
χ†(k) hˆ(k)χ(k),
hˆ(k) =
(
k2
2m
− µ
)
τˆ3 + ∆ (σˆ · k) τˆ2, (B1)
where µ > 0 is the chemical potential and ∆ is the p-
wave pairing amplitude. Here we have introduced the
Balian-Werthammer (“Majorana”) spinor
χ(k) ≡
[
c(k)
σˆ2
[
c†(−k)]T
]
, χ†(k) = i χT(−k)MˆP. (B2)
The Pauli matrices {τˆ1,2,3} act on particle-hole space.
Particle-hole P , time-reversal T , and chiral S (≡ T ×P )
symmetries are defined via
P : −Mˆ−1P hˆT(−k) MˆP = hˆ(k),
T : Mˆ−1T hˆ
∗(−k) MˆT = hˆ(k),
S : −MˆS hˆ(k) MˆS = hˆ(k),
(B3a)
where
MˆP = σˆ
2τˆ2 = MˆTP , (P
2 = +1),
MˆT = iσˆ
2τˆ3 = −MˆTT , (T 2 = −1),
MˆS = τˆ
1,
(B3b)
consistent with class DIII [5, 58].
As in [85], we implement hardwall boundary conditions
at z = 0 in order to get surface states. Eq. (B1) sepa-
rates into a k = 0 piece, and a nonzero k piece, where
k ≡ {kx, ky} now accounts only for conserved transverse
momenta.
hˆ = hˆ0 + hˆ1,
hˆ0 =
(
− 1
2m
∂2z − µ
)
τˆ3 + ∆(−i∂z)σˆ3τˆ2,
hˆ1 =
[
k2
2m
− eA0(r)
]
τˆ3 + ∆ (σˆ · k) τˆ2.
(B4)
We have included a scalar electric potential A0(r) as a
perturbation in hˆ1.
The Hamiltonian hˆ0 has a pair of zero-energy Majo-
rana bound states,
|ψ0,ms〉 = |τ1 = ms〉 ⊗ |ms〉 ⊗ |ϕ〉, (B5)
where |τ1 = ms〉 is the particle-hole (τ) space spinor,
which is “locked” to the σˆz-spin projection ms (in the
plus and minus τˆ1-direction for ms =↑ and ↓, respec-
tively). The spatial profile of the bound state is
〈z |ϕ〉 = 1√N0
e−m∆z sin
[
z
√
2mµ−m2∆2
]
, (B6)
where N0 is a normalization factor.
2. k · p perturbation theory
An effective Hamiltonian for the surface theory at
k 6= 0 obtains by taking matrix elements of the following
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operator between the ms = ±1 zero modes in Eq. (B5),
hˆS = hˆ1 − hˆ1 Pˆ1 hˆ−10 Pˆ1 hˆ1 + . . .
= hˆ1
−
∑
ms=±1
∫ ∞
0
dq
2piEq
hˆ1
[
|ψq,ms〉〈ψq,ms |
− τˆ1|ψq,ms〉〈ψq,ms |τˆ1
]
hˆ1
+ . . . , (B7)
where we have expanded the second term via the k = 0
resolution of the identity. The operator Pˆ1 on the first
line is the projection out of the degenerate eigenspace of
the zero modes, Pˆ1 = 1ˆ− Pˆ0, where
Pˆ0 =
∑
ms=±1
|ψ0,ms〉〈ψ0,ms |.
The state |ψq,ms〉 is a positive-energy (gapped) bulk
eigenstate of hˆ0, parameterized by the standing wave mo-
mentum q, while τˆ1|ψq,ms〉 is its negative-energy chiral
conjugate [Eq. (B3)]. Eq =
√
(q2/2m− µ)2 + q2∆2 de-
notes the positive eigenenergy.
The first term in Eq. (B7) gives the relativistic disper-
sion for the Majorana surface fluid,
hˆ(1)S = ∆ σˆ ∧ k, (B8)
where A ∧ B = AxBy − AyBx. This is consistent with
the surface projection of the symmetry conditions in
Eq. (B3),
P : −(Mˆ (S)P )−1 hˆTS (−k) Mˆ (S)P = hˆS(k),
T : (Mˆ (S)T )
−1 hˆ∗S (−k) Mˆ (S)T = hˆS(k),
S : −Mˆ (S)S hˆS(k) Mˆ (S)S = hˆS(k),
(B9a)
where
Mˆ (S)P = σˆ
1 = (Mˆ (S)P )
T (P 2 = +1),
Mˆ (S)T = iσˆ
2 = −(Mˆ (S)T )T (T 2 = −1),
Mˆ (S)S = σˆ
3.
(B9b)
Coupling to the vector potential A0 obtains from the
second term in Eq. (B7). Working to linear order in the
potential, the relevant +− matrix elements take the form
−
∑
ms=±1
∫ ∞
0
dq
2piEq
〈τ1 = +1|〈+1|〈ϕ| [−eA0τˆ3] [|ψq,ms〉〈ψq,ms | − τˆ1|ψq,ms〉〈ψq,ms |τˆ1] [∆ σˆ · k τˆ2] |τ1 = −1〉|−1〉|ϕ〉
= eA0 ∆ik
∫ ∞
0
dq
piEq
〈ϕ| 〈τ1 = −1 |ψq,+1〉 〈ψq,+1 |τ1 = +1〉|ϕ〉, (B10)
and
−
∑
ms=±1
∫ ∞
0
dq
2piEq
〈τ1 = +1|〈+1|〈ϕ| [∆ σˆ · k τˆ2] [|ψq,ms〉〈ψq,ms | − τˆ1|ψq,ms〉〈ψq,ms |τˆ1] [−eA0τˆ3] |τ1 = −1〉|−1〉|ϕ〉
= ∆ik eA0
∫ ∞
0
dq
piEq
〈ϕ| 〈τ1 = −1 |ψq,−1〉 〈ψq,−1 |τ1 = +1〉|ϕ〉, (B11)
where k ≡ kx − iky. Evaluating these leads to perturba-
tion of the form
hˆ(2)S =
ϑ∆
2
[
eA0(r)
Ebulk
σˆ ∧ k+ σˆ ∧ k eA
0(r)
Ebulk
]
, (B12)
where Ebulk ' kF∆ is the bulk excitation gap, and ϑ is
a pure order-one number. Since the bare Majorana fluid
velocity is ∆, we recover Eq. (3.3).
Appendix C: Symmetry class for finite-energy
states; Connection to the class D thermal quantum
Hall plateau transition (?)
The 2D velocity-randomized Dirac Hamiltonian given
by the sum hˆ(1)S + hˆ
(2)
S in Eqs. (B8) and (B12) resides
in class DIII, due to the T 2 = −1 and P 2 = +1
time-reversal and particle-hole symmetries encoded in
Eq. (B9). These symmetries hold irrespective of whether
the fermion field ψ in Eq. (3.1) is a complex-valued Dirac
or real-valued Majorana spinor.
Typically, we can associate an effective field theory, the
nonlinear sigma model, to describe the wave functions of
any single-particle Hamiltonian at some particular fixed
energy. The nonlinear sigma model employs local opera-
tors to encode the probability statistics of the extended,
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critical, or localized states. Using fermionic replicas to
perform disorder-averaging, class DIII is associated to a
sigma model with the target manifold O(2n), where n
is proportional to the number of replicas [29]. In two
spatial dimensions, this can be seen via the nonabelian
bosonization of the clean, zero-energy Majorana fermion
field theory [5].
For the DIII theory, nonzero energy is a relevant
perturbation that couples to the principal chiral field
[5, 38] in the nonlinear sigma model. In this case, the
O(2n)×O(2n) symmetry of the zero-energy theory is bro-
ken down to the diagonal subgroup O(2n). The energy
perturbation will induce an RG flow to a new fixed point,
which should be associated to a different sigma model
with target manifold O(2n)/H. There are only two pos-
sibilities:
1. Class AII, the “symplectic” class associated to dis-
ordered metals with time-reversal symmetry and
strong spin-orbit coupling. This class typically
exhibits weak antilocalization in two dimensions.
Class AII also describes the 2D surface states of
3D topological insulators. The target manifold is
[29]
G/H =
O(2n)
O(n) × O(n) . (C1a)
2. Class D, typically associated to superconductors
with broken time-reversal symmetry and strong
spin-orbit coupling. Class D should be realized in
dirty p + ip superconductors [51, 52, 55–57]. The
target manifold is
G/H =
O(2n)
U(n)
. (C1b)
We argued in Sec. III that class AII appears incompat-
ible with the numerical results obtained here for finite-
energy states of the velocity-modulated Dirac Hamilto-
nian in Eq. (3.1). We therefore expect that our finding of
critical states throughout the energy spectrum with uni-
versal multifractal spectra should instead be associated
to class D.
There are three classes of time-reversal invariant topo-
logical superconductors (TSCs) in 3D, differing by the
amount of spin rotational symmetry: CI [SU(2)], AIII
[U(1)], and DIII (no spin symmetry, strong spin-orbit
coupling) [86]. There are also three classes of time-
reversal broken quantum Hall topological insulators or
TSCs in 2D: class C [spin quantum Hall (SQH) effect],
class A [ordinary integer quantum Hall (IQH) effect], and
class D [thermal quantum Hall (TQH) effect] [29]. All
of these classes are characterized by integer (AIII, DIII,
A, D) or twice-integer (CI, C) bulk topological winding
numbers [86].
In our previous work [38], we performed a similar pop-
ulation analysis as presented in this paper for the finite-
energy 2D surface states of a 3D class CI topological su-
perconductor. Based on the numerical results obtained
there, we concluded that the finite-energy states of the
2D class CI model take the form of a “stack” of critical
wave functions with universal multifractal spectra. The
spectra are energy independent, and consistent with the
plateau transition of the spin quantum Hall effect in class
C [34, 35, 72]. A connection between classes CI and C
based on symmetry considerations similar to Eq. (C1)
was also presented in Ref. [38].
Finite-energy states in class AIII must reside in class
A [39]. For the 2D surface states of a 3D class AIII topo-
logical superconductor, whether these are critically delo-
calized or Anderson localized depends upon the presence
or absence of a topological theta term (at θ = pi) in the
effective nonlinear sigma model [87]. In a separate work,
we will present strong evidence that 2D finite-energy sur-
face states of 3D class AIII TSCs form a “stack” of crit-
ical wave functions [45] [see also Ref. [37]]. The spectra
are energy independent, and consistent with the plateau
transition of the ordinary class A integer quantum Hall
effect [33]. For classes CI and AIII, the only alternative
to the plateau-transition-stacking scenario is Anderson
localization, but this is not observed in our numerical
studies [37, 38, 45].
We therefore expect that the “stack” of critical states
found in the present paper can be associated to the ther-
mal quantum Hall plateau transition in class D. In com-
parison to classes C and A, relatively little is known
about the thermal quantum Hall plateau transition. The
global phase diagram for a 2D system in class D is
complicated by the advent of a thermal metal phase
[51, 52, 55–57], in addition to Anderson localized thermal
Hall plateaux [29]. Further studies of the possible multi-
critical point in the phase diagram of class D [51, 55, 56]
could shed light on the nature of the finite-energy states
found here.
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