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Abstract
As convolutional neural networks become more prevalent in research and real world
applications, the need for them to be faster and more robust will be a constant battle. This
thesis investigates the effect of degradation being introduced to an image prior to object
recognition with a convolutional neural network. As well as experimenting with methods
to reduce the degradation and improve performance. Gaussian smoothing and additive
Gaussian noise are both analyzed degradation models within this thesis and are reduced
with Gaussian and Butterworth masks using unsharp masking and smoothing, respectively.
The results show that each degradation is disruptive to the performance of YOLOv3, with
Gaussian smoothing producing a mean average precision of less than 20% and Gaussian noise
producing a mean average precision as low as 0%. Reduction methods applied to the data
give results of 1%-21% mean average precision increase over the baseline, varying based on
the degradation model. These methods are also applied to an 8-bit quantized implementation
of YOLOv3, which is intended to run on a Xilinx ZCU104 FPGA, which showed to be as
robust as the floating point network, with results within 2% mean average precision of the
floating point network. With the ZCU104 being able to process images of 416x416 at 25
frames per second which is comparable to a NVIDIA 2080 RTX, FPGAs are a viable solution
to computing object detection on the edge. In conclusion, this thesis shows that degradation
causes performance of a convolutional neural network (quantized and floating point) to lose
accuracy to a level that the network is unable to accurately predict objects. However, the
degradation can be reduced, and in most cases can elevate the performance of the network
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The overall change in SSIM is .98 to .064, showing that the first variance
level offers little change to the base image, but variance of .9 leaves the image
completely unrecognizable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3 This graph shows the SSIM score for reduction of Gaussian smoothing applied
to the VOC2007 dataset using an unsharp masking method. This sharpening
occurs with a Gaussian mask in the frequency domain. Each line is a different
standard deviation of smoothing applied to the dataset and then corrected using
the parameters on the x-axis. The above information shows that we are able
to correct for most smoothing and able to restore the SSIM score to a point.
Please refer to Figure 5.1 to see a baseline without correction lines. The black
line in the figure is the baseline performance for Gaussian smoothing, and each
color dot on the line corresponds to the color matching line in the graph. It
can be seen that even at the blurriest form, standard deviation of 10 and SSIM
of .45, an improvement is possible. The key point to this chart is that we are
able to see that by sharpening the smoothed images we are able to improve
the SSIM score on average for the dataset. The range in which improvement
can be consistently made is from Gaussian smoothing standard deviation of
40 onward, below this value the improvements are not visually good enough to
be useful. The maximum improvement for this figure is .073 and the overall
average is .064 demonstrating that it is possible to make good increases with
this correction. This figure has a companion graph in Figure 5.4, which shows
the best performance increase at each noise level. Using these charts together
it is possible to determine usability ranges. . . . . . . . . . . . . . . . . . . 64
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5.4 This figure shows the best performance value for each noise parameter
examined in Figure 5.3. With this view of data, it is possible to see how
the dataset on average responds to correction at each noise value. This curve
shows that a small increase is made for standard deviation 10-20, due to how
blurred the images are at these values. The range in which improvement can
be consistently made is from Gaussian smoothing standard deviation of 40
onward. Below this value the improvements are not visually good enough to
be useful. The maximum improvement for this figure is .073, and the overall
average is .064 demonstrating that it is possible to make good increases with
this correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 This graph represents the same data as Figure 5.3, but in a different format.
The purpose of a bubble graph is to efficiently represent data that has three
dimensions. The x-axis of this graph is the standard deviation of smoothing
that is applied to VOC2007, and the y-axis is the standard deviation of
smoothing that is applied as a corrective measure. The color and size of the
bubbles on the graph change depending on the SSIM score of the data at the
points of degradation and correction, with the largest, most red bubble being
a score of .95 and the smallest most purple bubble being .44. A few logical
trends can be noted from the bubble graph such as at all levels of correction the
SSIM score increase as we apply a larger standard deviation to the dataset.
While obviously based on the behavior of filtering in the frequency domain,
it is always positive to see the results. Another trend is we can see the
effects of sharpening per standard deviation very well. These figures, while
not numerically valuable, show important trends with the application of the
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.6 This figure shows an example of the Butterworth filter being used with unsharp
masking to correct the effects of Gaussian Smoothing on VOC2007. The y-
axis of the graph is the SSIM score of the VOC2007 dataset processed and
averaged at each point on the x-axis, which is the standard deviation used
in the Butterworth mask for filtering. Each line on the chart represents a
different experiment of noise applied to VOC2007. This graph is with an
order of 1; please see Figures 2,3,4,5 in Appendix A for this same graph with
higher order functions. From these graphs we can see similar trends to Figure
5.3, in that within certain ranges of smoothing we are able to improve the
image quality with the unsharp masking method by .10 on the scale. The
purpose of testing with the SSIM score is to show, quantitatively, how the
images within the dataset respond to noise and correction. SSIM score is a
metric that is designed to mimic human quality perception of an image and
assign a real world value to each image. The range in which improvement
can be consistently made is from Gaussian smoothing standard deviation of
40 onward; below this value the improvements are not visually good enough to
be useful. This figure has a companion graph in Figure 5.7, which shows the
best performance increase at each noise level. Using these charts together it
is possible to determine usability ranges. . . . . . . . . . . . . . . . . . . . 68
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5.7 This figure shows the best performance value for each noise parameter
examined in Figure 5.6. With this view of data, it is possible to see how
the dataset on average responds to correction at each noise value. This curve
shows that a small increase is made for standard deviation 10-20, due to how
blurred the images are at these values. Every other noise value shows a .1 or
higher increase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.8 This collection of bubble graphs shows Butterworth mask smoothing within
unsharp masking to correct the effect of Gaussian Smoothing. The axis vary by
graph, but they are each a variable that was experimented with for correction.
The size and color scales by SSIM score and is modified to emphasize changes
by squaring the SSIM score, the smallest bubble is a score of .47 and the
largest bubble is a score of .97. With these graphs, trends can be seen easily
as it is possible to visually see the SSIM score through different parameter
spaces. This presentation of the data is valuable in seeing what parameters
have effects on the data and allows for looking for a general parameter set
that could improve all data. The biggest use for these bubble graphs is as
supplemental information when examining the line graphs to better see general
trends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.9 This graph shows an example of additive Gaussian noise being reduced by
smoothing with a Gaussian mask. Each line on the graph is a different noise
level, as labeled in the legend on the side. The parameter adjusted for additive
Gaussian noise, as noted in Figure 5.2, is the change in variance of a Gaussian
probability function. It can be seen that the baseline decreases from a score of
.98 to a score of .2 at .1 variance. While for the smaller noises we see that
smoothing only lowers the SSIM score(as expected since there is not enough
noise to truly disturb the image), the smoothing is actually what is destroying
the image. However, we also see that smoothing struggles to improve the
SSIM score due to smoothing the noise and making it difficult to compare to
the original image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.10 This figure shows the best SSIM performance increase at each variance value
for Gaussian noise corrected with Gaussian smoothing. The highest increase
is .31 and with an average performance increase of .229. These improvements
show that there is room for large improvement with additive Gaussian noise
corrected with Gaussian smoothing. This figure is a companion figure for
Figure 5.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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5.11 This graph shows an example of Additive Gaussian noise being corrected with
Gaussian smoothing. Each line on the graph is a different noise level, as
labeled in the legend on the side. The Additive Gaussian noise, as noted in
Figure 5.2, is the changed by modifying the variance of the Additive Gaussian
noise. This graph shows the same information as 5.9 except all variances above
.5 have been removed and the baseline graph has been plotted on a log scale
for better visibility of the lower value variances. After Section 5.1.2 Additive
Gaussian noise is only analyzed up to a variance of .5 due to the images
being mostly noise. This figure has a companion graph in Figure 5.10, which
shows the best performance increase at each noise level. This figure shows
that by reducing additive Gaussian noise with Gaussian mask smoothing, a
performance can be improved by an average of .229 with the best improvement
being .31. Using these charts together it is possible to determine usability
ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.12 The two bubble graphs in this figure show Additive Gaussian noise being
corrected with Gaussian mask smoothing with the x-axis displaying the change
in variance of Additive Gaussian noise and the y-axis showing the change in
standard deviation of smoothing. Like other bubble graphs, the size and color
of the graphs scale from the SSIM score. The first graph shows all of the data
used in this experiment plotted as normal. The second graph is the same data,
but variance values above .5 have been dropped and the variance is scaled on
a log scale for better visibility. From these bubble graphs we see similar trends
to what is shown in the line graphs and mainly can see how quickly the score
drops and the how correction doesn’t help as much. . . . . . . . . . . . . . . 75
5.13 This figure shows the reduction of additive Gaussian noise on the VOC2007
dataset using Butterworth mask smoothing at order 1 and varying standard
deviation. Much like Figure 5.9 we see a similar trend in that we get an
improvement across the spectrum compared to the baseline, and as we increase
standard deviation, or let some of the original image through, we see a decrease
in score. This trend makes sense if the purpose of SSIM is reevaluated;
meaning SSIM is comparing the original image for a quality score, and as
we blur the noise we affect it more and more. While it is easy to see from the
SSIM trends that correction of Gaussian smoothing is going to make a positive
impact on network performance, it is a little harder to visualize with this graph. 77
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5.14 This figure shows correction of Additive Gaussian noise on the VOC2007
dataset using Butterworth mask smoothing at order 1 and varying standard
deviation. Much like Figure 5.11, the variance from previous displays is
removed if above .5. The trends that are seen in the previous graphs show
that the noise introduced by a variance above .5 drop the image quality score
low enough that it is reasonable to assume that a network would be unable to
detect objects within the image. For this figure, the baseline is plotted on a log
scale to better see the small variance values. The goal of evaluating the SSIM
is to understand in full what Additive Gaussian noise is doing to the dataset
before being processed with object detection. This figure has a companion graph
in Figure 5.15, which shows the best performance increase at each noise level.
This figure shows that a best improvement of .3 and on average this experiment
gets an average increase of .229. Using these charts together it is possible to
determine usability ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.15 This figure shows the best SSIM performance increase at each variance value
for Gaussian noise corrected with Butterworth blurring. This figure shows a
best improvement of .3 and this experiment gets an average increase of .229
on the SSIM scoring scale. This figure is a companion figure for Figure 5.14. 79
5.16 This graph shows an example of the average precision on YOLOv3 using
VOC2007 with Additive Gaussian noise applied. This noise was created using
a python library within Scikit-image and by adjusting the variance parameter
for the amount of noise. The effects of this noise were quite destructive to the
images, which is discussed in Section 5.1.2. This graph shows the variances
plotted using a log scale to show a more defined example of the behavior. The
full version of this graph can be seen in Figure 1.4 which shows the same
data but with variances beyond .5. This figure shows similar behavior to what
was seen in the SSIM analysis, that as the variance increases the performance
metric rapidly decreases eventually dropping to 0. . . . . . . . . . . . . . . . 82
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5.17 This figure shows the output of correcting Gaussian Smoothing with Gaussian
mask unsharp masking. Each line on the graph represents a different standard
deviation for smoothing being held constant while the standard deviation
is changed for unsharp masking. The x-axis is the standard deviation for
smoothing in the unsharp masking process and the y-axis is the mean average
precision score from YOLOv3. Finally the black line on the graph is the
baseline performance, which uses the same axis values as the reduction method.
Some conclusions that can be inferred from this graph are that in general
unsharp masking improves the score of mean average precision on YOLOv3,
even the instances where the smoothing does not seem to be too harmful.
Theoretically, every smoothed image should have an inverse function that
brings back as many features as possible. This effect can be observed by the
lower three standard deviation smoothing tests where peaks can be see in the
correction values followed by a slight decreasing trend in performance. The
peak is the inverse of the smoothing operation. This figure has a companion
graph in Figure 1.7, which shows the best performance increase at each noise
level. This figure shows that the max improvement is 7%. This improvement
is at the 20 standard deviation range and while the improvement is good does
not improve the performance to a decent level. Using these charts together it
is possible to determine usability ranges where the network can operate with
correction and still perform with a good score. . . . . . . . . . . . . . . . . . 84
5.18 This bubble graph shows the same data as Figure 5.17. The x-axis is the
standard deviation for smoothing the base dataset and the y-axis shows the
stanard deviation used for unsharp masking. The bubbles’ color and size scale
with the mean average precision score generated from YOLOv3. This bubble
chart gives a good view at how close the scores are able to get with the corrective
methods applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.19 In this figure, data is shown for Gaussian Smoothing corrected with unsharp
masking using Butterworth mask smoothing masks. Similar to previous graphs,
each line represents the noise value, for this graph it is standard deviation,
the VOC2007 dataset was processed with and the x axis is the standard
deviation used with unsharp masking. The black line is the trend of the
baseline performance with no correction applied and the colored dots on the
line correspond to the matching color lines, making it easier to compare
performances. As with Gaussian masks, slight improvement is made in certain
ranges of unsharp masking, showing that the unsharp masking method is
capable of improving performance on YOLOv3. This figure is using first order
Butterworth, which as seen in the SSIM evaluations, is the best performing
order of the 5 originally examined (1,3,6,12,24). This figure has a companion
graph in Figure 5.20 which shows the best performance improvement at each
noise level. From this figure we see that the best improvement is 9% mAP,
which is a good improvement but still does not bring the overall performance
above 50% mAP. The average improvement for this experiment is 4%, which
is the same as Gaussian mask unsharp masking. . . . . . . . . . . . . . . . 86
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5.20 This figure shows the best mean average precision performance increase at each
standard deviation value for Gaussian smoothing corrected with Butterworth
unsharp masking on a floating point network. From this figure we see that the
best improvement is 9% mAP, which is a good improvement but still does not
bring the overall performance above 50% mAP. The average improvement for
this experiment is 4%, which is the same as Gaussian mask unsharp masking.
This figure is a companion figure for Figure 5.19. . . . . . . . . . . . . . . . 87
5.21 This figure shows the results for reducing additive Gaussian noise with
Gaussian mask smoothing in the frequency domain. The black line is the
baseline performance and each colored dot on the line matches a color line
which is the corresponding correction experiment. The baseline is scaled on a
log scale to better show the spacing and decline of the performance. This graph
shows that for the four smallest variances tested, the smoothing correction
method makes the scoring worse. These results are explained by examining the
image collage in Figure 4.4 and seeing that the SSIM score does not decrease
by much between the first few noise values. With Additive Gaussian noise,
we are able to get a good increase in performance by smoothing the image in
the frequency domain with some of the variance ranges. While the smoothing
hurts when the network is experiencing a low amount of noise, the smoothing
could be considered in an acceptable range. This figure has a companion chart
in Figure 1.6 which shows the best performance increase at each noise level.
The best performance improvement is 21% mAP and the average improvement
is 5.5% mAP, or 10% if the negative values are ignored. . . . . . . . . . . . . 89
5.22 This figure shows the performance of Additive Gaussian noise with Butter-
worth mask smoothing reduction methods. For this test a Butterworth mask is
tested with order 1. The black line is the baseline performance and goes from
about .77 mAP to 0 mAP and is plotted on a log scale for clarity. Each colored
dot on the baseline corresponds to a matching line which is the correction
plots. Using this figure and figure 5.23 we can evaluate the performance of
Butterworth mask smoothing. The largest increase in performance is a 18%
mAP increase at a variance of .1. The range between .005 and .1 is the
range in which the improvement is the most useful. Within this range, enough
information is recoverable to render the network still somewhat useful. The
average improvement for this evaluation is 4.45%. . . . . . . . . . . . . . . 90
5.23 This figure shows the best mean average precision performance increase at
each variance value for Gaussian noise corrected with Butterworth blurring
with a floating point network. The largest increase in performance is a 18%
mAP increase at a variance of .1. The range between .005 and .1 is the
range in which the improvement is the most useful. Within this range, enough
information is recoverable to render the network still somewhat useful. The
average improvement for this evaluation is 4.45%. This figure is a companion
figure for Figure 5.22. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
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5.24 This figure shows the baseline performance of YOLOv3 with the VOC2007
dataset that has had varying levels of Gaussian smoothing applied. This ex-
periment is identical to the ones performed in the SSIM and GPU evaluations.
The difference for this figure is that it was tested using the quantized network
designed for the FPGA. It can be seen that results are similar to the floating
point network baseline, and follow the same trend as the SSIM evaluation.
This trend was not expected from the initial hypothesis of how the quantized
network would handle noise. I thought the quantized network would not be
as robust as the floating point network. Even though floating point networks
are full of redundancy, I hypothesized that there would be a bigger drop off
in performance. By maintaining similar trends, this enforces the idea that
quantized networks and FPGAs are a good solution for faster edge performance
for deep learning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.25 This figure shows the baseline performance of Additive Gaussian noise on a
quantized network. The x axis of this figure is plotted on a log scale in order
to better show the behavior within the chosen parameter range. To see the
full graph please see Figure 17. From this graph, the same trend can be seen
as shown in Figure 5.16 and shows that the floating point networks and the
quantized networks are very similar in performance. Using this baseline, it can
been seen where areas of improvement can be made and where little increase
will likely happen. The performance drop in the images is very steep and is the
result of the Additive Gaussian noise causing the network to reclassify found
objects as seemingly random classes. . . . . . . . . . . . . . . . . . . . . . . 95
5.26 This figure shows the performance of Gaussian smoothing being corrected with
a Gaussian mask within the unsharp masking process. The black line is the
baseline performance of Gaussian smoothing, and the colored dots correspond
to each colored line to be compared. Each line in the figure is a noise parameter
that is being corrected. The x axis is the standard deviation of smoothing
within unsharp masking, and the y axis is the mean average precision. The
graph shows that at every noise level some improvement can be made to each
noise parameter. While the top and bottom noises see little correction, the
middle noises, or the ones that would be problematic enough to simply correct,
see good improvements to their scores. This figure has a companion graph in
Figure 5.27, which shows the best performance increase at each noise level.
Using these charts together it is possible to determine usability ranges. The
max improvement for this graph is 3% and the average improvement is 1.86%.
These results show that the quantized network does not respond to reduction
methods in the same manner as the floating point network. . . . . . . . . . 97
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5.27 This figure shows the best mean average precision performance increase at
each variance value for Gaussian smoothing corrected with Gaussian unsharp
masking with a quantized network. Using this chart together with Figure 5.26,
it is possible to determine usability ranges. The max improvement for this
graph is 3% and the average improvement is 1.86%. These results show that
the quantized network does not respond to reduction methods in the same
manner as the floating point network. This figure is a companion figure for
Figure 5.26. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.28 This figure shows the performance of Butterworth masks within the unsharp
masking process of smoothing. The black line is the baseline performance of
Gaussian smoothing and then colored dots correspond to each colored line to
be compared.As in previous graphs, the x axis is for the standard deviation
for smoothing, and the y axis is the results of processing the VOC dataset
with YOLOv3 and return a mean average precision. This graph is almost
identical to Figure 5.26, the entire graph is shifted down in performance. While
increases are made they are smaller than with the Gaussian mask, which can
be slightly predicted since the noise is made with a Gaussian smoothing process.
This graph, as well as the order 6 version of this experiment in Figure 19, are
used to draw conclusions and comparisons between correction methods and
determine if the correction is working. This figure has a companion graph in
Figure 5.29, which shows the best performance increase at each noise level.
Using these charts together it is possible to determine usability ranges. The
max improvement for this graph is 2.9% and the average improvement is
1.75%. These results show that the quantized network does not respond to
reduction methods in the same manner as the floating point network. . . . 99
5.29 This figure shows the best mean average precision performance increase at each
variance value for Gaussian smoothing corrected with Butterworth unsharp
masking with a quantized network. The max improvement for this graph is
2.9% and the average improvement is 1.75%. These results show that the
quantized network does not respond to reduction methods in the same manner
as the floating point network. This figure is a companion figure for Figure 5.28.100
5.30 This figure shows the comparison between different orders of Butterworth
masks. The orders shown are order 1 and order 6, which is a much smaller
comparison than what was shown in the SSIM section.Due to the previous
experiments, several orders are dropped to increase computation time and
remove redundant information. As can be seen in this figure, the prior
discovery that as order increases a decrease in performance is noted that also
drops below baseline performance still holds true. Results that show decreasing
performance as the order gets larger also show that using an Ideal filter results
in poor performance, since the Butterworth filter eventually reaches an Ideal
filter mask as the order gets larger. Since order 1 is the best performing, it
continues to be the main point of discussion around Butterworth. . . . . . 101
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5.31 This figure shows the performance of correction Additive Gaussian noise with
Gaussian smoothing in the frequency domain. The black line is the baseline
performance of quantized YOLOv3 with each dot on the line corresponding to
a line on the chart. Each line on the chart represents a single noise value
corrected over difference standard deviations for smoothing. The Y axis is the
mean average precision performance, and the X axis is the varying standard
deviation values. The first observation of this chart is that for the first few
noises the correction actually damages the performance. This damage is to
be expected based on how little the noise affects the image at these values -
see Figure 4.4. However, as the baseline performance drops, the correction is
able to make large improvements on the score. This jump is because the noise
is very disruptive to the classification of each bounding box and causes the
network to classify each object as multiple objects. As the noise is smoothed
out, more features can be seen for detection. This figure has a companion
graph in Figure 5.32, which shows the best performance increase at each noise
level. This figure shows a max improvement of 19% and an average of 5.5%.
Using these charts together it is possible to determine usability ranges. . . . 103
5.32 This figure shows the best mean average precision performance increase at
each variance value for Gaussian noise corrected with Gaussian blurring with
a quantized network. This figure shows the best performance increase at each
noise level with a max improvement of 19% and an average of 5.5%. This
figure is a companion figure for Figure 5.31. . . . . . . . . . . . . . . . . . . 104
5.33 This figure shows the performance of Additive Gaussian noise corrected with
Butterworth at order 1. This same experiment is also performed at order 6
and that chart can be found in Figure 23. This figure shows that Butterworth
is able to correct for the noise is a very similar way to Gaussian smoothing.
Again, as seen in previous experiments, the performance is slightly lower. It
can still be seen that a positive increase is made for most noise values which
is a positive result to have. This figure has a companion graph in Figure 5.34,
which shows the best performance increase at each noise level. This figure
shows a max improvement of 16.7% and an average of 4.6%. Using these
charts together it is possible to determine usability ranges. . . . . . . . . . 105
5.34 This figure shows the best mean average precision performance increase at each
variance value for Gaussian noise corrected with Butterworth blurring with a
quantized network. This figure shows the best performance increase at each
noise level with a max improvement of 16.7% and an average of 4.6%. This
figure is a companion figure for Figure 5.33. Using these charts together it is
possible to determine usability ranges. . . . . . . . . . . . . . . . . . . . . . 106
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5.35 This figure shows the comparison in performances of the two different order
values of Butterworth mask smoothing. As discussed in prior sections,
Butterworth at high orders introduces artifacts within the image which causes
the performance to drop as the order increases. This figure quantifies these
artifacts and shows that with change in order values the performance chances
significantly. While these results are discovered and discussed in Section
5.1.2,the experiment is repeated here with only two order values to confirm
the results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.36 This chart pulls together every analysis run within this thesis and compares
the best performance increase and the average performance increase for each
noise and correction method. The left column is the noise that was examined;
the second column is the correction method; the third column is the mode in
which the analysis is performed (including the metric); the fourth column is
the best increase that is gained for that row noise and correction combination;
and the final column is the average performance increase for each experiment.
From this chart, all the trends and analyses are combined into one final chart
where things can clearly be seen side-by-side. . . . . . . . . . . . . . . . . . . 108
1 This is the HDMI Only block design from figure 2.4 with the blue HDMI box
expanded. This system primarly takes the PYNQ base system and strips the
unneeded portions to allow for more room for IP cores for video processing to
be chained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
2 This figure shows the correction of Gaussian smoothing using Butterworth
unsharp masking. The performance metric measured is the SSIM score. This
Butterworth experiment was performed at order value 3 and is included as
companion information to Figure 5.6. . . . . . . . . . . . . . . . . . . . . . . 120
3 This figure shows the correction of Gaussian smoothing using Butterworth
unsharp masking. The performance metric measured is the SSIM score. This
Butterworth experiment was performed at order value 6 and is included as
companion information to Figure 5.6. . . . . . . . . . . . . . . . . . . . . . . 120
4 This figure shows the correction of Gaussian smoothing using Butterworth
unsharp masking. The performance metric measured is the SSIM score. This
Butterworth experiment was performed at order value 12 and is included as
companion information to Figure 5.6. . . . . . . . . . . . . . . . . . . . . . . 121
5 This figure shows the correction of Gaussian smoothing using Butterworth
unsharp masking. The performance metric measured is the SSIM score. This
Butterworth experiment was performed at order value 24 and is included as
companion information to Figure 5.6. . . . . . . . . . . . . . . . . . . . . . . 121
6 Both of these graphs are from experiments that were replaced for consistency
and clarity. The experiment was Gaussian blurring but with a kernel based
approach, using OpenCV’s Gaussian Blur function. However, the results of
them are still interesting and are mentioned within my thesis. They are being
referenced here as the data was presented when I switched experiments. The
first graph is the noise applied to YOLOv3 and the second graph is the SSIM
evaluation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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7 This graph shows the highest scoring noise displayed at all 5 orders for
Butterworth. This is done with the SSIM scoring metric on VOC2007. The
purpose of this graph was to show that as the order for Butterworth increases
we start to see the ringing effects quantitatively effect the SSIM performance. 123
8 This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth
experiment was performed at order value 3 and is included as companion
information to Figure 5.13. This figure shows the full range of noises for
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
9 This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth
experiment was performed at order value 6 and is included as companion
information to Figure 5.13. This figure shows the full range of noises for
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
10 This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth
experiment was performed at order value 12 and is included as companion
information to Figure 5.13. This figure shows the full range of noises for
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
11 This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth
experiment was performed at order value 24 and is included as companion
information to Figure 5.13. This figure shows the full range of noises for
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
12 These bubble charts are used to show the range of values generated from
correcting Gaussian noise with Butterworth blurring. The color and size
of the bubbles scale with the SSIM score from the resulting test. The axis
for Gaussian noise variance was calculated on a log scale to better show the
important information. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
13 This figure is a supplemental graph showing the correction of Gaussian
Smoothing with Butterworth masks in the unsharp masking algorithm using
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Object Detection is a complex vision task that has risen in demand due to the increased
performance over traditional methods, such as pattern matching or SIFT [23]. As deep
learning creeps its way into everyday life, the need for improved accuracy and robustness
is crucial. This thesis explores the robustness of modern convolutional neural networks
(CNNs) if noise is introduced to the images, as well as how edge deployable networks hold up
under similar conditions. Degradation is the presence of information not from the original
image and alters the values of the original pixels; for example, random black and white
pixels within the image that do not occur naturally in the scene. In a real world camera
system, degradation can be occur in many ways, a smear on the lens, a failing sensor,
focus issues within the lens. All types of natural degradation can potentially cause deep
learning algorithms to struggle with their performance. In this thesis, I examine floating
point networks and 8-bit quantized networks to determine how degradation models affect
performance. After determining the effect of image degradation, I analyze and experiment
with image processing techniques that actually boost network performance.
Two degradation models are analyzed with a structure similarity metric (SSIM) method
as well as the mean average precision (mAP) output for the CNN, along with two types
methods of reduction. The first degradation is Gaussian smoothing, which is a blurring
method that smooths the information in the image by filtering the image in the frequency
domain, which involves converting the images with the Fourier Transform. Smoothing is
chosen as a degradation to represent natural ways an image could become blurry, such as
smearing on the lens, or focus issues. The second degradation is additive Gaussian noise,
which is a distribution of random pixel values throughout the image. Additive Gaussian noise
is a destructive degradation for object detection and is chosen because of the likelihood of
it appearing in a real world camera system. This degradation can appear from a failing or
overheating camera sensor or poor lighting conditions. Each degradation is reduced by its
own method. For Gaussian smoothing, unsharp masking methods using frequency domain
blurring sharpen the image. For additive Gaussian noise the degraded images are blurred
within the frequency domain. Correcting images within the frequency domain allows for a
unique look at the information provided within the image and allows for interesting results
in image improvement. Throughout this thesis I refer to work done by two groups: the
individual writing this thesis which is referred to in the first person (I, Me, etc) and tasks
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completed within the IRIS lab that contribute to the overall work of this thesis and is referred
to as (we, us, IRIS lab).
1.1 Motivation
The primary motivation for this thesis is to discover ways to improve image detection as
an image degrades. While deep learning is improving at a rapid speed, most data sets
used in training contain relatively good data, meaning the images are selected because they
are good representations of the class they fall into. While it would be useful to include
images that contain natural degradation (bad lighting, salt and pepper noise, as well as
noise from increased gain), it may not always be the most logical, as image sets would
become increasingly larger and training would become more expensive. I was motivated to
find a way to reach a middle ground allowing for networks to stay useful out of the box
without requiring large datasets and lengthy training time. Using Figures 1.1 and 1.2 for
motivation, it can be seen how noise effects the performance of the network and causes it to
report random classes.
The secondary motivation for my project is to examine the efficiency and benefits of using
FPGAs to implement the inference stage of deep learning models. By taking advantage of
tools created by Xilinx for quantized convolutional neural networks, we can leverage the
power of FPGAs to exceed the speed and power consumption of GPUs. The original focus
for this thesis was to center around image processing and development for FPGAs but as
work developed analyzing CNNs, FPGAs became a tool and less of a focus.
1.2 Synopsis
1.2.1 Outline of Thesis
In chapter 2 I present the current literature and background information for machine learning
and computer vision. This chapter discusses some of the work done prior to this thesis that
is used and learned from. The outcome of this chapter is to discuss the prior literature and
research that came before this thesis. Papers that were read to gather a better understanding
of this field are discussed and presented.
In chapter 3 I describe the computer vision library that was built and tested in the early
stages of this thesis. The goal of this chapter is to show that FPGAs are a viable solution
for image processing live video feeds. Also, this chapter discusses a binary network that was
tested early in the research for machine learning on an FPGA. The outcome of this chapter
is to demonstrate the feasibility of FPGAs as computer vision tools and their ability to run
real time, 60 frames per second image processing functions.
In Chapter 4 the methods used within the main research are discussed. The method
of generating noise is discussed with examples as well as how each noise is corrected. I
discuss what the structure similarity metric is and how to calculate the number. Finally, the
different types of YOLOv3 are discussed. The goal of this chapter is to explain the processes
undertaken to generate noise and then reduce its effects.
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Figure 1.1: This figure shows the progression of object detection with YOLOv3 as Gaussian
smoothing noise is applied to the image. As the standard deviation gets smaller the objects
become increasingly more difficult to visually recognize. The network begins to struggle with
even a little noise applied, while still able to detect the objects in the scene it begins to find
random objects within the scene, such as a dining table in the image of standard deviation
110. This image serves as a motivation for this thesis, showing that networks respond poorly
when noise is introduced and therefore looking for methods that robustly correct for noises
and improving the score.
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Figure 1.2: This figure shows the procession of object detection with YOLOv3 with Additive
Gaussian noise applied at various degrees. The first image of the panel is the image passed
through YOLOv3 with no noise applied. As the noise is applied the network is still able to
pick out the original objects but starts to classify them multiple times as different classes.
Mistakes by the network is this figure served as motivation for this thesis.
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In Chapter 5 the results of this thesis are presented. The results will follow a progression of
discussing the noise and the effects it causes within an image before then discussing how this
same noise effects a floating point YOLOv3 network and then a quantized YOLOv3 network.
Each section will show the baseline performances as well as the noise correction methods.
Finally a section that brings the results all together and discusses the meaning of all of the
results together. The outcome of this chapter provides a comparison between degradation
and corrective methods and a comparison between floating point and quantized networks.
As well as provide a compiled database for degradation and potential improvements using
reduction methods.
In chapter 6 I discuss the overall findings of the thesis and my final conclusions of this
work. I also discuss the future and where I would like to see this work go with work from
future students. The outcome for this chapter is the make final recommendations about
moving forward with the information in this thesis and discussing where future work is
possible.
The complete results follow the pipeline in Figure 1.3. Within this figure are two major
contributions and two minor contributions, which are discussed in Section 6.2.1.The first
pipeline shows the process followed when analyzing an image and testing the changes that
the degradation or that degradation and reduction cause to that image. The SSIM metric
is averaged per noise and correction value to generate a statistical representation of what is
occurring. The averages are then plotted for easy comparison of performance. A similar work
flow is followed for the second pipeline, which focused on quantized networks and floating
point networks. For this process, instead of processing the image through the SSIM metric,
the images are passed to a CNN for object detection and a mean average precision score
is calculated from the output. Much like SSIM, this number is averaged and displayed for
comparison.
1.2.2 Contributions
This thesis details 3 contributions that my work offers to the field of computer vision:
1. As a camera system degrades, the importance of ensuring the longevity of the system
increases. For this thesis, I have developed an offline system that analyzes noise within
an image and measures the noise’s harm to the image. Using a structure similarity
metric and mean average precision I have quantified the noise chosen to simulate the
previously stated issues. Additive Gaussian noise is chosen to simulate dead, and
altered pixel values which can occur within a camera system in the field. Gaussian
smoothing was chosen to simulate smears, scratches and weather events that could
cause blurring within the image. Figures 1.4 and 1.5, show the preliminary results of
how impactful each noise is on the network. Additive Gaussian noise sees a performance
drop from 78% mean average precision to 0% mean average precision over a change in
variance from .0001 to 1. Gaussian smoothing, while not as destructive as Additive
Gaussian noise, sees a performance drop from 77% mean average precision to 13% mean
average precision with the change of the standard deviation, with the range 10-110.
For the field of computer vision, I have compiled information about how each noise
affects an object detection network, both with floating point and quantized networks,
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Figure 1.3: This figure shows the pipeline of the process for this thesis. For this thesis the
VOC2007 dataset is used for analysis as well as the YOLOv3 CNN, however, any dataset
and network could be inserted into this pipeline and wit will result it similar results. The first
column is the process for generating the SSIM evaluation which covers the analysis of the base
noise as well as the images corrected. After the process is applied the SSIM score for each
image is averaged to build a data point for each set of parameters. The data points are then
compiled into graphs which all for comparison of performance. This process is repeated for
the second column. This column shows the process used to test floating point and quantized
networks, where the only difference in process from the SSIM analysis is to evaluate the mean
average precision (mAP) of each experiment. The comparisons made within this pipeline are
the major contribution provided by this thesis.
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as well as a quantitative view of the noise’s effects on the images themselves, using
the structure similarity metric. This information allows for a researcher to quickly
determine the amount of noise that would need to be present in their system before
intervention is needed.
2. This thesis also examines methods that correct the problems of long-term use and
system noise. By using image processing to reduce the noise that is present in an
image, I am able to quickly deploy a system that would be able to prolong the use of
an edge device with the inevitable event of noise within the system. Each noise analyzed
uses a unique reduction method: Additive Gaussian noise is reduced by blurring within
the frequency domain to accurately remove the noise while maintaining the structure
of the image, and Gaussian smoothing uses unsharp masking to enhance the features
lost to smoothing. Figure 1.6, shows the performance improvement that is achieved
by reducing the noise in the image. This figure shows how noise can be improved and
what range of correction where a network sees the most improvement:
(a) From .0001 to .001 variance, a negative improvement is achieved with correct.
This negative change is seen because the noise is not disruptive to the network’s
performance, and, therefore, the blurring is more disruptive than the noise itself.
In this range, performance changes are -1.5% mean average precision to -.7% mean
average precision.
(b) Form .005 to .5 variance, positive improvements are made with reducing the noise
in the image. The improvements range from .35% mean average precision to 22%
mean average precision, with the improvements for variance of .1 being the largest
and most impressive. This improvement shows that for large amounts of Additive
Gaussian noise the network is able to still salvage a usable performance from the
network.
Figure 1.7, shows the best increase in performance for Gaussian smoothing corrected
with unsharp masking. This method shows that all noise levels are capable of some
improvement and that overall the unsharp masking method is beneficial. The noise
improvements can be broken into 3 ranges:
(a) Standard deviation range 10-20 shows great improvement metrics, but, as is
discussed in Chapter 5, the images are still too noisy to achieve a good mean
average precision score. In this range a mean average precision increase of 4%-7%
is achieved but, ultimately, too much information within the image is lost to the
noise.
(b) Standard deviation range 20-70 shows the best results. There are improvements
from 3%-7%, and all values are within an acceptable range above 60% mean
average precision, or above 25% performance loss. Within this range, the images
can appear quite noisy, see Figure 1.1; however, with reduction methods the
performance is recovered into an acceptable range.
(c) The final performance range for smoothing is standard deviation 70-110, which is
the cut off for smoothing analyzed. This range still sees improvement within the
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network of 1%-3% mean average precision increase. However, the network is able
to respond to the noise well enough that correction may not be needed. Within
this range, the network is operable without correction, but adding the reduction
methods does result in improved performance.
These results compiled and examined, provide a unique examination for the field of
computer vision. With these results, a researcher can quickly figure out a range of
acceptable noise within a system and determine what course of action to undertake.
The key point from this contribution is the novelty of the analysis of reducing noise and
evaluating the performance with a floating point and quantized convolutional neural
network.
3. The final contribution is the development of a system that tests quantized networks
on an FPGA and allow for easy access to object detection processing on the ZCU104.
When I began testing networks on the ZCU104 board, the system lacked the ability to
process live video streams. The networks occupy the majority of the PL, and therefor
there is little room to implement a streaming system. This system utilizes the Ethernet
connection on the FPGA to send collected images to the board be processed on the PL.
By creating this system, we were able to test networks with live video. This system
is capable of processing input at a 25 FPS, depending on network connection. While
mainly used to test against video collected in and around Knoxville, TN, the system
can be used to process live data on the edge.
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Figure 1.4: This graph shows an example of the average precision on Yolov3 using VOC2007
with Additive Gaussian noise applied. This noise was created using a python library and by
adjusting the variance parameter for the amount of noise. The effects of this noise were quite
destructive to the images. Every class from the data-set is represented in this chart, however,
most of them drop to 0 around .5 variance, which is to be expected since them images become
unrecognizable at that point.
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Figure 1.5: This graph shows an example of the average precision on Yolov3 using VOC2007
with Gaussian Mask smoothing applied. This blurring is done in the frequency space and the
filters are Gaussian filters of increasing radius. Every class of the dataset is represented in
this chart with the best, worst and average all being highlighted. As the radius of blurring
gets larger the performance steadily improves, as would be expected. The lowest mean average
precision score is 13% and the highest mean average precision score is 77%, showing the full
range of the effect smoothing has on network performance.
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Figure 1.6: This figure shows the best performance increase for each variance experiment
for Additive Gaussian noise using Gaussian Mask smoothing noise reduction on a YOLOv3
floating point. This graph helps to visualize where there is area for the most improvement
and specific ranges can be built from these graphs. The color of the dots correspond to the
colored graphs later in this thesis for comparison. It can be seen that small variance values
result in a negative performance increase due to how little noise is actually applied to the
image. However, as more noise is applied there is more and more room for improvement,
with the maximum increase around 21% improvement in mAP.
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Figure 1.7: This figure shows the best performance increase for each standard deviation
value for Gaussian smoothing noise corrected with Gaussian unsharp masking on YOLOv3
floating point. Using this chart it is possible to easily visualize where performance increase
can be made. Overall, Gaussian unsharp masking is able to restore a good portion of
information that is lost to smoothing. This figure shows that the max improvement is 7%.
This improvement is at the 20 standard deviation range and while the improvement is good
does not improve the performance to a decent level. Using this chart together with Figure
5.17, it is possible to determine usability ranges where the network can operate with correction




This chapter discusses prior research related to CNNs and FPGAs. I also give a brief overview
of different datasets that are used and during what step they are used.
2.1 Datasets
In preliminary experiments, primarily to examine the PYNQ BNN [33] performance and
usability, two datasets are used, CIFAR-10 [19] and the German Traffic Sign Recognition
Benchmark [17]. CIFAR-10 is used as it is a very standard dataset that allows testing of
small networks. Since CIFAR-10 has been used for so long, it is an obvious choice to compare
the BNN performance on the PYNQ board. Xilinx’s decision to use the GTSDB dataset is
to show the versatility of the FINN and BNN framework. As a final test for the BNN, The
CelebA [22] is mixed with CIFAR-10 to test BNN’s versatility, more of this is mentioned in
a later section. The use of these diverse datasets are to fully test the viability of the BNN
as a network and an option for further research.
For experiments on the ZCU104, two datasets have been chosen: PASCAL VOC data-
set [9]. The VOC dataset is used because Xilinx has provided networks and metrics already
trained with this dataset. VOC2007 contains 20 classes (aeroplane, bicycle, bird, boat,
bottle, bus, car, cat, chair, cow, dining table, dog, horse, motorbike, person, potted plant,
sheep, sofa, train, tv/monitor), and the testing set of images contains 4952 images. For
testing, these images are tested in their entirety to ensure robust statistics.
2.2 Object Detection
Object Detection is a field of study that has existed for years before the first deep
learning approach. The advancements of object detection can be broke into two categories:
Traditional Detection Methods and Deep Learning based detection. To understand how the
deep learning methods were created, it is important to understand the achievements made in
the traditional methods of object detection. In the following two subsections, I discuss the
history and milestones of object detection since the year 2000 following along with Figure
2.2.
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Figure 2.1: This figure shows 6 random images pulled from the VOC2007 testing dataset.
This images appear to be everyday images collected for various reasons. There are 20 classes
that range from a potted plant to an airplane. These images are shown here to show that
the VOC2007 dataset is mostly a collection of random images gathered by people in everyday
type situations.
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Figure 2.2: This timeline shows the major milestones of object detection since 2001 [41].
The most notable point on this graph being the presentation of AlexNet [20] during the
2012 ImageNet Large Scale Visual Recognition Challenge, also referred to as ImageNet or
ILSVRC. This paper was pivotal is sparking the current machine learning research boom.
Research for convolutional neural networks is still an active field but was split between one
stage detector and two stage detectors network types between 2014 and 2016. The driving
forces behind the research are speed and accuracy. The two stage detectors, such as RCNN,
focus mainly on accuracy. The one stage detectors, like YOLO, are willing to drop accuracy
as long as speed is increased.
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2.2.1 Non-Deep Learning Methods
Object detection in images is not a new field of study. Prior to AlexNet winning the 2012
ImageNet competition [20] researchers looked for various ways to find objects in an image.
Template matching was a popular choice for object detection with researchers trying several
methods from improved templates to flexible genetic algorithms [16] and [31]. Another task
with early importance in object detection was to find pedestrians in a scene. This task
presents a particularly difficult challenge, for traditional methods, due to the complexity of
the scenes and of individual pedestrians.Common methods included pattern matching, where
we can assume a pedestrian will be standing, as well as training Support Vector Machines
(SVMs) to classify subsections of an image [15]. While these methods were not perfect,
they provided attempts to find objects in images and offer some simple ideas to complex
problems. In 2001, one of the most pivotal developments in object detection was released
with the Viola Jones detection. The method they developed was to create a sliding window
across the image and look in all possible locations and scales and see if a face is present
[34][35]. This detection method simplified the Haar object detection method by using select
filters that would result in face detection. Also, Viola-Jones uses a detection cascade so
that they limit the computation time on the background of the image and focus on actual
objects in the image. This method while fundamentally simple paved the way for research
on convolutional neural networks. Another important contribution to object detection, and
the computer vision field in general was the release of the Histogram of Oriented Gradients,
referred to as HOG, written by Dala and Triggs [6]. HOG’s main goal was to improve on
the issue of detecting pedestrians in a scene, but their main contribution was improving the
scale-invariant feature transform [23], known as SIFT. HOG and SIFT use resizing of the
input image and local features while using the same detection window to find objects of
different sizes. The improvement that HOG brings to the computer vision world is to solve
the problem of find objects of interests at different distances and sizes. As an extension to the
Histogram of Oriented Gradients, in 2008 Felzenszwalb proposed a Deformable Part-based
Model [10]. This method used a ”Divide and Conquer” method, meaning that using the
HOG algorithm Felzenszwalb created a root-filter that would search for the larger parts of
an object. These part filters would be loosely learned by iterating of images of the items to
search for. This method was called the star-model.
2.2.2 Deep Learning Methods
Figure 2.2 shows the progression of modern object detection research and how it led to the
eventual conclusion of convolutional neural networks (CNNs). The pieces for CNNs have
existed for years, as discussed in Section 2.2.1, but were not formally used until AlexNet
net was published during the 2012 ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [20]. This paper was monumental since it achieved an error of 15.2%, which was
10.8% higher than second place, on classifying images from the 1000 classes of ImageNet
[7]. With image classification improvements the next logical step is to be able to detect
multiple objects in an image. In 2014, Region based CNNs, called RCNN, we prosposed as
a solution to the object detection problem by breaking up the image into regions and uses
a Support Vector Machine to generate regions of interest that may include an object, then
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treating them as their own independent image and passing them through a trained CNN
[13] [12]. RCNN was as important to deep learning research as AlexNet as we now had a
working model for doing object detection, as well as image segmentation, with a trained deep
learning model. The major limitation within RCNN was that it was very slow to run do
to several redundant computations [41]. The group that worked on R-CNN later published
a faster and more accurate version of their object detector they called Faster RCNN [11].
The major contribution here was that the network and the bounding box regressor could be
trained under the same conditions as well as they were able to gain a 12% accuracy increase
and a 200 times speed up. While fast RCNN did well it was still using an older method of
finding these regions of interest which was still a rather slow method. The issues were solved
later in 2015, not long after Fast R-CNN was published, with Faster R-CNN [27]. Faster
R-CNN was the first complete deep learning object classifier. Where R-CNN [12] and Faster
R-CNN [11] used SVMs to look for regions of interest, Faster R-CNN [27] uses a trained
deep learning network to look for the region proposals. This allows for the network to be
able to learn better ways of proposing regions to the classifier as well as solve the slow down
created by SVMs.
The second split in the development of CNNs is exampling single stage, or single shot,
detection systems. These systems willingly sacrifice some accuracy to obtain better speeds.
The first network to examine is the creation of the You Only Look Once (YOLO) network
[24]. This network combined a stream lined approach to examine the image in different scales
in order to properly examine the image. Since the original paper several version of YOLO
have been released, all improving on structure, accuracy and speed [25] [26] [3]. YOLOv3
is the primary network examined in this thesis due to the availability of infrastructure for
deployment onto the Xilinx ZCU104. Another network of interest is the Single Shot Detector
(SSD) [21] which uses VGG16, or any convolution and pooling based encoder, to convolve
the image. The key point to this paper is that object detection is performed using the output
of max pooling layers which allow for detection of objects at different scales with ease.
2.3 Quantized Neural Networks
Traditional Convolutional Neural Networks (CNNs) use 32-bit floating point numbers for
the weights of each neuron. This high precision number allows for the network to fine tune
training and allow for broad generalizations of the training set. Recent research has shown,
however, that high floating point values actually create redundancies and the weights can be
reduced down to 8-bit integers or even further to 1 or 2-bit values. The networks implemented
within Xilinx’s Deep Neural Network Development Kit (DNNDK), also referred to as Edge
AI, use 8 bit values to represent the weights in their networks for their Ultrascale boards.
This low bit representation of weights allows for the network to drastically reduce itself in
size and computational complexity. Since modern FPGAs cannot compete with GPUs with
memory capacity, we must look for different representations to move networks to FPGAs.
Another Xilinx library also uses lower bit representation called FINN [33]. This network
uses 1 and 2 bit weights and activation values. This broad generalization allows networks to
fit onto small FPGA chips.
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There are two approaches to generating the quantized weight, the first method is to
train a CNN with tradition methods and then quantize the weights afterwards [2][33], the
second method is to train the network with the quantized limits, such as -1,1, placed on the
network[5]. Each method presents an interesting take on the problem of quantizing networks.
In Xilinx’s implementation of Quantized Neural Networks (QNNs) [2][33], they discuss that
post processing the weights allows for the network to remove the redundancies that come
from using floating point values. For their binary networks they train the network using the
values -1,1 allowing the network to optimize to the one bit weights. However, for multi-bit
networks, Xilinx uses the other method and that is to train network with floating point
values and then to quantize the weights after training.
2.4 Field Programmable Gate Arrays for Vision tasks
Field Programmable Gate Arrays are programmable hardware that allow for optimization of
algorithms to increase speed of operation. FPGAs are great because they allow for someone
to generate a circuit layout for a specific problem at hand. For example, if I have some input
that I want to be divided by 2, while a CPU and computer would be able to handle this task
without issue, it would be similar to flamethrower to light birthday candles. With FPGAs,
we can create low power and optimized systems to perform tasks very quickly. In the terms
of deep learning, at the moment the kings of the domain are GPUs [1]. However, as FPGAs
become larger and researchers explore quantized networks (Chapter 2.3) networks can begin
to be implemented in a more streamlined manner.
For computer vision tasks, this programmable hardware functionality can be leveraged
to produce fast streaming architectures. Since in video processing we know that we will
be receiving a frame and sending a frame, the pipeline is a perfect candidate for streaming
problems.
2.4.1 Background on PYNQ-Z1 and the ZCU104
For this work two different FPGA boards were used: PYNQZ1 and the ZCU104 both of
which come from Xilinx. I primarily used the PYNQ-Z1 as a learning tool and used it to
experiment with small scale solutions and as an introduction to FPGAs. It was important
to understand the basics of FPGAs before moving into a higher level of abstraction. All of
the functions that were built for the PYNQ-Z1 were written in Xilinx’s High Level Synthesis
tool which allows for someone to write C++ code. The tool compiles down to Verilog or
VHDL.
The PYNQ-Z1, as of the writing of this report, costs around $200 and is a great, cheap
board for light weight video processing solutions. The board contains 50,000 logic slices,
220 DSP slices, which are used to implement Multiply-Accumulate (MAC) operations, and
630Kb of on board RAM. In comparison the ZCU104 costs, at the time of this report, $900
and is apart of Xilinx’s UltraScale board lineup. The board contains 502000 logic cells, 1,728
DSP slices, and 38Mb of on board RAM.
Figure 2.3 lays out the general structure of the HDMI streaming system that was used
for my tests. This system is a stripped down version of the PYNQ base system [36]. The
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Figure 2.3: The general flow of all of the HDMI IP cores that were implemented and tested
followed this simple structure. The yellow diamonds are outside of the board itself.
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PYNQ original system includes connections that allow for use of all auxiliary tools on the
board. However, for HDMI streaming there isn’t a need for all those tools; so, in order to
increase the loading time and compiling time, I removed all but the necessary features for
the HDMI pipeline to work.
2.5 Effects of Noise on CNNs
In modern deep learning, networks are trained using datasets that usually consist quality
images with good representations of the labeled object. As CNNs become integrated into
every day devices, these networks need to be able to survive everyday conditions. Examples of
noise that might exist in an image are Gaussian noise, which arise from acquisition errors from
the sensor; Salt and pepper noise, introduced to an image through bit errors in acquisition;
and natural influences such as blurring of the image and exposure issues.
Figure 2.5, shows 5 samples of noise that could be used to affect the performance of a
CNN. Research has been done that evaluated the effects of the example noises on a variety
of CNNs. Samuel Dodge and Lina Karam showed that these noises can cause significant
reduction inaccuracy [8]. Figure 2 [8] in their paper shows the impacts noise on on several
types of networks (GoogleNet, VGG16, VGG-CNN-S, and Caffe Reference), with the most
immediately impacting noise being Gaussian blur. While all networks may handle these
noises differently, it can be inferred by Dodge and Karam’s work [8] (as well as work done
within the IRIS lab by Matthew Seals [29], which showed the effects of noise on RCNN and
also the effects on a per class basis) that noise will affect CNNs in a disadvantageous way. It
is important to determine the most efficient way to solve this issue. Figure 2.5, displays some
of the noise examples that Matthew [29] analyzed allowing for us to build of this research
and further examine noise’s affect on quantized networks as well as how we enhance an image
to prevent degradation.
2.6 Noise Reduction
Noisey images are a key point of emphasis in this thesis, and reducing the noise in images is
becoming an important issue. There are many types of denoising functions, from traditional
image processing methods to deep learning methods. From literature a few filtering methods
were researched, such as median filters and linear spatial filters. Yang proposes a method
of using median filters with weights as a noise reduction method in [39]. These methods
require an optimal tuning of the median filter and seem to work well for specific examples.
Other potential filtering options come from spatial filtering from Gonzalez’s Digital Image
Processing [14]. Using kernel based filters would allow for blurring and sharpening as
well, but these filters are primarily an estimation of more advanced filters and leave less
smooth results. As deep learning is becoming more prevalent, it is becoming a method
for denoising as well. In Correction By Projection: Denoising images with Generative
Adversarial Networks, a network and method is outlined that by using GANs it is possible
to very accurately reconstruct images that have been heavily impacted by Gaussian noise to
denoise the image [32].
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Figure 2.4: This is the Vivado Block Design of the HDMI only system. In the appendix, I
have included some diagrams of the HDMI box expanded.
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(a) Gaussian Blur (b) Over Exposed
(c) Under Exposed (d) Gaussian Noise
(e) Salt and Pepper Noise
Figure 2.5: The above figures are examples of noise that may be present in an image. These




Structure similarity metric (SSIM) is the process of comparing an image to the same image
after some process has been performed. Prior to the use of SSIM, mean squared error was
a popular choice for comparing images. The metric is calculated by averaging the squared
differences of pixel values between the modified image and the original image. SSIM uses
the following equation from [40]:
SSIM(x, y) =









The equation is designed to determine the similarities between the two images and report
a score on the likeness. A score of one shows that the images are identical. The paper
discusses using SSIM on the luminance channel in a color space such as HSV. For this thesis
images were converted to gray scale and only one channel was tested. The SSIM metric was




Computer Vision Using Field
Programmable Gate Arrays
Field programmable gate arrays (FPGAs) have traditionally been used for signal processing
and system controls due to their ability to quickly handle inputs and outputs. However,
FPGAs are exceptional at handling video streams and processing them at real time speeds.
In this chapter, I discuss the image processing functions that are implemented and tested
to run on an FPGA and, specifically, are implemented to run on Xilinx’s ZYBO, PYNQ-Z1
and ZCU104. The ZYBO is more of a teaching element, to learn how to work with FPGAs
using the video system built by Steven Clukey for his Master’s Thesis [4]. The IP cores
for the ZYBO are built using Vivado HLS and Vivado. The PYNQ-Z1 is utilized for the
ability to control the IP cores in use with Python, which is very helpful for quick testing
and work with the board. This system also allows for me to take advantage of Linux tools
and file structure to move data between the CPU and FPGA chip. Also in use for the
PYNQ-Z1 is a video streaming system, designed by David Cornett, to use the HDMI input
and output on the board. This system allowed us to create deployable systems and run
real-time video processing on system boot. Figure 3.1 is an example of what the HLS IP
core from Vivado’s HLS looks like before being placed into the main video system from
Appendix B. 1, which is the system built by David Cornett. Finally, the ZCU104 is mainly
used for the implementations of several pre-trained CNNs on an FPGA; however, by using
SDSoc and Vivado we are able to also generate video processing on this board using pre-built
systems from Xilinx. The main goal of discussing the FPGA image and video processing
is to demonstrate the ability to implement these functions on an FPGA and to show that
these devices can allow for high speed collection and processing of data on the edge. The
functions discussed in this chapter were built and experimented with at the beginning of this
thesis when the intentions were more focused on building a system instead of researching
the effects. The functions are included to create the full picture of the capabilities and
usefulness of FPGAs. This chapter shows what is considered a minor contribution but was
a large portion of work. Implementing functions on an FPGA eventually led to the overall
work of this thesis.
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Figure 3.1: This figure shows the IP core from Xilinx Vivado that was generated for a
dividing operation. This IP core accepts an AXIStream and outputs an AXIStream. Within
the IP core, every pixel in the video stream is divided by a set value. This Vivado core is
an example of how every IP core appears and then is inserted into the large video streaming
system or the PYNQ system to be run on the FPGA chip. This figure is provided as an
example for every IP core and is referred to for all the processes I worked on.
25
3.1 Pixel-Based Operations
Pixel-based image processing functions, meaning a function that is only focused on a
single pixel of an image, are mostly elementary operations. Pixel-based functions apply
an operation to a single pixel before moving to the next pixel in the image. The primary
purpose of these functions for this thesis is to test the capabilities of the provided tools from
Xilinx. Mainly during our research we wanted to test the capabilities of some of Xilinx’s
lower end boards to test their usability in low cost applications. The pixel-based operations
were chosen as some of the fundamental operations in image processing, that while maybe
not as useful as more complex functions can be very powerful in many applications.
Also, these basic functions provide a baseline to measure speed and performance. For
example, if the system slows down from 30 fps with a pass-through function to 15 fps with
a divide by function, we have a good baseline for performance drop and how much a system
could handle. It is important to note that on the Xilinx PYNQ-Z1 board, we noted no slow
down in performance from the base pass-through system to any of the pixel based processes.
In this section, I talk about two building blocks that we used to build onto HLS Video Library
[37] functionality, while also having basic functions that are simple to implement across all
FPGA systems. In several of these functions we implement Xilinx’s HLS Video Library
function, but in many functions we use our own HLS code to implement these processes to
allow for more control over the entire process.
3.1.1 Contrast Reduction
Dividing an image by a value is one of the first image processing functions students learn in
an intro to image processing class. This function is a relatively simple function that can be
very beneficial to processing an image by reducing the brightness. This particular function
was important in our initial work because we were able to split apart the AXIStream and
access the individual pixels within that stream. Prior to getting this function operational,
we were only able to use the AXIStream with Xilinx’s provided HLS video library [37]. As a
standalone function, dividing the video stream could be useful to darken a scene if the input
is too bright, but mostly this function is more important as a educational tool. Figure 3.2
are examples of dividing an input image by a given value. The image on the left in each
figure is the original image (Go Vols) and the image on the right is the output image from
dividing the image by given value. As expected this function darkens the images and results
in a more difficult image to view, but as long as the image is not over exposed this function
could potentially reverse some high exposure issues. Figure 3.3 shows a flow chart that
describes how the input stream is processed on the FPGA. The HDMI stream is brought
into the FPGA and consumed in the AXIStream input, sent to the IP core where the pixel is
divided and then put into an output AXIStream to be consumed for display. This function
was implemented on all three boards used in testing.
3.1.2 Threshold
Thresholding is a function in which a pixel, that has been converted to grey scale, is analyzed
and then reassigned a value based on a piece-wise function.
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Figure 3.2: This figure shows the results of dividing an image by 2 and 5. The results of
these operations is reduced contrast in the image. This method’s purpose is to drop into the
HDMI streaming pipeline and reduce the incoming stream’s brightness. Development of this
function was primarily focused on writing HLS streams the obtained pixel level access to the
stream and then modifying each pixel.
Figure 3.3: This figure shows the flow of the contrast reduction function. The yellow
diamonds show input/output functions, and the blue squares are processes within the FPGA
IP core. This flowchart is relatively simple but is a good example of the streaming process
that is used in the Video streaming system. All IP cores generated for an FPGA in this
thesis follow a similar process to this chart. A stream comes from an HDMI input and is
converted to an AXIstream and then a process is applied to this stream using either Xilinx




0 x ≤ threshold
255 x > threshold
(3.1)
Equation 3.1 is binary threshold piece-wise function where all pixels are either set to
white or black. Thresholding an image allows for us to get some basic knowledge of the
characteristics of the scene that we are analyzing, such as light and dark areas. This can
be very advantageous in environments where we know what type of object we are looking
for. Thresholding is a primitive form of segmentation that can be useful in manufacturing
and machine vision tasks. Figures 3.4, which is performed with a threshold of 120, and 3.5,
which uses a threshold value of 80, demonstrate the functionality of thresholding, allowing
us to pick out differences in the image easier. For images to be properly thresholded, they
are first converted to a grayscale image before having the threshold method applied to each
pixel. Performing this function with a gray image is important because we simplfy the
problem and only have to threshold based on one value instead of trying to perform a color
space segmentation. A perfect use of thresholding in these images is to use Figure 3.4and
to identify the different orange and white sections in the stadium. Thresholding on FPGAs
could potentially provide valuable information in a machine vision environment where the
values of most elements are relatively known and constant. The flowchart in Figure 3.6
shows the process the stream goes through to be processed. The image is passed through
the AXIStream into the IP core where it is converted to grayscale before being compared
pixel by pixel to the thresholding value. After being processed the image is converted back
to color before being consumed by the output stream.
3.2 Kernel-Based Operations
Kernel-based functions are slightly more complicated than pixel-based functions and allow
for more useful image processing. Kernel functions perform operations on a pixel based on
the pixels surrounding the current pixel, or its neighborhood. Kernels are solved on an image
by convolving a kernel with a pixel and its neighbors that fit within the kernel. The idea
is that we can infer the behavior of the pixel we are looking at by looking at how it relates
in its neighborhood. Kernel operations allow for edge detection, smoothing and sharpening
of images, and many other operations. Kernel operations are important in image processing
because they allow for many forms of image enhancement and processing that otherwise are
not possible.
3.2.1 Sobel Filter
The Sobel filter is a standard edge detection function that uses the assumption that we
can find edges of an image based on the neighborhood around individual pixels. The Sobel
filter uses two separate filters to find the edges in an image by finding the intensity changes
between the two sides of an edge. Two filters are needed for the full Sobel edge detection:
a filter for horizontal edges and a filter for vertical edges. Each of these filters can be used
individually, but together they combine to find full edges in an image.
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Figure 3.4: This image shows a view of a checkerboard scene in Neyland Stadium. Using a
threshold value of 120, we are able to segment the orange and white sections in a the stadium.
This image is first converted to gray-scale before thresholding is applied. This thresholding is
interesting because we can see the elements of the original image in the thresholded image.
Figure 3.5: This image shows a view of a checkerboard scene in Neyland Stadium. Using a
threshold value of 80, we are able to segment the orange and white sections in the stadium.
While in Figure 3.4, we can see dark and bright sections that clearly show some of the sections
from the main image, in this image we can see a little more detail, such as elements on the
field itself have been revealed in this thresholding. When using thresholding in a real world
application trial and error is usually applied for different applications to determine the best
value.
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Figure 3.6: This figure shows the flowchart for processing a stream with the thresholding
function. The HDMI stream is moved with the AXIStream process and once to the IP core
is converted for grayscale before being dissected and processed as individual pixels. The
thresholding value is coded into the IP core, and each pixel is compared to that value. If
equal or below the value, the pixel is set to 0, or black, and if above the value, the pixel is
set to 255, or white. The stream is then converted back to color and then consumed by the
output stream.
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−1 −2 −10 0 0
−1 −2 −1
 (3.2)
−1 0 −1−2 0 −2
−1 0 −1
 (3.3)
Matrix 3.2 and matrix 3.3 are both representations of the Sobel filter. Matrix 3.2 is a
filter for finding horizontal edges in an image and can be useful as a stand alone operation
if you are only looking for such edges. Figure 3.7 contains an example of using the the
separate Sobel filters independently. It can be seen that some edges are brighter in one
image than the other showing how the kernel operates on the images. Figure 3.7, also,
shows the results of combining these filters for one combined filter. By combining the two
filters, a full representation of edges can be found and displayed in one image. Sobel edge
detection is tested on the ZYBO and the PYNQ-Z1 using Xilinx’s HLS video library, as well
as implemented in just HLS using a project based on the work done by Shi [30]. Using these
two methods, I am able to get real time edge detection running smoothly.
3.2.2 Gaussian Filter
Gaussian filters are a representation of a Gaussian distribution used for blurring an image.
These filters are very useful and well documented on their uses for removing noise from an
image. Gaussian filters primary purpose is to blur images using an estimation of a Gaussian
distribution. This method is actually beneficial to the correction methods, since I ended
up using Gaussian masks in the frequency domain to correct for Gaussian noise. For most
image processing systems, it is good to blur an image slightly to remove any possible noise
that could come from the scene on the camera which would make having this function on
an FPGA useful in collection. 1/16 2/16 1/162/16 4/16 2/16
1/16 2/16 1/16
 (3.4)
Matrix 3.4 is a representative 3x3 kernel filter [14]. While a Gaussian kernel can be
any size, the most common sizes are 3x3, 5x5, and 7x7 depending on the level of blurring
needed for an application. Using the output similar to figure 3.8, it is possible to smooth the
image and remove some unwanted features and artifacts in the scene. Gaussian smoothing
on the FPGA is important because we can take the work provided later in this thesis and
implement a system that provides real time system that corrects for potential noise before
object detection.
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Figure 3.7: The first image shows an example of applying the horizontal Sobel filter to an
image. This means that horizontal lines are brighter in the resulting image than other angles.
The second image shows an example of applying the horizontal sobel filter to an image. As
can be seen the horizontal images are highlighted the brightest while the vertical edges appear
broken or not at all. The final image shows an example of applying the horizontal sobel filter
to an image. As can be seen the horizontal images are highlighted the brightest while the
vertical edges appear broken or not at all. This function is able to be run on an FPGA, for
this thesis, at 1920 by 1080 resolution at a full 60 frames per second. Due to the simplicity
of this function. it very easily fits into the streaming architecture for an FPGA and allows
for real time processing. This image is pulled from the VOC2007 dataset because it showed
the effects of Sobel filtering.
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Figure 3.8: This image is an example of blurring the image of Neyland Stadium. In this
example of sharpening, the original image is blurred with a 7x7 Gaussian kernel, so that the
effects of sharpening can be displayed. In the FPGA implementations, 3x3 and 5x5 are the
only options that can be applied, but for best example on paper, a 7x7 is chosen. The Xilinx
video library limits implementations to 3x3 blurring or 5x5 due to memory limitations on the
board needing to buffer the video stream.
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3.2.3 Sharpening
Sharpening is an operation that enhances small details within an image. Sharpening can be
used to improve images that are blurry, either from issues in the scene or focus problems with
the lens. Later in this thesis a method of sharpening is discussed called unsharp masking,
which is not implemented on an FPGA; but for the FPGA, a kernel implementation is tested.−1 −1 −1−1 9 −1
−1 −1 −1
 (3.5)
Figure 3.9, shows the results of applying a sharpening kernel, shown in equation 3.5,on an
image that is smoothed with a 7x7 Gaussian filter. The reason the image is smoothed prior
to sharpening is to show the benefits of the sharpening kernel. In the left image of Figure
3.9, the image appears fuzzy while the image on the right seems to be clearer and more in
focus. This example shows why sharpening is chosen to correct for Gaussian smoothing as
a noise. The implementation for sharpening on a FPGA is inspired by [30].
3.3 Look up Table Operations
Lookup tables in image processing are remapping functions. For example, if we wanted to
generate an inverse lookup table, pixel values of 255 would be mapped to 0 and 0 would
be mapped to 255.The purpose of using look up tables is to compute every value of of the
pixel range [0-255] once, and then when processing images, use the built table to find the
new value.For FPGAs, lookup tables are used in HLS to create a shortcut around typing
problems that arise in streams. In HLS it is difficult to convert a 8 bit value to a float and
back, so we use look up tables to apply more computationally difficult methods. This section
is the biggest step made in image processing in reference to the work done by Steven Clukey
[4]. While most of the functions I tested could fall into gamma correction, any function could
operate as a lookup table.
3.3.1 Gamma Correction
Gamma correction is a method of brightening or darkening an image by using exponential
functions to modify the luminance channel of an image. While typically these functions are
performed on a pixel by pixel basis, we chose to implement them as a lookup table due to
some limitations within Vivado’s HLS with type conversions. The original gamma function
is:
f(x, y) = Af(x, y)γ
Where f(x,y) is the function of the image and A is a scalar value. This function is used to
pre-compute a lookup table to be applied to the image. Gamma correction is one of the first
processes that we use during our research to test the effects on CNN performance, both with
and without any noise introduced to a dataset. Using the information from Figure 3.10,
values were chosen to generate the best lookup tables for certain situations. Gamma values
larger than one are chosen to darken the images, and gamma values smaller than one are
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Figure 3.9: This images shows the results of applying a sharpening kernel, see Equation
3.5. The purpose of this filter is to enhance the smaller details in the image and make them
clearer and easier to distinguish. In this example of sharpening, the original image was
blurred with a 7x7 Gaussian kernel, so that the effects of sharpening could be displayed. The
left image appears to be fuzzy and smooth around the edges and the right image is clearer
and more defined.
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chosen to fix darker images. Figure 3.11, demonstrates 3 examples of gamma correction and
how they can be used for adjusting noisy images. With these images, we can see the effects
of noise as well as the results of correction. While the washed out image is still recognizable,
after correction we are able to see some of the contrast return to the image. Using lookup
tables, with this operation we simplify the calculations per pixel and are now able to process
these images in real time and send them to a CNN for processing.
3.4 Histogram Equalization
Histogram Equalization is one of the most powerful image processes because it has to ability
to correct for several types of issues that may be present in an image. Histogram equalization
is able to improve images that may be too dark, as well as images that may have been too
bright, all within one algorithm. Implementation issues for histogram equalization exist for
FPGAs because the stream must be processed twice in one pass of the image, which became
difficult to do within Xilinx’s HDMI system. Therefore, for the purpose of our research,
histogram equalization is applied to an image set prior to the introduction to noise and is
never introduced to a live FPGA system, except for when the stream is fed through the
CPU. In video processing this method works out well, since only one frame at scene changes
is weird and following methods work just fine. However, for processing image datasets this
method does not work; so for initial tests with histogram equalization as a noise correction
method, a CPU implementation is used.
Histogram equalization is a single channel operation, meaning that there is not a simple
method to apply the function to color images. The common method of applying histogram
equalization to color images is to convert to a different color space, such as Hue-Saturation-
Intensity (HSI). Using HSI, I am able to apply histogram equalization to the intensity channel
to apply the image enhancement. Figure 3.12 shows that after we apply the algorithm to
the function the histogram maintains its shape but is more stretched between 0 and 255.
This feature of histogram equalization is why we are able to use this function to correct
all different forms of image issues. When an image is too dark, we stretch the image to be
brighter, and visa versa for when the image is too bright.
3.5 Binary Networks
The final piece of underlying FPGA work that went into the creation of this thesis is the
deep dive into quantized networks.When I first started working with FPGAs I discovered
the Quantized Network project that is buried on Xilinx’s GitHub. Xilinx created a network
to be tested on the PYNQ boards called FINN [33][2][28]. While the tool ultimately remains
unfinished from Xilinx, we are able to do some preliminary tests to determine its viability.
Within the provided package are two networks, both using reduced VGG architecture that
contains 5 layers that are trained for classification on CIFAR-10 [19] and the German Traffic
Sign Detection Benchmark data set [17]. The tool remained unfinished in the sense that we
are unable to reconstruct a network with our own classes. We later found that Xilinx has
abandoned the project in favor of what we ultimately use - the DNNDK project. However, I
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Figure 3.10: This image shows a representation of several gamma values and how they
remap the input image to an output value. When comparing each line to gamma of 1, we
can begin to see the effect that each value has on the resulting image.
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Figure 3.11: These images are examples of applying gamma to an image and the outcomes
that we get from each function. The first set of images is the original image with a gamma
value of .2 applied to it, creating an over exposed effect on the image. The second set of
images shows how gamma correction can be used to restore dark images by apply a gamma
value of .2, We can recover most of the image that appears to be lost to darkness. The final
image is the result of multiplying the image by 2 to create an overexposed, or washed out,
effect and then trying to recover the original image by using a gamma value of 4.
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Figure 3.12: This figure shows the results of histogram equalization on both the image and
the intensity channel of the image. Histogram equalization on images that are already good
images creates a broader contrast within the image.
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did use the existing network structure and retrain it. For the first test, I remove frogs from
the CIFAR-10 data set and replace them with 1000 random faces from the CelebA Data
set and retrain the network. Since the network could only accept a 32x32 image, a tilling
method is implemented to perform object detection. The networks for the BNN and FINN
projects are designed to be classifiers; however, to perform object detection, tiles are created
in the images and passed to the classifier. This method is able to process a 640x360 image in
4 seconds, processing 1330 tiles at 329 microseconds a tile. This method was able to process
a 640x360 image in 4 seconds, processing 1330 tiles at 329 microsenconds a tile. Figure
3.13, shows an example of output from the pretrained network using the German Road Sign
dataset. This figure shows how object detection works with the binary network,primarily
illustrating the multiple boxes that detect the stop sign and then the final result. Due to the
simplicity of these binary networks, object classification is all they are capable of achieving on
the PYNQ-Z1. I was able to retrain a version of this network that was trained on CIFAR-10,
by replacing the frogs class with 1000 images from the CelebA faces dataset. While being
able to do this simple training is a promising step towards potentially using this system,
ultimately we also scrapped looking at this project and shifted focus to the DNNDK project
from Xilinx.
3.6 FPGA Ethernet System
The Ethernet system is set up to allow for either remote collection and processing or for local
processing. Figure 3.14 demonstrates the structure and pipeline of the Ethernet system for
the FPGA. An image is collected on a remote system and any preprocessing needed for
the image (resizing, any noise correction to be applied to the images). The image is then
compressed if necessary and sent over the Ethernet connection to the FPGA. Once the
FPGA has received the image, it is passed from the PS to the PL to be processed by Xilinx’s
DPU core. The output is processed and packaged into strings that are sent via the Ethernet
connection back to the origination device. The output will be processed and packaged into
strings that are sent via the Ethernet connection back to the device where the image was
sent. Here we are able to quickly apply the information from the DPU’s output and then
can display the frame if desired. The motivation for this system came from collecting data
from a remote cell phone camera. This camera was being used to monitor an intersection,
and we wanted to process the images from this cellphone on the Xilinx ZCU104 in as close
to real time as possible. While the speeds are much faster when the ”client” and the FPGA
are on the same network, we were able to run this system through UT’s network allowing us
to be able to process data from any computer with internet. This system is able to process
at a max speed of around 25 fps (limited by the user’s internet speed).
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Figure 3.13: This image shows the results of object detection with the BNN project on the
PYNQ-Z1. The first image is an unprocessed image from the German road sign dataset [17].
The second image is the result of object classification on tiles of the image. Due to the small
size of the PL available on the PYNQ-Z1 the CNNs designed in the FINN and BNN projects
are only capable of object classification. In order to perform object detection, several tiles of
varying sizes are generated (for this image 1330 are generated) passed to the network. The
final image is the tile that resulted in the highest score from the classifier.
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Figure 3.14: This figure shows the pipeline for the Ethernet system. Step 1: collect the input
source from a data set or live camera feed. Step 2: pre-process the image including noise
corrections as well as padding and resizing the image. Compress the image if required before
sending it to the FPGA. Step 3: Send the image to the FPGA where it is decompressed,
and passed to the FPGA from the CPU to be processed. Step 4: the system writes the
bounding boxes to the collection system where post processing and displaying are performed.
This system was designed in-order to make use of the ZCU104 in the IRIS lab. Sense the
DPUs placed on the PL take up most of the chip, there was a need to stream live video to
the system. When on the same network, the Ethernet system is able to run 25 fps and can
keep up with the board.
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Chapter 4
Implementation of Computer Vision
Processes
This chapter discusses the processes that are in use in this thesis to generate noise
and correction methods. Using Figure 1.3, I walk through the pipeline of work that is
performed. I use the VOC2007 dataset, because it uses a wide range of images with about
20 unique classes and the network that is in use, YOLOv3, is pretrained on VOC2007.
Noise is generated and applied to each image in the dataset before being corrected. After
correction, the images are either tested using the structure similarity metric or passed to the
network for object detection. The goal of this chapter is to discuss the methods being used
in order to add context to the results.
4.1 Noise Generation
When trying to test robustness of modern CNNs, it is beneficial to see how the networks
respond to certain types of noise within an image. To build a statistical analysis, noise is
applied to the entire dataset and metrics are averaged over the entire dataset. For this thesis
two noises are used for experimentation: Gaussian smoothing and Additive Gaussian noise.
The two noises are selected for their potential to appear in a field deployed deep learning
system. Additive Gaussian noise is a good simulation of poor exposure, high gain settings
and a failing sensor. The idea of using Additive Gaussian noise is that a camera could
potentially experience these issues but with some correction measures, the camera system’s
lifetime could be extended. Gaussian smoothing is also tested as a noise in this thesis. Blurry
images can occur in many situations, such as out of focus camera, something on the lens,
or weather conditions can cause issues. The following sections discuss the methods used to
generate these noise images and examples of the images.
4.1.1 Gaussian Smoothing
Gaussian smoothing is chosen to replicate several issues that could appear in a camera
system, such as becoming out of focus or naturally occurring issues. The method uses the
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Fast Fourier Transform (FFT) to convert the image to the frequency domain and then once
in the frequency domain a Gaussian mask is applied to the image. The reason for smoothing
an image in the frequency domain is it applies a smoother, more unified smoothing process
than a kernel version. Since smoothing with a Gaussian kernel is only an estimation of a
true Gaussian filter, the smoothing is less uniform. Figure 4.1 demonstrates the process to
smooth an image in the frequency domain. Through this process the images are padded into
squares then smoothed using the FFT and Gaussian masks, before being converted back
to the spatial domain and the padding stripped. The key component in this process is the







This function is used to create two 2D representations of a Gaussian distribution. Figure
4.2 is an example of a Gaussian mask generated using equation 4.1 with a sigma, standard
deviation, value of 90. This mask is applied to the real and imaginary portions the result
from the FFT algorithm, which can be seen in the workflow of Figure 4.1. Once the mask
has been multiplied against the frequency image, the image is converted back to the spatial
domain and merged back with the other color channels. The resulting image has filtered
out the lower frequency portions of the image resulting in a smoother image. Figure 4.3
shows how different standard deviations effect an image as it is decreased from 110 to 10.
The image is 500x375, which when padded is a 500x500 square and is a good example of
an image that could be found in the VOC2007 dataset. The first image in the top left of
the figure shows the original image with no noise added, and after that every image has the
standard deviation used to produce the noise and the resulting SSIM score. The SSIM score
is a good metric of analyzing the noise between standard deviation that are close in size,
such as 110 and 90 where visually there doesn’t appear to be too much difference. Figure
4.3 continues to be a good reference for how images appear with noise. This figure also
works as a visual aid to understand correction parameters. For example, it is much easier
to improve the performance of a standard deviation of 110, based on just the visual issues
than a standard deviation of 10, where it is noticeably difficult to determine small objects
in the scene.
4.1.2 Gaussian Noise
Additive Gaussian noise is chosen for its ability to simulate noise that is prevalent in a
real camera system. This noise has proven to be very disruptive to the performance of the










For this thesis scikit-learn’s random noise function is used as an implementation of
Equation 4.2. Scikit-learn’s implementation accepts the image and a variance, which is
the sigma, or standard deviation, value squared in the above equation, and returns the
image with the noise applied. The process of using this function is relatively straightforward
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Figure 4.1: This figure visualizes the process of converting an image to the frequency domain
and applying the Gaussian mask. The first step is to pad the image into a square. This step
is done to prevent errors within the FFT algorithm. Once the image is padded, the channels
are split and processed individually. Once converted to the frequency domain, the image is
multiplied by Gaussian mask and then converted back to the spatial domain using the inverse
FFT. The padding is then removed, and we now have a smoothed image. The reason the
padding is removed instead of just left alone is to bring the images to their original shape for
testing with the CNN.
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Figure 4.2: This figure shows an example of a Gaussian mask generated with a standard
deviation of 90 and a size of 500x500 pixels. This mask is used in the flowchart of Figure
4.1. The mask is used to multiply the frequency domain image and filter out the less frequent
portions of the image.
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Figure 4.3: This figure shows how Gaussian smoothing effects an image at a range of
standard deviations. The first image in the collage is the base image, and every image
following is smoothed using a standard deviation value between 10-110. The Structure
Similarity (SSIM) number is included to provide a quantified view of the degradation to
each image. While the image remains viewable, it becomes difficult to determine smaller
details within the image.
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and is easily dropped into the pipeline in Figure 1.3. The main difficulty is discovering the
useful parameters to begin testing the noise within this thesis. This process is primarily the
trial and error of examining variance levels and the resulting SSIM values, which are used
to quantify image quality. Figure 4.4 is also used to visually determine an acceptable range.
While there isn’t much difference in the first few noise levels, upon a deep dive it is obvious
that even a little noise is able to confuse the network on certain classes. The goal of testing
with Additive Gaussian noise is to find a sweet spot where the noise is likely be disruptive
but still usable. For example, the last image in Figure 4.4 is not usable because most of the
image is filled with noise, and while a human may be able to make out the big items in the
image, a computer can not.
4.2 Noise Correction Methods
In the previous section, the process of introducing noise to an image is discussed. The noises
that are being used for this thesis are Additive Gaussian noise and Gaussian smoothing
due to their ability to replicate natural degradation. This section discusses the process of
correcting the chosen degradation. Both degradations are corrected differently, but both
use a version of FFT for correction. For Additive Gaussian noise, blurring is the chosen
method, and this blurring is done with Gaussian and Butterworth masks in the frequency
domain. Gaussian smoothing is corrected using the inverse of smoothing, sharpening, but
more specifically a method of sharpening called unsharp masking is used. The blurring
portion of unsharp masking is done using the Fast Fourier Transform and then applying a
Gaussian or Butterworth mask. The thought behind using both Gaussian and Butterworth
is that, perhaps, Butterworth is able to satisfy a niche that Gaussian is unable to correct
for; however, mostly Gaussian out performs Butterworth completely.
4.2.1 Creation of Masks
Each correction method uses both Gaussian masks and Butterworth masks for blurring in
the frequency domain. As discussed in prior sections, the masks are generated using an









Using this equation, Butterworth filters are generated with two parameters: sigma and
n, where sigma is the standard deviation and n is the order. Gaussian masks are very
smooth and result in uniform performance. However, Butterworth, due to the order function,
experiences different results as the order increases. Figure 4.5 shows the results of correcting
Gaussian smoothing with Butterworth mask unsharp masking at various orders. Alongside
each image is the results mask which shows the full effects that the order causes within the
Butterworth mask generation. As the order gets larger, artifacts can be found within the
image that ultimately cause issues for object detection.
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Figure 4.4: This figure shows an image at different Additive Gaussian noise variances.
The first image is the base image with no noise, and the following images show the same
image with a different variance level. The SSIM score is included on each image to show
quantitatively how the image is effected by the changing variance. Using this figure it is
possible to visually see the issues created by Additive Gaussian noise. A human can detect
some of the objects in the image at most variance level; however, it is much more difficult for
a computer. This figure is important to keep in mind when analyzing the correction results.
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Figure 4.5: This figure shows an image that was smoothed with Gaussian smoothing at a
standard deviation of 100 and then corrected with Butterworth mask unsharp masking at a
standard deviation of 100 and various orders. The main goal of this figure is to show the
difference large orders cause on the image. As order increases artifacts can be seen through
out the images. For the best visual example, looking at the sand in the image with order 1 and
the sand in the image with order 1000 shows why as order increases performance drops with
Butterworth. Another valuable point this figure shows is that the Ideal filter is not tested. As
the order increases to infinity, Butterworth approaches the Ideal filter.
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4.2.2 Gaussian Smoothing Correction
Gaussian smoothing causes the image to appear blurry, and the details are filtered out of the
image. The logical way to correct a smoothed and blurry image is to sharpen it, as long as
there is enough information left in the image to be sharpened. The process used to sharpen
the image is an unsharp masking method which uses the following steps:
1. Generate Butterworth or Gaussian mask
2. Convert noise image to FFT
3. Smooth image in the frequency domain
4. Convert image back to spatial
5. Multiply noise image by a value + 1
6. Multiply smoothed image by a value
7. Sharpened image
The result of this process is a sharpened image that restores information lost to smoothing.
Figure 4.6 shows an example of taking an image, smoothing it, and then sharpening within
the unsharp masking method. Both smoothing and blurring within unsharp masking are
performed at a standard deviation of 50 for this example, which demonstrates the effects
of unsharp masking. From this example it can be seen from the original to the sharpened
image some features are enhances and appear more clearly. In the results section, when
unsharp masking is discussed, standard deviation is a unit of change, since the blurring
amount changes in order to effect the sharpness of the image. Within the unsharp masking
process, there is a constant to adjust the level of ”sharpness” the algorithm produces.
For this thesis that value is held constant at 2, which was decided on by early stages of
experimentation. Unsharp masking proves to be a very useful method of sharpening over
kernel based sharpening.
4.2.3 Additive Gaussian Noise Correction
Additive Gaussian noise is very disruptive to an image (see Figure 4.4) and can be difficult
to remove from the image. However, the noise in the image can be seen as an anomaly within
the image meaning that through different filter methods it can be removed. For this thesis,
Additive Gaussian noise is corrected with blurring in the frequency domain. While there are
several methods that could blur the noise, by filtering in the frequency domain it is possible
to blur the image while not smoothing the noise around, which is the main issue with using
a kernel filter. The process for correcting Additive Gaussian noise is:
1. Generate Butterworth or Gaussian mask
2. Convert noise image to frequency domain
3. Multiply frequency image by provided mask
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Figure 4.6: This image is an example of Gaussian Smoothing being corrected with unsharp
masking with Gaussian smoothing. The top image is the base image, before degradation and
correction. The bottom left image is the image smoothed with a standard deviation of 50,
and the bottom right image is the corrected image smoothed inside the unsharp masking at a
standard deviation of 50. This figure is a good example of what sharpening can do to improve
the quality of the image.
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4. Convert back to spatial domain
5. Corrected image
The process to correct for Additive Gaussian noise is identical to the process laid out in
Figure 4.1. Figure 4.7 shows the results of applying Additive Gaussian noise to an image at
variance of .05 and then correcting it by blurring with a standard deviation of 50. The top
image in the figure is the original image for comparison to the noise and corrected image.
The key features of this correction are that the image is still interpretable by humans, and
to my eyes at least the corrected image appears to be worse. However, due to how CNNs
operate, the noisy image is very disruptive, and the network struggles to detect the objects
in the scene as well as finding new and floating objects. By smoothing the noise, we expose
the CNN to the original textures of the image and, hopefully, provide enough information
to restore the image to a recognizable state.
4.3 Structure Similarity Index Measure
Structure similarity index measure [40] (SSIM) is a process that attempts to quantify human
perception of image quality. The method compares two images (in the case of this thesis it
would be the original image to the noise image or corrected noise image) and returns a score
on the difference between the two images. The function that is used to run SSIM pulled
from [40]:
SSIM(x, y) =









• µx the average of x
• µy the average of y
• σ2x the variance of x
• σ2y the variance of y
• σxy the covariance of x and y
• c1 = (k1L)
2 , c2 = (k2L)
2 two variables to stabilize the division with weak denominator;
• k1 = 0.01 and k2 = 0.03 by default.
The implementation for SSIM that is used for this thesis is set up by David Cornett and
used by both of us for testing and experiments. For an example of seeing SSIM score change
with the changes in an image, refer to figures 4.3 and 4.4. The goal of using SSIM is to find
a way to quantify the noise and correction methods before testing with a neural network.
In theory, if correction methods did not work on improving the quality of the image, then it
would be difficult to assume that it would improve performance on a CNN; however, as will
be discussed in a later chapter, this is the case for Additive Gaussian noise. Using SSIM, it
is possible to assign a number to the effect noise has on an image and to be able to analyze
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Figure 4.7: This image demonstrates the effects of correcting Additive Gaussian noise with
Gaussian blurring in the frequency domain. The top image in the figure is the original,
unaltered image, the bottom left image is the noise image with a variance of .05, and the
bottom right image is the noise image corrected with Gaussian mask at a standard deviation
of 50. It can be seen that some of the remnants of the noise remain after filtering, but most
have been smoothed out in the blurring process. The hypothesis is that CNNs struggle with
this type of noise, and while the noise image is still very interpretable to a human, a CNN
will struggle. By smoothing the noise in the image, the assumption is that the CNNs have a
better time determining what is in the scene.
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the destructive qualities of the noise without first passing through a CNN.Experiments for
this thesis are first performed using only the SSIM metric, and the results from the SSIM
experiments are used to fine tune the parameters to retrieve a better representation of noise
and corrections once experiments began with the CNN.
4.4 Convolutional Neural Networks
CNN’s, as discussed in Section 2.2.2, are vital in the modern object detection and other
advanced imaging processes. This section discusses 2 different types of CNN’s and how
we analyze and use each system. The purpose of analyzing each of these networks is to
try and find the optimal path forward for using deep learning on ”the edge”, or deep
learning processing at the point of collection. The two types of networks (Floating Point and
Quantized) are all different ways of representing weights in a neural network.The comparisons
between the floating point and quantized networks, while not quite ”apples-to-apples”, are
possible because the weights are derived from the floating point value. As discussed in
Section 2.3, the way that we get the quantized weights are to compute them from the
original floating point representations, allowing for us to reasonably compare the networks
to each other. I discuss binary networks in Section 3.5 I want to restate that binary networks
were not tested beyond initial exploration due to the abandonment of the project by Xilinx,
the lack of documentation and resources provided as well as the poor performance of the
network.
The version of YOLOv3 that is analyzed comes from Xilinx’s model zoo. The reasoning
behind using a pretrained network from Xilinx, is to test networks on both a GPU and an
FPGA.With Xilinx’s tools we are able to test networks on the FPGA, but their tools lack
sophistication outside of what they created; so we decided to remain within their test space,
since the main focus of my research is to study the effects noise could have on a network.
4.4.1 Floating Point Networks
As discussed in detail in Section 2.2.2, convolutional neural networks traditionally use floating
point values to represent the weights in their networks. By using 32-bit values to represent
the weights, we are able to train networks to contain redundancies that allow them to identify
several different types of objects. There are several types and goals of CNNs, such as object
recognition, segmentation, and object detect. However, for this thesis, I chose to focus
on object detection and to focus on one network the YOLOv3. This network is selected
for the accuracy and speed it possesses. Preliminary tests are conducted on a Mobilenet-
SSD network as well, but it is determined to show similar results to the tests conducted
for YOLOv3; therefore, efforts are not repeated on this network. For this work, no extra
training or specialized datasets are used in order to confirm that comparisons are being made
between similar networks. For this thesis, noise and correction took place prior to the each
image being passed to the network. Tests were conducted on two separate computers, one
using a NVIDIA RTX 2080 and the other using a NVIDIA RTX 2070. While speed was
an important element in testing, the results from the actual network is the targeted goal.
Figure 4.8 was created by Ayoosh Kathuria [18] and representation of the network structure
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of YOLOv3. This figure shows part of why YOLOv3 is one of the top networks, showing the
multi-scale detection looking of objects at different sizes.
4.4.2 Quantized Networks
The initial motivation of this thesis was to run object detection on a FPGA to experiment
with the potential improvements over performance on a GPU. As the research evolved and
with the discovery of Xilinx’s DPU and DNNDK, quantized networks became the central
focus. Quantized networks are a lower bit representation of the base 32-bit floating point
network. The quantization process involves taking a 32-bit network and reducing the bit
value to 8-bit using Xilinx’s tools. From these tools there are two options to use these
quantized networks: option 1 is to use the network on the actual FPGA and for this thesis a
ZCU104 is used, and option 2 is to test the network on a GPU using Xilinx’s docker system
and their DNNDK contribution portion of Tensorflow. Option 2 was used to generate the
graphs due to availability of multiple GPU systems as well as the ability to easily generate
plots for data. For use on the FPGA itself, a few demos are created to experiment with
networks directly on the board. Xilinx provides a few built in demos that allow for streaming
of video using the HDMI input and outputs on the board. The demo that is heavily used
to explore the capabilities of quantized networks on the FPGA is an Ethernet based system.
The demo that was heavily used to explore the capabilities of quantized networks on the
FPGA, was an Ethernet based system. This system accepts a frame from a socket and
processes the image and returns to the same socket the bound boxes and classes that are
found. The main goal of this system is to be able to implement several type of feeds through
the quantized network.
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Figure 4.8: This figure was created by Ayoosh Kathuria [18] for an article on
towardsdatascience.com. This figure is a perfect example of showing YOLOv3’s structure
as well as the scale detection used to find objects at varying sizes.
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Chapter 5
Results of Image Analysis
In this chapter I layout the results from the experiments that were discussed in Chapter
4.Primarily, I discuss the image quality test on the VOC2007 dataset using SSIM scoring with
the two different degradation models (Gaussian smoothing and Additive Gaussian noise).
Also, I discuss the results from passing the degraded images to YOLOv3, both 32-bit floating
point and 8-bit quantized networks. The floating point networks are run on a GPU using
Tensorflow, and the quantized networks, which are designed and optimized for use on an
FPGA, are run and tested using Xilinx’s Vitis software and DecentQ for Tensorflow, which
is run on a GPU. However, the main purpose for using the quantized networks is the ability
for FPGA implementation. The main theme of the results is going to be how noises effect
the network and how the correction methods are able to improve performance for each noise.
5.1 Evaluation of Degradation and Reduction on Im-
ages Using SSIM
This section discusses the results of analyzing the VOC2007 testing dataset with degradation
models and methods to reduce degradation by measuring the effects with the SSIM metric.
This method outlined in section 4.3 uses measurable scores to quantify the difference between
a degrade image, or degradation reduced image, and the original. This study is important,
because it allows for a comprehensive view of degradation and reduction on just images.
From the data collected about degradation and reduction methods, it is possible to make
an educated assumption about performance on a CNN. The SSIM metric was designed to
quantify human perception of image quality. The ability to assign a score to the destruction
of an image is a valuable study when trying to determine the effects noise may have on a
network.
5.1.1 Analysis of Degradation Models
The SSIM [40] metric is a quantitative value for accessing image quality. It uses the original,
unaltered image, as a reference point to determine how close the processed image is to the
original. Using this metric we are able to evaluate the effects each degradation has on an
image beyond the eye test. Using the information discussed in Section 2.7, each degradation
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is applied to the entire dataset of 4900 images and a score is calculated per image and then
averaged. This allows us to look at the general effects of each degradation model whereas
individual images respond slightly different.
Gaussian Smoothing
Gaussian smoothing is a standard image processing function with many purposes, and while
it may have positive uses, the primary goal is to remove information from the image. For this
degradation model, a Gaussian mask is applied to an image in the frequency domain after
the image is converted using the Fast Fourier Transform. For an example of the Gaussian
mask and how they are generated, please refer to Section 4.1.1. Gaussian smoothing is
in use to replicate smoothing methods that might occur in the wild for a camera system.
Gaussian masks generated for use in the frequency domain require a standard deviation
to generate the mask. For this thesis, a standard deviation of 10 to 110 is applied to the
Gaussian distribution equation 4.1. Figure 5.1 shows how the degradation model affects
image quality as standard deviation is varied between 10 and 110. The SSIM results from
smoothing are as expected. Even though the image becomes blurry, the features are still
somewhat recognizable in the higher standard deviation values, and this pattern is replicated
in the later results for CNN performance. An interesting trend of this degradation model is
a smooth non-linear slope of the score. This shows as the standard deviation gets smaller,
allowing less features through. The smoothing does affect the image quality, which is later
reflected in similar behavior from the floating point network tests. It does show that as we
increase the standard deviation we are allowing more of the image through since most of
the information exists in the center of the frequency form. This experiment is also ran with
a kernel based smoothing method which results in different performance. This method is
ultimately removed for consistency from the graph and is added to the Appendix in Figure
6.
Additive Gaussian Noise
Additive Gaussian noise is created using Scikit-image’s random noise function. The variable
that is modified is the variance of noise within the random distribution function, which scales
from 0 to 1 with 0 being no random noise and 1 being only random noise. See Section 4.1.2
for additional information. In Figure 5.2, the variance variables tested are [.0001, .001, .01,
.05, .1, .3, .5, .7, .9]. These values are selected because initial experiments resulted in a
quick drop in SSIM performance from 0 to .1; therefore, smaller numbers are added to get
the full behavior. In the graph it can be seen that around a variance level of .2 the SSIM
score drops below .2. As mentioned in prior sections, a score of 1 means that the image
is identical to the unaltered image, and a score of 0 means the images share no structural
components and are close to unrecognizable. Furthermore, once we pass the variance level
of .5 the images are beyond recognition by CNNs. After Figure 5.2, graphs displaying data
for additive Gaussian noise stop at a variance level of .5 but the full figures are included in
the Appendix.
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Figure 5.1: In this graph, average SSIM scores are displayed based on the standard deviation
for the Gaussian mask used in the frequency domain. As seen, the SSIM score increases as
the standard deviation gets larger from .45 to .89 with a score of 1 meaning the image is
unaltered. The range of the standard deviation for this experiment is 10 to 110. Using this
range, it is possible to see the low end of performance as well as a high scoring value. This
baseline is being used for comparison in later correction graphs.
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Figure 5.2: This figure shows the results of degrading VOC2007 image with additive
Gaussian noise and calculating the resulting SSIM score. The quick drop in the SSIM
score from additive Gaussian noise shows the damaging effects the degradation model has
on images. The first point on the graph is a variance of .0001 and a SSIM score of .98
and the images become unrecognizable at a variance level of .3 which has an SSIM score of
.12. The variance levels that are plotted in this graph are [.0001, .001, .01, .05, .1, .3, .5,
.7, .9]. Since the SSIM evaluation was performed as an exploratory experiment these broad
values were chosen after a few preliminary experiments to see how the SSIM score responds
to various noise levels. For later described experiments the values are slightly changed to
better focus on areas for potential improvement. The overall change in SSIM is .98 to .064,
showing that the first variance level offers little change to the base image, but variance of .9
leaves the image completely unrecognizable.
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5.1.2 Evaluation of Noise Reduction Methods
One of the primary focuses of this thesis is to evaluate and determine methods of reducing
degradation within images before they are processed by a CNN. I particularly am interested
in how to reduce ”natural” degradation, or degradation that might appear within an image
outside of a system developers control. I am quite intrigued by the thought of reducing
additive Gaussian noise and smoothed images in the frequency domain, using the Fourier
transform (FFT), due to the unique features that can be seen within that domain. By
applying Gaussian and Butterworth masks to the images, it is possible to generate unique
methods to reduce the degradation.For additive Gaussian noise, there are several methods
that could be used to remove the noise. A median filter is likely to remove outliers but blindly
just smooths the entire image. My theory is that additive Gaussian noise is likely to fall on the
edges of a frequency filter and by smoothing with Gaussian and Butterworth masks I would
be able to vastly enhance the images. For this process I am using an unsharp masking process
that uses Gaussian or Butterworth masks in the frequency domain to smooth the image more
for the unsharp masking method. I hypothesize that there will be a range of values that will
improve performance for all noise values that are considered in the usable range and these
values will be an estimate of the inverse. In Section 5.1.1 the SSIM score drops to around
.5 and Section 5.1.1 the value drops to 0, showing that each noise is destructive and needs
improvement. These values are analyzed with corrections to determine a range of usability,
or where can the images be acceptably degraded. This range offers a set of parameters that
a network could successfully operate within with correction.
Gaussian Smoothing Correction
When reducing the noise within smoothed images, the ideal situation would be to find the
inverse of the process and apply these parameters to sharpen the image. Since that is not
always possible, we can test a small range of methods and hope that it will produce the
desired result. The goal of this experiment is to build a database of degradation models and
the result methods to reduce the degradation. This database would allow for quick study
of what parameters are needed to improve degradation of certain ranges. In Section 5.1.1,
the effects of smoothing are discussed and the degradation parameters are explained. For
reduction, the same parameter range is used within the unsharp masking method. For the
process please see Section 4.2.2. This range is a standard deviation from 10 to 110 which is
the same range used for the initial degradation of the image. The assumption behind this
range is that we would have a plateau effect from degradation where the change in standard
deviation would be small; and therefore, stopping at 110 is a good representation. The
hypothesis for sharpening smoothed images is that a peak will form at the inverse of the
smoothing. While this peak will not mean as much since the noise experiment is controlled,
it would provide information for testing potentially unknown smoothed images. The purpose
of testing the SSIM score is this score provides a human level metric that can be evaluated
and used to determine potential performance on a network. Using this metric allowed for
early tests to eliminate corrections that would ultimately harm the quality of the image more
than it helped. For example, I applied sharpening to the additive Gaussian noise experiment
and the results were bad as would be expected. Figure 5.3 shows the trends of correction
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for Gaussian smoothing and correcting with unsharp masking. Each colored line in this
plot shows a different degradation experiment on the images with the x-axis representing
the corrective parameters. For a reference about how the smoothing effects these images
refer to Figure 4.3.As this panel shows, details within the images become more difficult to
observe at the 10 and 20 standard deviation parameters. This lack of detail means that it
will be difficult to recover information and improve overall performance. However, for the
other parameters room for improvement is possible for correction. These trends show that
for the middle range of smoothing we are able to recover a significant amount of the image
using the sharpening method. For SSIM, the range is 0 to 1, with 1 being the identical
image. So while it is impossible to have a correction method that achieves a score of 1, the
goal is to approach that level. From this experiment a positive trend upward shows that the
corrective measures are beneficial to image quality. Using Figure 5.4, the best performance
increases can be seen, from reducing Gaussian Smoothing with unsharp masking. The best
overall improvement is .073 and the average is .064. While these scores do not show massive
improvement, they demonstrate the possibility of improvement for this degradation.
Figure 5.5 shows a bubble graph representing the same data as Figure 5.3. In this graph,
the x-axis represents the standard deviation that was applied to VOC2007 and the y-axis
represents the standard deviation that is used within the unsharp masking method. The
key feature of the bubble graph is the change in the color and size of the each data point.
This change is scaled off the SSIM score and is squared to give a better view of the changes
in data. The purpose of squaring the Representing the data in the form of a bubble graph
allows for certain trends to be viewed; such as with an increase in the standard deviation,
we see an upward trend in the SSIM score.
Butterworth masks, much like Gaussian masks, have a standard deviation parameter
that causes the size of the mask to change. Butterworth also has a second parameter, the
order, which causes the the mask to become steeper as it increases, eventually approaching
the ideal filter. While the second parameter is not used for this experiment, the order is
increased to 24. Please refer to Section 4.2.1 to see an example of the masks at different
orders. Before this experiment was conducted the hypothesis about the performance of
the Butterworth mask smoothing within unsharp masking would be that it would perform
similar to Gaussian mask smoothing methods that were used in unsharp masking. The
second hypothesis prior to this experiment was that as the order increased for Butterworth
masks, we would see an overall lower performance. The performance drop from increasing
the order is caused by a ringing effect, which is seen in the ideal filter as well as in higher
order Butterworth functions, such as in Figure 4.5. For correcting Gaussian smoothing,
Butterworth filtering is used within an unsharp masking method; meaning that the image
that is processed with Gaussian smoothing noise is passed to a Butterworth mask smoothing
function, within the frequency domain, and then used in unsharp masking. Figure 5.6is an
example of using Butterworth masks in the unsharp masking method that is used to correct
for Gaussian smoothing noise.While this data is very similar to the Gaussian example, we see
a few differences, especially within the higher order examples which are shown in Appendix
A. Figures 2,3,4,5 show a slight decrease in performance based on the order of Butterworth.
One difference is that we see a slightly smoother graph, and a little lower performance.
Primarily with Butterworth we see very similar results to Gaussian within the lower orders,
and much worse performance in the higher orders. The overall take away is that with both
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Figure 5.3: This graph shows the SSIM score for reduction of Gaussian smoothing applied
to the VOC2007 dataset using an unsharp masking method. This sharpening occurs with
a Gaussian mask in the frequency domain. Each line is a different standard deviation of
smoothing applied to the dataset and then corrected using the parameters on the x-axis. The
above information shows that we are able to correct for most smoothing and able to restore
the SSIM score to a point. Please refer to Figure 5.1 to see a baseline without correction
lines. The black line in the figure is the baseline performance for Gaussian smoothing, and
each color dot on the line corresponds to the color matching line in the graph. It can be seen
that even at the blurriest form, standard deviation of 10 and SSIM of .45, an improvement
is possible. The key point to this chart is that we are able to see that by sharpening the
smoothed images we are able to improve the SSIM score on average for the dataset. The
range in which improvement can be consistently made is from Gaussian smoothing standard
deviation of 40 onward, below this value the improvements are not visually good enough to
be useful. The maximum improvement for this figure is .073 and the overall average is .064
demonstrating that it is possible to make good increases with this correction. This figure has
a companion graph in Figure 5.4, which shows the best performance increase at each noise
level. Using these charts together it is possible to determine usability ranges.
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Figure 5.4: This figure shows the best performance value for each noise parameter examined
in Figure 5.3. With this view of data, it is possible to see how the dataset on average responds
to correction at each noise value. This curve shows that a small increase is made for standard
deviation 10-20, due to how blurred the images are at these values. The range in which
improvement can be consistently made is from Gaussian smoothing standard deviation of 40
onward. Below this value the improvements are not visually good enough to be useful. The
maximum improvement for this figure is .073, and the overall average is .064 demonstrating
that it is possible to make good increases with this correction.
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Figure 5.5: This graph represents the same data as Figure 5.3, but in a different format.
The purpose of a bubble graph is to efficiently represent data that has three dimensions. The
x-axis of this graph is the standard deviation of smoothing that is applied to VOC2007, and
the y-axis is the standard deviation of smoothing that is applied as a corrective measure. The
color and size of the bubbles on the graph change depending on the SSIM score of the data
at the points of degradation and correction, with the largest, most red bubble being a score of
.95 and the smallest most purple bubble being .44. A few logical trends can be noted from the
bubble graph such as at all levels of correction the SSIM score increase as we apply a larger
standard deviation to the dataset. While obviously based on the behavior of filtering in the
frequency domain, it is always positive to see the results. Another trend is we can see the
effects of sharpening per standard deviation very well. These figures, while not numerically
valuable, show important trends with the application of the data.
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methods the image quality is still improving, and we are able to correct the noise within a
certain range. Smoothing at a standard deviation of 20 leaves very little room for recovery,
but even then we see some improvement. Figure 7 in Appendix A illustrates the performance
loss that we encounter as the order increases, and while the results follows the hypothesis
that was made for this experiment, the outcome is still satisfying to see. Using Figure 5.7,
we can see the best case performances for each noise value. Overall the best performance
increase is .11 and the average increase is .097. This performance surpasses Gaussian mask
smoothing and shows that there is room for positive improvement with Gaussian smoothing.
Following the examples shown for Gaussian correction within unsharp masking, bubble
graphs are generated for Butterworth correction as well. These bubble graphs, while not
very numerically informative, show trends within the results and are very interesting to
study. Figure 5.8 shows three different axis representations of the same Butterworth data
displayed in Figure 5.6. Each graph shows a different combination of the 3 parameters that
were examined: Butterworth order, Standard deviation of smoothing used within unsharp
masking, and standard deviation of smoothing, and, finally, the size and color of the bubbles
within the graph scale off SSIM score. These graphs show trends of how the image quality
score is effected by noise and correction, as well showing how the order can play a role in the
score. While these graphs do not offer quantitative results, they do provide valuable insight
into the behavior of the parameters being studied. A trend that can be observed from Figure
5.8(b) is how order impacts the score. A slight shift can be seen in the color and size in a
smaller direction as the order increases - as mentioned previously this is due to the ringing
effect that higher orders cause within frequency filtering.
The data collected for image quality, SSIM score, for Gaussian smoothed images, shows
that within all parameters unsharp masking makes some improvement on the quality of
the image. This information is important to analyze before moving on to a convolutional
neural network, because if the trends had been the opposite there would be little reason to
expect that a network would respond positively. Using figures 5.4 and 5.7 to show best case
improvements, we see that the best SSIM improvement is .11 and is capable of of an average
improvement of .097 across all experiments. These results show the cap for improvement
and show that a network will hopefully respond the same.
Additive Gaussian Noise Correction
Additive Gaussian noise is the presence modified pixels within an image, based on a random
distribution, in the real world this can come from sensor failure as well as lighting issues
and several other methods. For this experiment, additive Gaussian noise is applied to each
image in the VOC2007 dataset use a Python package called Scikit and their implemented
function random noise(). This function takes the variance, standard deviation of a Gaussian
distribution squared, of random noise and applies this distribution throughout the image.
When selecting the parameters for the noise, a uniform selection is originally made of
(.1,.2,.3,.4,.5,.6,.8,.9), but as can be seen in Figure 5.2, at a variance of .1 the SSIM score is
already very low; therefore, a finer list is selected between 0 and .1 to get the representation
of the data. The effort in use to reduce additive Gaussian noise is a simple method, blur
the noise into the image. There are several methods that would efficiently perform this task,
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Figure 5.6: This figure shows an example of the Butterworth filter being used with unsharp
masking to correct the effects of Gaussian Smoothing on VOC2007. The y-axis of the graph
is the SSIM score of the VOC2007 dataset processed and averaged at each point on the x-
axis, which is the standard deviation used in the Butterworth mask for filtering. Each line
on the chart represents a different experiment of noise applied to VOC2007. This graph
is with an order of 1; please see Figures 2,3,4,5 in Appendix A for this same graph with
higher order functions. From these graphs we can see similar trends to Figure 5.3, in that
within certain ranges of smoothing we are able to improve the image quality with the unsharp
masking method by .10 on the scale. The purpose of testing with the SSIM score is to show,
quantitatively, how the images within the dataset respond to noise and correction. SSIM score
is a metric that is designed to mimic human quality perception of an image and assign a real
world value to each image. The range in which improvement can be consistently made is from
Gaussian smoothing standard deviation of 40 onward; below this value the improvements are
not visually good enough to be useful. This figure has a companion graph in Figure 5.7,
which shows the best performance increase at each noise level. Using these charts together it
is possible to determine usability ranges.
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Figure 5.7: This figure shows the best performance value for each noise parameter examined
in Figure 5.6. With this view of data, it is possible to see how the dataset on average responds
to correction at each noise value. This curve shows that a small increase is made for standard
deviation 10-20, due to how blurred the images are at these values. Every other noise value




Figure 5.8: This collection of bubble graphs shows Butterworth mask smoothing within
unsharp masking to correct the effect of Gaussian Smoothing. The axis vary by graph, but
they are each a variable that was experimented with for correction. The size and color scales
by SSIM score and is modified to emphasize changes by squaring the SSIM score, the smallest
bubble is a score of .47 and the largest bubble is a score of .97. With these graphs, trends
can be seen easily as it is possible to visually see the SSIM score through different parameter
spaces. This presentation of the data is valuable in seeing what parameters have effects on
the data and allows for looking for a general parameter set that could improve all data. The
biggest use for these bubble graphs is as supplemental information when examining the line
graphs to better see general trends.
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such as a median filter which would blur the image while removing the noise. My hypothesis
is that I would be able to filter out the noise from the image rather well if filtering is applied
in the frequency domain, while still leaving the image rather intact. My hypothesis was that
I would be able to filter out the noise from the image rather well if filtering was applied
in the frequency domain, while still leaving the image rather intact. For reference to view
images with additive Gaussian noise, see Figure 4.4. Figure 5.9 demonstrates the smoothing
reduction method’s results on the VOC2007 dataset’s 4900 testing set. This graph has
the baseline, from Figure 5.2, plotted using the second x-axis and the corrections for each
noise are the individual lines on the graph corrected with Gaussian smoothing, plotted along
the first x-axis. This plot shows a trend that smoothing is able to see some improvement
in the overall SSIM score. The slight negative trend as the correction gets large, makes
sense if we reexamine the logic of why I chose to correct Additive Gaussian noise in the
frequency domain. As the standard deviation gets larger, more of the actual noise is being
let through.Also, while some improvements are seen, the SSIM scores are still very low. Due
to the way that SSIM, works this low improvement is actually exactly what is expected.
SSIM is comparing the image to the original image to calculate the score, and when the
noise is blurred into the image, we see a difference in score.
From Figure 5.9 and Figure 5.2, it can be seen that the large variances, such as .6, .7,.8,.9,
all have a similar score and issues correcting for the image. If we examine the panel of images
in Figure 4.4, we can also see that the bottom row of images, or the higher variances, are
visually similar and leave little room for improvement. A conclusion can be drawn from
these experiments, some noises are redundant and if a sensor were to be in this level of
failure there is little that can be done to correct the images. Therefore, the majority of
further experiments will only discuss the values with a variance of .5 or smaller. While some
of these experiments were conducted with larger values it is redundant to further examine
them. Figure 5.11 shows only the variances of .5 or lower as well as the variances for the
baseline noise plotted on a log scale. This scale was chosen since some of the variances are
very small and close to 0 so that the values can be spaces out and easily examined. Along
side Figure 5.11 and Figure 5.9, the bubble graphs in Figure 5.12 were created to present a
more visual representation of correction and noise. These graphs show similar data to the
previous line graphs but with this form of presentation we are able to see the trends that
noise and correction have on the data more easily, and clearly. We can see the major drop
off between the small variances and larger variance values, and we see the trend the noises
follow for correction. Using these combinations of graphs it may be initially difficult to see
that we are making improvements to the image performance, but the gain is there even if
small. From this data, Figure 5.10 is generated demonstrating the best improvements for
each degradation model. This figure show that by reducing additive Gaussian noise with
Gaussian mask smoothing, a max improvement of .31 can be achieved, which is a large
increase, while the average increase is .229. This large of a performance increase shows that
there is room to improve degradation caused by additive Gaussian noise.
After evaluating smoothing with a Gaussian mask, I next chose to test correcting additive
Gaussian noise with a Butterworth mask. The hypothesis for using a Butterworth mask was
that it would provide a slightly different approach than Gaussian mask smoothing and result
in better performance in some cases. Figure 5.13 shows correcting additive Gaussian noise
over a range of standard deviations at Butterworth order 1. With this graph we see that
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Figure 5.9: This graph shows an example of additive Gaussian noise being reduced by
smoothing with a Gaussian mask. Each line on the graph is a different noise level, as labeled
in the legend on the side. The parameter adjusted for additive Gaussian noise, as noted
in Figure 5.2, is the change in variance of a Gaussian probability function. It can be seen
that the baseline decreases from a score of .98 to a score of .2 at .1 variance. While for the
smaller noises we see that smoothing only lowers the SSIM score(as expected since there is
not enough noise to truly disturb the image), the smoothing is actually what is destroying
the image. However, we also see that smoothing struggles to improve the SSIM score due to
smoothing the noise and making it difficult to compare to the original image.
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Figure 5.10: This figure shows the best SSIM performance increase at each variance value
for Gaussian noise corrected with Gaussian smoothing. The highest increase is .31 and with
an average performance increase of .229. These improvements show that there is room for
large improvement with additive Gaussian noise corrected with Gaussian smoothing. This
figure is a companion figure for Figure 5.11.
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Figure 5.11: This graph shows an example of Additive Gaussian noise being corrected with
Gaussian smoothing. Each line on the graph is a different noise level, as labeled in the legend
on the side. The Additive Gaussian noise, as noted in Figure 5.2, is the changed by modifying
the variance of the Additive Gaussian noise. This graph shows the same information as 5.9
except all variances above .5 have been removed and the baseline graph has been plotted on
a log scale for better visibility of the lower value variances. After Section 5.1.2 Additive
Gaussian noise is only analyzed up to a variance of .5 due to the images being mostly
noise. This figure has a companion graph in Figure 5.10, which shows the best performance
increase at each noise level. This figure shows that by reducing additive Gaussian noise with
Gaussian mask smoothing, a performance can be improved by an average of .229 with the
best improvement being .31. Using these charts together it is possible to determine usability
ranges.
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Figure 5.12: The two bubble graphs in this figure show Additive Gaussian noise being
corrected with Gaussian mask smoothing with the x-axis displaying the change in variance
of Additive Gaussian noise and the y-axis showing the change in standard deviation of
smoothing. Like other bubble graphs, the size and color of the graphs scale from the SSIM
score. The first graph shows all of the data used in this experiment plotted as normal.
The second graph is the same data, but variance values above .5 have been dropped and the
variance is scaled on a log scale for better visibility. From these bubble graphs we see similar
trends to what is shown in the line graphs and mainly can see how quickly the score drops
and the how correction doesn’t help as much.
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at order 1 Butterworth mask smoothing performs in a similar way as Gaussian mask. The
overall trends and general behavior of the data show that increases can be made at every
level. The results of this experiment show that while the smaller variance values result in a
decrease in performance, on average improvement can be made. The data shows that beyond
.5 variance of Additive Gaussian noise the images become more difficult to examine. Also,
the reduction does not improve the image quality enough to likely result in a precision score
and, therefore, variances beyond .5 are removed from future tests. Figure 5.14 shows the
same data as Figure 5.13, but the noise above .5 variance has been removed and the baseline
has been plotted on a log scale for clarity. Appendix Figure 12 illustrates the trends seen
within the data for correcting Additive Gaussian noise. Using figure 5.15, the best overall
performances for each degradation test can be seen, with the best improvement being .3
and the average improvement for the experiment being .19. Both of these increases are very
large and show again that while additive Gaussian noise is destructive, recovering enough
information to allow the image to be used is possible.
5.1.3 SSIM Evaluation Overview
The information that is presented in Section 5.1 contains evaluation of VOC2007 degraded
and corrected, and the results of quantifying these changes with SSIM. The key take away
from this section is that degradation affects image perception but with image processing it
is possible to reduce the overall effects. Gaussian smoothing is drops SSIM to .45 but is
able to see a max improvement of .11 and on average has a positive increase. These results
gave insight in what is to be expected by evaluating this same experiment with a CNN for
object detection. Additive Gaussian noise is a destructive noise that can render the image
unrecognizable; however, this section discusses that by reducing additive Gaussian noise, we
are able to recover on average .23 on the SSIM scoring scale. This large increase shows the
possibilities of using reduction methods to improve CNN performance. The over arching
goal of experimenting with SSIM is to provide a more in-depth look at how degradation is
affecting images so that a better understanding of CNN performance can be obtained.
5.2 Analysis of Noise and Noise Reduction on Floating
Point Networks
In Section 5.1, I discuss how applying degradation and reduction methods can impact the
quality of the image measured with the SSIM metric. This study is important before testing
on networks because it provides a quantitative measure of how the degradation models
destroy the perception of the image. From Section 5.1,I demonstrate that we are able to
improve the quality of the images once correction is applied, and within some ranges we
are able to see a good improvement in quality. In the following subsections, I mirror the
experiments from the prior section to demonstrate that the results seen with the SSIM
score are also seen once the same images are applied to the floating point representation of
YOLOv3. Networks can react poorly to noise introduced to an image. Research shows that
by applying calculated noise to an image a network can be tricked into mis-classifying images.
The degradation models being evaluated in this thesis are additive Gaussian noise and
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Figure 5.13: This figure shows the reduction of additive Gaussian noise on the VOC2007
dataset using Butterworth mask smoothing at order 1 and varying standard deviation. Much
like Figure 5.9 we see a similar trend in that we get an improvement across the spectrum
compared to the baseline, and as we increase standard deviation, or let some of the original
image through, we see a decrease in score. This trend makes sense if the purpose of SSIM
is reevaluated; meaning SSIM is comparing the original image for a quality score, and as we
blur the noise we affect it more and more. While it is easy to see from the SSIM trends that
correction of Gaussian smoothing is going to make a positive impact on network performance,
it is a little harder to visualize with this graph.
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Figure 5.14: This figure shows correction of Additive Gaussian noise on the VOC2007
dataset using Butterworth mask smoothing at order 1 and varying standard deviation. Much
like Figure 5.11, the variance from previous displays is removed if above .5. The trends that
are seen in the previous graphs show that the noise introduced by a variance above .5 drop
the image quality score low enough that it is reasonable to assume that a network would be
unable to detect objects within the image. For this figure, the baseline is plotted on a log scale
to better see the small variance values. The goal of evaluating the SSIM is to understand
in full what Additive Gaussian noise is doing to the dataset before being processed with
object detection. This figure has a companion graph in Figure 5.15, which shows the best
performance increase at each noise level. This figure shows that a best improvement of .3
and on average this experiment gets an average increase of .229. Using these charts together
it is possible to determine usability ranges.
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Figure 5.15: This figure shows the best SSIM performance increase at each variance value
for Gaussian noise corrected with Butterworth blurring. This figure shows a best improvement
of .3 and this experiment gets an average increase of .229 on the SSIM scoring scale. This
figure is a companion figure for Figure 5.14.
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Gaussian Smoothing. Both degradation models are chosen to simulate potential degradation
that could be encountered in a real-world application. The version of YOLOv3 in use for
this thesis was pretrained by Xilinx on VOC2007, and achieves a base average precision of
78.46% for a floating point network and 77.9% for a quantized network. For these tests, no
training is done as we wanted to test pretrained networks that had implemented quantized
versions as well. The results of the baseline performance are collected off Xilinx’s Model
Zoo [38], and then veried by Vijaysrinivas Rajagopal (Vijay). Vijay contributed by helping
write code to generate the baseline performance graphs as well set up the code from Xilinx
to allow for quick testing of their CNNs.
5.2.1 Noise Analysis on Floating Point Networks
This section discusses the performance as degraded images are processed by the floating
point representation of YOLOv3. For these experiments, no training is done, as one of the
goals stated earlier in the thesis, is to test how to better improve performance on pretrained
networks. The weights were downloaded from Xilinx’s Model Zoo [38] and used due to the
ability to have pretrained weights in both floating point and quantized form. By using a
pretrained network, we are able to start with a consistent baseline for performance, as well
as an even comparison for a quantized network.
Gaussian Smoothing
Gaussian smoothing is a function that smooths images based on a supplied standard
deviation for a Gaussian mask. For this section, images are passed into an FFT function
to be converted to the frequency domain, then filtered with a Gaussian mask, resulting in
a smoothed image. This degradation is chosen to recreate natural degradation that results
in a blurry image. Gaussian smoothing is applied in the frequency domain to maintain
consistency with the reduction methods that are also within the frequency domain. I
hypothesize prior to running this experiment that the mean average precision score would
drop in a similar way to the SSIM trend, seen in Figure 5.1. Figure 1.5, shows the breakdown
of performance of Gaussian smoothing on YOLOv3, with each class represented. The green
line from the graph representing average performance shows a similar trend to the SSIM
performance. The drop in standard deviation does not result in a drastic decrease in
performance until a standard deviation of 50 is reached. This graph is important in showing
by using SSIM we can see trends that also effect network performance. Also, from this chart,
every class is plotted based on average performance with the best and worst performing
classes highlighted. While small amounts of smoothing do not impact performance to a
detrimental level, decreases in performance can still be observed and provide a chance for
improvement. The trend seen where the performance drops slowly before dropping at a
sharper pace can be explained by understanding what filtering in the frequency domain
is doing. As the standard deviation gets smaller, fewer features within the images are let
through the filters. At a standard deviation of 40 more important features in the image are
beginning to be filtered and the result is a steeper performance drop. A conclusion that can
be drawn from this section is that we see similarities between the SSIM experiments and
Figure 1.5 which would mean that similar experiments would also see the same results.
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Additive Gaussian noise
Additive Gaussian noise is a disruptive noise to images, as seen in Section 5.1.1; and as
the variance parameter of the degradation model increases, the image becomes difficult to
determine the content. Additive Gaussian noise was chosen because it is a representation
of noise that can be common in a camera system due to different types of sensor noise,
illumination issues, temperature problems, or transmission errors caused by a failing sensor.
From the SSIM evaluation it is determined that noises above .5 variance are to be discarded
due to redundancy of poor SSIM scores. A new range is chosen using the data from the
SSIM evaluations, using the theory that the SSIM trends are mirrored by the mean average
precision metric of the network. The new range used is [.0001, .0005, .001, .005, .01, .05, .1,
.5], and by using this set of variances we are able to see the trend in Figure 5.16. Figure
5.16, shows the same trend in average precision that was seen in Figure 5.2, demonstrating
how little variance of Additive Gaussian noise is able to disrupt the detection with YOLOv3.
From .01 variance to .05 variance we see an average precision drop of near 20% showing how
variance can be destructive to the performance of the network. The primary contributor to
the drop in score is ghost objects and classifying the correct object multiple times with the
wrong class. The goal of examining and correcting this noise type would be to potentially
prolong the use of a camera in a system, such as a self-driving car, instead of needing to
quickly replace the network.
5.2.2 Analysis of Degradation Reduction Methods on a Floating
Point Network
Finding methods to correct for the noise that ultimately improves the robustness of
the network is important for prolonged use of a CNN. The motivation behind reducing
degradation, instead of training with noise, is that correction on pretrained networks can
be used and current labeled datasets can be used without extra work and computation. As
datasets get larger and training time gets more difficult, applying image processing methods
is a simple solution that can extend the usefulness of modern datasets. As a note, I have
noticed in recent months some reCAPTCHA modes that have been generating labels for
images with heavy additive Gaussian noise in the images, meaning that some people are
trying to build more robust datasets for training. However, I believe that with reduction
methods, especially with Additive Gaussian noise, correction can mitigate the degradation
and allow for continued use.
Gaussian Smoothing Reduced Unsharp Masking Correction
Gaussian smoothing results in a steady decrease in performance as the standard deviation is
decreased, and also offers a relatively straightforward path for correction. Unsharp masking
is a method that involves taking an image, smoothing the image and then subtracting and the
blurred image from the original, resulting in a sharpened image. This method of sharpening
is used because it allows for more variability and customization of sharpening than a standard
kernel filter . Figure 5.17 shows the results of using a Gaussian mask for smoothing in the
unsharp masking process. As in previous sections, every line represents a noise level that
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Figure 5.16: This graph shows an example of the average precision on YOLOv3 using
VOC2007 with Additive Gaussian noise applied. This noise was created using a python
library within Scikit-image and by adjusting the variance parameter for the amount of noise.
The effects of this noise were quite destructive to the images, which is discussed in Section
5.1.2. This graph shows the variances plotted using a log scale to show a more defined example
of the behavior. The full version of this graph can be seen in Figure 1.4 which shows the same
data but with variances beyond .5. This figure shows similar behavior to what was seen in
the SSIM analysis, that as the variance increases the performance metric rapidly decreases
eventually dropping to 0.
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VOC2007 is applied with and then corrected over the parameter standard deviation for
smoothing within the unsharp masking. Theoretically, every smoothing operation should
have an inverse operation where the maximum sharpening occurs, which can be seen by
peaks in the mean average precision graphs. In Figure 5.17 every data point from the base
line increases in performance due to sharpening. While some increases are small, this figure
still shows that there is improvements made from sharpening. Interesting to note, that
the correction trends, while more condensed, show the same trends as the SSIM analysis
drawing a compelling, even though slightly obvious, comparison between the SSIM scoring
and predicting performance on the network. Furthering the examination of trends, Figure
5.18 shows a bubble graph that allows for better examination of trends within the data. In
the SSIM analysis there is difficulty in selecting one value that could potentially improve
performance across a broad spectrum of smoothing. However, Figure 5.18 shows that we can
pick a general correction value. Using Figures 5.17 and Figure 5.18 it is possible to generate
Figure 1.7, which shows the overall best performance improvement at every degradation
parameter examined. This figure shows a max improvement for Gaussian smoothing to be
7% mean average precision. This may not be a large improvement but it is in line with
the analysis in Section 5.1.2. The average improvement for this experiment ins 4% which
is still a small improvement but still shows that with reduction some performance return is
achievable.
After examining Gaussian mask unsharp masking, Butterworth masks are examined. Due
to prior experiments with the SSIM tests, Butterworth masks are only generated in the first
and sixth order, since it is obvious that as order increases the overall performance decreases.
These values are chosen because in the SSIM experiments, first order Butterworth mask
unsharp masking is the highest performing, and sixth order is performing low enough that if
trends hold from the SSIM experiment sixth order will show that trend. Butterworth mask
is more broad at order 1 (see figure 4.5) in its frequency response than with Gaussian, and so
we would expect slightly differently results from Butterworth masks. For unsharp masking,
a Butterworth mask is applied in the same method as a Gaussian mask.The smoothed
images are smoothed further using a Butterworth mask, and then used in the unsharp
masking process. Figure 5.19 shows the results of correcting Gaussian Smoothing with
Butterworth mask unsharp masking. These results demonstrate a similar performance to the
Gaussian mask correction, showing slight improvements for all smoothing parameters. The
overall gains for Butterworth mask improvement is similar to Gaussian mask improvement.
Smoothing images removes some information about the finer details, and in reference to
Figure 1.1, which shows bounding boxes being added and classifications being made due to
this loss of information, which when sharpened the information may be lost to the noise.
Figure 13 in the Appendix shows Gaussian smoothing corrected with Butterworth mask
unsharp masking at order 6. From this chart, lower performances can be seen with Figure
15 confirming the drop in performance by comparing the the corrections of the top noise
value. This drop in performance is explained by the ringing effect that Butterworth masks
can produce (see Figure 4.5). Figure 15 shows the largest improvement is 9% mAP which
is 2% higher than Gaussian mask. The average increase for Butterworth mask performance
4%. As seen in prior sections, bubble charts are generated using these graphs and the charts
can be seen in Figure 14. These figures are great visual aids in analyzing the trends within
the data and confirming what can be seen in traditional charts.
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Figure 5.17: This figure shows the output of correcting Gaussian Smoothing with Gaussian
mask unsharp masking. Each line on the graph represents a different standard deviation for
smoothing being held constant while the standard deviation is changed for unsharp masking.
The x-axis is the standard deviation for smoothing in the unsharp masking process and the
y-axis is the mean average precision score from YOLOv3. Finally the black line on the
graph is the baseline performance, which uses the same axis values as the reduction method.
Some conclusions that can be inferred from this graph are that in general unsharp masking
improves the score of mean average precision on YOLOv3, even the instances where the
smoothing does not seem to be too harmful. Theoretically, every smoothed image should have
an inverse function that brings back as many features as possible. This effect can be observed
by the lower three standard deviation smoothing tests where peaks can be see in the correction
values followed by a slight decreasing trend in performance. The peak is the inverse of the
smoothing operation. This figure has a companion graph in Figure 1.7, which shows the best
performance increase at each noise level. This figure shows that the max improvement is 7%.
This improvement is at the 20 standard deviation range and while the improvement is good
does not improve the performance to a decent level. Using these charts together it is possible
to determine usability ranges where the network can operate with correction and still perform
with a good score.
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Figure 5.18: This bubble graph shows the same data as Figure 5.17. The x-axis is the
standard deviation for smoothing the base dataset and the y-axis shows the stanard deviation
used for unsharp masking. The bubbles’ color and size scale with the mean average precision
score generated from YOLOv3. This bubble chart gives a good view at how close the scores
are able to get with the corrective methods applied.
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Figure 5.19: In this figure, data is shown for Gaussian Smoothing corrected with unsharp
masking using Butterworth mask smoothing masks. Similar to previous graphs, each line
represents the noise value, for this graph it is standard deviation, the VOC2007 dataset was
processed with and the x axis is the standard deviation used with unsharp masking. The black
line is the trend of the baseline performance with no correction applied and the colored dots
on the line correspond to the matching color lines, making it easier to compare performances.
As with Gaussian masks, slight improvement is made in certain ranges of unsharp masking,
showing that the unsharp masking method is capable of improving performance on YOLOv3.
This figure is using first order Butterworth, which as seen in the SSIM evaluations, is the best
performing order of the 5 originally examined (1,3,6,12,24). This figure has a companion
graph in Figure 5.20 which shows the best performance improvement at each noise level.
From this figure we see that the best improvement is 9% mAP, which is a good improvement
but still does not bring the overall performance above 50% mAP. The average improvement
for this experiment is 4%, which is the same as Gaussian mask unsharp masking.
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Figure 5.20: This figure shows the best mean average precision performance increase at
each standard deviation value for Gaussian smoothing corrected with Butterworth unsharp
masking on a floating point network. From this figure we see that the best improvement
is 9% mAP, which is a good improvement but still does not bring the overall performance
above 50% mAP. The average improvement for this experiment is 4%, which is the same as
Gaussian mask unsharp masking. This figure is a companion figure for Figure 5.19.
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Additive Gaussian Noise Reduced with Smoothing
The reduction method chosen to combat additive Gaussian noise is a smoothing method,
same process as Gaussian smoothing. This method is able to filter out some of the lower
frequency elements of the image, theoretically this will be the noise. The hypothesis behind
selecting this correction is that while the image may be smoothed, by smoothing in the
frequency domain the base image would remain mostly intact while filtering out the noise in
the image. The testing performed in Section 5.1.2 is replicated for this section, except the
images are passed to YOLOv3 for object detection. Figure 5.21 shows the results of correcting
additive Gaussian noise using Gaussian mask smoothing in the frequency domain. The lower
variance noises, degradation that does not effect performance much on its own, results in a
negative performance gain when the reduction methods are applied. By referencing Figure
4.4, it can be seen that the first 3 noise values still maintain a high SSIM score, meaning the
image quality is barely degraded; so by smoothing the noise, the images are being further
destroyed instead of For all other variance levels, improvement is made using most smoothing
parameters showing that the reduction method works. By observing the output in figure
1.6, we see that a max performance increase of 21% mAP is achieved. This is a very large
improvement and shows that while additive Gaussian noise is a destructive noise we still
can achieve good improvement. With this same knowledge an average performance gain
of 5.5% is obtained, but this value includes the negative values as well. If we ignore the
negative values we get an average improvement of 10%. Within the variance range [.005-.5]
correction methods are able to make some improvement on the mean average precision, which
is important to note because as seen in the baseline these are the values where improvement
is actually needed. By improving the performance in this range we are able to provide
longevity to a camera system. To further reinforce the trends shown in Figure 5.21, Figure
16 shows the correction trends and variables that provide the best correction. The bubble
graphs used in this thesis are generated as a way to better visualize the trends in the data,
since they do not provide numerical values only colors and size variations. The bubble chart
in Figure 16 shows that we reach a sweet spot in the smoothing where the detection is
improved because enough noise is being filtered out to make a difference. There is a point
that as the standard deviation continues to rise more noise is left causing the mean average
precision to reach the baseline value.
As with prior experiments, Butterworth mask smoothing is analyzed as well. Butterworth
mask smoothing continues to show similar trends to Gaussian smoothing noise reduction.
Figure 5.22 displays the results of experimenting with Butterworth mask smoothing reduction
for Additive Gaussian noise. As can be seen, this graph shows similar results to prior tests,
with the first 3 noises tested showing a negative trend. Figure 5.23 in the Appendix, shows
the best performance increase for each noise; again showing that the first few noises see a
negative performance increase, but as the noise gets more plentiful, the reduction method sees
a noticeable jump in performance. The best improvement that is made for this experiment
is 19% mAP which is just a few points lower than Gaussian mask. The average performance
is 4.45%, which includes the negative value, which is a decent overall performance and
comparable to Gaussian mask. Without the Butterworth mask, smoothing for Additive
Gaussian noise still shows that it performs slightly worse than Gaussian smoothing; but the
difference is not much and it is still a beneficial experiment to run.
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Figure 5.21: This figure shows the results for reducing additive Gaussian noise with
Gaussian mask smoothing in the frequency domain. The black line is the baseline performance
and each colored dot on the line matches a color line which is the corresponding correction
experiment. The baseline is scaled on a log scale to better show the spacing and decline of
the performance. This graph shows that for the four smallest variances tested, the smoothing
correction method makes the scoring worse. These results are explained by examining the
image collage in Figure 4.4 and seeing that the SSIM score does not decrease by much between
the first few noise values. With Additive Gaussian noise, we are able to get a good increase
in performance by smoothing the image in the frequency domain with some of the variance
ranges. While the smoothing hurts when the network is experiencing a low amount of noise,
the smoothing could be considered in an acceptable range. This figure has a companion
chart in Figure 1.6 which shows the best performance increase at each noise level. The best
performance improvement is 21% mAP and the average improvement is 5.5% mAP, or 10%
if the negative values are ignored.
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Figure 5.22: This figure shows the performance of Additive Gaussian noise with
Butterworth mask smoothing reduction methods. For this test a Butterworth mask is tested
with order 1. The black line is the baseline performance and goes from about .77 mAP to 0
mAP and is plotted on a log scale for clarity. Each colored dot on the baseline corresponds to
a matching line which is the correction plots. Using this figure and figure 5.23 we can evaluate
the performance of Butterworth mask smoothing. The largest increase in performance is a
18% mAP increase at a variance of .1. The range between .005 and .1 is the range in which
the improvement is the most useful. Within this range, enough information is recoverable
to render the network still somewhat useful. The average improvement for this evaluation is
4.45%.
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Figure 5.23: This figure shows the best mean average precision performance increase at
each variance value for Gaussian noise corrected with Butterworth blurring with a floating
point network. The largest increase in performance is a 18% mAP increase at a variance of
.1. The range between .005 and .1 is the range in which the improvement is the most useful.
Within this range, enough information is recoverable to render the network still somewhat
useful. The average improvement for this evaluation is 4.45%. This figure is a companion
figure for Figure 5.22.
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5.3 Analysis of Noise Reduction Methods on an 8-bit
Quantized Network
Work on FPGAs was the initial focus of the research, and as the research unfolded more
emphasis was placed on the image processing methods and correction of networks. However,
as stated in Chapter 3 an FPGA can be a powerful tool for computer vision and, at least
in my opinion, will soon overtake GPUs for edge processing and inferencing for CNNs. A
comparison in speed between the FPGA and GPU is shown in Table 5.1, which looks at the
frames-per-second that the FPGA is capable of running as well as the GPU. The numbers for
the FPGA come from Xilinx’s Model Zoo GitHub page, while the single threaded information
can be verified by our own experiments. This section will discuss the results of noise and
correction on the quantized network, which is designed for an FPGA. The hypothesis of
processing noisey images on the quantized networks is that these networks would respond
more harshly than their floating point counterparts. The quantized neural network is an 8-bit
representation of the full 32-bit floating point value. By reducing the bit representation the
network is able to fit onto the smaller memory of an FPGA, which is able to process an image
through the network quickly. When the network is quantized down, hypothetically, it loses
some accuracy due to removing the number of bits at each weight of the network. From
this observation, it is hypothesized that the quantized network responds more drastically
than the floating point network.In the following sections, I discuss the data showing that my
hypothesis is incorrect, and how quantized networks respond in a similar way to the floating
point network and follow similar trends shown in the SSIM analysis.
5.3.1 Noise Analysis on Quantized Networks
This section discusses the performance baseline for the two degradation models chosen for this
thesis (Gaussian smoothing and additive Gaussian noise). As will be seen, the performances
are very similar to the floating point network which goes against the initial theory that the
quantized YOLOv3 would respond more harshly to degradation.
Gaussian Smoothing
Gaussian smoothing for quantized networks is implemented and tested with the method
described in Section 5.2.1 and Section 5.2.2. As stated in prior sections, Gaussian smoothing
is chosen because it is a good representation of degradation encountered in normal imaging
systems. Figure 5.24 shows the results of applying Gaussian smoothing to the VOC2007
dataset before passing it through the quantized YOLOv3 network. The results of this
experiment show similar trends to what is seen in Figure 1.5, meaning that the original
hypothesis that quantized networks would respond harsher than floating point networks is
not accurate. By maintaining the same trend, and only slightly lower numbers in general,
this test, along with the following section, show that quantized networks are as robust as
floating point networks with only a slight drop in accuracy and much faster speeds. By
showing the same trends, we can say that moving to a quantized network on an FPGA may
be worth the trade off of losing less than a percent in mean average precision.
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Table 5.1: Table showing frames per second on the Xilinx ZCU104 board processing
YOLOv3. These speeds were found on the Model Zoo web page [38] and from running
on our own GPU. The images used for testing with this network are passed as 416x416
images.
Single Thread Multi Thread GPU (2080 RTX)
YOLOv3 14.2 fps 25.9 fps 29fps
Figure 5.24: This figure shows the baseline performance of YOLOv3 with the VOC2007
dataset that has had varying levels of Gaussian smoothing applied. This experiment is
identical to the ones performed in the SSIM and GPU evaluations. The difference for this
figure is that it was tested using the quantized network designed for the FPGA. It can be
seen that results are similar to the floating point network baseline, and follow the same trend
as the SSIM evaluation. This trend was not expected from the initial hypothesis of how the
quantized network would handle noise. I thought the quantized network would not be as robust
as the floating point network. Even though floating point networks are full of redundancy, I
hypothesized that there would be a bigger drop off in performance. By maintaining similar
trends, this enforces the idea that quantized networks and FPGAs are a good solution for
faster edge performance for deep learning.
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Additive Gaussian noise
Additive Gaussian noise proved to be a very disruptive noise in Section 5.1.1 and Section
5.2.1. The same experiment conducted in these sections is also conducted for the quantized
network. I hypothesize, much like Gaussian smoothing, that results of this experiment would
be much worse than the floating point network. Since there is less bit precision, the thought
is that some of the accuracy drops with loss of bit value. Figure 5.25, shows the results of
passing Additive Gaussian noise to the quantized YOLOv3. The X axis is plotted on a log
scale to show the behavior more clearly of the values of interest (please see Figure 17 in the
Appendix for the full graph). This figure displays similar results to previous sections, further
enforcing the idea that there is little drop off between floating point networks and quantized
networks. For the original hypothesis for this experiment to have held true, I would have
expected the drop of to be steeper and at a smaller variance, however the trend is similar to
Figure 1.4.
5.3.2 Analysis of Noise and Noise Reduction on Quantized Net-
works
Gaussian Smoothing Correction
As stated in previous sections, to correct for Gaussian smoothing I apply the inverse function
of sharpening to the image. Throughout this thesis, I have discussed my initial hypothesis
before the results, and for this section, it is similar to the previous quantized network theories.
The assumption is that the quantized network performs slightly worse than the floating point
network; however, after seeing the initial results of the noise experiments the assumption
began to change and I expect this experiment to perform exactly the same as the floating
point network.
The first reduction method for Gaussian smoothing is a Gaussian mask within the
unsharp masking method. Figure 5.26 shows the results of reducing Gaussian smoothing
with Gaussian mask unsharp masking. Each color line is the results of correcting a noise
value that is on the black line. The corresponding color dots on the black line and the lines
within the graph are experiments run at the same noise level. With these dots it is easy to
visually track the improvements sharpening is able to make with the smoothing noise. The
improvements show that the correction methods work and across the board improvement can
be made. Figure 18 in the Appendix is a bubble graph showing the same results as Figure
5.26 and is evaluated to look for trends within the data. While the graph does not provide
numerical values, trends can easily be seen and these graphs provide the best information to
look up potential improvements. Using this data to generate Figure 5.27, we can see the that
every data point is capable of generating improvement, and there is a max improvement of 3%
and an average improvement of 1.86%. This improvement is down about half the gains made
with the floating point network. This shows that the quantized network, while performing
close to the floating point network, is not as responsive to reduction methods.
After experimenting with Gaussian masks, Butterworth masks are tested within the
unsharp masking method. These masks are used for smoothing in the frequency domain.
Using prior experimental knowledge, only Butterworth orders 1 and 6 are evaluated. This is
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Figure 5.25: This figure shows the baseline performance of Additive Gaussian noise on
a quantized network. The x axis of this figure is plotted on a log scale in order to better
show the behavior within the chosen parameter range. To see the full graph please see Figure
17. From this graph, the same trend can be seen as shown in Figure 5.16 and shows that
the floating point networks and the quantized networks are very similar in performance.
Using this baseline, it can been seen where areas of improvement can be made and where
little increase will likely happen. The performance drop in the images is very steep and is
the result of the Additive Gaussian noise causing the network to reclassify found objects as
seemingly random classes.
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due to previous results that show as the order increases the overall performance decreases.
This decrease is due to the ringing effect caused by the mask and the artifacts that it
introduces. Using Figure 5.28, the performance for using Butterworth mask unsharp masking
is displayed. Figure 19 shows the same information with order 6. The performance
appears to be very similar to the Gaussian mask performance; however, it is slightly
worse due to the ringing effect in Butterworth masks, performance consistently drops from
Gaussian. Throughout this thesis a consistent difference is noted between Gaussian masks
and Butterworth. This difference is important to investigate because while Butterworth is
consistently lower in performance, it is possible that for a noise type it could be better and is
worth investigating. Figure 5.30 shows the performance of Butterworth masks on Gaussian
smoothing at 110 standard deviation. Each line is corrected at different orders and shows
that for quantized networks the trends that have been shown in previous sections continue
to hold. To continue the analysis of trends within the correction methods, Figure 20 in the
Appendix shows the bubble graphs for this correction experiment. The graphs do a fantastic
job of showing the trends within the correction parameters and allow for a condensed figure to
potentially select the ideal correction parameters for a provided noise. Using this data, Figure
5.29 is generated to show the best performance improvements each degradation example can
obtain. A max improvement of 2.9% is achieved at standard deviation of 20, and overall an
average of 1.75% improvement is made.
Overall, both masking methods show improvement over the baseline noise. Being able
to correct the noise over floating point and quantized networks is important in trying to
improve the robustness of CNNs on the edge. Due to the slight increase in performance,
using Gaussian masks seems to be the most reliable but the knowledge of how Butterworth
performs is useful in selecting the best filter for a situation.
Additive Gaussian Noise Reduction Analysis
There are several ways to remove the Additive Gaussian noise such as a median filter or
kernel filtering. However, the decision to use smoothing in the frequency domain derives
from the idea that noise appears less frequently in this domain making the smoothing of the
image easier.
As with prior sections, the first experiment to reduce additive Gaussian noise is with a
Gaussian mask smoothing to blur the image. Using the same process and parameters as in
the generation of the Gaussian smoothing, additive Gaussian noise images are converted to
the frequency domain, processed with a Gaussian mask, converted back to the spatial domain
and finally processed by the quantized YOLOv3 CNN. Figure 5.31 shows the data collected
for correcting Additive Gaussian noise with Gaussian smoothing. Similar trends are seen
here that appear in the previous iterations of this experiment, primarily that for the middle
range of noises great improvement is made. While a mAP of 40% is not great, getting an
improvement of 20% is exactly the proof needed to show that correction is working. Again,
using Figure 4.4 to examine the first 3 noises, it can be seen how little noise is applied to
these images resulting in the correction actually applying the same noise as is applied in the
Gaussian smoothing section and not correcting. However, once the noise reaches a level of
disruption to affect the network, correction can be seen to drastically improve performance.
The bubble graph generated for this data can be seen in Figure 22 and provides a good
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Figure 5.26: This figure shows the performance of Gaussian smoothing being corrected
with a Gaussian mask within the unsharp masking process. The black line is the baseline
performance of Gaussian smoothing, and the colored dots correspond to each colored line to
be compared. Each line in the figure is a noise parameter that is being corrected. The x
axis is the standard deviation of smoothing within unsharp masking, and the y axis is the
mean average precision. The graph shows that at every noise level some improvement can
be made to each noise parameter. While the top and bottom noises see little correction,
the middle noises, or the ones that would be problematic enough to simply correct, see good
improvements to their scores. This figure has a companion graph in Figure 5.27, which shows
the best performance increase at each noise level. Using these charts together it is possible
to determine usability ranges. The max improvement for this graph is 3% and the average
improvement is 1.86%. These results show that the quantized network does not respond to
reduction methods in the same manner as the floating point network.
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Figure 5.27: This figure shows the best mean average precision performance increase at
each variance value for Gaussian smoothing corrected with Gaussian unsharp masking with
a quantized network. Using this chart together with Figure 5.26, it is possible to determine
usability ranges. The max improvement for this graph is 3% and the average improvement is
1.86%. These results show that the quantized network does not respond to reduction methods
in the same manner as the floating point network. This figure is a companion figure for
Figure 5.26.
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Figure 5.28: This figure shows the performance of Butterworth masks within the unsharp
masking process of smoothing. The black line is the baseline performance of Gaussian
smoothing and then colored dots correspond to each colored line to be compared.As in previous
graphs, the x axis is for the standard deviation for smoothing, and the y axis is the results of
processing the VOC dataset with YOLOv3 and return a mean average precision. This graph
is almost identical to Figure 5.26, the entire graph is shifted down in performance. While
increases are made they are smaller than with the Gaussian mask, which can be slightly
predicted since the noise is made with a Gaussian smoothing process. This graph, as well
as the order 6 version of this experiment in Figure 19, are used to draw conclusions and
comparisons between correction methods and determine if the correction is working. This
figure has a companion graph in Figure 5.29, which shows the best performance increase at
each noise level. Using these charts together it is possible to determine usability ranges.
The max improvement for this graph is 2.9% and the average improvement is 1.75%. These
results show that the quantized network does not respond to reduction methods in the same
manner as the floating point network.
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Figure 5.29: This figure shows the best mean average precision performance increase at
each variance value for Gaussian smoothing corrected with Butterworth unsharp masking
with a quantized network. The max improvement for this graph is 2.9% and the average
improvement is 1.75%. These results show that the quantized network does not respond
to reduction methods in the same manner as the floating point network. This figure is a
companion figure for Figure 5.28.
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Figure 5.30: This figure shows the comparison between different orders of Butterworth
masks. The orders shown are order 1 and order 6, which is a much smaller comparison
than what was shown in the SSIM section.Due to the previous experiments, several orders
are dropped to increase computation time and remove redundant information. As can be
seen in this figure, the prior discovery that as order increases a decrease in performance
is noted that also drops below baseline performance still holds true. Results that show
decreasing performance as the order gets larger also show that using an Ideal filter results in
poor performance, since the Butterworth filter eventually reaches an Ideal filter mask as the
order gets larger. Since order 1 is the best performing, it continues to be the main point of
discussion around Butterworth.
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view of the trends within the data. Figure 5.32 shows the best performance increases by
degradation parameters. The max improvement for this experiment is 19%, which is a great
improvement and overall an average of 5.5%, with an improvement of 7.7% if negative values
are ignored. These results show that while still lower than floating point, smoothing is able
to improve the performance for the quantized network.
Butterworth masks, while being very similar, perform on par or slightly worse than
Gaussian masks; however, it is important to complete the picture and report the results of
this final experiment. Figure 5.33 shows the output of the Butterworth correction experiment
at order 1. From this experiment, once again similar trends are shown from previous
experiments but now confirmed for the quantized network. Using this graph, it is possible
to compare the results to the Gaussian mask correction method and see that while similar
Butterworth is still performing worse than the Gaussian correction. As in prior tests, order is
experimented with for the Butterworth mask. Figure 5.35 shows that order is detrimental to
the performance of the Butterworth mask smoothing correction. Figure 5.34 shows the max
performances per degradation value, which for this test is 16.7% mAP. Again we see that
the reduction method is capable of large improvements and also an average improvement of
4.6%.
5.4 Overview
After analyzing all of the degradation models and reduction methods, the results show
that efforts taken to reduce noise prior to processing with the network provide a positive
increase in performance. Using Figure 5.36, which was made using Figures (1.6, 1.7,
5.4, 5.7, 5.10, 5.15, 5.20, 5.23, 5.27, 5.32, 5.29, 5.34), all experimental performances are
compared for each degradation model and reduction method. By analyzing the overall
performances, with the best improvement as well as the average, it is easy to compare
how each reduction method contributes to performance. Overall, each method is able to
reduce the degradation that causes poor performance on the network. Figure 5.36 provides
a snapshot for comparing each method, as well as analyzing how the SSIM analysis compares
to the network analysis. This chart provides a condensed view of the correction methods
showing best and average performance values and allows some conclusions to be drawn. For
example, Butterworth correction for Gaussian smoothing has a better SSIM improvement;
however, that improvement does not translate to a better increase in performance with object
detection. We can also see that Gaussian smoothing has a smaller ability for improvement
compared to additive Gaussian noise but still able to improve performance. Overall, the
noise reduction methods increase the performance of object detection and could prolong
use and stabilize camera equipment in noisy situations. This chapter compiles a database
of information that allows someone outside of this thesis to analyze the degradation their
system may be experiencing, determine if reduction methods are needed, and how much
improvement can be expected. This thesis focuses on YOLOv3 because early experiments
show that the trends that are observed on YOLOv3 are also observed on other networks.
The baseline tests for Gaussian smoothing and additive Gaussian noise are also performed
on an SSD network which results in the same trends seen in this chapter. See Figures 25
and 24 for a comparison to another early test in Figure 6.
102
Figure 5.31: This figure shows the performance of correction Additive Gaussian noise with
Gaussian smoothing in the frequency domain. The black line is the baseline performance of
quantized YOLOv3 with each dot on the line corresponding to a line on the chart. Each line
on the chart represents a single noise value corrected over difference standard deviations for
smoothing. The Y axis is the mean average precision performance, and the X axis is the
varying standard deviation values. The first observation of this chart is that for the first few
noises the correction actually damages the performance. This damage is to be expected based
on how little the noise affects the image at these values - see Figure 4.4. However, as the
baseline performance drops, the correction is able to make large improvements on the score.
This jump is because the noise is very disruptive to the classification of each bounding box
and causes the network to classify each object as multiple objects. As the noise is smoothed
out, more features can be seen for detection. This figure has a companion graph in Figure
5.32, which shows the best performance increase at each noise level. This figure shows a max
improvement of 19% and an average of 5.5%. Using these charts together it is possible to
determine usability ranges.
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Figure 5.32: This figure shows the best mean average precision performance increase at
each variance value for Gaussian noise corrected with Gaussian blurring with a quantized
network. This figure shows the best performance increase at each noise level with a max
improvement of 19% and an average of 5.5%. This figure is a companion figure for Figure
5.31.
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Figure 5.33: This figure shows the performance of Additive Gaussian noise corrected with
Butterworth at order 1. This same experiment is also performed at order 6 and that chart
can be found in Figure 23. This figure shows that Butterworth is able to correct for the noise
is a very similar way to Gaussian smoothing. Again, as seen in previous experiments, the
performance is slightly lower. It can still be seen that a positive increase is made for most
noise values which is a positive result to have. This figure has a companion graph in Figure
5.34, which shows the best performance increase at each noise level. This figure shows a max
improvement of 16.7% and an average of 4.6%. Using these charts together it is possible to
determine usability ranges.
105
Figure 5.34: This figure shows the best mean average precision performance increase at
each variance value for Gaussian noise corrected with Butterworth blurring with a quantized
network. This figure shows the best performance increase at each noise level with a max
improvement of 16.7% and an average of 4.6%. This figure is a companion figure for Figure
5.33. Using these charts together it is possible to determine usability ranges.
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Figure 5.35: This figure shows the comparison in performances of the two different order
values of Butterworth mask smoothing. As discussed in prior sections, Butterworth at high
orders introduces artifacts within the image which causes the performance to drop as the
order increases. This figure quantifies these artifacts and shows that with change in order
values the performance chances significantly. While these results are discovered and discussed
in Section 5.1.2,the experiment is repeated here with only two order values to confirm the
results.
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Figure 5.36: This chart pulls together every analysis run within this thesis and compares the
best performance increase and the average performance increase for each noise and correction
method. The left column is the noise that was examined; the second column is the correction
method; the third column is the mode in which the analysis is performed (including the
metric); the fourth column is the best increase that is gained for that row noise and correction
combination; and the final column is the average performance increase for each experiment.
From this chart, all the trends and analyses are combined into one final chart where things




Throughout this thesis, I discuss how degraded images impact the performance of con-
volutional neural networks and I present efforts to reduce degradation. The processes and
experiments conducted are discussed and tied together during this chapter. The final section
discusses how this work can continue and be beneficial to the computer vision field.
6.1 Summary
Convolutional neural networks are the best solution for object detection currently available.
An issue that arises in a real-world system is that modern datasets contain high quality
images where examples of the classes in the image are properly represented in the scene.
For this thesis, I wanted to determine how well pretrained networks respond when presented
degraded and disturbed images, as well as compare the performance between the traditional
floating point networks on a GPU to the networks that would be deployed on an edge device
for real time processing. The results presented in Chapter 5 show both degradation models
(Gaussian smoothing and additive Gaussian noise) examined are disruptive to the overall
performance of the network with Gaussian smoothing dropping mean average precision
to 40% and additive Gaussian noise dropping the mean average precision to 0%. The
additive noise primarily forces the network to misclassify objects already classified or detect
ghost objects within the image. The results of decreased performance with an increase in
degradation was not a shocking result, as the degradation increases the images become more
difficult to classify and therefore the network results drop.
A key contribution from this thesis is the analysis done on the quantification of
degradation and the methods to reduces the same degradation. While SSIM is not a new
algorithm, using it to analyze degradation and the effect on an entire dataset is a beneficial
study. An interesting observation from the SSIM and network analysis was the SSIM trends
for the baseline degradation performance matched the trends seen in the analysis of a CNN.
Tying the results of the SSIM analysis directly to the results of the mAP analysis was not
an initial goal of this thesis but it is a nice surprise to see the effects be so similar. Overall I
believe that the SSIM analysis allows for a better understanding of how degradation disturbs
images and provides insight to why networks may struggle.
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The final key point of this thesis is the results on the networks themselves. I am quite
surprised initially to see performance from the floating point network and the quantized
network be so similar. The initial theory prior to testing was that base performance on
plain images might be very similar. However, as images are degraded, I expected the
quantized network to perform worse. While quantized networks do respond poorer to
reduction methods than floating point, I am still able to reduce degradation and improve
performance. For my thesis, these results provided interesting proof that the method of
reducing degradation works. Overall, the results from YOLOv3 show that the implemented
reduction methods are valuable in correcting for the degradation models. The positive results
are paralleled between the floating point and quantized network, as well as the image analysis
using SSIM, showing strong evidence the reduction methods are a robust way to improve
network performance.
This thesis synthesizes real-world degradation and experiments with different methods
to reduce the degradation with an enclosed system. Applying correction before the network
receives the images reduces the need for more training and data collection and allows for an
immediate solution to degradation within the system. The initial question for this thesis was
”Does the degradation to an image disrupt a CNN and if so can we fix it?” From the results
and processes discussed, I believe this question can be answered yes. Degradation is harmful
to network performance and degradation can be corrected. Also, the secondary purpose
was to test and evaluate the robustness of using an FPGA for edge object detection within
a noisy system. With the results of the quantized network mirroring the efficiency of the
floating point network, it can be concluded that quantized networks can hold up with proper
reduction methods. I have also built a solid database to evaluate the level of degradation




This thesis details 3 contributions that my work offers to the field of computer vision:
This thesis details 3 contributions that my work offers to the field of computer vision:
1. As a camera system degrades, the importance of ensuring the longevity of the system
increases. For this thesis, I have developed an offline system that analyzes degradation
within an image and measures the degradation’s harm to the image. Using a structure
similarity metric and mean average precision, I have quantified degradation which is
chosen to simulate the previously stated issues. Additive Gaussian noise is chosen to
simulate dead and altered pixel values which can occur within a camera system in the
field. Gaussian smoothing was chosen to simulate smears, scratches and weather events
that could cause blurring within the image. Figures 1.4 and 1.5, show the preliminary
results of how impactful each degradation is on the network. Additive Gaussian noise
sees a performance drop from 78% mean average precision to 0% mean average precision
over a change in variance from .0001 to 1. Gaussian smoothing, while not as destructive
as Additive Gaussian noise, sees a performance drop from 77% mean average precision
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to 13% mean average precision with the change of the standard deviation, with the
range 10-110. For the field of computer vision, I have compiled information about how
each degradation affects an object detection network, both with floating point and
quantized networks, as well as a quantitative view of the degradation’s effects on the
images themselves, using the structure similarity metric. This information allows for
a researcher to quickly determine the amount of degradation that would need to be
present in their system before intervention is needed.
2. This thesis also examines methods that correct the problems of long-term use and
system degradation. By using image processing to reduce the degradation that is
present in an image, I am able to quickly deploy a system that would be able to
prolong the use of an edge device with the inevitable event of degradation within
the system. Each degradation analyzed uses a unique reduction method: Additive
Gaussian noise is reduced by smoothing within the frequency domain to accurately
remove the degradation while maintaining the structure of the image, and Gaussian
smoothing uses unsharp masking to enhance the features lost to smoothing. Figure
1.6 shows the performance improvement that is achieved by reducing the degradation
in the image. This figure shows how degradation can be improved and what range of
correction provides the most improvement:
(a) From .0001 to .001 variance, a negative improvement is achieved with correction.
This negative change is seen because the degradation is not disruptive to the
network’s performance, and, therefore, the smoothing is more disruptive than the
degradation itself. In this range, performance changes are -1.5% mean average
precision to -.7% mean average precision.
(b) From .005 to .5 variance, positive improvements are made with reducing the
degradation in the image. The improvements range from .35% mean average
precision to 22% mean average precision, with the improvements for variance of
.1 being the largest and most impressive. This improvement shows that for large
amounts of Additive Gaussian noise the network is able to still salvage a usable
performance from the network.
Figure 1.7, shows the best increase in performance for Gaussian smoothing corrected
with unsharp masking. This method shows that all degradation levels are capable of
some improvement and that overall the unsharp masking method is beneficial. The
degradation improvements can be broken into 3 ranges:
(a) Standard deviation range 10-20 shows great improvement metrics, but, as is
discussed in Chapter 5, the images are still too noisy to achieve a good mean
average precision score. In this range a mean average precision increase of 4%-7%
is achieved but, ultimately, too much information within the image is lost to the
degradation.
(b) Standard deviation range 20-70 shows the best results. There are improvements
from 3%-7%, and all values are within an acceptable range above 60% mean
average precision, or above 25% performance loss. Within this range, the images
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can appear quite noisy, see Figure 1.1; however, with reduction methods the
performance is recovered into an acceptable range.
(c) The final performance range for smoothing is standard deviation 70-110, which is
the cut off for smoothing analyzed. This range still sees improvement within the
network of 1%-3% mean average precision increase. However, the network is able
to respond to the degradation well enough that correction may not be needed.
Within this range, the network is operable without correction, but adding the
reduction methods does result in improved performance.
These results compiled and examined, provide a unique examination for the field of
computer vision. With these results, a researcher can quickly figure out a range
of acceptable degradation within a system and determine what course of action to
undertake. The key point from this contribution is the novelty of the analysis
of reducing degradation and evaluating the performance with a floating point and
quantized convolutional neural network.
3. The final contribution is the development of a system that tests quantized networks
on an FPGA and allows for easy access to object detection processing on the ZCU104.
When I began testing networks on the ZCU104 board, the system lacked the ability to
process live video streams. The networks occupy the majority of the PL, and therefor
there is little room to implement a streaming system. This system utilizes the Ethernet
connection on the FPGA to send collected images to the board be processed on the PL.
By creating this system, we were able to test networks with live video. This system
is capable of processing input at a 25 FPS, depending on network connection. While
mainly used to test against video collected in and around Knoxville, TN, the system
can be used to process live data on the edge.
6.3 Future Work
The results of this thesis, covered the initial question, ”Can we correct for degradation and
improve the performance on CNNs, specifically CNNs for edge devices?”. However, this
work could be carried on or approached in different ways. During the course of this thesis
several ideas came up as potential solutions or work that would be interesting to explore,
but due to the work required to complete the above thesis some things had to be left out.
One example of what could be done with more time would be to analyze this same work
on multiple networks. While some work was initially done on a single shot detector (the
trends appeared to be the same), the benefits to running these same experiments over a
wide selection of networks and applications would be a useful continuation.
The first idea that I had when I first approached this problem would be to train the
network on a dataset that has degradation applied at various levels. In theory this idea
would allow for the network to learn to correct for the degradation on its own and would not
need any image processing before hand. The reason this idea was left for future work was
because it would require the collection of a very large dataset, four or five times the size of
the original training set, in order to be sure that the network has seen enough examples to
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properly prepare for this training. At the moment, I believe that Google is in the process
of building a dataset that contains thousands of labeled, degraded images to be used to
train self driving cars. Personally I have encountered several RECAPTCHAs that contained
Additive Gaussian noise with the images, asking for my help to label said images. Due to
the commitment that would be needed to build this dataset, this seemed out of the scope
for a Master’s thesis but would definitely be worth exploring and comparing the results that
were gathered for this thesis.
Another idea that came up that would be worth exploring, would be to dive deeper into
generating newly trained quantized networks and test on. I will admit that YOLOv3 is not
the greatest object detection architecture available, but it was chosen because it was usable
in the formats needed for this thesis. After a good portion of work had been completed,
Xilinx released a tool called Vitis that promised the capabilities to eliminate the issues that
came up when David Cornett and I attempted to use their old tools. Bringing in better
trained networks and generating the quantized weights and DPU to run on the FPGA would
allow for a much broader examination. However, I believe with the work conducted in this
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Figure 1: This is the HDMI Only block design from figure 2.4 with the blue HDMI box
expanded. This system primarly takes the PYNQ base system and strips the unneeded
portions to allow for more room for IP cores for video processing to be chained.
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Figure 2: This figure shows the correction of Gaussian smoothing using Butterworth unsharp
masking. The performance metric measured is the SSIM score. This Butterworth experiment
was performed at order value 3 and is included as companion information to Figure 5.6.
Figure 3: This figure shows the correction of Gaussian smoothing using Butterworth unsharp
masking. The performance metric measured is the SSIM score. This Butterworth experiment
was performed at order value 6 and is included as companion information to Figure 5.6.
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Figure 4: This figure shows the correction of Gaussian smoothing using Butterworth unsharp
masking. The performance metric measured is the SSIM score. This Butterworth experiment
was performed at order value 12 and is included as companion information to Figure 5.6.
Figure 5: This figure shows the correction of Gaussian smoothing using Butterworth unsharp
masking. The performance metric measured is the SSIM score. This Butterworth experiment
was performed at order value 24 and is included as companion information to Figure 5.6.
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Figure 6: Both of these graphs are from experiments that were replaced for consistency
and clarity. The experiment was Gaussian blurring but with a kernel based approach, using
OpenCV’s Gaussian Blur function. However, the results of them are still interesting and are
mentioned within my thesis. They are being referenced here as the data was presented when
I switched experiments. The first graph is the noise applied to YOLOv3 and the second graph
is the SSIM evaluation.
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Figure 7: This graph shows the highest scoring noise displayed at all 5 orders for
Butterworth. This is done with the SSIM scoring metric on VOC2007. The purpose of
this graph was to show that as the order for Butterworth increases we start to see the ringing
effects quantitatively effect the SSIM performance.
Figure 8: This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth experiment was
performed at order value 3 and is included as companion information to Figure 5.13. This
figure shows the full range of noises for analysis.
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Figure 9: This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth experiment was
performed at order value 6 and is included as companion information to Figure 5.13. This
figure shows the full range of noises for analysis.
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Figure 10: This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth experiment was
performed at order value 12 and is included as companion information to Figure 5.13. This
figure shows the full range of noises for analysis.
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Figure 11: This figure shows the correction of Gaussian noise using Butterworth blurring.
The performance metric measured is the SSIM score. This Butterworth experiment was
performed at order value 24 and is included as companion information to Figure 5.13. This
figure shows the full range of noises for analysis.
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Figure 12: These bubble charts are used to show the range of values generated from
correcting Gaussian noise with Butterworth blurring. The color and size of the bubbles
scale with the SSIM score from the resulting test. The axis for Gaussian noise variance
was calculated on a log scale to better show the important information.
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Figure 13: This figure is a supplemental graph showing the correction of Gaussian
Smoothing with Butterworth masks in the unsharp masking algorithm using Butterworth at
order 6. This figure is complementary to Figure 5.19 which shows the same experiment run
at Butterworth order 1. This figure is evidence that the results from the SSIM experiment
hold true once the data is applied to YOLOv3. This graph shows that most corrections no
longer improve the performance on the network when using a higher order.
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Figure 14: These figures show the bubble graphs for correcting Gaussian smoothing with
Butterworth unsharp masking. The big trends shown in these graphs are the difference in
Butterworth order values. Only 2 graphs were run based on previous tests, and the general
direction of improvement trends.
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Figure 15: This figure is a comparison of the the top standard deviation for smoothing, 110,
corrected over different Butterworth orders. This figure’s purpose is to confirm the trend
discussed in the SSIM evaluation that as the order is increased the average performance
decreases. Since this trend is true, no further experiments with different order values are
performed.
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Figure 16: This figure shows a bubble chart for Gaussian noise corrected with Gauss
blurring. We can see in this figure a region where the noise values are all corrected by
a similar amount showing that this is the range that we should operate in. This graph is
provided for supplemental use as it just further shows data previously shown.
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Figure 17: This figure shows the full experiment conducted on Gaussian noise baseline.
This experiment was performed on the quantized YOLOv3 which is intended for the FPGA.
While the main data analyzed uses only variances up to .5, it is still important to see the full
range of performance for Gaussian noise.
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Figure 18: This figure shows a bubble chart representation of the data in Figure 5.26. The
primary purpose of this chart is to easily represent the trends within the data. While the
numerical values may not be present in this chart, it is easy to see where the correction
methods performance works well and does not. If needed someone could easily use this chart
to find the level of noise they are encountering and then find the needed level of correction.
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Figure 19: This figure is included as companion information for Figure 5.28. This figure
is the same experiment as Figure 5.28 but performed with order value 6.
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Figure 20: This figure shows 3 bubble charts for Gaussian smoothing with Butterworth
unsharp masking then passed through quantized YOLOv3. This figure is used to demonstrate
trends with this correction method.
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Figure 21: This figure shows the full data for Gaussian noise corrected with Gaussian
blurring. This data is here to also be viewed with Figure 5.31 which is the portion used in
analysis. Mainly this figure shows the same data with the full baseline comparison.
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Figure 22: This figure is the bubble chart representation of Figure 5.31. This figure
shows the trends of the noise and correction as the experiment moves through the different
parameters. The size and color of the bubbles scale with the mean average precision score
from quantized YOLOv3.
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Figure 23: This figure is a comparison for Figure 5.33 using the same parameters except
with order 6. This figure is included to show that as order increases performance drops.
Figure 24: This figure shows the baseline performance of Gaussian smoothing with a kernel
filter. This test is performed on an SSD network and is a comparable experiment to 6. While
this experiment is not ultimately reported, it is being kept for comparison to show that the
trends from YOLOv3 are seen in other networks. This full test is removed due redundancy.
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Figure 25: This figure shows the baseline performance for additive Gaussian noise. This
test is performed on an SSD network and is a comparable experiment to 1.4. While this
experiment is not ultimately reported, it is being kept for comparison to show that the trends
from YOLOv3 are seen in other networks. This full test is removed due to redundancy.
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