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Este trabalho apresenta um ambiente integrado que foi 
desenvolvido para dar suporte 'ãs atividades de identificação, 
modelagem, análise e simulação dos sistemas de controle dos Sis- 
temas Elétricos de Potência (SEP's). 
Trata-se de um programa computacional para rodar em 
microcomputadores IBMPC compatíveis. 
O programa possui dois algoritmos para identificação 
de sistemas: um para identificação freqüencial e o outro para 
identificação temporal. Para a análise, foram implementados os 
algoritmos da resposta em freqüência e do lugar das raízes. 
Pode-se simular modelos multivariáveis e não-lineares. Um con-
~ junto de transformaçoes auxiliares ê disponível para obter-se a 
equação dinâmica do modelo declarado para' a simulação e para 
transforma-la para uma matriz de transferência. 
Os menus hierárquicos utilizados para a seleção das 
funções do programa são apresentados e os diálogos e demais me- 
~ 4 ~ canismos de comunicaçao com o usuario sao descritos.
C (-11 |..¡. ¡..â H. N 
_ 
A ação do programa na soluçao de problemas do 
controle em SEP's ê demonstrada através do projeto de um Estabi- 
lizador de Sistemas de Potência. Os resultados obtidos pelo pro- 




This work presents an integrated environment which was 
developed to give support to the activities of identification, 
modeling, analysis and simulation of control systems of Eletric 
Power Systems (EPS). - - 
It is a computer program to be used in compatible 
IBMPC microcomputers. ' 
_
' 
The program has two algorithms for systems identifica- 
tion: one for identification in the frequency domain and other 
to be used in the time domain. For the analysis, were implemen- 
ted the algorithms of the frequency response and the root locus. 
One can' simulate multivariable and nonlinear models. A set of 
auxiliary transformations is avaliable to obtain the dynamic 
equation of Hthe_model declared for the simulation and to trans- 
form it in a transfer matrix. _ 
H. The hierarchical menus used for the selection of the 
progra functions are presented and the dialogues and the others›E 
communication mechanisms with the user are described. 
_ 
The program utilization in the solution of control 
problems in EPS's is demonstrated through the design of a Power 
System Stabilizer. The results obtained with the program are 
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1.1 - Consideraçoes iniciais 
A energia elétrica ocupa um importante papel no desen- 
volvimento da economia do pais, devido ao elevado potencial de
~ geracao existente e a facilidade encontrada para o seu manuseio, 
comparada às outras formas de energia. Isto acarreta um elevado 
fator de participação da energia elétrica no consumo de energia 
nas áreas industrial, comercial e residencial. 
O Brasil, por sua grande extensão territorial e por 
utilizar, predominantemente, fontes de geracao hidráulica, que 
normalmente situam-se longe dos centros consumidores, possui um 
Sistema Elétrico de Potência (SEP) bastante complexo. 
O crescimento da demanda que, nas últimas décadas, tem 
sustentado indices médios anuais elevados, aliado ã escassez de 
recursos para a expansão do sistema, tem levado ã operação do 
___- -___ ...__-_ ._..:-.:___ - -.-_ 1.-_.: ..._ .._ A 13'.. A ..... ,`..¬'~¬' A SEP uafia vez. mais piuazima dc: Scua limites. Este luto têm chigifio 
um número cada vez maior de estudos do planejamento da operaçao 
visando manter-se a confiabilidade e a qualidade do atendimento 
ao consumidor. Estes estudos envolvem, principalmente, os aspec-
A tos do comportamento dinamico do SEP. Nestes casos, assumem um 
papel relevante os controladores de velocidade e tensão das uni- 
dades geradoras. Este último, devido aos avanços tecnolõgicos da 
eletrônica, tem aumentado muito sua importância no comportamento 
Q Q ' dinamico do SEP, apresentando influencia crescente sobre o 
me SITIO .
'2 
Tais fatos, têm motivado maior preocupação, das empre- 
sas do setor, no aperfeiçoamento dos seus técnicos e no desen- 
volvimento de ferramentas para fazer frente aos projetos e aos 
ajustes dos controladores, visando a_operaçao do SEP dentro dos 
requisitos de confiabilidade e qualidade. 
O presente trabalho insere-se neste contexto, pois, 
por um lado, contribui para o aperfeiçoamento dos profissionais
A do setor e, por outro, prove uma ferramenta útil para o suporte 
dos estudos citados. 
O Sistema de Identificação, Modelagem, Análise e Pro-
A jeto de Sistemas de Controle para Sistemas de Potencia (SIMAP) é 
um programa computacional, desenvolvido para rodar, interativa- 
mente, em computadores IBMPC compatíveis, integrando diversas 
ferramentas empregadas nas atividades de identificação e modela- 
gem de sistemas fisicos e na análise e simulação de sistemas de 
controle. 
O trabalho apresenta o problema do controle de veloci- 
dade e tensão nos SEP's, os requisitos básicos do programa, os 
algoritmos implementados e os resultados obtidos no desenvolvi- 
mento do projeto de um Estabilizador de Sistema de Potencia 
(ESP). Finalmente, apresentam-se as conclusões mais relevantes 
sobre as várias etapas de desenvolvimento. 
1.2 - Organização do trabalho 
No capítulo 2, apresenta-se o problema do controle de 
velocidade e tensão nos SEP's. Descrevem-se os procedimentos 
utilizados para efetuar a identificação, a modelagem, a análise
f3 
e o projeto dos controladores dos SEP's e, ainda, a identifica- 
ção dos geradores. 
Isto posto, especificam-se os requisitos para o SIMAP 
dar o suporte adequado aqueles procedimentos. Esta especificaçao 
partiu da premissa que o sistema, para cumprir com os objetivos 
propostos, deve possuir todas as ferramentas utilizadas nas di- 
versas etapas de um estudo, integradas em um ambiente que possua
~ mecanismos de comunicação tais que a entrada de dados, a seleçao 
das ferramentas e a apresentação dos resultados se dê de uma 
forma simples e versátil. 
Apresenta-se a ferramenta utilizada para efetuar a 
análise do sistema especificado e›a estrutura resultante desta 
análise. s 
« No capitulo 3, apresentam-se os algoritmos implementa- 
dos no programa. Inicialmente, apresentam-se os algoritmos de 
identificação freqüencial e temporal disponíveis para efetuar a 
identificação dos sistemas fisicos. Em seguida, apresentam-se os 
algoritmos da resposta em freqüência e lugar das raízes, dispo- 
niveis para análise dos sistemas de controle. É, também, apre- 
sentado o algoritmo para efetuar a simulação de modelos multiva- 
riáveis e não-lineares. Finalmente, apresentam-se alguns algo- 
ritmos utilizados para efetuar algumas transformaçoes auxilia- 
res. Aqueles mais conhecidos sao brevemente comentados enquanto 
~ , ~ ~ os algoritmos para execuçao da simulaçao e para obtençao da 
equaçao de estado são descritos com maior profundidade. 
-No capítulo 4, apresentam-se as interfaces implementa- 
das para efetuar a comunicação com o usuário. Descreve-se o sis- 
~ ~ . . ø tema de "menus" para seleçao das funçoes, o mecanismo de dialogo 
para entrada de dados, a apresentação dos relatórios e gráficos
”
4 
com os resultados e o sistema de auxílio ao usuário, para o tra- 
tamento de erros. 
. No capitulo 5, apresenta-se um exemplo de utilização 
do SIMAP. Trata-se do projeto do ESP realizado na Companhia Es- 
tadual de Energia Elétrica (CEEE) e implantado na Usina hidrelé- 
trica de Itaüba. Descreve-se o desenvolvimento do projeto atra- 
vés do SIMAP, apresentam-se os resultados obtidos e comparam-se 
estes aos registros oscilogrãficos realizados-nos ensaios de 
campo. 
Finalmente, no capítulo 6, apresentam-se as conclusões 
do trabalho. Enfatizam-se os aspectos mais relevantes do SIMAP e 
descrevem-se as facilidades introduzidas pelo programa nas ati- 
vidades para as quais ele foi concebido. 
1.3 - Revisão bibliográfica 
Os trabalhos de Zeni Jr. [3l,32] e Soares [25,26] de- 
ram importante contribuição para o detalhamento dos procedimen- 
tos inerentes as atividades de identificação, modelagem, análise 
e projeto de controladores para os SEP. 
` A & Referencias importantes, .para a especificaçao dos re- 
quisitos e para o projeto da estrutura do programa foram os tra- 
balhos de Savi [22,23,24]. 
4. Este trabalho baseia-se, também, na experiencia do au- 
tor que há dez anos trabalha em atividades tais como: ensaios de 
campo em_ geradores e controladores de velocidade e de tensão, 
análise dos dados obtidos dos ensaios visando estabelecer os mo- 
delos para representação destes equipamentos, estudos de compor-
'
5 
tamento dinamico do SEP e desenvolvimento de programas para o 
suporte destas atividades. 
Para a elaboração do projeto utilizaram-se as técnicas 
de engenharia de software [15,16,l8,l9,20]. « 
~ . 
V Os algoritmos de controle encontram-se todos na bi- 
bliografia clãssica como [2,l7]. 
O algoritmo para efetuar a identificação freqüencial ë 
baseado no trabalho de Sanathanan [21] com uma modificação de- 
senvolvida neste trabalho. 
O algoritmo para calcular o lugar das raízes basea-se 
no trabalho de Normey [l4]. 
O procedimento implementado para executar a simulaçao 
' 
. , ø ~ de um modelo multivariavel e nao-linear contém importante con- 
tribuição de Soares [26] e Alvarado [l]. ç 
` Finalmente, 0 pacote gráfico [27] desenvolvido no La- 
boratôrio de Controle e Microinformática (LCMI) da Universidade 
Federal de Santa Catarina ÃUFSC) foi o suporte utiliáado para 
implementação do -programa no`que se refere a manuseio de gráfi- 
cos e outras utilidades do sistema. « 
1.4 - Contribuições do trabalho 
× As contribuiçoes mais significativas deste trabalho 
são as seguintes:` ' 
a) A introduçao de uma ferramenta que, utilizando os 
recursos da microinformâtica, seja capaz de dar um suporte ade- 
quado ãs atividades de identificaçao, modelagem, análise e pro- 
jeto de sistemas de controle para os SEP's. ` V
”'õ 
b) Utilizaçao de uma metodologia .de engenharia de 
software para a especificação, o projeto e a implementaçao de 
software para a área de engenharia. Q 
c) Introdução de algumas' modificações no algoritmo 
para identificação freqüencial visando melhorar a inicialização 
do método e permitir variaçoes na estrutura do modelo. 
d) Introduçao do escalamento da matriz A no algoritmo 
de Fadeev-Leverrier visando melhorar o seu condicionamento. 
. e) Aperfeiçoamento de um método para simulaçao de mo- 
delos multivariáveis e não-lineares com recursos para declaração 
e manuseio dos mesmos. ` '_ 
f) Aplicaçao, sobre o modelo utilizado para simulaçao, 




_ ESPECIFICAÇÃO DE REQUISITOS DO SISTEMA 
2.1 - Introduçao . 
V 
Inicialmente apresentam-se os procedimentos que cons- 
tituem os estudos do controle em SEP's, tais como: identifica- 
ção, modelagem, análise e projeto de controladores. Descrevem- 
se, brevemente, os principais aspectos da identificação como a
~ especificação, a execuçao de ensaios de campo e o tratamento dos 
dados visando a obtençao do modelo matemático dos diversos ele- 
mentos do sistema. Apresentam-se, também, os métodos de análise 
e projeto normalmente utilizados. 
' Em seguida apresenta-se a especificação básica para um 
as ambiente computacional que de o suporte adequado aos diversos 
procedimentos envolvidos no problema do controle em SEP's. Esta 
especificação abrange os métodos de identificação, análise, si- 
mulação, transformações auxiliares, projeto e, ainda, os meca- 
nismos de interfaces de comunicação com o usuário, apresentação 
de relatórios e gráficos, estrutura de arquivos e gerenciamento 
do programa. V 
Por último apresenta-se, brevemente, o método de aná- 
lise utilizado e os diagramas daí resultantes, que constituem um 
importante elemento na documentação e no projeto do SIMAP.
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2.2 - Definição do problema do controle em SEP's 
O controle de processos envolve uma gama bastante 
grande e diversificada de problemas a resolver. A complexidade 
destes varia de acordo com a _natureza do processo e com as 
funçoes de controle que se queira implementar. Os processos po- 
dem ser lineares ou náo-lineares, monovariáveis ou multivariá- 
7 
I O veis, contínuos ou discretos e invariantes ou variaveis no 
tempo. Para cada uma destas características ter-se-á uma lei de 
controle que se mostrará mais adequada e eficiente para atender 
aos requisitos estabelecidos. V 
Existe um vasto conjunto de metodologias, algoritmos, 
técnicas e ferramentas para o tratamento dos problemas citados 
anteriormente. A escolha do procedimento mais adequado dependerá 
da natureza do processo, do ambiente em que este se encontra e 
do tipo de controle que será imposto ao mesmo. 
Alguns programas que tratam problemas específicos do
I
_ controle em sistemas de potencia foram desenvolvidos nas empre- 
sas do setor elétrico; No entanto, nunca houve a preocupação com 
a divulgação e, principalmente, com os ambientes de hardware nos 
quais foram desenvolvidos. Desta forma,.tais programas mostram- 
se pouco adequados para o uso generalizado das empresas. 
1 Assim posto, pode-se concluir que um programa orien- 
tado aos problemas, desenvolvido para um hardware bastante popu- 
lar como o do IBMPC e que integre as diversas funçoes, torna-se 
mais ütil e eficiente.
_ 
- Quando se analisa os sistemas de controle de uma 
usina, o processo, que ê uma máquina sincrona ligada a uma rede 
elétrica, não varia quanto a sua natureza. As diferenças exis-
ë9 
tentes referem-se ã fonte primária de energia, que pode ser de 
origem hidráulica' ou térmica, ao tipo do gerador e às caracte- 
risticas da rede elétrica. A máquina ê representada por modelos 
padrões, como os modelos I, II, IIl e IV [30], com topologia 
fixa, que diferem apenas quanto ao grau de complexidade da re- 
presentação. - - 
_
V 
A escolha do modelo para um determinado estudo depen- 
derá do tipo de gerador, natureza do estudo e da precisão dese- 
jada nos resultados. M V 
Os geradores sincronos, utilizados no sistema de po- 
tência, necessitam, basicamente, de um controlador de velocidade 
e um controlador de tensão que devem cumprir as seguintes 
funções: 6 
-.a - Controladores de velocidade [25]
~ - Prover rapidez na partida e na sincronizaçao da uni- 




- Manter a freqüencia do sistema a mais próxima possi- 
vel da freqüência de referência; 
- Compensar as variações aleatórias de carga do sis- 
tema; - 4 
iu b - Controladores de tensao [32] 
~ ' - Manter a tensao terminal da máquina dentro de limi- 
tes aceitáveis, mesmo na ocorrência de distürbios severos no 
¢~ - sistema de potencia; V 
- Manter o perfil de tensão do sistema de acordo com o 
que foi programado pela operação; 
g 
- Prover torques de 'amortecimento para as oscilações 
do sistema; -
'10 
- Limitar dinamicamente a_ operação da máquina dentro 
de regiões estáveis;
_ 
A operaçao adequada do SEP somente será obtida com 
controladores que possuam as funções especificas para este fim e 
encontrem-se corretamente ajustados. A 
' O ajuste .adequado dos controladores ê efetuado a par- 
tir dos seguintes elementos:_ 
- modelos e parâmetros do processo; 
- modelos e parâmetros dos controladores; 
- metodologia adequada a esta finalidade; 
- ferramentas que suportem a metodologia adotada; 
A seguir são apresentadas as funções básicas presentes 
nos estudos de comportamento dinâmico do SEP no que se refere 
aos controladores. ' 
` ` ~ 
, 2.2.1 - Identificaçao e modelagem 
_ 
' 
i A elaboração dos estudos do comportamento dinâmico dos 
SEP's exige modelos matemáticos que representem adequadamente os 
diversos elementos' envolvidos no sistema. Os principais elemen- 
tos' representados nos estudos são: linhas de transmissão, 




- A maior influência na dinâmica do SEP deve-se ã ação 
dos geradores, das cargas e dos controladores de tensão e velo- 
cidade [4,5,6,7,8]. Portanto, deve-se a isto, a maior preocupa- 
ção com a modelagem destes elementos. 1
*'11
~ 
Os geradores são usualmente representados pelo modelo 
IV. Portanto, a identificação dos geradores envolve, somente, a 
obtenção dos parâmetros da máquina. 
Jã os controladores apresentam estruturas distintas e, 
portanto, seus modelos necessitam ser identificados caso a caso. 
A obtenção destes modelos envolve as seguintes etapas: 
_ 
- Verificação da topologia dos controladores a partir 
dos documentos fornecidos pelos fabricantes dos equipamentos ou 
levantamentos preliminares de campo; 
- Análise da natureza provável de cada bloco da topo- 
logia visando definir ensaios de campo específicos para sua 
identificação; ` 
- Especificação dos ensaios de campo para identifica- 
ção dos controladores; ' 
- Especificação dos ensaios de campo para levantamento 
dos parâmetros' do gerador, geralmente visando atender ao modelo 
mais detalhado [32]; V '
~ - Execuçao dos ensaios especificados; 
- Análise dos dados obtidos nos ensaios com a finali- 
dade de obter os modelos adequados ã representação do sistema em 
questão;
, 
- Validação dos modelos obtidos podendo retornar a 
qualquer um dos ítens anteriores;
_ 
_ 
Dois tipos de ensaios são usualmente utilizados para 
efetuar a identificação dos controladores, o ensaio de resposta 
em freqüência e o ensaio de resposta ao degrau. 
A validação dos modelos ê efetuada através do con- 
fronto entre a resposta do modelo a um determinado ensaio e o
“12 
ensaio real, refinando-se o modelo até que a resposta obtida 
seja satisfatória. 
Neste trabalho objetiva-se desenvolver ferramentas 
apropriadas ao tratamento dos dados envolvidos nos dois últimos 
ítens do roteiro apresentado. ` 
2.2.2 - Análise dos sistemas de controle 
Esta fase desenvolve-se a partir da obtenção dos mode- 
los para representação do sistema em estudo e compreende a veri- 
ficação do desempenho dos sistemas sob as diversas condições de 
operação a que os mesmos serão submetidos. 2 
' 'Este procedimento deverá ser suportado pelo programa 
através de um conjunto de ferramentas clássicas de análise, si-
~ mulação de modelos multivariáveis e nao-lineares e algoritmos de 
transformação de modelos (variáveis de estado .para função de
I 
transferência, modelo em diagrama de blocos para equação de es- 
tado, etc). ` 
2.2.3 - Projeto de controladores 
O projeto de controladores para os SEP's desenvolve- 
se, basicamente, a partir dos métodos clássicos. Esta metodolo- 
gia consiste em estabelecer-se uma estrutura para o con- 'zh 23 |.z. O ,Jú DJ l-* 
trolador e proceder-se seu ajuste a partir das informações obti- 
das com as ferramentas clássicas de análise. 
-Posteriormente, analisa-se o sistema projetado e, se 
for o caso, retorna-se ao ajuste do controlador, interagindo, 
desta forma, até obter-se o desempenho adequado.
_: 
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Desenvolve-se a especificação básica [l3,16,29] para o 
projeto a partir da definição do problema do controle em SEP's 
apresentada no ítem 2.2. ~ ' Í - 
Específica-se a natureza dos dados fornecidos aoçpro- 
grama, ou tratamento necessário a cada função, a forma de apre- 
sentação dos relatórios, os meios de comunicação com o usuário e 
o sistema de armazenamento dos dados [22]. 
2.3.1 - Identificação de sistemas físicos 
Esta função .deve dispor de algoritmos que efetuem o 
tratamento dos dados obtidos nos ensaios de resposta em freqüên- 
cia e resposta ao degrau presentes no procedimento de identifi- 
cação apresentado no ítem 2.2.1. O algoritmo escolhido deverá 
as . . calcular a função de transferencia mais adequada para represen 
_ _.: 
0 I ‹ 
` O 1 4 = tar o sistema objeto do ensaio. O usuario podera propor a estru- 
tura do modelo e, interativamente, modificâ-la até obter aquela 
que proporcione um ajuste satisfatório. 
2.3.1.1 - Identificação freqñencial 
Os dados obtidos através dos ensaios de resposta em 
~ A freqüência sao os seguintes: freqüencia em Hz, ganho em pu/pu e 
- '* ' \×
. angulo de fase em graus. O tratamento destes dados consiste em 
obter-se a ,funçao de transferência que melhor se ajuste ao con- 
junto de pontos fornecido. z '
‹
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v2.3.1.2 - Identificação temporal. 
Os dados obtidos nos ensaios de resposta ao degrau são 
os seguintes: tempo em segundos e amplitude em pu. O tratamento 
destes dados consiste em obter-se a função de transferência que 




2.3.2 - Análise dos sistemas de controle 
Os requisitos de desempenho dos sistemas de controle, 
no domínio do tempo, são especificados através das característi- 
cas de Jsobrelevaçáo, tempo de subida, tempo de atraso, tempo de 
acomodaçao e -erro de 'regime. Entretanto, existe uma correlaçao 
bastante forte entre estas grandezas e as grandezas caracterís-
Q ticas do domínio da freqüencia tais como a margem de ganho e a 
margem de fase. 
, Na análise e no projeto de controladores dos SEP's 
utilizam-se largamente as técnicas do domínio da freqüência por- 
=a (D\ 1” 
u u `| f u ø que existem muitos ._-odos disponiveis para tanto, alem destas, 
usa-se, também, o lugar das raízes e a simulação. 
_ 
O programa deverá dispor de algoritmos que eíetuem a 
resposta em freqüência e o lugar das raízes para sistemas linea- 
res e a simulaçao de modelos multivariaveis e nao-lineares. 
O projeto de sistemas 'de controle, quando utiliza-se 
um método clássico, é efetuado de forma interativa. Inicial- 
mente, efetua-se a análise do processo 'visando estabelecer o 
tipo de projeto necessário. Em seguida, desenvolve-se o projeto 
a partir da técnica escolhida. Por último, efetua-se a valida- 
ção do projeto através de um método de análise. '
515 
'2.3.2.1 - Resposta em freqüência 
- ~ Esta funçao consiste em um algoritmo que efetue o cál- 
culo do mõdulo, fase, parte real e parte imaginária de uma fun- 
ção de transferência em uma faixa de freqüências especificada. 
Estes dados devem ser apresentados sob a forma de gráficos: dia- 
grama de Bode, diagrama de Nichols e diagrama de Nyquist [2,17]. 
Deve-se permitir que o usuário selecione o diagrama 
que será apresentado. 
_ .,¡_ 
O sistema deverá dispor de um "buffer" para o armaze- 
`
Ã 
namento das curvas de resposta em freqüência e permitir as suas
â 
. ~ . apresentaçoes simultaneamente. - 
2.3.2.2 - Lugar das raízes z 
.- 
Esta função consiste em um algoritmo para apresentar o 
gráfico do lugar das raízes de uma equaçao característica quando 
varia-se um parâmetro. São fornecidos os graus e.os coeficientes 
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A ferencia de malha aberta. O algoritmo deverá adotar o ganho como 
_ .~ . . 5 _ ' 1 - 
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2.3.3 - Simulação 
Deve-se implementar um algoritmo capaz de simular mo- 
delos multivariáveis e não-lineares. O modelo deve ser declarado 
através de sua topologia, da natureza dos blocos e de seus pa- 
rámetros. A topologia descreve a relação entre os blocos do mo- 
delo. A natureza caracteriza a função executada por cada bloco.
'16 
Os parâmetros dos blocos definem a relação saída/entrada de cada 
bloco especificamente. ' 
Deve-se dispor de uma biblioteca com um conjunto bã- 
sico de blocos que permita a representação de todos os modelos 
utilizados nos estudos referentes aos sistemas de controles dos 
' O algoritmo deve executar a simulação a partir de uma 
determinada condição inicial que será estabelecida pelo usuário. 
2.3.3.1 - Biblioteca de blocos 
' A biblioteca deve apresentar os seguintes blocos: 
' '- Tempo : bloco sem entrada que coloca na saída o va- 
lor do tempo de simulaçao. ` 
V 
- Constante : bloco sem entrada que coloca na saída um 
valor constante. « ' 
= Entrada A/D : bloco com uma entrada proveniente de 
um conversor analógico/digital que coloca na saída o valor re- 
sultante desta conversão. ' ` 
- Integrador : bloco' com três entradas que calcula a 
saída como uma função integral da soma algêbrica das entradas.V 
~ - Integrador limitado : bloco com três entradas que 
calcula a saida como uma função integral limitada da soma algê- 
brica das entradas. ' 
- Constante de tempo : bloco com três entradas que 
calcula a saída como uma função integral realimentada da soma 





.f - Biquadrãtico ; bloco com três entradas que calcula a 
saída como uma biquadrãtica da soma algêbrica das entradas.
"`17 
~ Atraso í bloco com três entradas que calcula a saida 
como sendo a entrada com o atraso de um passo de simulação. 
. 
- Derivada : bloco de três entradas que calcula a 
saida como sendo a derivada da soma algêbrica das entradas. 
Q ' i - Limitador : bloco com tres entradas que calcula a
~ saída como' uma funçao linear limitada da soma algêbrica das en- 
tradas. 
' - Zona morta : bloco com três entradas que calcula a 
saída como uma função linear da soma algêbrica das entradas com 
uma zona morta. 
A
' 
- Relé : bloco com três" entradas que assume a saída 
como sendo igual a um entre dois valores, dependendo se a soma 
algêbrica das entradas for positiva ou negativa. 
- - Histerese : bloco com três entradas que assume a 
saída como sendo uma. funçao de histerese da soma algêbrica das 
entradas. 
- Somador : bloco com três entradas ponderadas que 
O. F 'h I"h , . 1 A _ " calcula a soma destas acrescidas de um va-or de 
q 
set . 
- Multiplicador : bloco com duas entradas que calcula 
o produto destas ponderado com um ganho. 
- Divisor : bloco com duas entradas que efetua a divi- 




- Raiz quadrada : bloco com três entradas que calcula 
a raiz quadrada da soma algêbrica destas.
_ 
as 
4- Exponencial : bloco com tres entradas que calcula a 
exponencial da soma algêbrica destas. ' 
- Seno : bloco com três entradas que calcula o seno da 
soma algêbrica destas.
'18 
- Tabela í bloco com três entradas que calcula a saída 
como uma função tabelada da soma algêbrica das entradas. 
» - Polinõmio n: bloco com três entradas que calcula a 
saída com uma funçao polinomial da soma algêbrica das entradas. 
- Ganho : bloco com três entradas que calcula a saída 
como sendo a soma algêbrica das entradas vezes um ganho. 
Í 
- Ganho controlado : bloco com duas entradas que cal- 
cula a saída como uma funçao da entrada um Vezes um ganho, que 
pode assumir dois valores diferentes, dependendo do valor da en- 
trada dois. - 
_ _ 
_ 
- Chaveamento : bloco com três entradas que assume a 
4. ` saída igual a entrada dois ou tres dependendo do valor da en- 
trada um; 
- Relê temporizado : bloco com três entradas que cal- 
cula-a saída através da soma algêbrica das entradas ou zero, se 
a‹saída ultrapassar determinado valor durante um tempo especifi- 
cado. ~' 
` - Conversor D/A : bloco com três entradas que coloca a 
soma algêbrica das entradas em uma porta de saída através de um 
conversor Digital/Analógico. 
› - Mínimo : bloco com três entradas ponderadas que as- 
sume a saída como sendo o menor valor ponderado. 
" - Máximo .: bloco com tres entradas ponderadas que as- 
sume a saída como sendo o maior valor ponderado. 
A 
,- Mõdulo : bloco com três entradas que calcula a saída 
como sendo a raíz quadrada da soma dos quadrados das entradas 
multiplicados por uma ponderação.
_Í9 
2.3.3;2 - Integração numérica 
A integração -deverá basear-se em um método de segunda 
ordem, com coeficientes ajustäveis pelo usuário, que apresente 
precisão e boa estabilidade numérica [l]. - 
O passo de integração ~e o tempo de simulação serão 
fornecidos pelo usuário. V 
O usuário definirá as condições iniciais para a simu- 
lação entre as seguintes opções: entrar novos valores, assumir 
valores nulos ou assumir valores existentes na saída. 
2.3.3.3 - Curvas de saida ` 
O programa deverá monitorar, durante a simulação, a 
saída de diversos blocos do modelo para apresentar, na tela, as 
curvas resultantes.
I 
2.3.4 - Transformações auxiliares 
_ Considerando-se quei os modelos utilizados nos SEP's 
possuem estruturas complexas e que o programa integrará diversos 
algoritmos, percebe-se a necessidade de ferramentas que efetuem 
algumas transformações destes modelos. Deverão-ser implementados 
algoritmos que efetuem as seguintes funções: cálculo de zeros e 
pólos de função de transferência, produto de polinõmios, cance- 
lamento de zeros e pólos e reconstituição de polinõmios a partir 
de suas raizes.
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~ ~ A 2.3.4.1 - Obtençao da equaçao dinamica 
Deve-se implementar um algoritmo que calcule os coefi- 
cientes das matrizes A, B, C e D, que representam o modelo in- 
cremental, atravês da sua equação dinâmica, em torno de uma con- 
dição de operação, de um determinado modelo multivariável e não- 
linear. A " ' 
~ ~ 2.3.4.2 - Transformaçao de uma equaçao dinâmica para 
uma matriz de transferência 
Deve-se implementar um algoritmo que efetue a trans- 
formação de um modelo incremental, representado por sua equação 
A. A dinamica, para a matriz de transferencia correspondente. Esta 
tranformaçáo ê necessária para permitir que se utilizem os algo- 
ritmos de resposta em freqüência, lugar das raízes, cálculo de 
zeros e pólos, etc. ' 
2.3.5 - Projeto de controladores 
A metodologia de projeto largamente empregada no con- 
trole dos SEP's ê baseada nas ferramentas clássicas como res- 
posta em freqüência, lugar das raízes e simulação digital. Assim
A sendo o procedimento de projeto envolve uma seqüencia interativa 
entre as etapas de análise do sistema, proposta de uma estrutura 
de controle, ajuste do controlador e retorno ã análise para va- 
lidação do projeto. , '
_ 
'~ O suporte necessário a este procedimento constitui-se 
em um ambiente integrado, com as diversas ferramentas utiliza- 
das, aliado a um mecanismo de comunicação com o usuário bastante
^21 
versátil, de forma a proporcionar-lhe um instrumento eficaz no 
apoio ao-projeto. . 
2.3.6 - Interfaces com o usuário 
Devem-se prover mecanismos que cumpram as seguintes 
funções: seleção_ dos algoritmos, apresentação e controle dos 
diálogos para a entrada dos dados e a apresentaçao dos relató- 
rios e gráficos [22]. 
Os mecanismos de comunicação do programa com o usuário 
devem proporcionar uma utilizaçao eficiente dos diversos recur- 
sos integrados no sistema. Este aspecto ê muito importante para 
que se desenvolvam os projetos de acordo com os procedimentos 
apresentados no item 2.2.3.
z 
2.3.7 - Apresentação dos relatórios 
I . 
O programa deve apresentar, na tela do computador, um 
relatõrio com os resultados `encontrados. Estes relatórios, por 
decisão do usuário, poderão, também, ser emitidos através da im- 
pressora. 
Apõs a apresentação dos relatórios o usuário poderá 
salvar, em arquivos, os resultados obtidos ou os dados de en- 
trada que lhes deram origem. ' ` 
2.3.8 - Apresentação dos gráficos 
Alguns algoritmos apresentam seus resultados sob a 
' A forma gráfica como a resposta em freqüencia, o lugar das raizes 
e a simulação. O programa deve possuir rotinas para apresentação
izz
z 
destes gráficos na tela do computador. Devem ser implementadas, 
- . . f- . . tambem, rotinas para o manuseio destes graficos. Para isto, 
deve-se dispor de rotinas que efetuem as seguintes funções: lei- 
tura dos pontos dos gráficos, ampliaçao de trechos dos gráficos, 
edição de legendas com o propósito de documentação e ampliação 
de janelas gráficas. 
_ 
Apôs a apresentaçao dos gráficos o usuário poderá sal- 
var, em arquivos, os resultados obtidos ou os dados de entrada 
que-lhes deram origem. 
2.3.9 - Estruturas de arquivos 
Os dados de entrada para os algoritmos poderao ser di- 
gitados diretamente pelo usuário ou lidos de arquivos.
_ 
Os dados de entrada para os algoritmos e os resultados 
apresentados pelo programa poderão, por decisão do usuário, 
I
_ 
ser armazenados em arquivos. y 
2.3.10 - Gerenciamento do programa 
O programa deve possuir um sistema de gerenciamento 
capaz de 'efetuar, de maneira eficiente, o controle das diversas 
funções implementadas. O gerenciador ê a rotina que responderá 
~ ~ pelo sincronismo na execuçao de uma funçao do programa. Para 
executar-se uma função, precisa-se' observar a seguinte seqüên- 
~ ~ cia: entrada de dados, execuçao do algoritmo e a apresentaçao 
do relatório dos resultados. 
O programa deve gerenciar a base de dados de forma que 
suas estruturas sejam alocadas e desalocadas dinamicamente, na
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memõria, sempre que um determinado algoritmo for ativado e desa- 
tivado, respectivamente. 
2.4 - Análise estruturada do sistema proposto 
p 
A partir da definição do problema de controle em SEP's 
e da especificação de requisitos para um ambiente computacional, 
apresentados nos ítens 2.2 e 2.3 respectivamente, desenvolveu-se 
a análise estruturada do sistema proposto, visando estabelecer a 
estrutura para o programa. - 
Esta análise foi desenvolvida utilizando-se a "Struc- 
tured Analysis and Design Technique" (SADT) [l9], que é uma téc- 
nica desenvolvida por Douglas T. Ross apresentada no artigo 
Structured Analysis (SA): A Language for Communicating Ideas" 
[20]. Esta opção deve-se, em parte, ã característica do sistema 
que se quer analisar, que possui pequeno volume de dados de en- 
trada, vários algoritmos para tratamento destes dados e pequeno 
volume dos relatórios de' saída. Considerou-se, também, o fato 
desta ferramenta de análise `possuir regras bem definidas para 
sua utilização e dar, como resultado, um conjunto de diagramas 
' ~ que apresenta claramente a estrutura do sistema e as relaçoes 
entre as diversas funções do mesmo. 
×` A SADT consiste, basicamente, em representar-se o pro- 
blema através de diagramas estruturados seguindo um determinado 
conjunto de regras. Estes diagramas apresentam, para cada bloco, 
as informaçoes de entrada e saída, os mecanismos de controle e 
os recursos utilizados. O sistema é detalhado através da explo- 
são dos diagramas até que todas as funções estejam representadas
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por blocos suficientemente simples* de tal forma que sua trans- 
formação em código de programa seja efetuada de maneira trivial. 
V, Os diagramas obtidos desta análise sao apresentados no 
apêndice A. 
2.5 - Conclusões 
. Inicialmente, apresentou-se a definição do problema de 
controle em SEP's, onde descreveram-se os procedimentos adotados 
para a identificação dos modelos utilizados, para a análise do 
comportamento e, também, para os projetos de controladores des- 
tes sistemas. ' 
A seguir, descreveu-se um conjunto de requisitos ne- 
cessários a um ambiente computacional, que dá o suporte adequado 
às atividade envolvidas nos estudos de comportamento dos siste- 




Finalmente, apresentou-se a análise estruturada do 
sistema proposto onde descreveu-se, brevemente, o método utili- 








_Neste capítulo sao apresentados os algoritmos que fo- 
ram im lementados no ro rama. Descreve-se cada al oritmo mos-9
~ trando-se os principais aspectos de sua implementaçao. 
Inicialmente, descrevem-se os dois› algoritmos para 
identificaçao sendo um para efetuar o tratamento dos dados obti- 
dos nos ensaios de resposta em freqüência e o outro para os da- 
dos obtidos nos ensaios de resposta no tempo. 
' Em seguida, descrevem-se os dois algoritmos para' a 
as análise sendo um para efetuar a resposta em freqüencia e o outro 
para efetuar o lugar das raizes. 
Descreve-se, também, o algoritmo implementado para 
efetuar a simulação de modelos multivariáveis e não-lineares. 
Apresenta-se a estrutura utilizada para descrever a topologia do 




hr 4 graçao empregado* e o sistema de monitoraçao das variaveis para 
apresentaçao das curvas resultantes. 
Finalmente, descrevem-se alguns algoritmos que efetuam 
transformações e operações auxiliares como obtenção das matrizes 
A ~ do modelo incremental, da matriz de transferencia de uma equaçao 
dinâmica, dos zeros e pólos de uma função de transferência, pro- 
V I` duto de polinomios, etc.
QG 
3.2 - Identificação de sistemas físicos 
. . De acordo com a especificação de requisitos do sis- 
tema, implementaram-se dois algoritmos para o suporte dos proce- 
dimentos de identificação e modelagem.`
_ 
Implementou-se o algoritmo de identificação freqüen- 
cial para efetuar o tratamento dos dados obtidos através dos en- 
saios de resposta em freqüência. .
A 
' Implementou-se, também, o algoritmo para efetuar a 
correlação do domínio do tempo para o domínio da freqüência que 
combinado com o algoritmo de identificação freqüencial permite 
tratar os dados obtidos através dos ensaios de resposta no 
tempo. ~ 
3.2.1 - Identificação freqüencial 
, O método de identificação freqüencial consiste no tra- 
tamento dos dados, obtidos através dos ensaios de resposta em 
freqüência, visando obter-se os coeficientes da função de trans- 
as ferencia que melhor representa o sistema_físico. 
Com este proposito, tem-se utilizado, bastante Il' QM 
tempo, na CEEE, o método de Levy que apresenta bons resultados. 
Com base nisto, implementou-se este algoritmo acrescido de algu- 
mas modificações que são comentadas ao longo de sua apresenta- 
ção. A primeira delas foi proposta por Sanathanan [21] e con-
~ siste na introduçao de um laço iterativo para efetuar o refina-
( 
mento dos. coeficientes usando, para este propósito, os resulta- 
dos obtidos no passo anterior.
» 
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- O algoritmo consiste em obter-se os coeficientes da 
~ ø -z expressao (3.1) atraves da minimizaçao do erro quadrático entre 
a função de transferência procurada e os dados fornecidos. 
¬ bo + bi (jw) +~ + bm ‹jw›m 
‹;‹jw› = 
. 5» ‹3.1› a0 + al (jw) + ... + an (jw) 
I'1>=IIl 
Sendo F(jwk) o valor obtido por ensaio para uma detere 
minada freqüência wk e considerando_(3.2), (3Ç3) e (3.4), obtém- 
se a expressao (3.5) para representar o erro de ajuste existente 






_ m _ 
P(jw) = b0 + bl (jw) + ... + bm (jw)‹ (3.2)
n 





ø` OJ 0 |I> sf 
V 
P(jWk) 
Ek = F‹jwk› - -_-- (3.5) 
' ~ ' Para viabilizar a minimizaçao do erro ë necessário 
multiplicar (3.5) Vpor Q(jwk) obtendo-se, desta maneira, a ex- 
pressão (3.6) que representa o erro ponderado. 
E;¿ = F‹jwk› * Q‹jwk› - 1>‹âwk› 
p 
‹3._õ› 
O somatório do erro quadrâtico ponderado fica:
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n . p 
~ E = z nz¬‹jwk› * Q‹jwk› - P‹jwk›13 ‹i3.v› 
1<=1 ~ 
Lembrando-se de (3.2) e (3.3), a minimização de (3.7) 
ê obtida derivando-se E, parcialmente, em relação aos coeficien- 
tes bi e ai respectivamente. Desta maneira obtêm-se o seguinte 
sistema linear: i " 
_ [A] [x] = [B] (3.8) 
cuja solução apresenta as seguintes dificuldades: 
a - Se a faixa de freqüências utilizada nos ensaios 
abrange diversas décadas, os elementos de [A] são tais que os 
valores correspondentes âs baixas freqüências têm pouca influên- 
cia. Conseqüentemente nao se consegue bom ajuste nas baixas fre- 
qüências.
_ 
- - _ 2 _ ' b - Se os polos de G(s) sao tais que [Q(]w)] varia 
muito para os pontos obtidos no ensaio, grandes erros são intro- 
duzidos. t 
V Para contornar os problemas anteriormente arrolados, 
foram implementadas. duas modificações no algoritmo. A primeira 
delas, proposta por Sanathanan, consiste na divisão da expressão 
(3.6) pelo módulo do denominador calculado com os coeficientes 
do passo anterior. A expressão para o erro quadrãtico torna-se: 
_ .. . 2 - [F(]W ) * Q(3w )- _ P(]W )-1 
lE"k.12 = k _k 1 2 
k 1 
f (3.9) 
O subscrito 'i' em (3.9) significa o número da itera- 
ção. Sanathanan sugere a utilização de |Q(jwk)0| igual a 1 no 
passo zero. Porém, desenvolveu-se um procedimento de iniciali-
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zação visando 'melhorar a aproximação inicial dos coeficientes. 
Tal procedimento, consiste em inicializar |Q(jwk)0| de acordo 
com a .expressao (3.10). Esta modificação resultou em um desem- 




= ‹3.1o› k O (1 + wkz / wl * w2)n 
onde: 
wl - valor da menor freqüência utilizada na identifi- 
cação ' ' A 
w2 - valor da maior freqüência utilizada na identifi- 
~ ' CãÇâO › 




' Em suma,V parte-se do princípio que o denominador da 
função de transferência pode ser inicialmente aproximado por um 
simples pólo com uma multiplicidade igual ao grau do denominador 
original. Este põlo ë fixado na média geométrica da menor e 
maior freqüência utilizada no ensaio, baseando-se no fato de que 
ê um procedimento de bom senso que a faixa de freqüências de es- 
timulo contenha todas as singularidades da função de transferên- 
cia. › H 
O cálculo dos coeficientes passa a ser efetuado pela 
minimização de: . ` 
n [E'k12 
E = 2 --f----§°` (3.l1)
Igualando-se a zero as derivadas assim obtidas, chega- 
se ao sistema linear: 
Lo o 
o 1.23 ~o 
-L2 0 L4 
0 -L4 0 
nos-os no 
-S0 -T1 S2 
T1 -S2 -T3 
S2 T3 -S4 






h= 0] 1' 2' oo 
~ A soluçao de (3.1l) exige que uma das variáveis seja 
fixada. Geralmente faz-se a0 igual a 1 [2l]. Porém, implementou- 
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n h S. = 2 W * R ' V(3.l2) h k 1 k k
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se o algoritmo de forma que o usuário possa definir, entre os 
coeficientes a0, al e a2, aquele que será fixado igual a 1. Após 
-esta definição será eliminada a linha correspondente em (3.1l) e 
a coluna respectiva será colocada no vetor B em (3.8). A solução 
deste sistema é obtida através de rotina específica para solução 
de sistemas lineares [12]. V 
j Este algoritmo converge rapidamente (entre 3 e 5 ite- 
rações) e apresentou bons resultados nos testes realizados com 
dados obtidos de ensaios de campo, mesmo quando estes dados con- 
tinham imprecisão devido a leitura dos oscilogramas. 
O algoritmo calcula os _coeficientes da função de 
transferência cuja estrutura é definida pelo usuário através do 
grau do numerador e do denominador. Esta estrutura poderá ser 
alterada visando-se encontrar aquela que melhor represente 'o 
sistema identificado. ~
A 
3.2.2 - Identificação temporal 
O método -implementado para efetuar a identificaçao de 
sistemas, a partir dos dados obtidos através de ensaios de res- 
posta no tempo, constitui-se, numa.primeira etapa, num procedi- 
mento para efetuar a correlação dos pontos do dominio do tempo
A para o dominio da freqüencia [2] e, posteriormente, utiliza-se o 
procedimento para identificação freqüencial. 
Esta opção deve-se a uma série de razões. O algoritmo 
que efetua a correlação do dominio do tempo para o domínio da 
freqüência apresenta bons resultados e é facilmente implemen- 
tado. Obtém-se a derivada da funçao correlacionada de uma ma- 
neira que evitam-se os problemas numéricos inerentes a esta ope-
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ração. Esta derivação ê necessária porque na maioria dos ensaios 
utilizados para identificação temporal emprega-se a resposta ao 
degrau e, por conseguinte, os dados obtidos representam a função 
procurada multiplicada pela função que representa o degrau apli- 
cado. Para a segunda etapa do método, utiliza-se a identificação 
freqüencial já implementada. 
Para efetuar a correlação do domínio do tempo para o 
domínio da freqüência utiliza-se o par de transformadas de Fou-
~ rier, (3.l3) e (3.l4), que expressa exatamente a relaçao entre 
estes dois domínios. 
1 m _ fm = --Í lg‹w›ie1W'°1 âw r ‹s.13› 
2'ÍT oc 
gw) = Ja [f(t) e'1`W'°1 at ‹3.14›
I 
Quando tem-se f(t) na forma analítica basta resolver 
. para obtor-se g . Porem, isto nao ocorre nos problemas I` LO ¡..¡ Jä ší z` ¿4 *Z ~.z 
de identificaçao. Nestes casos tem-se f(t) sob a forma de uma 




A obtenção de g(w), para determinado número de pontos, 
-z em uma dada faixa de freqüencia, requer que se efetue a trans- 
formada de Fourier (3.l4) de cada ponto da tabela para todos os 
valores definidos para w. Esta transformação ë efetuada a partir 
das seguintes expressões: _ . 
g(w) = gr + j gi .(3.l5)
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onde gr (3.l6) e gi (3.17) representam a parte real e imaginária 
de g(w) respectivamente e são obtidas como segue.
u 
k ‹An+1 - An) 1 « . 
géw) = z (cos wt - cos wt ) , (3.l6) n=o -‹tn+1 - tn) ‹-w2› 
V 
“ “+1_ 
A0 n k (An+l - An) 1 , 
g(w) = - -- - E ~ «- (sen wt - sen wt ) 1 2 l'1 I1+l w n=0 (tn+1 - tn) (-w )
À 
(3.l7) 
Demonstram-se as expressões (3.16)4 e (3.17) no apên- 
dice C. ' 
O algoritmo implementado efetua o tratamento dos dados 
obtidos a partir da resposta no tempo ao impulso, degrau ou 
rampa. A expressão (3.l5) representa a transformada de Fourier 
da resposta ao estímulo aplicado e pode ser escrita como: 
g(jw) = f(jw) u(jw)_ (3.18) 
onde: 
f(jw) : função procurada 
u(jw) : estímulo aplicado 
Considerando (3.l5) e (3¬l8), dependendo do estímulo 
aplicado, obtém-se a 'função desejada através das» seguintes 
transformaçoes auxiliares:f - 
a - Resposta ao impulso 
f‹jw› = gr + j gi ' ‹3.19)
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b - Resposta ao degrau
A 





f(jw) = (<;-1r+ 3' gi) _- (3.21)A 
' W AW 
f(J`w) =-_9i+J`_9r (3.22) 
.A A 
c - Resposta ã rampa
A 
g(jW) = " -šã f(jW) = gr + Í gi (3-23)
1 
_ wzp 





f(Jw) = _ rx” gr ' 3 'Ã' gi V (3.25) 
- As expressões (3.16) e (3.17) permitem que se efetue a 
transformação, do domínio do tempo para o domínio da frequencia, 
do conjunto de pontos obtidos do ensaio, isto ê, a resposta do 
sistema ao estímulo aplicado. O resultado assim obtido pode ser 
transformado na resposta em freqüência do sistema identificado
~ através das expressoes (3.19), (3.22) ou (3.25), dependendo do 




Finalmente¡ tem-se os dados necessários para executar 
o procedimento de identificação freqüencial e obter-se a função 
de transferência desejada. 
3.3 - Análise de sistemas lineares 
. 
- As ferramentas mais utilizadas para análise de siste- 
mas lineares são a resposta freqüencial e o lugar das raizes 
[l7].
_ 
A resposta em freqüência ë bastante utilizada devido a 
~ z ~ ' simplicidade de implementaçao do metodo e a interpretaçao direta 
dos resultados. * ' 
O lugar das raízes ê um 'método cujo algoritmo apre- 
senta alguma complexidade de implementação porém fornece grande 
quantidade de informações a respeito do sistema que se deseja 
analisar. V *`
r 
-3.3.1 - Resposta freqflencial 
Para executar a resposta em freqüência de uma função 
de transferência como implementou-sc um algoritmo que cal- ø` CJ c FJ `ø 
cula os valores do mõdulo e da fase, para um determinado valor 
- , . . . ~ _ - ., 5 de freqüencia, a partir da contrinuiçao de cada um aos seus po 




Fatorando-se, o numerador e o denominador de (3.l), 
obtêm-se termos do tipo: 
da : K 
bz jw' 
c : 1 + jwT
. 
*sô 
a z 1 + (2/wn›jw + ‹jw›2 /wn2 
cujos módulos podem ser calculados, para um determinado valor da
~ freqüência, através das expressoes: ' 
a : K ` 
b : w 
c : J 1 + w2T2 
d : /”(*1 - vi.-2/wnz) + (2w/wn)2
Q e os angulos podem ser calculados, para um determinado valor da 
freqüência, através de: ' 
a: 0° 
‹ b : 90° 
c : arctg (wT) 
PT P1 PQ ‹.~ (4 ` \ 'I' '~4 5
. 
`J `\ f¶ 
_:
‹ '34 U 
l\) 
`} \¡_J d : arct - - w2/*
A 
_ 
O módulo da função de transferência para um determi-
A nado valor da freqüencia ê obtido multiplicando-se todos módulos 
relativos a cada zero da função e dividindo-se o resultado, pe- 
los módulos relativos a cada um de seus pólos. 
~ ~ 
` A fase da funçao de transferencia, para cada valor da 
freqüência, ê obtida somando-se a fase de todos os zeros da fun- 
ção e subtraíndo-se a fase de todos os seus pólos.
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3.3.2 - Lugar das raizes 
O método do lugar da raizes é uma das ferramentas 
clássicas mais importantes para a análise e o projeto de siste- 
mas de controle. Existem, fundamentalmente, dois tipos de algo- 
ritmos para obtençao do lugar das raizes: os que calculam as 
raizes da equação para cada valor do ganho e aqueles que obtém 
os pontos de cada ramo do gráfico, de maneira continua, sem re- 
solver explicitamente a equação. 
` V Implementou-se um algoritmo que é uma combinação do 
método da continuidade com o método de Newton-Raphson [14]. Tal 
escolha deve-se ao menor risco de se cair em problemas de esta- 
bilidade_numérica, já que os algoritmos de cálculo de raizes, 
que se mostram rápidos, normalmente falham em determinadas con- 
dições tais como a multiplicidade de raízes [34]. 
í 




- ~ ¢ - ~ malha fechada, de uma equaçao caracteristica, como funçao de de- 
A ` terminado parametro. g Â 
Para 0 ,desenvolvimento do método considera-se a equa- 
ção caracteristica ' 
1 + K G(s) H(s) = O (3.26) 
que pode ser escrita como 
B(S) + K A(S) = O (3.27) 
Pode-se calcular a solução de (3.27) para um ganho 




Se sllk ê a solução de (3;27) para um ganho K, a solu- 
ção aproximada para o ganho K + AK pode ser calculada através de 
‹3.2a›, ¿
` 
S2 k = sl k + As = sl k - K ~~ 
'A(S1'k) 
z ~zzz ‹3.2s) 
I I I 
V 
. dB(5l k) + K dA(s1 k) 
I 
H 
ds ' ds 
A correção deste valor pode ser feita baseando-se na 
regra dos trapêzios: 
' AK 
V_ A(s1 k) s' = s - ~ z ~ l *L ~»*‹~ Z + 1'k 1'k 2 âB‹s1 k) + K âA‹s1 k) 
- ' ds ds 
AK I À(s ) V ` 
+ f 2'k fzzz (3.29› 




O incrementoAK usado ê ajustado a cada novo cálculo de 




Consegue-se um melhor resultado corrigindo o último 
. -. _ ¬ _, ¬__:\.., I 1! \ -...¬ .¬_...,.:\.. :« _._-._:'›_ .__,___.-:_ “,_--.|_._.. 1¬._..1..._..__ PUIIEU bd.L(,l.lLdUU \b 1 k) t-:ill bduã. .1.L.¢.l.‹:l\,'‹:tU u.bc|.11uU 1.\|c:wL.u11'-J.\a¡._J.uoU.u, _ , . 
conforme a seguinte equação: 
= 
' 
B(s'1 k) + (K + AK) A(s'1 k) = - A e 1 3.3o s1'k*^k S 1'k ' âB‹s' › + (K + AK) âA‹s' › 
( ) 
1,k - 1,k 
ds ds 













$l,k ° »' 
FIGURA 3.1 - Etapas do algoritmo para cálculo do lugar das 
raizes. . 
_ 
Este procedimento de ajuste traça os ramos do lugar 
das raizes de forma contínua, unindo os pontos s1,k e sl'k+Ak da 
Figura 3.1, interrompendo-se somente quando for detectada a 
proximidade de um zero da função ou um ponto de quebra do lugar 
das raizes.- '
1 
3.4 - Simulação 
O algoritmo implementado executa a simulação de mode- 
los multivariáveis e não-lineares [26]. V“ 
V 
Os modelos são representados através dos blocos exis- 
~ A tentes na biblioteca do programa e sao apresentados no apendice 
D;'A descrição dos modelos é efetuada através da sua topologia 
e, também, da natureza e dos parâmetros dos blocos. 
` Antes da simulação executa-se o procedimento de orde-
Q namento dos blocos do modelo que estabelece a seqüencia em que 
os blocos são simulados ou emite uma mensagem acusando a exis- 
tëncia de "loop" algébrico.
u
240 
Implementaram-se procedimentos auxiliares que permitem 
ao usuãrio efetuar modificações na topologia e nos parâmetros do 
modelo. " i 
' Para executar a simulação o programa considera as con- 
dições iniciais, o passo de integração, o tempo de simulação e
~ as informaçoes para o armazenamento, no "buffer" de curvas, das 
variáveis definidas pelo usuãrio. 
3.4.1 - Estrutura de dados 
A estrutura de dados criada para armazenar as infor- 
mações do modelo constitui-se dos seguintes dados: número do 
bloco, diretiva que identifica a sua natureza,.nome, número dos
~ blocos cujas saídas sao utilizadas para calcular-se sua entrada, 
(
i 
condição inicial, valor da entrada, valor da saida e parâmetros 
dos blocos. 
'3.4.2 - Biblioteca de blocos 
A biblioteca, implementada no programa, está dividida, 
em seis (6) grupos de blocos: blocos sem entrada, blocos com me¬ 
mõria, blocos sem memória, blocos estáticos, blocos de funções e 
blocos gerais. Os grupos, os _blocos e suas relações 
saída/entrada são apresentados no apêndice D. 
~ ` A divisao em grupos tem por objetivo dar uma estrutura 
ã biblioteca de forma a facilitar o seu acesso durante a defini- 
ção de um modelo e, também, o ordenamento dos blocos para a si-
~ mulaçao.
_ 
No grupo dos blocos sem entrada existe o bloco entrada 
A/D, porém sua entrada ê externa ao modelo, isto ë, proveniente
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de um conversor analógico/digital e para fins de ordenamento 
esta diferença é muito importante. ' 
_ Os blocos dos demais grupos possuem três entradas com 
exceção dos blocos multiplicador, divisor e ganho controlado que 
pOSSU.eII`l apenas duas. V 
3.4.3 - Descrição topolõgica do modelo 
Todo o modelo deve ter seus blocos numerados. A estru- 
tura topolõgica do modelo é declarada, bloco a bloco, através do 
número do bloco, de um conjunto de caracteres para sua identifi- 
«. 
cação, e dos números dos blocos que lhes servem de entrada. A 
entrada de cada bloco é uma combinação algébrica das saídas de
A até tres blocos e é definida através dos números destes. Ao de- 
finirem-se as entradas de um bloco pode-se escrever diretamente 
o número daquele cuja saída será considerada ou então, o número 
com o sinal menos, significando que será considerada a saída com 
o sinal trocado. 
Concluída esta etapa, deve-se declarar a natureza e os 
øâ parametros de cada bloco. - 




Cada bloco do modelo representa uma determinada funçao 
dentre as que estão disponíveis na biblioteca. 
A natureza do bloco é caracterizada através de um mne- 
mõnico de três caracteres que pode ser observado na listagem 
apresentada no anexo I. Dependendo da natureza, o bloco pode ter 




Por ocasião destas definições, efetua-se a consistên- 
cia entre a natureza do bloco e a declaração da topologia do mo- 
delo. Çom este procedimento, evita-se que um bloco, em cujas en- 
tradas existam valores não nulos, seja declarado do tipo sem en- 
trada. ' V ' 
V Também são 'validados os parâmetros do bloco evitando- 
se, por exemplo, que o limite inferior de um limitador seja de- 
clarado maior do que o seu limite superior, ' 
3.4.5 - Coeficientes de integração › 
Para efetuar a simulação, utilizou-se um método de in- 
tegração implícito de segunda ordem . O modelo do integrador 
contém, além do passo de integração "h", os parâmetros "l" e "g" 
como pode ser observado na Figura 3.2. Estes parâmetros são for- 





o método trapezoidal. O apêndice E apresenta' o algoritmo de in- 
tegração e o cálculo dos coeficientes para todos os blocos de 
natureza dinâmica. ' ' 
,mr 
h - 1 . - E lég S -- Ss 
FIGURA 3.2 - Modelo do integrador. 
Considerando-se o modelo apresentado, ,tem-se a se- 
guinte expressão para calcular a integral:
V 
sk+1 = sk + 1 * h * [9 Í sš+1 + (1'- g) 
* SL ] (3.31)
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definindo-se os- coeficientes de integração C1, C2 e C3 como se- 
gue: 
-C1 = 1' 
. 13.32) 
C2~= 1 * h * 9 (3.33) 
C3 = 1 * h * (1 f 9) _ 
i (3.34) 
- Substituindo-se (3.32), (3.33) e (3.34) em (3.31) tem- 
se a expressão generalizada para executar a integração numérica 
sk+1`= c1 *sk + cz * s¡<+1_+ _c3 * sk' ‹3.3s› 
No apêndice 'E são derivados os coeficientes de inte- 
gração para os demais blocos da biblioteca. ` ' ' 
Este algoritmo ê estável numericamente, apresenta boa 
precisão e ê bastante rápido para executar a simulação. 
3.4.6 - Curvas de saida
V 
Os resultados pda simulação são apresentados sob a 
forma gráfica. O usuário* deve definir os blocos, cujas saídas 
serão armazenadas, para posterior -apresentação, através de seu 
O _ 
IIIIXIIGIO. ' - ' - 
u 
O programa permite que um máximo de vinte e cinco (25) 
'blocos tenham suas saídas armazenadas, simultaneamente, a cada 
execução da simulação. ' i ` ' .
”4 4 
3.5 - Transformações auxiliares 
,iPara se utilizar as ferramentas clássicas de análise 
disponiveis no programa, ë necessário dispor-se dos modelos li- 
nearizados e sob a forma de função de transferência. A maioria 
dos modelos utilizados para.representar os sistemas de controle 
dos SEP's ê multivariável, não-linear e apresenta-se sob a forma 
de diagrama de blocos compatíveis-com a modelagem utilizada na 
~ ø f _ simulaçao. Assim sendo, e imprescindivel a reduçao destes ã 
forma anteriormente citada para possibilitar o uso daquelas fer- 
ramentas. ' ` 
A redução dos modelos é efetuada em duas etapas. Pri- 
meiramente obtêm-se a equação de estado do modelo linearizado em 
torno do ponto de operação, posteriormente obtém-se a matriz de 
transferência através do algoritmo de Fadeev-Leverrier [7],
1 ~ ~ A '3.5.1 - Obtençao da equaçao dinamica 
Para se obter a equação dinâmica, que representa um 
modelo multivariável e não-linear, implementou-se o algoritmo do 
modelo incremental. Esta opção deve-se a facilidade de compati- 
bilização deste 'com a estrutura dos modelos declarados para a 
simulação, versatilidade para tratar todos os blocos da biblio- 
teca, bons resultados numêricos e facilidade de implementação. 
V 
O algoritmo consiste, basicamente, em obter-se os coe- 
ficientes das matrizes A, B, C e D a partir da aplicação de um 
' » ~ pequeno disturbio, em torno do ponto de operaçao, em cada variá- 
vel de entrada e de estado do modelo verificando-se sua reper- 




Considerando-se a seguinte equação de estado 
x' = A x + B u 
y = C x + D u 
n - ordem do sistema 
ne - número de entradas 


















. ‹3..37› 1,3 ¿x_
3 
Axj = degrau incremental . . Axk = 0.0 k ¢ 3 
Auk = 0.0 -k = 1, 2, ... ne' 
Ax'. 
Axk = 0.0 .k = 1, 2, ... n
Í Au]
Ã6 
Auj = degrau incremental Auk = 0.0 k ¢ j 
Ayl 





- Axj = degrau incremental Axk = 0.0 k ¢ j 
Auk = 0.0 _k = 1, 2, ... ne 




Axk = 0,0 k = 1, 2, ... n . 
Auj = degrau incremental ' Auk = 0.0 k ¢ j 
, O algoritmo efetua o cálculo dos coeficientes, acima 
referidos, sobre o modelo declarado para simulação. Para sua 
execução, ê necessário, para`os modelos não-lineares, que estes 
estejam completamente estabilizados em torno do ponto de opera- 
-.:- -¬----'-J- 5--|--\ : J-^Ã-~ -:sr-.¬ r.¬¬¬-ân Â»-\v-Ãxv-\Ãn<¬ ¢c4-ø¬'::m 'Ír~r11:›';¢ 2 QGLU U.Cbt:_j‹J.u.U¡ .Lauu c:¡ \.uu.ao ua Duas \.z'\:,.z..z.v‹:.z\.4\....~*z \.......`.._¡'...'..\. ..'¡,........__. ... 
zero. Isto ë obtido, por decisao do usuãrio, através do algo- 
ritmo de simulaçao. 
_ 
Os blocos não-lineares tipo limitador, zona* morta, 
etc, poderão ser previamente tratados pelo usuãrio. Por exemplo, 
um bloco do tipo zona morta, dependendo do degrau incremental 
definido pelo usuãrio, poderá abrir a malha, causando um resul- 
tado indesejado. Isto pode ser evitado redefinindo-se o bloco 
como um ganho unitário. ' -
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3.5.2 - Transformação de uma equação dinâmica para uma 
matriz de transferencia - 
Para obter-se a matriz de transferência a partir de 
uma equação dinâmica implementou-se o algoritmo de Fadeev-Lever- 
rier [3]. Este algoritmo, aliado ao algoritmo para obtenção de 
~ A ` uma equaçao dinamica, permite que se 'obtenha cada uma das 
funções de transferência existentes em um determinado modelo
~ multivariâvel e nao-linear. 
A aplicação deste algoritmo a sistemas de ordem ele- 
vada (maior que 10), deve levar em conta o condicionamento das 
matrizes, pois este fato influencia significativamente a quali- 
dade do resultado. Para melhorar o condicionamento da matriz A, 
efetuou-se um escalamento, utilizando-se o conceito de medida de 
matriz [28], que resultou numa melhora significativa no desem- 
penho do algoritmo . 






K1 = Menori 
I 







K2 = Maior; 
I a¿¿ - |a¡k| I (3.42) * 
| 
A* k=Ê *_ | 
k¢l 
P1: 
V FEA = Maior [Kl,K2] (3.43) 
onde ' 
' FEA : Fator de escalamento da matriz A
. a__ 






o z 1 = 1, 2, ... n e 3 = 1, 2, ... n 




A matriz de transferencia da equaçao dinamica (3.36) ê 
obtida com o segue: “ 
A
» 





Adj(sI À Ã) 
-(sI Ã) (3.46) 
det(sI - Ã) 




M(s) = ------ (c Adj(sI - Ã) B + D det(sI - Ã›› 
.det(sI - Ã) .
~ Considerando as seguintes expressoes: 
F(s) = C Adj(sI - Â) B + D det(sI - Â) 
Adj(sI - Â) = E0 sn'1 + E1 sn'2 + ... + En_2 s + En_l 
det(sI - Ã) = sn + a(1) sn'1 + ..Ç~+ a(n-1) s + a(n) 
Substituindo (3.49) e (3.50) em (3.48) tem-se 
F (S) = D sn + (c E¿ B + D a(1)› sn-1 + (c E1 B + D a(2)› 








' O algoritmo para obtençao_ de Ek, a(k) e F(k) ë Cgns- 









: k = 1
_ 
: a(k) = - ll / k) traço (Ã * Ek_1) (3.52) 
: Fk = C * Ek 1 * B + a(k) * D 
:Ek=Ã*Ek_l+.a(k)*I 
: k = k + 1 
: k <= n 
A Repetem-se os passos 3, 4, 5, 6 e 7 enquanto a condi- 
ção do passo 7 for satisfeita. 
.` 
- Obtidos os polinomios (3.5l) e (3.50), que representam 
as os numeradores e os denominadores das funções de transferencia 
da matriz Mfs), procede-se ao reescalonamento. Para tanto, mul- 
tiplica-se cada coeficiente pelo fator de escalamento elevado na
A potencia do termo em "s" correspondente. 
Observa-se, a partir de (3.47), que o polinõmio do de- 
nominador das funçoes de transferencia e a propria equaçao ca- 
racterística da matriz A. Este fato sugere que podem existir 
__. ~ cancelamentos entre zeros e pÕ1os_destas funçoes, principalmente 
no caso multivariável. Implementou-se um algoritmo, que ê apre- 
sentado a seguir, para estes cancelamentos. 
3.5.3 - Cancelamento de zeros e pólos 
O algoritmo implementado para efetuar os cancelamentos
a desenvolve-se em tres fases. Inicialmente, calculam-se os zeros
Bo 
e pólos da funçao de transferencia. Em seguida, calculam-se to- 
das as distancias relativas, entre os zeros e os põlos, e sele- 
cionam-se aquelas que são menores do que uma determinada tole- 
rância fornecida pelo usuário. Finalmente, efetuam-se os cance- 
lamentos, partindo-se da menor para a maior distância, dentre 
aquelas selecionadas. ' 
3.6 - Conclusões 
_
/ 
Inicialmente, apresentaram-se os algoritmos implemen- 
tados para efetuar a identificação dos sistemas físicos; Descre- 
veu-se o algoritmo de Levy utilizado para efetuar a identifica- 
~ . ~ çao freqüencial. Foram enfatizadas as modificaçoes introduzidas 
com o objetivo de melhorar o _seu desempenho. Para efetuar a 
identificaçao temporal, implementou-se o algoritmo de correlaçao 
dos dados para o domínio da freqüência para posteriormente uti- 
lizar-se o algoritmo de identificação freqüencial. Justificou-se 
a utilização desta estratégia¿ 
Em seguida, apresentaram-se os métodos de análise.
A Descreveu-se o algoritmo de resposta em freqüencia que apresenta 
. ....z -- ~.:...› . ; 
seus resultados através dos diagramas de Bode, Nyquist e Ni- 
chols. Apresentou-se o algoritmo do lugar das raízes, cuja im- 
plementação baseou-se no método da continuidade combinado com o 
método de Newton. 
Apresentou-se o algoritmo implementado para efetuar a 
~ ` . ø ~ simulaçao de modelos multivariaveis e nao-lineares. Descreveu-se 
a estrutura do modelo, a biblioteca de blocos, o método de inte- 
gração numérica e a apresentação dos resultados.
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Finalmente; apresentaram~se os algoritmos que efetuam 
transformaçoes auxiliares. Descreveu-se o algoritmo que obtêm a 
~ . - ~ equaçao de .estado a partir do modelo declarado para simulaçao. 
Descreveu-se, também, o algoritmo que efetua a transformação de 
uma equação de estado para uma matriz de transferência. Foram 
comentados; ainda, os algoritmos “para produto de polinõmios, 





INTERFACES PARA COMUNICAÇÃO COM O USUÁRIO O 
4.1 - Introdução 
Neste capítulo apresentam-se os mecanismos utilizados 
para realizar a comunicação entre o programa e o usuãrio. ' 
- É apresentado o sistema de "menus", através do qual 
seleciona-se a função do programa que será ativada. ' 
Descreve-se o sistema, através do qual desenvolve-se o 
diálogo, onde é realizada a entrada dos dados. 
Sao descritos os meios de apresentaçao dos resultados 
obtidos pelo programa e, também, as mensagens emitidas quando da 




4.2 - "Menus" hierárquicos para seleção das funções 
\ _ 
- O programa possui um sistema de "menus" hierárquicos 
através do qual podem-se acessar todas as funções implementadas. 
' Apresenta-se a estrutura-de "menus" na Figura 4.1 onde 
percebe-se que cada "menu" é apresentado em uma janela com três
~ colunas e dez opçoes. A coluna da esquerda apresenta as chaves 
de função, a coluna central apresenta breve descrição da função 
e a coluna da direita apresenta uma diretiva que identifica a 
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FIGURA 4.1 ~ Estrutura dó "menu" principal.
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As chaves de funçao sao numeradas de um até dez, po- 
rêm, nem todas são utilizadas. As diretivas são constituídas de 
três caracteres. A seleçao de uma determinada função é efetuada 
através da chave de função ou da diretiva correspondente. Pode- 
se ver, na estrutura apresentada na Figura 4.1, que algumas 
opções dentro dos "menus" ativam outros "menus" enquanto outras 
ativam diretamente uma função.do programa. gi 
A alternativa de seleção através das chaves de função 
permite o acesso somente àquelas opções que estão mostradas no 
"menu" ativo, enquanto as diretivas permitem o acesso a qualquer 
~ ' ` uma das opçoes disponíveis nesta estrutura, independente de qual 
dos seus "menus" esteja ativo. 
No "menu" principal existem as seguintes opções:
z 
Fl : ativa o "menu" com as opções de algoritmos dispo- 
' ~ ' níveis para a identificaçao. 
F3 : ativa o "menu" com as opções de algoritmos dispo- 
Q - ` P z niveis para a analise. 
F5 : ativa o "menu" com as opções relativas ao algo- 
ritmo de simulação . ' 
F7 : ativa o "menu" com as opções relativas aos algo- 
ritmos auxiliares.. 
F10: ativa o encerramento do programa. 
z, A ativação da função 'FIM' no "menu" principal fará o 
encerramento do programa após sua confirmação. Este encerramento 
implica em desalocar todas as estruturas da base de dados, que 
são alocadas dinamicamente na memória do computador, e desativar 
todas as janelas que estejam ativas. -
“s 5 
4.2.1 - Identificação 
Apõs a ativação da função Identificação no "menu" 
principal ê apresentado o "menu" cujas funções significam o se- 
guinte: 
F1 : ativa o diálogo referente ao algoritmo de iden- 
tificação freqüencial.
A 





` F10: retorna ao "menu" imediatamente anterior na 
hierarquia. ` 
4.2.2 - Análise e projeto 
V 
A ativaçao da função Análise/Projeto no "menu" princi- 
pal provoca a apresentação do "menu" cujas funções são: 
F1 : ativa o diálogo referente ao algoritmo de res- 
u 
posta em freqüência. 
'z~--4- v- _ _ -. ¬ . F3 : ativa o dialogo referente ao algoritmo de tra- 
çado do lugar das raizes. 
F10: retorna ao "menu" imediatamente anterior na 
hierarquia. 
_4.2.3 - Simulação 
A ativação da função Simulação no "menu" principal 
acessa o "menu" cujas funções sãoz'
g
.S6 
F1 :-ativa o diálogo referente ä. entrada de modelo 
para o algoritmo da simulação. 
, 4 F2 : ativa o dialogo referente ã modificação de topo- 
logia do modelo armazenado na base de dados. 
F3~: ativa o diálogo referente ã modificação de pará- 
metros do modelo armazenado na base de dados. 
F4 : apresenta na tela a estrutura do modelo armaze- 
nado na base de dados. ' 
F5 : ativa a execução da simulação do modelo armaze- 
nado na base de dados. 
F6 : ativa o diálogo referente a apresentação das cur- 
vas armazenadas no "buffer" ou nos _arquivos em 
disco. V - _ 
F7 : ativa o diálogo referente ao algoritmo de obten- 
ção da equação dinâmica. . 
‹ F8": ativa o diálogo referente ao armazenamento de mo- 
delos e/ou curvas em arquivo de disco. 
Fl0: retorna ao "menu" imediatamente anterior na 
hierarquia.. 
A maioria das funçoes apresentadas neste "menu" visam 
permitir, ao usuário, efetuar modificações no modelo e apre- 
sentá-lo na tela. “ ` 
4.2.4 - Algoritmos auxiliares 
A ativação da função Algor. Auxiliares no "menu" prin- 
cipal acessa o "menu" cujas funções são:
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F1 : ativa o diálogo referente ao algoritmo para cál- 
culo de autovalores. 
F2 : ativa o diálogo referente ao algoritmo de Fadeev- 
. Leverrier. ^ 
F3 : ativa o diálogo referente ao algoritmo para can- 
celamento de zeros e pólos. 
F4 : ativa o diálogo referente ao algoritmo que' cal- 
cula zeros e pólos. 
F5 : ativa o diálogo referente â eliminação de zero 
e/ou põlo de uma função de transferência. 
F7 : ativa o "menu" referente aos outros algoritmos. 
F8 : ativa o diálogo referente ao procedimento para 
- armazenamento de dados em arquivos. 
F10: retorna ao "menu" imediatamente anterior na hie- 
rarquia. 
_ 
- Outros algoritmos 
A ativaçao da funçao Outros Algoritmos neste "menu" 
acessa o "menu" cujas funções são: 
F1 : ativa o diálogo referente ao algoritmo do cálculo 
de raízes. -- 
› F3 : ativa o diálogo referente ao algoritmo do produto 
úâ de polinomios. . 
' F5 : ativa o diálogo referente ao algoritmo que re- 
constitui polinõmios. . 
F7 : ativa o "menu" referente ao algoritmo que recons- 
~ ._ titui funçao de transferencia.
isa 
ativa o diálogo referente ao procedimento para .F8 : 
armazenamento de dados em arquivos. 
retorna ao "menu" imediatamente `anterior na F10: 
hierarquia. A 
'_O programa possui, ainda, ~mais dois "menus" que são 
apresentados após a apresentação dos relatórios e dos gráficos 
respectivamente. A Figura 4.2 apresenta estes "menus". ~ 
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As funções do "menu" que ê apresentado após os relató- 
rios de saída significam: 
.F1 : retorna ao diálogo referente ao algoritmo cujos 
resultados foram apresentados na tela. . 
F3 : retorna ao relatório anteriormente apresentado. 
ativa o procedimento de impressão do relatório 'F5 : 
anteriormente apresentado. - -
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F8 : ativa o diálogo referente ao procedimento para 
armazenamento de dados em arquivos. ' 




As funções do "menu" que ê apresentado após os gráfi- 
cos significam: 
Fl : retorna ao diálogo referente ao algoritmo cujos 
resultados foram apresentados na tela. 
F3 : ativa o procedimento de leitura de pontos dos 
gráficos da tela.
~ F4 : ativa o procedimento que executa a ampliaçao de 
parte do gráfico mostrado. 
F5 : ativa o procedimento que permite a edição sobre a 
z tela gráfica. . 
F6 : ativa o procedimento que executa um gradeado so- 
bre a tela ca. LOH 91\ rh FJ. 
F8 : ativa o diálogo referente ao procedimento para 
armazenamento de dados em arquivos. 
F10: retorna ao "menu" imediatamente anterior na hie- 
rarquia. 
A seleçao de uma determinada funçao da estrutura do 
"menu" principal ativa o procedimento que efetua o gerenciamento 
da base de dados na memória do computador. Este gerenciamento 
desaloca as estruturas de dados que encontravam-se alocadas, na 
memória e que não são utilizadas pela função selecionada, e 
aloca as estruturas necessárias a esta função. A parte da estru-
60 
tura de dados comum às duas funções selecionadas consecutiva- 
mente ê mantida alocada na memória, preservando, desta maneira, 
os dados ali existentes. 
.ø 4.3 - Dialogos para entrada de dados 
A seleção de uma determinada função do programa, atra- 
vés dos "menus", ativa um procedimento que realiza o diálogo 
para a' entrada dos dados e das informações complementares para 
apresentaçao dos resultados. ' 
l Este diálogo desenvolve-se, de maneira auto explica- 
tiva, através de perguntas e "menus" auxiliares .
~ 
` 'Na fase de ediçao dos dados o programa recebe um con- 
junto de caracteres que posteriormente passará por um procedi- 
mento de validação. Não havendo erros, os dados serão armazena-
~ dos na base de dados do sistema e estarao disponíveis para uti-
¡ 
u N ' ‹ - 4 ‹ lizaçao do respectivo algoritmo, caso contrario, o progiama 
apresenta uma 'mensagem de erro e retorna ao ponto em que este 
ocorreu, para permitir sua correção. 
O diálogo poderá ser interrompido em qualquer momento. 
O programa retornará ao "menu" correspondente. 
Encerrado o diálogo, o procedimento que efetua a su- 
pervisao do programa ativa o procedimento que gerencia os algo- 
ritmos da função selecionada. ' 
4.4 - Relatório para apresentação dos resultados 
Encerrada a execução do algoritmo, a supervisão do 
programa ativa o gerenciador das saídas. Este, na inexistência
~ de erro, fará a apresentaçao dos relatórios.
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-. 
Os resultados de saída são tratados pelo módulo de 
~ . , _ ~ preparaçao dos _relatorios, cuja funçao ë formatá-los para apre- 
sentação na tela. ' 
O procedimento que efetua a apresentação dos relató- 
rios na tela possui recursos que permitem o completo manuseio 




- Encerrando-se a análise do relatório, o programa apre- 
senta o_ "menu" da Figura 4.2-a a partir do qual pode-se efetuar 
a impressão daquele ou selecionar qualquer uma das opções apre- 
sentadas. ' 
. 4.5 - Gráficos para apresentação dos resultados 
Algumas funções do programa apresentam suas saídas na 
forma gráfica. Nestes casos, encerrada a execução do algoritmo, 
a supervisao .do programa ativa o gerenciador das saídas que, na 
4. ø ~ inexistencia de erro, fara a apresentaçao dos gráficos. 
O gerenciador das saídas permite que sejam abertas até 
quatro janelas gráficas para apresentaçao dos resultados. Cada 
janela poderá apresentar vários gráficos simultaneamente. -
~ Juntamente com a apresentaçao dos gráficos, o programa 
apresenta o "menu" da Figura 4.2-b a partir do qual podem-se se- 
lecionar os procedimentos, descritos no ítem 3.2, disponíveis 
para o auxílio da análise dos gráficos.-
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4.6 - Mensagens para auxílio no tratamento dos erros 
O programa possui um conjunto de mensagens, associadas
~ aos códigos de erros, que sao apresentadas na ocorrência destes 
e que visam auxiliar o usuário na sua identificação.
~ 
. A supervisao dos erros ê efetuada nas diversas etapas 
do programa. Verificam-se os erros na entrada de dados, na exe- 
~ _, cuçao dos algoritmos, na leitura de arquivos e na apresentaçao 
dos resultados. 
4.7 - Conclusões 
' Apresentaram-se as diversas interfaces de comunicação 
entre o programa e o usuãrio. 
_ 1 
Inicialmente, apresentou-se a estrutura dos "menus" 
descrevendo-se todas as funções existentes e as formas de selee 
cionâ-las- Enfatizou-se a facilidade da seleção efetuada através 
das diretivas e fez-se uma breve explanação sobre os mecanismos 
de alocação das estruturas de dados na memória do computador, 
Em seguida, descreveu-se a forma como ê realizado o 
diálogo para entrada dos dados e'üs*procedimentos que efetuam a 
validação destes. ' 
A apresentação dos relatórios, juntamente com os meca- 
nismos para seu manuseio, foram descritos.
_ 
V Descreveu-se a apresentaçao dos gráficos e as funçoes 
disponíveis para análise destes. ' ` 
Finalmente, apresentou-se o mecanismo de auxílio para 
o tratamento dos erros. '
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CAPÍTULO 5 
APRESENTAÇÃO DOS RESULTADOS OBTIDOS ATRAVÉS DO SIMAP 
5.1 - Introduçao 
Para ilustrar a aplicação do SIMAP apresenta-se o pro- 
jeto do Estabilizador do Sistema de Potência (ESP) [4] da usina 
hidrelétrica de Itaüba, da CEEE, desenvolvido e implantado re- 
centemente [33]. Objetiva-se, assim, demonstrar as facilidades 
que se teria caso o SIMAP estivesse disponível quando do projeto 
~ 4 ~ do ESP. Desta forma nao ha a preocupaçao rigorosa de justificar 
plenamente os ajustes tomados, mas sim mostrar como o programa 
pode ser útil no desenvolvimento de projetos desta natureza. 
O ESP é um dispositivo que atua sobre o sistema de ex- 
citação de uma máquina sincrona com o proposito de prover torque 
- ~ 4. de amortecimento para as oscilaçoes eletromecanicas do sitema de 
potência [32]. “ ` V 
_
t 
- As diversas etapas do projeto são desenvolvidas com o 
-.---!1.'_ J..'._-......--_...-._. _ -_ -___.--1¡.-J__ _1..z.:¬::_‹_-V __';'- ¬,_ .:-_-__..|._,:\_-_ -..___ G.U.}\LJ..LL) U.U BLUHLGÂIIG C UD) .I.CD'UJ.I..d.U.L¡b UL)L.J.(JUb bGU Lz\Jn..L.I.L¡U.L..Qbl\Jb UULLL 
os registros efetuados nos ensaios de campo. 
Descreve-se inicialmente a modelagem utilizada para a 
representação do sistema envolvido no projeto. A seguir apre- 
senta-se a identificação dos componentes dinâmicos do sistema de 
excitaçao: os filtros do compensador de corrente reativa (CCR) e 
do sinal .de tensão terminal da' máquina (RT). Apresentam-se os 
requisitos básicos do projeto, a estrutura de estabilizaçao pro-
~ posta, o roteiro de desenvolvimento e o confronto das simulaçoes
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com os registros oscilográficos obtidos através de ensaios de 
campo. ' - 
V 
5.2 - Modelagem da máquina síncrona contra barra in- 
~ finita V 
Tradicionalmente utiliza-se o modelo linear de Hef- 
fron-Phillips [4] para representação do gerador em projetos de 
ESP, porém, neste trabalho, optou-se por representar o gerador 
através do modelo IV [30] de máquina acoplada a uma barra infi- 
nita através de uma reatância pura, para fazer-se uso dos re- 
cursos do programa, como será mostrado no desenvolvimento do 
projeto. O modelo do gerador contra a barra infinita é apresen- 
tado na Figura 5.1.. ' 
_ 
- z 
As reatãncias e constantes de tempo utilizadas no mo- 
delo do gerador foram identificadas através de ensaios de campo 
[3i1. ..
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TABELA 5.1 - Dados do gerador e sistema de potência. 
' +_¿.. __________________________ __+ 
S = 139 MVA V 
+ ------- --3 ------------------- --+ 
FP = 0,85 
+ ---------------------------- --+ 
~xd = 1,0655`pu 'Y 
+ ---------------------- --V ---- --+ 
x'd = 0,2581 pu 
+ ---------------------------- --+ 
x"d = 0,2148 pu 
+ ---------------------------- --+ 
' xq = 0,8110 pu «à 
» + --------------------- -~ ----- --+ V 
xl ` = 0,1244 pu 
+ ---------------------------- --+. 
_ 
T'do. = 9,55 s ` 
+ ------------------ -+ -------- --+ 
T"do = 0,095 s 
+ ---------------------------- --+
A 
T"qo = 0,125 s 
+ ------------- --.----¬ --------- --+ 
Ag = 0,02785 pu 
,
' 
+ ---------------- --_- ---------- --+ . 
Bg = 8,1423 pu V 
+ ---------------------------- --+ 
xe ` = 0,1971 pu 
+ ---------------------------- --+ 
'M = 7,318 ‹ ' +---ë ------------------------ -¬+ 
D = 0 
+ ------------ -'- -------------- --+ 
~
. 
5.3 - Modelagem do sistema de excitação f 
` 
_ 
O sistema de excitaçãoÍ da UHE Itaúba ê do tipo estâ- 
tico e seu modelo ê apresentado na Figura 5.2. Este modelo foi 
completamente identificado através de ensaios de campo [3l]. 
Neste trabalho apresenta-se somente a identificação dos blocos 
com características dinamicas, ou seja: o filtro do regulador de 
tensão (RT) e o filtro do compensador de corrente reativa (CCR). 
A identificaçao dos demais blocos, aqueles de natureza estática, 
não será apresentada por fugir do escopo deste trabalho. 5
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Os filtros foram identificados .através de ensaios de 
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FIGURA 5.2 - Modelo do sistema de excitação. 
; _ 
- Identificação do filtro do RT
_ 
~ 
_ O modelo obtido para representação deste bloco foi 
conseguido através do algoritmo de identificação freqüencial. 
n Na Tabela 5.2 apresentam-se os dados que foram utili- 
zados para a identificaçao. Estes dados foram obtidos de regis- 
tros oscilográficos efetuados em campo. 
V A função de transferência 5.1 ê aquela atualmente dis- 
ponivel [31] para a representação do filtro do RT¡ enquanto que 





TABELA 5.2 - Dados para identificação do filtro do RT. 




(Hz) (V/V) (graus) 
+ -------- --+ ---------- --+ ----------- ~-+ 
3 1,0058 -5,40 
1,0058 - -11,52 
1,0116 -23,62 
~ 0,9942 ' -45,47 
. 0,9532 -55,14 
1 0,8824 -75,95 
13,0 0,7558 ' -91,47 
15,0 0,6491 ~ -104,00 
18,0 ' 0,4854 -118,93 




















1 + o,o1õ S + o,ooo1sz S 
- 0,986l38 
F(S) = * 5"* ""~f t t 2 4 (5.2) 
, 
_ 
1 + 0,0156222 s + 0,00015l807 s 
' 
` Para todos os efeitos práticos, 'pode-se considerar 
desprezível a discrepância entre os dois resultados. 
_ 
À validação da função' 5.2 ê efetuada através do con- 
fronto entre a sua resposta em freqüencia e os dados utilizados 
para sua obtenção. O gráfico da Figura 5.3 apresenta este con- 
fronto. Verifica-se. que existe uma excelente correlaçao entre a 
curva ajustada e os pontos obtidos do ensaio.
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- Identificação do filtro do CCR › 
. O modelo obtido para representação deste bloco foi 
conseguido através do algoritmo de identificação temporal. R 
. . . , 
Na Tabela 5.3 apresentam-se os dados que foram utili- 
zados para a identificação. Estes dados também foram obtidos de 
registros oscilogrâficos efetuados em campo. 
` A função de transferência 5.3 ê aquela atualmente dis- 
ponível [31] para a representação 'do filtro do CCR, enquanto 
que a função obtida pelo SIMAP ê aquela da expressão 5.4. 
1 . 
V F(s) = ' 2 . (5.3) 1 + 0,065 s + 0,00258 S
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' 
' 0,9aa394 1 
F(s) = ,~ (5.4) 
- 1 + o,0õ599õ7 S + 0,0o25a731 S2 
'Comparando-se as funções 5.3 e 5.4 nota-se que os coe- 
ficientes obtido estão bastante prõximos da função de transfe- 
rência existente. Considere-se que a Tabela 5.3 possui apenas 14 
pontos do. oscilograma e estes foram truncados na terceira casa 
decimal. Valida-se esta função confrontando-se a sua resposta ao 
degrau unitário com os pontos da Tabela 5.3. A Figura 5.4 apre- 
senta este confronto. Percebe-se que a curva da resposta ao de- 





~ TABELA/5.3 - Dados para identificação do CCR. 
+ ---------- --+ ------------- --+ 
tempo 0 0 amplitude 
. (s) 
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FIGURA 5 4 - Resposta ao degrau do filtro do CCR
I 
- Ajuste do controlador de tensão 
Efetuou-se o ajuste do ganho do controlador de tensão 
com a máquina operando a vazio [31}. Para representar-se o gera- 





` A função de transferência Vt/Vref, com o gerador a va- 
zio em malha aberta, ë obtida a partir da equaçao incremental do 
modelo e_ sua posterior transformação em função de transferência 
através do algoritmo de Fadeev-Leverrier. V
_ 
' Utiliza-se o Valgoritmo do lugar das raízes para ajus- 
tar-se o valor do ganho. Na Figura 5.6, o gráfico superior apre-
72 
senta o lugar das raízes completo enquanto o gráfico inferior 
apresenta uma ampliação da parte central do anterior. 
Para se obter um par de põlos dominantes, conveniente- 
mente posicionado no plano complexo, adotou-se o valor do ganho 
igual a 200. A Figura 5.7 apresenta a resposta da tensão termi- 
nal, em malha fechada, ao aplicar-se um degrau na referência do 
controlador da tensao com o ganho ajustado. 
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FIGURA 5.5 - Modelo do gerador a vazio-
' 73 
-H .~ . _ .m,¢è.fl .......... ... .......... ...... ..Hagu1naa¿va21°_¿ ........... .., ..... .......... ........ 
z z 
‹ - - 
z z 
ff'
. gm- .......... .:.; ......... ..- ........... ..... ..X:1P0l0S€H ......... 





u z ø z .
' W .Q ... ........ .., .......... ..! ...... _ . . . . . . . . . . . . . . . . . .., ......... ..¡ .......... ..; ........... ._ 
1 
É 2 X . : ' Ê É Í 
q@.¢ 1, ................................................................................................................................ .. 
1 z , 1 ú u ~ ¢ - › 
z z u 
w u ‹ 
ao,ø _ ............................................................... ..; ........... ........... .......... .., ........................ .. 
ø.ea . . . z _; Q 4 .......... .., ........... .. 
ê -X¬-‹ fz . s 
. . z - -zz,ø .. ............................................................................................................. ._ 
. . 
. . 
. . . 
z o ‹ 1 . 
- . - ‹ › -qe ,ø ... ............................................ ......................................... ............................. .. z . z . z z 
z . z z - z 
-5g'z .. ......... ... .......... ..§ ...... .......... ..§ .......... ._ 
-3g'@ J. .................................... ........... ........ ........... ........... ..... ........... 





. O 1 `l 
‹s›_.¬
- Q I ou 
Q--






‹s› I un ‹:ø_.
. 0 I ru Q ‹s› I _.. ‹9 . ca
- 
ea






;' ff V . _ _ __ _ __z «ff _._...._- ___ V _» 







, |;_¢â.€ 0.....¡ÍÍ..;._ ............... ..... ..Hã°I\11na a vaz1o_ ................................. ... ................ .. 
X 2 pálosen K-::2B8 
. . HJ.. ............................... ............................................................................ .. 
' /. , . 
. . 
A 
5.9.....; ..... ....... ................................................................................. .. 
5,0, 
_ 
7 1 ........ ................ .~ 
-5.¢ .L ............. .., ............... ..V ............... ........ ................ ..¿ ................ .. 
.mig . ............................... .. ........... ..................................................... ._ 
1 o V 
â - n z | - . 
z z z ‹ . z . 
. n 1 z | 1 . 
z n ó - › o « . 
. › › 1 . V . . 
› z . . . . . 
. n 1 - z . . _ 













co I _ 
U1..- 
_-
















~ nx u‹c:»1› ‹+ ¬ rz~‹›×› mma Esc oz~âf;”Yf¡›« 
ä¡ 
SMP 
FIGURA 5.6 - Lugar das raízes da função Vt/Vref em malha aberta
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igual a 200. 
5,4 - Projeto do estabilizador 
. O projeto de um ESP envolye três etapas básicas: a de- 
finição da variável que será utilizada para a estabilização, a 
estrutura dos compensadores e filtros e a definição da lõgica de 
bloqueio e reconexão [33]. Este trabalho atem-se somente ao 
ajuste dos compensadores e filtros. 
V 
'O ESP implantado na usina hidrelétrica de Itaüba uti- 
liza o sinal da potência de aceleração para prover o amorteci- 
Q z ` 1 111 mento suplementar. Esta potencia e obtida a partir da combinaçao 
dinâmica da potência elétrica e do desvio de freqüência. '
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5.4.1 - Requisitos operacionais e estratégia adotada 
‹ O ESP tem por funçao primordial o amortecimento das 
oscilações eletromecânicas do SEP e, para tanto, ë necessário 
que cumpra com os seguintes requisitos:' ' 
` - Robustez em relação às variações da carga, ou seja, 
o ESP deve manter o seu desempenho em diferentes condições de 
operação da máquina. '-~ ~v. ` 
V 
V ~ 
~ ` ~ - Robustez Vem relaçao as variaçoes do sistema, o que 
equivale a dizer que o ESP deve manter o seu desempenho diante 
za de diferentes configuraçoes do SEP. - 
` 
~ - Rejeição às tomadas de carga, ou seja, baixa sensi¬ 
bilidade da tensão terminal da máquina às variações lentas da 
potência mecânica. - ' 




4 Definição de uma condição de despacho. Considerando 
que a máquina admite uma determinada faixa de operação, deve-se 
escolher uma condiçao, dentro desta faixa, para a qual se proce- 
derã o ajuste do ESP; ' 
- 
~~ Linearização do modelo; 
- Obtenção da função de transferência Vt/Vref; 
~ ~ ø ^ V- Verificaçao da compensaçao de fase necessaria; 
- Verificação do ganho e fase através dos diagramas de 
Bode; -' l. » - « 
- Simulações de resposta ao degrau variando a carga e 
variando a reatância externa; . 
S - Simulaçao de tomada de carga;
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.5.4.2'~ Estrutura de estabilização 
A estrutura de estabilização' e filtros adotada neste 
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FIGURA 5.8 - Modelo do ESP.
× 
Na Figura 5.8 observa-se que deverão ser ajustados os 
parametros: ' 1 






ajuste da freqüência de corte inferior do ESP. 
T2 : compensação de fase. 
ajuste da freqüência de corte do canal de velo- 
ganho do estágio de amplificação. 
filtro de saida do ESP.
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« 5.4.3 - Etapas do desenvolvimento do projeto 
Para desenvolver-se o projeto foi adotada a seguinte 
'condição de operaçao do gerador: 
t Pe = 120 MW ` 
Q ‹= 0,0 MVAR .- 
~- Vt = 1,0 pu 
- Modelo incremental 
Como o sinal do ESP ê somado ao sinal de referência do 
controlador de tensão, torna-se necessário compensar o atraso de 
fase introduzido pelo RT. Para conhecer-se o atraso da fase, ne- 
cessita-se a função de transferência Vt/Vref e, para isto, pre- 
cisa-se do modelo incremental do sistema representado pela união 
~ ~ dos diagramas das Figuras 5.1 e 5.2. A equaçao dinamica obtida ê 
apresentada no anexo II. ' 
- Obtenção da função de transferência Vt/Vref
A A função de transferencia 'Vt/Vref, com a estrutura 
5.5, ê obtida através do algoritmo.de Fadeev-Leverrier aplicado 
ao modelo incremental do anexo II. ' 
Vt a0 + al s + a2 s2 + ... f am sm . 
. 
= 
2 _ n (5.5) Vref b0 + bl s + b2 s + ... + bn s
A Os coeficientes dos polinomios do numerador e do deno- 
minador são apresentados na Tabela 5.4. i -
TABELA 5.4 - Coeficientes da função de transferência Vt/Vref 
«»f»»«f
I 
Valida-se esta função através de simulação, confron- 
tando-se os resultados obtidos para a resposta ao degrau do mo- 
delo não-linear, representado pelas Figuras 5.1 e 5 2, e o m - 
delo.linearizado cuja função de transferência ë apresentada na 
Tabela 5.4. A Figura 5.9 apresenta estas simulaçoes Observa-se 
que as curvas estão sobrepostas o que significa que o modelo li- 
nearizado ê uma representação fiel do modelo completo, para pe- 
._.._..__. .1.' ...›..1_.1._: ..._ Liucuua u.La|..u.\.u.Lua. 




































II IIIIII III+ 
..-+...--.-+
79 




_ ó o 
_ z . u ó z .









‹ 1 u ‹ , ~ u o . 1 u . z z 




I LH .......¡‹ ....................... ..
; 
8.2 0 ............................ U) zzzzzzzzzzzzzzzzzzzzzzzzzzzzz nn' nnnnnnnnnnnnnnnnnnnnnnnnnnnnnn -.Ç ------------------------------- ._ 
Lg ................................................................................................................................ .. 
. z -› . z z v . - z › . z z z . . . ¢ › › z . 
_-0.2-¡ šf ~1 : sz 1 
ø.ø 9.5 - |,ø 1.5 ¬ 
_ 
- ~ _v:nPo (S) 





FIGURA 5.9 - Resposta ao degrau do modelo completo e line- 
/ J arizado. V 
i - Ajuste do ESP 
Alguns parâmetros do ESP têm um procedimento de ajuste 
bastante simples. A constante do "reset", T, ë tomada de forma a 
garantir uma freqüência de corte inferior do ESP em torno de 0,1 
Hz. O ajuste de projeto, T= 2 s, garante isto, pois provê uma 
freqüência de 80 mHz. A constante de tempo do rastreador de 
rampa ê selecionada de forma a que a freqüência natural de osci- 
as lação do sistema coincida com a freqüencia de corte do próprio 
filtro [33]. Como em Itaüba a freqüência natural de oscilação ê 
de 1,6 Hz (10 rad/s) utilizou-se Tr = 0,1 s. ' V
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¬ 
O filtro de saída, tem uma constante de tempo, T3, de 
10 ms, necessária para atenuar ruídos de freqüencia mais elevada 
inerentes a uma instalação que possui ponte retificadora de 
grande porte. 
' O ajuste do ESP é efetuado utilizando-se a resposta em 
freqüência da função de transferência de malha aberta ESP/Vref. 
Obtem-se esta funçao através do modelo incremental seguido do 
algoritmo de Fadeev-Leverrier. ' 
_ 
Valida-se esta função através do confronto das respos- 
tas ao degrau dos modelos completo e linearizado. Estas simu- 
lações são apresentadas na Figura 5.10. Nota-se que existe pe- 
quena diferença na amplitude e na freqüência das curvas, porém, 
para todos os efeitos práticos, pode-se considerar boa a corre- 
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F`IGURA 5.10 - Resposta ao degrau da função ESP/Vref.
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Da resposta em freqüência da função de transferência 
Vt/Vref, apresentada na Figura 5.11, verifica-se a fase que deve 
ser compensada. Na freqüência natural de oscilação, 1,6 Hz [31], 
obtêm-se o atraso de fase igual a -83,0°. ' 
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FIGURA 5.11 - Resposta em freqüência da função Vt/Vref. 
O ganho Ke foi ajustado em torno de 10 pu/pu forne- 
cendo assim valores de margem de fase e margem de ganho de 108,2 
e 21,3 dB respectivamente.` Tais valores, embora possam parecer 
ao ~ Q excessivamente grandes,, nao estao em discordancia com a prática 
em uso para este tipo de projeto. É conveniente saber que, dada 
a complexidade do SEP, e a sua característica variável, em ou- 
tras condições de despacho e configuração estas figuras de mê- 
rito poderão ser naturalmente diminuídas. 
f\v
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Considerando-se a estrutura proposta para o compensa- 
dor e os ajustes colocados no campo, T1=0,127_e_T2=0,0l8, cons- 
tata-se que tal fase foi adequadamente compensada. _ 
_ Os diagramas de Bode da função de transferência 
ESP/Vref, apõs o ajuste do compensador, são apresentados na Fi- 
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FIGURA 5.12 Resposta em freqüencia de ESP/Vref. 
O ajuste do limitador ê efetuado de forma a evitar que 
a ação do ESP provoque modulação excessiva na tensão terminal da
A máquina, durante contingencias mais severas. Os limites de i 10% 
são tradicionalmente utilizados._ 
_ 
Obteve-se o ajuste final do ESP, apresentado na Figura 
5.13, por refinamento dos ajustes através de simulações.
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5.5 - Simulações 
. Apõs a definição dos ajustes do ESP, analisou-se o 
comportamento do ESP em tomad as de carga, resposta ao degrau sob 
mdiversas condições de carga e variação da-reatãncia externa. Í 
5.5.1 - Resposta ao degrau com variação paramëtríca 
. Efetuou-se a análise do comportamento do ESP, através 
de simulação¡ para alguns valores do ganho Ke e das constantes 
do compensador T1 e T2. A Tabela 5.5 apresenta os valores testa- 
dos para estes parâmetros. A Figura 5.13 apresenta a curva da 
potência elétrica resultante da resposta ao degrau aplicado na
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referência do controlador de tensão, com o ESP operando. Foram 
adotados os valores correspondentes ã curva número 3. 
'Para análise do comportamento do gerador com ESP sob 
diversas condições do sistema variou-se a reatãncia externa (xe) 
4. e simulou-se -a resposta ao degrau na referencia, utilizando o 
modelo completo com os ajustes definidos anteriormente. _
~ A Tabela 5.5 apresenta as condiçoes simuladas e as Fi- 
guras 5.14, 5.15 e_'5.16 apresentam o comportamento da potência 
elétrica apõs a aplicação de um degrau na referência do contro- 
lador. O degrau ê aplicado no instante t=0 com o ESP conectado e 
ê retirado em t=2 s, após o ESP ser desconectado.' 
TABELA 5.5 - Simulações com variação paramëtrica. 
+ ------ --+ ----------- --+ ----- --+ ------ --+ ------- --+ ------- --+ 
Figura xe (pu) curva Ke T1 T2 












+ ----- --+ ------ --+-- 
5,04 
. + ----- --+ ------ --+-- 
10,00 
+ ------ --+ ----------- --+ ----- --+ ------ --+-- 
10,00 
10,00 






+ ------ --+ ----------- --+ ----- --+ ------ --+ ------- -- 
0,127 
0,127 
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FIGURA 5.14 - Resposta ao degrau. 
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Verifica-se que _o aumento da reatância externa pro- 
voca tal degradação do amortecimento natural, do sistema que
~ torna-o instável como mostra a Figura 5.16. O ESP, porém, prove 
substancial amortecimento adicional e, *mesmo para esta última 
condição, torna o sistema estável. 
5.5.2 - Resposta ao degrau com variação de carga 
Para verificar a robustez do ESP -sob diversas con-
A dições de' carga simulou-se a resposta ao degrau na referencia, 
utilizando o modelo completo, sob diversas condições de carga. 
A Tabela 5.6 apresenta as condições de carga utiliza- 
das nas simulaçoes efetuadas.-
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TABELA 5.6 - Resposta ao degrau sob diversas condições de carga. 
. + -------- --+ ---------- --+ ----------- --+ - 
FIG. 
. + _____ __ 
- 5.17 
+ _____ _... 
5.18 
+ _____ ..... 
V 
› 5.19 




+ I I I I I I I 
+_l I II 
5.22 
As Figuras 
sentam as curvas da 
Pe(MW) Q(MVAR) 
-+ ---------- --+----g ------- --+ 
- 120 0 
-+ ---------- --+ ----------- --+ 
V 120 2-- 50 
-+ ---------- --+ ----------- --+ 
,.120 -50 
-+ ---------- --+ ----------- --+ 
V 
75 V - 0 
-+ ---------- --+ ----------- --+ E 
75 ~ 50 
-+ ---------- --+ ----------- --+ 
75 -50 
-+ ------- -----+ ----------- --+ 
5.17, 5.18, 5.19, 5.20, 5.21 e 5.22 apre- 
tensão terminal e da potência elétrica nos 
gráficos superior e inferior respectivamente. Estas curvas apre- 
sentam a resposta ao degrau na referencia do controlador. O de- 
grau é aplicado no instante t=O s com o ESP operando e é reti- 
rado no instante t=2 s com o ESP bloqueado. Verifica-se, através
~ das simulaçoes, o bom desempenho do ESP sob diversas condições 
de carga da máquina. A potência elétrica é bastante amortecida e 
a tensao terminal é pouco influenciada pela ação do ESP. 
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FIGURÁ 5.17 - Resposta ao degrau, Peši20 MW, Q=0 MVAR
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FIGURA 5.18 - Resposta ao degrau, Pe=120 MW, Q=50 MVAR
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FIGURA 5.19 - Resposta ao degrau, Pe=120 MW, Q=-50 MVAR
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FIGURA 5.20 - Resposta ao degrau, Pe=75 MW, Q=0 MVAR. 
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FIGURA 5.22 - Resposta ao degrau, Pe=75_MW, Q=-50 MVAR
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5.5.3 - Tomada de carga- 
~ ‹ Para verificar o comportamento da corrente reativa si- 
mu1ou~se uma tomada de carga. V 
A Figura 5.23 apresenta a potência ativa na tomada de 
carga enquanto a Figura 5.24 apresenta a corrente reativaz 
Nota-se a baixa sensibilidade da corrente reativa com 
relação ã potência mecânica. V 
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FIGURA 5.24 - Tomada de carga - corrente reativa. 
,
_ 
5.6 - Ensaios de campo 
V 
V 
Apresentam-se a seguir os registros oscilogrâficos 
efetuados durante a realização dos ensaios de campo. Com estes 
registros validam-se as simulações executadas. 
5.6.1 - Resposta ao degrau com variação paramêtrica 
. Para analisar o comportamento do ESP, sob diversos 
ajustes dos seus parâmetros, foram realizados ensaios de res- 
posta ao degrau. As Figuras 5.25, 5.26 e 5.27 apresentam os os- 
cilogramas das respostas obtidas para os valores de Ke, T1 e T2 
definidos na Tabela 5.7. Estes ensaios foram realizados nas se-
96 
guintes condições de carga: Pe=120 MW e Q=0 MVAR. As grandezas 
registradas estão identificadas nas Figuras. 






























































































































































































5 25 3,00 0,150 0,014 
5.26 5,04 0,127 0,012 
5.27 10,00 0,127 0,018 
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FIGURA 5.25 - Resposta ao degrau. Pe=120 MW, Q=0 MVAR.
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FIGURA 5.26 - Resposta ao degrau. Pe=12O MW, Q=O MVAR. 
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FIGURA 5.27 - Resposta ao degrau. Pe=120 MW, Q=O MVAR.
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5.6.2 - Resposta ao degrau com variação de carga 
Para analisar o comportamento do ESP sob diversas con- 
dições de carga efetuaram-se ensaios de resposta ao degrau onde 
foram registrados os comportamentos das principais grandezas da 
máquina com e sem a atuação do ESP. A Tabela 5.8 apresenta as 
condições de carga em que foram realizados estes ensaios. 
TABELA 5.8 - Resposta ao degrau sob diversas condições de carga. 
+ -------- --+ ---------- --+ ----------- --+ 
FIG. Pe(Mw) Q(MvAR)' 
+ -------- --+ ---------- --+ ------- -e----+ 
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+ _____ __ 
5.29 
+ _____ __ 
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___+ __________ __+_____ 
120 
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120 
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FIGURA 5.28 - Resposta ao degrau.
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FIGURA 5.29 - Resposta ao degrau.
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FIGURA 5.30 - Resposta ao degfau. 
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FIGURA 5.31 - Respósta ao degrau.
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FIGURA 5.32 - Resposta ao degrau. 
. .z -.‹.-,. ..- . . . , , ... -z-;z..,4.......,.,.,_..' ¡. - . - ...-, .. ~ .. ¡~ - - ¢~:uu__ . . . _ ~- .'. nx:--n---n-inn 
.. _ ._ _ -_ , _ _ ._ _. , . . _ . 
. ...... . ... . ._.. ....‹...¿.: ;› ... _. . . ' . «›~-~ ~ -~ -- --_-_--ii--n------› ..._ ._,...~ _. _. - 
. . . ›.~... _..... . _ ._ . _ _ . ._ 
_. _' ... :......-... ./. __.'...-.;...<.. " " "'ƒ._. '__ __-: . . _ . . 
-.._. _.-_ .-.......`._...-... -‹....-..-.. , -~-_- ¬' ':_t;::';';..-Í.;;_'...Â`-_ __Í
` 






_ _ ... 
| 
. '1;J\'~¡‹T‹ üi" H' _ . 
..._'. '__¡ '__ 
_ 
.Â _' Í_Í._' 7 ~' 3 .7-:_1`;.~_____. _. ...._ _ ._ - . . 
..;'._;: '..-..¡_°.¿.::':.Í: ' __". W " ' Pe ._ _. _... Í.-. .f___' _ ... -..__ _-
P
I 
. ._,_,.. ..-_ _ _._._._._.;_.Í '-'.:_. _:'.."¡.^i;' 
' ' 









._ ._ .¡ 2 . ._ . _. _ .'. ..;..¿'..-..._ _. _. ._ ¿ ~ .. 
*IF - . - .- . . . .. _ . .W . . _. _ _ - - - . › - ú . ~- - .. . . . .- _. _. . .- .-. _ _ . ,.-.____;,_.__u.¿_._.._;,..._- ....__-¡..__.¿_,..¡ .|. '.___. l›.,.,..._,`_J _ ____, ¡_._.._.. ,_¡...¿¿¡.¡ _ A_._›..__.._..¡._._ .__._._ ._.' _.¿._.._. .V 
á-\3JR.l\.I\'Iä\-.auvI:af\..£ 11040-\\u`I\.$.-n‹\J4:l›AI~na\mn;vLvu'\\\l`~i. .¢.l¢.'¿¿'¡'|nl\:':|~JUai'-'\-'~r£^'\-1".:-L=t='2: .L.'.';-"I"¬ v.'."' - .“' \n¢\N¡u:- 
FIGURA 5.33 - Resposta ao degrau.
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5.6.3 - Tomada de carga 
- A Figura 5.34 apresenta o oscilograma da tomada de 
carga do gerador. Verifica-se que ê pequena a variação da cor- 
rente reativa. ' 
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FIGURA 5.34 - Tomada de carga ativa. 
5.6 - Confronto entre simulações e ensaios 
Verifica-se que os oscilogramas confirmam plenamente 
os resultados obtidos através de simulação apesar da dificul- 
dade para efetuar-se esta comparação devido, principalmente, a 
diferença de escala entre ambos e também a presença de ruído nos 
oscilogramas. '
_ 
No entanto, as medidas de freqüência de oscilação, va- 
lores máximos e minimos! observados nas oscilações de potência _
' 
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elétrica e mesmo a forma de onda dos sinais demonstram uma 
grande correlação com as simulações._ _ - 
O comportamento 'do ESP, nas diferentes condições de 
carga a que foi submetido, mostrou robustez suficiente para ga- 
rantir o desempenho desejado em larga faixa de operação da uni- 
dade geradora. - 
5.7 - Conclusões 
Apresentou-se as diversas etapas do projeto do ESP da 
usina hidrelétrica de Itaúba ressaltando-se as facilidades pro- 
vidas pelo SIMAP. Comparou-se os resultados obtidos com aqueles 
do projeto original e verificou-se que os mesmos são plenamente 
satisfatórios. ' . 
_ 
Põde-se testar, em um problema real, diversos algorit- 
mos do programa e constatou-se, desta maneira, o bom desempenho 
, . 
dos mesmos e a facilidade no desenvolvimento de projetos desta 
natureza.i ' ` ' 
~. Destaca-se o bom desempenho dos algoritmos de identi- 
ficaçao mesmo utilizando-se poucos pontos de- entrada e poucas 
casas decimais para sua representação. Ressalta-se a possibili- 
dade de validação destes algoritmos, identificação freqüencial 
e temporal, através da resposta em freqüência e simulação res- 
pectivamente. Isto é importante pois resulta em maior confiabi- 
lidade dos resultados obtidos. . 
' 
_ O algoritmo do modelo incremental mostrou-se muito 
ütil, especialmente quando se tem projetos envolvendo modelos 
não-lineares e multivariâveis. Este algoritmo, associado ao mé-
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z 
todo de Fadeev-Leverrier, permite que sejam utilizadas as ferra- 
mentas clássicas de análise e projeto. 
, Mostrou-se a importância da simulação de modelos não- 
lineares e multivariáveis no refinamento de ajustes, análise pa- 
ramêtrica, validaçao .de resultados de outros algoritmos e para 
refinamento de modelos. ` 
'j Finalmente, conclui-se que a utilização do programa no 
desenvolvimento deste projeto resultou em benefícios para a qua- 





Este trabalho apresentou, brevemente,, o problema do 
controle em sistemas de potência descrevendo as principais ati- 
vidades envolvidas e os procedimentos existentes para executá- 
las. Especificou-se um conjunto básico de requisitos para o de- 
senvolvimento de um ambiente computacional que, integrando di- 
versos algoritmos, dá o suporte adequado àquelas atividades. 
Descreveu-se, sucintamente, a metodologia `utilizada 
para definir a estrutura do programa. ZY 
. ›. wv 
' 'Apresentou-se um caso exemplo de utilização do SIMAP 
comparando-o a ensaios de campo., ' 
'W Apresentam-se, a seguir, as principais conclusões a 
que se chegou.apõs o desenvolvimento e implementação deste tra- 
balho. A _ * 
. 
.-- Os algoritmos implementados para as identificaçoes 
freqüencial e temporal, para sistemas de baixa ordem, fornecem 
bons resultados, mesmo considerando-se os erros introduzidos nos 
dados através da leitura dos oscilogramas. Este ê o caso das 
identificações dos controladores do SEP, que são identificados 
bloco a bloco, onde cada bloco ê de, no máximo, terceira ordem.
A - A .resposta em freqüencia apresenta bons resultados 
pois trata-se de um algoritmo robusto cujo único ponto que pode 
apresentar algum problema ê o cálculo das raizes com elevada 
multiplicidade, algo dificil de acontecer em se tratando de sis- 
temas físicos. '
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- O algoritmo do lugar das raizes.apresenta bom desem- 
penho. Para os sistemas de ordem mais alta, constatou-se um ele- 
vado tempo de resposta. ` ` 
i - A simulação apresenta excelente desempenho. Tem-se 
bastante facilidade para declarar o modelo e para efetuar modi- 
ficações no _mesmo. O conjunto de blocos disponiveis na biblio-
~ teca mostrou-se suficiente para a representaçao de todos os mo- 
delos dos diversos fenõmenos estudados. A capacidade de monito- 
ração e apresentação das curvas mostrou-se plenamente satisfató- 
ria. 
- Os algoritmos implementados para as transformações 
auxiliares mostraram-se eficientes. Deve-se ressaltar, porém, 
que o algoritmo de Fadeev-Leverrier, implementado para transfor- 
mar uma equação de estado para uma matriz de transferência, é 
bastante sensível ao condicionamento da matriz A. Este problema 
foi parcialmente contornado com a introdução de um escalamento 
da matriz. 
- Um ambiente integrado com os algoritmos normalmente 
utilizados nas atividades de identificação, modelagem e análise 
dos sistemas .de controle para o SEP proporciona um ganho signi- 
ficativo na qualidade e na rapidez dos estudos e ainda permite 
que novos fenomenos sejam investigados. 
- - O SIMAP dispõe de um conjunto de algoritmos que per- 
mite que os resultados de uns sejam validados por outros. Este 
fatø confere maior confiabilidade aos resultados. i 
- O programa mostrou-se muito útil na formaçao e no 
aperfeiçoamento dos profissionais que envolvem-se com as ativi- 
dades citadas.
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- A estrutura adotada na implementação do SIMAP per-
~ mite que a sua manutenção 'e a implantaçao de novos algoritmos 
se dê com pequeno esforço. 
- O programa apresenta grande portabilidade atendendo 
assim um dos requisitos especificados. Para executá-lo neces- 
sita-se de' um microcomputador, IBMPC compatível, com uma confi- 
guração bastante comum. O anexo III apresenta as principais ca- 
racteristicas de "software" e "hardware" do SIMAP. 
Para futuras implementações, apresentam-se as seguin- 




- Implementação de macro_modelos na biblioteca da si- 
mulação como, por exemplo, o modelo IV para representação de ge- 
radores. 
- Desenvolvimento de programa para traçar as curvas de 
saída do SIMAP em traçador gráfico. 
f - Implementação de algoritmo para ajuste de curvas.
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Considerando a seguinte função de transferencia: 
bo + bl S + ... + bm sm 
G(s) = . (B.1) 
a0 + al s + ... + an sn 
n >= m 
substituindo s por jw e separando as partes reais e imaginárias 
dos polinõmios do numerador e denominador respectivamente, ob- 
tem-se: 
a + jw 6 
G(jw) = ----- (B.2) 
Í O + jw T 
onde: 
a= bo - bz wz
2 s= bi - na w” 
0= aÓ - a2 wz 
1= al - a3 w2 
Assumindo que 
saio sejam representados 
+ b4 w4 - ... 
__ 4 +DbW"'. as C3 C0 
+ a4 w4 - 
+ a5 w4 - ... 




e escrevendo (B.1) da forma simplificada: 
P(jw) 
G(jw) = ---- (B.5) 
Q(jw) - 
pode-se obter uma expressão-para o erro de ajuste para cada va- 
lor de freqüência: 
P(jWk) 
E‹wk› = F‹jwk› - ---- ‹B.õ) 
Para calcular os coeficientes b0, bl, ... bm, a0, al, 
. . . - . . 2 ... an basta resolver a minimizaçao do somatorio de Ek para to- 
dos os pontos experimentais. Para viabilizar esta minimização é 
necessário efetuar a seguinte transformação: 
E(wk) Q(jwk) = F(jwk) Qtjwk) - P(jwk) ‹B.7I› 
E'‹wk› = E‹wk› Q‹:wk› ‹.e.e:› 
E'‹wL,› = zuwk) + j B‹wk› ‹B.91› 
A(wk) = ok Rk - wk Ik Tk- ak (B.10) 
B‹wk› = wk rk Rk + ok mk - wk ek ‹B.11;› 
us' ‹wk›12 = A‹wk›2 + B‹wk›2 ‹s.12:› 
Para obter a expressão do erro basta substituir (B.10) 





“°1<Rk` Wklk Tk" °1<)2 ¬`("'1< Tk Ê *°1< Ik " W1<'Bk)2] 
- (B.l3) 


















n `. E= 2' [A‹w)2+B(w )21 - kl k k 
a0 - 

















4 a4 wk ... 






(B.l3) resulta o» seguinte sistema 
A(wk)] = O
A 
[2 B(wk) (-wk)] = 0 
(2 A‹wk› (wi ›1 = 0 
[2 B‹w› ‹w3›1 =o k k 























A(wk) Rk + 2 B(wk) Ik] =_0 
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A(wk) (-wk Ik) + 2 B(wk) (wk Rk)] = 0 
A‹wk›. ‹-wi Rk› +V2 B‹wk›`‹-wi 1k›1 = o 
_ 3 , _ 3 = - 
kio [2 A(wk) (wk Ik) 
+ 2 B(wk) ( wk Rk)] 0 
0 0 o 0 Q 00 
~ A a substituiçao simultanea 
(B.11) e o resultado em (B.16) obtem-se




0 L2 O 
_ L0 O -L2 0 - ... -S0 
-L4 .. -T1 





-S0 -T1 S2 T3 . 





















de (B.l5) em (B.l0) e 
o seguinte sistema li- 










































































Considerando-se o par que representa a Transformada de 
. 1 Q: V _ 
f(t) = -- 
J 









e-Jwt = cos wt - j sen wt (C.3) 
substitui-se (C.3) em (C.2) para ter-se: 




f(t) = fp(t› + fi(t› ‹c.5› 
g(w) = gr(w) + qi(w) (C-6) 
fp(t) -> função par
-V127 
i 
fi(t)» -> função ímpar d 
substituindo-se (C.5) em (C.4) e sabendo-se que: 









[fp(t) cos Wt - j fi(t) sen wt] dt (C.8f 
ondezi 
_ , ,K 
gr(w) = 
J 
fp(t) cos wt dt (C.9) 
zgi(w) = 
Í 
fi(t) sen wt dt (C.10) 
a^rcscnta-se sob a forma de uma tabela de¢ S1t tz. C m w I\‹-âvâ z-\ 
. 
V V 
pontos ë necessário um tratamento computacional adequado. To- 
mando como exemplo a curva da Figura C.l onde 0 segmento tlt2A1A2 
pode ser representado por: ~ - 
d (A2 _ A1) ' (A2 _ A1) d ` fm = ----t + A1 - _---tl mt-tl) - u‹t-t2›1 r 







' bl t2 
- FIGURA C.l - Curva representativa de f(t). 
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O primeiro fator de (C.l1) representa' o segmento de 
linha comprendido entre Al e A2. O segundo fator representa um 
intervalo da função entre tl e t2.
1 
onde 
- Generalizando podem-se escrever: 




tn+1 " tn 






tn+1 ' tn 
substituindo (C.l2) em (C.2) tem-se: 
' -bnƒ e"jWt dt (c.15) 
4 
oc _. t oc _.wt Or _-wt 9n(w) = mn 
Í 
t e JW dt + bní e 3 dt - mní t e 3 dt - tn tn tn
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mn - - 1 . 
- (mn tn+1 + bn)e`ÍWtfl+11 ‹c.1õ› 
substituindo (C.13) e (C._l4) em (C.16') tem-se: 




gn(w) = _ __2 mi ' (e'ÍlWtn _ e"3Wtn+1) + W (tn+l _ tn) . 
1 _ . 
_ + -¿- (An e`3Wtn - An+l e'3Wtn+1› ‹c.17› jw 
. Do somatório para todos os' pontos da função do domínio 
do tempo 'resulta a função correspondente no domínio da freqüên- 
Se to = O e Ak+1 -> 0, então: 
g‹w› =¶.z g¿‹w› . ‹c.1s› 
A0 k (An+1 _ An) 1 
1 (t 
g(w) = -- + 2 2 (cos wtn - -j sen wtn) - jw n= n+l - tn) (-w ) _ - 





- ' f 
,,_ 
(cos wtn+1 -' 3 sen wtn+1) (C.l9) 
(tn+1 - tn) (-w“) V J 
t 
V 
k' (A - A ) *1 




(cos wtn - cos wtn+1)] (C.20) r n=1 ‹tn+1 - tn) ‹-w ›
A 
A0 k (An+l ' An) 1 
1 ‹ tn) 
gl-_(w) = - --- - 2 ~ 
2) 
(sen wtn - sen wtrfilfl 
V w- n= tn+1 - ' (-w _ 
' (C.21)
Grupo 1 - 
Grupo 2 - 
Grupo 3 - 
Grupo 4 - 
APÊNDICE D 
BIBLIOTECA DE BLOCOS PARA SIMULAÇÃO 
Blocos sem entrada 
1 - Tempo 
2 - Constante 
3 - Bloco Aberto 
4 - Entrada A/D 
Blocos com Memória 
1 - Integrador 
2 - Integrador Limitado 
3 - Constante de Tempo 
4 - Avanço atraso com Filtro 
5 - Quadrático ` 
6 - Atraso 
7 - Tempo Morto 
Blocos sem Memória 
1 - Avanco Atraso 
2 - Biquadrãtico 
3 - Derivada 
Blocos Estáticos ~*__í
1 - Limitador 
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Grupo 5 - 
Grupo 6 -
¬ 
2 - Zona Morta 
3 ~ Bang-Bang (Relé) 
4 - Relé com Zona Morta 
5 - Relé com Zona Morta e Histerese 
6 - Histerese
. 
7 - Atrito Estático 
Funções 
1 - Somador Ponderadov 
2 - Multiplicador 
3 - Divisor 
4 - Raiz 
5 - Exponencial 
6 - Seno 
7.- Tabela 




2 - Ganho Paramêtrico 
3 - Ganho Controlado 
4 - Chaveamento 
5 - Relé Temporizado 
6 - Conversor D/A 
7 - Mínimo 
8 - Máximo 
9 - Módulo
1
GRUPO 1 - Blocos sem Entrada
S
1 
J. .- '1ÊIš!1l?() (Ili¢\F1I'fil) 
L._._.._.'t 
2 - CONSTRNTE 
3 - BLOCO QBERTO 





IIIIQD 8 bits 
4 *. S 
R = endereco de E, 
1000 ( R <: 32767 
me. sz ‹c - a› × 5,/ass 
3 ( C 
1132
GRUPO 2 - Blocos con Memoria 
1 - INTEGRRDOR 
E _ z 888 




3 ~ CONSTRNTE DE TEMPO 
Êw
â E~ ›S 'B4B 









E cwz 'uzz H 283 
5 ~ BIOURDRQTICO 
E~ ¡â+ez+cz*| H n‹¿§‹›ua‹›ø z›+sz+.=â= 56~
6 - ÊTRRSO 
E S(t) : E (1-h) 
7 ~ TEMPO MORTO 
S (t (t 0) 
fi=TM 1° : ‹-aÍ 







ago (nun. intervalos de lnteq.) 
ordem do bàoco entre os blocos 




GRUPO 3 - Blocós seu Memoria 
1 - RUÊNCO ÊTRRSO 




2 - BIÚURDRQTICO 
' ~
/\Â vv QQ 
Q 4 Bs + Cs*
É E ›S 
D + Es + F5* 






GRUPO 4 - Blocos Estaticos 




' "s â‹s 
`
Ê 
2 - ZONFI NORTH 
_ S ` Í 
n 1" 
E n‹s .B 


















ÍÍÍ É ST 
-c-11 H % 














GRUPO 4›- Blocos Estaticos (continuacao) 






















2 - MULTIPLICÊDOR ` 
E1 S=â*Ei*E2 
_sz 
3«4 DIUISOR ' 
E1 / 4s = E1/sz 
E2 = 0' S = sâuszxxon 
'H ` 
4 - RRIZ _ 











GRUPO 5 - vFuncoes (continuacao 2) 




' -C-Af' E 
› B -4 [rad/sl 
C -› [red] _ 































z â + Bâz é câzë + pâgfi + zâz* + faz*
s 
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GRUPO 6 - Gerais 
1 - GQNHO 


















. \\ S = E2 se Ei ): O _ ‹--~~r~s szze â 51::
` 
Parâmetro ä E 
num de parametros 9 . “ 1LR<-5 
Parametras = {B,C,D,E,F) _ 
B * E1 se C (= E2 (= D 
A ä E1 se E2 ( C OU E2 
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GRUPO 6 _- Gerais (continuacao) 




S = E se (E ( â) ou ((3 ) R) e (X 
I I. . 












R -› efidereco A mm ` 
E s = muuc ‹zss â ‹e f B)/‹c 
- an 
. . O (: S (: 255 
` _ 
7 - MINIMO 
' 
E1 n 
ea B < sz nâzúm mea, mz, cam 




E2 B > S 5 ëaxino (9*E1, B*E2, Ç*E3) C*E3) 
se -_-4 c - V - “ 






s ‹V a×s1=+ s×sz=+ cm* se rzúiwzúo › a 
- 6 se radxcando ( 









COEFICIENTES PARA A INTEGRAÇÃO NUMERICA
A Apresentam se, neste apendice, os coeficientes utili- 
zados para efetuar a integração numérica do algoritmo de simula- 
ção. 
4 
Considerando-se o modelo de integrador, apresentado na 
Figura E.1 e a fórmula genérica (E.l), para realizar a integra- 
ção, obtem-se os coeficientes Cl, C2 e C3 para cada tipo de 
bloco dinâmico existente na biblioteca da simulação. 
h 1 E--4 lê; S ' ~;- " S 
FIGURA E.1 - Modelo do integrador. 
O modelo de integrador, apresentado na Figura E.l, re- 
presenta a generalização de um método de integração implícito de
A segunda ordem. Os parametros "l" e "g" definem um caso particu- 
lar do método, por exemplo, l=l e g=0,5 definem o método trape- 
zoidal. O parâmetro "h", do modelo apresentado, representa o 
passo de integração utilizado. 




1 h g 
C3=1h(1-9) 
- Constante de tempo 
C - l h (1 - g) B 
C + l h g B 
l h g A 
C + 1 h g B
\ 
E.3 
1 h (1 - g) A 
C + l h g B 
- Avanço atraso 
D _ 1 h (1 - 9) C 
D + 1 h g C 
'B l h g (A D - C B) '
+ 









E.4 - Biquadrâtico 
1+1hg-[e-111 (1-~g› õ] c1=¬ ~ 
, 
1 + 1 h g (e + l h g d) 
- 1hg[‹`a-¢â)+›11zg‹ea-db›1 C2=fff 7 ffwf ~ 
1 + l h g_(e + l h g d) ' i 




1 + 1 h g (e + 1 h g d) 
A, B, C, D, E e F : são os parâmetros dos blocos. 
a = A / F ' 
b = B / F 
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LISTAGEM DO MODELO DO GERADOR CONTRA BARRA INFINITA 
ÊúIE}(C) I 



































22 - Somador 
« 23 Pe
_ 
15 Soma Pot 
16 delta w 
29 Somador 
30 ~ ¡Q 
27 T"qo 
3i Sonador 





.V 26 Sonador 
Topologia do Modelo 































ó 24 ,za 
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§- ------- _- 
‹ ---------- -- 
Descricao dos Blocos 
2 19 20 
INT SIN “ HUL 
9;46974E-01 0.00000E+00 0.00009E+60 
~i.08046E+00 i.08349E+00 6.07ii2E-01 
6.94499E-01 8.96297E-01 6.07i12E-01 
› . 




22 23 15_ 
SOH SAN SOH 
0.00000E+00 0.00000E+00 009E+00 
3.56385E-01 3.5ó385E-01 273€-03 
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EQUAÇÃO DE ESTADO DO GERADOR CONTRA BARRA INFINITA 
_.
ç I I I I I III C3 FI ITI rn III II I| 
*cn 
I II I II Ii III I I II |. II 
linha 1 ! 0.00000E*00 
0.00000E+00 
linha 2 2 -2.44549E+00 
' 
ø.øeeøøE+øø 
linha 3`= -3.2ee2øE-ea 
ø.øeeeøE+øø 
linha 4 = -a.32325E+øø 
_ 
o.eøøøøE+eø 
linha 5 2 ~5.90í92E+02 
- i~6.57895E+03 
)¡nhz_ó : ø.eeeeøE+eø 
-1.os2ó3E+e2 
linha 7 ä -9.54872Efi0i 
ø.øøøoeE+eo 
iínnz 8 = e.øeeoes+ee 
- o.øøeøøE+øe 
iinha 9 : -9;932?oE-02 
_ 
--2.ø9424E+e1 





0.00000E+00 3.77000E+02 0.000@0E+00 0.00006E+00 
0.00009E+00 0.00000E+00- 0.00000E+00 
-í.íó336E+0i -3.i6232E+00 0.06000E+00 0.60000E+00 
0.00060E+00 0.00000E+00 8.21625E+00 
~7.66070E-02 - 46i9E-01 -2.39387E-01 0.00000E+00 





0.00000E+00 4.88232E+00 -i.95795E+0í 0.00000E+00 
0.00000E+00 0.00000E+00 0.00000E+96 
39E+02 3.i4834E+03 -i.8077íE+03 0.09000E+00 










0.06000E+00 0.00000E+00 0.00000E+®0 í.0060®E+00 
0.00000E+00 `0.00000E+00 0.000®0E+@0 
í.83646E+0i 6.37747E+0i - 













L"l E+6i 0.00000E+00 
E+0í 
0.06000E+00 0.00000E+00 0.09000E+00 0.00006E+00 
i}00000E+00 -2.5i938E+0i 0.00090E+00 
i.59842E~0i -i.284Ã5E-01 0.0Ó090Ef00 0.66000EfÕ6 












II I III 
linha 1 3 0.00000E+00 
linha 2 : 0.00000E+00 
linha 3 : 0.00000E+00 
linha 4 2 0.00000E+00 
linha 5 2 0.00000E+00 
linha 6 I 0.00000E+00 
linha 7 2 0.00000E+00 
linha 8 2 0.00000E+00 






















I IIII II I I II 




II I I II I I I I I II I I II II II 
linha I 2 õ.õõ6ô0E+ô6 






























CARACTERÍSTICAS DE 'SOFTWARE' E 'HARDWARE' 
~ O programa foi desenvolvido em linguagem Pascal. As 
rotinas matemáticas para a soluçao de sistemas lineares, para o 
cálculo dos autovalores e para o cálculo das raízes de uma equa- 
ção utilizam FORTRAN. Para o suporte gráfico foi utilizado o pa- 
cote APGRAF desenvolvido no LCMI em linguagem C. 
O programa ê constituído dos seguintes arquivos: 
Programa principal: A SIMAP.EXE 
Mensagens de erro: MENSAGEM.SMP 
Atributos de instalação: ATRIB.SMP 
Instalação: V INSTALA.EXE 
Sistema operacional: DOS 3.3
I 
"Hardware" necessário: 
Máquina: microcomputador IBMPC XT compatível 
Memória: 640 Kbytes 
Armazenamento: 2 "drives" de, no mínimo, 360 Kby- 
tes ou 1 “drive” e 1 Winchester
