We predict and theoretically investigate the unique possibility to control distribution of ultrafast local optical fields in nanosystems in space with nanometer resolution and in time on the femtosecond scale. While the spatial degrees of freedom of the optical radiation do not allow focusing of the light on nanoscale, the phase of the excitation light constitute a functional degree of freedom that permits one to coherently control the distribution of the energy of local fields, concentrating it at a desired location at certain times. We study both a specially designed V-shaped nanostructure and a random planar nanocomposite. Several types of exciting pulses are investigated, which has allowed us to distinguish effects of phase modulation and spectral composition of the excitation pulse. Possible applications of this effect include energy supply and control of ultrafast optical computations in nanostructures, local optical probing of nanosystems, including nanosensors of chemical and biological agents, and nanomodification of surfaces ͑nanolithography͒.
I. INTRODUCTION
This paper is devoted to theoretical investigation of the processes of energy localization in space on a nanometer scale and in time on a femtosecond scale in nanosystems and coherent control of such processes. The idea of the coherent control is based on excitation of a coherent packet of quantum states or classical waves that interfere in the processes of the evolution of the system. In the processes of excitation, the different constituent waves of that coherent packet are generated with individual, controllable phases. These phases represent the degrees of freedom that allow one to exert control over that system's evolution. [1] [2] [3] In the case of short-pulse excitation, for the coherent control to be efficient, the excitation time should be much shorter than the dephasing times in the system. For metal-dielectric nanosystem this requires ultrashort, femtosecond excitation laser pulses.
From both the fundamental and applied points of view, there are compelling reasons to consider phenomena that are simultaneously ultrafast and localized on nanoscale. Interactions between different parts of a nanosystem are very strong due to small, nanoscale distances separating them. At optical frequencies, a universal part of such interactions at the intermediate to large scales is the dipole-dipole interaction, while at the minimum scale all multipoles should be taken into account. Such interactions on the nanoscale lead to femtosecond times of energy and polarization transfer and relaxation within the nanosystem. On the other hand, ultrashort external excitation allows one to preserve excitation energy and temporal coherence of the nanosystem, which opens up possibilities of coherent control. Additionally, nanosize eliminates effects of electromagnetic retardation and thus facilitates coherent ultrafast kinetics. The phenomena that are nanoscale and ultrafast have recently attracted significant attention, see, e.g., Refs. 4 -20 .
The applications of ultrafast-nanoscale processes include, but not limited to, time resolved nanoscale probing and detection, in particular nano-Raman spectroscopies, nanomodification of nanosystems where ultrafast excitation and relaxation of the processes helps preserve nanoscale spatial resolution, and computing with the nanoscale devices where femtosecond cycle time is an ultimate goal for ultrafast computations. The coherent control over the spatiotemporal localization of the excitation energy may be useful for a range of nanophotomodification and probing approaches, including those suggested, quite early, in Ref. 21 . Among the possible applications is optical drilling of nanoholes in different substrates, nonlinear and Raman nanoprobing of single molecules that was carried out recently using the surfaceenhanced Raman scattering ͑SERS͒, 22, 23 and Raman microscopy and spectroscopy of separate chemical groups of macromolecules, a technique demonstrated recently. 24 For the biological and defense applications the coherent control in Raman spectroscopy of single biological objects such as viruses, spores, and cells and their fragments is promising. An interesting perspective application may be the coherent control of the optical excitation of the proposed spaser, a quantum generator of high-intensity coherent local fields. 19 The general challenge in optically controlling the spatial distribution of optical excitation of a nanosystem is that optical radiation lacks its spatial degrees of freedom on the nanoscale: within a nano-object, any electromagnetic wave appears as a spatially uniform electric field oscillating in time at optical frequencies. The only remaining functional degrees of freedom are the temporal ones: the frequency spectrum and phase of the exciting electric field. Posing an additional problem, the universal, long-range dipole interaction induces ultrafast transfer of excitation in nanostructures, 16 which causes redistribution of the excitation energy across a nanosystem and may lead to delocalization. For instance, consider a local excitation of the system using a near-field scanning optical microscope ͑NSOM͒ or a nanoaperture. In this case, the source of the excitation is indeed well localized, but this initially localized excitation will spread over the entire nanosystem on the atto-to femtosecond scale due to the dipolar interaction between differ-ent parts of the nanosystem. 16, 17 Note that additionally, NSOM's or nanoaperture's spectral bandwidth may be insufficient to conduct the ultrafast localized excitation.
To solve this problem, we have recently proposed to modulate the phase of an exciting femtosecond pulse as a functional degree of freedom to coherently control spatial distribution of the excitation energy. 18 This possibility exists due to the fact that polar excitations, which are conventionally called surface plasmons ͑SP's͒ in inhomogeneous nanosystems, tend to be localized with their oscillation frequency ͑and, consequently, phase͒ correlated with the position inside the system. [25] [26] [27] [28] The pulse phase modulation will cause the exciting field to take energy away from SP's localized in those parts of the system where the oscillations are out of phase with the driving pulse and move it, with time, to the SP excitations in other parts where such oscillations occur in phase with the driving pulse. Alternatively, one may think that the ''instantaneous frequency'' of the exciting pulse is changing, causing rapid adiabatic passage through the resonance with a localized mode. As a result, this mode will initially be excited and later, as the pulse progresses, deexcited and its excitation energy moved to the next group of modes and further in the frequency domain in the same manner. Because the frequency and localization in space for the eigenmodes of a nanosystem are correlated, it will lead to the flow of the excitation energy in space allowing for the directed localization of the entire excitation energy at a given site of the nanosystem.
Coherent control has been successfully used to spectrally concentrate the energy of an ultrashort nonlinearly generated pulse in a given high harmonic. 29 Predictions have been made of the coherent control over spatial movement of particles and polarization using continuous-wave fields ͑see, e.g., Refs. 30,31, and references cited therein͒. Following these predictions, charge-free spin currents of electrons in semiconductors have been observed. 32, 33 The possibility has been shown to concentrate the energy of acoustic waves at a given time and site inside a region when these waves are generated by a laser excitation of the surface of that region. 34 Spatiotemporal behavior of phonon-polariton waves in crystals has been achieved by means of coherent control. 35 Sideband THz generation in quantum well/optical microcavity systems, coherently controlled, has been demonstrated theoretically. 36 Later, coherent control has been used to control the vibrational excitations of molecules under nonresonant conditions. 37 A phase-modulated ultrashort pulse serves as a specific ''reagent'' to selectively excite desired chemical transformations. 2, 3 Our approach is based on the same general idea of interference between different components of the resonant exciting radiation, governed by the phase modulation. However, it is different, because it requires ultrashort pulses to preserve the coherence in time in contrast to Refs. 30 and 31, but it is a linear effect unlike Refs. 29,31-33, and it results in the concentration of energy in the space on the nanoscale and not on the microscale to macroscale as in Refs. 34 and 35. We differ from Ref. 3 by our relying on the spatial-frequency correlations for chaotic eigenmodes of the complex composite nanosystems.
With respect to the original paper, 18 most of this paper's material is significantly new. In Sec. II, we give the derivation of the spectral expansion for the retarded Green's function, which is the basis of both the analytic theory and numerical computations. In Sec. III, we present numerical procedures that were not described in Ref. 18 in any detail. Section IV presents the original results for transform-limited ͑compressed͒ pulses and compares them with the kinetics for the chirped pulses. Such a comparison has allowed us to distinguish effects of the excitation pulse spectrum, its phase modulation, and temporal shape. In particular, it is shown that the ultrashort ͑single-period͒ exciting pulse is not the optimum one for achieving the spatial localization of energy on the nanoscale. New results are presented for the averaged intensity of the local fields and the rates of two-photon excitation that is the first optically nonlinear process whose nanoscale spatial distribution is coherently controllable.
II. THEORY: EIGENMODES, GREEN'S FUNCTIONS, AND ULTRAFAST DYNAMICS
We consider a nanosystem whose maximum size L is much less than light wavelength . We also assume that the skin-layer thickness greatly exceeds the minimum scale of the system. Under these conditions, we can neglect the spatial dependence of the excitation field that, within the system, can be approximated as a uniform electric field, E 0 (r,t) ϭE 0 (t), oscillating in time t at optical frequencies. Wave's magnetic component is unimportant under the conditions of this paper and will not be considered. This constitutes the well-known quasistatic approximation, whose name does not imply that the processes under consideration are considered as slow. To the opposite, as we have discussed above in Sec. I, under such conditions, photoprocesses may potentially be extremely fast.
We describe the material system as a continuous inhomogeneous medium with a local dielectric function (r,) that at any point r of the system depends on excitation frequency . The corresponding quasistatic, continuity equation is
where the frequency argument of field potential denotes the Fourier domain. We consider a system to be confined in a rectangular prizm 0рxрL x , 0рyрL y , 0рzрL z . We impose the conventional mixed Dirichlet-Neumann boundary conditions,
where 0 (r,) is the potential of the external excitation field, which is also the volume-average electric-field potential. In specific computations, this field is assumed to be uniform and z polarized, so 0 ͑ r, ͒ϭϪE 0 ͑ ͒z.
͑3͒
Note that the analytical results presented below in this chapter remain valid if the Dirichlet boundary conditions were imposed on all six faces of the volume, and also for the periodic boundary conditions. The specific choice of the mixed boundary conditions is due to the fact that we use this method not only for analytical derivations but also in numerical computations where the mixed boundary conditions, as experience shows, are beneficial for efficiency. 46 In what follows, we will assume the nanosystem consisting of two components with uniform compositions. One of these components, which will be called the host, is assumed to possess dielectric constant h . The second is the inclusion, normally metallic or semiconductor, component with the dielectric function i (). We will use the spectral theory of Bergman-Milton 38, 39 in the differential-equation form of Ref. 28 . The dielectric function of the system can be cast into form (r,)ϭ⌰(r) i ()ϩ͓1Ϫ⌰(r)͔ h , where ⌰(r) is the characteristic function of the inclusion equal 1 inside that component and equal 0 otherwise. We will use spectral parameter
We present the solution total field (r,t) as the sum of external field 0 (r,t) and the induced field that we denote as (r,t). Setting (r,t)ϭ 0 (r,t)ϩ(r,t) and taking into account that the function 0 (r,t) is harmonic, we obtain from Eq. ͑1͒ an equation for induced field (r,t) as
This induced field satisfies the homogeneous DirichletNeumann boundary conditions,
Following Ref. 28 , we introduce a generalized eigenproblem defined by the following homogeneous equation in partial derivatives ͓cf. Eq. ͑5͔͒
where n (r) are the eigenfunctions that satisfy the same homogeneous boundary conditions of Eq. ͑6͒ as the induced field (r), and s n are the corresponding eigenvalues. Importantly, this eigenproblem depends only on the geometry of the system, but not on its material composition. The physical eigenmodes defined by this equation are SP's whose complex frequencies n ϩi␥ n are found from the complex equation s͑ n ϩi␥ n ͒ϭs n . ͑8͒
For weak relaxation, ␥ n Ӷ n , one finds that the real part of the SP frequency n satisfies the equation
Re͓s͑ n ͔͒ϭs n , ͑9͒
and that the SP spectral width ␥ n is expressed as
͑10͒
Note that these classical SP's have been quantized in Ref. 19 in connection with the prediction of spaser, a nanoscale counterpart of laser. All functions satisfying boundary conditions ͑6͒ and possessing second-order derivatives constitute a linear space that we denote R. Consider two functions, 1 (r)R and 2 (r) R. For such functions, we can define a scalar product as the following operation:
where VϭL x L y L z is the volume of the system. This construction possesses all the necessary and sufficient properties of a scalar product: it is a binary, Hermitian self-adjoined, and positive-defined operation. Note that if at least one of the functions 1 (r) " R or 2 (r) " R, but still both of them are twice differentiable, then bilinear form Eq. ͑11͒ obviously exists, but it does not necessarily satisfy the scalar product postulates of being positive defined and Hermitian. From Eqs. ͑6͒, ͑7͒, and ͑11͒, it follows that these eigenfunctions are orthogonal with respect to the scalar product of Eq. ͑11͒ and can be normalized,
all eigenvalues s n are real, and all eigenfunctions n (r) can be chosen to be real. Straightforwardly, it can also be shown that all eigenvalues are limited, 1уs n у0, which is expected because the differential equation formulation 28 of the eigenproblem employed in this paper is equivalent to the integral equation formulation where this property is known. 38, 39 To be able to express the solution of the excitation problem ͓Eqs. ͑5͒ and ͑6͔͒ in terms of the eigenvalues and eigenfunctions, we have to impose a homogeneous Dirichlet boundary condition for the characteristic function ⌰,
Though necessary in our approach, this additional boundary condition is not restrictive for a finite system, since one can always position the boundary planes outside the volume occupied by the system, in which case Eq. ͑13͒ is satisfied automatically. From Eqs. ͑5͒-͑7͒ and ͑11͒-͑13͒, we obtain the spectral expansion for the total field ͑cf.
, where in fact ( n ͉ 0 )ϭ0 since 0 is harmonic. We introduce a retarded Green's function as a spectral expansion in the coordinate-frequency domain:
Note that SP's correspond to the poles of G r (r,rЈ;) ͓cf. Eq. ͑8͔͒ in accord with the general properties. From Eq. ͑14͒, it follows that the electric field potential in the real space and time domain can be expressed as a contraction,
Spectral expansion results of Eq. ͑15͒ and the total electric field potential as the Green function contraction of Eq. ͑16͒ represent the basis for both the analytical theory and method of numerical computations that we employ.
III. NUMERICAL PROCEDURES
A few remarks regarding the present approach are due. The spectral expansion employed in the present paper offers the known principal advantage, namely, separation of geometric and material properties. Specifically, the eigenproblem of Eqs. ͑6͒ and ͑7͒ depends only on geometry of the nanosystem via the characteristic function ⌰(r), but not on its material composition. Numerically, this eigenproblem is solved once for a given geometry, which is the most complicated and time-consuming part of the procedure. After the eigenproblem is solved, for any material composition of the system, Green's function in the real space and frequency domain G r (r,rЈ;) is computed from Eq. ͑15͒ without solving any additional equations. Green's function in real spacetime G r (r,rЈ;tϪtЈ) is then found by fast Fourier transform ͑FFT͒ and stored. Then, the fields for any specific material composition for any point in space and time can be computed by numerical integration from Eq. ͑16͒.
This approach is quite efficient with respect to the CPU time, though it requires a significant ͑multigigabyte͒ memory for the required size of the system ͑the required memory scales as sixth power of system's geometric size͒. However, it is chosen by us not because of the efficiency considerations, but because of its exceptionally high numerical stability, which is due to the following. Owing to its structure, the spectral expansion Eq. ͑15͒ automatically possesses the exact analytical properties of a retarded Green's function: it has only simple poles, and, provided that the constituent dielectric functions satisfy the Kramers-Kroning dispersion relations, it is causal, i.e., all those poles are in the lower half plane. We emphasize that that these analytical properties are exactly satisfied by the form of the spectral expansion of the Green's function, no matter how accurately the eigenproblem is approximated, as long as the eigenfunctions found are orthonormal. Importantly, this prevents violation of the causality, which is a nontrivial property for any Fourier-based method.
We have discretized Eqs. ͑6͒ and ͑7͒ on a threedimensional rectangular grid of size n x ϫn y ϫn z whose dimensions ͑in the grid steps͒ are: n x ϭn z ϭ32; n y ϭ8,16, and 32. We use a third-order discretization scheme. The obtained results show no qualitative dependence on n y within the range indicated. This was expected from the investigation of the sensitivity of the eigenmodes and eigenvalues to the grid size studied in Ref. 28 . After the discretization, the obtained linear generalized eigenproblem is solved by using a highly efficient, multithread realization of the LAPACK linear algebra package 40 for Itanium 2 processors. 41 The systems studied are planar metal nanostructures positioned in the central x,z plane whose thickness ͑in the y direction͒ is two grid steps. The nanostructures of two geometries have been employed displayed in Fig. 1 : a specially engineered ͑tailored͒ V-shape and a random planar composite ͑RPC͒ with the 50% coverage in the central plane of the system. These nanostructures are embedded in the dielectric host with the dielectric constant h ϭ2.0. We choose silver as the metal because it is a natural metal with the smallest dielectric losses in the visible and near infrared ͑ir͒ regions. 42 For silver as the metal component, the lifetime n ϭ1/(2␥ n ), computed from Eq. ͑10͒, is shown in Fig. 2 as a function of the SP frequency. 47 This lifetime is maximum Ϸ60 fs in the near-ir region. For the coherent control to be effective, the pulse should be as long as possible, but not exceeding n , qualitatively because the phase information is imprinted in the pulse as the change of the instantaneous periods in the excitation wave form. Therefore, the number of the phase degrees of freedom is ϳT/ n , where T is the pulse duration. From these considerations, we choose T ϭ50 fs and the carrier frequency of the pulse 0 ϭ0.8 eV, so a significant part of the near-ir region is within the pulse spectrum.
The eigenmodes and Green's function described in Sec. II depend only on the shape of the nanosystem, but not its size scale except for the trivial scaling of r, rЈ with that size. However, the applicability of the present theory imposes conditions on the size scale. Those, apart from the condition of the quasistatic approximation LӶ, include also the limitations of the minimum size l. For the dielectric response to be local, l should be greater than the three characteristic intrinsic lengths of the system: electron mean-free path l e , Debye screening radius r D , and Fermi wavelength ⑄ F . Because in metals l e ӷr D տ⑄ F , the condition lտl e is violated first. For good metals such as silver or gold, l e ϳ5 -10 nm. In Fig. 1 , the minimum size is two grid steps, which requires the grid step to be at least 3-5 nm; then the total size of the system is 60-100 nm, satisfying the quasistatic condition. When l becomes smaller, nonlocal effects may play important role. One of them is modeled as increase of the electron relaxation rate by a quantity ␥ nl ϳv F /l, where v F is the electron velocity at the Fermi surface. 43 The closest systems studied experimentally that possess the maximum and minimum scale sizes on the same order as our systems were gold nanorods 44 ͑note that the V-shape is two nanorods connected at their end͒. This experiment not only does not show any increase of the resonance width corresponding to ␥ nl , but, to the contrary, observes decrease of this width explained in Ref. 44 by the suppression of the interband transitions. In contrast to Ref. 43 , the nonlocality affects mainly the spatial, not temporal, dispersion, as we argued in Ref. 45 . These effects only become significant for l comparable with r D , at distances on order of 1 nm or less. 45 Based on this, we will not consider the nonlocal effects in the present paper. Generally, to the best of our knowledge, among the wealth of publications on nano optics, the spatial dispersion has not so far been taken into account for any system more complex than a single nanosphere.
We consider four different exciting pulses shown in Figs. 3͑a͒-3͑d͒. For the three of them ͓͑a͒, ͑c͒, and ͑d͔͒, the exciting field 0 (r,t) is a z-polarized chirped pulse with Gaussian envelope and duration T,
where ␣ is a dimensionless phase-modulation parameter. The fourth excitation pulse, panel ͑b͒, is a compressed one, computed for ͉␣͉ϭ0.3 as 0 (r,t)ϭ͐e Ϫit) ͉ 0 (r,)͉ d/(2), where 0 (r,) is a Fourier transform of Eq. ͑17͒. Note that pulses ͑b͒-͑d͒ possess identical power spectra and differ only by frequency-phase modulation; pulses ͑a͒, ͑c͒, and ͑d͒ have identical temporal envelopes. Pulses ͑c͒ and ͑d͒ are time reversed ͑phase conjugated͒. All these pulses have the same average frequency. Comparison of the responses to them enables one to isolate effects of spectral composition and phase modulation. The integral intensity Q (0) for all these pulses is the same: it does not depend on the phase modulation or compression,
The characteristic function, ⌰(r), that enters Eqs. ͑5͒ and ͑7͒ is a unit-step function whose gradient has a ␦-function singularity. If Eqs. ͑5͒ and ͑7͒ are discretized directly, then this singularity may be lost, and the resulting solutions will be completely inaccurate. We took special care to deal with this edge singularity. We have chosen to smooth this singularity by applying a Gaussian filter, i.e., by replacing ⌰(r) →⌰ (r), where
and a is the smoothing length. Computationally, we have carried out the integration in Eq. ͑19͒ using FFT method. We used aϭ1 grid step; our experience shows that increasing a does not change the solutions significantly. On the other hand, setting a→0, or using the original stepwise ⌰(r) function would have brought about completely inaccurate results.
IV. COMPUTATIONAL RESULTS

A. V-shape: Transform limited excitation pulses
We display in Fig. 4 the kinetics of local fields for transform-limited excitation pulses at two characteristic points at the metal surface: the V shape opening ͑the widest part of the V shape͒ ͓panels ͑b͒ and ͑e͔͒ and the apex of the V shape ͓͑c͒ and ͑f͔͒ along with the corresponding excitation pulses ͓͑a͒ and ͑d͔͒. For the narrow-band pulse ͓panels ͑a͒-͑c͔͒, the response at both the characteristic points has a smooth envelope where the pulse amplitude is significantly enhanced ͑by a factor of Ϸ25-50) with respect to the excitation pulse. The pulse at the apex is about twice higher than at the opening of the V shape, and both pulses are significantly extended in time ͑to Ϸ150 fs). The wide-band pulse displayed in Figs. 4͑d͒-4͑f͒ has the spectral width one order of magnitude greater than that for the narrow-band pulse. The excitation pulse is one full oscillation, and it is transform limited. Despite this extremely short duration of the excitation pulse, the local-field response of the V shape is as long as for the narrow-band pulse described above. At both the opening and apex of the V shape, the initial pulse of local fields is accompanied by a long period of ringing that is due to the existence of comparatively long living SP's within the spectral width of the excitation pulse.
More insight can be obtained from the spatial distribution of local fields. That for the case of the narrow-band transform-limited pulse is shown on Fig. 5 . At the first moment shown ͓tϭ69.1 fs, panel ͑a͔͒ corresponding approximately to the maximum of the exciting pulse, the fields are concentrated predominantly at the apex of the V shape where they enhanced by a factor of Ϸ45 with respect to the excitation field maximum magnitude E 0 . However, in just 400 as, i.e., within the optical cycle, the maximum intensity is shifted to the opening ͓tϭ69.5 fs, ͑b͔͒. Then at less than 1 fs, this maximum returns to the apex ͓tϭ70.3 fs, ͑c͔͒ and then continues to oscillate between the opening and the tip, never concentrating at one site ͓cf. panel ͑d͔͒. Thus continuing transfer of the excitation energy between the apex and the tip occurs in a fraction of the optical period during the entire duration of the pulse and beyond it ͑cf. Fig. 4͒ . This is a reflection of the general effect of giant attosecond fluctuations: 17 continuous oscillations of the local-filed energy across the entire extent of a nanosystem during a fraction of the optical period.
The spatial distributions of local fields for the wide-band unchirped, ultrashort exciting pulse are shown in Fig. 6 . Qualitatively, they behave similar to the narrow-band excitation shown in the previous figure: there are high local fields at the apex, and the energy is continuously transferred from apex to the opening and back, which is in agreement with the overlap in time of the local fields at the apex and opening of the V shape evident in Fig. 4 , supporting the general concept of the giant attosecond fluctuations of local fields. Quantitatively, the maximum field is by a factor of Ϸ2 larger than in Fig. 5 . Thus, the dramatic ͑more than one order of magnitude͒ broadening of the pulse spectrum and shortening of its duration, leads only to some quantitative, but not qualitative improvement in the localization of energy at the tip.
B. V-shape: Chirped excitation pulses
Kinetics of local fields at the opening and apex of the V shape is displayed in Fig. 7 . Different from the transform -FIG. 4 . Tranform-limited excitation pulses and the corresponding local fields for narrow-band excitation (␣ϭ0) ͓panels ͑a͒-͑c͔͒ and wide-band excitation (͉␣͉ϭ0.3) ͓panels ͑d͒-͑f͔͒. Panels ͑b͒ and ͑e͒ display the local fields at the opening of the V shape, and panels ͑c͒ and ͑f͒ show the local fields at its apex. All pulses are shown in the same units and are directly comparable to each other. Silver used as a material for the V shape. limited pulses ͑Fig. 4͒, the local-field pulse lengths are close to that of the exciting pulses: no significant ''ringing'' at long times is found. For the negative chirp, the local field at the opening ͓panel ͑b͔͒ reaches its maximum simultaneously with the exciting field, while the field at the tip ͓panel ͑c͔͒ is delayed with its maximum at tϷ100 fs, i.e., practically after the end of the exciting pulse. In contrast, for the positively chirped pulse, the local fields ͓panels ͑e͒ and ͑f͔͒ are concurrent in time with each other and with the exciting pulse. Thus, the negatively chirped pulse yields the selective concentration of the excitation energy at the tip of the nanostructure. Occurring after the end of the exciting pulse, this is clearly a coherent effect. For both the chirped excitation pulses, the field at the tip is greatly enhanced, by a factor of Ϸ80.
The spatial distributions for the case of the negatively chirped excitation are shown in Fig. 8 where we see that at the moment of time close to the maximum of the excitation pulse ͓tϭ57.3, panel ͑a͔͒, the local-field energy is concentrated at the opening of the nanostructure. However, at the end of the excitation pulse ͓tϭ80.3-89.7 fs, panels ͑b͒ and ͑c͔͒ the excitation energy is localized at the tip where it persists long after the excitation pulse has ended ͓tϭ118 fs, panel ͑d͔͒. Thus, in this case, we achieve the desired concentration of the excitation energy at the tip of the V shape, where the local fields are enhanced by almost two orders of magnitude at their maxima with respect to the peak of the excitation pulse.
In contrast, for the positively chirped pulse, the spatial distributions of the local fields displayed in Fig. 9 show the energy concentration at the tip at the moment of time close to the excitation-pulse maximum ͓tϭ58.5 fs, panel ͑a͔͒. The maximum of local fields moves to the opening of the V shape in less than two oscillation periods ͓tϭ64.3 fs͔. Then it moves back to the tip in approximately one oscillation period, still within the duration of the excitation pulse ͓tϭ68.3 fs, panel ͑c͔͒. At comparatively long times ͓tϭ98.4 fs, panel ͑d͔͒, the local fields are essentially delocalized.
The significant difference in the spatiotemporal dynamic between the positively and negatively chirped pulses, which are time-reversed with respect to each other, necessarily shows that this dynamic is significantly not time reversible. This is certainly due to the dissipation in silver. This timereversibility violation is significant despite very low dielectric losses in silver within the bandwidth of the excitation. We can interpret this fact as being due to the effect of chaoticity of dipolar eigenmodes: 26 this is similar to thermodynamic irreversibility of statistical physics despite the dynamic reversibility of the underlying exact quantum FIG. 7 . Excitation pulses and the corresponding local fields for negatively chirped pulse (␣ϭϪ0.3) ͓panels ͑a͒-͑c͔͒ and positively chirped pulse (␣ϭ0.3) ͓panels ͑d͒-͑f͔͒. Panels ͑b͒ and ͑e͒ display the local fields at the opening of the V shape, and panels ͑c͒ and ͑f͒ show the local fields at its apex. All pulses are shown in the same units and are directly comparable to each other. Silver used as a material for the V shape. mechanics that is due to randomness and complexity of the eigenstates. Comparing the dynamics induced by the four excitation pulses presented above ͑Secs. IV A and IV B͒, we arrive at the conclusion that both the spectral composition and phase modulation of the excitation pulses significantly affect nanometer-femtosecond kinetics in metal nanostructures. With respect to the spectrum, it is somewhat obvious property, but the possibility to control this dynamics and concentrate the excitation local energy at a desired site of a nanosystem with the excitation-pulse phase modulation is nontrivial and potentially useful.
C. Random planar composites
For RPC, the kinetics of local fields induced by the four wave forms of the excitation pulses ͑at the spatial points where the global maximum is obtained in each case͒ is presented in Fig. 10 . Panels ͑a͒-͑d͒ correspond to the excitation pulses of Fig. 3 . Different from the V shape ͑cf. Fig. 7͒ , there is a significant ''ringing'' of the induced local fields at times appreciably longer than the duration of the excitation pulse. Thus, in this case, it has been impossible to concentrate the local fields in time using the linear-chirped pulses. The amplitude of the response is higher for the wide-band pulses and reaches the value of Ϸ80, close to that for the V shape. In this case, the positive-chirped excitation ͓panel ͑d͔͒ creates the maximum temporal delay of the response. This delay and ringing are the effects of the relatively long phase memory of silver in the spectral region considered.
The spatial distributions of the local fields for RPC at the moments when those fields reach their respective global maxima for the four excitation pulses under consideration are shown in Fig. 11 . The field distribution for the case of the narrow-band pulses ͓panel ͑a͔͒ shows a pronounced concentration of energy at a dominating peak where the enhancement E z Ϸ60. This concentration is unrelated to the phase modulation and is the manifestation of the ''ninth wave'' effect obtained earlier with the use of the dipole-dipole approximation. 16 A similar spontaneous concentration, but at two sites is also seen in panel ͑b͒ for the wide-band transform-limited pulse. In panel ͑c͒, the negatively chirped pulse excites a different distribution than that of panel ͑b͒.
The positively chirped pulse ͓panel ͑d͔͒ is significantly different from the above distributions, though it does not show any enhanced concentration of energy at a single location.
Thus for RPC, we could not show enhancement of the energy concentration using the linearly chirped pulse. Nevertheless, we have found that both the spectral composition and the phase modulation do affect the spatiotemporal dynamics. This still leaves open a possibility to control this dynamics by a more sophisticated phase modulation.
D. Mean linear fields and two-photon excitation
We introduce the time-averaged distribution of the localfield intensity
which, obviously, depends only on the power spectrum, ͉E 0 ()͉ 2 , but not on the phase of the excitation. Thus, the average linear local-field intensities are not controllable by the phase modulation. This conclusion is illustrated by the direct temporal integration of the numerically obtained solutions, whose results are shown in Fig. 12 . Indeed, we see that the three pulses with identical spectra, namely, negatively chirped ͓panel ͑b͔͒, positively chirped ͓panel ͑c͔͒, and wide band ͓panel ͑d͔͒, have the identical average intensity distribution ͗I(r)͘, which is an independent check that the computations are correct. In contrast, distribution ͗I(r)͘ for the transform limited narrow-band pulse ͓panel͑a͔͒ is completely different.
In sharp contrast to the average linear local intensity ͓cf. Eq. ͑20͒ and Fig. 12͔ , there is no principle that forbids the coherent ͑i.e., by means of phase-modulation͒ control of the average intensity of nonlinear processes. In Fig. 13 , we show the average enhancement factor of the two-photon absorption calculated as
From this we can clearly see that the negatively chirped pulse ͓panel ͑c͔͒ produces the best concentration of the twophoton excitation at the tip of the V shape: it yields the highest intensity at the tip and the relatively small excitation at the opening. Note that this maximum enhancement is very significant, Ϸ4.5ϫ10 7 , exceeding that for the narrow-band pulse by an order of magnitude. This supports the possibility to concentrate the integral nonlinear excitation at the desired site of a nanostructure. Importantly, the time-averaged local enhancement of SERS ͑surface-enhanced Raman scattering͒ is given approximately by same factor, ͓͗I(r)͔ 2 ͘, as the twophoton excitation and is also very significant, Ϸ4.5ϫ10 7 , and sharply localized at the tip of the V shape for the negative-chirp pulse.
V. CONCLUDING REMARKS
Without repeating the specific discussion presented in the preceding sections, here we very briefly summarize the major results. We have demonstrated a possibility to control the spatotemporal dynamics of a nanosystem on the nanometerfemtosecond scale. The degrees of freedom for such a control are provided by the spectral composition and spectralphase modulation of the excitation pulse. The broadening of the spectrum of the excitation pulses to nearly one octave leads to a significant enhancement of the local fields at the tip of the V-shaped nanostructure. The spectral-phase modulation ͑at a constant spectral shape͒ of the excitation pulse allows one to concentrate the excitation at the tip of the V-shaped nanosystem at a certain time interval, in particular, achieve the duration of the local-field pulse close to that of the excitation pulse, without any long-time ''ringing'' tails. However, for the linear photoprocesses, the time-average local-field intensity are not phase controllable. In contrast, for nonlinear photoprocesses, the average yield can also be controlled by the phase modulation of the excitation pulse, which is demonstrated on the example of two-photon excitation.
The effects of coherently controlling the spatial concentration on the nanoscale and temporal course on the femtosecond scale of the ultrafast excitation energy in nanosystems may find applications in a wide range of optical probing and nanomodification of nanosystems. Some perspective areas of application comprise metal-nanostructure enhanced probing and spectroscopy, in particular, surface-enhanced Raman spectroscopy, of single molecules or chemical groups of larger molecules or biological objects. These applications include the temporal resolution due to the short duration of the local-field pulses. Nanomodification of the nanosystem, such as the local photochemical modification of large molecules, bio-objects, or surfaces may be another perspective area of applications. fields. Panels ͑a͒-͑d͒ correspond to those for the excitation pulses in Fig. 3 .
