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Abstract—Understanding how people are likely to move is key
to efficient and safe robot navigation in human environments.
However, mobile robots can only observe a fraction of the
environment at a time, while the activity patterns of people
may also change at different times. This paper introduces a
new methodology for mobile robot exploration to maximise
the knowledge of human activity patterns by deciding where
and when to collect observations. We introduce an exploration
policy driven by the entropy levels in a spatio-temporal map
of pedestrian flows, and compare multiple spatio-temporal ex-
ploration strategies including both informed and uninformed
approaches. The evaluation is performed by simulating mobile
robot exploration using real sensory data from three long-term
pedestrian datasets. The results show that for certain scenarios
the models built with proposed exploration system can better
predict the flow patterns than uninformed strategies, allowing
the robot to move in a more socially compliant way, and that
the exploration ratio is a key factor when it comes to the model
prediction accuracy.
Index Terms—spatio-temporal exploration, mobile robots,
long-term data, human motion model
I. INTRODUCTION
The introduction of robots into environments shared with
humans, such as hotels, warehouses or shopping centres,
creates new challenges. As pointed out in [1], [2], navigation
around people is one of the key aspects for long-term ac-
ceptance of mobile robots in human-populated environments.
One of the current barriers for this acceptance is that many
navigation methods are based only on reactive behaviour,
where the robot tracks the people in its vicinity and replans
its trajectory accordingly. The work in [3] reported that the
errors of the state-of-the-art methods for prediction of human
motion exceed 0.4 m for predictions horizons of 1 s, which can
lead to frequent re-planning, causing an erratic or aggressive
robot behaviour. Instead, giving the robot the ability to model
and predict in advance how the people are likely to behave
from a long-term perspective is an important enabler for safe
and efficient navigation [4]. For example, a robot may use
the human motion (or “flow awareness”) knowledge to go
with the main direction of flow to minimise the possibility
of collisions or trajectory re-planning [5], [6]. Alternately a
robot might choose to avoid areas likely to contain human
traffic in order to maximise safety in industrial applications.
However, obtaining an applicable model of the environment is
not a straightforward task due to several sources of noise in the
collected data, e.g. visibility, occlusions, and time constraints.
Fig. 1: Top: shopping centre map with the location of all
the sensors and the two main zones, taken from [7]. Bottom:
spatial division of the environment into 1×1 m cells, and the
24 regions available for the robot to explore.
The robot’s view is constrained by sensor limitations and
occlusions, and the robot usually has to perform other tasks,
limiting the time available for data gathering.
Hence, a mobile robot requires an exploration strategy to
provide a planned sequence of data observations with the
primary aim of building a model of an environment to over-
come the aforementioned constraints. Traditional exploration
strategies assume a static scenario, i.e. the states measured do
not change over time. Their aim is to build a spatial model
that covers the operational environment as quickly as possible.
If the flow of people remains constant (static in time), this
would mean visiting the locations which have never been
visited before. However, when modelling human motion, the
environment tends to change over time, e.g. with different flow
patterns at different times of the day [8]. Thus, apart from
deciding where to explore, the exploration strategy must also
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consider the temporal dimension (i.e. when to explore) in order
to obtain the maximum information from each observation.
By learning and refining its knowledge of human motion
patterns over time, the robot is able to operate more reliably
in challenging environments shared with humans.
In this paper we present, as the main contributions:
- a new methodology for mobile robot exploration to
maximise the knowledge of human activity patterns, by
deciding where and when to collect observations;
- a study comparing multiple spatio-temporal robotic ex-
ploration policies, evaluating their performance in build-
ing and refining a time-dependent probabilistic model of
human activity patterns (Spatio-Temporal Flow map, or
STeF-Map) introduced in [9];
- the introduction of an exploration policy driven by the
entropy levels of the cells in a STeF-map, computed from
the previous observations; and,
- a new long-term pedestrian dataset containing a total of
22 consecutive days of observed pedestrian motions. This
is publicly available and can be found in [10].
As the name implies, each spatio-temporal exploration
strategy is composed of both a spatial policy and a temporal
policy, which define respectively the set of rules the robot
must follow to decide the location and time to collect data. In
the experiments we treat both independently, so we can see
the impact of all the possible combinations. For each domain,
we test the entropy-based policy, plus two more uninformed
policies (Random and Round-Robin).
The evaluation is performed using three long-term term
pedestrian datasets providing complex time-varying human
motion patterns. Using the pre-recorded datasets together with
the provided ground truth data, we simulate an environment
where a mobile platform can schedule observations at particu-
lar locations and times, following the assigned spatio-temporal
exploration strategy.
The results show that for the dataset with a large en-
vironment containing many people detections, the entropy-
based strategy learns the flow patterns and increases model
prediction quality better than the uninformed strategies. We
also determine that the time devoted to exploration is the factor
with the biggest impact on model quality, obtaining a similar
correlation between model quality and the exploration ratio
for all three datasets.
II. RELATED WORK
A. Robot exploration
Classical exploration methods are aimed at guaranteeing
the completeness of the robot’s environment model. One of
the earliest approaches is frontier-based exploration [11][12],
which drives the exploration towards the boundaries between
the known and unknown until the map is complete. The
scalability of this approach due to its ability to distribute the
frontiers among multiple robots is one of the main advantages,
but the method does not consider the model quality. Because
the approach does not refine or update the map over time, this
can lead to inaccuracies in the representation, which could
cause robot localisation and navigation failures.
Another approach is adopted by next-best-view strategies,
which focus on building the initial map after the deployment
stage, based on optimising different criteria. For example,
Amigoni and Caglioti [13] present a system that optimises the
estimated time to reach a given location and the amount of in-
formation expected to be gathered there. Vallvé and Andrade-
Cetto [14] propose a method of calculating the entropy de-
crease in the robot configuration space and then use these
estimates to evaluate different exploratory trajectories for robot
mapping. Fentanes et al. [15] utilise the Poisson uncertainty
to drive the observation and mapping of soil moisture by
counting neutrons using a cosmic-ray sensor. Stachniss and
Burgard [16] presented an information-gain based exploration
framework that integrates not only uncertainties of the map,
but also the uncertainties of the robot’s localisation.
However, the above approaches do not attempt to maintain
the environment models after their acquisition, meaning that
the model will lose accuracy as the environment changes.
To deal with this problem, another branch of algorithms
aim to create models of the environment that allow them
to predict where and when to make observations of specific
phenomena, reasoning about the best times and locations to
explore. In Marchand and Ramos [17] and Singh et al. [18], for
example, the decision making for environmental surveillance
and monitoring is based on Gaussian Processes, which allow
the robot to learn the temporal patterns in the environment.
Other approaches [19], [20] are instead based on the as-
sumption that some of the environmental variations observed
are caused by people’s daily routines. Santos et al. [19] present
a method for life-long spatio-temporal exploration of dynamic
environments, using the entropy of binary state predictions
in an occupancy map to create a scheduler that determines
the areas and times to explore for each day. These methods
rely on building a metric representation of the world structure,
estimating the probability of a (binary) state of a cell to
contain a person or not. However, reasoning about human
motion requires more complex model representations, and
binary states are not sufficient to describe the pedestrian flows
covered in this paper.
B. Human motion modelling
Several authors present approaches to model human mo-
tion in space [21]. Some of them focus on learning human
affordance maps, which define the probability of finding
people in certain regions of the environment. For example,
Limosani et al. [22] create affordance maps by overlapping the
data from 2d laser scans from multiple sessions. Tipaldi and
Arras [23] model the probability of activity events by a Poisson
process, which is exploited by a motion planning algorithm
to find people as quickly as possible. Other authors focus
more on modelling the typical directions of pedestrians in an
environment. Senayake and Ramos [24] present a probabilistic
directional grid map to represent the long-term angular motion
of the environment dynamics. In similar work, Kucner et
al. [25] further take the observed speed of the people into
account as well as their orientation. Asahara et al. [26] and
Wang et al. [27] use Markov models to learn the transition
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probabilities of people moving from one cell to another, and
Han et al. [28] present an approach for pedestrian motion
modelling that includes both low-level trajectory patterns and
high-level discrete transitions.
Despite being focused on representing human motion, the
aforementioned methods do not take into account temporal
variations in the model, resulting in less accurate predictions.
Thus, Jovan et al. [29] use periodic Poisson processes to
characterise the behaviour in time of different rooms of a
building, which helps to better capture the nature of human
activities. Zhi et al. [30] use an LSTM network to model
a multi-modal probability density function over the possible
directions in which an object can move over time. Krajnik
et al. [20] present a model for introducing time into discrete
and continuous spatial representations by modelling long-
term, pseudo-periodic variations caused by human activities
or natural processes, wrapping time in several dimensions.
With mobile robots, the models need to be built from data
that is sparse in space and time, with incremental online
updates as the robot gathers new information. However, most
of the existing models are built offline, as model creation and
updating can be computationally expensive and tedious. Wada
et al. [31] and Kucner et al. [25] aim to solve this issue
in the spatial domain, while Chenellato et al. [32] address
the incremental building of a von Mises Mixture model from
streaming data to represent multi-modal distributions of human
activity.
The spatio-temporal exploration strategies compared in the
experimental part of this paper aim to build the STeF-Map
model introduced in [8], which creates a time-dependent
probabilistic map able to model and predict patterns of people
in indoor environments from sparse data. This representation
is compared with other similar maps of human dynamics in the
literature, where it achieves favourable performance not only
in terms of prediction accuracy using the Chi-squared metric
[33], but also, it allows a more human compliant path planning
and scheduling of robot activities in human-populated environ-
ments [34]. However, introducing the temporal dimension to
robot mapping requires novel exploration strategies to build
and maintain the spatio-temporal models during the robot’s
deployment in a given environment [35].
The work presented here extends the methodology first
presented in [36]. However, the prior work assumed a fixed
24-hour period for human activities, which is not always the
case. In the current work, we relax this assumption and instead
perform spectral analysis in the time domain for each modelled
cell in the environment model. Moreover, in the experiments
carried out here, we use a clustering algorithm to segment
the environment into regions, the number of periodicities
for each cell are learnt independently, and we increase the
fidelity of the simulation by reproducing robot navigation in
the environment. We also introduce an additional long-term
pedestrian dataset, and present further analysis and discussion
of the results, including their general applicability to a wide
range of domains in environments shared with humans.
III. PROBLEM DEFINITION
This chapter addresses the problem of creating a spatio-
temporal pedestrian flow model as accurately as possible from
sparse observations of non-trivial environments, taking into
account the limited sensory capabilities and time constraints
of a mobile robot.
Assuming an indoor environment with a known spatial
layout, which is divided into a set of C square cells forming a
grid (see e.g. the small squares in Fig. 1 (bottom)), the main
aim of the robot is to learn a spatio-temporal model (STeF-
Map [8]) of each cell that best represents the human motion
patterns, i.e. minimising the error between the internal model
and the true human motion distributions over time.
In order to simulate a robot’s limited visibility, let us define
a region Rr as a subset of cr ⊂ C cells that can be observed
simultaneously, such that by visiting cr during an interval of
time [t, t+∆t), observations of the human motion distributions
of only the cr cells that belong to Rr are obtained. The
remaining C − cr cells in the environment during that time
interval remain unseen. The observations are performed over
a predefined interval of time because, in contrast to other
environmental variables such as the state of an occupancy
cell (free or occupied), a distribution over human motion
can not be obtained in a single instant of time, since the
robot cannot count enough detections to build a meaningful
distribution. In the experiments carried out in this paper, each
subset corresponding to each Rr is non-overlapping with the
other regions such that C =
∑ρ
r=1 cr, ρ is the total number
of regions R into which the environment has been divided.
Although an improvement in model accuracy can be
achieved by visiting the regions as often as possible, the
number of observations is typically limited and the robot can
spend only a fraction of the total time on actual exploration. In
the experiments this fraction is referred as the exploration ratio
e, e.g. e = 0.25 means that the robot can spend only 25% of
its operational time on gathering information. The rest of time,
the robots keeps a stationary position and remains “blind”.
Therefore, given an exploration ratio e and a set of τ non-
overlapping time intervals [tj , tj + ∆t), it is the exploration
strategy’s job to define which regions to observe and in which
time interval, complying with the e ratio defined, in order to
improve the accuracy of the spatio-temporal human motion
model as much as possible.
IV. STEF-MAP MODEL
A. Spatial representation
The underlying geometric space is represented by a grid,
where each cell contains k temporal models, corresponding to
k discretised orientations of people moving through the given
cell over time. Since the total number of temporal models,
which are of a fixed size, is k×C where C is the total number
of cells, the spatio-temporal model does not grow over time
regardless of the duration of data collection. This makes the
model not only memory efficient, but also enables probabilistic
predictions of the likely flow of people in a given direction
for a given cell at any instant of time.
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(a) 11:00 (b) 18:00
Fig. 2: STeF-Map model predictions for all cells in the ATC dataset at two different points in time in a day: 11:00 and
18:00.The arrow shown in each cell corresponds to the discretised orientation with the highest predicted probability of human
motion at that point in time.
B. Temporal Framework - FreMEn
The temporal models, which can capture patterns of people
movement, are based on the FreMEn framework [37]. FreMEn
is a mathematical tool based on the Fourier Transform, which
considers the probability of a given state as a function of time
and represents it by a combination of harmonic components.
The model not only allows representation of environment
dynamics over arbitrary timescales with constant memory
requirements, but also the prediction of future environment
states based on the patterns learned. The idea is to treat a
measured state as a signal, decompose it by means of the
Fourier Transform, and obtain a frequency spectrum with the
corresponding amplitudes, frequencies and phase shifts. Then,
transferring the most prominent spectral components to the
time domain provides an analytic expression representing the
likelihood of that state at a given time in the past or future.
Assuming that the observed direction of motion follows under-
lying patterns due to the rhythmic nature of human activities,
we apply the FreMEn concept to discretised directions of
people movement through a particular cell.
C. Building the model
Our model assumes that it is provided with pedestrian
detection data, comprising the person position, orientation and
timestamp of the detection (x, y, α, t). At the beginning of
the model construction, we associate each cell with k bins,
corresponding to the discretised orientation of human motion,
each with an associated temporal model. When building the
model, the x, y positions are discretised and assigned to the
corresponding cell, and the orientation α is assigned to one of
the k bins, whose value is incremented by 1. In other words,
we count the number of people detections occurring in each
orientation bin of each cell. After a predefined interval of time,
we normalise the bins and use the normalised values to update
the spectra of the temporal models by the scheme described
in [37]. Then, we reset the bin values to 0 and start the count
again. Note that when building the model we do not use the
absolute number of detections in each cell, only the relative
number of occurrences among all k orientations.
D. Making predictions
To predict the behaviour of human movement through a
cell at a future time t, we calculate the probability for each
discretised orientation θ, (θ = i 2πk and i ∈ {0 . . . k − 1}),
associated with that cell as




where p0 is the stationary probability, m is the number of the
most prominent spectral components, and pj , ωj and ϕj are
their amplitudes, periods and phases. The spectral components
ωj are drawn from a set of ωs that covers periodicities ranging
from hours to 1 week with the following distribution:
ωs =
7 · 24 · 3600
1 + s
, s ∈ 0, 1, 2, 3, 4, ..., 15. (2)
The choice of m determines how many periodic processes
are considered for prediction. Setting m too low could mean
omitting other less prominent environment processes, while
setting it too high might decrease the generalisation capabili-
ties of the model.
An example of a STeF-Map can be found in Fig. 2. The
two images show the predictions obtained from a STeF-Map
model created after some training in the environment at two
different times of the day. In each cell, the arrow corresponds
to the discretised orientation with the highest probability of
human motion at that point in time. Looking at the arrows,
we can see that the model is able to capture and learn the
changes in the direction of pedestrian flows occurring in the
central square and the East corridor.
V. EXPLORATION
The representation shown in Fig. 2 was created assuming
full observability in time and space (using the ATC dataset [7]
with overhead cameras covering the entire scene). However,
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for the work presented in this paper, we assume the robot is
not able to see the entire environment at once, but only a single
region at a time (the regions are shown by different colours
in Fig. 1 (bottom)), and only a given percentage of the total
time in a day (defined by the exploration ratio) is devoted to
data gathering. Hence, the robot needs a strategy to explore
(gather data) from the regions at different times to maximise
the accuracy of the spatio-temporal flow model.
In this work, the physical uncertainty, also called the irre-
ducible or aleatory uncertainty, is used to guide the robot’s
exploration activities. This uncertainty refers to the inherent
variation in the physical system to be modeled, being an
intrinsic property or variable of the system (a human motion
distribution in this case). In order to measure this uncertainty,
one of the alternative options is to use the variance. However,
while the variance works well as a measure of uncertainty
when the variable measured presents a unimodal distribution,
the motion distributions obtained to create the STeF-map can
be multi-modal. Hence, the entropy is a better option as with
multi-modal outcome distributions, variance may incorrectly
characterise changes in uncertainty ([38]).
In the following subsections, the definition of a cell’s
inherent entropy is explained, together with a description of
the entropy-based heuristic policies for deciding where and
when to explore.
A. Defining the entropy of a cell
As explained in Section IV-C on model building, STeF-
map is based on counting occurrences of persons moving in
different directions. Taking, for example, a single randomly
chosen cell c with N detected persons, its probability dis-
tribution over the orientation of human motion is defined
as P (X) = {x1 = n1/N, x2 = n2/N, ...., xk = nk/N},
where the count vector n = {n1, n2, ..., nk} accumulates the
observed occurrences of each orientation bin k. The entropy
associated with that given cell is:










Equation 3 yields the correct answer as N/k tends to infinity,
but in many practical cases, statistical fluctuations of small
samples induce both statistical and systematic deviations in
the entropy estimates [39]. To mitigate this issue, the first-
order Miller and Madow correction [40] is applied,














where e is Euler’s number. Although this estimate still retains
some bias when N << k or N ∼ k [41], this is not the case
for this application as the number of person detections tends to
be greater than the number of bins. This correction adds more
entropy to the cells with fewer detections, expressing the fact
that having fewer data to define the motion models indicates
that the distribution obtained can be trusted less.
B. Entropy-based exploration
It is reasonable to think that cells in diverse parts of
the environment at different times could present different
motion patterns, so the Shannon entropy of a cell is used to
characterise those patterns. Lower entropy values indicate that
persons tend to follow well-defined motions, while the higher
the entropy becomes, the more randomly persons move across
the boundaries of that cell.
In the experiments carried out, the exploration activities
are not aimed at reducing the entropy levels in the envi-
ronment, as the entropy describes the inherent uncertainties.
So, the entropy is not used as the reducible epistemological
uncertainty (as in the work by [19] or in [17] where the
covariance is used as a measure of reducible uncertainty), but
as a way to bias the exploration towards areas/intervals that are
more suitable or worth visiting from a pattern-based spatio-
temporal modelling perspective. Lower entropy levels mean
better-defined motions, and hence more predictable patterns.
On the other hand, it is assumed that high entropy levels
describe a situation where no matter how many times the
robot gathers new data, the persons’ patterns are likely to
be unpredictable, or at least more difficult to predict than
lower entropy values with sparse data, because their behaviour
is closer to being random. There are approaches such as
Dempster-Shafer theory [42], [43] that allow to unify multiple
sources of uncertainties, like the inherent uncertainty and the
epistemological uncertainty which can appear due to the small
finite number of data samples. However, this work considers
that the uncertainty computed from the measurements only
comes from the intrinsic “physical” characteristics that define
the motions (besides the Miller and Madow entropy bias
correction). This approach also aligns well with one of the
key advantages of the STeF-map representations, i.e., the non-
necessity to store all past observations to update the model
and obtain predictions for new data observations.
Therefore, in the following sections explaining the entropy-
based policies for deciding when and where to perform
new observations, the probabilities that define the chances of
visiting particular regions and time intervals are based on an
heuristic that says those probabilities are inversely proportional
to the entropy values. This tells us that, for example, after
gathering some data in a region during a certain time interval,
if the resulting entropy is low, we want that region to have
higher chances of being visited in the future.
C. Defining when to explore
This subsection explains how, given a set of observable τ
intervals occurring in the future, the entropy-based temporal
policy decides which ones to explore while complying with the
exploration ratio e. The basic idea is to use the map entropy
from previous observations to compute the entropy for the
future τ time intervals, defining the chances of selecting each
interval for exploration purposes. The steps involved are as
follows:
I): After each interval of time in which a data gathering
action has been performed, the map entropy is calculated as
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Fig. 3: Entropy calculated over 1 day using the distributions
obtained in a cell in 1 hour time intervals.
the sum of all cell entropies:
Hmap([t, t+ ∆t)) =
C∑
i=1
Hcelli [P (X|[t, t+ ∆t))], (5)
where Hcell[P (X|[t, t + ∆t))] is given by Equation 4 but
the human motion counts are obtained only during a specific
interval of time. For example, Figure 3 shows the entropy
values Hcell[P (X|[t, t+∆t))] calculated using 1 hour of non-
overlapping time intervals for a randomly picked cell.
II): Treating Hmap as a signal over time, the next step is
to compute the most prominent time correlation in the entropy
values. To do so, a spectral analysis is performed. Since the
map entropy input values are not equally sampled in time
due to the time constraints (when e < 1), the Non-Uniform
Discrete Fourier Transform (NUDFT) is used for this analysis.
Notice that the number of input values used to calculate the
NUDFT are determined by the exploration ratio defined. The
higher the value of e, the more inputs are available to compute
the spectra. This frequency decomposition tells us which is the
most prominent time correlation over the data by checking the
periodicity T with the biggest amplitude (discarding frequency
0). This can then be used to compute the averaged entropy of
an interval following the correlation obtained as:
Hintj ([tj , tj + ∆t)) =
=
∑(tj−tstart)/T
z=1 Hmap([tj − z · T, tj + ∆t− z · T ))
(tj − tstart)/T
,
, j ∈ 1, 2, ..., τ,
(6)
where tstart is the time when the exploration activities started.
For example, Figure 4 shows the spectra of the three
environments used in the experiments after gathering data
for some time. For the office dataset, the most prominent
time dependency is 24 hours (frequency = 7 [1/week]).
Knowing this value, the entropy measures for a 24-hour period
corresponding to a day divided into 10-minute intervals are
computed by averaging the entropy values of the same 10-
minute interval across multiple days (e.g. from 10:10 to 10:20
from day 1, 2, 3, ...). Note also the peak with a frequency
of 1 week (frequency = 1 [1/week]), which appears due
to the different behaviour of people between weekdays and
weekends.
(a) ATC (b) Corridor (c) Office
Fig. 4: Frequency spectra of the map entropy values for the
three environments.
III): The probabilities that define the chances of each
time interval to be chosen for data gathering are calculated as
P (intj) = 1/
Hintj ([tj , tj + ∆t))∑τ
z=1Hintz ([tz, tz + ∆t))
, j ∈ 1, 2, ..., τ,
(7)
so that an array I = P (intj), j ∈ 1, 2, ..., τ containing
the probabilities of all the intervals can be obtained. Finally,
using I , the temporal entropy-based scheduling is determined
by Algorithm 1.
input : I, e, τ
output: Q (array of 1s and 0s defining the intervals to
explore)
begin
Initialise Q to all 0s
NumberOfIntervalsToExplore ← τ · e
while sum(Q) 6= NumberOfIntervalsToExplore do
intchosen ← Choose an interval(I) // the
chances of an interval being
picked are proportional to its
probability





Algorithm 1: Choosing the intervals to explore.
D. Defining where to explore
This subsection explains how, given a set of ρ regions R
each containing a subset of s observable cells, the entropy
is used to calculate the probabilities of each region Rr being
picked (in the intervals chosen by Algorithm 1) by the entropy-
based spatial policy for data gathering. In contrast to the
approach presented for deciding when to explore, here the
temporal entropy evolution is not taken into account. Instead
the entropy is calculated from all the accumulated person
detections gathered in the past. In order to calculate the
probabilities for each Rr the following steps are proposed:
I): First, the entropy of each region Rr is computed as





Hcelli [P (X)], r ∈ 1, 2, ..., ρ, (8)
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Fig. 5: Pedestrian counts in each direction over a day and the
cumulative distribution for the cell a with low entropy.
Fig. 6: Pedestrian counts in each direction over a day and the
cumulative distribution for the cell b with high entropy.
where Hcell[P (X)] is given by Equation 4 from all the
detections seen in the past distributed across the k bins. For
example, Figures 5 and 6 show the occurrences for 2 different
cells (a and b) using k = 8 discrete orientations in 1 hour time
intervals and their corresponding cumulative distributions. The
cell a in Figure 5 shows a distribution with two clear peaks
corresponding to the two dominant orientations of human
motion, corresponding to a low entropy value (Hcella = 1.58).
By contrast, Figure 6 illustrates a cell b in another part of the
environment where each one of the k = 8 orientations obtains
a similar number of person detections, corresponding to a more
unpredictable behaviour, obtaining a flatter distribution, and
hence a higher entropy value (Hcellb = 2.76).
II): Second, the probabilities that define the chances of
each region Ri to be chosen to explore are calculated as
P (Rr) = 1/
HRr∑ρ
j=1HRj
, r ∈ 1, 2, ..., ρ. (9)
Every time a certain interval is chosen to be explored, the
region where the robot will travel to obtain information about
the human motion has to be defined. Similar to the approach
presented for the intervals in Algorithm 1, this decision is
taken randomly, where the probability of selecting a given
region Rr is proportional to P (Rr).
For example, let us take an environment with just two
regions where each region contains just one cell. R1 has only
the cell a from Figure 5 and R2 has only the cell b from Figure
6. After gathering the information shown in Figures 5 and 6,
the associated normalised probabilities in this case would be
P (R1) = 0.64 and P (R2) = 0.36.
VI. EVALUATION
A. Experimental scenarios
In the experimental section, three exploration policies are
tested (Entropy, Random and Round Robin), which define the
set of rules to create the exploration sequence both in time
and space.
– Entropy (E) policy: the regions/intervals are chosen
following the schemes presented in the previous section.
The recalculation of the entropy levels is done at the end
of each day of exploration using all the data gathered on
that day.
For the two uninformed policies implemented, the environment
dynamics are not taken into account. These strategies calculate
the sequence of visits simply from the number of intervals τ ,
the number of regions ρ and the ratio e.
– Random (R) policy: as its name indicates, the regions
and intervals for exploration are chosen in a uniformly
random way. Thus, all the τ intervals and all the ρ regions
have the same probability of being chosen.
– Round Robin (B) policy: all the areas/time intervals
of the environment are visited with the same frequency,
interleaving the observations so that the exploration ratio
e is satisfied.
In initial comparisons, a Greedy (G) algorithm was also
implemented ([44]). This always looks for the intervals/regions
with the highest probability defined by Equation 7 and 9,
respectively. However, in all the experiments this method
performed poorly compared to the other three policies afore-
mentioned. For that reason, the results for this approach are
only presented in Figure 15 but not in the other figures
containing the box-plots. This might seem a bit counter-
intuitive, but the fact that the robot always goes to the area with
the lowest entropy is not always the best option, as there is no
chance for the other parts to be explored. This is due to the
fact that in this experimental scenario, observing a cell does
not imply a change in its entropy after the measurement. The
Entropy, Random and Round Robin exploration policies are
compared using the 9 different spatio-temporal combinations:
R-R, B-R, E-R, R-B, B-B, E-B, R-E, B-E and E-E, where
the first letter indicates the policy for choosing the location
and the second letter indicates the one in charge of deciding
when to explore. So, for example, in the case of R-B, the
region to explore is chosen in a random way, while the time to
explore is deterministic. Regarding the temporal aspect, three
different exploration ratios are used: e = 0.5, 0.25, 0.125.
This percentage defines the number of time intervals that the
robot will devote to gathering data from the total number of
intervals available.
B. Datasets
To evaluate the approach, we ran the experiments using
three real pedestrian datasets. All feature complex human
movement and enough days to train the models and evaluate
the different exploration strategies in the long term. The
pedestrian detections in the environments are given in x,
y coordinates together with the heading angle α for every
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Fig. 7: Corridor dataset: Robot location in the corridor and
example of a person walking seen by the Velodyne scans.
timestamp t, all of them given in the same fixed world frame.
Following [45], from each dataset we have taken certain days
for training, some for validation, and others for testing, but
none of the days for each set overlap.
Shopping centre-ATC: The first dataset was recorded by
tracking pedestrians at the the ATC shopping centre in Osaka,
Japan [7]. The perception system consists of multiple 3D
range sensors covering an area of approximately 900 m2 (Fig.
1), which is able to detect and track all the people at every
instant of time. The data was recorded on every Wednesday
and Sunday between October 24th, 2012 and November 29th,
2013, resulting in a total of 92 days. From these data, we
selected the first 46 consecutive days (23 Wednesdays and
23 Sundays), using 42 to perform exploration, 2 days for
validation and the other 2 for testing. The recording of each
day provides people trajectories starting from approximately
09:00 until 21:00, so for the rest of day we assume there are no
occurrences of people, simulating the shopping centre being
empty. Each of the recorded days contains around 1 million
detections of people.
Corridor: The second dataset was collected at one of
corridors in the Isaac Newton Building at the University of
Lincoln. The data was recorded by a Pioneer 3-AT mobile
robot equipped with a 3D LiDAR (Velodyne VLP-16) and
a 2D laser (Hokuyo UTM-30LX). During data collection,
the robot remained stationary in a T-shaped junction, which
allowed its sensors to scan the three connecting corridors
simultaneously, covering a total area of around 75 m2 (see
Fig. 7). However, since the robot could not stay at the corridor
overnight due to safety rules, and it was needed by other
researchers occasionally, we did not collect the data on a
full 24/7 basis. Instead, the data collection was performed
in 10-12 hour sessions starting before the usual working
hours. Recharging of the batteries was performed overnight,
where the building is vacant, and there are no people on
the corridors. The resulting dataset is composed of 14 data-
gathering sessions recorded over a span of four weeks. From
these, 10 days were used for training, 2 for evaluation, and the
remaining 2 for testing. To detect and localise people in the 3D
point cloud provided by the LiDAR, we used an efficient and
reliable person detection method developed by Yan et al. [46].
A typical session contains approximately 30000 detections of
people walking in the monitored corridors.
Office: The third dataset was also collected in the Isaac
Newton Building building at the University of Lincoln, but
in this case, inside a large open-plan office (Fig. 8). The
Fig. 8: Photo of the office area covered by the Velodyne VLP-
16 recordings.
recordings were done with a static 3d LiDAR (Velodyne VLP-
16) placed on a tripod at 1.8 meters height and using the
same people detector as in the corridor dataset [46]. The
sensor was placed in a position covering two entrances to the
office, an open area and the coffee area, covering an area of
approximately 85 m2. The dataset contains 22 days recorded
consecutively starting November 23th, 2018, and each day
contains around 25000 entries during working hours, which are
usually from 08:00 to 20:00. In the experimental section, these
days are divided using the first 18 for training, the following
2 for validation, and the final 2 for testing.
C. Model parameters
In our experiments, we discretised the space into 1 × 1 m
cells for all environments, resulting in a total of C = 1248,
C = 117 and C = 126 active cells, respectively. The cell
size can be defined arbitrarily. However, having a really fine
grid (e.g. 5×5 cm like in an occupancy map) could result in
many cells remaining empty during model building, depending
on the number of persons (or “density” of the crowd). On
the other hand, defining it too coarsely could lead to an
over-generalisation of the space, merging flows that should
be physically separated. Taking into account that the average
walking speed of people in the datasets is around 1.1 m/s,
the detection frequency of the person detections provided is 2
Hz, the size of an average person width is around 0.4 m [47]
and the previous experimental results obtained when building
different STeF-map representations [8], a cell size of between
0.5 m and 2 m is suitable.
The number of bins chosen to discretise the orientations in
all three cases is k = 8, distributed at 45-degree intervals,
as shown in Fig. 9. Similar to the cell size discretisation,
the number of bins discretising the orientation can be chosen
arbitrarily. However, from the experimental results in [8], 8
bins tends to be a good number, as with higher numbers of
bins the predictions results are not as good, and with lower
numbers of bins such as 4, some flows are lost due to over-
generalisation. Also with 8 bins as in Fig. 9, the probabilities
for each direction can be associated with a transition cost
map to the neighbouring cells, as exploited in [34] for robot
navigation in human populated.
As explained before, in our experiments we assume that it
is not possible to observe the state of the whole environment
at once, so instead we defined a set of observable regions
for each dataset. During exploration, only the people passing
within the boundaries of the chosen region are taken into
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Fig. 9: Angle discretisation used in every cell for building
the STeF-Map models. The 8 bins colour code has been kept
consistent across the figures.
account to update the model at a given interval in time, while
the rest of the environment remains unseen. We defined 24
regions (see Fig. 1) for the ATC dataset, 6 for the corridor
(see Fig. 10a), and 7 for the office environment (see Fig. 10b),
giving an average size of 52, 19 and 18 observable m2 per
region, respectively. The 3d LiDAR human detector used for
creating the datasets achieves good performance up to around
10 meters, which translates to an area of roughly 300 m2.
However, this is in an ideal scenario with open space and
no occlusions, which is usually not the case. Therefore, for
the ATC dataset we chose to have full 360-degree coverage
with a down-scaled radius of 4 m, corresponding to an area
of ∼50 m2. Using this same 50 m2 for the smaller corridor
and office datasets would mean having only 2 regions, so to
make it more interesting we chose an area in the order of the
typical coverage of a depth camera, i.e., 6 meters range and
60 degrees of horizontal field of view, corresponding to a size
of ∼19 m2. In order to partition each environment into spatial
regions, the k-means algorithm was used [48], optimising such
that all regions should contain a similar number of active cells.
The summary of the parameters used in each data set can be
seen in Table I.
Regarding time, we used the same parameters for the three
datasets. The interval for creating the histograms used as the
input for the STeF-map model creation was set to 10 min. The
same interval was used to provide a single observation, i.e.
every 10 minutes the exploration strategy can decide whether
the robot should stay in the same region or move to a different
one. If the robot has to move to another location, we calculate
the path from the centroid (marked with crosses in Fig. 1
and Fig. 10) of the current region to the centroid of the goal
region using the A* planner. During the travelling phase, we
assume a constant robot speed of 1 m/s (we assume there is no
interaction with the people moving around), and that the robot
is only able to see what happens inside the region currently
being traversed at each instant of time.
For each environment, the total available time for exploring
is 12 hours, corresponding to 72 time intervals (10 minutes
each). However, for the ATC dataset the starting time is 09:00,
and for the corridor and office the starting time is 08:00. The
rest of the time we assume an empty environment and we set
all the cells of the environment to 0. From the 72 time intervals
available, data gathering only happens in a certain number of
time intervals, which is proportional to the exploration ratio set
in each case (e.g. if the ratio is 25%, only 18 of the 72 intervals
are used for exploration, while the rest remain unused).
Every cell in the map can present different periodicities
(a) Corridor (b) Office
Fig. 10: Spatial division in observable regions for the corridor
and office environments.
Dataset Train Validate Test # Regions Cell size Cells (n)
ATC 42 days 2 days 2 days 24 1×1 m 1248
Corridor 10 days 2 days 2 days 6 1×1 m 117
Office 18 days 2 days 2 days 7 1×1 m 126
TABLE I: Summary of the spatial and temporal parameters
used in each data set
corresponding to different human activity patterns. So, in the
experiments, each cell’s patterns was calculated with either 1
or 2 periodicities, which is usually sufficient to represent the
environment dynamics [37]. Using the validation days, the best
number of spectral components for each cell is chosen with the
corresponding frequencies, magnitude and phase shifts. These
are used later to compute the model predictions and loss in
model quality over the testing days.
D. Evaluation metrics
In order to compare the performance of the different models,
a metric is needed to evaluate how good the predictions are
when compared to the ground truth.
The output of the trained spectral models provides a func-
tion for each orientation in each cell. So, for every time t, we
can obtain a normalised distribution describing how probable it
is to find a person moving in each direction. For example, Fig.
11 presents the prediction for a single cell in the map (using
m = 1 FreMEn component) over 24 hours after some days
of training. In this cell, there are 2 dominant orientations, one
with higher probabilities in the morning and the other in the
afternoon. At t = 18:00, the distribution of the 8 normalised
orientation probabilities is shown in the polar histogram on
the right, which is what we compare against the ground truth.
However, obtaining the same orientation distribution with
real data at a single time instance t is not possible, because
we cannot count sufficient detections to build a meaningful
distribution. Instead, the proposed idea is to compare the
distribution obtained with the predictions against the ground
truth during a defined interval of time, which in our case, for
all the experiments, we set to 10 minutes.Then, assuming that
both prediction and ground truth histograms are normalised,
the Chi-squared (χ2) distance is used to compare the similarity
between them.
The χ2 histogram distance comes from the χ2 test-statistic
[49], where it is used to test the fit between a distribution and
the observed frequencies. This is a common bin-to-bin distance
for comparing histograms, which has been successfully applied
in different domains such as texture and object categories




















































































Fig. 11: Model prediction over 24h with m=1, and probability
distribution of each orientation at t = 18:00.
matching of local descriptors [52] or shape classification [53].
Despite this distance being sensitive to quantization effects, the
fact that the number of bins used to discretise the orientation
is low (8 in our case) makes it a robust distance measure
[54]. If the number of bins was much higher, then other
metrics that take into account cross-bin relationships, such as
the Earth Mover Distance [55], would probably give a more
robust approach.
In this work, the χ2 distance indicates the level of similarity
between the predicted and ground-truth discrete human motion
distributions. The higher the distance, the less accurate is
the model prediction compared to the ground truth. The total












where C is the number of active cells in the map, k is the
number of angular bins, vb is the value of bin b in the predicted
orientation histogram, and wb is the value of the same bin b
obtained from the ground truth data.
Since the χ2 distance is not a very intuitive measure as it
has no units, in the results section we express the prediction
accuracy as the percentage loss in model quality. The loss is
based on how much worse the prediction of a model built
with partial observability is when compared to the prediction
obtained with the model created with full observability in time
and space, i.e. with a 100% exploration ratio and always seeing
all the cells in the map. Hence, the closer the value to 0, the
better the performance of the spatio-temporal strategy as the
model created with it gets closer to the optimal scenario where
all the people detections are taken into account in the model,
lossmodel quality = 100 ·





In this section we present the result obtained for the three
different datasets (Figs. 12 to 14). For each one, we tested the
nine possible spatio-temporal exploration combinations: R-R,
B-R, E-R, R-B, B-B, E-B, R-E, B-E and E-E (R=Random,
B=Round-Robin and E=Entropy), with three different explo-
ration ratios e: 50, 25 and 12.5%. As mentioned in the previous
subsection, all the results shown and the comparison done in
this section use the loss in model quality indicator explained
in the previous subsection VI-D and defined in Equation 11.
Since the Random and Entropy strategies produce stochastic
policies, the values obtained are shown using a boxplot over 10
runs (median in yellow, interquartile in green, minimum and
maximum with the dashed lines, and potential outliers in red).
Even though Round-Robin produces a deterministic policy for
visiting the areas/intervals, the results are also expressed with
confidence intervals, since the starting region is not always
the same. The values obtained are always computed at the
end of the total training days corresponding to each dataset
(Table I). The evaluation days are used to decide the number
of periodicities for each cell, and the testing days are used to
obtain the percentage loss in model quality.
Furthermore, for the three “pure” combinations possible,
namely R-R, B-B and E-E, we computed the model quality
loss at certain days during the total exploration days, always
using the same evaluation/training days (at the bottom of each
Fig. 12, 13 and 14). The results in this case are plotted as the
average over 10 runs together with a 95% confidence interval
using Student’s t-distribution.
ATC dataset
The results obtained for the ATC dataset are summarised in
Fig. 12. As a general overview, we see that the strategies with
an entropy-based policy perform consistently better than their
uninformed counterparts.
For low exploration ratios, as in the 12.5% case, we found
that E-R, E-B and E-E produce better results, showing that
taking into account the entropy in the spatial domain is a key
factor. However, as the available time to explore is increased,
the strategies which take into account the entropy to decide
when to explore (R-E, B-E, E-E) obtain better results, and the
spatial domain becomes a secondary factor.
Observing the temporal evolution, we see that B-B explo-
ration obtains by far the worst results, being the slowest one
and only being able to catch up with the rest of the strategies
in the period from days 35 to 42. For the 50% case, R-R and
E-E perform very similarly, but for 25% and 12.5% after day
25, approximately, E-E obtain slightly but significantly better
results.
Corridor and Office datasets
For the last two datasets (Fig. 13 and 14), the results are a bit
more difficult to analyse, due to fact that the deviations on the
results tend to be much bigger compared with the ATC dataset.
We believe this is a consequence of having a much lower
number of people occurrences in each day. So, sometimes,
seeing a person in a certain interval of time becomes just a
matter of luck.
Nevertheless, we found that for the 25% exploration ratio
in the Corridor dataset, the B-B exploration strategy is the
one that obtains consistently better results, which is also
confirmed by observing the temporal evolution. However, for
the 50% and 12.5% exploration ratios, we cannot extract any
meaningful conclusions, as all of them behave similarly and
there are no patterns on either the spatial or temporal side.
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Fig. 12: Results for the ATC dataset with 50, 25 and 12.5%
exploration ratios with the 9 spatio-temporal exploration strat-
egy combinations, and temporal evolution over the exploration
days for the 3 pure combinations.
Fig. 13: Results for the Corridor dataset with 50, 25 and 12.5%
exploration ratios with the 9 spatio-temporal exploration strat-
egy combinations, and temporal evolution over the exploration
days for the 3 pure combinations.
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Fig. 14: Results for the Office dataset with 50, 25 and 12.5%
exploration ratios with the 9 spatio-temporal exploration strat-
egy combinations, and temporal evolution over the exploration
days for the 3 pure combinations.
For the Office dataset we found that the exploration strate-
gies which follow the Round-Robin policy in the temporal
domain perform worse for low exploration ratios, which can
also be seen in the temporal evolution plot. The major dif-
ference appreciated in this dataset comes for the 25% ratio,
where the combinations sharing the entropy-based exploration
in the time domain (R-E, B-E and E-E) manage to obtain
consistently better results.
A. Discussion
The results suggest that the entropy-based exploration works
well when we have an environment with a substantial number
of people detections and somewhat regular flows, as in the
ATC dataset. In scenarios with lower human encounters, like
the Corridor and Office environments, it would probably be
necessary to further extend the days explored to several weeks
to obtain statistically significantly results, or compute hundreds
of runs to deal with the higher deviations obtained. Also, in the
Corridor and Office environments we noticed that at any point,
the exploration strategy in charge of scheduling the region to
explore has a major impact on the final results. Probably the
fact that there are a much lower number of regions to explore
compared to the shopping centre makes no actual difference,
as the simulated robot is able to visit them a lot more times,
even for low exploration ratios.
However, taking the exploration ratio as clearly the factor
that has the biggest impact on the total percentage loss in
model quality during the exploration activities (which is clear
to see in the temporal evolution plot in Figs. 12 to 14), we
found that in all datasets this impact follows a similar trend. In
Fig. 15 we plotted the correlation between the percentage loss
in model quality and the exploration ratio for all 3 datasets, at
the end of the corresponding exploration days for the 3 pure
combinations (E-E, B-B, R-R). The value obtained with 0%
exploration ratio corresponds to a model which has not been
trained with any data, so all orientations in each cell have the
same probability. The outcome shows that the loss tends to
decrease exponentially as the exploration ratio is increased.
Looking at the loss in model quality also in Fig. 15,
the Office dataset obtains noticeably worse results for all
exploration ratios compared to the Corridor and ATC datasets.
We think this is caused by the fact that the recordings in
the Office dataset were also done during the weekends, days
which present a very different behaviour (the environment
is mostly empty) when compared to the weekdays. This
increased complexity makes it more difficult for the spatio-
temporal model to find the overall patterns to be modelled
using only sparse partial observations. In the ATC dataset,
weekends are also part of the data, but in this case, there are
no major differences in human motion behaviour between the
weekday and weekend recorded.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we presented a comparison between multiple
robot exploration strategies to build a spatio-temporal model of
human motion in a given environment. Moreover, we propose
the use of the data gathered by the robot to determine where
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Fig. 15: Correlation between model quality loss and explo-
ration ratio for all datasets with the 3 pure exploration strategy
combinations (E-E, B-B, R-R) and the Greedy-Greedy (G-
G) approach omitted in the previous results due to poor
performance compared to the rest.
and when to perform future observations based on the entropy
levels in the model, which are computed from the distributions
of pedestrian motion direction.
The results show that the entropy-driven policy improves
performance compared to the uninformed exploration strate-
gies in scenarios with a substantial degree of human presence
and rhythmic patterns of activity. On this issue, future work
will aim to do a more in-depth analysis to quantify the char-
acteristics of a given environment and analyse the differences.
Furthermore, we have demonstrated that the exploration
ratio is the key factor affecting the model prediction quality
and that we obtain similar trends in the correlation between
model quality loss and the exploration ratio. This is interesting,
considering that all three datasets tested in the experiments
contain a different number of exploration days and a different
number of regions to explore.
The increase in prediction accuracy means that a robot has a
better understanding of how the people will behave, hence en-
abling the robot to plan its activities around humans in a more
optimal way. The benefits of this technology should extend to a
wide range of applications where socially compliant navigation
is needed. Possible use cases include transport and delivery
applications in crowded environments, where the robot should
move with the direction of pedestrian flows in order to
minimise the possibility of head-on collisions, for example,
in shopping malls [7], airports [56], and museums [57].
In service robotics, the approach could be used by the
robot’s scheduling software to maximise and optimise encoun-
ters with selected user groups, such as providing information
services to residents in care homes, or patrolling in security
and surveillance applications [58], based on the expected
future locations of people. For example, a robot might move
to a location where a task has to be carried out some time in
advance to avoid congestion at the destination point.
In safety critical applications within industrial environments,
such as warehouses [59] and farms [60], the approach could
be used to maintain a safe distance to the expected location
of human workers, in order to minimise the probability of
accidents.
In the simulation experiments we have tried to mimic a real
mobile robot exploring the environment using pre-recorded
datasets of pedestrian activities. However, we understand that
the results have been obtained using certain simplifications,
including no noise/occlusions in the perception and perfect
navigation without any physical interaction with people. These
aspects would play an important role when the experiments
are carried out with real mobile robots, like for example in a
scenario with a high people density, the robot navigation could
be far from the optimal as used in this work. Nevertheless,
we consider the current work necessary, as ground truth data
(having an “overhead” sensor/sensors capable of seeing the
whole environment all the time) are essential to compare
the exploration strategies. Using datasets that are collected
by mobile robots would mean that we can only update the
model from locations where the robot was actually present
during the real-life recordings, which would not allow us to
compare exploration strategies in the spatial domain. Also, the
ability to place our simulated robot at any time in the past to
start the exploration with the same human behaviour over and
over again, and to simulate the exploration days in a much
smaller fraction of time, would be difficult if not impossible
to reproduce for real-world experiments.
Future work will attempt to overcome the data ground-
truthing constraint using some kind of temporal cross vali-
dation. Working with real mobile platforms certainly raises
interesting problems for the multi-strategy comparison, espe-
cially in the time domain. For example, in the experiments
done here, the temporal strategies were free to choose any time
interval during the available time as long as the total number
of intervals chosen met the exploration ratio constraints. In a
real environment, the available time can differ from day to day
due to the other main application tasks in the robot’s schedule,
which adds further complexity to the system.
Another area for future work would involve exploiting the
flow models obtained during exploration. Currently, the robot
follows an optimal path from region A to region B, but instead
the spatio-temporal model could be exploited in different
ways. For example, the model could be used as a prior for path
planning, so the robot can move in a more socially compliant
manner, or the entropy values obtained from previous days
could be used to bias the robot movements through certain
regions to increase information gain even if some time is lost.
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[2] Thibault Kruse, Amit Kumar Pandey, Rachid Alami, and Alexandra
Kirsch. Human-aware robot navigation: A survey. Robotics and
Autonomous Systems, 61(12):1726–1743, 2013.
[3] Li Sun, Zhi Yan, Sergi Molina, Marc Hanheide, and Tom Duckett. 3DOF
pedestrian trajectory prediction learned from long-term autonomous
mobile robot deployment data. In IEEE International Conference on
Robotics and Automation, 2018.
[4] Fabrice Jumel, Jacques Saraydaryan, and Olivier Simonin. Mapping
likelihood of encountering humans: application to path planning in
crowded environment. In 2017 European Conference on Mobile Robots
(ECMR), pages 1–7. IEEE, 2017.
[5] Chittaranjan Srinivas Swaminathan, Tomasz Piotr Kucner, Martin Mag-
nusson, Luigi Palmieri, and Achim J Lilienthal. Down the cliff: Flow-
aware trajectory planning under motion pattern uncertainty. In 2018
IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pages 7403–7409. IEEE, 2018.
[6] Luigi Palmieri, Tomasz P Kucner, Martin Magnusson, Achim J Lilien-
thal, and Kai O Arras. Kinodynamic motion planning on gaussian
mixture fields. In 2017 IEEE International Conference on Robotics
and Automation (ICRA), pages 6176–6181. IEEE, 2017.
[7] D. Brscic, T. Kanda, T. Ikeda, and T. T. Miyashita. Person position and
body direction tracking in large public spaces using 3d range sensors.
IEEE Transactions on Human-Machine Systems, 43(6):522–534, 2013.
[8] S.Molina, G.Cielniak, and T. Duckett. Modelling and predicting rhyth-
mic flow patterns in dynamic environments. In Towards Autonomous
Robotic Systems (TAROS), volume 10965, pages 135–146, 2018.
[9] S. Molina, G. Cielniak, T. Krajnik, and T. Duckett. Modelling and
predicting rhythmic flow patterns in dynamics environments. In Robotics
and Autonomous Systems: Robots Working for and Among Us., 2017.
[10] Lincoln Centre for Autonomous Systems. Software and datasets, 2020.
https://lcas.lincoln.ac.uk/wp/research/data-sets-software/.
[11] Brian Yamauchi. Frontier-based exploration using multiple robots. In
Proc. of the Second International Conference on Autonomous Agents,
pages 47–53, 1998.
[12] D. Holz, N. Basilico, F. Amigoni, and S. Behnke. Evaluating the
efficiency of frontier-based exploration strategies. In ISR 2010 (41st
International Symposium on Robotics) and ROBOTIK 2010 (6th German
Conference on Robotics), pages 1–8, June 2010.
[13] Francesco Amigoni and Vincenzo Caglioti. An information-based explo-
ration strategy for environment mapping with mobile robots. Robotics
and Autonomous Systems, 58(5):684 – 699, 2010.
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