A computational model based on fractional step methods for solving DBD discharge plasma kinetics is presented. Governing equations consist of continuity equations of charged particles in drift diffusion approximation, as well as Poisson equation for self-consistent electric field. We used a Strang splitting procedure for temporal discretization, in order to decouple drift and diffusion effects from chemical production ones. Fluxes of charged particles are discretized in space by Scharfetter Gummel scheme. We verify consistency of our numerical approach by discussing its convergence in time. Obtained solutions are benchmarked with results present in literature. Samples of numerical experiments of DBD discharge in pure nitrogen at atmospherical pressure, under different power supply types (DC and Gaussian pulse voltages) are shown.
I. Introduction
Electric discharges plasma actuators are known to be effective in aerodynamic flow control: several experimental and numerical results, carried out in the last years, clearly show a considerable interaction of discharge-induced plasma and gas flow, which is successfully used in preventing flow separation 1, 2, 3, 4, 5 and in stabilizing flow field, 6, 7 in controlling laminar-turbulent transition in boundary layers and in improving drag reduction. 8, 9, 10, 11 Mainly thanks to the transfer of momentum and energy from charged particles to neutral ones, significant body forces and heating occurs in the bulk volume, in particular in those regions in which the charged particle space charge is large (sheats or collecting regions).
Many discharge actuators exist, each of them with specific plasma kinetic issues and fluid dynamics effects on the global flow field. Among them, it has been shown 12, 13, 14, 15 that the Asymmetric Dielectric Barrier Discharge (DBD) actuator is the most effective for flow control: a surface discharge, sustained by bulk volume ionization (electron avalanche primary ionization and photoionization) and wall-surface ionization (ion-induced secondary electron emission), occurs between two electrodes, separated by a dielectric insulator, as in Fig.1 . One electrode is exposed to the working gas, the other is embedded inside the dielectric barrier. In general, DBD actuators work in a breakdown regime near the Stoletov point, 12 in order to maximize momentum transfer from charged particles to neutral gas while denying Joule heating. Thanks to the electrode asymmetric configuration also, a near-wall jet occurs, which is capable, for example, to prevent and even suppress pressure counter-gradients that are typical of separated flows. The dielectric insulator plays a key role in the plasma build-up process. It limits emission from metallic electrodes (in particular at atmospheric pressure), which causes undesirable transitions to less favorable breakdown conditions, and at the same time works as a deposition site for charged particles, allowing the discharge to propagate above the dielectric surface and to get a moving jet along the direction of flow control. Different plasma structures could occur, from non-neutral collecting regions typical of a Townsend regime (corona-like regime)
15 to nonneutral headed filaments which spread over or nearby the insulator surface (streamer-like regime), 15, 12, 13 due to several factors, such as typology and intensity of power supply, position of electrodes and relative overlapping. The general problem of modeling effects of dielectric barrier discharge in a fluid can be split into two subproblems. Initially a model capable of capturing the essential kinetics together with the most important chemistry features has to be defined. Moreover, plasmas induced by a discharge are in thermal and chemical non equilibrium. Thus, providing further informations on non-equilibrium temperatures relaxation rates and transport properties in a reactive mixtures is necessary. Subsequently a coupling between plasma and external fluid dynamics is required.
Despite notable results obtained in the DBD plasma kinetic modeling in recent years, 12, 16, 17, 18, 19, 20, 13 enormous difficulties still exist in fully coupling fluid dynamics effects with the global flow field calculation. In this sense, even the simple integration of a stand-alone kinetic model requires large efforts. This is mainly due to the characteristic temporal and spatial scales of discharges, which are typically much smaller than fluid dynamics scales, so small that a fully coupled calculation of plasma kinetics and gas flow seems to be hardly feasible at present. In particular, the small temporal scale due to chemical reactions, as well as the dielectric relaxation time scale, due to variation of electric field consistently with the motion of charged particles, define a very low limit on the size of integration time-step in plasma kinetics simulations. Developing numerical schemes that allow for increasing the integration time step in the solution of the kinetic model can help to reduce the gap between the numerical solution of fluid dynamics and plasma dynamics. In this paper we present an high-order implicit numerical integration scheme for the kinetic model that is capable of computing quite accurate solutions on reasonable fine grids using time-steps larger than those proposed in literature up to now. Doing this, a simple toy model for discharge plasma is considered. The working gas is supposed to ionize only in two species (electrons and single-charged ion). We leave description of more complex gases, such as air, and their relative issues to future developments.
We will describe the model for a three species (ions, electrons and neutrals) discharge plasma in section II, the numerical integration scheme is proposed in section III. The model results are shown and discussed in section IV.
II. Governing Equations
The physical model is based on a two-dimensional fluid description of a three species (electrons, ions and neutrals) partially ionized gas at atmospheric pressure. We consider two continuity equations for electrons, and single-charged positive ions, that is a typical background in many ionized gases, such as argon and helium. For simplicity, we can assume negligible fluid macroscopic motion in comparison to diffusion of charged particles, so that the global mixture is at rest. We consider a simplified chemistry for a pure nitrogen gas, which takes into account electron avalanche ionization and charged particles recombination in the bulk volume, and ion-induced secondary electron emission on walls; no photoionization is taken into account. The basic chemical reaction is:
In absence of an external magnetic field, and assuming negligible effects of the induced magnetic field, the electric field is obtained solving a Poisson equation for an electric potential Φ, directly derived from Gauss' and Faraday's laws. In summary, the governing equations for the plasma are:
where α and r are the primary Townsend's coefficient and the ion-electron recombination rate respectively. We adopt a standard (drift-diffusion) approximation for charged particles fluxes.
13, 12, 15, 21, 1, 22
In our model we do not provide any equation for electronic energy. Instead we prefer to assume that all the electron energy gain due to electric field is balanced by collisional losses at any given position and time in discharge. That means electron energy is only dependent on the local reduced electric field E/N where N denotes the total number density of particles in the bulk volume. Thus no electron energy equation is needed. This assumption is known as Local Field Approximation (LFA) (see Refs. 23 and 24).Moreover, in highly collisional plasmas the electron energy relaxation rate is often smaller than the typical temporal scale of a discharge, so that we can consider LFA quite reasonable for our purposes. We can therefore assume that transport coefficients µ i , µ e and ionization and recombination coefficient α and r are given functions of the local electric field E. These functions are obtained from data fit avalaible in Ref. 25 . Diffusion coefficients are calculated from mobilities and species temperatures by using Einstein relation:
where s denotes the charged species (electrons and ions). Ion temperature T i is considered to be equal to gas temperature, and electron temperature T e is set to a constant value (in general 1 eV). The charged particles fluxes at walls are written as:
where V th i and V th e are the averaged thermal velocities of ions and electrons, respectively, and are defined as:
Boundary conditions for charged particles number densities are set up by preventing zero charged particles fluxes to wall, as driving forces are directed away from it and by enforcing ion-induced secondary emission at cathode or cathode-like walls so that:
where γ is the secondary electron emission coefficient. In summary we have:
In order to complete boundary conditions set up on walls, we neglect the purely diffusive part of the fluxes when they are directed towards the wall, since it is usual to have negligible diffusion in large non-neutrally charged wall sheats. A special condition (see Eq. 10) is set on pure electron diffusion, when the relative driving force is directed towards the wall and secondary emission is triggered.
On the dielectric surface, Φ is calculated accounting for the surface dielectric charge density σ:
III. Numerical scheme
From a numerical point of view, the solution of this kind of equations hides some difficulties. First of all the problem of coupling time dependent continuity equations with a pure elliptic equation for the electric potential is not trivial. Here we adopt a two-step solution strategy, where one step consists in relaxing the Poisson equation (Eq. (1d)) with frozen particles densities and the other step in freezing the electric part and solving the continuity equations for charged particles (Eqs. (1b)-(1c)). Such an approach is not completely satisfactory, because of a significative mutual dependance between electric field and charged particle densities in time. This will be object of further investigations. As usual, in reactive gas mixture we have to deal with a general stiffness due to the coupling between fast chemical rates and a slower particles mean motion. Moreover, when charged particles appear and an electric field comes into play, we have to take in account a pure electrostatic relaxation of the electric field consistently to the distribution of charge density in the bulk, on a certain temporal scale. As for Debye length, this relaxation time, (see Eq. 13), defines a maximum reaction time on which the field varies when a charge density perturbation is applied:
This temporal scale could be much smaller of both drift diffusion motion time and chemical reactions one. So an implicit treatment, regarding the electric field evolution, is required. The latter statement drive us to think more reasonable to solve the time-dependent Maxwell equations, instead of an elliptic Poisson for electric potential field. This will be object of future developments,but in this work we continue to use a Poisson equation, rearranged as suggested by Punset, Boeuf et al.:
A fully implicit solver, similar to one used in Ref. 27 , is used to relax the implicit modified Poisson equation until convergence. With regard to continuity equations of charged particles, we have to deal with the additional issue introduced by the presence of very fast chemical rates, and in particular by large decay rates, which make the source terms coupled with drift diffusion terms quite unstable. To overcome this problem, we use a fractional step integration tecnique (Strang splitting 28, 29 ) that treats drift diffusion terms and source terms separately and we can apply different numerical techniques to each part. The Strang splitting technique consists in integrating the homogeneous equations
in the time interval ∆t/2, then using the obtained solution to integrate the source term in the time interval ∆t ∂n i ∂t = α Γ e −rn i n e (16a)
and finally integrating again the homogeneous part in ∆t/2. Obviously a fractional step method introduces a certain error in comparison to the non-split scheme solutions. This error is of order O ∆t 3 , even in case of non commutative split operators, and globally the scheme generates second order accurate solutions at most, provided that solutions of every substep have an order of accuracy two or higher.
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Continuity equations are discretized with a classic finite volume scheme, while a Scharfetter-Gummel approach is used to implement charged particles fluxes. The homogeneous system of equations (15) is solved with a full implicit method (backward Euler or trapezoidal method), in order to safely manage the coupling beetween purely diffusive terms and advective drift terms. Jacobians are calculated numerically, and only once for a global step of Strang splitting solver, because of the linear nature of the homogeneous drift diffusion system with respect to ion and electron number densities. We choose to integrate source terms in Eqs. (16) explicitly. The reason will be clear shortly. Let's consider a new system of equations:
where ρ c is the charge number density, and the first equation is obtained from a subtraction between the two equations (16) . This means all chemical production and losses in our model are described by Eq.(17b). Moreover, if we neglect the diffusion part in electron flux Γ e , the latter equation reduces to:
= αµ e n e E −r ρ c e + n e n e (18) which is a non-linear ODE, with characteristic frequency
Within our chemistry model, recombination rate r is usually very small on the typical discharge time scale, while much faster ionization processes are activated. Therefore Eq.(18) describes an exponential growth of electron number density, with a large positive characteristic frequency, which can be solved correctly only with a sufficiently small time step. The order of magnitude of this step is estimated as:
An implicit solver is not effective in this case in this case, because works well in stiff problems that derive from fast decay rates, where real part of jacobian eigenvalues is large and negative. When the real part of jacobian eigenvalues is large and positive, the concept of stiffness itself becomes odd. In fact if we will try to solve Eq. (18) with an implicit method at time step slightly larger than the maximum limit (19) , the related solution blows up. On the other side, an explicit integration of Eq. (18) with larger steps does not affect the shape of solution, but can progressively overestimate the correct solution, up to making it blow up, if the step is too large. In general, marching with an overall time step that overcome this ionization limit can be done, provided that in the explicit integration of chemistry equations we can admit a certain error, which smoothes down instabilities and does not affect too much the global accuracy of the drift-diffusion-reaction model. Integrating chemistry equations with explicit methods could seems to be a paradox. But this is not a model inconsistency, since in many practical cases is reasonable to think that the discharge phenomenon is dominated by a ionization processes that must be resolved on small time scales. Generally speaking, an accurate definiton of all chemistry processes is required and this could be crucial to completely capture the essential physics of discharges. In this case, different numerical integration schemes, such as implicit ones, could be necessary to implement correctly chemistry equations.
Tests on this kind of approach are shown in section IV, using a forward Euler method and a second order Runge-Kutta method (RK2). We found the solution stable and enough accurate even for time step much larger than ionization and dielectric relaxation integration time step limits.
IV. Results
In this section we present some results obtained for a DBD discharge, in pure nitrogen gas at atmospheric pressure and for both costant and variable applied voltages (nanosecond gaussian pulse see Ref.20) . The simulation domain is shown in Fig.2 . This section will be split into two parts: the first one will be dedicated Figure 2 . Simulation domain to the study of temporal convergence, while in the second one we will propose some results for DBD discharge powered by DC/AC supply. As test case for code validation we will use a significative result obtained by Boeuf, Pitchford, Unfer et al., 15, 21 which is a numerical solution of a spreading superficial streamer, triggered by secondary electric emission, sustained by a DC voltage.
The following simulation parameters are used. With reference to Fig.2 the domain size is H = 0.1mm, W = 0.05mm, L = 0.4mm, discretized by a cartesian structured grid of 200x75 elements. The dielectric relative permittivity is r = 10, while electron temperature and ion temperature are T e = 10000K and T i = 350K, respectively. Secondary electron emission coefficient is γ = 0.05 from both exposed electrode and dielectric wall. The anode is exposed and powered by a DC-bias of 1.2kV. The cathode is embedded and grounded (0 V). The recombination coefficient is set to r = 1. · 10 −13 m 3 s . Electrodes are considered as infinitely thin. Several simulations have been carried out, with different time steps. Two versions of our code are implemented. One, (Scheme A), uses a first order temporal scheme (Backward Euler + Forward Euler) to integrate each part of the split continuity equations while the other, (Scheme B ), uses a second order scheme (Trapezoidal + RK2). Fig.3 and 4 show results obtained with scheme A, at simulated time 15 ns, for time step varying from 1 picosecond up to 50 picoseconds. The smallest time step chosen is the maximum step for which a full explicit scheme results stable, in the present test case. Solutions obtained with this time step are considered as a benchmark for the other ones.
As the time step is increased, solutions are affected by numerical diffusion, which delays the capture of the streamer and slows down its propagation speed. This is mostly due to the second order error introduced by first order schemes in each substep of Strang splitting. At the same time this kind of error obviously makes the scheme higly stable even for large time steps, but produces wrong solutions. Fig.5 and 6 show results obtained with Scheme B, in the same conditions as before. The previous artificial diffusion disappears, and solutions are more accurate and still stable, up to a time step of 50 picoseconds. For larger time steps the solution gets highly distorted and blows up. The role of an implicit Poisson equation solver for the electric potential (see Eq.14) is essential to capture stable solutions and to control the unstable behavior of chemical reaction equations, because of dependency of Townsend's ionization coefficient from local electric field (see Eqs. 1b,1c) .
In Fig.7 we show a comparison between results obtained with Scheme A and Scheme B, at 1 picosecond time step. Both schemes converge to the same solution, for enough small time step. However very tiny differences are still observed.
A longer simulation in the same conditions is carried out until 75 ns. Scheme B is used. Distribution of electric potential, ion and electron number densities, and electrohydrodynamic forces (F = ρ c E) are shown in Figs. 8,9 and 10. The time step of simulation is 25 picosecond.
We can distinguish two different phases: in an early stage, a large collection region of ions is formed near the tip of the exposed electrode(corona regime), close to the dielectric barrier. When charge density passes a certain threshold, the previously formed sheat detaches from the electrode and begins to spread over the dielectric barrier, thanks to the effect of ion-induced secondary electron emission from dielectric walls. Behind the sheat, a plasma column develops and a streamer-like regime is established for DBD. The streamer propagation velocity is not uniform in space and time, but it is progressively reduced as the voltage drop in the sheat decreases, away from the electrode tip. Our results are in good agreement with those proposed by Boeuf, Pitchford et al. in Refs.15, 21.
Figs. 11 and 12 show results of another simulation, with the same parameters as before, but with the anode embedded in the dielectric barrier and powered by a 1.2 kV DC bias. The grounded cathode is exposed. Simulation time is 20 ns, with a time step of 5 picoseconds.
In this conditions discharge develops very quickly in comparison to the previous case, mainly due to a faster rate of ionization and a more intense ion-induced secondary electron emission. Therefore, a much smaller time step is used to achieve stable solutions. A stationary large sheat on cathode with its relative potential drop, is captured. Plasma column starts to spread from the sheat over the dielectric barrier (corona discharge).
In Figs.13,14 and 15 results are shown in different istants of a simulation carried out with an AC power supply. Temporal evolution of voltage is described by the following function,
, which models a gaussian pulse followed by a constant bias. We use the following parameters: Φ bias = 0.9kV , Φ pulse = 2.3kV , t c = 5ns and σ = 2.5ns. When background ionization is large enough, a streamer develops in the bulk and spreads until the pulse is activated. During the DC voltage phase the streamer is progressively diffused, and the system clearly evolves to a new discharge regime. Background ionization, not secondary electron emission, is the main responsible for the streamer formation, in this case. This phenomenon is better described in Ref. 20 
V. Conclusion
We developed a semi-implicit numerical scheme for a simple DBD plasma model, based on fractional steps to decouple and separately study drift-diffusion of charged particles, chemistry production and losses and electric field relaxation. Despite chemical rates and dielectric relaxation set very low limits to the overall integration step, we obtain stable solutions with good accuracy even at large time steps. Further investigations will be carried out in the future to test the capability of the present scheme to deal with more complex chemistry and complete transport models. Further progress can be done by integrating the full time dependent Maxwell equations. This would allow us to capture correctly the electromagnetic wave propagation phenomena involved in the activity associated to dielectric barrier discharges. At this time, however, our simulation results agree quite well, at least qualitatively in certain cases, with those proposed in literature up to now. Figure 9 . DC discharge anode exposed. Distribution of electric potential Φ, normalized to reference potential value Φ0 = 1.2kV , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 45 ns. Anode exposed(DC-1200 V), cathode embedded(0 V) Figure 10 . DC discharge anode exposed. Distribution of electric potential Φ, normalized to reference potential value Φ0 = 1.2kV , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 60 ns. Anode exposed(DC-1200 V), cathode embedded(0 V) Figure 11 . DC discharge cathode exposed. Distribution of electric potential Φ, normalized to reference potential value Φ0 = 1.2kV , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 12 ns. Cathode exposed(0 V), anode embedded(DC-1200 V) Figure 12 . DC discharge cathode exposed. Distribution of electric potential Φ, normalized to reference potential value Φ0 = 1.2kV , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 15 ns. Cathode exposed(0 V), anode embedded(DC-1200 V) Figure 13 . Gaussian pulse AC discharge. Distribution of electric potential Φ, in [kV ] , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 6 ns. Φ bias = 0.9kV , Φ pulse = 2.3kV , tc = 5ns, σ = 2.5ns Figure 14 . Gaussian pulse AC discharge. Distribution of electric potential Φ, in [kV ] , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 8 ns. Φ bias = 0.9kV , Φ pulse = 2.3kV , tc = 5ns, σ = 2.5ns Figure 15 . Gaussian pulse AC discharge. Distribution of electric potential Φ, in [kV ] , ion number density ni and electron number density ne, in m −3 , and forces. Simulated time 30 ns. Φ bias = 0.9kV , Φ pulse = 2.3kV , tc = 5ns, σ = 2.5ns
