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1An Energy Saving Small Cell Sleeping Mechanism
with Cell Range Expansion in Heterogeneous
Networks
Ran Tao, Wuling Liu, Xiaoli Chu, Jie Zhang
Abstract—In recent years, the explosion of wireless data traffic
has resulted in a trend of a large scale dense deployment of small
cells, with which the rising cost of energy has attracted a lot
of research interest. In this paper, we present a novel sleeping
mechanism for small cells to decrease the energy consumption
of heterogeneous networks (HetNets). Specifically, in the cell-
edge area of a macrocell, small cells will be put into sleep
where possible and their service areas will be covered by range-
expanded small cells nearby and the macrocell; in areas close to
the macrocell, User equipments (UEs) associated with a sleeping
small cell will be handed over to the macrocell. Furthermore,
we use enhanced inter-cell interference coordination (eICIC)
techniques to support range expanded small cells to avoid QoS
degradation. Using a stochastic geometry based network model,
we provide the numerical analysis of the proposed approach,
and the results indicate that the proposed sleeping mechanism
can significantly reduce the power consumption of the network
compared with the existing sleeping methods while guaranteeing
the QoS requirement.
Index Terms—Stochastic geometry, small cell, sleeping mode,
energy efficiency, HetNets.
I. INTRODUCTION
The amount of data usage has been doubled each year
during the last few years. One way to meet the explosive data
demand is to deploy small cells in a large scale [1]. However,
increasing the density of small cells will cause economic
and environmental problems due to the increasing power
consumption and CO2 emissions. Current research shows that
the amount of CO2 emissions due to the information and
communication technology (ICT) industry has already reached
2% [2]–[4] and it could reach to 3.6% by 2020 and up to
14% by 2040 [5]. In addition, the communication technology
(CT) has consumed around 10% global electricity in 2016,
and it is forecasted that the share will rise up to 21% by 2030
[6]. Therefore, energy savings become increasingly crucial
for cellular networks. Recent researches take energy saving
into consideration by adapting base station (BS) density, ie.,
switching on/off BSs to the dynamic traffic demand [7].
A. Related Work
The authors in [8], [9] presented macrocell range expansion
mechanisms based on adaptive cell zooming with varying
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traffic loads. In [10], the authors proposed a network-impact
switching-on/off algorithm that can be operated in a distributed
manner with low computational complexity. In [11], the au-
thors proposed a cell sleeping algorithm to switch off low load
cells and compensating for the coverage loss by expanding the
neighbouring cells through antenna beam tilting. In [12], the
authors proposed several switch-off patterns in homogeneous
networks with different service arrival rates, where the coor-
dinated multiple point (CoMP) transmission technology was
used to extend cell coverage. In [13], the authors proposed an
energy saving mechanism for LTE networks to decide whether
or not to switch off an eNodeB (eNB) based on the average
distance of its associated UEs. In [14], the authors made a
conclusion that the cell sleeping mode operation is effective
in energy saving when the traffic is light and cell size is small.
In [15], an energy saving mechanism was used to reduce
the number of active BSs while guaranteeing the coverage
probability.
Recent efforts related to cell sleeping modes have been
made in small cell networks. In [16], the authors provided
a fixed time sleeping scheme to save the energy of femtocells.
In [17], [18], the authors proposed a sleep mode mechanism
in dense small cell networks, which switched off idle small
cells or cells with few UEs.
All the existing works mentioned above focused on ho-
mogeneous networks. More recently, BS sleeping mode has
also been studied for HetNets energy saving. In [19], an
optimal sleep/wake-up mechanism was provided to maximize
the energy saving of the HetNets. In [20], the authors provided
a repulsive cell activation scheme considering the minimum
separation distance between the small cells to achieve im-
proved energy efficiency. In [21], the authors derived the
energy efficiency in homogeneous and heterogeneous networks
with various sleeping strategies. In [22], a numerical analysis
of a random sleeping strategy and a simulation based sleeping
mechanism were presented. In [23], the authors analysed the
optimal BS density that minimizes the network energy con-
sumption for both homogeneous and heterogeneous networks.
In [24], the authors proposed a sleeping control scheme by
switching off small cells with low traffic load and offloading
the traffic to their nearest macrocells. In [25], the authors
only demonstrated that switching off small cells closer to
macrocells achieves higher energy efficiency, but no small
cell sleeping mechanism was proposed. In [26], a small cell
activation mechanism for HetNets was proposed. The authors
maximized the network energy saving by considering the
2traffic load transferred from macrocells to the active small
cells. In [27]–[29], the authors studied the energy saving of
HetNets by turning off small cells close to macrocells.
In order to avoid QoS degradation of the UEs from cell edge
of range-expanded small cells, we use the eICIC technique to
ensure their QoS requirements. Research in [30], [31] shows
that eICIC technique is an effective way to improve the QoS
performance of cell edge UEs.
B. Small Cell Sleeping Strategy
• Proposed Sleeping Strategy: In this paper, we propose
an energy-saving small cell sleeping mechanism in a
HetNet. Just as Fig. 1 shows, the small cells whose
distance to the macrocell smaller than z are all pushed
into sleeping mode. Furthermore, we control the density
of the remaining small cells by using cell range expansion
(CRE) technique. It is noted that as the UEs inside the
dashed circle are close to the macrocell, we make the
assumption that all the UEs from the sleeping cells within
the dashed circle can only be offloaded to the macrocell.
We also use the eICIC technique to effectively improve
the QoS of UEs in the edge of small cells. The macrocell
can mute its downlink transmissions in specific subframes
called almost blank subframes (ABSs). In this paper, we
assume that ABSs are allocated only to the UEs in the
small cell range expansion area to avoid the interference
from the macrocell. The UEs located close to the small
cells and in the coverage of the macrocell are scheduled
with normal subframes.
In existing works [27], [28], the authors only switched
off small cells close to the macrocell and handed over
the associated UEs to the macrocell. However, we notice
that the network power saving of this kind of approach is
not significant, because many small cells in the area far
from the macrocell are still active.
• Conventional Sleeping Strategy: We select the repulsive
sleeping scheme in [27] as the conventional method in our
paper. We turn off the small cells inside a circle around
the macrocell and hand over the associated UEs to the
macrocell.
• Random Sleeping: Each small cell has an equal proba-
bility to be put into sleep mode.
C. Contributions
• We propose to combine adaptive small cell expansion
(cell zooming) and small cell sleeping mechanism. More
specifically, we propose to use range expanded small
cells to cover the traffic from nearby sleeping small
cells in the edge area of the macrocell in order to save
more power. This is different from the existing small
cell sleeping mechanism [27], where all the traffic of a
sleeping small cell would be handed over to the macrocell
to reduce the network power consumption. Furthermore,
eICIC technique is applied in conjunction with cell range
expansion to guarantee the QoS of UEs in the edge area
of small cells.
• For the proposed small cell sleeping mechanism, we
provide a detailed analysis of the resulting inter-cell
interference. We consider the fact that under the repulsive
sleeping mechanism, almost all the small cells close to
the macrocell are turned off and excluded from the set
of the interferers. This analysis is more accurate than
that in [20], where the small cell density is assumed
to be uniformly decreased across the whole area in the
interference analysis.
• We derive the expressions for association probability
and coverage probability under the proposed small cell
sleeping mechanism in a two-tier HetNet.
• We jointly optimize the cell range bias factor (B2), small
cell density, and switching off radius (z) to minimize the
network power consumption for a given UE density. A
genetic algorithm (GA) is proposed to solve the joint opti-
mization problem at a reduced computational complexity.
• For a given traffic profile, we show that our proposed
small cell sleeping mechanism achieves a much lower
network power consumption compared with random and
conventional ones, especially in a high UE density sce-
nario.
The rest of this paper is organized as follows. Section II
describes the system model. In Section III, we derive the
coverage probability of UEs in different sets. The compari-
son between the numerically based coverage probability and
corresponding simulation results is provided in Section IV.
Then, the problem analysis is given in in Section V followed
by conclusions in Section VI.
II. SYSTEM MODEL
A. Downlink System Model
In our system model, we consider a two-tier HetNet with
a macrocell (tier 1) and small cells (tier 2). Since the macro-
cells’ locations should be carefully designed to maintain their
coverage, in our model, the macrocells are considered to be
regularly deployed as hexagonal cells. On the contrary, small
cells are densely deployed to boost the network capacity, hence
the small cells are assumed to form a homogeneous Poison
Point Process (HPPP) with intensity λ2 as shown in Fig. 1.
We assume that the active UEs are uniformly distributed in
the network coverage area and the UE density is expressed as
λu(t) at time t.
Both macrocells and small cells are assumed to share the
same frequency band. Each BS has a limited bandwidth
denoted as W here. We also suppose that all BSs in the same
tier transmit with an equal fixed power Pk, where k = 1 for the
first tier and k = 2 for the second tier. The downlink desired
and interference signals from a BS of tier-k are assumed to
experience pathloss with distance exponent αk. The received
power of a UE from a BS of the kth tier at a distance x can
be expressed as Pkhxx
−αk , where hx is the random channel
power gain which is assumed to be exponentially distributed
with mean µ = 1.
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Fig. 1. Illustration of our system model
Let dk denote the distance of a typical UE from the nearest
BS of the kth tier. It is assumed that each UE will connect to
the BS based on the following rule:
j = arg max
k∈{1,2}
{PkBkd
−αk
k }, (1)
where Bk is the cell association bias factor for the k
th tier.
In this paper, we only consider the association bias for tier 2
(small cell tier), which is denoted as B2 here. Fig.1 illustrates
our system model. We name the area inside the dashed circle
with radius z as area A and the area outside of the dashed
circle as area B. We assume that all small cells within area A
are switched off and the associated UEs will be handed over
to the macrocell. In area B, small cells are partially turned off.
In the given setup, a user u can be in the area A connected
to the macrocell, named set A here, and the following three
disjoint sets, where j is expressed in (1):
u ∈


U1 if j = 1, P1R
−α1
1 ≥ P2R
−α2
2 B2,
U2 if j = 2, P2R
−α2
2 ≥ P1R
−α1
1 ,
U3 if j = 2, P2R
−α2
2 ≤ P1R
−α1
1 < P2R
−α2
2 B2,
(2)
where set U1 is the set of UEs in the area outside of the
dashed circle connected to the macrocell, set U2 is the set
of unbiased small cell UEs in the area outside of the dashed
line circle. Set U3 is the set of biased UEs in the area outside
of the dashed circle. Fig. 2 is displayed to illustrate our UE
association model.
For a typical UEu in set A or set U1, the received SINR is
given as :
γu =
P1hm,ud
−α1
m,u∑
i∈C2
hi,ud
−α2
i,u P2 + σ
2
, (3)
where P1 is the transmit power of a macrocell, hm,u is the
exponential fading power gain of the link from the macrocell
to UEu, and hi,u are the exponential fading power gain of
interfering link from small cell i to UEu, dm,u is the distance
between the macrocell and UEu, and di,u is the distances from
UEs in set A 
UEs in set U1 
UEs in set U2 
UEs in set U3 
Macrocell 
Small cell 
z 
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Fig. 2. Illustration of our UE association model
interfering small cell i to the UEu, and C2 is the set of all the
small cells. σ2 is the noise power.
For a typical UEu in set U2, the received SINR can be
expressed as follows:
γu =
P2hl,ud
−α2
l,u∑
i∈C2\l
hi,ud
−α2
i,u P2 + Im + σ
2
, (4)
where P2 is the transmit power of a macrocell, hl,u is the
exponential fading power gain of the link from the serving
small cell l to the UEu, and hi,u are the exponential fading
power gain of interfering links from other small cells to the
UEu. dl,u is the distance between the serving small cell l to
the UEu, and di,u is the distance from interfering small cell i
to the UEu. C2 is the set of interfering small cells. Im is the
interference from the macrocell. σ2 is the noise power.
For a typical UEu in set U3, the received SINR can be
expressed as follows:
γu =
P2hl,ud
−α2
l,u∑
i∈C2\l
hi,ud
−α2
i,u P2 + σ
2
. (5)
Assuming each macrocell allocates bandwidth equally to its
active UEs, the achievable data rate of UEu can be written as:
ru =
W
N
log2(1 + γu), (6)
where N is the number of active UEs associated to the serving
BS, W is the bandwidth allocated to the serving BS, γu is the
SINR for UEu which can be found in (3), (4) and (5). The
coverage probability here is defined as the probability that
the data rate of UEu is above the threshold U , which can be
expressed as P{ru > U}.
The service coverage constraint of UEu can be expressed
as:
P
(
W
N
log2(1 + γu) > U
)
> η, (7)
where η is the threshold of the coverage probability.
4B. Power Consumption Model
In this paper, the power consumption model can be ex-
pressed as [26]:
Pc =
{
NAT (P0(i) +∆p(i)Pt(i)), 0 < Pt(i) ≤ PM(i),
NATPs(i), Pt(i) = 0,
(8)
where i=s or m, representing small cell or macrocell, NAT
is the number of antennas used at the BSs, P0(i) is the static
power consumption, ∆p(i) is the slope of the power model,
Ps(i) is the power consumption for the BS in sleep model, in
this paper we assume Ps(s) = 0 without loss of generality,
Pt(i) is the RMS transmit power which can be expressed as:
Pt(i) = ρ ∗ PM(i), where ρ is the load of the BS and PM is
the maximum RMS transmit power of the BS. The value of
the parameters above are all listed in Table I [26].
III. COVERAGE PROBABILITY ANALYSIS FOR PROPOSED
STRATEGY SLEEPING POLICY
In this section, we will derive the coverage probability of
UEs in set A, U1, U2, and U3, which will be verified by
our simulation in section IV. The distance between a typical
UE in area B with the macrocell and its nearest small cell
is denoted as R1 and R2 respectively. In addition, without
loss of generality, we suppose α1 = α2 = 4. The assumption
of the same pathloss exponent for macrocells and small cells
has been used in many existing works, e.g., [21]–[23], [32],
[33]. In [21], [22], the authors make the assumption that the
pathloss exponent equal to 4. Furthermore, for simplicity, we
average the interference from the macrocell to the UEs in set
U2, which can be written as: E[Im] =
∫ R
z
P1r
−α1 2r
R2−z2 dr,
where R is the radius of the macrocell. We also assume that
all the small cells inside radius z are all switched off, just as
shown in Fig. 1.
1) UEs in set A: In this part, the coverage probability of
UEs in set A will be derived.
The Probability density function (PDF) fR(r) of the dis-
tance R between a random UE in area A and the associated
macrocell can be expressed as :
fR(r) =
2r
z2
. (9)
Theorem 1. The coverage probability for UEs in area A can
be given as:
GA =
∫ z
0
e−µTr
α1σ2LIs(µTr
α1)
2r
z2
dr, (10)
where T = 2
UNA
WA −1
P1
, NA is the number of UEs in set A
and can be expressed as: NA = λupiz
2, WA is bandwidth
allocated to UEs in set A, and LIs(µTr
α1) can be written as:
LIs(µTr
α1) = exp
(
−pir2λ2(T · P2)
2/α(pi/2)
)
× exp

2λ2
∫ r+z
r−z
arccos( r
2+ρ2−z2
2rρ )
1 + ρ
α2
P2s
ρ dρ


× exp
(
2λ2
∫ r−z
0
pi
1 + ρ
α2
P2s
ρ dρ
)
. (11)
Proof: See Appendix A.
2) UEs in set U1: In this section, we focus on computing
the coverage probability for UEs in set U1. Just as shown in
Fig. 2, set U1 is the set of UEs connected to the macrocell in
area B. The set is expressed in (2).
The probability that a UE in set U1 can be expressed as:
qU1 = P(P1R
−α1
1 ≥ P2R
−α2
2 B2)
=
∫ R
z
P(R2 ≥ ((
P1
P2B2
)−
1
α2 R
α1
α2
1 )fR1(r) dr
=
∫ R
z
e−λ2(
P1
P2B2
)
− 2
α2 r
2α1
α2 2r
R2 − z2
dr. (12)
The number of users in set U1 can be expressed as NU1 =
qU1pi(R
2 − z2).
Theorem 2. The PDF fX1(x) of the distance X1 between a
random UE in set U1 with its associated macrocell is :
fX1(x) =
dFX1
dx
=


0, x ≤ z.
1
qU1
e(−λ2pi(
P1
P2B2
)
− 2
α2 x
2α1
α2 ) 2x
R2−z2 , R ≥ x > z.
0, x > R.
(13)
Proof: The event of X1 > x is the event of R1 > x
conditioned on the UE’s association to the first tier. The
probability of X1 > x can be expressed as
P[X1 > x] =
P[R1 > x, n = 1]
P[n = 1]
, (14)
where P[n = 1] is the probability of a UE in set U1, which is
given in (12). The joint probability of R1 > r and n=1 is:
P[R1 > x, n = 1]
= P[R1 > x,P1R
−α1
1 ≥ P2R
−α2
2 B2)]
=
∫
P
[
r > x, (R2 ≥ ((
P1
P2B2
)−
1
α2 r
α1
α2 )
]
fR1(r) dr
=
∫ R
z
P
[
r > x, (R2 ≥ ((
P1
P2B2
)−
1
α2 r
α1
α2 )
]
2r
R2 − z2
dr.
(15)
Solving (15), P[R1 > x, n = 1] can be derived as:
P[R1 > x, n = 1]
=


∫ R
z
e(−λ2pi(
P1
P2B2
)
− 2
α2 r
2α1
α2 ) 2r
R2−z2 dr, x ≤ z,∫ R
x
e(−λ2pi(
P1
P2B2
)
− 2
α2 r
2α1
α2 ) 2r
R2−z2 dr,R ≥ x > z,
0, x > R.
(16)
The Cumulative density function (CDF) of X1 can be
expressed as:
FX1(x) = 1− P[X1 > x]
= 1−
1
qU1
P[R1 > x, n = 1]. (17)
5The PDF of X1 is :
fX1(x) =
dFX1
dx
=


0, x ≤ z,
1
qU1
e(−λ2pi(
P1
P2B2
)
− 2
α2 x
2α1
α2 ) 2x
R2−z2 , R ≥ x > z,
0, x > R.
(18)
Corollary 1. The coverage probability of UEs in set U1 can
be expressed as:
GU1 =
∫ R
z
e−λ2pi(
P1
P2B2
)
− 2
α2 x
2α1
α2
e−µTx
α1σ2
× LIs(µTx
α1)
2x
qU1(R
2 − z2)
dx, (19)
where T = 2
U∗NU1
WU1 −1
P1
, WU1 is the bandwidth allocated to UEs
in set U1, NU1 is the average number of UEs in set U1 and
can be expressed as: NU1 = qU1
λu
λ2
, and
LIs(µTx
α1) = exp
(∫ x+z
g
2pil(ρ)
1+ ρ
α2
P2·s
ρdρ
)
× exp
(
−λ2pix
2(TP2)
2/α arccot(mT−2/α)
)
,
(20)
where l(ρ) = λ2pi arccos(
x2+ρ2−z2
2xρ ), m = (
P1
P2B2
)−2/α2 , g =
max[x− z, ( P1P2B2 )
−1/α2 · x].
Proof: See Appendix B.
3) UEs in Set U2: In this section, we will give an analysis
of the coverage probability of UEs in set U2. Just as shown
in Fig. 2, set U2 is the set of UEs close to small cells in area
B. The set is expressed in (2).
The probability that a UE in set U2 is:
qU2 =P(P2R
−α2
2 ≥ P1R
−α1
1 )
=
∫ R
z
P(R2 ≤ (
P1
P2
)−
1
α2 R
α1
α2
1 )fR1(r) dr
=
∫ R
z
(1− e−piλ2((
P1
P2
)
− 2
α2 r
2α1
α2 ))
2r
R2 − z2
dr.
(21)
Theorem 3. The PDF fX2(x) of the distance X2 between a
random UE in set U2 with its associated small cell is:
fX2(x) =
dFX2
dx
=


1
qU2
(2piλ2xe
−λ2pix
2
), x ≤ x1,
R2−(
P2
P1
)
− 2
α1 x
2α2
α1
R2−z2
2piλ2
qU2
xe−λ2pix
2
, x2 ≥ x > x1,
0, x > x2,
(22)
where x1 =
z
(P2/P1)−0.25
and x2 =
R
(P2/P1)−0.25
,
Proof: The event of X2 > x is the event of R2 > x
conditioned on the UE’s association to the second tier. The
probability of X2 > x can be expressed as
P[X2 > x] =
P[R2 > x, n = 2]
P[n = 2]
, (23)
where P[n = 2] is the probability that a UE in set U2, which
is expressed in (21). The joint probability of R2 > x and n=2
is:
P[R2 > x, n = 2]
= P[R2 > x,P2R
−α2
2 ≥ P1R
−α1
1 )]
=
∫
P[r > x, (R1 ≥ ((
P2
P1
)−
1
α1 r
α2
α1 )]fR2(r) dr
=
∫
P[r > x, (R1 ≥ ((
P2
P1
)−
1
α1 r
α2
α1 )]2piλ2re
−λ2pir
2
dr.
(24)
Solving (24), P[R2 > x, n = 2] can be derived as:
P[R2 > x, n = 2]
=


∫ x2
x1
R2−(
P2
P1
)
− 2
α1 r
2α2
α1
R2−z2 2piλ2re
−λ2pir
2
dr
+
∫ x1
x
2piλ2re
−λ2pir
2
, x ≤ x1,∫ x2
x
R2−(
P2
P1
)
− 2
α1 r
2α2
α1
R2−z2 2piλ2re
−λ2pir
2
dr, x2 ≥ x > x1,
0, x > x2.
(25)
The CDF of X2 is :
FX2(x) = 1− P[X2 > x]
= 1−
1
qU2
P[R2 > x, n = 2]. (26)
The PDF of X2 is :
fX2(x) =
dFX2
dx
=


1
qU2
(2piλ2xe
−λ2pix
2
), x ≤ x1,
R2−(
P2
P1
)
− 2
α1 x
2α2
α1
R2−z2
2piλ2
qU2
xe−λ2pix
2
, x2 ≥ x > x1,
0, x > x2.
(27)
Corollary 2. The coverage probability of UEs in set U2 is
expressed in (28), and
LIs = LIs(µTx
α2)
= exp
(
−piλ2x
2(TP2)
2/α2 arccot(T−2/α2)
)
× exp

2λ2
∫ xu
xl
arccos
(D2
oo′
+ρ2−z2)
(2Doo′ρ)
1 + ρ
α2
P2s
ρ dρ

 , (29)
where T = (2(U∗NU2/WU2 ) − 1)/P2, WU2 is the bandwidth
allocated to set U2, NU2 is the average number of users in
set U2 and can be expressed as :NU2 = qU2
λu
λ2
. xl can be
written as xl = max(Doo′ − z, x), xu = Doo′ + z, and it is
noted that Doo′ has the constraints which can be expressed as
Doo′ ≤ (
P2
P1
)−
1
α1 x
α2
α1 , here we chose the upper bound Doo′ =
(P2P1 )
− 1
α1 x
α2
α1 .
The proof of (29) can be referred to proof (60) based on
Fig. 10 (c). Moreover, it is worth noting that because UEs in
6GU2 =
∫ x1
0
e−λ2pix
2 2piλ2x
qU2
e−µTx
α2 (Im+σ
2)LIs dx+
∫ x2
x1
e−λ2pix
2 R2 − (
P2
P1
)−
2
α1 x
2α2
α1
R2 − z2
+
2piλ2x
qU2
e−µTx
α2 (Im+σ
2)LIs dx.
(28)
set U2 are likely to be close to small cells and far away from
the macrocell, the approximation has a quite limited impact
on the real results.
4) UEs in set U3: In this part, an analysis of the coverage
probability of UEs in set U3 is provided. Just as shown in
Fig. 2, set U3 is the set of UEs in the CRE area. The set is
expressed in (2).
The probability that a typical UE in set U3 can be expressed
as:
qU3
= P(P1R
−α1
1 ≤ P2R
−α2
2 B2 ∩ P1R
−α1
1 ≥ P2R
−α2
2 )
=
∫ R
z
P((
P1
P2B2
)−
1
α2 R
α1
α2
1 ≥ R2 ≥ (
P1
P2
)−
1
α2 R
α1
α2
1 )fR1(r) dr
=
∫ R
z
(exp(−λ2pi(
P1
P2
)−
1
α2 R
α1
α2
1 ))
2r
R2 − z2
dr
−
∫ R
z
(exp(−λ2pi(
P1
P2B2
)−
1
α2 R
α1
α2
1 ))
2r
R2 − z2
dr. (30)
The average number of users in set U3 connect to the small
cell is :NU3 = qU3
λu
λ2
.
Theorem 4. The PDF fX3(x) of the distance X3 between a
random UE in set U3 with its associated small cell is:
fX3(x) =
dFX3
dx
=


0, x ≤ x1
ρ21−z
2
qU3 (R
2−z2)2piλ2xe
−λ2pix
2
, x1 ≤ x < x
b
1,
ρ21−ρ
2
2
qU3 (R
2−z2)2pi λ2xe
−λ2pix
2
, xb1 < x ≤ x2,
R2−ρ22
qU3 (R
2−z2)2pi λ2xe
−λ2pix
2
, x2 < x ≤ x
b
2,
(31)
where x1 =
z
(P2
P1 )
−0.25 , x
b
1 =
z
(
P2B2
P1
)−0.25
, x2 =
R
(
P2
P1
)−0.25
,
xb2 =
R
(
P2B2
P1
)−0.25
. ρ1 = (
P2
P1
)−0.25. ρ2 = (
P2B2
P1
)−0.25.
Proof: The event of X3 > x is the event of R2 > x
conditioned on the UE’s association to the third tier. The
probability of X3 > x can be expressed as:
P[X3 > x] =
P[R2 > x, n = 3]
P[n = 3]
. (32)
The joint probability of R2 > x and n=3 is expressed in (33).
Solving (33), P[R2 > x, n = 3] can be written as (34).
The CDF of X3 is :
FX3(x) = 1− P[X3 > x]
= 1−
1
qU3
P[R2 > x, n = 3]. (35)
The PDF of X3 is :
fX3(x) =
dFX3
dx
=


0, x ≤ x1
ρ21−z
2
qU3 (R
2−z2)2piλ2xe
−λ2pix
2
, x1 ≤ x < x
b
1,
ρ21−ρ
2
2
qU3 (R
2−z2)2pi λ2xe
−λ2pix
2
, xb1 ≤ x < x2,
R2−ρ22
qU3 (R
2−z2)2pi λ2xe
−λ2pix
2
, x2 ≤ x < x
b
2.
(36)
Corollary 3. The coverage probability of UEs in set U3 can
be expressed as:
GU3 =
∫ xb1
x1
e−µTx
α2σ2−λ2pix
2
LIs(µTx
α2)
2piλ2(ρ
2
1−z
2)
qU3 (R
2−z2) x dx
+
∫ x2
xb1
e−µTx
α2σ2−λ2pix
2
LIs(µTx
α2)
2pi λ2(ρ
2
1−ρ
2
2)
qU3 (R
2−z2) x dx
+
∫ xb2
x2
e−µTx
α2σ2−λ2pix
2
LIs(µTx
α2)
2pi λ2(R
2−ρ22)
qU3 (R
2−z2) x dx,
(37)
where x1, x2, x
b
1, x
b
2, ρ1, ρ2 can be found in (31). T =
(2(U∗NU3/WU3 ) − 1)/P2, WU3 is the bandwidth allocated
to UEs in set U3, NU3 is the UEs in set U3 and can be
expressed as NU3 = qU3
λu
λ2
. Here, we provide an upper bound
approximation of LIs :
LIs(µTx
α2) = exp

2λ2
∫ xu
xl
arccos
(D2
oo′
+ρ2−z2)
(2Doo′ρ)
1 + ρ
αs
P2(s)
ρ dρ


× exp
[
−λ2pix
2(TP2)
2
α2 arccot(T−
2
α2 )
]
,
(38)
where xl = max((
P2
P1
)−
1
α1 x
α2
α1 − z, x), xu = (
P2
P1
)−
1
α1 x
α2
α1 +
z,Doo′ = (
P2
P1
)−
1
α1 x
α2
α1 .
Proof: See Appendix C
IV. VALIDATION OF COVERAGE PROBABILITY ANALYSIS
In this section, we verify the developed analysis, in particu-
lar Theorem 1, Corollary 1, Corollary 2 and Corollary 3. The
simulation parameters are listed in Table. I. The UE density
here is assumed to be 0.0008/m2, and the small cell density
is assumed to be 0.0005/m2. The small cell range expansion
bias factor (B2) is set to be 8dB. The coverage probability
of UEs is validated by sweeping over a range of allocated
bandwidth.
1) UEs in Set A: We suppose all UEs in set A will be
offloaded to the macrocell. Fig. 3 explain the relationship
between the bandwidth allocated and the coverage probability.
We can easily see that with the increase of z, the coverage
probability will decrease on a large scale. That is because
7P[R2 > x, n = 3] = P[R2 > x,P1R
−α1
1 ≤ P2R
−α2
2 B2 ∩ P1R
−α1
1 ≥ P2R
−α2
2 ]
=
∫
P[r > x, P1R
−α1
1 ≤ P2R
−α2
2 B2 ∩ P1R
−α1
1 ≥ P2R
−α2
2 ]2piλ2re
−piλ2r
2
dr
=
∫
P[r > x, (
P2
P1
)−
1
α1 r
α2
α1 ≥ R1 ≥ (
P2B2
P1
)−
1
α1 r
α2
α1 ]2piλ2re
−piλ2r
2
dr. (33)
P[R2 > x, n = 3] =


∫ xb1
x1
ρ21−z
2
R2−z2 2piλ2re
−λ2pir
2
dr +
∫ x2
xb1
ρ21−ρ
2
2
R2−z2 2pi λ2re
−λ2pir
2
dr
+
∫ xb2
x2
R2−ρ21b
R2−z2 2pi λ2re
−λ2pir
2
dr, x < x1,∫ xb1
x
ρ21−z
2
R2−z2 2piλ2re
−λ2pir
2
dr +
∫ x2
xb1
ρ21−ρ
2
2
R2−z2 2pi λ2re
−λ2pir
2
dr
+
∫ xb2
x2
R2−ρ21b
R2−z2 2pi λ2re
−λ2pir
2
dr, x1 < x < x
b
1,∫ x2
xb1
ρ21−ρ
2
2
R2−z2 2pi λ2re
−λ2pir
2
dr +
∫ xb2
x2
R2−ρ22
R2−z2 2pi λ2re
−λ2pir
2
dr, xb1 < x < x2,∫ xb2
x2
R2−ρ22
R2−z2 2pi λ2re
−λ2pir
2
dr, x2 < x < x
b
2,
0, x > xb2.
(34)
TABLE I
SYSTEM PARAMETERS IN THE NUMERICAL COMPUTATION
Macro/small cell hexagon/PPP
/UE distribution /uniform distribution
Density of UEs [m2] 0.0002×[1,2,...,10]
Bandwidth allocation [MHz] 20
Power consumption of macrocells (P1) [W] 40
Power consumption of small cells (P2) [W] 1
Number of antennas (NAT ) 1
Noise power(σ2) [dbm] -104
Macro/small cell pathloss exponent (α1/α2) 4
P0M , P0S [W] 130, 6.8
∆pm,∆ps 4.7 ,4.0
PmM , PmS [W] 20.0, 0.5
Ps(s) [W] 0
Date rate requirement (U) [Mbps] 0.64
Coverage probability Threshold (η) 0.8
CRE bias factor for small cells (B2) [db] [0,4,8,12]
Macrocell size (apothem of hexagon) [m] 500
with the increase of z, more UEs will be offloaded to the
macrocell from the sleeping small cells. In that case, more
bandwidth is needed from the macrocell to guarantee the
coverage probability of its UEs.
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Fig. 3. Coverage probability obtained from simulation and Theorem 1(GA)
for UEs in set A
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Fig. 4. Coverage probability obtained from simulation and Corollary 1(GU1 )
for UEs in set U1
2) UEs in Set U1: The relationship between the allocated
bandwidth and the coverage probability of the UEs in set
U1 is shown in Fig. 4. It can be seen that as z increases,
the coverage probability of UEs increases steadily, the major
reason of which is the number of UEs in set U1 decreases
with the increasing of z. Recalling that the set U1 is the set
of UEs connected to macrocell outside the dashed circle, with
the increase of z, the number of UEs in set U1 declines. We
demonstrate this as follows:
NU1 = qU1pi(R
2 − z2)
= pi(R2 − z2)λu
∫ R
z
e−λ2(
P1
P2B
)
− 2
α2 r
2α1
α2 2r
R2 − z2
dr,
(39)
where NU1 is the number of UEs in set U1, and qU1 is
the association probability which can be found in (12). With
numerical calculation, we can find that NU1 goes down rapidly
with the increase of z.
3) UEs in Set U2: The relationship between the allocated
bandwidth and the coverage probability of UEs in set U2 is
shown in Fig. 5. In order to show the difference of coverage
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Fig. 5. Coverage probability obtained from simulation and Corollary 2(GU2 )
for UEs in set U2
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Fig. 6. Coverage probability obtained from simulation and Corollary 3(GU3 )
for UEs in set U3
probability for each z significantly, we chose the maximum
Im here, Im = P1z
−α1 . From Fig. 5, we can see that the
coverage probability of UEs rises with the increase of z, the
reason of which is the interference from the macrocell to UEs
in set U2 decreases with the increase of z, hence, the coverage
probability will increase correspondingly.
4) UEs in Set U3: The relationship between the allocated
bandwidth and the coverage probability of UEs in set U3 is
illustrated in Fig. 6. It is noted that in this part, the inter cell
interference from small cells cannot be calculated accurately,
hence, we provide an approximation of the upper bound of the
interference. We can also see that the coverage probability of
UEs rises with the increase of z, this is because the number
of UEs in set U3 goes down with the increase of z. We
demonstrate this as follows:
NU3 =qU3
λu
λ2
, (40)
where NU3 is the number of UEs in set U3, qU3 is the UEs’
association probability to set U3, which can be found in (30).
With numerical integration, we can find that NU3 decreases
when the increase of z.
V. ENERGY SAVING PROBLEMS ANALYSIS AND
SOLUTIONS
Based on the derived coverage constraints in (10), (19),
(28) and (37) in the section III, we analyse the minimum
power consumption with given UE density. The network power
consumption can be written as shown in (41), where P0M ,
∆pm, PmM , ∆ps and PsS can be found in Table. I. Our
problem is to minimize the whole network power consumption
with given UE density(θ(t)), while guaranteeing the QoS of
all UEs. The problem can be formulated as below:
OPT: minP (λ2, z, B2) (42)
GA(z,WA, B2, λ2) > η (43)
GU1(z,WU1 , B2, λ2) > η (44)
GU2(z,WU2 , λ2) > η (45)
GU3(z,WU3 , B2, λ2) > η (46)
WA +WU1 +WU3 ≤Wt (47)
WU2 +WU3 ≤Wt (48)
B2 ∈ [0, 4, 8, 12] (49)
However, the problem is hard to solve as there is no
closed-form expressions for WA, WU1 , WU2 , WU3 in
(10),(19),(28),(37) respectively. Hence, we solve the problem
step by step.
Firstly, for each B2 ∈ [0, 4, 8, 12], we calculate the lower
bound and upper bound of z, which can be written as zmin and
zmax. Here, we assume zmin = 0, and zmax can be calculated
according to (43), (44) and (47) with the minimum λ2(min).
It is noted that λ2(min) can be derived easily according to
(45) and (49).
Then, we use genetic algorithm (GA) [34] to calculate the
minimum network power consumption P ∗(B2) for each B2.
Finally, we compare P ∗(B2) with each B2 and found the
minimum one.
Below is the summarized optimization steps:
1) Let zmin = 0 and derive zmax according to (43), (44),
(46) and (47) .
2) Derive λ2(min) from (45) and (49) for each z.
3) With given λ2(min), use genetic algorithm to calculate
the minimum network power consumption P ∗(B2(i)) in
terms of z with each B2. Constraints need to be satisfied.
4) Find the minimum value of {P ∗(B2(i))}
We utilize the bi-objective optimization algorithm of MAT-
LAB Optimization toolbox to implement our algorithm. The
pseudocode of GA is shown in Algorithm 1.
Fig. 7 and Fig. 8 illustrate the network energy consumption
with different z and different bias factor. It is noted that
in order to guarantee the QoS of UEs in the situation of
B2 = 1, orthogonal bandwidth is used by the macrocell and
small cells to avoid the inter-cell interference. Comparing
the two figures, it is easy to see that the network has a
higher power consumption with more UEs. Also, both two
figures demonstrate that the network consumes lower power
with larger small cell bias factor (B2). Furthermore, we can
also see that when B2 = 0, the network power consumption
decreases slightly with the increase of z, however, with CRE
technique used, especially with large B2, the network power
consumption drops rapidly, that is because the small cell
density outside the dashed circle is diluted in a large scale
with CRE technique applied.
9P = (P0M +∆pmPmM
WA +WU1
Wt
+ (P0S +∆psPsS
WU2 +WU3
Wt
))λ2pi(R
2 − z2), (41)
Algorithm 1 Genetic algorithm solving for the optimal values
of f(z)
Input: target function data, GA parameters
Output: minimum power consumption
1: : t=0
2: : // P(t): population of current generation
3: // FitnessFunction ∀z ∈ P (t), f(z) = (P0M+∆pm ·PmM ·
WA+WU1
Wt
+ (P0S +∆ps · PsS ·
WU2+WU3
Wt
)λ2pi(R
2 − z2))
4: //Constraints
5: : Initialize P(t)
6: : while (not termination condition) do
7: : Fitness = FitnessFunction(P(t)), P(t)’= Selection(P(t)),
Genetic Operations(P(t)’)
8: : Select P(t+1) from P(t) and P(t)’
9: : t=t+1
10: : end while
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Fig. 7. Network power consumption with switching off radius with θ =
0.0016
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Fig. 9 represents the relationship between the total network
power consumption with different UE density for the three
approaches. Both random and conventional methods are used
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Fig. 9. Network power consumption with different UE density
in traditional HeNets and the orthogonal bandwidth is used
by the two layers for both approaches to avoid the inter-cell
interference.
For the conventional method from [27], we suppose that
we only switch off small cells of which distance to the
macrocell smaller than z. Similar to (10), (19) and (28), the
coverage probability of UEs can be written as (50), where
LIs is expressed in (29). The network power consumption
can be written similar to (41) without WU3 . The optimization
procedure is similar to what we mentioned in Section V.
For the random method, we randomly turn off small cells
to the lowest level that can guarantee the QoS of UEs.
When comparing the conventional and random methods, it
can be seen that the performance of the conventional method
is only a little better than that of the random one, the reason
of which is that offloading UEs from sleeping small cells to
the macrocell will result in the power consumption increase of
the macrocell. Moreover, as the remaining small cells outside
the dashed circle are all left to be active, this will also lead to
a high network power consumption.
We can also see that our proposed sleeping scheme achieves
a far better performance than that of conventional and random
ones by combining small cell zooming and small cell sleeping
techniques together. With CRE and eICIC techniques used
here, the small cells density outside the dashed circle can
be significantly diluted, especially with a higher UE density.
It can be seen from the figure that when the UE density
reaches 2 ∗ 10(−3)/m2, the network power consumption of
our proposed method is about 1500W, which is only 60%
compared with that of the conventional approach.
VI. CONCLUSION
In this paper, a strategic small cell sleeping mechanism
according to the dynamic traffic is proposed to minimize
the HetNet power consumption. Our proposed approach uses
range expanded small cells to cover part of the sleeping small
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

GA(con) =
∫ z
0
e−µTr
α1σ2 2r
z2 dr.
GU1(con) =
∫ R
z
e−λ2pi(
P1
P2
)
− 2
α2 x
2α1
α2
e−µTx
α1σ2 2x
qU1 (R
2−z2) dx.
GU2(con) =
∫ x1
0
e−λ2pix
2 2piλ2x
qU2
e−µTx
α2 (σ2)LIs dx+
∫ x2
x1
e−λ2pix
2 R2−(
P2
P1
)
− 2
α1 x
2α2
α1
R2−z2
2piλ2x
qU2
e−µTx
α2σ2LIs dx,
(50)
cells which are far from the macrocell and uses the macrocell
to serve the UEs from the sleeping cells close to it. Using
stochastic geometry model, we provide the numerical analysis
of the coverage probability and power saving in a HetNet.
Numerical results confirm the effectiveness of the scheme.
Compared with the random and conventional approaches, the
proposed repulsive scheme achieves a much better perfor-
mance, especially when the UE density is high.
For future work, the LOS/NLOS probability transitions
need to be taken into account. In addition, a more realistic
network model, for example, Poisson cluster point process
based network model should be considered. Moreover, a more
detailed UE association scheme should be designed.
VII. APPENDIX
A. Proof of Theorem 1
The coverage probability of UEs in area A can be written
as:
GA = E
{
P
[
WA
NA
log2(1 + γA) > U
]}
= Er
{
P
[
WA
NA
log2(1 +
P1hr
−αm
Is+σ2
) > U
]}
=
∫ z
0
P
[
WA
NA
log2(1 +
P1hr
−αm
Is+σ2
) > U
]
fR(r) dr
=
∫ z
0
P
[
h > (2
UNA
WA −1)(Is+σ
2)rα1
P1
]
2r
z2 dr
=
∫ z
0
e−µTr
α1σ2LIs(µTr
α1) 2rz2 dr.
(51)
Replacing µTrα1 with s, LIs(s) can be derived as:
LIs(s) = E
(
exp
(
−s
∑
x∈φ∩bc(o′,z) P2hx,o||x||
−α2
))
= Eφ
(∏
x∈φ∩bc(o′,z) Ehx,o [exp(−sP2hx,o)||x||
−α2)]
)
= Eφ
(∏
x∈φ∩bc(o′,z)(1 + sP2||x||
−α2)−1
)
= exp
(∫
bc(o′,z)
λ2
1+
||x||α2
(sP2)
dx−
∫
R2
λ2
1+
||x||α2
(sP2)
dx
)
.
(52)
When α = α1 = α2 = 4, using s = µTr
α1 , we have
∫
R2
1
1+||x||α/(sP2)
dx =
[
pir(TP2)
1
α
]2
2 .
(53)
In Fig. 10a, o’ is the location of macrocell, and o is the
location of UE, the distance between o and o’ is r. For∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx, bc(o′, z) is the disk with centre o’
and radius z, x is the coordinate of the small cell. Convert the
integration
∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx from Cartesian to polar
coordinates with origin o, then:
∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx
=
∫
bc(o′,z)
1
1+ρα2/(sP2)
ρdρdθ
=
∫ z−r
0
∫ pi
−pi
1
1+ρα2/(sP2)
ρdρdθ
+
∫ z+r
z−r
∫ θl
−θl
1
1+ρα2/(sP2)
ρdρdθ
=
∫ z−r
0
2pi
1+ ρ
α2
P2s
ρ dρ+
∫ z+r
z−r
2θl
1+ ρ
α2
P2s
ρ dρ,
(54)
where θl = arccos(
r2+ρ2−z2
2rρ ).
Then, LIs(s) in Theorem 1 can be expressed as (55).
B. Proof of LIs(µTx
α1) in Corollary 1
Replacing µTxα1 with s, similar to (52), LIs(s) can be
expressed as:
LIs(s) = E
(
exp
(
−s
∑
x′∈φ∩bc(o′,z) P2hx,o||x
′||−α2
))
= exp
(∫
R2\sl
−λ2
1+
||x′||α2
(sP2)
dx′ −
∫
bc(o′,z)
−λ2
1+
||x′||α2
(sP2)
dx′
)
,
(56)
where sl is the set of the small cells whose distance to the
UE is smaller than ( P1P2B2 )
− 1
α2 x, which is derived according
to (15).
When α = α1 = α2 = 4, plugging in s = µTx
α1 , (56) can
be written in the form of (57).
In Fig. 10b, o’ is the position of macrocell, o is
the position of UE, because the user is served by the
macrocell, the distance between o and o’ is x. For∫
bc(o′,z)
1
1+||x′||α2/(sP2)
dx′, bc(o′, z) is the disk with centre o’
and radius z, x’ is the coordinate of the small cell. Convert the
integration
∫
bc(o′,z)
1
1+||x′||α2/(sP2)
dx′ from Cartesian to polar
coordinates with origin o, then:
∫
bc(o′,z)
1
1+||x′||α2/(sP2)
dx′
=
∫
bc(o′,z)
1
1+ρα2/(sP2)
ρdρdθ
=
∫ x+z
g
∫ θl
−θl
1
1+ρα2/(sP2)
ρdρdθ
=
∫ x+z
g
2θl
1+ρα2/(sP2)
ρdρ,
(58)
where θl = arccos(
x2+ρ2−z2
2xρ ), and g = max((
P1
P2B2
)−1/α2 ·
x, x− z).
Then, LIs in Corollary 1 can be written in (59), and m =
( P1P2B2 )
−0.5.
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Fig. 10. Illustration of interference Laplace transform proof
LIs(s) = exp

−
[
pir(TP2)
1
α
]2
2

 exp

2λ2
∫ r+z
r−z
arccos( r
2+ρ2−z2
2rρ )
1 + ρ
α2
P2s
ρ dρ+ 2λ2
∫ r−z
0
pi
1 + ρ
α2
P2s
ρ dρ

 . (55)
exp
(
−λ2
(∫
R2\sl
1
1 + ||x′||α2/(sP2)
dx′
))
= exp
(
−2piλ2
∫ +∞
(
P1
P2B2
)
− 1
α2 x
T
T + (v/x)α
vdv
)
= exp
(
−λ2pix
2(T P2)
2/αarccot((
P1
P2B2
)−2/α2 · T−2/α)
)
. (57)
LIs(s) = exp
(
−λ2pix
2(TP2)
2/α arccot(mT−2/α)
)
exp
(
2λ2
∫ r+z
g
θl
1 + ρ
α2
P2·s
ρdρ
)
. (59)
C. Proof of LIs(µTx
α2) in Corollary 3
Replacing µTxα2 with s, similar to (52), LIs(s) can be
expressed as:
LIs(s) = E
(
exp
(
−s
∑
x∈φ∩bc(o′,z)\o P2hx,o||x||
−α2
)]
= exp
((∫
R2\o
−λ2
1+||x||α2
(sP2)
dx−
∫
bc(o′,z)
−λ2
1+||x||α2
(sP2)
dx
))
,
(60)
when α2 = 4, plugging in s = µTx
α2 gives
exp
(
−λ2
(∫
R2\o
1
1+||x||α2/(sP2)
dx
))
= exp
(
−2piλ2
∫ +∞
x
( TT+(v/x)α vdv
)
= exp
(
−λ2pix
2(T · P2)
2/α2 arccot(T−2/α2)
)
.
(61)
In Fig. 10(c), o’ is the location of macrocell and o is location of
UE. The distance between the associated small cell s and UE in
o is x, and I assume that the distance between o and o’ is Doo′ .
It’s worth noting that based on (33), Doo′ must satisfy the
condition that ((P2P1 )
− 1
α1 x
α2
α1 ≥ Doo′ ≥ (
P2B
P1
)−
1
α1 x
α2
α1 ). For∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx, bc(o′, z) is the disk with centre o’
and radius z, x is the coordinate of the small cell. Convert the
integration
∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx from Cartesian to polar
coordinates with origin o, then:∫
bc(o′,z)
1
1+||x||α2/(sP2)
dx
=
∫
bc(o′,z)
1
1+ρα2/(sP2)
ρdρdθ
=
∫ xu
xl
∫ θl
−θl
1
1+ρα2/(sP2)
ρdρdθ
=
∫ xu
xl
2θl
1+ρα2/(sP2)
ρdρ,
(62)
where θl = arccos
(D2
oo′
+ρ2−z2)
(2Doo′ρ)
, xu can be expressed as xu =
Doo′ + z, and xl can be written as xl = max(Doo′ − z, x),
also, it can be seen that the upper bound of LIs(s) is Doo′ =
12
(P2P1 )
− 1
α1 x
α2
α1 , and lower bound is (P2B2P1 )
− 1
α1 x
α2
α1 . I choose
upper bound here.
Then, LIs(s) in Corollary 3 is expressed in (63),
LIs(s) = exp
(
−λ2pix
2(T · P2)
2/α2 arccot(T−2/α2)
)
×exp
(
2λ2
∫ xu
xl
arccos
(D2
oo′
+ρ2−z2)
(2D
oo′
ρ)
1+ ρ
α2
sP2
ρ dρ
)
,
(63)
where xl = max((
P2
P1
)−
1
α1 x
α2
α1 − z, x), xu = (
P2
P1
)−
1
α1 x
α2
α1 +
z,Doo′ = (
P2
P1
)−
1
α1 x
α2
α1 .
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