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Abstract—Owing to the significance of combinatorial search
strategies both for academia and industry, the introduction of
new techniques is a fast growing research field these days.
These strategies have really taken different forms ranging from
simple to complex strategies in order to solve all forms of
combinatorial problems. Nonetheless, despite the kind of problem
these approaches solve, they are prone to heavy computation
with the number of combinations and growing search space
dimensions. This paper presents a new approach to speed up the
generation and search processes using a combination of stack
and hash table data structures. This approach could be put
to practice for the combinatorial approaches to speed up the
generation of combinations and search process in the search
space. Furthermore, this new approach proved its performance
in diverse stages better than other known strategies.
Keywords—Combinatorial search; Covering array; Combinato-
rial interaction testing; Combinatorial optimisation.
I. INTRODUCTION
Combinatorial strategies have received lots of interest lately
as a result of their diverse applications in areas of research,
particularly in software engineering. In its simple form, a
combinatorial strategy can reduce the several input parameters
of a system to a small set of these parameters base on
their interaction (combination) [1]. This idea developed more
recently to include the constraints and seeding among these
input parameters also [2], [3]. Similarly, these parameters could
be the features or configurations to be set for a system, or they
might simply be the values to be entered while the system is
in operation. The rationale behind the reduction is that it is
impossible to take all possibilities of these input parameters.
Therefore, the reduction must be done in a systematic way by
considering the combinations of these parameters. As it is im-
possible to consider all likely combination for a system to test,
there is a need to generate an optimised set of combinations
that have the effectiveness of all possible combinations.
Combinatorial strategies establish their effectiveness for
different applications including software engineering, chem-
istry, biology, communication and many other fields [4]. To
this end, optimisation methods have been used to generate
this set. Regardless of the optimisation technique used in
the implemented strategies, evidence revealed that the serious
issues in the development of these strategies are: how to
construct the combinations and how to search for them later.
To optimise, the strategy first has to generate all the possible
combinations. Then, the optimisation algorithm attempts to
cover these combinations with the smallest set. The complexity
of this process is proportional with the number of input
parameters. Hence, there is a need to speed up this process
to enable the optimisation algorithms inside the combinatorial
strategies work faster and efficiently.
This paper proposes an approach to construct the com-
binations and also search for them efficiently. The approach
includes new algorithm and programming techniques to con-
struct, store and search for combinations. The remaining part
of this paper is organised as follows: Section 2 gives a brief
review of the combinatorial interaction strategies; Section
3 and 4 introduces the terminologies used all through this
paper and similarly formulate the problem; Section 5 contains
the methodology as well as the algorithms for the proposed
strategy; Section 6 illustrates the experimental framework;
Section 7 shows the experimental results and finally, Section
8 presents our conclusions.
II. COMBINATORIAL INTERACTION STRATEGIES
In the last decade, various studies on combinatorial inter-
action approaches have gained a lot of awareness in such a
way that several test generation approaches were developed.
With the approaches generally dedicated to solving different
problems, a few of them solve the generation of optimised
set of input parameters by taking combinations into account.
Though some others are also dedicated to generating those sets
with constraints or seeding among the input factors, they still
require particular configuration. Other research groups have
started to examine (instead of software engineering alone) the
application of these approaches in other research fields like
biology, chemistry and electrical engineering to solve real life
problems.
Evidence revealed that the use of meta-heuristic algorithms
could achieve optimum sets of final combinatorial set covering
every interaction among the input parameters. Most recently,
different meta-heuristic algorithms have been adapted to solve
this problem such as Simulated Annealing (SA) [5], Genetic
Algorithms (GA) [6], Cuckoo Search (CS) [7] and many
other algorithms. Despite the wide range of approaches and
algorithms used in generating the combinatorial interaction
set, we still cannot find a universal strategy that can generate
optimised sets for all the configuration since this problem is
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an NP-complete problem [8]. Hence, each strategy could be
useful for specific kind of configuration and application.
Although different strategies have been developed, the
problem of search space complexity is still the same. As
mentioned earlier, the main aim of the combinatorial strategies
is to cover the entire interactions of input parameters by
the smallest set. Hence, the strategy needs to search for a
combination that can cover much of those interactions. To
determine the number of interactions covered, the strategy
must search for them among a large number of interactions
which will definitely consume the program time as well as the
resources of the computer. It will likewise cause the program
to take more iteration for searching within the meta-heuristic
algorithm.
In addition to the aforementioned issue, the problem of
generating input parameter combination represents another
serious problem apart from consuming time and resources.
This problem appears worsen as the input parameter continues
to grow in size since most of the algorithms complexities are
growing with the number of parameters. To overcome this
problem, a special algorithm is needed to be combined with
efficient data structures in order to speed up the generation and
sorting process. This paper aims to provide new approaches
and algorithms that will solve these problems and at the same
time, speed up the combinatorial interaction search strategies
in general.
III. PRELIMINARIES
Combinatorial interaction strategies relies on Covering
Array (CA) a well-known mathematical model to represent
the combinatorial interaction set. The CA notation assures
that all the interactions represented within one array. This
mathematical object originates essentially from another object
called orthogonal array (OA) [9]. An OAλ(N ; t, k, v) is an
N × k array, where for every N × t sub-array, each t− tuple
occurs exactly λ times, where λ = N/vt; t is the combination
strength; k is the number of input factors (k ≥ t); and v is
the number of symbols or levels associated with each input
factor. In covering all the combinations, each t − tuple must
occur at least once in the final test suite [10]. When each
t−tuple occurs exactly once, λ = 1, and it can be unmentioned
in the mathematical syntax, that is, OA(N ; t, k, v). As an
example, OA(9; 2, 4, 3) contains three levels of value (v) with
a combination degree (t) equal to two, and four factors (k) can
be generated by nine rows.
CA is another mathematical notation that is more flexible in
representing test suites with larger sizes of different parameters
and values. In general, CA uses the mathematical expression
CAλ(N ; t, k, v) [11]. A CAλ(N ; t, k, v) is an N × k array
over (0, ..., v − 1) such that every B = b0, ..., bt−1 3 is λ-
covered and every N×t sub-array contains all ordered subsets
from v values of size d at least λ times [12], where the set of
column B = b0, ..., bt−1 ⊇ 0, ..., k − 1.To ensure optimality,
we normally want t − tuples to occur at least once. Thus,
we consider the value of  = 1, which is often omitted. The
notation becomes CA(N ; t, k, v) [13]. Based on this notation
and since the strategy is mainly depending on the interaction
degree (t), the combinatorial strategies are sometimes termed
t− way strategies.
IV. GENERATION OF N-COMBINATIONS
Different algorithms have been employed in the literature
to generate the combinations of input parameters. The most
common among them all is the n-bit enumerator. As the name
implies, the algorithm starts by enumerating from 0 to 2n1
(n is the number of input parameters) thereafter, it filters
the number base on the specified combination strength. For
example, when t = 4, the algorithm will only choose those
numbers with four true cases and neglect the rest. N − bit
enumerator has been used in different combinatorial search
strategies in different ways as well as in other research fields
(ex. [14]). Often, working perfectly when the number of input
parameters is small, however, owing to the complexity of the
algorithm O(n), n−bit enumerator becomes complex and the
generation process tends to get slower as the number of input
parameters increases.
Nowadays, software systems are prone to complexity in
different ways due to many configurations and feature that may
be present in any software to ensure its functions are properly
managed. For example, Software Product Lines (SPL) need
several parameters to be adjusted with different configurations
due to different products that must be tested. To this end,
other algorithms have also been implemented in the litera-
ture to overcome this issue. So far, backtracking, counting,
and subsets algorithms have been used in the literature to
solve this problem by speeding up the construction of t-
combinations. Though each of the algorithms has its own
approach to constructing the combinations, they also have
different limitations for the input parameters and performance.
Hence, this paper proposes another approach not only to speed
up the construction but to search for them in an efficient way.
V. METHODOLOGY
A. The Generation of Parameter Combination
The algorithm used the CA notation as the base of
input. As shown in Algorithm 1, the algorithm took k input
parameters and produced t-combination of them each time
adding the combinations to a final array containing all t-
combinations of k. Instead of enumerating all n−bits, a stack
data structure was used to hold the parameters permanently
by push them into the stack and then pop them when needed
during the iterations. Additionally, a temporary array was
created with index i to help the generated combinations in
each iteration (Steps 1-2). A stack data structure (S) was
created and the first parameter (0) was pushed inside (Steps
3-4). The algorithm continued to iterate until the stack became
empty (Step 5). The index number i of the Comb array was
set to length of S − 1 and the value v of this index i was set
to the top value in the stack (i.e. pop) until the v was less
than k (Steps 6-9). Furthermore, the algorithm continued to
increment the i and v then pus the value of v into S until
the index number was equal to the length of the required
interaction strength t (Steps 9-15). The pseudo code is shown
clearly in Algorithm 1. Additionally, for better understanding
of the algorithm, a running example is illustrated in Figure 1.
Figure 1 shows a running example to illustrate how the
combinations of input parameters were generated using three
input parameters [0, 1, and 2]. With the first parameter pushed
www.saiconference.com 1218 | P a g e
SAI Computing Conference 2016
July 13-15, 2016 | London, UK
Algorithm 1: Parameter Combination Generator
Input: Input-parameters k and combination strength t
Output: All t-combinations of k where
k = k1, k2, k3, kn
1 Let Comb be an array of length t;
2 Let i be the index of Comb array;
3 Create a stack S;
4 S ← 0;
5 while S 6= null do
6 i =(the length of S − 1);
7 v = pop the stack value;
8 while pop value < k do
9 set Comb of index (i) to v;
10 i← i+ 1;
11 v ← v + 1;
12 push v to stack;
13 if i = t then
14 Add Comb to final array;
15 break;
into the stack at start, the algorithm iterated and the stack pop
its last value to the i+1 index of the Comb array. In the next
iteration, the stack was pushed by v + 1 value. The algorithm
stopped when the stack became empty. The final array then
contained all the interaction of input parameters which are,
[(0:1), (0:2), (1:2)].
Fig. 1: A running example for the algorithm in Algorithm 1
As could be seen in Figure 1, the algorithm kept the
previous value of v for the next iteration unless it became
greater than the t value. For example, v = 0 in the first iteration
and in the next iteration, it became v + 1 which equals to 1.
Then it was incremented and pushed into the stack again.
B. Searching for the Interaction Coverage
The combinatorial search strategies need to generate all the
possible interaction elements between the input parameters.
This step is vital so as to verify how many of these elements
can be covered by the suggested solution. Most of the time,
this will be the fitness function of the meta-heuristic used
in the strategy. It is not clear in most of the implemented
strategies which data structure and searching mechanism they
used since they are close sourced. However, for the known
strategies, there are different mechanisms to store and search
for the interaction elements.
The elements could be saved in a database and search later.
The searching process could be enhanced by using a kind of
indexing mechanism when storing them. However, these will
potentially slowdown the search as there could be another
outside system that may need to be interfaced with. Thus,
another direction is to store the elements in the same program
in an array and then search for them.
Fig. 2: Representation of the adopted HashTable Structure
Since there will be a huge amount of elements, the time
for searching will increase dramatically with the increase of
the parameter and value numbers. To overcome this issue, an
indexing mechanism was used to store the elements base on
the interaction in a sorting array and then search for a specific
element in its corresponding combination. This could speed
up the search processes effectively but, the time required for
finding a specific element will increase when the number of
values increases (since there will be several elements with
equal parameter combination). Hence, there is a need to find a
new approach to store and search for the interaction elements
efficiently.
The proposed approach in this paper uses the HashTable
data structure to store the interaction elements. As shown in
Figure 2, the data structure is composed of ¡Key, Value¿ pairs,
and the elements are stored based on the key with each key
holding different value. When the program needs to know the
number of interaction elements that could be covered by the
possible solution, it will send it to the search function. The
search function then searches for the interaction element in
the exact ¡key, value¿ pair. Hence, without the need to search
the entire element set, the function knows the location of the
specified element.
VI. EXPERIMENTAL FRAMEWORK
To evaluate the proposed approach, two sets of experiments
were performed. The first set of experiment was to evaluate
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the performances of the parameter combination generation
algorithm. This was carried out by running the algorithm under
different conditions of input parameters and interaction de-
grees. In addition, other algorithms were implemented within
the same environment to compare the results with them.
In the second set of experiment, the performances of
the search mechanism were evaluated and different sets of
benchmark were considered. The benchmarks are varied in
the number of input parameters and in individual value. The
performance is defined by the time it takes the algorithm to
find the set of interaction elements for a specific solution. For
the purpose of comparison, two other mechanisms were used
in the experiments. The first mechanism stored all interaction
elements in an array and then search for the elements while
the second mechanism, stored all elements in an indexed array
and then search for the elements.
All experiments are conducted within an environment of
desktop computer with windows 10 installed, CPU 2.9 GHz
Intel Core i5, 8 GB 1867 MHz DDR3 RAM, 512 MB of flash
HDD. The algorithms are implemented in .Net environment.
VII. EXPERIMENTAL RESULTS AND DISCUSSION
As mentioned earlier, the experiments were performed
within two phases. The parameter combination generation
algorithm with different parameter size interaction strength was
evaluated. The parameters were varied from 20 to 400 input
parameters. It is worth to mention here that the algorithm can
take more than 1000 parameters as input. However, there was
no evidence in the literature showing the use of more than this
amount of parameter. In addition, the interaction strength was
varied from 2 to 6 since this was the range of interactions used
in the research so far. Figure 3 shows the comparison of these
results, with the x-axis showing the parameter sizes and the
y-axis showing the time in milliseconds in logarithmic scale.
The results showed several important points about the
algorithm, and it could be noted that the algorithm performed
very well for the generation. Also, it could generate the
combination of 400 parameters when t = 2 with less than 5
milliseconds. The performance dropped when the interaction
strength became higher as could be seen in the figure. However,
it still performed well. For example, it could generate the
combination of 100 parameters when t = 6 with less than
60 seconds. The drop in performance was due to the stack
capacity and the several parameters pushed into the stack as the
interaction strength increases. It could also be noted from the
algorithm that when the interaction strength becomes higher,
for example (t = 6), 6 parameters should be push and pop
each time. This will slow down the algorithm.
The second set of experiment was conducted to compare
the algorithm with the existing available algorithms. The n-
bit enumerator is implemented within our environment for
comparison since it is the fundamental algorithm in this
direction. When the algorithm was executed, we observed that
the algorithm could not generate combinations more than 30
parameters within our environment due to enough memory
exception. The limitation of the algorithm was due to the
compiler and memory limitations since they could not perform
large variable when the parameter values became higher.
Fig. 3: Performance of the algorithm with the variation of input
parameter and interaction strength
However, it should be mentioned that the algorithm takes 546
ms for generating combinations of 20 parameters.
The last set of experiment was the search time in the search
space. The search time for the relevant interaction elements
was measured. This time indicated the maximum time taken
by the algorithm to discover the relevant interaction elements
for a specific solution. The maximum time was taken because
the time may vary and decrease as the algorithm iterates since
some of the interaction elements will be deleted. Hence, the
maximum time gave a good indication about the time taken
by the algorithm when the search space was full. Figures 5
and 6 show this time when t = 2 and 3 respectively for two
different benchmarks.
As could be noted from the figures, two configurations
were taken in the experiments for a covering array generation.
The configurations were CA(N ; 2, 1010) and CA(N ; 2, 1020)
in which the interaction strength t = 2 then CA(N ; 3, 1010)
and CA(N ; 2, 1020) where the interaction strength t = 3.
The configurations represent perfect benchmarks for this ex-
periment since they have many parameters and many values
for of the parameters. This will make the search space more
complicated with many interaction elements.
As could be noticed from Figures 4 and 5, the maximum
search time for the interaction elements was compared for three
searching mechanism, Hash Algo, which is our mechanism
with Full-Search and indexing mechanism. As mentioned
earlier, the indexing mechanism saved the interaction elements
in a sorted array and stored the indexing of each group of ele-
ments, however, Full-Search mechanism sort all the elements
in an array without indexing and hence search exhaustively
every time in Full-Search for all elements.
Both Figure 4 and 5 showed that our mechanism reduced
the search time dramatically and hence can improve the total
generation time of the solution. The figures also show that
the Full-Search mechanism took more time to find the related
interaction elements for a solution. The indexing mechanism
showed better performance as compared to Full-Search. The
searching time for the indexing mechanism was low when the
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Fig. 4: Maximum search time measured for t = 2 when v = 10
and P = 10 and 20 respectively
Fig. 5: Maximum search time measured for t = 3 when v = 10
and P = 10 and 20 respectively
number of parameters and values were low. However, as they
were getting higher or the interaction strength is getting higher,
the performance dropped due to the many interaction elements
that must be searched for in one group of indexing. Our
mechanism performed better in a dramatic way as compared
to other mechanisms.
For example in Figure 4, when P=10 and t=2, the search
time for our mechanism was less than 1(ms), while the
indexing took more than 2 (ms). When P=20, our mechanism
took less than 5(ms) for search while indexing took more than
8(ms). This improvement in performance could be seen clearly
in case of t=3. When P=10, our mechanism took less than 8
(ms) for search and indexing took more than 22 (ms) whereas
the Full-Search took more than 43 (ms).
The performance of other mechanisms continues to drop
in case of t=3 when P=20 in which the indexing search time
became 38 (ms) and our mechanism was 17 (ms). It should be
mentioned here that this performance of the search affected the
totally performance cumulatively since this search process is
the most consuming computation in the combinatorial search
strategies.
VIII. CONCLUSION
In this paper, we have presented our proposed approach
to generate and search for the interaction elements of the
input parameters of the combinatorial search strategies. Based
on our experience with these strategies, the generation of
input parameters combinations and search for the interaction
elements for the fitness function will slow down the generation
process of the final test suite of the interaction. This paper
serves as a guide and framework for future implementation of
combinatorial strategies. The implemented approach proved its
performance for generation input parameters faster than other
algorithms for difference sizes and also its performance is
faster than other algorithms when searching for the interac-
tion elements. This paper is part of an existing research on
combinatorial interaction testing for generating effective test
cases for different applications.
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