In Weighted Model Counting (WMC) we assign weights to Boolean literals and we want to compute the sum of the weights of the models of a Boolean function where the weight of a model is the product of the weights of its literals. WMC was shown to be particularly effective for performing inference in graphical models, with a complexity of O(n2 w ) where n is the number of variables and w is the treewidth. In this paper, we propose a quantum algorithm for performing WMC, Quantum WMC (QWMC), that modifies the quantum model counting algorithm to take into account the weights. In turn, the model counting algorithm uses the algorithms of quantum search, phase estimation and Fourier transform.
Introduction
Weighted Model Counting (WMC) is the problem of computing the sum of the weights of the models of a propositional formula, where the weight of a model is given by multiplying the weights of the literals in it. WMC proved effective for performing inference in graphical models (Chavira and Darwiche 2008; Sang, Beame, and Kautz 2005) . While other graphical model inference algorithms (Lauritzen and Spiegelhalter 1988; Zhang and Poole 1996; Dechter 1999; Darwiche 2001 ) take time Θ(n2 w ) where n is the number of variables and w is the treewidth of the network, WMC takes time O(n2 w ), i.e., exponential in the treewidth in the worst case (Chavira and Darwiche 2008). WMC does so by exploiting structure in the graphical model in the form of context-specific independence and determinism.
In this paper we propose to perform WMC using a quantum computer, i.e., Quantum WMC (QWMC). Quantum computing (Nielsen and Chuang 2010) is the use of quantum mechanics to perform computation. Various algorithms have been proposed for quantum computers that improve over their classical counterpart, the most prominent are: Shor's algorithm (Shor 1994) , that factorizes integers in polynomial time while no classical polynomial al-gorithm is known, and quantum search, that has a quadratic speedup over classical search (Grover 1996a; Grover 1996b; Grover 1997) .
To perform QWMC, we use various quantum algorithms. In particular, we adapt the method of quantum model counting (Boyer et al. 1998; Brassard, Høyer, and Tapp 1998) . to take into account weights. Quantum model counting in turn is based on quantum search using Grover's algorithm (Grover 1996a; Grover 1996b; Grover 1997 ) and on quantum phase estimation (Cleve et al. 1998) , the latter using quantum Fourier transform (Coppersmith 2002) .
Here we consider the problem of WMC under a black box computation model where we don't know anything about the propositional formula, we only have the possibility of querying an oracle giving the value of the formula for an assignment of the propositional variables, and we consider the complexity in terms of oracle calls. In this computation model, QWMC solves the problem approximately with a complexity of Θ(2 n 2 ) while classically the best complexity is Θ(2 n ), thus achieving a quadratic speedup.
QWMC may be useful for models with high treewidth: if the treewidth is larger than half the number of variables, then QWMC performs better than other inference algorithms.
Weighted Model Counting
Propositional satisfiability (SAT) is the problem of deciding whether a logical formula over Boolean variables evaluates to true for some truth value assignment of the Boolean variables. If an assignment M makes formula φ true we write M |= φ. Model counting or #SAT (Gomes, Sabharwal, and Selman 2009) aims at computing the number of satisfying assignments of a propositional sentence.
Weighted model counting (WMC) (Chavira and Darwiche 2008) generalizes model counting by giving each assignment a weight and aiming at computing the sum of the weights of all satisfying assignments.
Definition 1 Given a formula φ in propositional logic over literals L (Boolean variables or their negation), and a weight function w : L → R ≥0 , the weighted model count s r w φ W 0 0 0 1 0.7 · 0.8 · 0.5 = 0.28 0 0 1 0 0.7 · 0.8 · 0.5 = 0.28 0 1 0 0 0.7 · 0.2 · 0.5 = 0.07 0 1 1 1 0.7 · 0.2 · 0.5 = 0.07 1 0 0 0 0.3 · 0.8 · 0.5 = 0.12 1 0 1 1 0.3 · 0.8 · 0.5 = 0.12 1 1 0 0 0.3 · 0.2 · 0.5 = 0.03 1 1 1 1 0.3 · 0.2 · 0.5 = 0.03 Table 1 : Worlds for formula φ of Example 1.
(WMC) is defined as:
Example 1 Let us consider an example inspired by the sprinkler problem of (Pearl 1988): we have three Boolean variable, s, r, w representing respectively propositions "the sprinkler was on", 't rained last night" and "the grass is wet". We know that if the sprinkler was on the grass is wet (s → w), if it rained last night the grass is wet (r → w) and that the the sprinkler being on and rain last night cannot be true at the same time (s, r →). Transforming the formula into conjunctive normal formal we obtain the formula
Suppose the weights of literals are w(s) = 0.3, w(¬s) = 0.7, w(r) = 0.2, w(¬r) = 0.8, w(w) = 0.5 and w(w) = 0.5, Table 1 shows the worlds of φ together with the weight of each world. The WMC of φ is thus W M C(φ, w) = 0.28+ 0.07 + 0.12 + 0.3 = 0.5
Quantum Computing
Here we provide a brief introduction to quantum computing following (Nielsen and Chuang 2010). As the bit is at the basis of classical computing, the quantum bit or qubit is at the basis of quantum computing. A qubit is a mathematical object that can have various physical implementations. Mathematically it is a unit vector in the C 2 space where C is the set of complex numbers. A bit can be in one of two states, similarly a qubit has a state which is its vector in C 2 . Usually qubit are represented using the Dirac notation where |ψ is a two dimensional column vector representing the state of a qubit while ψ| is a two dimensional row vector. Usually, the special states |0 and |1 are identified: they are called computational basis states and form an orthonormal basis for C 2 . Any qubit state |ψ can be expressed as a linear combination of the computational basis states:
where α and β are complex number such that |α| 2 + |β| 2 = 1. In this case we say that |ψ is in a superposition of states |0 and |1 . In this paper we follow the quantum circuit model of computation where each qubit corresponds to a wire and quantum gates are applied to sets of wires.
Quantum gates are represented by matrices with complex elements. The adjoint or Hermitian conjugate of a matrix M , denoted by M † , is the conjugate and transpose matrix 
A gate that we will use in the following is:
that applies a rotation of θ/2 radians, with θ user defined, see Figure 1 top right. Another operation we can apply to a qubit is measurement. There are various types of measurements, here we consider only the one with respect to the computational basis that, given a qubit α |0 + β |1 , returns a classical bit, namely 0 with probability |α| 2 and 1 with probability |β| 2 . Since qubits are unit vectors, this operation is well-defined. Measurement is represented as in Figure 1 bottom left.
When we have more than one bit, we have a composite physical system and the state space expands accordingly: for n qubits, there are 2 n computational basis states, e.g., if n = 2 the basis states are |00 , |01 , |10 and |11 and the state of the qubits can be written as
Moreover, the state space of a composite physical system is the tensor product of the state spaces of the component physical systems.
The tensor product of two column vectors a and b is ab T . So the tensor product of two qubits
For two qubits, the most important gate is the controlled-NOT or CNOT gate that has two inputs, the control and the target qubits, and acts by flipping the target qubit if the control bit is set to 1 and does nothing if the control bit is set to 0. It can also be defined as a gate that operates as |ab → |a, b ⊕ a where ⊕ is the XOR operation, see Figure  1 bottom right.
Any multiple qubit logic gate may be composed from CNOT and single qubit gates.
CNOT may be generalized to the case of more than two bits: in this case, the extra qubits act as controls and the target is flipped if all controls are 1. Moreover, given an operator U , it is possible to define a control-U operator defined as |ab → |a, U a b : if a = 0 it does nothing, otherwise it applies operator U to b. Example 2 The quantum circuit for computing the value of formula φ from Example 1 is shown in Figure 2 .
Quantum circuits should be read from left to right. Each line or wire correspond to a qubit and starts in a computational basis state, usually |0 unless otherwise indicated. The circuit in Figure 2 contains one wire for each Boolean variable of Example 1 plus four other wires that represent the so called ancilla qubits. Ancilla qubits are used in order to make the circuit reversible. The bottom ancilla qubit contains the truth value of function φ.
Quantum Fourier Transform
The discrete Fourier transform computer a vector of complex numbers y 0 , . . . y N −1 given a vector of complex numbers x 0 , . . . , x N −1 as follows
The quantum Fourier transform (Coppersmith 2002) is similar, it takes an orthonormal basis |0 , . . . , |N − 1 and transforms it as:
It is a Fourier transform because the action on an arbitrary state is
with y k as in the discrete Fourier transform. The quantum Fourier transform can be given a product representation (Cleve et al. 1998; Griffiths and Niu 1996) :
where we assumed that N = 2 n , the state |j is written using the binary representation j = j 1 j 2 . . . j n and 0.j l j l+1 . . . j m represents the number j l /2 + j l+1 /4 + . . . + j m /2 m−l+1 . The quantum Fourier transform requires Θ(n 2 ) gates.
Quantum Phase Estimation
In the problem of quantum phase estimation (Cleve et al. 1998) , we are given an operator U and one of its eigenvectors |u with eigenvalue e 2πiϕ and we want to find the value of ϕ. We assume that that we have black boxes that can prepare the state |u and perform controlled-U 2 j operations for non negative integers j.
Phase estimation uses two registers, one with t qubits initially in state |0 and the other with as many qubits as are necessary to store |u that is also its initial state.
The first stage of phase estimation is shown in Figure 3 . If the phase can be represented with exactly t bits as ϕ = 0.ϕ 1 . . . ϕ t , the first stage brings the first register to state |0 + e 2π0.ϕ t |1
|0 + e 2π0.ϕ t−1 ϕ t |1 · · · |0 + e 2π0.ϕ 1 ···ϕ t |1 2 n/2
This form is exactly the same as that of Equation (1) so, if we apply the inverse of the Fourier transform, we obtain |ϕ 1 , . . . , ϕ t . The inverse of an operator is its adjoint so the overall phase estimation circuit is shown in Figure 4 .
If ϕ cannot be represented exactly with t bits, the algorithm provides approximation guarantees: if we want to approximate ϕ to m bits with probability of success at least 1 − ǫ we must choose t = m + ⌈log 2 2 + 1 2ǫ ⌉ (Nielsen and Chuang 2010).
Quantum Search
The problem of quantum search is, given a Boolean function φ : {0, 1} n → {0, 1}, return a configuration of bits x such that φ(x) = 1 (Grover 1996a; Grover 1996b; Grover 1997) . We assume we have a black box that evaluates φ, we call it an oracle O, that is such that
i.e., the oracle marks solutions to the search problems by changing their sign. The oracle may use extra ancilla bits to do so. For the case of the function of Example 1, the oracle will use a circuit such as the one of Figure 2 in its internals. Figure 5 shows the circuit performing quantum search operating on an n-qubit register r and the oracle workspace o.
First register t qbits |0
Second register |u The circuit includes a gate G that is called the Grover operator and is implemented as show in Figure 6 . The first gate of the search circuit applies the H gate to each qubit in register r obtaining the uniform superposition state
The Grover operator can be written as
We now show that the Grover operator is a rotation. Consider the two states
where M is the number of solutions to φ(x) = 1. These two states are orthonormal. The uniform superposition state |ψ can be written as a linear combination of |α and |β :
so |ψ belongs to plane defined by |α and |β . In this plane, the effect of the oracle operation O is to perform a reflection about the vector α because O(|α + |β ) = |α − |β , see Figure 7 . The other component of Grover operator, 2 |ψ ψ| − I, also performs a reflection in the plane defined by |α and |β , about the vector |ψ . The overall effect is that of a rotation (Aharonov 1999) . Define cos θ/2 = (N − M )/N , then |ψ = cos θ/2 |α + sin θ/2 |β .
From Figure 7 we can see that the rotation applied by G is exactly θ so G |ψ = cos 3θ 2 |α + sin 3θ 2 |β
Repeated applications of G take the state to G k |ψ = cos 2k + 1 2 θ |α + sin 2k + 1 2 θ |β .
These rotations bring |ψ closer and closer to |β . If we perform the right number of rotations, an observation in the computational basis produces with high probability one of the outcomes superposed in |β , i.e., a solution to the search problem. It turns out that the number of applications of G (and thus of oracle calls) required to maximise the probability of measuring one of the solutions to the search problem 
Quantum Counting
With quantum counting we want to count the number of solutions to the equation φ(x) = 1 where φ is a Boolean function as above. In the notation of the previous section, it means computing M .
Suppose |a and |b are the two eigenvectors of the Grover operator G in the space spanned by |α and |β . Since G is a rotation of angle θ in such a space, the eigenvalues of |a and |b are e iθ and e i(2π−θ) . If we know θ, we can compute M from sin 2 (θ/2) = M/2N (supposing the oracle has been augmented). Since sin(θ/2) = sin(π − θ/2), it does not matter which eigenvalue is estimated.
So quantum counting is performed by using quantum phase estimation to compute the eigenvalues of the Grover operator G. The circuit for quantum counting is shown in Figure 8 (Boyer et al. 1998; Brassard, Høyer, and Tapp 1998) .
The upper register in Figure 8 has t qubits while the lower register n + 1. θ is estimated to m bits of accuray with probability at least 1 − ǫ if t = m + ⌈log 2 (2 + 1/2ǫ)⌉. The error on the estimate of the count M is given by (Nielsen and Chuang 2010):
Since | sin((θ+∆θ)/2)−sin(θ/2)| ≤ |∆θ|/2 and | sin((θ+ ∆θ)/2)| < sin(θ/2) + |∆θ|/2 from calculus and trigonometry respectively, we get |∆M | 2N < 2 sin θ 2 + |∆θ| 2 |∆θ| 2
Using sin 2 (θ/2) = M/2N and |∆θ| ≤ 2 −m we obtain Figure 9 : Circuit for quantum weighted model counting.
Quantum Weighted Model Counting
For the moment suppose that the literal weights sum to 1, i.e., that w(x i ) + w(¬x i ) = 1 for all bits x i . The circuit for performing quantum weighted model counting is shown in Figure 9 and differs from the one in Figure 8 because the Hadamard operations applied to the lower register are replaced by rotations R y (θ i ) where i is the qubit index except for the extra qubit for which the Hadamard operator is kept. θ i is computed as
The effect of the rotation on the ith bit is 
Therefore the rotations prepare the state
Define W bnbn−1...b1 as w ′ n w ′ n−1 . . . w ′ 1 and normalized states
then |ψ can be expressed as
so the initial state of the quantum computer is in the space spanned by |α and |β Let cos θ/2 = 0.5 x;φ(x)=0 W x and sin θ/2 = 0.5 x;φ(x)=1 W x so that |ψ = cos θ/2 |α + sin θ/2 |β From this point we can repeat the reasoning used for quantum counting: the application of the Grover operator rotates |ψ in the space spanned by |α and |β by angle θ and e iθ and e i(2π−θ) are the eigenvalues of G. θ can be found by quantum phase estimation. From sin 2 (θ/2) = 0.5
If the literal weights do not sum to 1, i.e., w(x i )+w(¬x i ) = 1, consider the normalized weights, i.e., the new weightŝ w(
. . , n. Then we perform QWMC withŵ replacing w. We get a normalized WMC W M C(φ, w)
So if we multiply W M C(φ, w) by n i=1 V i we obtain W M C(φ, w) also when the weights do not sum to 1.
Let us consider the complexity of the algorithm. We can repeat the derivation of the previous section where M is replaced by N × W M C(φ, w). We get
Using sin 2 (θ/2) = W M C(φ, w)/2 and |∆θ| ≤ 2 −m we obtain
If we choose m = ⌈n/2⌉ + 2 and ǫ = 1/12, then t = ⌈n/2⌉ + 5 and the algorithm requires Θ( √ N ) oracle calls. The error becomes (for n even, for n odd the result is similar):
Complexity of Classical Algorithms
Let us now discuss the advantages fo QWMC with respect to WMC. We consider a black box model of computation (Nielsen and Chuang 2010) , where the only knowledge we have on the Boolean function φ is the possibility of evaluating it given an assignment of the Boolean variables, i.e., we have an oracle that answers queries over φ. We want to know what is the minimum number of evaluations that are needed to solve counting problems. Consider first an unweighted counting problem. A classical algorithm for probabilistically solving it proceeds by taking k samples uniformly from the search space. This can be performed by sampling each Boolean variable uniformly and combining the bit samples obtaining an assignment sample. For each assignment sample, we query the oracle and we obtain a value X i with i = 1, . . . , k, where X i is 1 if φ evaluates to true for the sample and X i is 0 if φ evaluates to false. Then we can estimate the count as
Variable X = Sk/N is binomially distributed with k the number of trials and probability of success M/N where M is the model count of φ. Therefore the mean of X is kM/N and the mean of S is N/kkM/N = M , so S is unbiased estimate of M .
If we want to have probability at least 3/4 of estimating M within an accuracy of √ M we can use the normal approximation of the binomial proportion confidence interval according to which the true success probability of the binomial variable lies in the interval
wherep is the estimated probability and z is the quantile of a standard normal distribution that depends on the confidence (in our case the confidence is 75% and so z = 0.6744898).
The size of the interval where the true probability lies is therefore 2z S/N (1 − S/N ) k and the the size of the interval of the number of solutions is
We replace the estimated probability with the true one to get a better estimate:
We want this to be smaller than √ M so
so k = Ω(N ) (Nielsen and Chuang 2010, Exercise 6.13).
It turns out that this is the best bound, in the sense that any classical counting algorithm with a probability at least 3/4 for estimating M correctly to within an accuracy c √ M for some constant c must make Ω(N ) oracle calls (Nielsen and Chuang 2010, Exercise 6.14), (Mosca 1999, Table 2 .5). So quantum computing gives us a quadratic speedup.
For QWMC, consider the following classical algorithm: take k assignment samples by sampling each bit according to its normalized weight. For each assignment sample, query the oracle obtaining value X i with i = 1, . . . , k and estimate the WMC as for the unweighted case: S = N k k i=1 X i Variable Sk/N is again binomially distributed with k the number of trials and probability of success W M C(φ, w). In fact, the probability P (X i = 1) is given by P ( Suppose we want the error below 2 −⌈ n 2 ⌉ so
Squaring both members we get (if n is even, if it is odd the result is similar) 2 −n ≥ 4z 2 W M C(φ, w)(1 − W M C(φ, w)) k and k ≥ 4z 2 2 n W M C(φ, w)(1 − W M C(φ, w))
We want the bound to work for all valules of W M C(φ, w) and W M C(φ, w)(1− W M C(φ, w) ≤ 1/4 so we must have k ≥ z 2 2 n Therefore k = Ω(N ). This is also the best bound for a classical algorithm, as otherwise we could solve model counting with a better bound than Ω(N ) by setting all weights to 0.5, So we can conclude that, in the black box model of computation, estimating the WMC with a probability at least 3/4 and a maximum error for W M C(φ, w) of 2 −⌈ n 2 ⌉ requires Ω(N ) calls to the oracle for a a classical algorithm. Therefore QWMC offers a quadratic speedup over classical computation in the black box model.
Conclusion
We have proposed an algorithm for performing quantum weighted model counting. The algorithm minimally modifies the quantum counting algorithm by just changing the preparation of the state of the second register. In turn QWMC uses also quantum search, phase estimation and Fourier transform.
Using the black box model of computation, QWMC makes Θ( √ N ) oracle calls to return a result whose errors is bounded by 2 − n+1 2 with probability 11/12. By contrast, the best classical algorithm requires Θ(N ) calls to the oracle. Thus QWMC offers a quadratic speedup that may be useful in model with high treewidth, where classical probabilistic inference algorithms have a complexity that is exponential in the treewidth.
