ASTRI (Astrofisica con Specchi a Tecnologia Replicante Italiana) is a Flagship Project financed by the Italian Ministry of Education, University and Research, and led by INAF, the Italian National Institute of Astrophysics. The main goals of the ASTRI project are the realization of an end-to-end prototype of a Small Size Telescope (SST) for the Cherenkov Telescope Array (CTA) in a dual-mirror configuration (SST-2M) and, subsequently, of a mini-array comprising seven SST-2M telescopes. The mini-array will be placed at the final CTA Southern Site, which will be part of the CTA seed array, around which the whole CTA observatory will be developed. The Mini-Array Software System (MASS) will provide a comprehensive set of tools to prepare an observing proposal, to perform the observations specified therein (monitoring and controlling all the hardware components of each telescope), to analyze the acquired data online and to store/retrieve all the data products to/from the archive. Here we present the main features of the MASS and its first version, to be tested on the ASTRI SST-2M prototype that will be installed at the INAF observing station located at Serra La Nave on Mount Etna in Sicily.
INTRODUCTION
ASTRI (Astrofisica con Specchi a Tecnologia Replicante Italiana) 1 is a flagship program financed by the Italian Ministry of Education, University and Research (MIUR) to develop special technologies suitable for the ambitious Cherenkov Telescope Array (CTA) observatory 2 . The CTA will comprise many tens of telescopes divided into three classes, in order to cover the energy range from tens of GeV (Large Size Telescope, LST), to tens of TeV (Medium Size Telescope, MST), and up to 100 TeV and beyond (Small Size Telescope, SST). Within this framework, INAF, the Italian National Institute of Astrophysics, is currently developing an end-to-end SST prototype in a dual-mirror configuration (SST-2M) to be tested under field conditions, and scheduled to start data acquisition in early 2015. The ultimate goal of the ASTRI project is the implementation of an ASTRI/CTA mini-array comprising seven SST-2M telescopes to be located at the final CTA Southern Site; the mini-array could represent a precursor of the whole CTA Observatory 3 .
In the framework of the ASTRI Project, the Mini-Array Software System (MASS) has the task of making it possible to operate both the ASTRI SST-2M and the Mini-Array under the constraints and requirements contained in the ASTRI Operation Modes and User Requirements document. The MASS is being designed to allow a member of the ASTRI Collaboration (the user) to perform all the steps needed to prepare and execute a scientific observing run. The MASS will provide the user with a set of tools to prepare an observing proposal, to perform the observations specified therein, to analyze the acquired data online and to retrieve all the data products from the archive.
The MASS will also provide software for the management and administration of proposals, scheduling of observations, instrument operations and use of the archive. Furthermore the design of the MASS will comply with the CTA Data Management (CTA-DM) and CTA Data Acquisition and Array Control (CTA-ACTL) requirements and guidelines.
The base unit of the ASTRI Mini-Array is the ASTRI SST-2M and in this paper we will describe the main characteristics of the software dedicated to control it. Detailed descriptions of some of major MASS subsystem are presented in other contributions to these proceedings.
THE ASTRI SST-2M PROTOTYPE
The ASTRI SST-2M is a complex system including several subsystems, such as telescope, camera and safety systems, which have to be monitored in order to get, in real time, the current status and the availability of each component. Also, the different parts of the system must be controlled in order to perform the operations requested by the users (astronomers, operators, engineers, etc.).
The ASTRI SST-2M telescope ( Figure 1 ) is based on a Schwarzschild-Couder optical configuration 4 with a primary mirror (M1) of diameter of 4.3m and a secondary (M2) with a diameter of 1.8m. This is an innovative optical configuration for a Cherenkov telescope, which usually have only a single mirror and a Davies-Cotton (D-C) optical configuration. The 4.3m primary mirror is composed of 18 hexagonal segments realized using the so called glass cold-shaping technology, developed by
The optical layout of the ASTRI SST-2M telescope 6 allows a wide aplanatic field of view (9.6°) and, most importantly, its plate scale is small enough to match the pixel size of the new generation of Silicon Photo-multipliers (SiPM) detectors, on which the ASTRI SST-2M Camera is based. The ASTRI Camera is another of the main innovative features of the project and is fully described in a dedicated contribution to these proceedings 7 .
The ASTRI SST-2M telescope uses an alt-azimuth mount with the azimuth and elevation servo systems which are based on brushless motors. Absolute encoders monitor the position of the axes. State of the art PC-based technology is used to control the pointing and tracking of the telescope; this eliminates the need for complex and expensive special hardware (such as a Programmable Logic Controller), since the functionality (control, regulation, motion control and visualization) of this hardware can be handled by the software 8 . A fieldbus is used to connect the secondary servo systems, the Active 9 . A large number of temperature sensors, and other metrology devices are distributed along the telescope structures, mirrors and mirror supports. The ASTRI Camera Back-End is in charge of delivering the Camera bulk data to the Camera Server through a TCP/IP connection 10 . The system includes several other auxiliary devices such as the time distribution system, which will be based on a GPS receiver and NTP server (with possible use of the CERN White Rabbit technology for the mini-array, but not the first telescope prototype). Additional devices are dedicated to the site and environmental monitoring and science data calibration 11 .
MASS DATA FLOW AND OPERATION MODES
The collection of sub-systems described in section 2 must act in concert under the control of the MASS to achieve the goals stated in the ASTRI System Requirement Document (SRD) both for the single telescope and for the Mini-Array. In particular the general operations that should be managed by the MASS software are given in the ASTRI Operation Procedures and User Requirements documents, which are compliant with their CTA analogues. From these documents we have derived the ASTRI data flow, which can be summarized as follows.
• The ASTRI Team user initiates the Observing cycle by preparing and submitting a proposal to the ASTRI Time Allocation Committee (TAC). After the proposal has been reviewed and accepted it is inserted in the ASTRI Data Archive. The user observation is then included in the Observation plan. • The scheduling system includes the observation in the appropriate nightly schedule to be executed. The raw data collected during the observation will then be stored in a temporary archive and sent to the quick-look processing pipeline for system and data quality validation. • After data quality validation, data will be stored in the on-site Observatory Archive for post-processing and for the delayed delivery to the off-site ASTRI Data Archive in Rome 12 . The user will receive notice of the availability of the data and will be able to retrieve these data through a Web-based service and will be able to analyze the data using the ASTRI Science Analysis tools.
The following four operation modes will be implemented by the software:
• Science modes: to perform scientific observations. • Calibration Modes: to acquire calibration and engineering data.
• Maintenance Modes: operated under specific conditions to perform maintenance of the subsystems.
• Safe Modes: adopted as result of failure or under critical conditions. Under these circumstances, the telescope/s shall be maintained in a safe position.
THE MASS CONCEPTUAL DESIGN
Conceptually the MASS is based on the classical hierarchical semi-autonomous control architecture, in which each telescope is a node of the hierarchy. In this context, each ASTRI SST-2M telescope can be regarded as an assembly of intelligent sub-units programmed to receive commands, acquire and transmit scientific/engineering data, detect, signal and, when possible, recover from errors. These means that each telescope has a hierarchy of Local Control sub-systems that will be operated by the parent Central Control System (see Figure 2 ) to achieve one of the operation modes previously described. The Local Control subsystems receive commands from the Central Control System and subsequently send commands to child nodes (e.g., the Mount subsystem is able to command the motion controller unit, which is not directly accessible to the Central Control), receive responses as well as alarms that are then forwarded to the Central Control. Each Local Control subsystem implements the requested command autonomously and has direct responsibility only for its internal functionalities; the Central Control directs the behavior of the full system.
The core of the MASS is the Central Control (MASS-CC) subsystem, which is responsible for performing the observations in the Observation Plan. This subsystem controls and monitors all ASTRI hardware present at the site: telescopes, cameras, auxiliary devices, safety devices, computing and archiving facilities, etc. It is also responsible for the execution of the observations. It can work automatically but an operator will normally supervise it. 
THE MASS TECHNICAL BUILDING BLOCKS
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The MASS is built on two pillars, the open-source ALMA Common Software (ACS) for the high-level part covered by MASS-CC, and the industrial-standard Process Control Unified Architecture (OPC-UA) 15 for interaction with the telescope, instrument and auxiliary hardware.
The MASS Central Control
The MASS-CC software uses the ACS framework, developed as the foundation for the software system for the Atacama Large Millimeter/sub-millimeter Array (ALMA) 13, , whose operation scenario and scale are similar in many ways to those of CTA and the Mini-Array, for instance:
• the control and synchronization of arrays of telescopes/antennas;
• the dynamic scheduling of observations;
• the acquisition of high-rate data and its storage in petabyte-scale archives;
• the monitoring, storage and analysis of data from hundreds to thousands of sensors mounted on telescopes and instruments; • the use of scripts to implement diverse observing modes. ACS has now been adopted as the standard middleware for the development of CTA array control and data acquisition (CTA-ACTL) 14 . With ACS, the MASS gains a scalable, proven infrastructure that has demonstrated its worth in daily use at the ALMA site in Chile, where it coordinates the interactions of hundreds of devices on many tens of telescopes distributed over 0.5 -15 km separations operated from a central control facility 35 km away.
ACS is based on the object-oriented Common Object Request Broker Architecture (CORBA), a well-established standard infrastructure for implementing and coordinating distributed objects. ACS hides most of the complexities of the CORBA features such as queuing, remote synchronous and asynchronous communication, thread pooling, life-cycle management and messaging. The ACS Architecture uses a Component-Container model in which Containers provide the environment for the user developed Components, with support for basic services like centralized logging, configuration database, persistence and security. Furthermore, ACS provides several other important features such as: tools for monitoring and archiving engineering data (e.g., motor currents); tools for handling and logging run-time errors; tools for defining error conditions; tools for browsing and analyzing run-time errors; publish/subscribe mechanism based on the CORBA Notification Service.
In order to implement the ACS components according to the ASTRI user requirements and ASTRI SST-2M Prototype operational procedures we have identified the high level ACS Component interfaces in the CORBA Interface Definition Language (IDL). The main ACS components are shown in the UML diagram of Figure 3 . 
OPC-UA: the central control-to-hardware interface
In order to standardize the interface to the hardware devices present in CTA, the project has recently adopted OPC-UA as the preferred protocol for hardware device communication; MASS therefore uses OPC-UA as well (see Figure 2 .) This allows us to decouple high-level control software from the specific hardware device used and from proprietary communication protocols. It is worth noting that many vendors now offer OPC-UA servers as a standard part of their hardware delivery. OPC-UA is designed to be independent of the operating system, and may be deployed on Linux, Windows XP/CE Embedded, VxWorks, Macintosh OS X, Windows 7, and classical Windows platforms. This also enables OPC to communicate over networks through Web Services. Client software implementing an OPC-UA subclass of the ACS devIO mechanism, developed by the CTA group at DESY 16 , is already in use by the MASS to access OPC-UA servers from ACS components.
MASS CENTRAL CONTROL
As in many of the most recent telescope control system designs, the MASS-CC is composed of the following subsystems (see Figure 3 ):
• The observatory control subsystem (OCS).
• The telescope control subsystem (TCS).
• The instrument control subsystem (ICS).
• The data handling subsystem (DHS).
• The calibration/auxiliary control subsystem (CACS)
The Observatory Control Subsystem (OCS)
The OCS is responsible for high-level ASTRI operations; it provides user interfaces, scheduling and execution of observations, system monitoring, and coordination of the TCS and ICS actions to acquire and monitor bulk data, which then will be stored by the DHS. The OCS also provides high-level graphical user interfaces (GUIs) for system operators and observers, together with system and environment status monitors.
The Telescope Control Subsystem (TCS)
The scope of the TCS is to provide a high quality stable image of a specified point on the sky to the ASTRI Camera at the focal plane. The main tasks of the TCS are coordinating, monitoring and controlling the activities of its subsystems under the direction of the OCS. The TCS does not directly control any ASTRI hardware, this is the responsibility of its subsystems, e.g., the Mount Control System 8 and the Active Mirror Control System 9 , which will communicate with the dedicated OPC-UA servers installed on the Telescope Control Unit (TCU) and the Active Mirror Control Unit (AMCU), the two rack-mounted industrial computers on board the telescope. The software installed on these two computers is dedicated to the following tasks:
• command telescope slewing and tracking;
• monitor and control the thermal loads on the telescope; • monitor and control the active optics systems;
• monitor and control the pointing monitor camera;
• monitor and control other simple on/off devices.
The TCS is not responsible for time-critical operations. All real-time functions are performed at the level of the TCU and the AMCU; this includes all the astronomical coordinate transformations and pointing model corrections needed to produce the commanded position of the telescope at a given time in mount coordinates (i.e., encoder coordinates). In our approach the telescope is a stand-alone system able to manage all the primary functions needed to acquire a celestial source starting from a minimal set of input parameters (e.g., coordinates of the target). In this way, high-level software can be concerned only with the business logic and not with the details of the hardware operation.
The Instrument Control Subsystem (ICS)
The ICS provides the capabilities for the monitoring and control of the ASTRI Camera 7 and will allow direct access to all child devices. The ASTRI Camera Control Software oversees all monitoring and control operations of the ASTRI Camera (configuration, command, HK). It has been divided into several independent functional blocks, which MAINTENANCE FAULT STANDBY IDLE SCIENTIFIC CALIBRATION LOADED communicate with each other, and provides an interface to interact with the other subsystems, such as: the Telescope and DAQ. On the monitoring side, the software continuously analyses the internal environmental parameters such as temperatures, humidity, voltages and currents, and automatically takes suitable steps to operate in safe conditions. On the Control side, it allows the user to manage all the ASTRI Camera System functionalities. During its operation, the ASTRI Camera can be in one of the states shown in Figure 4 .
The Data Acquisition system
The ASTRI Camera bulk data are acquired and monitored by the ASTRI Data Acquisition system (DAQ) 10 . The data acquisition of the ASTRI Camera is assigned to one dedicated computer, the ASTRI Camera Server. The architecture of the ASTRI Camera DAQ software has been defined and a prototype has already been implemented and tested. Preliminary tests demonstrated that it is possible to have ASTRI Camera -DAQ data transfer rates up to 60 Mb/s.
The DAQ uses ACS to expose an interface that can be used by other MASS components for remote DAQ configuration and commanding. The DAQ has a GUI that includes functionalities specific to the Camera engineering test in the laboratory and at the site. Local data storage software provides additional capabilities for permanent data archiving and retrieval.
The Data Handling subsystem (DHS)
The DHS system 12 is responsible for the on-site storing and processing of all the data produced by the system (ASTRI Camera bulk data, calibrations, engineering data, housekeeping, etc.). The DHS is also responsible for the delivery of the relevant data to the ASTRI off-site archive.
The data acquired by the DAQ will be processed by the on-site Analysis pipeline, which will run the ASTRI Science Analysis Tools that take into account all the peculiarities that characterize the analysis of Cherenkov data. Indeed, the Cherenkov data are more complicated to analyze than data produced by instruments that take direct images of the sky. An extensive processing chain is needed to derive the scientific characteristics of the primary gamma ray from the Cherenkov images of the air showers detected by the cameras. The data analysis chain will also depend critically on a wide range of parameters related to both the instrument configuration and the observing conditions. In preparation for this analysis, a complex set of simulations must also be generated to calibrate data in order to estimate both the "hadroness" of the incoming primary particle and its energy.
The Calibration/Auxiliary Control system (CACS)
The CACS includes several components dedicated to monitor the site conditions and provides essential services for the full ASTRI SST-2M calibration (spectral response, absolute calibration, timing response, point spread function, etc) 17 . Most of these devices will be installed and tested at the Serra La Nave site near the ASTRI SST-2M prototype:
• The weather station and the rain sensor.
• The Time Synchronization and distribution system (GPS, etc).
• The All-Sky Fish-Eye camera to monitor the sky cloud coverage.
• The Sky Quality Monitor (SQM) to measure the sky brightness in the telescope pointing direction. • The UVscope-UVSiPM complex 11 to provide measurement of the night sky diffuse emission and reference stars fluxes.
CONCLUSIONS
The MASS software is being developed with the help of open-source standards and software, in compliance with the requirements of the future CTA Observatory, and profiting from the experience of existing projects of similar scale and topology. It will enable observers to operate the ASTRI mini-array to perform the first scientific observations of a variety of sources from the southern CTA site. The first version of the MASS will be tested on the ASTRI SST-2M prototype that will be installed at the Serra La Nave site in 2014 and that will begin scientific observations in early 2015.
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