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Abstract
It is shown in [15] and [16] that for the union of N orthants in Rn (N  n) there exists an efficient and systematic way to find the
exact value, using a suitable partial order relation construction. In this paper our events are hyperrectangles (or n-orthotopes), the
Cartesian product of intervals – another important sets (or events) in both theory and practice. We have discovered a new efficient
algorithm for the union of such events. With other important Boolean functions we present optimization problem formulations for
both hyperreectangles and orthants.
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1. Introduction
Let A1, . . . , AN be events in an arbitrary probability space.
In many applications we are interested to find probabilities of
Boolean functions of them, among which prominent are the fol-
lowing:
- at least one of them occurs;
- at least r of them occur;
- exactly r of them occur.
In reliability theory, where consecutive events play important
role, further Boolean functions of events can be used. Our re-
sults can be applied for probabilities of these other Boolean
functions, as well, but here we restrict ourselves to the above-
mentioned three.
Given such Boolean functions of events, related probabilities
and conditional expectations are useful in decision making. For
example, If there are N divisions of a business organization,
then a massive failure of just a few of the divisions will possibly
collapse the entire organization. For this reason, a problem of
“at least r (1 ≤ r  N)” events comes into play for suitable
decision making, using the probabilities of such events and their
related conditional expectations (e.g., probability weighted sum
of losses (or profits)), etc.
Our events in this paper are hyperrectangles (or n-orthotopes)
in the n-space, designated by
A1 = A(z(1)), . . . , AN = A(z(N)), (1)
where z(1), . . . , z(N) are the pairs of lower and upper vertices of
hyperrectangles Rn. z(i) = [l(i), u(i)] where l(i), u(i) for i ∈ Rn, i =
1, . . . ,N. Each of the z(i)’s is a pair of vertices.
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For simplicity, let us consider a cube in R3:
z(1) = [(1, 2, 3), (4, 5, 6)].
Then our event is:
A(z(1)) = A([(1, 2, 3), (4, 5, 6)])
= {(z1, z2, z3) | (1, 2, 3) ≤ (z1, z2, z3) ≤ (4, 5, 6)},
(2)
Note that there are eight vertices for the cube z(1), but we only
need a pair. It is easy to see that no matter what dimension we
have, say n some large positive integer, we only need a pair (i.e.,
lower and upper corners) out of 2n vertices.
(2) can also be represented by the Cartesian product:
A(z(1)) = Z(1) = Z(1)1 × Z(1)2 × Z(1)3 , (3)
where Z1 = {z1 | 1 ≤ z1 ≤ 4}, Z2 = {z2 | 2 ≤ z2 ≤ 5} and
Z3 = {z3 | 3 ≤ z3 ≤ 6}. Equations (2) and (3) are equivalent to
{(z1, z2, z3) | z1 ∈ [1, 4] ∧ z2 ∈ [2, 5] ∧ z3 ∈ [3, 6]}. (4)
Let f denote the p.d.f. of a random vector Z ∈ R3. Then we
can write
P(A(z(1))) =
∫ 4
1
∫ 5
2
∫ 6
3
f (z1, z2, z3)dz3dz2dz1. (5)
2. Vertex comparison for empty intersections of hyperrect-
angles
Theorem 1. A pairwise intersection of N hyperrectangles
A1, . . . , AN in Rn is not empty if the condition (i) or (ii) is met.
(i) For every k = 1, . . . , n, we have:
max{l(i)k , l( j)k } ≤ min{u(i)k , u( j)k },
where integers i, j such that 1 ≤ i < j ≤ N.
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(ii) In case of a continuous distribution, for every k = 1, . . . , n,
we have:
max{l(i)k , l( j)k } < min{u(i)k , u( j)k },
where integers i, j such that 1 ≤ i < j ≤ N.
Proof. Suppose not. Then there exists k such that
max{l(i)k , l( j)k } > min{u(i)k , u( j)k },
which can’t make a nonempty intersection.
Remark 1 (Screening test). Theorem 1 can be used as a screen-
ing test. We can remove empty intersections from the inclusion-
exclusion formula.
Example 1. For simplicity let us consider a continuous uniform
random vector (X1, X2)T with support set {(x1, x2) | 0 ≤ xi ≤
10, i = 1,2}. Suppose A1 = [(5,6), (9,9)], A2 = [(2, 4), (6, 7)],
A3 = [(1, 3), (4, 8)], A4 = [(3, 2), (7,10)], A5 = [(0,1), (10,5)].
Note that they are depicted in Figure 1.
In Example 1 there are 10 pairs AiA j, i < j, for i. j = 1, . . . , 5
and their emptyness testing is as follows.
Pairs Are conditions of Theorem 1 met?
A1A2 = [(5, 6), (6, 7)] yes
A1A3 = [(5, 6), (4, 8)] no good
A1A4 = [(5, 6), (7, 9)] yes
A1A5 = [(5, 6), (9, 5)] no good
A2A3 = [(2, 4), (4, 7)] yes
A2A4 = [(3, 4), (6, 7)] yes
A2A5 = [(2, 4), (6, 5)] yes
A3A4 = [(3, 3), (4, 8)] yes
A3A5 = [(1, 3), (4, 5)] yes
A4A5 = [(3, 2), (7, 5)] yes
(6)
We can draw Figure 2 based on (6) which shows A1A3 and
A1A5 are empty. In Figure 2 there are eight 2-vertex clique,
five 3-vertex clique and one 4-vertex clique. In Example 1
there are 10 triples AiA jAk, i < j < k, for i. j, k = 1, . . . , 5
where there might be some empty ones. Using the information
of (6) we can remove empty triples including the empty pairs of
A1, A3 and A1, A5. Therefore, we remove the following triples:
A1A2A3, A1A3A4, A1A3A5 and A1A2A5, A1A3A5, A1A4A5 which
are empty.
Triples Are conditions of Theorem 1 met?
A1A2A4 = [(5, 6), (6, 7)] yes
A2A3A4 = [(3, 4), (4, 7)] yes
A2A3A5 = [(2, 4), (4, 5)] yes
A2A4A5 = [(3, 4), (6, 5)] yes
A3A4A5 = [(3, 3), (4, 5)] yes
(7)
Using the information of (7) we find out that there is only
one 4 tuple A2A3A4A5 and no 5 tuple.
4-tuple Are conditions of Theorem 1 met?
A2A3A4A5 = [(3, 4), (4, 5)] yes
(8)
With (6), (7), (7), we can write up an inclusion exclusion for-
mula: S 1−S ′2 +S ′3−S ′4,where we have only 19 terms compared
to 31 terms in the original inclusion-exclusion formula.
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l(3)
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Figure 1: Description of Example 1.
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Figure 2: A graph with nonempty intersections. The clique number of the graph
is 4.
Example 2. For simplicity let us consider a contin-
uous uniform random vector (X1, X2, X3)T with sup-
port set {(x1, x2, x3) | 0 ≤ xi ≤ 5, i = 1,2, 3}. Sup-
pose A1 = [(0, 0, 0), (2, 2, 2)], A2 = [(3, 1, 3), (5, 3, 5)],
A3 = [(1, 3, 3), (3, 5, 5)], A4 = [(4, 4, 4), (5, 5, 5)],
A5 = [(2, 2, 2), (3, 3, 4)], A6 = [(1, 4, 1), (2, 5, 2)],
A7 = [(4, 1, 4), (5, 2, 5)].
In Example 1 there are 21 pairs AiA j, i < j, for i. j = 1, . . . , 7
2
and their emptyness testing is as follows.
Pairs Are conditions of Theorem 1 met?
A1A2 = [(3, 1, 3), (2, 2, 2)] no good
A1A3 = [(1, 3, 3), (2, 2, 2)] no good
A1A4 = [(4, 4, 4), (2, 2, 2)] no good
A1A5 = [(2, 2, 2), (2, 2, 2)] no good
A1A6 = [(1, 4, 1), (2, 2, 2)] no good
A1A7 = [(4, 1, 4), (2, 2, 2)] no good
A2A3 = [(3, 3, 3), (3, 3, 5)] no good
A2A4 = [(4, 4, 4), (5, 3, 5)] no good
A2A5 = [(3, 2, 3), (3, 3, 4)] no good
A2A6 = [(3, 4, 3), (2, 3, 2)] no good
A2A7 = [(4, 1, 4), (5, 2, 5)] yes
A3A4 = [(4, 4, 4), (3, 5, 5)] no good
A3A5 = [(2, 3, 3), (3, 3, 4)] no good
A3A6 = [(1, 4, 3), (2, 5, 2)] no good
A3A7 = [(4, 3, 4), (3, 2, 5)] no good
A4A5 = [(4, 4, 4), (3, 3, 4)] no good
A4A6 = [(4, 4, 4), (2, 5, 2)] no good
A4A7 = [(4, 4, 4), (5, 2, 5)] no good
A5A6 = [(2, 4, 2), (2, 3, 2)] no good
A5A7 = [(4, 2, 4), (3, 2, 4)] no good
A6A7 = [(4, 4, 4), (2, 2, 2)] no good
(9)
It is shown in (9) that there is only one nonempty pair A2A7
which can be depicted as in Figure 3. And the probability of
union can be calculated only by S 1−S 2 = ∑7i=1 P(Ai)−P(A2A7)
which has only 8 terms instead of 127 terms.
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Figure 3: A graph with nonempty intersections. The clique number of the graph
is 2.
3. Probability bounding using linear program
[18], [20] and [21] observed that the sharp probability
bounds, using S 1, . . . , Sm, are optimum values of LP’s that he
called binomial moment problems. In doing so, he opened a
new research area: the discrete moment problems. The term
binomial moment comes from the fact that if ξ is the number of
events in A1, . . . , AN , which occur, then
S k = E
[(
ξ
k
)]
, k = 1, . . . ,N. (10)
By convention we write S 0 = 1 with which (10) holds also for
k = 0. Equation (10) is a classical theorem and it is not known
who proved it first.
Starting from (10) and introducing the notations
pi = P(ξ = i), i = 0, 1, . . . ,N, (11)
The binomial problems for:
- at least one of them occurs;
- at least r of them occur;
- exactly r of them occur.
can be formulated as the following.
min(max)
N∑
i=1
pi
subject to
N∑
i=0
(
i
k
)
pi = S k, k = 0, 1, . . . ,m
pi ≥ 0, i = 0, 1, . . . ,N,
(12)
min(max)
N∑
i=r
pi
subject to
N∑
i=0
(
i
k
)
pi = S k, k = 0, 1, . . . ,m
pi ≥ 0, i = 0, 1, . . . ,N,
(13)
min(max) pr
subject to
N∑
i=0
(
i
k
)
pi = S k, k = 0, 1, . . . ,m
pi ≥ 0, i = 0, 1, . . . ,N.
(14)
Instead of problem (12) [18] used a simpler problem, remov-
ing p0 and the first constraint:
min(max)
N∑
i=1
pi
subject to
N∑
i=1
(
i
k
)
pi = S k, k = 1, . . . ,m
pi ≥ 0, i = 1, . . . ,N,
(15)
[18] characterized the dual feasible bases and showed that
there can be used closed form formulas for m = 2,3. For the
case of a general m he gave elegant dual algorithms to obtain
bounds for the probabilities in question. The results have been
used by [4] to obtain closed form formulas for the case m = 4
and also for the case of a general m.
Another direction in probability bounding problems is to use
the individual probabilities pi1...ik = P(Ai1 . . . Aik ), k ≤ m, rather
than the aggregated values S 1, . . . , Sm. [2] formulated proba-
bility bounding problems using individual probabilities that we
call today LP’s and further developed it in (1868). It was [9]
3
who formulated the general LP that we call today Boolean prob-
ability bounding problem. In order to present it in a simple form
we introduce the notations:
pI = P
(⋂
j∈I
A j
)
, I,J ⊂ {1, . . . ,N},
aIJ =
{
1, if I ⊂ J
0, if I * J, I, J ⊂ {1, . . . ,N} ,
xJ = P
((⋂
j∈J
A j
) ∩ (⋂
j<J
A¯ j
))
,
The probability pI means that all events A j, j ∈ K occur and
the probability xJ means that all events A j, j ∈ I occur but
the other do not occur. The Boolean lower and upper bounding
problems for the union are the following:
min(max)
∑
∅,J⊂{1,...,N}
xJ
subject to∑
J⊂{1,...,N}
aIJxJ = pI , I ⊂ {1, . . . ,N}, |I| ≤ m
xJ ≥ 0, J ⊂ {1, . . . ,N}.
A counterpart of it also exist, where we use I, J , ∅. The
first closed form bounding formula was given by [10] and [23].
In this connection we also mention [22], [8], [12], [6], [5].
[22] has shown that the Hunter-Worsley bounds in the objec-
tive function value corresponding to a dual feasible basis in the
modified Boolean minimization problem. [6] have shown the
same about their upper bound.
4. The binomial moment problem formulations for the
probabilities that at least k and exactly k events occur
In case of orthants, the bounds of the probability that “at least
k events occur” can be found by the following
min(max)
N∑
i=k
pi
N∑
i=1
pi = Q
N∑
i=1
ipi = S 1
N∑
i=1
(
i
2
)
pi = S 2
N∑
i=1
(
i
3
)
pi = S 3
pi ≥ 0, i = 1, . . . ,N,
(16)
where Q denotes the probability of union that can be calculated
by by Theorem 9 of [15]. The worst case time complexity of
calculating Q is O(n2N2 + n · N log N) for Rn, n ≥ 3 (O(n2N2)
for sorted sets). Note that in practice we typically have N 
n. If we assume that N ≥ n2, then it can be written O(N3)
for sorted sets. In this case, the above formulation would be
more efficient and give better bounds than the original binomial
moment problem formulation. In the bivariate case Q can be
calculated in a constant time for sorted sets since we have Q =
S 1 − S ′2, where S ′2 denotes the sum of incomparable pairwise
intersections (see [16] for more details.).
Similarly, the bounds of the probability that “exactly k events
occur” can be found by the following
min(max) pk
subject to
N∑
i=1
pi = Q
N∑
i=1
ipi = S 1
N∑
i=1
(
i
2
)
pi = S 2
N∑
i=1
(
i
3
)
pi = S 3
pi ≥ 0, i = 1, . . . ,N.
(17)
In case of hyperrectangles, we can just use (13), (14) and (15)
with a lot less terms.
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