We consider the Neumann Poincaré operator on domains generated by two touching disks. There can be two types of such domains, each of which has a cusp point at the touching point of two circles. For each domain we define a Hilbert space on which the Neumann Poincaré operator is self-adjoint and continuous. Then we computed the complete spectral resolution of the operator. The Neumann Poincaré operator has only the absolutely continuous spectrum on the real line [−1/2, 1/2].
Introduction
In this paper, we computed a spectral resolution of the Neumann Poincaré(NP) operator on domains generated by two touching disks. The first domain we consider is the region enclosed by two inscribed circles (see figure 3.1). This domain has a cusp point at the touching point of two circles and hence does not have a Lipschitz boundary. Due to the cusp point, it is not clear that the NP operator on this domain is defined as the bounded linear operator on the space L 2 . Using the Möbius transform, we define the appropriate function space on which the NP operator can be defined to be self-adjoint and continuous. We then derive the complete spectral resolution of the operator. The same analysis applies with the slight modificaition for the domains made by two touching disks (see figure 4.1).
In recent years, along with the development of nano-photonics and metamaterials, the Neumann Poincaré(NP) operator gets growing interests. In particular, renewed interest on the NP operator focus on the spectral properties because of phenomena such as the surface plasmon resonance of nanoparticles or cloaking due to the anomalous localized resonance [1, 2, 3, 4, 6, 9, 10] .
To characterize the plasmon resonance in mathematical viewpoint, suppose that the domain Ω having the dielectric constant c + iδ (δ is the dissipation) lies in the space R 2 \ Ω with the dielectric constant m . The dielectric constant of the entire space is represented by = ( c + iδ)χ Ω + m χ R 2 \Ω .
Without loss of generality, we may assume that m = 1. We consider the following transmission problem:
where f is a function compactly supported in R 2 \ Ω and satisfying
We call the plasmonic resonance occurs if the gradient blows up as δ → ∞, i.e., ∇u δ L 2 (Ω) → ∞ as δ → 0.
(1.1)
It can be shown that the resonance (1.1) occurs if the number λ = c + 1 + iδ 2( − 1) + 2iδ (1.2) gets closer to the spectrum of the NP operator as δ → 0. Hence the spectral analysis of the NP operator plays a central role in the mathematical analysis of the surface plasmon resonance. The rest of this paper is organized as follows. In section 2, we introduce the single layer potential and the NP operator on a bounded Lipschitz domain, and Möbius transform. In section 3, we define the crescent domain which has a cusp point as the region enclosed by two touching disks. We define the new function space in which the NP operator is continuous and self-adjoint. To investigate the spectral nature of the NP operator, we derive the spectral resolution of the NP operator. As an application, we consider the surface plasmon resonance in a precise manner. In section 4, we provide a similar result for touching disks domain.
Preliminaries

The NP operator and Symmetrization on a bounded Lipschitz domain
Let D be a simply connected bounded domain in R 2 with the Lipschitz boundary. For densities ψ ∈ L 2 (∂D), the single layer potential S ∂D ψ is defined by
where Γ(x) = 1 2π ln |x| is the fundamental solution to the Laplacian. The single layer potential is harmonic in R 2 \ ∂D and it is well-known that S ∂D [ψ] satisfies the following relations
2)
Here ± represents the limts to ∂D from the outside and inside from ∂Ω, respectively, p.v denotes the Cauchy principal value, and ν x denotes the outward unit normal vector to ∂D at x ∈ ∂D. The operators K * ∂D is called the Neumann-Poincaré operator on ∂D. In general the NP operator is not self-adjoint on L 2 (∂D), however, it was proved in [8] that K * ∂D can be symmetrized using the following relation, which is called the Plemelj's symmetrization principle (also known as Calderon's identity):
. Let H * to be the space H −1/2 0 (∂D) equipped with the inner product (2.4) and denote by · H * the norm induced by the inner product ·, · H * . In fact, the norm is equivalent to H −1/2 norm, i.e.,
∂D is self-adjoint on H * . So the spectrum of K * ∂D lies on the real axis. In fact, the spectrum of K * ∂D on H lies in (−1/2, 1/2) by the invertibility result due to Verchota [11] and Escauriaza, Fabes and Verchota [5] . Another approach to the symmetrization of K * ∂D is introduced in [7] . The method used the exterior conformal mapping and series expansion of layer potential operators in terms of Faber polynomials and Grunsky coefficients.
When the domain D is the disk of radius a centered at c, then the NP operator K * ∂D becomes
In this case, the spectrum of K * ∂D consists of eigenvalues 0 and 1 2 . The eigenspace corresponds to the eigenvalue 0 is H * (D) and 1/a is an eigenvector of K * ∂D corresponds to 1 2 . For a constant 1/a the single layer potential is
The Möbius transform
Consider the Möbius transforms given by
where z = z 1 + iz 2 is identified with (z 1 , z 2 ) ∈ R 2 . Obviously,Ψ is conformal mapping on C \ {0} and Ψ is its own inverse. One can easily see that Ψ maps the left half plane to the left half plane, and maps the right half plane to the right half plane. In particular, Ψ maps a disk of radius a centered at (a, 0) onto the right half plane determined by x > 1/(2a), and maps a disk of radius a centered at (−a, 0) onto the left half plane determined by x < −1/(2a). By writing w = x + iy the scale factors are
and hence we will denote h(x, y) = |Ψ (w)|. In addition, we will use the following notation:
In the following we will denote B a be the disk of radius |a| > 0 centered at (a, 0) and L t denote the vertical line at x = t. For R > r we define a crescent domain Ω as the region enclosed by the boundaries of the two disks B R and B r , R > r, that is,
Crescent domain
The boundary ∂Ω of Ω composed of two circles ∂B R and ∂B r . Under the mapping Ψ in (2.5) Ω is mapped onto the vertical strip S where
and conversely, S is mapped onto Ω. The mapping between Ω and S is described in the figure 3.1. We choose convention to outward unit normal vectors ν to ∂Ω, point exterior of ∂Ω. More precisely, ν points toward exterior of the disk B R on ∂B R , and ν points toward interior of the disk B r on ∂B r . Accordingly, two normal vectors are defined at the origin, however, we can disregard them. By this choice of convention, every property of boundary integral operators defined on ∂B R and ∂B r continue to hold. On the domain S we see that the normal derivative on ∂Ω becomes
3.1 Single layer potential and the NP operator on the crescent
The properties of the layer potential operators S ∂D and K * ∂D in the section 2.1 are known for a Lipschitz domain D while Ω has a cusp at the origin.
Remind that the boundary of the crescent domain Ω is composed of two parts: ∂B R and ∂B r . So for any function ϕ ∈ L 2 (∂Ω) can be written as
where a.e. stands for almost everywhere and χ A is the characteristic function of a set A. In the following, we will denote ϕ R = ϕχ ∂B R , ϕ r = ϕχ ∂Br for any function ϕ on ∂Ω.
For the function ϕ = ϕ R + ϕ r ∈ L 2 (∂Ω), we define the single layer potential S ∂Ω [ϕ] by
Following our normal vector convention and jump relations (2.2), we have
and
The jumps in (3.2) and (3.3) only occur at the origin, and therefore we can ignore them and simply write
where the operator
is the NP operator for the domain Ω. We emphasize that the mapping properties of the operators ∂ ∂ν S ∂Br ∂B R and ∂ ∂ν S ∂B R ∂Br in (3.4) are unknown yet. If we substitute z = Ψ(x + iy) ∈ R 2 in (3.1), where Ψ if the Möbius transform (2.5), the single layer potential becomes
Likewise, the operators
As a result we obtain
At this point, we prove some lemmas. In the following, we choose the convention to the Fourier transform pair
Define the following transformations:
We also define the matrix
We remark that P = P −1 = P T .
We also observe that
and is uniformly bounded for small |b| ≥ 0 and fixed A, B, a. So, we conclude from the Hölder's inequality that we can apply the dominate convergence theorem to (3.5). We have
It then follows from the convolution theorem that
and hence we obtain (3.7) by the dominate convergence theorem.
where q =
Proof. We have from (3.6) and the convolution theorem,
Then, we obtain (3.9) since
Proof. We see from the lemma 3.1 that
e iky e −iky F(h r ϕ r )dk dy
e iky e −iky F(h r ϕ r )dk dy, (3.12)
where ψ = ψ R + ψ r and ϕ = ϕ R + ϕ r . Now we observe from
After some manipulation (3.12) becomes
Here, the last term vanishes because In this section, we define the space K −1/2 0
, and define the natural extention of
. Motivated by (2.3), (2.4), the lemma 3.2, and the lemma 3.3, define the matrix valued function S and K by S = 1 2|k|
1 − e −|k|q 0 0 1 + e −|k|q , k ∈ R \ {0},
Then we define the space K
by the following way:
We remark that the inverse Fourier transform in the definition of K
is defined as the tempered distribution sense. To see this, assume that f satisfies
Then for any ψ in the Schwartz class S we have
where φ α,β = sup x∈R |x α ∂ β φ(x)| < ∞. Therefore, f ∈ S (R) where S (R) is the class of tempered distributions. Thus the Fourier transform of f is defined as the tempered distributions and the Fourier inversion formula holds.
We define an inner product
and we denote the associated norm by ϕ −1/2 = ϕ, ϕ −1/2 . Then K 
So, K defines a bounded linear operator on K
where ϕ = U −1 P φ 1 ϕ 2 and the Fourier transforms are taken as tempered distributions. A direct consequence of this definition is
. We aslo note that the matrix K is, in fact, the Fourier transform of the operator K * ∂Ω , and hence we infer that the spectrum of K * ∂Ω on K 
Resolution of the identity
For each s ∈ R, we define a pair of orthogonal projection operators P 1 and
Then we have
where the last equality follows from the change of variables t = − 1 2 e −sq . Similarly, for s < 0 we have
which gives
where the last equality holds by the change of variables t = 1 2 e sq . We now define a family of projection operators E(t) for t ∈ [−1/2, 1/2] as follows:
where I = P 2 (∞) + P 1 (∞) is the identity operator and
We obtain the following proposition Proposition 3.4. The familiy {E(t)} t∈[−1/2,1/2] is a resolution of the identity on K −1/2 , namely, it holds that 
Spectral theorem of K * ∂Ω
In this subsection, we derive the spectral resolution of NP-operator and prove that K * ∂Ω only has absoletely continuous spectrum. :
tdE(t).
In other words, it holds that
Proof. Denote P U (f ) = f 1 ,f 2 T and P U (g) = ĝ 1 ,ĝ 2 T . We follow the similar steps in the subsection 3.3.
1 + e −|k|q |k| dk
Recall that the condition lim
characterize the point spectrum of K * ∂Ω . By the lemma 3.4, we conclude that K * ∂Ω has only continuous spectrum. In fact, the operator K * ∂Ω has only absolutely continuous spectrum.
where P U (f ) = f 1 , f 2 T and P U (g) = g 1 , g 2 T .
Proof. Let t ∈ [−1/2, 0). We obtain from (3.15), (3.16) and by the change of variables t = − 1 2 e −sq , s > 0,
Similarly, for t ∈ (0, 1/2], we use (3.17), (3.18) and by the change of variables t = 1 2 e sq , s < 0 to get
In the lemma 4.5, we can easily observe that if
We obtain the following theorem. 
Plasmonic Resonance
In this section, we analyze the plasmonic resonance on ∂Ω. Suppose that the touching disks Ω having the dielectric constant c + iδ (δ is the dissipation) lies in the space R 2 \ Ω with the dielectric constant m . The dielectric constant of the entire space is represented by
where f is a source function compactly supported in R 2 \ Ω and satisfying
Usually, a polarized dipole source, namely, f (x) = a · ∇δ z (x) for some z ∈ R 2 \ Ω, is chosen as an example of such source functions, where δ z is the Dirac mass, and a is a constant vector.
For a given c , plasmonic resonance is characterized by gradient blow up as δ → ∞, i.e.,
and define a Newtonian potential F of f , i.e.,
Then, we can represent the solution u δ as
where the potential ϕ δ is the solution to the integral equation:
if it exists where
, by (3.28). Then we see from the theorem 3.5 that
We remind that the source function f is compactly supported in R 2 \ Ω. Then by (3.29) we have
where
Thus ∂ ν F is smooth on ∂Ω as a function of y. Remind that if ϕ ∈ L 1 and ∂ α ϕ ∈ L 1 for |α| ≤ n, then |φ(k)| ≤ C (1 + |k|) n for some constant C> 0. Now, we apply P U to both sides of the equation (3.31) to obtain
We also see that there are two constant c, C > 0 such that c < |λI − K| < C, for all k ∈ R.
is Lipschitz domain so we can apply divergence theorem.
In the following, we denote φ R ϕ r = P φ 1 ϕ 2 . We first show that the thrid integral converges to 0 as w → ∞. S ∂Ω and h(x, y) , |y| ≥ w from (3.13) andφ R +φ r = √ 2φ 2 = O(|k|) as |k| → 0. In addition, by the Riemann-Lebesgue lemma,
−x|φ r (k)e iky dk → 0 as w → ∞. Hence the third integral converges to 0 as w → ∞ by the dominate convergence theorem.
For the the first and the second integrals, we have from (3.13)
With (3.13) andφ R +φ r = O(|k|) as |k| → 0, we obtain
r dk as |w| → ∞. We are done if we prove the following assertion:
By the Fubini's theorem and the dominate convergence theorem,
The last term converges to 0 as w → ∞ by Riemann-Lebesgue lemma.
From (3.30) and ∇F < ∞, the condition (3.27) is equivalent to
We see from the lemma 3.8 and the theorem 3.5 that
So, we infer that there are two constant C 1 , C 2 > 0 such that
and the resonance condition is equivalent to
It follws from (3.32) that
From (3.28) we have
.
As δ → 0, λ converges to λ 0 and from (3.34) we conclude plasmonic resonance will occur if λ 0 ∈ (−1/2, 1/2). Such condition is satisfied only if c < 0. In fact, we can chracterize the resonance more precise way. From (3.35)
then from the lemma 4.5
, we take the limit
Similarly, for t = 
The expression (3.38) corresponds to the Poisson kernel for the upper half plane. Let us recall that
for f ∈ L 1 (R) if the limit exists, where f (x − ) and f (x + ) indicate the limit from the left and the right, respectively. Using this, we can determine the order of resonance. we deduce the following proposition.
Proposition 3.9. Suppose λ 0 ∈ [−1/2, 0) ∪ (0, 1/2). Let ϕ δ be the solution to (3.31). Then
where Q given by (3.37).
The proposition 3.9 lacks the the case when λ 0 = 0, or equivalently, c = −1. In fact, we need the property of Q(t) near t = 0 to determine the blow-up late in this case. Instead, we prove the following result which shows that the resonance does not happen in the order δ. Proof. For λ 0 = 0 we have 
Touching disks
In this section, we provide the analog results of the previous section for the two touching disks. We will not give the complete proof since the analysis is almost the same as that for the crescent domain. For R, r > 0 we define touching disks domain Ω as the region enclosed by the boundaries of the two disks B R and B −r , that is,
The boundary ∂Ω of Ω composed of two circles ∂B R and ∂B −r . Under the mapping Ψ in (2.5) the crescent domain Ω is mapped onto the region
and conversely, S is mapped onto Ω. The mapping between Ω and S, and the outward normal vector convention are described in the figure 4.1. On the domain S we see that the normal derivative on ∂Ω become
In the following, we will denote
for any function ϕ on ∂Ω, so that
. the single layer potential becomes
Similarly, the operators
We have the following lemmas:
where q 1 = Then we define the space K
equipped with the inner product ·, · −1/2
we define the operators
To derive the resolution of the identity, define a pair of orthogonal projection operators P 1 and P 2 on K So far, we obtain the following proposition We finish this section with the following lemma. where P U (f ) = f 1 ,f 2 T and P U (g) = ĝ 1 ,ĝ 2 T .
Finally, we state the following theorem. 
