Abstract: Taylor's power law (TPL), which states that the variance of abundance is a power function of mean abundance, has been used to design sampling of agricultural pests and fish species. We show that TPL holds for means and variances of abundance of accumulated fish samples in the fished and unfished areas separately of Lake Kariba (between Zambia and Zimbabwe), measuring abundance indices by number and weight separately. We use TPL parameters estimated from sequentially accumulated samples to update a stopping line of fixed precision 0.1 after each new sample from a sampling day. In these Lake Kariba data, depending on the sampling area and abundance measure, our updated stopping-line method requires 21% to 41% of the number of sampling days and 19% to 40% of the number of samples that are planned a priori and performed under systematic sampling. Our novel method yields mean abundance estimates similar to those from systematic sampling and provides a conservative approach to reaching a fixed sampling precision level with reduced sampling labor and time. Using mixed-effect modeling for cumulative means and variances with either number or weight from both fished and unfished areas, we find that fishing increases the slope of TPL. This study provides the conceptual framework and an empirical case study for implementing a sequential sampling method for fish assemblages of an inland lake. The possible limitations and applications of our method for sampling in other environments are discussed. 
Introduction
Sampling design in fisheries plays a pivotal role not only in understanding the temporal and spatial distributions of fish populations, but also in estimating the total or relative population size of the fish stocks that guides conservation and sustainability policies. Traditional sampling approaches (e.g., simple random sampling, cluster sampling, etc.) have been successfully implemented in fisheries (Cadima et al. 2005 ).
Sequential sampling, or adaptive sequential sampling, has been used in various applications, such as in neural networks (Eason and Cremaschi 2014) , medical studies (Hof et al. 2014) , intelligence systems (Chen and Chen 2011) , ecology, and environmental sciences (Resh and Price 1984; France 1992; Salehi and Smith 2005; Brown et al. 2008) . The basic idea of a sequential sampling method is that the number of samples is not fixed, but is determined by a sampling criterion based on the collected samples. We apply and analyze a particular sequential sampling method where sampling continues until the desired precision has been reached. Compared with traditional methods (e.g., simple random sampling or cluster sampling), sequential sampling can reduce the number of samples required.
Here, using experimental (not based on fishery) gillnet (see definition in Materials and methods) fish samples in the fished and unfished areas of Lake Kariba, we designed and tested a sequential sampling method with an updated stopping line of fixed precision. We compared the abundance estimate of fish assemblages (in number or weight) and the empirical sampling precision between our sequential method and a systematic temporal sampling method designed a priori. Throughout the paper, we defined the empirical precision level (C t ) after t days of sampling as the ratio of the estimated standard error of the mean to the mean
Here M t and V t were, respectively, the mean and variance of abundance (aggregate number or aggregate weight of all individuals in a sample) across accumulated samples in the first t sampling days of a year. In both areas, a sample was defined as a single use of a gillnet panel of a unique mesh size on a sampling date. N t was the number of accumulated samples in the first t days. The total number of sampling days in a year (T) was determined by the systematic sampling designed a priori. We used the variance function method to update the stopping line of fixed precision in sequential sampling (Kuno 1969) . A particular variance function, called Taylor's power law (TPL), describes the variance of abundance as a power function of the mean abundance. The power-function form of TPL (variance = a(mean) b , a > 0) and its log-linear form (log(variance) = log(a) + b log(mean)) have been confirmed for thousands of biological taxa. All logarithms are to base 10 in this paper. The exponent or slope b is commonly between one and two (Taylor 1961; Taylor et al. 1978) . TPL has been used successfully to describe the temporal and spatial fluctuations of abundance of fish populations or assemblages (Elliott 1986; Baroudy and Elliott 1993; Mellin et al. 2010) . Green (1970) tested TPL with mollusc samples and substituted the estimated variance function in eq. 1 to construct a sampling stopping line with fixed precision for independent samples. Mouillot et al. (1999) and Xu et al. (2017) tested TPL for marine and freshwater fish samples, respectively, and used Green's method to estimate the minimal number of samples required to achieve the desired precision for the same samples. The stopping line of fixed precision C based on TPL (see eq. 7 in Green 1970) was
where A t was the cumulative abundance of N t samples in the first t sampling days of a year. Equation 2 was derived from the precision level formula (eq. 1), the mean-variance relationship of TPL, and M t = A t /N t (Green 1970) . According to eq. 2, the slope of the stopping line is 0 if and only if b = 1 (as would arise from a Poisson distribution of abundance with a parameter that varied from sample to sample), is +∞ if and only if b = 2 (as would arise from an exponential distribution of abundance with a parameter that varied from sample to sample), is negative if and only if 1 < b < 2, and is positive if b < 1 or b > 2. Assuming a > 0, the intercept of this stopping line is infinite if and only if b = 2; otherwise, the intercept is finite. In principle, depending on the values of a and b, we may expect to see stopping lines with positive or negative slopes and positive or negative intercepts. As we shall see, all these possibilities arise from data. In practice, the sampling stops if and when the empirical cumulative abundance curve (log(A t ) plotted against log(N t )) intersects with the stopping line (eq. 2), at which point the fixed-precision level C (0.1 in this paper) is reached. (Appendix A gives necessary and sufficient conditions for this intersection to exist.) Otherwise, the sampling continues until all samples designed a priori are exhausted.
The current work differs from the previous literature in that, first, we tested TPL and estimated its parameters for mean and variance of abundance (in number or weight) from accumulated samples up to a certain date, which were consistent with the mean and variance used in constructing Green's stopping line (eq. 2) and the sampling precision formula (eq. 1). This is a subtle but important modification because previous works used mean and variance for samples from a single date or area and did not consider the between-date or between-area variations, which can lead to a biased estimate of empirical precision when using the stopping line. Second, in our method, as a new sampling date was included, new TPL parameters (a and b) using samples accumulated before and on that date (not all samples from the systematic sampling) were estimated and used to update the stopping line of fixed precision sequentially. Sampling workers can then get sequential updates on whether and when the desired precision C is reached. Third, although the influence of variability in TPL parameters between independent samples has been recognized and tested for insect and computer-simulated data (Trumble et al. 1987 (Trumble et al. , 1989 , no previous literature, to our knowledge, addressed how to incorporate the variability of TPL parameters in developing efficient sampling methods for fisheries. Our work investigates this knowledge gap to understand better an application of TPL.
The specific goals of this paper are as follows: (1) testing TPL for fish abundance of accumulated samples in the fished and unfished areas of Lake Kariba separately; (2) using TPL parameter estimates to update a fixed-precision stopping line that gives continuous feedback about empirical precision; (3) comparing the mean abundance estimate and empirical precision between our new method and the systematic temporal sampling designed a priori; and (4) examining the effects of fishing and year on the parameters of TPL. Goals 2-4 are achieved using the same fish gillnet sample of Lake Kariba as in goal 1. Our new sequential sampling method is designed specifically to exploit the data collection and structure of the studied area. The usefulness of this method in other sampling scenarios is elaborated in the Discussion.
Materials and methods

Sampling area, method, and data
Fish samples were collected from the Zimbabwean side (1958, 1960-1980, and 1982-2001) and the Zambian side (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) of Lake Kariba, the world's largest manmade reservoir by volume . The Zambian side has experienced heavy artisanal fishing since the impoundment of the Lake and was designated as a fished area (Musando 1996) . In contrast, the sampling location on the Zimbabwean side has experienced light or no fishing activities and was designated as an area closed to fishing (or unfished area) .
Fishes were sampled by experimental multifilament gill nets in nine stations of the fished area (Zambian side; see figure 1 of ) on 3 consecutive days of each month in a year (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) . Panels of 13 unique mesh sizes (from 25 to 178 mm with ϳ12.75 mm increment) were bottom-set at different stations around 1800 on the first day and hauled around 0600 the next morning. In the unfished area (Zimbabwean side), fishes were sampled almost weekly every year from 1958 to 2001 (except 1959, 1966, and 1981) using multifilament gill nets at the Lakeside station (see figure 1 of . A single net consisting of 12 panels of unique mesh sizes (from 38 to 178 mm with ϳ12.73 mm increment) was set at 1500 on the first day and retrieved for fish sampling at 0800 the next morning. Detailed sampling information at fished and unfished areas are available in Musando (1996) and . In both fished and unfished areas, individual fishes caught by the gill nets were nearly all identified by species and were measured by fork length (mm), weight (g), sex, and gonadal maturity stage . We call the aforementioned sampling procedure the "systematic temporal sampling method" because samples were collected on a regular time schedule.
The total numbers of individual fish sampled over the years were 123 533 and 224 556 in the fished and unfished area, respectively. For individuals with no weight measurements, their weights were estimated a posteriori using species-specific length-weight allometric equations (weight = ␣(length) ␤ ). 4899 individuals (4899/123 533 ≈ 4%) in the fished area and 2261 individuals (2261/224 556 ≈ 1%) in the unfished area had no weight records (either measured or estimated) due to the lack of length measurement or species identity and were excluded from the analysis when weight was the abundance measure. Fish abundance within a sample was measured in two ways: (i) aggregate number of individual fishes per sample (regardless of species) and (ii) aggregate weight of individuals per sample (regardless of species).
Taylor's power law (TPL) analysis
We tested the cumulated mean and the cumulated variance of fish abundance in a year for agreement with TPL. To be consistent with the stopping line of fixed precision (eq. 2), we calculated the mean and the variance of sample abundance (in number or weight) across accumulated samples over sampling days in each year. Specifically, in the fished and unfished area separately, on each sampling date of a year, a pair of mean and variance of abundance (in number or weight) per sample was calculated across all samples collected on and before the date in that year. The number of samples used to calculate each mean-variance pair was at least 12 on average, since panels of at least 12 distinct mesh sizes were used on each sampling date in each area. As more sampling dates are accumulated, the number of samples increased and exceeded 15, the minimum number of samples recommended by Taylor et al. (1988) . These means and variances quantified, respectively, the central tendency and variation of fish abundance among different sampling days, locations, and fishing gear (mesh sizes of nets). In the unfished area, the first sampling day in 1967 and 1970 contained one sample only and was merged into the corresponding second sampling day to generate a nonzero sample variance estimate and a finite logarithmic variance.
In each area, we fitted the log(variance) as a linear function of the log(mean) (log-linear form of TPL) across all sampling days from each year using autoregressive-moving-average (ARMA) regression models to account for the temporal autocorrelation between sampling days within that year. We required that the number of mean-variance pairs was at least five in each fitting, following the recommendation by Taylor et al. (1988) . The year of 1968 (in the unfished area) was eliminated because it contained four mean-variance pairs only. The number of autoregressive terms and moving-average terms in an ARMA model ranged from zero to three. The most complex (with three autoregressive terms and three moving-average terms) ARMA model that we considered can be written as
Here u t was the temporally autocorrelated error with ARMA structure, where u tϪi (with coefficients i ) (i = 1, 2, 3) and ⑀ t−j (with coefficients i ) (j = 1, 2, 3) were, respectively, the autoregressive and moving-average terms, and ⑀ t was the normal error with zero mean and constant standard deviation. Model parameters were estimated using the maximum likelihood method (Pinheiro and Bates 2000) . We also included a constant-intercept model with zero slope as a benchmark to compare with other ARMA models. In each year (20 years in the fished and 39 years in the unfished area, respectively), the total number of models examined was 17 (i.e., 4 (number of autoregressive terms) × 4 (number of movingaverage terms) + 1 (constant-intercept model)). The model with the minimum Akaike information criterion corrected for small sample size (number of mean-variance pairs) (AIC c ) was chosen as the best model (Brockwell and Davis 2016) .
Updated stopping-line method of sequential sampling
As mentioned in the Introduction, we designed a new stoppingline method using updated TPL parameters based on cumulative means and cumulative variances. The updated stopping lines provide sequential feedback on whether the desired sampling precision has been reached, so that fishery scientists can get timely information on when to stop sampling, potentially saving sampling labor and time.
To use this stopping-line approach, one first builds an empirical cumulative abundance curve sequentially. Namely, we calculated and plotted the cumulative sample abundance (A t ) against the number of samples (N t ) on double-logarithmic scale. As more samples were added, the cumulative abundance increased or stayed constant (when the sample contained zero fish).
To build the updated stopping line with fixed precision (C = 0.1), we fitted cumulative means and variances across sampling days accumulated sequentially within each year. Specifically, in each year, we tested the 16 ARMA models and the constant-intercept model using five mean-variance pairs from the first 5 sampling days in that year (following Taylor et al. 1988 ). On each of the first 5 sampling days, one mean-variance pair was calculated across all samples accumulated on and before that date. After the best model with the minimal AIC c was selected, parameter estimates of the selected model (a and b of TPL) were substituted into the stopping line with fixed precision C = 0.1 (eq. 2). If this stopping line intersected the empirical cumulative abundance curve (based on samples from the first 5 sampling days), then the desired precision of 0.1 was reached and sampling would have stopped according to our sequential procedure. Otherwise, an extra meanvariance pair from the sixth sampling date (based on the cumulated samples from the first six sampling dates combined) was added to the existing five mean-variance pairs. ARMA and constantintercept models were again fitted to the six pairs, and the model with the minimal AIC c was selected. A new stopping line based on parameter estimates of the newly selected model was drawn together with the updated cumulative abundance curve (based on samples from the first 6 sampling days) to check for intersection. This process was repeated sequentially at each succeeding sampling date until the updated stopping line intersected the updated empirical cumulative abundance curve or the number of sampling days (determined by the systematic temporal sampling) was exhausted in that year.
To evaluate the abundance estimate and efficiency of our method, we compared the mean abundance estimate and empirical sampling precision obtained using our updated stopping-line method and using the systematic sampling performed a priori. Because only sample data were available, our comparison did not evaluate the sampling accuracy of the mean abundance estimate of either method.
Effects of fishing and year on TPL parameters
To evaluate the impact of fishing and year on the parameters of TPL, using number and weight separately, we combined the cumulative means and variances from both fished and unfished areas in all sampling years and fitted a linear mixed-effects model with log(variance) as the dependent variable and log(mean) as the independent variable (Zurr et al. 2009 ). We chose area (fished or unfished, with fished area being the reference level) as the fixed effect and year as the random effect. We considered the effects of area and year on both the intercept and the slope of the log(mean)-log(variance) relationship (TPL). To account for the temporal correlation among sampling days, we fitted multiple linear mixed-effects models with different ARMA correlation structures (up to three terms in either autoregressive or moving-average component). The general structure of our mixed-effects models was
where A and Y stood for area and year, respectively. A:log(M t ) denoted the interaction term between area and log(M t ), and Y:log(M t ) denoted the interaction term between year and log(M t ). ␤ 1 and ␤ 2 were, respectively, the coefficients of fixed intercept and fixed slope effects by area. ␥ 1 and ␥ 2 were, respectively, the coefficients of random intercept and random slope effects by year, of the random intercept and random slope effects were estimated in model fitting. u t was the autocorrelated error defined in eq. 3.
Model fitting and selection were carried out in the following steps for each abundance measure (number and weight). First, we fitted the lumped mean-variance values using mixed-effects models with the full fixed effects (area effect on the intercept and area effect on the slope of TPL) and different random effects (no random effect, pure random intercept effect, pure random slope effect, random intercept and random slope effects) and correlation structures (16 ARMA variants) using restricted maximum likelihood. The total number of mixed-effects models fitted was 64 (4 random effect forms × 16 correlation structures) for each measure. Models that failed to converge were eliminated from analysis. Second, from the remaining of 64 mixed-effects models we selected the model(s) with an AIC weight of at least 5%. Third, for each of the selected model(s) in step two, we refitted the full fixed-effects model and fitted additionally three corresponding mixed-effects models with reduced fixed effects (intercept effect only, slope effect only, no effect) using maximum likelihood (Pinheiro and Bates 2000) . Lastly, we compared each set of four mixed-effects model with various fixed-effect forms using AIC and AIC weights. We interpreted the effects of area (fished and unfished) and year on the parameters of TPL based on the mixed-effects models with the optimal random-effect form and optimal correlation structure in the last step. In this analysis we did not correct for small sample bias in AIC because of sufficient data points (2737 for number and 2735 for weight).
ARMA models and mixed-effects models were fitted using the "gls" and "lme" function, respectively, in R 3.4.2 (R Core Team 2017).
Results
Temporal trend of fish sample abundance and TPL
Mean abundance per sample calculated from accumulated samples over sampling days within each year (also known as mean catch per unit effort or mean CPUE, where the unit of effort is defined as one sample) showed different trends among sampling 1995 1996 1997 1998 1999 1990 1991 1992 1993 1994 1985 1986 1987 1988 1989 1980 1981 1982 1983 1984 Pagination not final (cite DOI) / Pagination provisoire (citer le DOI) years, across measures and areas. In the fished area, using either number (refer to online supplementary material, Fig. S1 1 ) or weight ( Fig. S3 1 ) , mean abundance increased during some years (e.g., 1990), decreased during some years (e.g., 1995), or changed irregularly (e.g., 1984 ). In the unfished area, using number ( Fig. S2 1 ) or weight (Fig. S4 1 ) , mean abundance increased monotonically during some years (e.g., 1968, 1974) , decreased monotonically during some years (e.g., 1963, 1964) , or exhibited nonuniform changes (e.g., 1991, 1995) . Although the trend between number and weight measures in the same area looked similar in the same year for most years, in some years the trend differed drastically (e.g., 1987 in the fished area and 1971 in the unfished area). In the fished area, the variance of abundance showed all three patterns for both measures and showed a consistently decreasing pattern in each year from 1995 to 1999, regardless of measure (Figs. S5 1 , S7 1 ). In the unfished area, the variance of number showed all three trends and the variance of weight mostly decreased (Figs. S6 1 , S8 1 ) .
Plotting the log variance of abundance as a function of the log mean abundance revealed generally (but far from always) a positive linear relationship for each combination of measure and area (Figs. 1, 2, S9 1 , S10 1 ). In some years, the log(mean)-log(variance) relationship was highly irregular (e.g., 1977 for number in the unfished area, 1992 for number in the fished area, 1988 for weight in the unfished area, and 1982 for weight in the fished area). Nevertheless, the TPL model (with or without temporal correlation) fitted the data better than the constant-intercept model for every year in both areas and for both measures, except 1972 and 1975 in the unfished area with weight. In the fished area, using number, the uncorrelated TPL model (without temporal correlation) and the correlated TPL model (with temporal correlation) fitted the mean-variance data well (smallest model AIC c ) in 1 of the 20 and 19 of the 20 sampling years, respectively. Using weight, the uncorrelated TPL model (without temporal correlation) and the correlated TPL model (with temporal correlation) fitted the meanvariance data well (smallest model AIC c ) in 3 of the 20 and 17 of the 20 sampling years, respectively. In the unfished area, using number, the uncorrelated TPL model (without temporal correlation) and the correlated TPL model (with temporal correlation) fitted the mean-variance data well (smallest model AIC c ) in 19 of the 39 and 20 of the 39 sampling years, respectively. Using weight, the uncorrelated TPL model (without temporal correlation) and the correlated TPL model (with temporal correlation) fitted the meanvariance data well (smallest model AIC c ) in 15 of the 39 and 22 of the 39 sampling years, respectively. Among the best models, across areas and measures, the intercept estimates of TPL ranged from −7.1557 to 12. 1997 1998 1999 2000 2001 1990 1991 1992 1993 1994 1995 1996 1983 1984 1985 1986 1987 1988 1989 1975 1976 1977 1978 1979 1980 1982 1968 1969 1970 1971 1972 1973 1974 1960 1961 1962 1963 1964 1965 1967 log(daily cumulative mean number) log(daily cumulative variance of number) columns and entries, are in the online Supplementary Information text file.
Sequential sampling using updated stopping-line method
Following the updated stopping-line approach described in the Materials and methods, we showed that sampling reached the desired precision (C = 0.1) prior to the completion of systematic sampling in that year for 14 and 12 years using number (Fig. 3) and weight (Fig. S13 1 ) , respectively, in the fished area, and for 31 and 34 years using number (Fig. 4) and weight (Fig. S14 1 ) , respectively, in the unfished area. Appendix A gives simple necessary and sufficient conditions for the existence of a unique number of samples at which the desired precision is attained, using a simple, empirically defensible model of the relationship between the cumulative number of samples and the cumulative abundance (however abundance is measured).
In the fished area, using number, our updated stopping-line method showed that the mean number of sampling days and mesh samples required to reach 0.1 precision were, respectively, 21.57 days and 287.79 samples per year. Compared with the systematic temporal sampling method with a mean of 57.5 sampling days and 793.79 samples used per year, the updated stopping-line method saved about 62% (i.e., (57.5 − 21.57)/57.5) of sampling days and 64% (i.e., (793.79 − 287.79)/793.79) of samples per year (Table 1) .
The mean abundance estimates were very similar between the two methods (Fig. 5a) , with a mean of 13.73 individuals per sample for the updated stopping-line method and 14.42 individuals per sample for the systematic sampling method. The empirical precision level (error-to-mean ratio) based on required samples from the updated stopping-line method was 0.0828 on average per year, compared with 0.0644 from systematic sampling (Fig. 6a) . Similar results occurred when weight was the abundance measure. The mean number of sampling days and samples required by the updated stopping-line method were, respectively, 22.58 days and 182.92 samples per year, saving about 59% (i.e., (54.75 − 22.58)/54.75) and 60% (i.e., (459.75 − 182.92)/459.75) of the 54.75 days and 459.75 samples used per year by the systematic sampling (Table S5 1 ). The mean abundance estimates were 2418.39 and 2567.34 grams per sample using updated stopping-line and systematic sampling methods, respectively (Fig. 5b) . The empirical precision levels (error-to-mean ratios) were 0.0818 by the updated stopping-line method and 0.0592 by the systematic sampling method (Fig. 6b) .
In the unfished area, using number, the mean number of sampling days and samples required by the updated stopping-line method were, respectively, 14.16 days and 153.84 samples per year, saving about 70% (i.e., (47.71 − 14.47)/47.71) and 70% (i.e., (520.52 − 153.84)/520.52) of the 47.71 days and 520.52 samples used per year by the systematic sampling on average ( Table 2 ). The mean abundance estimates were 15.06 and 13.35 individuals per sample using the updated stopping-line and the systematic sampling methods, respectively (Fig. 5c ). The empirical precision levels (error-to-mean ratios) were 0.0963 by the updated stopping-line method and 0.0568 by the systematic sampling method (Fig. 6c) .
Using weight, the mean number of sampling days and samples required by the updated stopping-line method were, respectively, 9.76 days and 89.06 samples per year, saving about 79% (i.e., (46.24 − 9.76)/46.24) and 81% (i.e., (458.53 − 89.06)/458.53) of the 46.24 days and 458.53 samples used per year by the systematic sampling (Table S6 1 ). The mean abundance estimates were 6563.41 and 5785.94 grams per sample using the updated stopping-line and the systematic sampling methods, respectively (Fig. 5d) . The empirical precision levels (error-to-mean ratios) were 0.0874 by the updated stopping-line method and 0.0443 by the systematic sampling method (Fig. 6d) . TPL parameter estimates for the sequentially updated stopping lines are given in Tables S7 1 -S10 1 .
Mixed-effects models of TPL
Following the model selection described in Materials and methods, under number and weight separately, the mixed-effects model with random intercept and random slope, full fixed-effect form, and order-one autoregressive correlation was selected since it had 100% AIC weight compared with other models with different randomeffects forms and correlation structures (Tables S11 1 and S12 1 ). Compared with the other three models with reduced fixed-effects forms (identical random-effects form and correlation structure), the model with full fixed-effects form had an AIC weight of 100% and 83.04% with number and weight measure, respectively. Under weight, reduced fixed-effects models with slope, intercept, and no effect of area only (fished versus unfished) carried 10.43%, 6.44%, and 0.08% AIC weights, respectively (Table 3) .
Under number, the selected mixed-effects model with full fixedeffects form showed a negative effect of fishing on the intercept of TPL and a positive effect of fishing on the slope of TPL (Table 3) . Random intercept and random slope effects of year accounted for, respectively, 58.45% (i.e., 1.1674 2 /(1.1674 2 + 0.8877 2 + 0.4252 2 )) and 33.80% (i.e., 0.8877 2 /(1.1674 2 + 0.8877 2 + 0.4252 2 )) of the variation in log(variance), after the full fixed effects were used to explain the variation in the response variable (Table 3) .
Under weight, three selected mixed-effects models with at least a 5% AIC weight (of various fixed-effects forms) showed similar standard deviation estimates of the random effects (from 3.8175 to 3.8705 for the random intercept effect and from 1.0546 to 1.0679 for the random slope effect) and similar residual standard errors (from 0.3848 to 0.3911; Table 3 ). For the full fixed-effects model, besides the fixed effects, random intercept and random slope 3911 2 )) and 7% (i.e., 1.0679 2 /(3.8705 2 + 1.0679 2 + 0.3911 2 )) of the variation in log(variance) ( Table 3 ). The model with the full fixed effects again showed a negative effect of fishing on the intercept of TPL and a positive effect of fishing on the slope of TPL. The model with slope effect of area only showed a positive effect of fishing on the slope of TPL. The model with intercept effect of area only showed a positive effect of area on the intercept of TPL (Table 3 ).
Discussion
The current work develops a sequential fixed-precision stoppingline method with continuous feedback and provides an example of its implementation using fish samples from an African lake. Compared with systematic sampling with fixed dates and settings, the sequential stopping-line method applied to long-term gillnet fish data saved about 60%-80% of sampling effort (see Results) and yielded comparable mean abundance estimates (except in 1967 in the unfished area using weight; see Fig. 5d ), at an empirical precision level close to but slightly lower (better!) than the desired value (except in 1967 in the unfished area using number or weight; see Figs. 6c, 6d), for the fished and unfished area separately. The extreme values obtained from 1967 in the unfished area were probably due to the small sample size within each early sampling day of that year (each of the first 5 sampling days contained one sample only), leading to large errors in the cumulative means and variances and TPL parameters. The empirical precision level obtained was lower than the desired precision level (C = 0.1) because, in some years, the updated stopping line intersected with the empirical cumulative abundance curve before the required samples were collected (see Fig. 3 year 1993, Fig. S13 1 year  1984 , and Fig. S14 1 year 1982 for examples) . Since the empirical precision (eq. 1) tends to decrease as more samples are collected, our updated stopping-line method provided a conservative ap- 
proach to obtaining desired sampling precision with reduced labor and time, therefore offering fishery scientists an alternative sampling method with sequential feedback and improved efficiency. Despite relationships of cumulative means and cumulative variances of abundance that were highly irregular in some years (Figs. 1, 2 , S9 1 , S10 1 ), TPL (with uncorrelated and correlated error structures) described the data robustly well, regardless of area and measure. For means and variances calculated from sequentially accumulated samples, TPL (with or without temporal correlation) was superior to the constant-intercept model in 98.50% (920/934) of sampling days in the fished area with number (Table S7 1 ), in 99.33% (1785/1797) of sampling days in the unfished area with number (Table S8 1 ), in 98.72% (922/934) of sampling days in the fished area with weight (Table S9 1 ) , and in 94.31% (1692/1794) of sampling days in the unfished area with weight (Table S10 1 ) .
A common problem with sequential analysis is that varying sample size can cause bias. In other words, it is possible that population parameters were over-or underestimated in the process so that the sampling stops at a precision level different from the desired value. In this work, we evaluated the bias in two ways. First, we compared the mean abundance estimated from our sequential method and from the systematic sampling (with fixed number of samples). Except for the unfished area using number, where the mean estimate was systematically overestimated (relative error = (mean estimate of sequential sampling − mean estimate of systematic sampling)/mean estimate of systematic sampling = (15.06 − 13.35)/13.35 ≈ 12.81%; see Table 2 and Fig. 5c ), our method generated an estimate of the mean comparable to that of the systematic sampling. The relative errors were (13.83 − 14.42)/ 14.42 ≈ −4.09% in the fished area using number, (2418.39 − 2567.34)/2567.34 ≈ −5.80% in the fished area using weight, and (Tables 1, S5 1 , and S6 1 ; Figs. 5a, 5b, 5d). These comparisons indicated that our sequential method gave reasonable estimates of mean abundance, but at a much lower sampling cost. Second, since we performed stopping-line analysis in each year for multiple years, the sampling bias in precision was reduced with overestimation in some years balancing underestimation in other years (Schou and Marschner 2013) . Throughout this work, we used a desired sampling precision of C = 0.1, meaning that the standard error of the mean abundance estimate was 10% of the corresponding mean estimate. We adopted the 0.1 precision level following the suggestion by Southwood (1966) . In sampling practice, the desired precision level depends on the actual sampling budget and goal. Our updated stopping-line method can be tested similarly at other precision levels (e.g., 0.25, 0.05).
To implement our sequential method, one sets up multiple samples at a single location or time, then repeats sampling (either systematic sampling or simple random sampling) at different (at least five recommended) locations or times. Samples accumulated over time or space can be used to calculate a mean-variance pair when a new location or time is added. An advantage of our method is that it does not require a large number of samples at a given location or time, because it utilizes accumulated (current and previous) samples that automatically enlarge the number of samples as more samples are added. On the other hand, special statistical treatment is needed to describe the relationship between means and variances of abundance because they are based on samples that are overlapping and correlated in time or space (e.g., the ARMA model we used to analyze TPL).
Our mixed-effects models showed that the parameters of TPL varied from year to year and that fishing increased the slope of TPL, regardless of the abundance measure used. One possible biological cause of this difference is that annual lake level fluctuations affect recruitment variation (Henderson 1985; Allen et al. 2003; Kolding and van Zwieten 2012) . Karenge and Kolding (1995) documented a high correlation between lake level change and change in CPUE in Lake Kariba. Using multiple regression models, showed that lake level fluctuations had a greater effect on the CPUE in the fished area than in the unfished area. They argued that the species abundance became more variable and sensitive to environmental forcing under increased fishing pressure. Statistical models can test whether the lake level has a significant effect on TPL's slope. Another possible biological cause of this difference is that the fish populations in the fished areas may have had lower synchrony (average correlation over time in the sizes of all pairs of populations at different locations within each area), because fishing activity exerts external noise that can reduce strong correlation between time series. Cohen and Saitoh (2016) showed that increased synchrony lowered the slope of TPL in a dynamic metapopulation model. This effect holds more generally; although changed synchrony can invalidate TPL, greater synchrony typically lowers the slope of TPL (Reuman et al. 2017) . We leave tests of these two and other possible mechanisms for future research.
This work is not the first to evaluate the effect of fishing on TPL and its parameters. Cohen et al. (2012) and Fujiwara and Cohen (2015) developed theoretical models to study how fishing may affect the variance function of population abundance. Cohen et al. (2012) showed that TPL's slope was uniform across a range of fishing intensity under balanced harvesting (Garcia et al. 2012; Law et al. 2012 ). Fujiwara and Cohen (2015) found that different modes of density dependence and different fishing strategies could generate diverse variance functions of fish population density, including but not limited to TPL. Kuo et al. (2016) built multiple linear regression models to analyze the effect of fishing on TPL's slope b using long-term data. Two major differences distinguish the work of Kuo et al. (2016) from the current work. First, Kuo et al. (2016) considered the fishing effect by studying exploited and unexploited species separately and estimated TPL slopes for each species. In the current work, TPL was tested and compared for fish assemblage abundance (regardless of species) in designated fished and unfished areas. Second, Kuo et al. (2016) developed multiple regression models with TPL's b as the response variable and life history trait and fishing (including their interaction) as explanatory variables. By contrast, our mixedeffects models incorporated random effects of year and temporal autocorrelation, therefore accounting for the temporal variation of TPL parameters. Despite these differences, our results and those of Kuo et al. (2016) both showed that TPL's slope increased when populations were fished. However, while Kuo et al. (2016) suggested that fishing may increase the spatial aggregation potential of a species, likely through degrading their size structure or age structure, the Kariba fishery is more balanced across sizes and Note: Abundance was measured by number and weight separately. The fixed effect of area (unfished versus fished, with fished area being the reference level) on the intercept or slope of TPL is shown under the "Fixed effects" column, with parameter estimate followed by standard error (in parentheses). Standard deviation estimates of the random slope and random intercept effects and the model residual standard error are shown under the "Random effects" column. These values measure the amount of variation explained by the respective random effect and left unexplained, after the corresponding fixed effects have been used to model the variation in the response variable (log(variance)). Model AIC and AIC weights are given in the last two columns. "NA" means not applicable. For example, using number, the model with "slope + intercept" fixed-effects structure shows the intercept estimate (Intercept) and slope estimate (log 10 (mean)) of TPL, with the area effects on the TPL intercept and slope indicated as "Area_unfished" and "log 10 (mean):area_unfished" respectively. Values under the "Random effects" column show the maximum likelihood estimate of the standard deviation associated with the (intercept or slope, denoted by "Intercept" and "log 10 (mean)", respectively) random effect of year. For example, in the first model using number (with "slope + intercept" fixed-effect structure), the values 1.1674 and 0.8877 quantify, respectively, the variation (as standard deviation) in the intercept and slope of TPL among years. Residual values give the standard deviation estimate of the response that is left unexplained (unexplained variation) after the fixed and random effects are included in the model. does not exhibit a significantly degraded size structure, but does show a significantly decreased standing biomass (Kolding et al. 2016) . Thus, the increased slope of TPL is more likely a result of recruitment variation and intensified fishing on small-sized fish.
Our method has several limitations and needs modifications before it can be applied to broader areas. First, the temporal autocorrelation in our TPL models was relatively simple and did not incorporate seasonal effects. Data used in our case study were collected at a regular time interval (weekly or monthly), which may not be the case under other sampling scenarios. Second, our method was designed for data from a single inland water body with homogeneous habitat and climatic condition. In marine ecosystems, sampling quality and data structure may hinge greatly on various environmental factors besides year and fishing that were considered in our model (e.g., water depth, season, current, etc.). Extending our method to data from heterogeneous conditions requires incorporating various spatial or environmental factors into the model. This will further increase the model complexity and may potentially impair its practicality. Third, our method was tested using samples collected by gill nets, one of the most commonly used sampling methods in freshwater systems. In other aquatic environments, different sampling methods may pose difficulty in calculating the statistical terms (mean and variance of abundance require samples from multiple locations or times) necessary for the estimation of TPL parameters and the stopping line. Lastly, data used in this case study were collected systematically a priori, presenting a possibly unique opportunity to compare the efficiency and precision of our new method with those of the traditional sampling method. Practitioners who plan to use our method as the sampling protocol may find it challenging to determine the accuracy of our method unless they have background data to compare with for a quality check. Overall, to apply our method successfully and to give confidence to fisheries scientists in using our method, we believe that further empirical testing of TPL and the method itself in different sampling environments is required. This goal requires a collective and long-term effort in future research.
