Formal Derivation and Verification of Approximation Algorithms Using Auxiliary Variables by Berghammer, Rudolf & Mueller-Olm, Markus
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Abstract. For many intractable optimization problems efficient approximation algorithms have been
developed that return near-optimal solutions. We show how such algorithms and worst-case bounds
for the quality of their results can be derived and verified as structured programs. The proposed
method has two key steps. First, auxiliary variables are introduced that allow a formal analysis of
the worst-case behavior. In a second step these variables are eliminated from the program and existen-
tial quantifiers are introduced in assertions. We show that the elimination procedure preserves validity
of proofs and illustrate the approach by two examples.
1 Introduction
Algorithm design and formal program verification are two well established domains in computer sci-
ence and applied mathematics. Formerly they mostly have been coexisting. But in recent years many
computer scientists noticed that the design and verification of efficient algorithms which are not only
correct “in principle” but in all details can benefit from techniques of formal program derivation and ver-
ification. Therefore, there is an increasing cooperation between the two fields. The progress achieved is
represented, e.g, by the proceedings of the Mathematics of Program Construction Conference series [18,
4, 14, 13, 2, 5].
In this paper techniques of formal program derivation and verification are applied to approximation
algorithms. Such algorithms (see [12] for an overview) have been developed because a great variety of im-
portant optimization problems cannot be solved efficiently. Approximation algorithms are usually very
fast but return only near-optimal solutions. Hence, besides feasibility of their results, estimates for the
closeness to the optimal solutions are of interest. We show how approximation algorithms and, in par-
ticular, their worst-case bounds can formally be derived and verified as structured programs using the
well-known assertion method pioneered by Floyd and Hoare [9, 11, 7, 1].
The proposed method for proving worst-case bounds has two key steps. In the first step, auxiliary
variables are added to the program. They are used to collect information that is referred to in the in-
formal proofs but is not present in the algorithm itself. The worst-case behaviour can then be analysed
formally by strengthening the assertions used in the feasibility proof. In the second step, the auxiliary
variables are removed from the program and existential quantifiers are introduced in assertions. This
avoids the inefficient calculation of auxiliary variables at run-time. It also allows to use non-constructive
or expensive operations in assignments to auxiliary variables. We show that this elimination procedure
preserves validity of partial correctness proofs.
The paper is organized as follows: Section 2 illustrates that auxiliary variables are useful for a formal
verification of worst-case behaviour. For this purpose, we recall a well-known approximation algorithm
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for the minimum vertex cover problem and its proof in the usual semi-formal mathematical way. After-
wards, we show how this proof can be formalized. Proof outlines, which are decisive for our reasoning,
are considered in Section 3 and three simple conditions for their validity are presented. In Section 4 we
show how auxiliary variables can be eliminated from proof outlines and prove that the resulting proof
outline shows the same partial correctness property as the original proof outline. Section 5 applies our
method to a second example, an approximation algorithm for the problem of computing an independent
set of maximum size. We also discuss some variants of this algorithm. We conclude in Section 6 with
some further applications and ideas for future research.
2 An Illustrative Example
Let g = (V,E) be an undirected and loop-free graph with finite set V of vertices and setE of edges, where
each edge is a set {x, y}with x, y ∈ V and x 6= y. A vertex cover of g is a subset C of V such that every edge
in g is incident to some vertex in C, i.e., e ∩ C 6= ∅ for all e ∈ E. To compute a vertex cover of minimum
size is an NP-hard problem; see [6]. There is a simple greedy approximation algorithm for that problem
attributed to Gavril and Yannakakis in [6]. Expressed as a while-programs it reads as given below, where
we assume that the non-deterministic assignment e :∈ F assigns an arbitrary element of F 6= ∅ to e and
the call inc(e) yields the set {f ∈ E | e ∩ f 6= ∅} of all edges incident to edge e:
C := ∅;F := E;
while F 6= ∅ do
e :∈ F ;
C := C ∪ e;F := F \ inc(e) od .
(VC1)
In [6] it is also shown that this program always returns a vertex cover C of g whose size |C| is guar-
anteed to be no greater than twice the minimum size copt of a vertex cover of g. The idea underlying this
proof is to consider the set M of all edges that were picked by the statement e :∈ F and to show that M
is a matching of g with |C| ≤ 2 ∗ |M |. (A set of edges is a matching if no two different edges are incident.)
The estimation |C| ≤ 2 ∗ copt then follows from the fact that a vertex cover C∗ of g of minimum size must
include at least one vertex of any edge of M , i.e., |M | ≤ |C∗| = copt.
As prevalent in algorithmics, the correctness proof of Gavril and Yannakakis’ algorithm in [6] is done
in a “free-style” mathematical way without formal problem specification and program verification. But
it can also be formalized in the assertion approach if the program (VC1) is refined as follows:
{ true }
C := ∅;F := E;M := ∅;
{ inv(C,F,M) }
while F 6= ∅ do
e :∈ F ;
C := C ∪ e;F := F \ inc(e);M := M ⊕ e od
{ post(C) } .
(VC2)
In this annotated program a call of the operation ⊕ is assumed to insert an element into a set, i.e., M ⊕ e
yields M ∪ {e}; the loop invariant inv(C,F,M) is defined as the conjunction of
C vertex cover of gF = (V,E \ F ) , (1)
M matching of g = (V,E) , (2)
|C| ≤ 2 ∗ |M | , (3)
∀ e ∈M,f ∈ F : e ∩ f = ∅ (4)
and the post-condition post(C) as the conjunction of
C vertex cover of g = (V,E) , (5)
|C| ≤ 2 ∗ copt . (6)
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To show partial correctness of the annotated program (VC2) wrt. the pre-condition true and the post-
condition post(C), three proof obligations have to be discharged (see Section 3 or [8, 10] for details). First
of all, the initialization must establish the loop invariant if the pre-condition holds, i.e.,
true =⇒ inv(∅, E, ∅) .
Secondly, each execution of the loop’s body must maintain the loop invariant, i.e., for any e in F ,
F 6= ∅ ∧ inv(C,F,M) =⇒ inv(C ∪ e, F \ inc(e),M ⊕ e) .
The proofs of both implications are easy exercises and, therefore, left out. Note, however, that in the
second case assertion (4) is necessary to obtain the matching property of M ⊕ e from e ∈ F and the
matching property of M . The third and final task is to show that upon termination of the loop the post-
condition follows from the loop’s exit condition and the loop invariant, which leads to
F = ∅ ∧ inv(C,F,M) =⇒ post(C)
for any F as last proof obligation. Here (5) follows from (1) and F = ∅ and (6) is a consequence of (2)
and (3), as already shown.
3 Proof Outlines
Proof methods for partial correctness of programs have been the topic of intense research for more than
three decades (see [7] for an overview). Floyd’s method [9] of inductive assertions and Hoare logic [11]
are particularly well known. In this paper we use proof outlines for proof presentation which combine the
strength of both methods. They allow a proof presentation on the level of structured programs but lead
to a much more compact proof representation as full proof trees. A proof outline is a program annotated
with assertions as the example (VC2) in Section 2.
An assertion is a predicate on the values of the variables used in a program. In practice, assertions
are given by predicate-logic formulas. Suppose we have two assertions pre and post . Then, program
π is called partially correct with respect to pre-condition pre and post-condition post if any terminating
execution of π from an initial state that satisfies pre ends in a state that satisfies post .
A program element is a Boolean expression (condition) or an atomic statement. We will discuss the
following types of atomic statements in this paper: the “do-nothing” statement skip, (deterministic) as-
signments x := t, and non-deterministic assignments x :∈ S. For simplicity, we assume that t and S are
total expressions. The exposition can straightforwardly be extended to other kinds of atomic statements.
Let p and q be two assertions in a proof outline. A segment from p to q is a sequence of program
elements that may be traversed successively in an execution of the underlying program on the way from
p to q; a segment is not allowed to extend over an assertion. We refrain from a more formal definition but
provide an illustrative example. Consider the following generic proof outline, where S1, S2, S3, S4 are






{ post } .
In it, we have the three segments 〈S1, S2〉 from pre to inv , 〈b, S3, S4〉 from inv to inv , and 〈¬b〉 from inv to
post .
As demonstrated in Section 2, each segment in a proof outline gives rise to a proof obligation: it must
be partially correct with respect to the surrounding assertions. This proof obligations is best captured in
terms of the weakest liberal pre-condition of the segment, which is inductively defined by
wlp(ε, q) :⇐⇒ q ,
wlp(e·s, q) :⇐⇒ wlp(e,wlp(s, q)) .
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Here ε is the empty sequence (empty segment) and e·s is the concatenation of the program element e and
the segment s. This definition refers to the weakest liberal pre-condition of program elements, which is
given by
wlp(b, q) :⇐⇒ b→ q ,
wlp(skip, q) :⇐⇒ q ,
wlp(x :=e, q) :⇐⇒ q[e/x] ,
wlp(x :∈S, q) :⇐⇒ ∀ s ∈ S : q[s/x] .
It is understood that s is a fresh variable in the clause for x :∈ S, i.e. a variable q is independent of, and
q[s/x] is obtained by substituting s for x in q.
Note that wlp(x :∈ S, q) holds trivially for states, in which S evaluates to the empty set. This is in
accordance with the definition and philosophy of partial correctness: to choose a value from an empty
set should result in a run-time error and, like divergent paths, execution paths leading to run-time errors
are ignored in partial correctness. An alternative definition of wlp(x :∈S, q) by S 6= ∅ ∧ (∀ s ∈ S : q[s/x])
would put the obligation on the algorithm designer to prove that S is non-empty. The results of this paper
hold with both definitions but in the formal development we use the first one.
Now, a proof outline is valid for assertions pre and post if it satisfies the following three conditions:
(a) Assertion pre is placed at the beginning and assertion post at the end of the proof outline.
(b) Any loop in the underlying program is broken by an assertion; typically this is achieved by placing a
loop invariant right in front of every loop.
(c) For every segment s from an assertion p to another assertion q in the proof outline, p implies wlp(s, q).
Intuitively, the second condition guarantees that a proof outline induces only a finite number of segments
and the last condition says that all segments are partially correct wrt. the surrounding assertions. As
every execution of the program is composed of executions of segments, a valid proof outline proves
partial correctness of the underlying program π wrt. pre and post .
4 Auxiliary Variables and Their Elimination
The example in Section 2 illustrates that the enrichment of programs and proof outlines by auxiliary
variables often allows a clearer statement of the underlying argument in a formal verification. But if
the auxiliary variables are left in the executed version of the program they may lead to inefficiencies
caused by additional computations, which in certain cases even forbid the use of the modified programs
in practice. In order to overcome this disadvantage, we show in this section that auxiliary variables can
always be eliminated from proof outlines without affecting their validity. From a theoretical point of
view, this result proves that auxiliary variables are unnecessary in order to perform a correctness proof.
Nevertheless, we recommend their practical use because of the above reason. Note that our result even
allows the use of pre-algorithmic constructs (like set comprehension or quantification) in assignments to
auxiliary variables. This often simplifies formal reasoning considerably.
In view of our applications, a finite set of variables A is called a set of auxiliary variables in a program
π if variables a ∈ A are used only in assignments of the form s := t where s ∈ A. That is: auxiliary
variables must not be used in non-deterministic assignments, in assignments to non-auxiliary variables,
and in guards. Therefore, they can neither influence the control flow nor the values held by non-auxiliary
variables. Auxiliary variables may be used freely in the assertions of a proof outline. In order to ensure
that the specification proved by a proof outline is independent of auxiliary variables, we require, how-
ever, that auxiliary variables do not appear freely in the pre- and the post-condition. In the proof outline
(VC2) in Section 2, for instance, M is an auxiliary variable.
We could also allow non-deterministic assignments a :∈ S to the auxiliary variable a, if we ensure
that the value of S is non-empty. The simplest approach for this is to work with the alternative definition
of weakest liberal pre-condition for non-deterministic assignments. Otherwise the elimination procedure
described in the following becomes unsound.
In order to eliminate the auxiliary variables a ∈ A from π, we perform the following simple step; the
resulting program is called π̃ in the following.
5
(i) Remove any assignment of the form a := t with a ∈ A from π.
We can think of this step as a replacement of all these assignments by the neutral statement skip. Of
course, a valid proof outline for π will in general no longer be valid if π is replaced by the modified pro-
gram π̃, as the assertions may use auxiliary variables in an essential way. As we will prove in a moment,
however, we can regain a valid proof outline for π̃ by the following second step:
(ii) Replace in addition any assertion p in the old proof outline in which auxiliary variables occur freely
by the assertion (∃ a1, . . . , ak : p), where a1, . . . , ak ∈ A are the auxiliary variables occurring free in p.
Note that this transformation of the proof outline leaves both pre- and post-condition unchanged, as they
do not contain free occurrences of auxiliary variables. Hence, the modified proof outline proves, if indeed
valid, the same partial correctness property as the original one, but for the modified program π̃.
If we apply (i) and (ii) to the valid proof outline (VC2) of Section 2 we get the following valid proof
outline (VC3) showing the partial correctness of the original program (VC1) wrt. the pre-condition true
and the post-condition post(C):
{ true }
C := ∅;F := E;
{ ∃M : inv(C,F,M) }
while F 6= ∅ do
e :∈ F ;
C := C ∪ e;F := F \ inc(e) od
{ post(C) } .
(VC3)
Let ā be a list of variables that contains each variable of A exactly once. We now show that the appli-
cation of steps (i) and (ii) to a valid proof outline leads always again to a valid proof outline. As the first
two conditions (a) and (b) of Section 3 for validity of proof outlines are not affected by the transformation
via (i) and (ii), we only have to show that the third condition (c) remains true. Without loss of generality,
we can assume that step (ii) replaces all assertions p in the proof outline by (∃ ā : p). This assumption
which smoothes the proof is justified by the fact that existential quantification over variables a predicate
q is independent of results in an equivalent predicate.
As a preparation for the correctness proof, we show an interesting relationship between a program
element e in the original program and the program element ẽ which replaces it in the modified program
when step (i) is applied:
Lemma 4.1. Let q be an assertion. Then
(∃ ā : wlp(e, q)) =⇒ wlp(ẽ, (∃ ā : q)) .
Proof. The assertions (∃ ā : wlp(e, q)) and wlp(ẽ, (∃ ā : q)) are even equivalent if the program element e is
skip, a deterministic assignment x := t to a non-auxiliary variable x, or a guard b. For e being skip this is
obvious: both assertions reduce to (∃ ā : q). For deterministic assignments equivalence is proved by
(∃ ā : wlp(x := t, q)) ⇐⇒ (∃ ā : q[t/x]) def. wlp
⇐⇒ (∃ ā : q)[t/x] predicate logic
⇐⇒ wlp(x := t, (∃ ā : q)) def. wlp.
The second equivalence exploits that x is a non-auxiliary variable and that t does not depend on auxiliary
variables.
The case of guards is shown by
(∃ ā : wlp(b, q)) ⇐⇒ (∃ ā : b→ q) def. wlp
⇐⇒ b→ (∃ ā : q) predicate logic
⇐⇒ wlp(b, (∃ ā : q)) def. wlp.
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Note that the second equivalence depends on b being independent of auxiliary variables and the fact that
the variables of ā have a non-empty range, a standard assumption for program variables.
For assignments to an auxiliary variable a ∈ A the proof looks as follows, where in the fourth step of
the derivation s is replaced by a and the two quantifiers are combined.
(∃ ā : wlp(a := t, q)) ⇐⇒ (∃ ā : q[t/a]) def. wlp
⇐⇒ (∃ ā : (∃s : s = t ∧ q[s/a])) one-point rule
=⇒ (∃ ā : (∃s : q[s/a])) weakening
⇐⇒ (∃ ā : q) see below
⇐⇒ wlp(skip, (∃ ā : q)) def. wlp.
In the final case of a non-deterministic assignment x :∈ S, to a non-auxiliary variable x we calculate as
follows, where the second step exploits that S is independent of all the variables in ā because ā consists
of auxiliary variables and in the third step we use that for the fresh variable s the property s 6∈ A can be
assumed:
(∃ ā : wlp(x :∈S, q)) ⇐⇒ (∃ ā : (∀ s ∈ S : q[s/x])) def. wlp
=⇒ (∀ s ∈ S : (∃ ā : q[s/x])) predicate logic
⇐⇒ (∀ s ∈ S : (∃ ā : q)[s/x]) x, s /∈ A
⇐⇒ wlp(x :∈S, (∃ ā : q)) . def. wlp. 
A simple inductive argument shows that the implication in Lemma 4.1 transfers from program elements
to segments:
Lemma 4.2. Suppose s is a segment in the original proof outline, s̃ is the corresponding segment in the modified
proof outline, and q is an assertion. Then
(∃ ā : wlp(s, q)) =⇒ wlp(s̃, (∃ ā : q)) .
Proof. The induction base of s being empty is trivial: since s̃ is empty, too, both sides of the implication
reduce to (∃ ā : q). For the induction step of s being of the form e·r we get
(∃ ā : wlp(e·r, q)) ⇐⇒ (∃ ā : wlp(e,wlp(r, q))) def. wlp for segments
=⇒ wlp(ẽ, (∃ ā : wlp(r, q))) Lemma 4.1
=⇒ wlp(ẽ,wlp(r̃, (∃ ā : q))) ind. hyp., monotonicity
⇐⇒ wlp(ẽ·r̃, (∃ ā : q)) def. wlp for segments
which concludes the proof since the concatenation e·r is modified to ẽ·r̃. ut
After these preparations, it is now easy to show correctness of the elimination procedure.
Theorem 4.1. The application of steps (i) and (ii) to a valid proof outline leads again to a valid proof outline.
Proof. As conditions (a) and (b) of Section 3 for validity of proof outlines are not affected by the transfor-
mation via (i) and (ii), we only have to show that condition (c) remains true. For this purpose, assume
that the original proof outline satisfies condition (c) and suppose we are given a segment t from some
assertion (∃ ā : p) to some assertion (∃ ā : q) in the transformed proof outline. As the transformation
affects only the form of single statements and assertions but not the global structure of the proof outline,
there is a corresponding segment s from p to q in the original proof outline such that the modification s̃
of s equals t. By assumption, the original proof outline satisfies condition (c); thus, p implies wlp(s, q). We
can now show the desired implication by
(∃ ā : p) =⇒ (∃ ā : wlp(s, q)) p ⇒ wlp(s, q), monotonicity
=⇒ wlp(s̃, (∃ ā : q)) Lemma 4.2
⇐⇒ wlp(t, (∃ ā : q)) t = s̃. 
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5 A Further Example
Let g = (V,E) be an undirected and loop-free graph and assume that the call ngb(x) computes the set
{y ∈ V | {x, y} ∈ E} of all neighbour vertices of vertex x. A set of vertices of g is called independent if no
two vertices in it are connected via an edge from E. To derive a program for computing such a set S, we
start with the assertion
S independent set of g = (V,E) (7)
as post-condition post(S). Using a new variable X , then we generalize (7) to
S independent set of gX = (X,EX) , (8)
where EX = {e ∈ E | e ⊆ X}, i.e., gX is the subgraph of g generated by X . Choosing the conjunction of
(8) and the assertion
∀ x ∈ V \X, y ∈ S : {x, y} 6∈ E (9)
as loop invariant inv(S,X), it is straightforward to derive the program for computing S shown in the
following valid proof outline:
{ true }
S := ∅;X := ∅;
{ inv(S,X) }
while X 6= V do
x :∈ V \X;
S := S ⊕ x;X := X ∪ (ngb(x)⊕ x) od
{ post(S) } .
(IS1)
Like the minimum vertex cover problem of Section 2, the problem of computing an independent set of
maximum size is NP-hard and the program of the proof outline (IS1) implements a well-known approx-
imation algorithm proposed and studied by Wei [19].
Now, we formally analyze the worst-case behaviour of Wei’s algorithm using our method. To this end,
we enrich the program of (IS1) by an auxiliary variable U in which all sets are collected which are joined
with X while the loop is performed. This leads to a first strengthening of the original loop invariant
inv(S,X): we add the conjunct
X =
⋃
u∈U u . (10)
Let ∆(g) = maxx∈V |ngb(x)| be the so-called degree of the graph g. It is obvious that each set in U has at
most ∆(g) + 1 elements and we add also the corresponding assertion
∀ u ∈ U : |u| ≤ ∆(g) + 1 (11)
to the original loop invariant. Finally, we notice that whenever some set ngb(x) ⊕ x is added to U , the
vertex x is added to S. Due to its choice via the assignment x :∈ V \ X and assertion (8), x is not yet a
member of S. Thus, S cannot be smaller than U . The corresponding estimation
|U | ≤ |S| (12)
is the third addition to the original loop invariant. Altogether, we obtain the following proof outline with
auxiliary variable U and a loop invariant inv(S,X,U) given as conjunction of the assertions (8) to (12);
its validity proof is rather simple since it contains all necessary information:
{ true }
S := ∅;X := ∅;U := ∅;
{ inv(S,X,U) }
while X 6= V do
x :∈ V \X;
S := S ⊕ x;X := X ∪ (ngb(x)⊕ x);U := U ⊕ (ngb(x)⊕ x) od
{ post(S) } .
(IS2)
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Now, we are able to estimate the worst-case behaviour of Wei’s algorithm formally. Assume that
inv(S,X,U) holds and X = V and let sopt be the size of a maximum independent set of g. Then, we
obtain






|u| ≤ |U | ∗ (∆(g) + 1) ≤ |S| ∗ (∆(g) + 1) .
Here the second step follows from assertion (10) and the loop’s exit condition X = V and the fourth
and fifth step use assertion (11) and (12), respectively. Hence, the proof outline (IS2) remains valid if its
post-condition post(S) is strengthened to post ′(S) by adding the conjunct
sopt ≤ |S| ∗ (∆(g) + 1) . (13)
Now the auxiliary variable U can be eliminated using steps (i) and (ii) of Section 4 and this, finally, yields
the following valid proof outline for Wei’s algorithm which includes a worst-case estimation in its post-
condition as desired:
{ true }
S := ∅;X := ∅;
{ ∃U : inv(S,X,U) }
while X 6= V do
x :∈ V \X;
S := S ⊕ x;X := X ∪ (ngb(x)⊕ x) od
{ post ′(S) } .
(IS3)
We sketch some variants of Wei’s algorithm in the remainder of this section. They are based on a slight
modification of the above estimation, viz.






|u| ≤ |U | ∗max
u∈U
|u| ≤ |S| ∗max
u∈U
|u| .
From this property, we get maxu∈U |u| as a worst-case bound of Wei’s algorithm which is potentially
better than the previous bound ∆(g) + 1. This maximum is not known in advance, but it can easily be
computed as a further result. A corresponding modification of the proof outline (IS2) followed by the
elimination of the auxiliary variable U leads to
{ true }
S := ∅;X := ∅; s := 0;
{ ∃ U : inv(S,X,U, s) }
while X 6= V do
x :∈ V \X;
S := S ⊕ x;X := X ∪ (ngb(x)⊕ x); s := max (s, |ngb(x)⊕ x|) od
{ post(S, s) } .
(IS4)
Here the maximum maxu∈U |u| is stored in the variable s and the postcondition post(S, s) consists of the
conjunction of the assertion (7) and the estimation
sopt ≤ |S| ∗ s . (14)
Furthermore, the assertion inv(S,X,U, s) occurring in the loop invariant is obtained from the assertion




With this information, it is rather simple to show that (IS4) is indeed a valid proof outline. Of course, the
program can slightly be improved by the use of a further variable which avoids the two-fold evaluation
of the expression ngb(x)⊕ x.
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By a little modification of the hitherto derivation, the computed worst-case bound can be improved
as follows: Instead of collecting all sets ngb(x)⊕ x in U , we only collect their “non-visited parts”. I.e., we
replace the assignment U := U ⊕ (ngb(x)⊕x) by U := U ⊕ ((ngb(x)\X)⊕x) in the proof outline (IS2). To
minimize the value of maxu∈U |u| further, we refine the non-deterministic assignment x :∈ V \X of (IS2)
and pick now (via a simple loop) the vertex x in such a way from V \X that the size of the set ngb(x)\X is
minimal. Obviously, both steps do not affect the invariance property of inv(S,X,U). Hence, the modified
proof outline is also valid. Starting with this proof outline, we obtain the desired algorithm following the
above derivation of (IS4) from (IS2).
To choose in each iteration a node of minimal degree in the non-visited part of the graph is a common
heuristic in connection with Wei’s algorithm. The idea, however, to enrich the algorithm by a variable s
that computes the resulting worst-case bound and the formal correctness proof seems not to appear in
the previous literature.
6 Concluding Remarks
When verifying approximation algorithms, we are particularly interested in estimates for the maximal
deviation of their results from optimal solutions of the given problem. While the informal feasibility
proofs found in the literature on algorithmics can usually be reformulated as formal assertional proofs
straightforwardly, the informal proofs of worst-case bounds often refer to entities that are not present in
the program and are thus difficult to formalize. As a solution, we proposed in this paper to collect addi-
tional information in auxiliary variables inserted into the program which can be referred to in assertions.
These auxiliary variables are introduced solely for the purpose of the formal assertional proof and are not
meant to stay in the executed version of the program. Therefore, we showed how they can be eliminated
from proof outlines without affecting validity. Their elimination also allows to refer to non-constructive
or expensive operations in assignments to auxiliary variables.
Our approach can be applied to many other, more complex approximation algorithms besides the two
examples considered in this paper, in particular, to all approximation algorithms discussed in [16]. This
includes e.g., the formal development of a program implementing Chvátal’s well-known approximation
algorithm for set covering. (A description of this algorithm in the common informal style can be found
in [6].)
But the approach has also lead to a new result viz. an approximation algorithm for the bin packing
problem which possesses 32 as absolute worst-case approximation bound
1 and runs in linear time. It
follows the Best Fit idea. In contrast with the original approach, however, it works with two partial
solutions P1 and P2 instead of one and two auxiliary bins B1 and B2 – one for each partial solution.
Roughly speaking, it proceeds as follows: First, the objects are packed one by one intoB1 until its capacity
would be exceeded by the insertion of some object u. In this situation the contents of B1 is inserted into
P1, the bin B1 is cleared, u is packed into B2, and the process starts again with the remaining objects. If,
however, the insertion of uwould lead to an overfilling ofB1 as well asB2, then additionally the contents
of B2 is inserted into P2 and u is packed into the cleared B2. This “book-keeping” in combination with
a suitable selection of the next object (based on a partition of the objects into small and large ones at the
beginning of the algorithm) allows to avoid the costly search of a bin the next object will fit in optimally.
The decisive idea for proving the bound 32 is to use a function which yields for a bin B of P1 the unique
object whose insertion into B would lead to an overfilling. Now, it is obvious how an auxiliary variable
comes into the play. For details, see [3].
Besides their use in approximation algorithms we have investigated also some other applications of
auxiliary variables, for instance, their utility for formal termination proofs and for program specializa-
tion. In the first case the elimination of auxiliary variables allows to extend the usual technique (see e.g.,
the rule presented in [10, p. 144]) to bound functions which are not expressible by an expression of the
programming language.
Auxiliary variables can also be used for performing data refinements. In doing so, firstly, concrete vari-
ables intended to replace abstract variables are added to the program as auxiliary variables and updated
1 As shown in [17], there is no approximation algorithm for the bin packing problem with an absolute approximation
factor smaller than 3
2
, unless P = NP .
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in parallel with the abstract variables such that a coupling invariant is preserved. In a second step then
the program is algorithmically refined in such a way that the abstract variables become auxiliary vari-
ables. Finally, the abstract variables are eliminated. Morgan [15] investigates this method in the context
of predicate transformer semantics. But he does not describe a systematic transformation for eliminating
auxiliary variables from proof outlines as we do here.
To sum up: Due to the experiences gained so far, we believe that auxiliary variables in combination
with proof outlines and our elimination procedure are a valuable means for formal program develop-
ment, verification and proof documentation.
References
1. Apt K.R., Olderog E.-R.: Verification of sequential and concurrent programs. Springer (1991)
2. Backhouse R., Oliveira J. (eds.): Proc. Mathematics of Program Construction 2000, LNCS 1837, Springer (2000)
3. Berghammer R., Reuter F.: A linear approximation algorithm for bin packing with absolute approximation factor
3
2
. Science of Computer Programming (to appear)
4. Bird R.S., Morgan C., Woodcock J. (eds.): Proc. Mathematics of Program Construction ‘93. LNCS 669, Springer
(1993)
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