Abstract-Nature-inspired routing protocols are becoming an active area of research. Researchers in the community follow a well known engineering philosophy: inspire, abstract, design, develop and validate. As a consequence, the protocols are designed on the basis of heuristics and then their performance is evaluated in a network simulator. To the best of our knowledge, virtually no attention has been paid in developing a formal framework that provides an analytical insight into the behavior and performance of such algorithms. The lack of formal treatment of Nature-inspired routing protocols is often criticized in the networking community. In this paper we propose a formal framework that helps in analyzing a Nature-inspired routing protocol, BeeHive. We have verified the correctness of our model by comparing its estimated values with the results obtained from extensive network simulations. An important outcome of the work is that the estimated and measured values only differ by a small deviation. We believe that this work will be instrumental for Nature-inspired Telecommunications.
I. INTRODUCTION Nature-inspired routing protocols have received a significant amount of attention by researchers in Nature-inspired Computing because they provide efficient, scalable, robust, fault-tolerant, dynamic, decentralized and distributed solutions to the traffic engineering within the existing connectionless model of IP [1] . The objectives are achieved through a population of agents, inspired by Natural colony systems i.e ant or bee colony, which have simple learning behavior [2] . As a result, such robust agent based systems can be easily embedded in real world networks because they do not require additional hardware or software resources for their deployment in real world networks [3] . AntNet [4] , BeeHive [5] and DGA [6] are considered to be state-of-the-art routing algorithms for fixed packet switched networks.
The results of extensive experiments reported in [7] clearly demonstrated the superior performance of such algorithms as compared to classical routing algorithms. The most important reason is that the agents explore multiple paths between all source/destination pairs and then stochastically distribute the network traffic on them. As a consequence, the network performance is significantly enhanced [7] . Researchers working in Nature-inspired routing protocols have mostly followed the same protocol engineering philosophy: inspire, abstract, design, develop and validate. As a result, Nature-inspired protocol engineering is predominately biased towards heuristics and their empirical evaluation in Saira Zahid, Muhammad Shahzad and Syed Usman Ali are students at the Department of Electrical Engineering, College of Electrical and Mechanical Engineering, National University of Sciences and Technology, Pakistan.
Muddassar Farooq is a Professor at the Department of Computer Engineering College of Electrical and Mechanical Engineering, National University of Sciences and Technology, Pakistan. a simulation environment. To the best of our knowledge, no comprehensive research, except the preliminary work reported in [8] , has been conducted in developing a formal framework that provides insight into the behavior of Natureinspired routing protocols.
The lack of any formal treatment is often cited as a big shortcoming of Nature-inspired routing protocols. Researchers in the community have little formal understanding of the reasons behind the superior performance of such routing protocols. The obvious reason for lack of a formal treatment of a dynamic and adaptive routing algorithm is that it demands expertise in analyzing non-linear, time varying, real time and dynamic optimization problems.
The major contribution of the work presented in this paper is that we have developed a formal framework for analyzing the behavior of BeeHive. This is the first cardinal step towards development of a general framework for analyzing Nature-inspired routing protocols. With the help of this model, we are able to gain valuable insight into the impact of different design options adopted in BeeHive and provide formal logic for its behavior. We also used the formal model in representing relevant performance parameters: throughput and end-to-end delay. The comprehensive experiments were conducted on two topologies in a well known OMNeT++ [9] network simulator to verify the semantic and functional correctness of our formal model. The behavior of BeeHive and relevant performance parameters estimated by our formal model match the behavior and results obtained from OMNeT++ simulations respectively.
Section II gives an overview of BeeHive routing protocol. In section III, we present a formal treatment of two different formulas utilized in BeeHive for evaluating the quality of a path. Section IV presents our comprehensive formal model of BeeHive protocol. We have modeled goodness, total delay and throughput of the links in the network. In Section V we verify the correctness of our model by comparing its results with the results obtained from OMNeT++. Finally, we conclude our work with an outlook to the future work.
II. OVERVIEW OF BeeHive
BeeHive has been proposed by Wedde, Farooq and Zhang in [5] . The algorithm has been inspired by the communication language of honey bees. Each node periodically sends a bee agent by broadcasting the replicas of it to each neighbor site. The replicas explore the network using priority queues and they use an estimation model to estimate the propagation and queuing delay from a node, where they are received, to their launching node. Once the replicas of the same agent arrive at a node via different neighbor sites of the node, they exchange routing information to model the network state at this node. Through this exchange of information by the replicas at a node, the node is able to maintain a quality metric for reaching destinations via its neighbor sites. The algorithm utilizes just forward moving agents and, as opposed to AntNet, no statistical parameters are stored in the routing tables. In BeeHive a network is divided into Foraging Regions and Foraging Zones. Each node belongs to only one Foraging Region. Each Foraging Region has a representative node. A Foraging Zone of a node consists of all the nodes from whom a replica of an agent could reach this node in 6 hops. This approach significantly reduces the size of the routing table as compared to AntNet because each node maintains detailed routing information only about reaching the nodes within its Foraging Zone and for reaching the representative nodes of the Foraging Regions. In this way, a data packet, whose destination is beyond the Foraging Zone of a node, is forwarded in the direction of the representative node of the Foraging Region containing the destination node. The next hop for a data packet at a node is selected in a probabilistic fashion depending upon the goodness of each neighbor for reaching the destination. BeeHive is also faulttolerant to crashing of routers. The interested reader will find more details in [5] [3] .
III. GOODNESS
Goodness of a link from node i to node n, g in , is the probability that a packet will be switched to neighbor n. In [3] , the authors have used two different formulas for calculating the goodness of a link. They did not provide any formal relation between the two. In this section we show the relation between the two formulas.
Assume a network in which all the nodes are connected, either directly or indirectly with one another. Thus the network is a connected graph. The network consists of a set of nodes A. Neighbors of each node i ∈ A are in corresponding set N i . All links in the network belong to the set L. In our model we send data to a single destination, D, at a time and we assume that two nodes are not directly connected by more than one link. The goodness of link from node i to node n is given by:
where
In (2) p in represents the sum of propagation delay and transmission delay for the link (i, n), q in represents the queuing delay from node i to n in order to reach the destination D and ld in is the total link delay between nodes i and n. One can easily conclude from (1) and (2) that the probability that a packet traverses a certain path depends on the delays of the path. Queuing delays under low loads are small. As a result, the goodness of a path is determined by the propagation delay of the path. Mathematical functions like exponentials take significantly large number of cycles to compute, therefore, in [3] the authors have instead used a simpler version of (2) . Its processing complexity is 10 times smaller as compared to (2) but it did not degrade the performance of BeeHive. The goodness formula is same as (1) where ld in is given by
In our model the values of ld in are maintained in a matrix Ld of dimensions |A| − 1 × |A| − 1 .
Lemma 1:
The two goodness formulas (2) and (3) converge to the same goodness value under high traffic load.
Proof :
in (2), we get
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Power series of e −y is given by
Substituting (6) in (5) and on simplification, the R.H.S of (5) becomes
Similarly using (3), we obtain
On applying binomial expansion, L.H.S of (8) becomes
Now we can see that (7) and (9) differ only by the factor n+1 n! . Using another approach to show the similarity between the two goodness formulas in (5) and (8), let
Applying limit y → ∞ on (10)
Using L'Hopital's rule for 2nd term on R.
So (12) becomes
Again applying limit y → ∞ on (11) limy→∞ f 2 (y) = limy→∞ y y + 1
From (14) and (15), one can easily deduce that the two goodness formula give same results under heavy traffic load. This can be verified graphically as well. In Figure 1 we plot f 1 (y) and f 2 (y) as these functions represent the only difference between (5) and (8) .
In Figure 1 one can see that the difference between the two factors decreases as y increases. This behavior is expected because an increase in y is possible only due to an increase in q (see Lemma 1) that in turn results due to heavy network traffic load. (10) and (11) IV. ANALYTICAL MODEL In this section we present a comprehensive formal model that can be of significant help in analyzing the behavior of BeeHive Protocol [5] . We will utilize relevant concepts of deductive mathematics and queuing theory in our formal model. Markov transition matrices coupled with stochastic processes [10] [11] [12] serve as the foundation of our framework. We model the network traffic by calculating three parameters:
• goodness of a link from node i to node n, g in • total delay experienced by a packet (propagation+queuing+transmission) to traverse a certain path in the network • throughput of the links in the network. The packet routing probabilities (goodness) can be collected using the Markov Transition Matrix in which each entry represents routing probability between the corresponding two nodes. This is |A| × |A| matrix and follows the properties of a Markov Transition Matrix which are:
• It is a square matrix.
• Its entries are non-negative. We also use a discrete iteration index x ∈ N. Furthermore we maintain a matrix B of dimensions |A|−1 × |A|−1 . The entries of this matrix actually determine the proportion in which a node forwards the bee agents towards its neighbors. This matrix is defined as:
Similarly we maintain another matrix G of dimensions |A|− 1 × |A| − 1 . The entries of this matrix determine the goodness of corresponding links. This matrix is given as:
where td in is the total delay from node i to D through neighbor n. The values of td in are maintained in matrix T d of dimensions |A| − 1 × |A| − 1 . The values for b iD (x) and g iD (x) cannot be directly calculated from (16) and (18) respectively. They can be calculated using the following formulas:
A. Node Traffic
Flow rate of node and link is the amount of the traffic (bee-agents and data packets) passing through the node and the link respectively per unit time.
1) Bee traffic:
In BeeHive, every node generates bee agents that traverse all possible paths available to a node in the network and update routing tables at every visited node. The size of these packets is small as compared to data packets [5] . As a result, they use less than 1% of the bandwidth. For this purpose we introduce a constant α which is the ratio of the size of a bee packet to the data packet. Therefore, we multiply the bee generation rate of every node with this constant to specify the degree to which bee agents load the network.
Let β i be the rate of bee traffic entering the network at node i. The values for all
The bee generation rate is assumed to be constant during an iteration x. Bee agents explore the complete network instead of just sampling the best paths. The flow of bee agents at node i, γ i (x), is given by:
The solution of the recursive or iterative functions is complex because a large number of simultaneous equations need to be reduced and simplified by algebraic techniques. Therefore, we use matrices which are simpler to handle. Solution to (22) is given by:
where B t (x) represents the transpose of B(x) and γ(x) is an |A| − 1 dimensional vector that contains the flow rates of bee agents of all nodes except D. The proof of (23) is given in the appendix.
2) Data traffic: The nodes in the network also generate data packets that are destined to D. Different packet generation rates can be assigned to each node in the network. Let ξ i be the rate at which data packets are sent into the network by node i. The values for all ξ i , i = 1, 2, · · · , |A| ∧ i = D are collected in an |A| − 1 dimensional vector represented by ξ. The data generation rate is considered constant during different iterations (x).
Note that every node i acts as a forwarding node for the data packets, generated by the neighbors of i. However it will act only as a sink node if data packets are destined for it. As a result, we derive flows at nodes as probabilistic recursive functions. These functions model goodness of the links of a node. As a consequence, the rate of packet arrival and departure is dependent on the goodness of incoming and outgoing links respectively. The flow of data at node i, η i (x), is given by:
Solution to (24) is given by:
where η(x) is also an |A| − 1 dimensional vector that contains the flow rates of data packets of all nodes except D.
B. Link flows
Once the node flow rate (number of data packets being forwarded by a node in unit time) of a node is known then its corresponding link flow rate (amount of data flowing on the link in unit time) can be calculated as a function of its neighbors and their goodness. These are represented as:
where bf in (x) and df inD (x) represent the bee link flow rate and data link flow rate respectively from node i to node n. Total link flow rate, υ in , can be calculated as:
C. Calculation of delays
In computer networks the arrival of packets is assumed to follow Poisson distribution and the queues that are built as a consequence are M/M/1 queues [13] [14] [15] . Moreover the service or departure rate can be pre-assigned because they are independent of the network conditions. We can calculate the queuing delay associated with every traversed link by utilizing the M/M/1 queuing theory if we know the arrival and departure rates. Representing the service rate of link (i, n) by S in , we have the result [13] :
The total link delay ld in (x) experienced by the packets to traverse a link (i, n) can be found either by using the approach given in (2) or (3). Using the approach given in (2) we get:
Using the approach given in (3) we get:
where p in = tx in + pd in tx in and pd in are the transmission and propagation delays respectively of the link between node i and node n.
Once the packet has reached at an intermediate node, n, again it might have multiple paths to reach the destination node through its neighbors and we need to calculate the delays for all possible routes from n to the destination D. Again using the concept of recursive probabilistic functions we get:
where cd nD (x) is the cumulative delay experienced by a packet in order to reach D from n through any neighbors of n. It is given by:
The solution to (33) is given by:
δ(x) is given by: 
So starting from a goodness value in (19) we reached (36) which is the goodness value for the next iteration. In the case when link flow rate becomes greater than the service rate, the value of q in → ∞ and consequently td in → ∞. Thus the goodness factors given by (19) and (36) can not be calculated from these equations. In order to keep the model flexible under such circumstances, we take g in = b in for this particular link (i, n) until link flow rate again becomes smaller than the service rate.
D. Throughput
Finally, we present our model for calculating the throughput of the algorithm.
The expression on right hand side is actually the data flow rate of the link (i, n) given by (27), so throughput is given by:
V. EMPIRICAL VERIFICATION OF FORMAL MODEL
We now verify our model on two topologies. The first topology is a 4 node square topology shown in Figure 2 while the other one is SimpleNet (see Figure 5 ). In first topology major emphasis is on studying the impact of relevant behavior of BeeHive by changing the data packet rates and service rates of nodes and links respectively on the goodness of the links. In the second example we compare the results obtained from our formal model with the ones obtained from extensive simulations of BeeHive protocol in OMNeT++. The values obtained in every iteration is averaged using exponential moving average. This is done to dampen the oscillations in the graph. This exponential moving average is taken in the simulation of formal model as well as in the results obtained from OMNeT++.
A. Example 1
The topology of Figure 2 is simple. For this particular Figure 3 we see that the goodness for the link (2, 1) is less than that for (2, 4) as the total delay for the packets to reach destination from 2 by traversing the link (2, 4) is significantly less than following the path (2 → 1 → 3 → 4). This phenomenon is discussed in more detail in the next example where we show that the probability that a packet follows loops is small. If node 1 has some data to send, then it can utilize two paths to route its data packets i.e. one path is (1 → 2 → 4) and the second one is (1 → 3 → 4) . From the pre-assigned data generation rates of node 2 and 3, the goodness of the link (1, 3) is expected to be more than (1, 2) .
The results of our formal model in Figure 4 -A verify the above mentioned intuitive logic. The goodness for link (1, 3) stabilizes at approximately 0.534 while of link (1, 2) stabilizes at 0.466. So more data is sent on the link (1, 3) in order to achieve better performance. Now we take new parameters for another simulation.
• transmission + propagation delay, p in = 0.1
• ratio of size of bee packet to data packet, α = 0.01 
• starting value of total delay, td in (0) = 1 For these parameters we can see that service rate is less for the queues of the link (1, 3) as compared to the link (1, 2). As both the nodes 2 and 3 have the same data traffic rates, delay experienced via path 1 → 3 → 4 should be more than 1 → 2 → 4 because the service rate of node 3 is smaller as compared to the service rate of other nodes. As a result the goodness of the link (1, 3) is lesser then the link (1, 2). One can clearly see from Figure 4 -B that the goodness of both paths, estimated by our formal model, is as expected.
B. Example 2
Now we verify our model on a well known topology, SimpleNet, shown in Figure 5 . We compare the results obtained from our model with the results obtained from extensive simulations in OMNeT++. Finally, we show that the probability that a packet will enter into loops is significantly small in BeeHive. In this topology we consider the loop (2 → 1 → 3 → 5 → 4 → 2) and find out the probability that a packet originating at node 2 and traveling towards the destination node 7 will follow this cyclic path. From Figure 10 we can find the steady state goodness of all these links. Multiplying the steady state values of goodness gives the probability that a packet will move in this loop. The resulting probability comes out to be 0.01063 which is significantly small and it shows that only 1% packets can follow cyclic paths. Finally we compare the cumulative throughput of the system obtained by the formal mathematical model and the OMNeT++ simulation. In Figure 11 one can again see that the results from the model match with the results of the simulation.
VI. CONCLUSIONS
In this paper we have introduced a formal framework for analyzing a well known Nature-inspired routing protocol, BeeHive. We have used probabilistic recursive functions for analyzing online stochastic packet switching behavior of the algorithm. The queuing delays experienced due to the We have also developed an empirical verification framework in OMNeT++ to validate the correctness of our formal model. We validated our formal model on two topologies and compared its results with the results obtained from the extensive simulations. The estimated performance values of the model have only a small deviation from the real values measured in the network simulator. In future we want to extend the framework to model the formation of regions and zones. BeeHive utilized these relevant concepts for scalability. Once these relevant concepts are formally modeled then we can test our framework on large topologies like Japanese NTTNeT. Our extended model and its validation on large topologies will be the subject of the forthcoming publications.
APPENDIX

Theorem 1:
The solution of the equation 
