Intrinsic approximation for fractals defined by rational iterated
  function systems - Mahler's research suggestion by Fishman, Lior & Simmons, David
ar
X
iv
:1
20
8.
20
89
v3
  [
ma
th.
NT
]  
26
 Ju
l 2
01
4
INTRINSIC APPROXIMATION FOR FRACTALS DEFINED BY RATIONAL
ITERATED FUNCTION SYSTEMS - MAHLER’S RESEARCH SUGGESTION
LIOR FISHMAN AND DAVID SIMMONS
Abstract. In this paper, we consider intrinsic Diophantine approximation in the sense of K. Mahler
(1984) on the Cantor set and similar fractals. We begin by obtaining a Dirichlet type theorem for the
limit set of a rational iterated function system. Next, we investigate the rigidity of this result by applying
a random affine transformation to such a fractal and determining the intrinsic Diophantine theory of the
image fractal. The final two sections concern the optimality of the Dirichlet type theorem established at the
beginning. The first of these seeks to show optimality in the sense that any proof using the same method
as ours cannot prove a better approximation exponent, in a precise sense. This is done by introducing
a new height function on the rationals intrinsic to the fractal and studying the Diophantine properties
of points on the fractal with respect to this new height function. In the final section, we use a result
of S. Ramanujan to give a lower bound on the periods of rationals which could cause exceptions to the
optimality of the approximation exponent (this time with the usual height function). We give a heuristic
argument suggesting that there are only finitely many rationals with periods so large; if this is true, then
the approximation exponent is optimal for the Cantor set.
1. Introduction
In 1984, K. Mahler published a paper entitled “Some suggestions for further research” [10], in which he
writes the following moving statement: “At the age of 80 I cannot expect to do much more mathematics. I
may however state a number of questions where perhaps further research might lead to interesting results”.
One of these questions was regarding intrinsic and extrinsic approximation on the Cantor set.1 In Mahler’s
words, “How close can irrational elements of Cantor’s set be approximated by rational numbers
(1) In Cantor’s set, and
(2) By rational numbers not in Cantor’s set?”2
In contrast to intrinsic approximation on the Cantor set in particular and on fractals in general, the
Diophantine approximation theory of the real line is classical, extensive, and essentially complete as far as
characterizing how well real numbers can be approximated by rationals ([13] is a standard reference). The
basic result on approximability of all reals is
Theorem (Dirichlet’s Approximation Theorem). For each x ∈ R and for any Q ∈ N there exists p/q ∈ Q
with 1 ≤ q ≤ Q, such that ∣∣x− p/q∣∣ < 1
qQ
.
Corollary. For every irrational x ∈ R, ∣∣x− p/q∣∣ < 1
q2
for infinitely many p/q ∈ Q.
The optimality of this approximation function (up to a multiplicative constant) is demonstrated by the
existence of badly approximable numbers, i.e. reals x such that for some c(x) > 0∣∣x− p/q∣∣ > c(x)
q2
for all p/q ∈ Q.
2010 Mathematics Subject Classification. Primary 11J04, 11J83.
1In this paper, the phrase “Cantor set” always refers to the ternary Cantor set.
2Our paper is mainly concerned with the first question; we will consider the second in [4].
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It is well known that the set of very well approximable numbers, i.e. the set of all reals x satisfying for
some positive ε(x) ∣∣x− p/q∣∣ < 1
q2+ε(x)
for infinitely many rationals p/q, is null. This fact demonstrates that this approximation function cannot
be improved for almost all irrationals. We remark that the subject of approximating points on fractals
by rationals has been extensively studied in recent years; see for example [3, 7, 8] for badly approximable
numbers and [6, 14] for very well approximable numbers. In [2], elements of the Cantor set with any
prescribed irrationality exponent were explicitly constructed.
Recently in [1], R. Broderick, A. Reich, and the first named author made what could be considered as
a first step towards answering Mahler’s question:
Proposition 1.1 ([1, Corollary 2.2]). Let C be the Cantor set and d = dimC. Then for all x ∈ C, there
exist infinitely many solutions p ∈ Z, q ∈ N, p/q ∈ C to∣∣x− p/q∣∣ < 1
q(log3 q)
1/d
.
The proof of the above proposition crucially depends on the ×3 invariance of the middle third Cantor
set, and a similar result was proven in [1] for any ×d-invariant totally disconnected Cantor-like set.
The main motivation of this paper is to provide a better understanding of intrinsic Diophantine ap-
proximation on fractals. We do this by first generalizing Proposition 1.1 by removing the ×d constraint
(Theorem 2.1):
Definition 1.2. Let J be a subset of R and let ψ : N → (0,∞) be any function. We will say that a point
x ∈ J is intrinsically approximable with respect to ψ if there exist infinitely many rationals p/q ∈ Q ∩ J
such that
|x− p/q| ≤
ψ(q)
q
.
We will say that x is badly intrinsically approximable with respect to ψ if there exists ε > 0 such that x is
not intrinsically approximable with respect to the function εψ. Otherwise, we will say that x is intrinsically
well approximable with respect to ψ.
Definition 1.3. Let E be a finite set. An iterated function system (IFS ) on R is a collection (ua)a∈E of
contracting similarities ua : R → R satisfying the open set condition: there exists an open set W ⊆ R such
that the collection (ua(W ))a∈E is a disjoint collection of subsets of W (see [5] for a thorough discussion).
The limit set of (ua)a∈E is the image of the coding map π : E
N → R defined by
π(ω) = lim
n→∞
uω1 · · ·uωn(0),
and will be denoted J . We will call the IFS (ua)a∈E rational if for each a ∈ E, ua preserves Q, i.e.
(1.1) ua(x) =
pa
qa
x+
ra
qa
with pa, ra ∈ Z, qa ∈ N.
Theorem 2.1. Suppose that (ua)a∈E is a rational IFS and let J be the limit set of this IFS. Let δ denote
the Hausdorff dimension of J . Let
γ := max
a∈E
log |pa|
log(qa)
,
where pa, qa are as in (1.1). There existsK <∞ such that for each x ∈ J and for each Q ≥ qmax := maxa qa
there exists p/q ∈ Q ∩ J with q ≤ Q such that
|x− p/q| ≤ Kqγ−1 log(Q)−1/δ.
In particular, if x is irrational then x is intrinsically approximable with respect to the function
ψ(q) := Kqγ log(q)−1/δ.
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Notice that the Dirichlet-type theorems in [1] are immediate consequences of Theorem 2.1 as γ = 0
whenever pa = ±1 for all a ∈ E.
Let J be a ×d-invariant limit set, i.e. the set of all points x ∈ [0, 1] such that the digits of the base d
expansion of x are contained in some fixed set E ⊆ {0, . . . , d − 1} (e.g. the Cantor set). The algebraic
structure makes it easy to find rationals in J , but in Section 3 we consider what happens when we lose (most
of) the algebraic structure and keep only the geometric structure when considering random translations
and dilations. Specifically, we wish to investigate how “generic” the approximation function in Theorem
2.1 is with respect to random translations and dilations.
We begin by showing that if f is an affine transformation, then it is unlikely that f(J) intersects Q
densely in the following senses:
• If f is random, then f(J) does not intersect Q.
• If f is random subject to f(J) ∩ Q 6= , then #(f(J) ∩ Q) = 1.
• If f is random subject to #(f(J) ∩ Q) ≥ 2, then #(f(J) ∩ Q) = 2.
We remark that the third of these assertions is the only one which is difficult to prove. Formally, we
have the following:
Observation 3.1. Let λ be Lebesgue measure on R, and define µ = Hδ ↿ J . For each x, y ∈ R, let fx,y be
the unique simiarity so that fx,y(x) = 0 and fx,y(y) = 1. Then:
(i) For λ× λ-almost every (x, y) ∈ R2, we have fx,y(J) ∩ Q = .
(ii) For µ× λ-almost every (x, y) ∈ R2, we have fx,y(J) ∩ Q = {0}.
In particular, in each of these cases fx,y(J) does not intersect the rational numbers densely.
Theorem 3.2. Let J be a ×d-invariant set. Then for µ× µ-almost every x, y ∈ J ,
fx,y(J) ∩ Q = {0, 1}.
In particular, fx,y(J) does not intersect densely with Q.
Next, we consider the case where f is not just an affine transformation but a translation. In this case,
if f is random, then f(J) still does not intersect Q (Observation 3.5), but if f(J) does intersect Q, then it
does so densely. In fact, we can prove more:
Lemma 3.6. Suppose that J is a ×d-invariant limit set. For each x ∈ R, let fx(t) = t − x, and let
Jx = fx(J). Suppose that x ∈ R is such that Q ∩ Jx 6= . Then Q ∩ Jx is dense in Jx. Furthermore,
there exists K <∞ such that every point y ∈ Jx is intrinsically approximable with respect to the constant
function
ψ(q) = K.
A natural question is whether the approximation function is optimal. In order to answer this question
we will assume that
i) d is prime, and
ii) the set E of allowable digits contains no two adjacent integers, and contains both 0 and (d− 1).
These assumptions are satisfied, for example, if J is the Cantor set. As before, let δ be the Hausdorff
dimenson of J , and let µ = Hδ ↿ J .
Theorem 3.9. Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Then the set of numbers
y ∈ Jx which are badly intrinsically approximable with respect to the approximation function ψ(q) = K is
of Hausdorff dimension δ.
In addition, we demonstrate a correspondence between the above case and the case considered by
Levesley, Salp, and Velani [9], who approximated points in the Cantor set by the left endpoints of the
Cantor set. By translating their results into our setting we can prove the following theorem:
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Theorem 3.10. Let J satisfy (i)-(ii), and let x ∈ J be a µ-random point. Fix any function ψ : N → (0,∞).
Let f be a dimension function such that t 7→ t−δf(t) is monotonic. If we denote the set of ψ-intrinsically
well approximable points by WAψ,int, then
Hf (WAψ,int) =
{
0 if
∑∞
n=1 f(ψ(d
n)/dn)(dn)δ <∞
Hf (J) if
∑∞
n=1 f(ψ(d
n)/dn)(dn)δ =∞
,
where Hf is Hausdorff f -measure.
Corollary 3.11. If ψ(q) = log(q)−1/δ, then almost every point is intrinsically well approximable with
respect to ψ; if ψ(q) = log(q)−(1+ε)/δ, then almost every point is badly intrinsically approximable with
respect to ψ.
In Sections 4 and 5 we discuss the question of whether the approximation function of Theorem 2.1 is
optimal. The starting point is the observation that the method of Theorem 2.1 produces only rational
numbers of a particular form. Specifically, if we let π : EN → J be the coding map (see Definition 1.3
above), then Theorem 2.1 produces rationals of the form π(ω), where ω ∈ EN is an eventually periodic
word.
Secondly, when Theorem 2.1 does produce a rational number then it does not produce it in reduced
form. For example, the fraction 1/4 in the Cantor set C would be represented as 2/8. Consequently, we
will call the number 8 the intrinsic denominator of 1/4 with respect to the fractal C (defined precisely in
Section 4). Note that a rational can only have an intrinsic denominator if it has a preimage which is an
eventually periodic word. We denote the intrinsic denominator of p/q given by the IFS by qint, whereas
the denominator of p/q in reduced form will be denoted qred. (Following our above example, qint = 8 while
qred = 4). It is easily observed that for every p/q ∈ J we have qred | qint.
As a result of this analysis, the question of whether Theorem 2.1 is optimal can now be split into three
sub-questions:
(i) Does every rational in J have a preimage under π which is eventually periodic? In other words, are
the rationals in J that have intrinsic denominators the only ones that exist?
(ii) If p/q is a rational in J that has an intrinsic denominator, what is the ratio between its intrinsic
denominator qint and its reduced denominator qred?
(iii) Is the approximation function (2.2) optimal if we only consider rationals in J which come from periodic
words, and if we consider the intrinsic denominator to be the true denominator of the rational?
In Section 4 we will consider questions (i) and (iii), and in Section 5 we will consider question (ii). In
each case we have only partial results. In appears that all three questions are hard when considered in full
generality, although it seems (ii) is the hardest.
Question (i) is the easiest to deal with. In the case of the Cantor set (or more generally of a ×d-invariant
set), the answer is already well-known. The fact that every rational in J has a preimage under π which
is eventually periodic is merely a restatement of the fact that every rational number has an eventually
periodic base d expansion. We slightly generalize this result with the following lemma:
Lemma 4.2. Suppose that pa = ±1 for all a ∈ E, where pa are given by (1.1). Then every rational in J
is the image of an eventually periodic word (and therefore has an intrinsic denominator).
We next consider question (iii):
Definition 4.7. Let ψ : (0,∞) → (0,∞) be a nonincreasing function. A point x ∈ J is said to be badly
symbolically approximable with respect to ψ if there exists ε > 0 such that for all p/q ∈ Q ∩ J we have
|x− p/q| ≥ ε
ψ(qint)
qint
.
Otherwise, x is said to be symbolically well approximable with respect to ψ.
It thus follows that badly intrinsically approximable implies badly symbolically approximable, but not
vice-versa.
INTRINSIC APPROXIMATION FOR FRACTALS 5
Rather than attempting to demonstrate the existence of numbers which are badly symbolically ap-
proximable with respect to the Dirichlet function (2.2), we instead prove a Khinchin-type theorem. Our
motivation for this is that it seems less likely that the intrinsic denominator differs greatly from the denom-
inator in reduced form for the rational approximations of almost every point, than that it differs greatly
for the approximants of a single point.
An immediate corollary of Theorem 4.12 is the following:
Corollary 4.13. Let C be the Cantor set and µ the Hausdorff measure in the Cantor’s set dimension
restricted to C. Then for µ-almost every x ∈ J , x is badly symbolically approximable with respect to
ψ(q) = log(q)−(2/δ+ε) and is symbolically well approximable with respect to ψ(q) = log(q)−2/δ.
In Section 5, we restrict ourself to the case where the limit set is the Cantor set C. We begin by recalling
the following conjecture from [1]:
Conjecture 5.1 ([1, Conjecture 3.3]). If
Sn := {p/q ∈ C : gcd(p, q) = 1, 3
n−1 ≤ q < 3n}
then for all ε1 > 0 we have
#(Sn) = O(2
n(1+ε1)).
This conjecture is immediately relevant to intrinsic approximation as it implies (see [1, Corollary 3.4])
that µ(VWAC) = 0, where
VWAC := {x ∈ C : ∃ε > 0 ∃
∞p/q ∈ C |x− p/q| ≤ q−(1+ε)}.
In particular, this would imply that C \ VWAC 6=  and so the approximation exponent is optimal in
Theorem 2.1.
We cannot prove Conjecture 5.1 at this time, but we will reduce it to a simpler conjecture which a
heuristic argument suggests is true. Suppose that p/q is a rational number. The period of p/q is the period
of the ternary expansion of p/q, and will be denoted P (p/q).
The first step we make is proving the following theorem (using a result of Ramanujan [12] concerning
the number-of-divisors function):
Theorem 5.3. For every K <∞, if
S(K)n := {p/q ∈ C : gcd(p, q) = 1, 3
n−1 ≤ q < 3n, and P (p/q) ≤ K log(q)}
then for all ε1 > 0 we have
#(S(K)n ) = O(2
n(1+ε1)).
We then provide a heuristic argument to support the following conjecture:
Conjecture 5.6. For all K > 2/ log(3/2), we have S
(K)
n = Sn for all n sufficiently large. In particular
#(Sn \ S
(K)
n ) = o(1).
The following is a corollary of Theorem 5.3:
Corollary 5.4. Conjecture 5.6 implies Conjecture 5.1, implying µ(VWAC) = 0.
Acknowledgements. Both authors would like to thank Y. Bugeaud and M. Urban´ski for helpful
suggestions and comments. This work was partially supported by a grant from the Simons Foundation
#245708.
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2. A Dirichlet-type theorem for fractals
We consider a finite set (alphabet) E and denote by Er the set of all words of length r formed using
this alphabet and by E∗ the set of all words, finite or infinite, formed using this alphabet. If ω ∈ E∗, then
we denote subwords of ω by
ωn+rn+1 := (ωn+i)
r
i=1 ∈ E
r.
We denote the concatenation of ω and τ by ω ∗ τ . Furthermore, we define the shift map
σ : EN → EN
by σ(ω) = ω∞2 = (ωi+1)i∈N. If ω ∈ E
n is a finite word then we define
uω(x) := uω1 ◦ . . . ◦ uωn(x).
We define the map π : EN → R by
π(ω) := lim
n→∞
uωn1 (0)
and we define the limit set J to be the image of this map. Let δ be the Hausdorff dimension of J , and let
µ be the δ-dimensional Hausdorff measure restricted to J , normalized to be a probability measure.
Theorem 2.1 (Dirichlet for fractals). Suppose that (ua)a∈E is a rational IFS and let J be the limit set of
this IFS. Let
(2.1) γ := max
a∈E
log |pa|
log(qa)
,
where pa, qa are as in (1.1). There existsK <∞ such that for each x ∈ J and for each Q ≥ qmax := maxa qa
there exists p/q ∈ Q ∩ J with q ≤ Q such that
|x− p/q| ≤ Kqγ−1 log(Q)−1/δ.
In particular, if x is irrational then x is intrinsically approximable with respect to the function
(2.2) ψ(q) := Kqγ log(q)−1/δ.
Proof. Recall [[11, Theorem 4.14]] that the measure µ := Hδ ↿J /H
δ(J) is Ahlfors δ-regular on J , i.e.
µ(B(x, r)) ≍ rδ,
where x ∈ J and 0 < r ≤ 1.3 Thus if (xn)
N−1
n=0 is an r-separated sequence in J , i.e. if d(xn, xm) ≥ r for all
n 6= m, then the balls (B(xn, r/2))
N−1
n=0 are disjoint and so
1 = µ(J) ≥
N−1∑
n=0
µ(B(xn, r/2)) ≍
N−1∑
n=0
(r/2)δ ≍ Nrδ.
Thus there exists K1 <∞ depending only on J such that Nr
δ ≤ K1. Taking the contrapositive gives
Lemma 2.2 (Fractal pigeonhole principle). If (xn)
N
n=0 is any finite sequence in J , then there exist distinct
integers 0 ≤ n,m ≤ N such that
|xn − xn+m| ≤ rN := (N/K1)
−1/δ.
Now suppose we have x ∈ J and Q ≥ qmax. Fix N ∈ N to be determined. Let ω ∈ E
N be a preimage of
x under π. We consider the iterates of ω under the shift map σ. We apply the fractal pigeonhole principle
to the sequence (π ◦ σn(ω))Nn=0 to conclude that there exist two integers 0 ≤ n < n+m ≤ N such that if
y = π ◦ σn(ω) and z = π ◦ σn+m(ω), then |y − z| ≤ rN .
3Here and from now on the symbols ., &, and ≍ denote multiplicative asymptotics; an addition of the subscript + denotes
an additive asymptotic. For example, A .+ B means that there exists a constant C > 0 such that A ≤ B + C.
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Let u(1) = uωn1 and let u(2) = uωn+mn+1
. Then x = u(1)(y), and y = u(2)(z). Let
p(1) = pω1 · · · pωn p(2) = pωn+1 · · · pωn+m
q(1) = qω1 · · · qωn q(2) = qωn+1 · · · qωn+m
r(1) =
n∑
i=1
pω1 · · · pωi−1rωiqωi+1 · · · qωn r(2) =
m∑
i=1
pωn+1 · · · pωn+i−1rωn+iqωn+i+1 · · · qωn+m
so that
u(i)(t) =
p(i)
q(i)
t+
r(i)
q(i)
.
The unique fixed point F2 of the contraction u(2) is given by the equation
F2 =
p(2)
q(2)
F2 +
r(2)
q(2)
and after solving for F2
F2 =
r(2)
q(2) − p(2)
.
In particular, F2 ∈ Q. Let
(2.3) p/q = u(1)(F2) =
p(1)
q(1)
r(2)
q(2) − p(2)
+
r(1)
q(1)
.
Here, we mean that p ∈ Z, q ∈ N are the result of adding the fractions in the usual way, without reducing.
In particular, q = q(1)(q(2) − p(2)) ≤ q(1)q(2). Note that p/q = π(ω
n
1 ∗ [ω
n+m
n+1 ]
∞) ∈ J .
We next want to bound the distance between x and p/q. For convenience of notation let λ(i) = |p(i)|/q(i)
be the contraction ratio of u(i). Now
|y − F2| = λ(2)|z − F2| ≤ λ(2)|y − F2|+ λ(2)|z − y|.
Solving for |y − F2| gives
|y − F2| ≤
λ(2)
1− λ(2)
|z − y|.
Applying u(1) gives
|x− p/q| ≤
λ(1)λ(2)
1− λ(2)
|z − y| ≤
λ(1)λ(2)
1− λ(2)
rN .
Now λ(2) ≤ maxa λa < 1. If we let K2 = 1/(1−maxa λa) then
|x− p/q| ≤ K2λ(1)λ(2)rN
and on the other hand
q ≤ q(1)q(2).
Expanding and taking logarithms
log |x− p/q| ≤ log(K2) + log(rN ) +
n+m∑
k=1
log(λωk)
log(q) ≤
n+m∑
k=1
log(qωk).
Now for every i = 1, . . . ,m we have
log(λi) ≤ (γ − 1) log(qi)
where γ is as in (2.1). Thus
log |x− p/q| ≤ log(K2) + log(rN ) + (γ − 1)
n+m∑
k=1
log(qωk)
≤ log(K2) + log(rN ) + (γ − 1) log(q)
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and exponentiating gives
|x− p/q| ≤ K2rNq
γ−1.
Finally, recalling that qmax := maxa qa, we have
q ≤ qn+mmax ≤ q
N
max
and so letting N = ⌊logqmax(Q)⌋ gives q ≤ Q. Now since Q ≥ qmax, we have
rN ≤ (⌊logqmax(Q)⌋/K1)
−1/δ ≤ K3 log(Q)
−1/δ
for some K3 sufficiently large. Letting K = K2K3 completes the proof. 
3. Random translations and dilatations
Fix d ∈ N and E ⊆ {0, . . . , d− 1} satisfying 1 < #(E) < d, and let
J = {x ∈ [0, 1] : the digits of the base d expansion of x are in E}.
Such a set J is called a ×d-invariant set.
In this section, we consider the image of J under a random affine transformation f . We ask whether
this set intersects densely (f(J) ∩ Q = f(J)) with the rational numbers, and if so what the Diophantine
properties of the set are. For each x, y ∈ R, let fx,y be the unique affine map such that fx,y(x) = 0 and
fx,y(y) = 1. Observe that
f−1x,y(α) = (1− α)x + αy.
Observation 3.1.
(i) For λ× λ-almost every (x, y) ∈ R2, we have fx,y(J) ∩ Q = .
(ii) For µ× λ-almost every (x, y) ∈ R2, we have fx,y(J) ∩ Q = {0}.
Here λ is Lebesgue measure on R. In particular, in each of these cases fx,y(J) does not intersect the rational
numbers densely.
Proof. Since Q is countable, it is enough to fix α ∈ Q and to show that
(i) For λ× λ-almost every (x, y) ∈ R2, we have f−1x,y(α) /∈ J .
(ii) For µ× λ-almost every (x, y) ∈ R2, we have f−1x,y(α) /∈ J unless α = 0.
Now (i) follows from the fact that f−1x,y(α) is λ-random, and λ(J) = 0. (ii) follows by Fubini’s theorem
since for x fixed, f−1x,y(α) is λ-random unless α = 0. 
Philosophically, (i) says that the image of J under a random similarity does not intersect Q, and (ii)
says that if the image of J under a similarity does intersect Q, then the probability that it does so a second
time is zero. Next, we consider the question of whether an image of J which intersects the rationals twice
is likely to intersect them a third time. We will assume that the pair of points where J intersects the
preimage of Q is a µ × µ-random pair (x, y). Then the similarity must be of the form T ◦ fx,y, where T
preserves the rationals. In particular, T ◦ fx,y(J) intersects the rationals a third time if and only if fx,y(J)
does, so we will consider only the set fx,y(J) for simplicity.
Theorem 3.2. Let J be a ×d-invariant set. Then for µ× µ-almost every x, y ∈ J ,
fx,y(J) ∩ Q = {0, 1}.
In particular, fx,y(J) does not intersect densely with Q.
Proof. It is enough so show that for a fixed α ∈ R \ {0, 1}, for µ × µ-almost every x, y ∈ J we have
α /∈ fx,y(J), or equivalently
(3.1) f−1x,y(α) = (1− α)x+ αy /∈ J.
Observation 3.3. There exist x0, y0 ∈ J so that αx0 + (1− α)y0 ∈ [0, 1] \ J .
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Proof. If 0 < α < 1, let (x0, y0) be a maximal interval contained in the complement of J . Then x0, y0 ∈ J ,
but αx0 + (1− α)y0 ∈ [0, 1] \ J .
If α < 0, then let (w0, x0) be a maximal interval contained in the complement of J . Then there exist
y0 ∈ J with y0 > x0 and |y0 − x0| arbitrarily small. For such y0, we have αx0 + (1 − α)y0 < x0, and if
|y0 − x0| is small enough then αx0 + (1 − α)y0 > w0, which implies αx0 + (1− α)y0 ∈ [0, 1] \ J .
The case α > 1 is similar to the case α < 0. 
Let ω(0), τ (0) ∈ EN be such that x0 =
∑
n∈N ω
(0)
n d−n and y0 =
∑
n∈N τ
(0)
n d−n. Then
z0 := αx0 + (1− α)y0 =
∑
n∈N
(αω(0)n + (1− α)τ
(0)
n )d
−n ∈ [0, 1] \ J.
Let N be large enough so that d−N < d(z0, J). Then
[z′0, z
′
0 + d
−N ] ∩ J =  where z′0 =
∑
n≤N
(αω(0)n + (1− α)τ
(0)
n )d
−n.
In particular, the iterated function system generated by the maps (uω)ω∈EN together with the map
u0(t) = z
′
0 + d
−N t
satisfies the open set condition (the open set is any sufficiently small neighborhood of [0, 1]). Let M be
large enough so that
(3.2) (#(EN ) + 1)M > 4#(EN )M .
Let ω, τ ∈ EN be µ-random, and let x =
∑
n∈N ωnd
−n, y =
∑
n∈N τnd
−n. Then
(1− α)x + αy =
∑
n∈N
(αωn + (1− α)τn)d
−n.
For each n ∈ N let
zn =
∑
i≤MNn
(αωi + (1 − α)τi)d
−i.
Claim 3.4. For each n ∈ N,
P
(
[zn, zn + d
−MNn] ∩ J =  ↿ (ωi, τi)
MN(n−1)
i=1
)
≥ #(E)−2MN .
Proof. Fix (ωi, τi)
MN(n−1)
i=1 . To prove the claim, we need to show that there exists (ωi, τi)
MNn
i=MN(n−1)+1 such
that
(3.3)
zn−1 + MNn∑
i=MN(n−1)+1
(αωi + (1− α)τi)d
−i, · · ·+ d−MNn

is disjoint from J . (The lower bound on the probability comes from the fact that there are only #(E)2MN
possible sequences (ωi, τi)
MNn
i=MN(n−1)+1.)
Consider the set of all sequences (ωi, τi)
MNn
i=MN(n−1)+1 such that for each j = 1, . . . ,M , either ωi = τi for
all i = MN(n− 1) +N(j − 1) + 1, . . . ,MN(n− 1) +Nj, or
(ωMN(n−1)+N(j−1)+i, τMN(n−1)+N(j−1)+i) = (ω
(0)
i , τ
(0)
i ) for i = 1, . . . , N.
The number of such sequences is clearly (#(EN )+1)M . On the other hand, since the IFS (uω)ω∈EN ∪ (u0)
satisfies the open set condition, the intervals (3.3) are disjoint for (ωi, τi)
MNn
i=MN(n−1)+1 in this collection.
Thus, each MNn-level interval for J can intersect at most two of these intervals; moreover, only intervals
which intersect the interval [zn−1, zn−1 + d
−MN(n−1)] can intersect any of these intervals. There are at
most 2#(EMN ) such intervals, so by (3.2), one of these intervals is disjoint from every MNn-level interval
of J , which implies that it is disjoint from J . ⊳
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By the Borel-Cantelli lemma, for µ× µ-almost every pair (x, y), we have
[zn, zn + d
−MNn] ∩ J = 
for infinitely many n ∈ N. In particular, z = (1− α)x+ αy is contained in this interval, so z /∈ J . 
Although the image of J under a random affine transformation does not have dense intersection with
Q, the story is different if we consider only translations. For each x ∈ R, let fx be the unique translation
so that fx(x) = 0, i.e. fx(t) = t− x, and let Jx = fx(J).
Observation 3.5. For λ-almost every x ∈ R, Jx ∩ Q = .
Proof. It suffices to show that for each α ∈ R, the probability that f−1x (α) ∈ J is zero; this is obvious since
λ(J) = 0. 
However, unlike the situation with a random similarity, if a translation of J intersects Q in at least one
point, then it intersects Q densely:
Lemma 3.6. For all x ∈ R, if Q ∩ Jx is nonempty, then Q ∩ Jx is dense in Jx. Furthermore, there exists
K <∞ such that every point y ∈ Jx is intrinsically approximable with respect to the constant function
(3.4) ψ(q) = K.
Proof. Fix y ∈ Jx and p0/q0 ∈ Q ∩ Jx. For each n ∈ N, let zn be the number whose base d expansion is
found by concatenating the first n digits of x+ y ∈ J with the remaining digits of x+ p0/q0 ∈ J , starting
from the (n+ 1)st. We observe that zn ∈ J , since the digits of the base d expansion of zn lie in E. Then
rn := zn − x− p0/q0 is a multiple of 1/d
n. In particular, p0/q0 + rn = zn − x ∈ Q ∩ J and
denom(p0/q0 + rn) ≤ q0d
n.
Now
|y − (p0/q0 + rn)| = |zn − (x+ y)| ≤ d
−n
since z agrees with (x+ y) up to the first n digits. Thus
|y − (p0/q0 + rn)| ≤
q0
denom(p0/q0 + rn)
,
proving the lemma with K = q0. 
For the remainder of this section, we will consider a set of the form Jx where x ∈ J . Such a set is
representative of a translate of J intersecting Q, because any intersection of Q with J can be translated to
0.
We now discuss optimality of the approximation function (3.4). We consider the following case:
i) d is prime
ii) The set E of allowable digits contains no two adjacent integers, and contains both 0 and (d− 1).
We remark that (ii) implies that the coding map π : EN → J is injective.
Let J satisfy (i)-(ii), and let x ∈ J be a µ-random point. Then the approximation function (3.4) is
optimal in the following two senses:
• The set of badly intrinsically approximable numbers is of full Hausdorff dimension (Theorem 3.9)
• A Khinchin-type theorem holds (Theorem 3.10)
To prove these results, we begin with the following theorem:
Theorem 3.7. Suppose that J is a ×d-invariant limit set satisfying (i)-(ii). If x ∈ J is a µ-random point,
then
iii) Every rational in Jx is of the form p/d
n for some p, n ∈ N.
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Proof. Suppose that x ∈ J is a µ-random point, and let x =
∑∞
i=1 aid
−i be the base d expansion of x.
Then the sequence (ai)i is an independent and identically distributed sequence of random variables whose
common distribution is the uniform distribution on E. By the Law of Large Numbers, every finite word
in E∗ is a subword of the infinite word (ai)i.
By way of contradiction, suppose that there exists a rational p/q ∈ Q ∩ Jx whose denominator is not a
power of d. Without loss of generality assume p/q > 0; the case p/q < 0 is similar. Let p/q =
∑∞
i=1 bid
−i
be the base d expansion of p/q, and let x + p/q =
∑∞
i=1 cid
−i ∈ J . Then ci = ai + bi or ci = ai + bi + 1,
mod d, depending on whether there is a carry from the lower level terms. Write
p/q = .b1 . . . bn+mbn+1 . . . (in base d)
for some n,m ∈ N. Let k = bn+m. Fix a ∈ E \ {d − 1 − k}. Then by condition (ii), either a + k /∈ E,
or a + k + 1 /∈ E (mod d). Without loss of generality suppose that a + k /∈ E. Let τ = (a0m)n+m. (If
a + k + 1 /∈ E we take τ = (a(d − 1)m)n+m.) By assumption τ is a substring of (ai)i. Thus we can find
a0m as a substring of (ai)i such that the a corresponds to an occurence of k in p/q, i.e. there exists i ∈ N
such that
an+mi = a
an+mi+j = 0
for all j = 1, . . . ,m. Now since q is not a power of d, we have bn+j 6= d − 1 for some j = 1, . . . ,m. Thus
the zeros (an+mi+j)
m
j=1 are sufficient to ensure that there is not a carry in the (n+mi)th place, implying
cn+mi = an+mi + bn+mi = a+ k /∈ E, a contradiction. Thus p/q does not exist. 
Lemma 3.8. Suppose that J satisfies (i)-(ii), and let x = π(ω) ∈ J be a µ-random point. Then for every
ψ : N → (0,∞), a point y = π(τ)− x ∈ Jx is badly intrinsically approximable with respect to ψ if and only
if there exists K <∞ such that for every pair (n, r) ∈ N2 satisfying ωn+rn+1 = τ
n+r
n+1 , we have
r ≤ K +Ψ(n).
Here we use the notation
(3.5) Ψ(n) := − logd(ψ(d
n)).
Proof. Suppose that y is intrinsically well approximable with respect to ψ. Then for all ε > 0 there exist
infinitely many rational approximations p/q = π(η)−x ∈ Q∩Jx satisfying |y−p/q| ≤ εψ(q)/q. By condition
(iii), p/q can be written in the form p/dn for some p, n ∈ N. On the other hand, since d is prime, it follows
that the reduced form of the fraction p/dn is also of the form p/dn (possibly with different p, n). In other
words, qred = d
n for some n ∈ N. Now since π(η) − π(ω) = p/q, we have that η agrees with ω except
for the first n digits. On the other hand, we have |π(τ) − π(η)| ≤ εψ(dn)/dn, which implies that τ and η
agree on the first ⌊log1/d(εψ(d
n)) + n⌋ − 1 digits (here we are using condition (ii)). Thus ωn+rn+1 = τ
n+r
n+1 ,
where r = ⌊log1/d(εψ(d
n))⌋ − 1. Thus for all K < ∞, there exist infinitely many pairs (n, r) ∈ N2 such
that ωn+rn+1 = τ
n+r
n+1 but r ≥ K + log1/d(ψ(d
n)).
On the other hand, suppose that for all K < ∞, there exist infinitely many such pairs. For each pair
(n, r), if we define η to be the string which agrees with τ for the first n digits but then agrees with ω, we
find that the rational approximation p/q := π(η)− x ∈ Q ∩ Jx satisfies |y − p/q| ≤ εψ(q)/q. 
As an immediate consequence, we get the optimality of the Dirichlet function ψ(q) = 1:
Theorem 3.9 (Optimality). Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Then the
set of numbers y ∈ Jx which are badly intrinsically approximable with respect to the approximation function
ψ(q) = K is of Hausdorff dimension δ.
Proof. We have Ψ(n) = 0, so y = π(τ) − x ∈ Jx is badly approximable with respect to (3.4) if and only if
the length of the strings on which ω and τ agree is uniformly bounded. Thus for every k ∈ N, the set
Sk := {τ ∈ E
N : τkn 6= ωkn ∀n ∈ N}
is contained in the set of badly approximable points. On the other hand, it is readily computed (using e.g.
Hutchinson’s formula [5]) that the Hausdorff dimension of Sk tends to δ as k tends to infinity. 
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Finally, using a theorem of Levesley, Salp, and Velani [9], we are able to prove the following theorem,
which incorporates both a Khinchin-type and a Jarnik-Besicovitch-type theorem:
Theorem 3.10. Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Fix any function
ψ : N → (0,∞). Let f be a dimension function such that t 7→ t−δf(t) is monotonic. If we denote the set
of ψ-intrinsically well approximable points by WAψ,int, then
Hf (WAψ,int) =
{
0 if
∑∞
n=1 f(ψ(d
n)/dn)(dn)δ <∞
Hf (J) if
∑∞
n=1 f(ψ(d
n)/dn)(dn)δ =∞
,
where Hf is Hausdorff f -measure.
Corollary 3.11. If ψ(q) = log(q)−1/δ, then almost every point is intrinsically well approximable with
respect to ψ; if ψ(q) = log(q)−(1+ε)/δ, then almost every point is badly intrinsically approximable with
respect to ψ.
Proof of Theorem 3.10. We will use the following theorem from [9]:
Theorem 3.12 ([9, Theorem 1]). For any approximation function ψ, consider the set
WAψ,term := {x ∈ [0, 1] : |x− p/q| < ψ(q) for infinitely many (p, q) ∈ N× d
N},
i.e. the set of all points which are ψ-approximable with respect to the rationals with terminating base d
expansions.
Now suppose that J is a ×d-invariant limit set satisfying (i)-(ii). Let f be a dimension function such
that t 7→ t−δf(t) is monotonic. Then
Hf (WAψ,term ∩ J) =
{
0 if
∑∞
n=1 f(ψ(d
n))× (dn)δ <∞
Hf (J) if
∑∞
n=1 f(ψ(d
n))× (dn)δ =∞
.
In [9] the theorem is stated in the case d = 3, J the Cantor set, but the proof clearly generalizes.
Let us call a point y ∈ J badly terminally approximable with respect to ψ if y /∈ WAεψ,term for some
ε > 0. Clearly, the proof of Lemma 3.8 generalizes to the following statement:
Lemma 3.13. Suppose that J is as above. Then for every ψ : N → (0,∞), a point y = π(τ) ∈ J is
badly terminally approximable with respect to ψ if and only if there exists K <∞ such that for every pair
(n, r) ∈ N2 such that τn+rn+1 is all 0s or all 1s, we have
r ≤ K +Ψ(n).
Now let x = π(ω) ∈ J satisfy (iii). Define an automorphism Φ : EN → EN by the following procedure:
• For each n ∈ N, choose a permutation Φn of E such that Φn(ωn) = 0.
• Let Φ(τ) = (Φn(τn))n.
Clearly, Φ is an isometry of EN, and so the map φ˜ : Jx → J defined by
Φ˜(y) = π(Φ(x + y))
is bi-Lipschitz. Furthermore, Φ˜ sends rational points of Jx to left endpoints of J , whose denominator is
the same up to a constant.
Observe now that a point y ∈ Jx is badly intrinsically approximable with respect to an approximation
function ψ if and only if both Φ˜(y) is badly terminally approximable with respect to q 7→ qψ(q) (the
factor comes from a difference in notation between our paper and [9]). Thus, the Hausdorff measure of the
badly intrinsically approximable points agrees up to a constant with the Hausdorff measure of the badly
terminally approximable points. Applying Theorem 3.12 completes the proof. 
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4. The intrinsic denominator
In this section we assume that J is a limit set of a rational IFS satisfying the open set condition.
Suppose that p/q ∈ Q∩J is the image of the eventually periodic word ω ∈ EN. Fix n ∈ N so that σn(ω)
is periodic, and let m be a period of σn(ω), so that
ω = ω1 . . . ωnωn+1 . . . ωn+mωn+1 . . . .
Based on ω, n, and m, we can define p(i), q(i), r(i), i = 1, 2 as in the proof of Theorem 2.1 and we define
the intrinsic denominator of p/q ∈ J with respect to the triple (ω, n,m) to be the denominator of (2.3), i.e.
the intrinsic denominator is the number
q(1)(q(2) − p(2)).
Observation 4.1. If ω is fixed, then the intrinsic denominator is minimized when n and m are minimal.
Furthermore, this intrinsic denominator divides the intrinsic denominator of p/q with respect to any other
pair (n˜, m˜).
Thus, we define the intrinsic denominator of p/q with respect to ω to be the intrinsic denominator with
respect to (ω, n,m), with n and m minimal. The intrinsic denominator of p/q with respect to ω represents
“everything that the symbolic representation p/q = π(ω) can tell us about the denominator of p/q”.
In general, a fixed rational number could have more than one eventually periodic symbolic representa-
tion, or it could have none at all. However, we do not know of any examples of rationals with symbolic
representations which are not eventually periodic. Furthermore, in most of the cases that we care about,
this is impossible:
Lemma 4.2. Suppose that pa = ±1 for all a ∈ E, where pa are given by (1.1). Then every rational in J
is the image of an eventually periodic word (and therefore has an intrinsic denominator).
Remark 4.3. In the case where J is ×d-invariant, then this lemma is well-known (it asserts that every
rational has an eventually periodic d-ary representation). However, the lemma does not appear to be
well-known e.g. for the IFS “1/3, 1/4”
u0(x) = x/3
u1(x) = x/4 + 3/4.
Proof of Lemma 4.2. For each a ∈ E, since pa = ±1 we can write
u−1a (x) = ±(qax− ra).
In particular, if x is rational then the denominator of u−1a (x) divides the denominator of x. Thus
if ω ∈ EN is a preimage of x under π, then the forward orbit (σn(ω))n lies in the set π
−1{p/q :
q divides the denominator of x}, which is finite by the open set condition. Thus ω is eventually peri-
odic. 
For the remainder of this section, we will restrict ourselves to the case where pa = ±1 for all a ∈ E, so
that every rational in J has at least one intrinsic denominator. We will also impose the following condition
which guarantees that no rational can have more than one intrinsic denominator:
Definition 4.4. The IFS (ua)a∈E satisfies the strong separation condition if there exists a closed interval
[c, d] such that the collection (ua([c, d]))a∈E is a disjoint collection of subsets of [c, d].
For example, the IFS for the Cantor set satisfies the strong separation condition. Note that the strong
separation condition implies the open set condition, since we can take our open set to be (c, d).
From now on, we will assume that our IFS satisfies the strong separation condition. Since this condition
implies that every element of J has exactly one symbolic representation, it follows that every rational in J
has exactly one intrinsic denominator.
Notation 4.5. The intrinsic denominator of p/q ∈ J will be denoted qint, whereas the denominator of p/q
in reduced form will be denoted qred.
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Observation 4.6. We have qred | qint.
Definition 4.7. Let ψ : (0,∞) → (0,∞) be a nonincreasing function. A point x ∈ J is said to be badly
symbolically approximable with respect to ψ if there exists ε > 0 such that for all p/q ∈ Q ∩ J we have
|x− p/q| ≥ ε
ψ(qint)
qint
.
Otherwise, x is said to be symbolically well approximable with respect to ψ.
So, badly intrinsically approximable implies badly symbolically approximable, but not vice-versa.
Notation 4.8. If ω ∈ Er is a finite word, we define the pseudolength of ω to be the number
ℓp(ω) :=
r∑
i=1
log(qωi).
In the case where the set J is ×d-invariant for some d, the pseudolength of ω is just equal to log(d) times
the length of ω.
Lemma 4.9. Suppose that
i) ψ is slowly varying i.e. ψ(Kq) ≍ ψ(q) for all K > 0
ii) ψ is bounded
Then for all x = π(ω) ∈ J , x is badly symbolically approximable with respect to ψ if and only if there exists
K <∞ such that for every finite word η of length r which occurs twice (possibly overlapping) in the initial
segment ωℓ1,
4 we have
(4.1) ℓp(η) ≤ K +Ψ(ℓp(ω
ℓ−r
1 )),
where
Ψ(t) := − log(ψ(et)).
Note that if ψ(q) = log(q)−s/δ then Ψ(t) = s log(t)/δ.
Proof. Suppose that x ∈ J is symbolically well approximable with respect to ψ. Then for all ε > 0 there
exist infinitely many rational approximations p/q ∈ Q ∩ J satisfying |x − p/q| ≤ εψ(qint)/qint. Fix such a
p/q, and let τ ∈ EN be its preimage. Let n,m ∈ N be minimal such that
τ = τ1 . . . τn+mτn+1 . . .
According to (2.3), the intrinsic denominator of p/q is equal to
qint :=
(
n∏
i=1
qτi
)(
m∏
i=1
qτn+i ± 1
)
≍
n+m∏
i=1
qτi .
On the other hand, if ℓ is the largest integer for which ωℓ = τℓ, then
|x− p/q| ≍
ℓ∏
i=1
1
qτi
.
Here we have used the strong separation condition to get the lower bound. Thus we have
ℓ∏
i=1
1
qτi
. ε
(
n+m∏
i=1
1
qτi
)
ψ
(
n+m∏
i=1
qτi
)
.
Here we have used the slowly varying condition (i).
Since ψ is bounded, by choosing ε small enough we can force
∏ℓ
i=1(1/qτi) <
∏n+m
i=1 (1/qτi), which implies
ℓ > n+m. Thus we have
(4.2) τ = ω1 . . . ωn+mωn+1 . . . ωn+mωn+1 . . .
4In the sequel we shall call such an η simply a “repeat η”.
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and in particular
ℓ∏
i=n+m+1
1
qωi
. εψ
(
n+m∏
i=1
qωi
)
.
and taking negative logarithms yields
ℓp(ω
ℓ
n+m+1) &+ − log(ε) + Ψ(ℓp(ω
n+m
1 )).
Since ωℓ−mn+1 = τ
ℓ−m
n+1 = τ
ℓ
n+m+1 = ω
ℓ
n+m+1, it follows that there are infinitely many words η which are
repeated in ω but do not satisfy (4.1).
On the other hand, suppose that for all K <∞ there exist infinitely many words η which are repeated in
ω but do not satisfy (4.1). For each such η, let r be the length of the η, and let 0 ≤ n < n+m be the places
where it occurs, so that η = ωn+rn+1 = ω
n+m+r
n+m+1. Let τ be defined by (4.2), and let p/q = π(τ). Then ω and τ
agree up to at least ℓ := n+m+ r places, and a reverse calculation yields that |x−p/q| . e−Kψ(qint)/qint.
Thus x is symbolically well approximable with respect to ψ. 
We now discuss the approximability of a µ-random number x ∈ J . In the following discussion x will
always denote a µ-random number, and ω will denote its preimage under π. We write P for probability
and E for expected value, so that P(x ∈ S) = µ(S) and E [f(x)] =
∫
f(t)dµ(t). In particular, the sequence
(ωi)i is a sequence of independent and identically distributed random variables, whose distribution is given
by
P(ωn = a) = q
−δ
a = e
−δℓp(a).
Lemma 4.10. Fix n,m ∈ N and ℓ0 > 0. Let
En,m,ℓ0 := {η ∈ E
∗ : there exists r such that ηn+rn+1 = η
n+m+r
n+m+1 and such that ℓp(η
n+r
n+1) ≥ ℓ0}.
Then P(ω ∈ En,m,ℓ0) ≤ e
−δℓ0 .
Remark 4.11. It is possible that r > m, so that ωn+rn+1 and ω
n+m+r
n+m+1 overlap. Thus a naive independence
argument does not work.
Proof of Lemma 4.10. Without loss of generality suppose n = 0. For each η ∈ Em+N let
φ(η) :=

eδℓ0 η ∈ E0,m,ℓ0
0 ηN1 6= η
m+N
m+1 and η /∈ E0,m,ℓ0
eδℓp(η
m+N
m+1
) otherwise
.
Then for any η ∈ Em, we have φ(η) = 1, and for any η ∈ Em+N , we have
E [φ(ωm+N+11 ) ↿ ω
m+N
1 = η] ≤ φ(η).
A simple induction therefore yields E [φ(ωm+N1 )] ≤ 1. The result therefore follows from Markov’s inequality.

Theorem 4.12 (A Khinchin-type theorem for fractals). Suppose that (ua)a∈E and ψ are such that the
hypotheses (i) - (ii) of Lemma 4.9 are satisfied. Also suppose that ψ is nonincreasing.
i) If the series
(4.3)
∞∑
q=1
log(q)ψ(q)δ
q
converges, then for µ-almost every x ∈ J , x is badly symbolically approximable with respect to ψ.
ii) If the series
(4.4)
∞∑
q=1
log(q)ψ(q)δ
q log(ψ(q))
diverges, then for µ-almost every x ∈ J , x is symbolically well approximable with respect to ψ.
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In particular, if ψ(q) = log(q)−(2/δ+ε), then case (i) holds, and if ψ(q) = log(q)−2/δ, then case (ii) holds.
Corollary 4.13. Let C be the Cantor set and µ the Hausdorff measure in the Cantor’s set dimension
restricted to C. Then for µ-almost every x ∈ J , x is badly symbolically approximable with respect to
ψ(q) = log(q)−(2/δ+ε) and µ-almost every x ∈ J , x is symbolically well approximable with respect to
ψ(q) = log(q)−2/δ.
Proof of Theorem 4.12.
i) Fix K to be determined. For each n,m ∈ N let ℓn,m = K +Ψ(n+m). By Lemma 4.10 we have
(4.5) P
 ⋃
n,m∈N
En,m,ℓn,m
 ≤ ∑
n,m∈N
e−δ(K+Ψ(n+m)) = e−δK
∑
n≥2
(n− 1)e−δΨ(n).
If (4.3) converges, then the series
∞∑
n=1
ne−δΨ(n)
also converges. Thus for all ε > 0 there exists K <∞ such that the right hand side of (4.5) is at most
ε. In particular, the probability that ω ∈
⋃
n,m∈N En,m,ℓn,m can be made arbitrarily small. By Lemma
4.9, this implies that if x is µ-random, then x is badly intrinsically approximable with respect to ψ.
ii) Let α and β be the maximum and minimum pseudolengths of a single letter, respectively.
Fix K < ∞. Choose a random ω ∈ EN. Fix t ∈ N. For each N ∈ N, we denote by s(N) the
smallest integer such that
ℓp(ω
s(N)−1
N ) ≥ ℓt := K +Ψ(α2
2t+2).
We note that for each N ∈ N, the string ω
s(N)−1
N lies in the set
Eℓt := {η ∈ Er : ℓp(η) ≥ ℓt but ℓp(η
r−1
1 ) < ℓt}.
Consider the event
Et: For all N1, N2 distinct with 2
2t ≤ Ni < s(Ni) ≤ 2
2t+2 we have ω
s(N1)−1
N1
6= ω
s(N2)−1
N2
.
We note that if (4.1) holds, then Et must hold for all t ∈ N, due to our choice of ℓt. Furthermore,
the event Et depends only on the string ω
22t+2−1
22t , and therefore the events (Et)t are independent. In
what follows, we will prove an upper bound on P(Et).
We begin by dividing ω2
2t+1−1
22t into a sequence of subwords (ω
Nt,i+1−1
Nt,i
)i in the following manner:
Let Nt,0 = 2
2t, and if Nt,i has been chosen, then let Nt,i+1 = s(Nt,i). The sequence (ω
Nt,i+1−1
Nt,i
)i is
independent and identically distributed with distribution P(ω
Nt,i+1−1
Nt,i
= η) = e−δℓp(η).
Now for all η ∈ Eℓt , we have ℓp(η) ≤ ℓt + α. Thus ℓp(ω
Nt,i−1
22t ) ≤ i(ℓt + α) for all i. Let
Nt =
⌊
22tβ
ℓt + α
⌋
.
Then ℓp(ω
Nt,Nt−1
22t ) ≤ 2
2tβ, and so Nt,Nt − 2
2t ≤ 22t i.e. Nt,Nt ≤ 2
2t+1. It follows that the sequence
(ω
Nt,i+1−1
Nt,i
)Nt−1i=0 depends only on the string ω
22t+1−1
22t .
Fix a string τ of length 22t+1. We will prove an upper bound on Et conditioned on the event
ω2
2t+2−1
22t+1 = τ , which will then yield the unconditional bound we desire.
If τ contains two identical substrings which are members of Eℓt , then the event ω2
2t+2−1
22t+1 = τ
contradicts Et, so that P(Et ↿ ω
22t+2−1
22t+1 = τ) = 0.
Otherwise, for each i = 0, . . . , Nt − 1, the probability of the event
Et,i: ω
Nt,i+1
Nt,i
is not equal to any substring of τ
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is given by
P(Et,i ↿ ω
22t+2−1
22t+1 = τ) = 1−
∑
η∈Eℓt
substring of τ
e−δℓp(η)
and is therefore bounded above by
1− (22t+1 − ℓt − α)e
−δ(ℓt+α).
By independence, it follows that the probability that Et,i holds for all i = 0, . . . , Nt − 1 is bounded
above by
(4.6)
(
1− (22t+1 − ℓt − α)e
−δ(ℓt+α)
)Nt
.
On the other hand, if Et holds, it is evident that Et,i holds for all i = 0, . . . , Nt − 1. Thus the
probability of Et given ω
22t+2−1
22t+1 = τ is bounded above by (4.6). Since this conclusion holds for all
τ ∈ E2
2t
, it follows that the unconditional probability of Et is bounded above by (4.6).
As noted above, if (4.1) holds for every repeat η, then Et holds for all t. Since the sequence (Et)t
is independent, we have
P
(⋂
t∈N
Et
)
≤
∏
t∈N
(
1− (22t+1 − ℓt − α)e
−δ(ℓt+α)
)Nt
≤
∏
t∈N
exp
(
−Nt(2
2t+1 − ℓt − α)e
−δ(ℓt+α)
)
= exp
(
−
∑
t∈N
Nt(2
2t+1 − ℓt − α)e
−δ(ℓt+α)
)
.
In particular, if the sum
(4.7)
∑
t∈N
Nt(2
2t+1 − ℓt − α)e
−δ(ℓt+α) ≍
∑
t∈N
24t
ℓt
e−δℓt
diverges, then the probability that (4.1) holds for every repeat η is zero. Since the divergence of the
sum will be shown to be independent of K, it follows that if the sum diverges, then µ-almost every
point x is intrinsically well approximable with respect to ψ.
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Write α ≤ 22r−2 for some r ∈ N. Then∑
t∈N
24t
ℓt
e−δℓt ≥
∑
t∈N
24t
K +Ψ(22t+2r)
e−δ(K+Ψ(2
2t+2r))
≥
1
24r+2
∑
t≥r
22t
22t+2
K +Ψ(22t)
e−δ(K+Ψ(2
2t))
≥
1
3
1
24r+2
∑
t≥r
22t+2−1∑
n=22t
n
K +Ψ(n)
e−δ(K+Ψ(n))
≍
∞∑
n=0
⌊en+1⌋ − ⌊en⌋
en
n+ 1
Ψ(n)
e−δΨ(n)
≥
∞∑
n=0
⌊en+1⌋−1∑
q=⌊en⌋
log(q)
qΨ(log(q))
e−δΨ(log(q))
=
∞∑
q=1
log(q)
qΨ(log(q))
e−δΨ(log(q))
=
∞∑
q=1
log(q)ψ(q)δ
q log(ψ(q))
so if (4.4) diverges then (4.7) diverges as well.

5. Optimality of the bound
In this section, we will restrict ourselves to the case where J is the Cantor set C.
We begin by recalling the following conjecture and proposition from [1]:
Conjecture 5.1 ([1, Conjecture 3.3]). If
Sn := {p/q ∈ C : gcd(p, q) = 1, 3
n−1 ≤ q < 3n}
then for all ε1 > 0 we have
#(Sn) = O(2
n(1+ε1)).
Proposition ([1, Corollary 3.4]). Conjecture 5.1 implies that µ(VWAC) = 0, where
VWAC := {x ∈ C : ∃ε > 0 ∃
∞p/q ∈ C |x− p/q| ≤ q−(1+ε)}.
As mentioned in the Introduction, we cannot prove Conjecture 5.1 at this time, but we will reduce it to
a simpler conjecture which a heuristic argument suggests is true.
Definition 5.2. Suppose that p/q is a rational number. The period of p/q is the period of the ternary
expansion of p/q, and will be denoted P (p/q).
Theorem 5.3. For every K <∞, if
S(K)n := {p/q ∈ C : gcd(p, q) = 1, 3
n−1 ≤ q < 3n, and P (p/q) ≤ K log(q)}
then for all ε1 > 0 we have
#(S(K)n ) = O(2
n(1+ε1)).
We postpone the proof of Theorem 5.3 to the end of this section and proceed to state the following
immediate corollary:
Corollary 5.4. The following conjecture implies Conjecture 5.1, and thus that µ(VWAC) = 0:
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Conjecture 5.5. There exists K <∞ such that
#(Sn \ S
(K)
n ) = O(2
n(1+ε1)).
We will offer a heuristic argument in support of Conjecture 5.5. This argument will in fact support the
following much stronger conjecture:
Conjecture 5.6. For all K > 2/ log(3/2), we have S
(K)
n = Sn for all n sufficiently large. In particular
#(Sn \ S
(K)
n ) = o(1).
Heuristic argument for Conjecture 5.6. It is easily verified that Conjecture 5.6 is equivalent to the inequal-
ity
(5.1) lim sup
p,q
p/q∈C
q→∞
P (p/q)
log(q)
≤
2
log(3/2)
.
Our method is to estimate reality using a probabilistic model, and then show that (5.1) holds with proba-
bility one.
We will not specify our model exactly, but we will assume that it has the following property:
For each p/q ∈ Q, the digits of p/q are independent and identically distributed until they
start repeating.
We do not assume any independence of the digits of p/q from the digits of any other rational, nor any
estimate of the distribution of the periods.
Based on this assumption, if p/q ∈ [0, 1] is fixed then the probability that p/q ∈ C given that P (p/q) = m
is (2/3)m. It follows from standard probability theory that
P(p/q ∈ C and P (p/q) ≥ m) ≤ (2/3)m.
Fix ε > 0. We have
P(p/q ∈ C and P (p/q) ≥ (2 + ε) log3/2(q)) ≤ q
−(2+ε).
For each Q, the probability that there exist p, q with
q ≥ Q
p/q ∈ C
P (p/q) ≥ (2 + ε) log3/2(q)
is at most ∑
p/q∈[0,1]
q≥Q
q−(2+ε) =
∑
q≥Q
q−(1+ε) −→
Q
0.
Thus with probability one, there exists Q such that for all p, q with q ≥ Q and p/q ∈ C, we have
P (p/q) ≤ log3/2(q)(2 + ε). Rearranging yields (5.1). 
Remark 5.7. The weakest part of this heuristic argument is the fact that the randomness is not open to
a statistical interpretation. We are not saying “If you pick a rational at random, this should happen” but
rather “If you pick a random mathematical universe, then this should happen” (which of course makes no
sense as a logical statement). In fact, the former statement would be insufficient to support Conjecture 5.6
(or even Conjecture 5.5), since we need that the size of the set of exceptions in proportion to the set of all
rationals in a given range tends to zero exponentially fast.
Proof of Theorem 5.3. Let K4 = K log(3). We have
S(K)n ⊆
K4n⋃
m=1
{p/q ∈ C : gcd(p, q) = 1, q < 3n, and P (p/q) = m}.
For each q < 3n, we have
#{p = 0, . . . , q : p/q ∈ C} ≤ K52
n
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by the fractal pigeonhole principle. Thus
#(S(K)n ) ≤ K52
n
K4n∑
m=1
#{q < 3n : ∃p gcd(p, q) = 1, P (p/q) = m}.
Fix q ∈ N, and suppose that there exists p with gcd(p, q) = 1 and P (p/q) = m. Write q = 3rq˜ where
3 does not divide q˜. Then gcd(p, q˜) = 1 and P (p, q˜) = m. Furthermore the ternary expansion of p/q˜ is
(immediately) periodic. A simple calculation shows that p/q˜ = i/(3m−1) for some i = 0, . . . , 3m−1. Since
p/q˜ is in reduced form, this implies that q˜ divides 3m − 1. To summarize:
#{q < 3n : ∃p gcd(p, q) = 1, P (p/q) = m} ≤ #{(r, q˜) : 0 ≤ r < n, q˜ divides 3m − 1}
= nτ(3m − 1),
where τ is the number-of-divisors function.
The following result concerning the number-of-divisors function was proven by Ramanujan [12]:
lim sup
N→∞
log(τ(N))
log(N)/ log log(N)
= log(2).
Thus for every ε > 0, we have
τ(N) ≤ N (log(2)+ε)/ log log(N)
for all N sufficiently large. In particular, if we fix ε2 > 0 to be determined, then
τ(N) ≤ Nε2
for all N sufficiently large. Let K6,ε2 be large enough so that
τ(N) ≤ K6,ε2N
ε2
for all N ∈ N.
Combining our several equations yields
#(S(K)n ) ≤ K5K6,ε2n2
n
K4n∑
m=1
(3m − 1)ε2 ≍ n2n3nK4ε2 . 2n(1+ε1)
if ε2 is chosen small enough so that 3
K4ε2 < 2ε1 .

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