We consider random iterated function systems giving rise to Markov chains in random (stationary) environments. Conditions ensuring unique ergodicity and a \pure type" characterization of the limiting \randomly invariant" probability measure are provided. We also give a dimension formula and an algorithm for simulating exact samples from the limiting probability measure.
Introduction
In this paper, we are going to consider random iteration of functions where the function to iterate is chosen independently in each iteration step at random from a random probability distribution selected according to a stationary and ergodic sequence. This procedure generates Markov chains in random (stationary) environments and generalizes the situation known as iterated function systems with probabilities (see e.g. Barnsley and Demko (1985) ) where the probability distribution, deciding which function to iterate in each step, is nonrandom.
We can interpret the random object constructed in two di erent ways depending on if we consider the whole process as random or not. That is, we can think of the random object as a random non-homogeneous Markov chain (as we will mainly do here) or (deterministically) as one Markov chain with random transition probabilities. The latter interpretation corresponds to iteration of functions, where the choice of function to iterate in each step, is determined by a stationary sequence of random variables which is a special case of recursive chains (Borovkov (1998) ).
Random iterations according to a stationary sequence has been considered e.g. by Elton (1990) and Borovkov and Foss (1994) . The special structure of our controlling stationary sequence, e.g. the two possible interpretations of the dynamics presented above, enables a more re ned ergodic analysis which makes the theory of Markov chains in (stationary) random environments to more than a simple particular case of the stationary iteration model. A feature worth bringing to the readers attention is that the model of random iteration according to some stochastic sequence de ned on the index space of some pre-described set of functions slightly di ers from the above model in general. See Silvestrov and Sten o (1998) for ergodic results in the case of iteration according to a regenerative stochastic sequence.
The theory of Markov chains in random environments in the countable state space case was developed in papers by Cogburn (1984 Cogburn ( ,1990 Cogburn ( ,1991 and Orey (1991) . In the general case, Sepp al ainen (1994) and Kifer (1996) proved large deviation theorems. In Kifer (1998) also a central limit theorem and a law of iterated logarithms were proved. (For other convergence theorems, see also Lu and Mukherjea (1997) .)
The present paper is organized as follows. In Section 2 we will adapt the principle by Letac (1986) studying reversed iterations to prove ergodic theorems for homogeneous Markov chains to our more general non-homogeneous situation. In the paper by Propp and Wilson (1996) this method was used as a basis for their, in the theory of Markov Chain Monte Carlo (MCMC), already classical algorithm for exact simulation of random samples from the invariant probability measure of a homogeneous Markov chain. Below we show that this algorithm can be extended to an algorithm for exact sampling from the limiting probability distribution for Markov chains in random environments. Our basic distributional convergence theorem in Section 2 can be considered as a non-homogeneous generalization of a theorem in Sten o (2001). This theorem is proved under contractivity assumptions. The paper by Kifer (1996) is another main related reference here. In Section 3 we analyze the invariant probability regime generalizing a result in the homogeneous case by Dubins and Freedman (1966) . This analysis is done under additional discreteness conditions posed on the family of functions. In Section 4 we change slightly the setup. We consider the unit interval as state space and give a dimension formula under further smoothness and separation conditions. A di erent feature from the previous sections is that no contractivity assumptions are made here. Section 4 is self-contained and may thus be read separately.
Let (X; d) be a complete separable metric space, and let (R; B) denote the set of real numbers with its Borel -eld. Consider a measurable function w : X R ! X. For each xed s 2 R, we write w s (x) := w(x; s). We call the set f(X; d); w s ; s 2 Rg an iterated function system (IFS). Let ( ; F; P) be a probability space with an invertible P-preserving ergodic transformation : ! . For each ! 2 let P ! be a probability measure on R. Assume P ! (A) is measurable in ! for each xed A 2 B. Let fI n g be a sequence of inde- 
where the limit is independent of x 2 X. If we then de ne ! to be the probability distribution ofẐ ! and the \random transition kernels" are Feller continuous, then f ! g !2 will satisfy an invariance equation (see (4) below). It is well known see e.g. Shiryaev (1996) that this metric metrizes the topology of weak convergence of probability measures (on separable metric spaces).
Denote by !;x n the probability distribution of Z ! n (x). We have the following theorem: 
The family f ! g !2 satis es the invariance equation
and are uniformly concentrated in the sense of a bounded rst moment i.e. for any point x ? 2 X there exists a nite constant B (depending on x ? but not on
Furthermore, the family is unique satisfying (4) and (5). Remark 2. If we consider the the whole process as one random sequence i.e. if we de ne Z n (x) to be Z ! n (x) with probability density P(d!), and let
we have that the distribution of Z n (x) converges weakly to . The principle from the section above may be used for exact sampling from . That is, de nê Z n (x) to beẐ gd ! j ! 0; as n ! 1 (6) for any bounded and continuous function g : X ! R, and the family also satis es (4) and (5), then this family must be unique satisfying these two equations.
In fact, suppose f ! ? g is another family of probability measures satisfying (4) and (5). Then by a repeated use of (4), which equivalently can be formulated and, by writing X = (XnK) K for a su ciently large bounded set K and using (5) and (6) 
(x i+1 )) < 1 a:s:; (9) and from (7) and (9) we conclude that fẐ ?n ! n (x n )g a.s. forms a Cauchy sequence.
Now by recursively using assumption (A) we obtain that d(x; x 0 ) < 1; (11) we see that (8) holds. Thus fẐ ?n ! n (x n )g is a.s. a Cauchy sequence and converges since X is complete. Let us call the limitẐ ! (fx n g).
It remains to prove that the limit is independent of the sequence fx n g. Let 
will follow by taking limits in (16) justi ed by using the continuity in (15) and the bounded convergence theorem.
To prove (15) , let fy n g be a sequence in X with lim n!1 y n = y. Since, for and (15) is established. Thus (17) , which equivalently can be expressed as (4), holds true and Theorem 2:(4) is proved.
Proof. (Theorem 2:(5)) The validity of (5) is an immediate consequence of (2) in the case n = 0.
This completes the proofs of Theorems 1 and 2.
3 The invariant probability regime
In this section will show, that in the case of a countable set of m to 1 maps, there is a generic structure of the family of probability measures obtained in Theorem 2. In the paper by Dubins and Freedman (1966) , the case corresponding to when consists of one point was considered. We shall prove here, as suggested in Kifer (1996) , that their ideas can be extended also to give results in our setting.
A nite non-negative measure is called continuous if (4) and (5), see Theorem 2 above, this implies that f ! g consist of probability measures of pure type, and the theorem is proved.
Dimensions
In this section, we are going to consider the local behavior of the limiting family of probability measures and give a dimension formula. To obtain this, we need to consider a particular setup.
Our setup is the following; Let ( ; F; P) be a probability space with an invertible P-preserving ergodic transformation : ! . Let B(x; r) denote a ball centered in x of radius r (in Euclidean metric which we here will denote by d).
We have the following theorem; Theorem 4. Under assumptions (E) ? (G) above, for P a:a: ! 2 , we have that ! is exact dimensional, and the pointwise dimension is given by
i.e. lim r!0 log ! (B(x;r)) log r exists, does not depend on x or ! and is equal to the above expression for ! a:a: x 2 0; 1] for P a:a: ! 2 . n n log R n (21) We will see that the proof of Theorem 4 will follow from (20) and (21) log j(w ! i ) 0 (x)jd ! (x)dP (!) < 0 P a:s:; (23) where the last inequality is a consequence of Lemma 1. Since fR n g is nonincreasing in n and tends to 0 a.s., we obtain that for any (small) r there is a.s. an n such that R n+1 r R n .
Thus log ! (B(x; r)) log r log ! (B(x; R n+1 )) log R n ;
and this combined with (21) , (23) 
From (22) and (24) we therefore see that to complete the proof it remains to prove the lemmata. Proof. (Lemma 1) Since (trivially) the number of disjoint \iterated intervals" of diameter> x can be at most 1=x we have using assumptions (E) and ( Theorem 4 is proved.
