Recent work shows that downward entailment (DE) cannot be the right semantic domain that licenses negative polarity items (NPIs). Zwarts (1995) , Giannakidou (1998) , among others, argue that NPIs are licensed in non-veridical domains, those that do not entail or presuppose the truth of the propositions they embed. In this paper, based on empirical facts, I argue that DE theory is the right analysis for Jordanian Arabic. I propose an analysis of NPI licensing in which three components of grammar interface: syntax, semantics and pragmatics. Semantics defines the class of NPI licensors, pragmatics forces quantificational closure of NPIs, and syntax executes the licensing via AGREE between a phasal head and the NPI. The analysis contributes to the debate on what components of grammar are responsible for NPI licensing and provides a new perspective on the interface between different components of grammar.
Introduction
Negative polarity items (NPIs) are linguistic expressions that must occur in special semantic domains, among which are negatives, yes-no (YN) questions, and conditionals, as exemplified below.
(1) a. John did not publish any papers last year. b. Have you ever been to Thailand? c. Should you have any questions, please do not hesitate to ask.
Much work has been done to characterize the domains that license NPIs. Some work proposes semantic accounts (Fauconnier, 1975; 1979; Ladusaw, 1980; Linebarger 1987; Kadmon and Landman, 1993; von Fintel 1999; Giannakidou, 2001 , and many others). Other work argues for syntactic accounts (Lasnik, 1975; Progovac, 1993) . Few studies propose syntactic-semantic analyses (Chierchia, 2004, e.g.) . The main point of difference between syntax-based and semantics-based accounts is that the former derives licensing using syntactic principles like locality while the latter captures licensing by characterizing the semantic nature of NPIs or the semantic nature of the contexts in which they occur. This paper contributes to the debate on which components of grammar might be responsible for NPI licensing. Citing evidence from Jordanian Arabic (JA), the paper proposes that NPI licensing involves interfacing between syntax and semantics/pragmatics: the class of NPI licensors is defined semantically, and the motivation behind licensing is quantificational closure (Chierchia, 2004) , but the mode of licensing is syntactic. The rest of the paper is organized as follows. Section 1 reviews two of the main prominent studies on NPI licensing: the downward entailment and the nonveridicality theories. Section 2 presents the semantic and syntactic distribution of NPIs in JA. Section 3 presents an analysis of the facts. The last section is a conclusion.
Downward Entailment Vs. NonVeridicality
In this section, I review two of the main prominent studies on NPI licensing, namely the downward entailment (DE) and the non-veridicality (NV) theories, showing their strengths and weaknesses. This section lays the background for my contention that DE analysis is the right generalization for NPI licensing in JA.
The word "negative" in "negative polarity item" is used for convenience. DE contexts include, in addition to negation, the protasis of conditionals, the restriction of a universal quantifier, the scope of antiadditive quantifiers such as no, among others. Fauconnier (1975; 1979) and Ladusaw (1980) argue that the contexts that license NPIs share the property of being DE contexts; they allow inferences from supersets to subsets. This view has been adopted in much later work (Linebarger, 1987; Kadmon and Landman, 1993; von Fintel, 1999; Chierchia, 2004, among many others Giannakidou (1998; 2006 , and subsequent work), Zwarts (1995) , among others show that the DE theory of NPI licensing is problematic, as not all the licensing domains are DE. First, NPIs are licensed in yes-no (YN) questions although they are not DE contexts. YN questions do not entail the truth from supersets to subsets as illustrated in (4b). For the rest of the paper, I use the right arrow to mean "entails", and an arrow that is preceded by NOT to mean "does not entail".
(4) a. Are you getting any vegetables from the grocery store? b. Are you getting vegetables from the grocery store? NOT → Are you getting bananas from the grocery store?
In addition, Lin (1996 ), Haspelmath (1997 , Lahiri (1998) , Dayal (1998) , Giannakidou (1998) , and many others show that some non-DE contexts may also legitimize NPIs. These include, just to mention a few, modals (5), imperatives (6), and complements of intensional verbs such as insist (7). In (6b), for instance, it is clear that imperatives do not entail truth from supersets to subsets. The same is true for all the examples that immediately follow.
(5) a. Mary will buy any book she sees.
b. Mary will read a book. NOT → Mary will read Animal Farm.
(6) a. Call anyone upon your arrival! b. Read an article on terrorism by the end of this week! NOT → Read an article on terrorism in Europe by the end of this week! (7) a. The government insisted that the soldiers should not let any refugees in. b._The President insisted that undocumented immigrants should be deported. NOT → The President insisted that undocumented young immigrants should be deported.
Those non-DE contexts also license another set of items, referred to as free choice items (FCIs) (Ladusaw, Dayal 2004, Jayez and Tovena, 2005 , among many others).
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An FCI is acceptable only in contexts that involve explicit or implicit quantification over alternatives; it must be assigned a different value in each possible world. More specifically, an FCI contains a world variable that cannot be bound by a text-level quantifier and must be bound by an intensional operator such as a modal, habitual, or generic operator (Giannakidou, 2001 FCIs are restricted by non-episodicity (Giannakidou, 2001) ; that is, they appear only in contexts that make no reference to a particular event. This is why negative episodic statements, as well as positive ones, do not license FCIs; these contexts do not refer to a specific event:
The distinction between NPIs and FCIs will become significant to the discussion in section 3 when I show that in JA some items are ambiguous between NPIs and FCIs.
To characterize the wide range of contexts that license NPIs, Giannakidou (1998) , Zwarts (1995) , among others, propose that NPIs are licensed in the domain of non-veridical (NV) operators. An NV operator does not entail the truth of the proposition it embeds. If the truth of a proposition p is not entailed in the domain of an operator F, then F is a non-veridical operator. The NV theory explains the ungrammaticality of NPIs in the context of positive existentials, for instance. These contexts do entail the truth of their propositions. In (10b), it is entailed that there is a mouse in the basement, which is why any is unacceptable here.
(10) a. *There is any mouse in the basement. b.∃x∃w[x is a mouse and x is in the basement in w].
The NV theory also captures NPI licensing in DE contexts because DE contexts are also NV. In (11a) and (12a), any is licensed because the negative operator and the protasis of the conditional do not entail the truth of the propositions they embed, respectively.
(11) a. The lawyer did not find any witness to testify in favour of her client. b.¬∃x∃w[xis a witness and the lawyer found x to testify in favour of her client in w].
(12) a. If the government passes any laws to ban refugees from entering the country, hundreds of protests will erupt across the country.
b. ∃x∃w[x is a law and the government will pass x this month in w].
The NV theory also explains NPI licensing in YN questions. YN questions are nonveridical because they do not entail the truth of the proposition, as shown in (13) for (4a) above.
(13) ¬∃x∃w[x is a vegetable and you are getting x from the grocery store in w].
The NV theory, however, does not predict the pattern of NPI licensing in some veridical contexts (Horn, 1996; Giannakidou, 2006) . For instance, English any and a class of NPIs called minimizers (e.g., a red cent) are licensed in the scope of only, which is a veridical context. In (14a), the proposition that only scopes over is entailed to be true; still, the sentence licenses the NPI. The same applies to (15a), in which a minimizer is licensed in the scope of only. (15) a._Only John gave a red cent to charity. b.∃x∃w [x is a red cent and John gave x to charity in w]. Horn (1996) argues that NPIs are licensed in the scope of only by virtue of the negative assertion it invokes. Only John ate a vegetable asserts that nobody other than John ate a vegetable. The negative indefinite is what licenses the NPI here. Giannakidou (2006) explains the behaviour of only by assuming a "rescuing" mechanism. An expression is rescued in the scope of a veridical operator if the proposition's global context C makes a proposition S that has an NV operator available. The global context includes a set of propositions that arise from an expression without necessarily being entailed by it. In (16), only invokes negated focus alternatives that rescue the NPI.
(16) a. Only John read anything.
b. The sentence presupposes that John read something (=(=∃x∃w[John read x in w]) and asserts that no one else read anything (=∀x.xisnotJohn→¬∃y.xready)
The rescuing strategy, nonetheless, does not seem to be an attractive explanation of the facts. It is not clear what factors control this strategy, and why other veridical contexts do not allow it. As shown above, both DE and NV theories have scopal issues: NPIs appear in domains outside the scope of the domains each of the theories defines as NPI licensing. In the next section, I show that JA does not allow NPIs in non-DE domains, making the DE theory superior to the NV theory. In order to achieve this goal, two main issues need to be addressed: (i) NPI licensing in YN questions, which are non-DE, and (ii) NPI licensing in other nonveridical contexts that also license free choice items. In particular, I will show that JA does not license NPIs in YN questions, and licenses NPIs in non-DE contexts only when they have free-choice reading. This will leave us with the generalization that NPIs are only licensed in DE contexts in JA.
2. The distribution of NPIs in JA JA shows two classes of NPIs: (i) NPIs that are only licensed in the domain of sentential negation, and (ii) NPIs that are licensed in the domain of DE operators. Benmamoun (1997) The same locality constraint applies to the restriction of the universal quantifier koll 'all'. Note that while it is grammatical for a weak NPI to appear in a clause that restricts the universal quantifier (50a), it is ungrammatical for it to appear in a clause embedded further in the restricting clause (50b). (50) 
Analysis
Before I propose an analysis of NPI licensing in JA, I will provide the necessary background. Kadmon and Landman (1993) propose that any widens the quantificational domain that would otherwise be considered. Domain widening leads to strengthening in the scope of a DE operator. Widening in nonlicensing domains leads to weakening. In (51b), any widens the domain of friends that the hearer should consider unnecessarily, causing the sentence to be weak or less informative.
(51) a. Julia invited a friend to her graduation ceremony. b. *Julia invited any friend to her graduation ceremony.
On the other hand, in DE contexts, domain extension makes the statement stronger and more informative. In (52), any widens the domain of friends to include all sets of possible friends, and by negating this widened domain, the proposition that 'Julia did not invite a friend' becomes stronger.
(52) Julia did not invite any friend to her graduation ceremony.
Chierchia (2004) proposes that the domain expansions triggered by the NPI must be universally closed, and this closure must lead to strengthening, making the proposition more informative.
(53) Strengthening/blocking Domain expansions must be universally closed. Such closure must lead to strengthening with respect to the meaning of the plain indefinite. (Chierchia, 2004, 76, 113) Chierchia points out that although strengthening is a pragmatic effect that should be checked globally, the actual licensing of the NPI/quantificational closure is accomplished syntactically, respecting locality restrictions. The licensing takes the form of feature checking: a head with a [+DE] feature checks that feature on the NPI via AGREE (Chomsky, 2001 ). This assumption is not new. As brought to my attention by an anonymous reviewer, van der Wouden (1994, p.58) also makes a similar assumption about Dutch; he assumes that the embedded clause under matrix negation is anti-additive, which is what the analysis proposed here does: it endows the clause in the scope of negation/DEoperator with some semantic property/feature. Also, as pointed out to me by the same anonymous reviewer, the analysis here has similarities to Laka (1994) in which it is assumed that negative predicates (e.g., deny) select a clausal complement in which the complementizer is endowed with [+NEG] feature.
To illustrate in English, in (54a), two [+DE] feature-bearing heads take scope over the NPI; widening does not lead to strengthening because the global domain is positive; still, the NPI survives. Here the NPI is licensed by the most local [+DE] bearing head, which is the embedded negation.
(54) (Chierchia, 2004, 73 , (107) Turning to JA, as shown in section 3, NPI licensing in JA is restricted by syntactic locality, whether the NPI is strongest or weak. To capture the locality, I will assume that CP is a phase (Chomsky, 2001 ) and quantificational closure is accomplished by AGREE between the phasal head C and the NPI. Structures are built countercyclically, in a top-down fashion. Two instances of AGREE occur during the derivation. The first is AGREE between the phasal head and the lexical item that triggers the licensing. The second AGREE occurs between C and the NPI, resulting in checking of undefined features on the NPI. I define the licensing condition of NPIs in JA below: [+DE] feature via AGREE with a local head with the relevant feature, or inherently if it is a conditional C (in the protasis).
be locally licensed in the scope of negation. I assume that the sentence is a CP. C carries the licensing feature, which it gets via AGREE with the negative marker ma, as shown in Figure 1 below.
(56) Salma ma nashara hatta-lauu Salma NEG publish.3SG.F even-if ktab book 'Salma didn't publish any book.' If we turn to other DE domains, like the restriction of the universal quantifier koll 'all', the locality of NPI licensing can also be explained. For example, the licensing mechanism I propose derives the contrast between (58a) and (58b). (58) Licensing in the protasis is also restricted by locality. It is ungrammatical for a weak NPI to occur in a clause embedded within the protasis (60). Again, this restriction is captured by my analysis by allowing only the phasal node to check the NPI within the phase.
(60) *idha Ali gal inn.u dafaᶜ fils if Ali said.3SG.M that.pay.3SG.M cent ahmar ka-zakah, mish rah red as-donation NEG FUT a-Sadig=uh PRES.1SG-belive=3SG.M 'If Ali said that he will pay a red cent as a donation, I will not believe him.'
The analysis proposed above provides a simple account of the locality restrictions in JA. It also shows the different components of the grammar interface in NPI licensing: semantics, pragmatics and syntax. Semantics defines the class of NPI licensors; pragmatic principles motivate the need for quantificational closure (informativeness); syntax forces locality (AGREE and phases).
Conclusion
To conclude, in this paper I have demonstrated that the DE theory better accounts for the distribution and licensing of NPIs in JA. That YN questions do not license NPIs in JA and my contention that the occurrences of some NPIs in non-DE domains are FCIs give the DE theory a better standing than the NV theory for JA. The analysis also shows that different components of the grammar interface in the licensing of NPIs, which is an issue that is yet to be investigated for many other phenomena that fall in the area between syntax and semantics or pragmatics. There is still the question of whether this analysis can be generalized to other languages, which I leave for future research.
