A form of the conservation equations for fluid dynamics is presented, deduced using slightly less restrictive hypothesis than those necessary to obtain the well known Westervelt equation. This formulation accounts for full wave diffraction, nonlinearity, and thermoviscous dissipative effects. A 2D finite volume method using the Roe linearization was implemented to obtain numerically the solution of the proposed equations. In order to validate the code, two different tests have been performed: one against a special Taylor shock-like analytic solution, the other against published results on a HIFU system, both with satisfactory results. The code is written for parallel execution on a GPU, thus improving performance by a factor of over 60 when compared to a standard serial execution finite volume code.
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I. INTRODUCTION
Conservation principles constitute the main starting point for the obtention of the fundamental equations in acoustics. A wide variety of acoustic phenomena can be modeled by adding certain hypotheses to these principles in accordance with the characteristics of both the medium involved and the type of solution sought. Since these hypotheses generally take the form of restrictions, some models are more restrictive than others, but they usually posses solutions which are more easily found and expressed, e.g. the linear hypothesis leads to the well known linear wave equation and its general analytic solutions. When the linear hypothesis is relaxed, the resulting equations will involve nonlinearity to some degree. The better known equations of this type are, listed from less to more restrictive 1,2 : the Kuznetsov equation 3 , the Westervelt equation 4 , the KZK equation 3, 5 , and the Burgers equation. Of fundamental importance in distinguishing between these equations are the directions of propagation allowed. After the Westervelt equation, the hypothesis necessary in order to permit simplification of the model and obtention of the KZK and Burgers equations, is a restriction to propagation at small angles from a certain axis (quasi-planar propagation) in the case of the KZK equation, and strictly along the axis (planar propagation) for the Burgers equation 2 . Other nonlinear acoustic models take into account the joint effects of nonlinearity and different properties of the medium, such as the presence of bubbles 6 , relaxation processes 7 , dispersion in shallow water 8 , and frequency-dependent absorption in tissues 9 . Furthermore, many of these models have extensions for special cases, e.g. the Burgers equation can be generalized to describe cylindrical and a) Author to whom correspondence should be addressed. Electronic mail: pablo.rendon@ccadet.unam.mx spherical propagation 10 .
With a few notable exceptions, solutions for all of these nonlinear equations, when known, can only be expressed in non trivial forms, and tools like numeric methods are often required to investigate their nature. Numeric methods, and the means required to implement them, have been in continuous development in recent years. As a consequence, many publications have been devoted to the description of the more restricted models, like the plane Burgers equation 10 , whose exact solution has known analytical expressions [10] [11] [12] . Nevertheless, even in this case, numeric methods have certainly played an important role 13 . Afeter that, the KZK equation became a widely used model for diagnostic and therapeutic medical applications 9 , and most of the known solutions have been obtained only by numerical means 14 , including some more recent extensions of the model where the restrictions in propagation direction have been partly relaxed [15] [16] [17] [18] . Modern medical applications, such as extracorporeal shock wave therapy 19 , focus control of high intensity focused ultrasound (HIFU) in heterogeneous media 20 , and ultrasound imaging 21 , are now demanding more sophisticated solutions to describe systems where the geometric complexity of the nonlinear acoustic field is important. Thus, in recent years, a number of schemes have been produced concerned with implementing methods which are not restricted in terms of the propagation direction [20] [21] [22] [23] [24] [25] [26] [27] , as required in order to solve the Westervelt and Kuznetsov equations. These are sometimes referred to as full wave methods 26 . To the best of our knowledge, no general analytic solutions are known for the full wave case either for the Kuznetsov or the Westervelt equations. In the present work we aim to give a full wave numerical solution to a set of conservation laws, obtained using slightly less restrictive hypotheses than those necessary to arrive at the Westervelt equation. As a first step, our scheme has been implemented only for a homogeneous medium.
A great number of numeric methods have been used
Finite volume nonlinear acoustic propagation 1 to solve the nonlinear acoustic field, some of them operating over time domain 20, [25] [26] [27] , while others involve calculations over the frequency domain 17, [22] [23] [24] 28 . The numeric method developed in the present work is a finite volume method, a time domain method. These methods are based on conservation laws, giving them from the start an intrinsic relation to the equations that conform the basis of all acoustic wave models. Finite volume methods have been successfully applied in systems exhibiting nonlinear propagation effects, such as shallow water waves 29 , vehicle traffic flow 30 , and acoustic propagation 31 , among others. In the present work, the CLAWPACK 32 code, which serves as a standard for finite volume schemes, has been used solely as a reference for execution time. We have written a C++/CUDA code, described in the following sections, to execute the finite volume method in a GPU graphic card, which notably improves overall performance compared to serial schemes such as the one mentioned above. Whereas in the recent literature it is a common practice to use parallelized code for this kind of simulations, this code is mainly run through clusters 15, 20, 21, 23, 27, 33 , and GPU execution is just starting to be used 25, 28, 34 . The paper is organized as follows: the relevant equations for this study are described in Section II; the numeric procedure is described in Section III; validation tests for the numeric method, and details of their implementation, are given in Section IV, and discussion and conclusions are presented in Section V. Finally, the details for obtaining the set of equations we propose are included in Appendix A.
II. EQUATIONS
The Westervelt equation is a classical model for nonlinear acoustic propagation, and in standard form is given as
where p is the acoustic perturbation pressure, ∇ 2 is the Laplacian for spatial variables, t is time, c 0 is speed of sound for small signals, β is the coefficient of nonlinearity 35 , δ is sound diffusivity 36 (see Appendix A). It was originally obtained in 1963 by P. J. Westervelt 4 and describes an acoustic propagation taking into account the competing effects of nonlinearity and attenuation, the relative magnitude of which are given by the values of the coefficients β and δ respectively.
As described by Hamilton and Morfey 2 , the Westervelt equation can be obtained from the conservation laws for a viscid compressible fluid, assuming the following set of hypotheses: (i) the flow is irrotational, (ii) the equilibrium state of the fluid has null flow, (iii) the perturbation expansion can be truncated at orders 2 and s (where is the Mach number = u/c 0 , with u a typical particle velocity, and s is the specific entropy deviation over the equilibrium state), (iv) the ratios of the perturbation values over the equilibrium values are of order for ρ (density), p (pressure), and T (temperature), (v) first-order relations can be used in the second-order equations; and finally, (vi) the Lagragian density can be neglected. We have used the same hypotheses, except for the last one, over the same initial set of conservation laws, to obtain a different form of these conservation laws, as follows: 
is the associated equation of state, ⊗ denotes outer product, and I is an identity matrix.
Equations of this kind are sometimes called balance laws because of the presence of the source term 37 , p. 375, identified above as the right hand side of equation (2b). A detailed description of the procedure to obtain (2) can be found in Appendix A. The advantage afforded by this balance law system of equations is that permits the implementation of a numerical finite volume method, described in Section III, to obtain numerical solutions. Additionally, the fact that expressions (2) were obtained under slightly less restrictive hypotheses than the Westervelt equation, makes them slightly more general and could thus be expected to describe a wider variety of acoustic nonlinear dissipative phenomena.
III. NUMERIC METHOD
For the rest of this paper only two spatial dimensions are considered. The theory presented in Section II and Appendix A is valid for three spatial dimensions, but we have chosen to restrict our implementation, for the moment, to two dimensions, mainly to keep down computational costs.
Using a variable renormalization
where L a is typical length in the system, the equations (2) can be rewritten in non-dimensional differential conservation law form 38 , as follows:
where q is the vector of conserved quantities, f j is the vector containing their fluxes, and ψ is a source term.
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These vectors are written in the following form:
is a dimensionless form of the sound diffusivity δ as given by Lighthill 36 , and the parameter β is the coefficient of nonlinearity 35 .
In order to implement a fractional step method, which is convenient because it allows us to deal with simpler equations, we use the following decomposition
where dfj dq is a 3 × 3 Jacobian matrix. The fractional step method in this case consists in applying consecutive numerical schemes for equations (6) , (7), and (8). That is, for every time step, the initial state of the mesh is used in a numerical scheme for the first equation, then the result is used as input for a numerical scheme of the second equation, and so on. Since (6) and (7) are essentially the same equation, switching positions 2 and 3 in every vector, they can be solved numerically with the same scheme. For this reason, we have dropped the j subscript in the following sections. To obtain a numerical solution for expression (8) , a standard central finite difference second-order method was used.
A. Finite volume method
A numerical solution to equation (6) is sought using a finite volume high-resolution method 37 , p. 121, of the form
where, as usual in finite volume methods,
Expression (9), is in principle, a numeric method formulated for a linear system of conservation laws. The procedure needed to use it with a nonlinear system is briefly described below, and further details can be found in LeVeque's textbook 37 , Chap. 15. Expression (9) dq , which is dependent on q because of the nonlinear character of equation (4), and is thus dependent on position. This matrix is evaluated at i − 1/2 to determine the flux between cell i and cell i − 1, and at i + 1/2 to determine the flux between cell i + 1 and cell i. We have implemented a Roe linearization 37,39 scheme to approximate this matrix The second term in expression (9) is constructed with terms sometimes called fluctuations 37 , p. 80,
where
and α p i−1/2 just represent a normalization of the eigenvectors r p i−1/2 in order to satisfy
The definitions in equations (10) and (11) correspond to a Godunov first-order method. What this means is that if the third term of equation (9) were absent, and as it is shown below this could eventually happen, then equation (9) , because of its second RHS term, would have the form of a Godunov method.
The third term in the RHS of expression (9) is a flux limiter 37 , Chap. 6, of the form
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The idea here is to have a coefficient θ p i−1/2 that becomes 1 when the solution is smooth. When this happens, expression (9) is precisely a second-order Lax-Wendroff method, but when the solution has an abrupt change this coefficient becomes zero and we are left with a first-order Godunov method. Most of the time this coefficient is neither 0 or 1 -it approaches one or the other depending on the smoothness of the solution.
When substituting expressions (10), (11), and (12) into equation (9), it is noticeable that equation (9) is a sum over families of waves indexed with p. This decomposition is just an eigenvector representation of the system. The coefficient θ 
B. Roe linearization
As we have previously said, we need a matrixÂ i−1/2 which approximates df dq at the middle point between i and i−1, for any given i. Since f is a nonlinear function of q, it is expected thatÂ i−1/2 will be a function of Q i and Q i−1 . For the purpose of linearization this matrix is considered constant in a finite volume method constructed for the linear case, as in expression (9) .
Two properties are expected of such approximations 37 , p. 316:
• consistency, i.e. convergence to df dq when Q i → Q i−1 , and
• diagonalizability by means of real eigenvalues.
The Roe linearization is a technique designed to find a matrix which, apart from the previous properties, satisfies
which is a useful property because it ensures the method will be conservative. Furthermore, for the shock wave cases, where there is a region with a strong change for a single p wave family, i.e. much bigger than the changes in other wave families, expression (13) implies this p-wave is (in the limit) an eigenvector ofÂ i−1/2 , which is the case
and performing the integrals
the desired matrix, satisfying all of the properties mentioned above, is found:
The eigenvalues of this matrix are
and the respective eigenvectors are not difficult to obtain. A limitation of this method is evidenced by analysis of expressions (14) and (15): if the perturbations are large enough the eigenvalues become complex, and can no longer be used in the way we have described. In practice, we simply stop the simulation whenever this happens. We remark that this limitation is not inherent to the linearization, as the eigenvalues of df dq present the same problem. It may be that this is simply a manifestation of the validity of the perturbation techniques used to obtain equations (2).
IV. IMPLEMENTATION AND VALIDATION
The mesh used in all the simulations was Cartesian with ∆x 1 = ∆x 2 = ∆x; in what follows, only ∆x is Finite volume nonlinear acoustic propagation 4 used. The value of ∆t was controlled by the CFL value ν = ∆t ∆x max{s
where the maximum is taken over the entire mesh, in both directions, and over the three possible values of p.
In every time step the value of ∆t was adjusted, using the ν calculated in the previous step, to maintain ν around some wished value ν W and so that its value is always less than 1; see 37 , p. 96, 312.
Since all the simulations presented in this work use only wave packets, then it is possible to save computational resources by using a mobile domain. Following Albin et al. 23 , two stages of the simulation were implemented: in the first stage, from t = t 0 < 0 to t = t 1 > 0, the domain stays still and the boundary condition introduces the propagating wave until it reaches the center of the domain at t = t 1 ; in the second stage the domain moves with the propagation wave. Additionally, the time scale was adjusted to have t = 0 when the center of the packet was precisely on the left border, and the value of t 0 was chosen for the packet to be numerically zero at machine precision. Making use of this technique the simulations were performed in domains as long as 100 wavelengths.
To validate the code, two sets of tests were performed. Firstly, in Section IV.A, against a Taylor shock solution 12 , which is an analytic plane wave solution. This constitutes a test for nonlinearity and diffusivity, but not for full wave diffraction, because of its plane nature. As we have previously said, no analytic solutions showing full wave diffraction are known, to our knowledge. Thus, the second set of tests were performed against another numeric solution for a HIFU (high intensity focused ultrasound) system, obtained by a different method by Albin et al. 23 , in this case a pseudospectral Fourier continuation method. The results of this comparison are presented in Section IV.B.
The present code is written in C++/CUDA v5.0, and it was executed on a Tesla C2075 GPU graphic card (448 cores and 6GB on RAM), installed on a standard PC i3-550 with 16GB on RAM, running Debian/Sid. The finite volume code used for performance comparison, described in Section IV.C, was executed on the same computer. All the simulations presented here were performed with double precision.
A. Validation against a plane wave analytic solution
It is straightforward to verify that equation (1),
where (3) and (5) were used. It is then reasonable to expect that a similar expression could be a solution to equations (4). After some algebra it can be shown that (4), only O( 3 ) terms remain, and these terms can thus be neglected at the same approximation order.
For the simulations in this section, all the boundary conditions (left, right, top, and bottom) were taken to be of the form of the analytic solution (17), for both stages. As can be seen from equation (17), in this case the independent values of β andδ are not importantonly their ratio is. For all following simulations, we have chosenδ/β = 10 −4 . It is a well-known fact that there are issues concerning the propagation direction in Cartesian meshes 21, 27 , because at cell scale the simulation fluxes are horizontal or vertical, but never diagonal. In order to appreciate whether these issues pose a problem for our code or not, we tested propagation at several propagation angles θ T , measured from the x 1 -axis: 0, π/32, π/16, π/8, π/4. These angles are thought to be representative of most of the relevant possibilities because of the symmetries of the numeric method: propagation at θ T = 0 is aligned with the mesh in the same way as propagations at θ T = π/2, π, 3π/2 are. Also, since spatial variables can be interchanged, a variety of other angles are equivalent: for example, propagations with θ T values π/16 and π/2 − π/16 would yield the same results. Equations (17), as they are, correspond to θ T = 0; to use them with a different value of θ T , we have applied a standard rotation change of variables.
Other important parameters with respect to quality of results are ν W and (∆x) −1 . With regard to the former, we recall that the value ν W only approximates the real CFL value ν. In order to calculate this difference, its standard deviation was measured, with the result that it never exceeded the value 10 −8 . Regarding the latter, for which we use letter η = (∆x) −1 , the value of L, in equation (3), was chosen as the distance between points of the wave such that the amplitude at these points is 10% and 90% of the maximum amplitude. In dimensionless variables the distance then equals 1, and in this case η then represents the number of cells across the shock wave. Figure 1 shows how a typical simulation looks like, in this case for θ T = π/8, η = 82, and t = 100, that is, after the wave has traveled a distance 100 times larger than its width. In figure 2 transverse cuts are shown, all of them also for θ T = π/8 and t = 100, over a ξ-axis normal to the propagation, but for different values of ν W and η. A very good agreement is observed, in figure 2, for θ T = π/8, and similar agreement is observed for the rest of the tested θ T values. 
where reference is the analytic solution, and · stands for the L2 norm, in this case integrated over a 10-unit length centered along a straight line normal to the propagation, as shown in figure 2 , for t = 100. It can be observed that the error in all cases is below 3%, and for our finest mesh, with η = 82, the error is below 1%, so that we may consider our numeric solution to be in very good agreement with the analytic solution. Its behavior as a function of η and ν W is monotonically decreasing as the mesh is refined, that is, when ν W → 0 and η → ∞.
In spite of this, it is not always a good idea to use a low ν W value, as in some cases larger values would not much increase the error and would certainly make the simulation faster. Tests for ν W > 1 were attempted, but they yielded only unstable results.
In Figure 3 we appreciate that E as a function of θ T is not monotonic, and depends, rather, on mesh refinement, but we can also see that the impact of θ T on the error is smaller as the mesh is refined, and even in the worst of the presented cases the error is still less than 3%.
B. Validation against another set of full wave numeric results
For this second test the results of Albin et al. 23 were used as reference, and simulation conditions were reproduced as closely as possible.
The boundary conditions for this simulation vary according to the region: for the first stage, and when x 1 = 0 and 0 ≤ x 2 ≤ a, where a is just a constant that is interpreted below, the boundary conditions are obtained by means of
Finite volume nonlinear acoustic propagation 6 where τ = t + For the rest of the left border (x 1 = 0, a < x 2 ), and the top and right borders, a zero-order extrapolation has been used, which is a simplified version of absorbing boundaries 37 , p. 131. The bottom border, which is treated in a reflective manner, makes use of the symmetry of the problem and reduces the calculations by half. In the second stage, the complete left border was taken to be a zero-order extrapolation and the other borders remained as they were.
These boundary conditions, particularly equations (19), correspond to parabolic approximation of a cylindri- cal symmetric wave packet entering the domain through a window of width 2a, the center of this cylinder is the point x 1 = F , x 2 = 0, but as can be seen in figures 5, 6, and 7 (discussed below), the focal point, corresponding to the global maximum, is slightly shifted toward x 1 = 0. In this case L, in equation (3), was taken to be equal to the wavelength, so that in dimensionless variables the wavelength is 1, and η is the number of cells per wavelength.
Simulations were performed for the combinations of the following values: a = 10, 20, 30, η = 20, 41, 82, and ν W = 0.6, 0.7, 0.8, 0.9, 0.99. As pointed in out in the previous section, the ν W value does not exactly match the real CFL value, which led us to measure standard deviation as well, and it was in all cases lower than 10 distance 100 times larger than the wavelength. An upper view of a typical simulation is shown in figure 4 . The values reported by Albin et al. we have used to make comparisons are the pressure maximum over the propagation axis, with, in this case x 2 = 0. Since our equations (2) are not written in terms of pressure, as are the results we are using for comparison, the first order approximation p = c 2 0 ρ was used, which means that our q 1 variable corresponds to their ratio p p0 . In order to avoid a transitory state, the maximum pressure was measured using the central peak in the wave packet.
The comparison between schemes is illustrated, for pressure maximum over the propagation axis, using our finest mesh (η = 82) in figures 5, 6, and 7. The lobe structure in the aforementioned figures, e.g. from x 1 = 0.5 to x 1 = 0.8 in the case a = 30 (figure 7), is a consequence of the interaction of the wave packet we introduce, and which can be identified in figure 4 as the high contrast line pattern, with an edge wave formed at x 1 = 0, x 2 = ±a, because of diffraction, and which is represented in figure  4 by means of lighter line patterns. The error analysis shown in figure 8 was calculated using expression (18) and integrating over the x 1 -axis. In this case the error tends to zero when η → ∞, which corresponds to a refinement of the mesh, and it is under 4% for all cases with the finest mesh, η = 82. Moreover, E has a non-monotonic behavior as a function of ν W , but does not exhibit large variations within the ν W tested range, which is qualitatively better for values tending to ν W = 1. Thus, for the case η = 82 we conclude that a very good agreement is obtained.
C. Performance
To make a performance comparison, a simulation was done with both a standard serial fortran CLAWPACK In the case where no data was written to disk and no plots were generated, the time execution factor, speedup, was of the order of 60. In practice, one needs to store and plot some partial results all the time, however. Taking this into account, this factor can increase to values over 100 because GPU execution does not need to go through the disk in order to display a plot. A different CUDA finite volume implementation, CUDACLAW 34 , has reported an execution time improvement of 30 for CUDA execution over fortran execution. The discrepancy with regards to our case could be due to the fact that different CPU processors were used, i7 in their case, and i3 in our case. The shortest and longest execution times for the simulations presented in the previous sections are listed in Table I .
With relation to the reference results 23 we have used in Section IV.B, authors report they have used a mesh with approximately 21 points per wavelength, and CFL values of 1/40 for the firs stage, and 1/10 for the second stage. In a rough comparison with our case corresponding to η = 82, ν W = 0.99, with a value of the error E under 2%, it is noticeable that the total amount of spatiotemporal points for two spatial dimensions is only 1.5 and 6 times larger in our case, for first and second stage, respectively. Albin et al. report for this case an execution time of 14 min, on a 128 core cluster -this is approximately a half of the execution time in our case, 31 min, where the code is run on a single machine.
V. DISCUSSION AND CONCLUSIONS
A system of balance laws has been presented which constitutes a full wave model for nonlinear propagation at least as general as the Westervelt equation. This system of balance laws is well suited for use with a finite volume method, which we have implemented using the Roe linearization. In the present work we have produced a two dimensional scheme, but the equations presented in Section II and Appendix A can be used directly for a three dimensional generalization. In future stages of this work, the technical aspects of this implementation will be addressed. Moreover, the set of equations (2) could also be implemented using other time or frequency domain numeric methods.
Although we have considered a homogeneous medium, the method could potentially be used in cases where the nonlinearity, β, and diffusivity, δ, parameters have a smooth dependence on spatial coordinates, as long as this dependence does not invalidate the hypotheses used to obtain equations (2). Likewise, under the restrictions of the model listed in Section II, the presented method can be applied to a variety systems where nonlinear propagation is present: HIFU, ultrasound imaging, parametric acoustic arrays, oblique shock interactions, propagation in waveguides 41 , and underwater acoustics. Recent applications using ultrasound imaging 20, 27 show that visualization is an important tool for understanding complex phenomena, and implementation on GPU systems allows for quick visualization of the acoustic field, linear or nonlinear. In this way, GPU implementation could constitute an important tool for understanding a variety of acoustic phenomena.
The validation tests performed for the numeric method show a very good agreement with references, especially with the finest mesh (η = 82). In the case of a plane wave analytic solution, the measured error was under 1%, and in the case of full wave propagation it was under %2. The performance of the scheme presented in this work compares favorably with the recent method we have used as reference 23 -execution times are comparable even taking into account that our scheme is executed in a single machine equipped with a GPU, as opposed to a full-fledged cluster. Some recent publications on frequency domain methods claim that one advantage of this approach is the execution time optimization, due to the larger point separation that can be achieved for its meshes 21, 23 . However, even in this case, having different approaches to model the same system is handy because it permits the validation of numeric results, as is the case here.
Even if execution times for the present work are already not large, as can be seen in Table I , finer meshes could not be used because of memory limitations of the GPU. This limitation could be overcome with parallel execution between GPUs. Then, to take advantage of parallelized code, GPU execution should be integrated in cluster systems with tools like OpenMP and MPI.
In results not reported here, we have seen single precision implementations sometimes offer results as good as those obtained with double precision calculation. The advantage we have observed in those cases is that single precision calculation improves the execution time for our code and hardware by a factor of approximately 1.5 -the difference could be larger given a different hardware configuration.
A simplified version of this code will be publicly available under a free and open-source software (FOSS) license in the temporary address https://github.com/ rvelseg/FiVoNAGI, when this publication is ready. The name of the repository stands for Finite Volume Nonlinear Acoustics GPU Implementation. This version of the code is capable of reproducing the results reported in this paper. As a precedent, there are other nonlinear acoustic codes published as FOSS 42, 43 .
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