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The relationship between network architecture and behavior may offer a 
framework with which to examine the many influences of cognition. Real and artificial 
networks have been studied extensively to understand this reciprocal relationship. Here, 
methods developed to examine the output of artificial networks were applied to analyze 
human reading performance. The core hypothesis is that cognitive influences such as 
word frequency, intention, and task difficulty should all yield patterns of performance 
change that corresponded to changes observed when the connection strengths of an 
artificial network are altered. An artificial network simulation was performed, explicitly 
testing the influence of connection strength on network output distributions. When 
connection strength among the network components was high, the output distribution 
was less skewed than when connection strength was weaker. In a series of three 
experiments, distributions of human responses from a Lexical Decision reading task 
were examined for changes consistent with the simulation study pattern. Word 
frequency has historically been implicated with connection strength, and was the first 
cognitive influence examined. In Experiment 1, a word frequency manipulation resulted 
in distributional changes such that distributions of responses to high frequency items 
were less skewed than those to low frequency items; consistent with the pattern found 
when connection strength was weakened. After establishing the efficacy of the analyses 
as applied to human response distributions, intentional influence was examined and 
was also postulated to operate like a control parameter. Experiment 2 induced an 
intention manipulation, and found that with the intention to read quickly participants’ 
response distributions were less skewed than with the intention to read accurately. In 
 iii 
Experiment 3, intentionality and task difficulty differentially interacted to impact 
distributional skew. Distributions were most skewed when participants adopted the 
intention to perform accurately and the task was difficult. Together, all three cognitive 
influences impacted performance similarly, in a manner consistent with manipulating 
connection strength in an artificial network. These findings may offer a framework in 
which intentions and other cognitive influences may be conceptualized as control 
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Chapter 1: Introduction 
The fundamental hypothesis for this work is that intentions influence performance 
much as control parameters influence the dynamics of artificial networks. Intentional 
influence on human behavior should take the same form as parametric change 
observed in the output of networks whose connectivity is altered. Unintentional 
influences of cognition should induce performance changes in the same manner as 
changing connectivity in artificial networks. Unintentional effects are just standard 
cognitive effects, such as the effect of printed word frequency on word recognition. 
Connectionist and related neural network models have successfully imitated behavioral 
patterns related to word frequency. These models have succeeded because word 
frequency may be instantiated in a network such that more common words rely on 
greater connection strengths among spelling and pronunciation relationships than do 
less common words. This also makes network models a great tool for testing the 
present hypotheses. 
A network, no matter what kind, is simply a group or system of interconnected 
parts. Real and artificial networks have been studied extensively to understand the 
reciprocal nature of network structure and network behavior. Response time 
measurements can be used to infer properties of networks of cognitive and 
neurophysiological processes that support human cognitive performance (Ma, Holden, 
& Serota, 2015). This project investigated how the shapes of these sets of responses, 
called response distributions, changed as a result of several manipulations of a reading 
task. Specifically, the project determined whether any such changes were consistent 
with predictions made from the dynamics of an artificial network.  
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Networks in Contemporary Cognitive Science 
The widespread use of neural networks as formal models of psychological and 
linguistic phenomena began in the 1980s with the publication of Parallel Distributed 
Processing (PDP; Rumelhart & McClelland,1986). Computer programs were introduced 
to simulate simplified neuron-to-neuron interactions, loosely imitating the 
neurophysiology of the human brain. Researchers discovered that linking and training a 
simple network of neuron-like nodes could model many cognitive and linguistic 
phenomena. Cognitive scientists typically construct neural networks to solve a particular 
processing problem. They control the architecture and connectivity of the network as 
part of their scientific investigation. Work on PDP networks provided an important 
illustration of how cognitive activity can be viewed from the perspective of constraint 
satisfaction. The PDP network illustrated how cognition can occur on very fast 
timescales while incorporating many constraints. By modeling cognition as a series of 
parallel relationships among nodes of networks, many constraint satisfaction problems 
such as the formation of past tense verbs, were gracefully solved (Rumelhart & 
McClelland,1986). 
A PDP network designed to capture basic word recognition phenomena might 
consist of several levels of nodes. The lowest-level nodes are feature detectors, which 
code the physical characteristics of individual letters. Middle-level detectors code for the 
number of letters in a word. Higher-level nodes serve as whole word detectors. 
Between-level inhibitory connections help to resolve competition among similar nodes. 
PDP and related models were able to recognize whole words, and capture many 
behavioral patterns established in the word recognition literature such as the correct 
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formation of past tense verbs (Rumelhart & McClelland,1986). Most importantly, these 
networks were able to capture “human like performance” without any rule-based input. 
Rather than requiring such input, through perceptual processing alone they acquired 
and utilized the spelling-pronunciation (visual-auditory) patterns that comprise human 
language. 
Networks gained popularity as a research tool because of their utility. Quite 
independently from the PDP networks, another type of network, called a small-world 
network, was described in the context of research on social relationships and emergent 
synchronization in insects (Watts & Strogatz, 1998). These networks were not motivated 
by the properties of neurons; they were discovered in extant connectivity patterns that 
arose in natural phenomena such as the spread of diseases through a population, 
power grid connectivity, transportation networks, and other highly interconnected 
systems. Small-world networks are identified based on a particular pattern in the way 
their nodes are connected. In a regular network, only adjacent or local nodes are 
connected to each other and these networks disperse information very slowly. By 
contrast, in a random network any node can be connected to any other node. Random 
networks propagate information quickly. However, such high connectivity in random 
networks imposes too much homogeneity among the nodes. It is difficult for different 
parts of a random network to do different things.  
Small-world networks split the difference between randomness and regularity, 
and between rigidity and flexibility. Their characteristic architecture maintains high local 
connectivity, but also exhibits some long-range connections. This architectural 
compromise results in a highly efficient network with a desirable balance between local 
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stability and global flexibility (Watts & Strogatz, 1998). Recently, neuroimaging studies 
revealed small-world network architecture in brain connectivity (Sporns, 2012). Brain 
regions appear to have a mix of local connections and long-distance connections 
among other brain regions. This may help explain why simple connectionist networks 
were able to mimic many cognitive phenomena; networks capture fundamental aspects 
of cognitive dynamics. 
Small-World Neurophysiology 
Increasingly, scientists are discovering the nervous system is comprised of 
nested networks, and human beings themselves can be viewed as part of these 
networks. In complex networks of physical, social, and economic systems, humans are 
viewed as network nodes. One classic example of a small-world social network is in the 
professional relationships of movie stars centered on Kevin Bacon (Watts & Strogatz, 
1998). Recently, it was shown that this network of relationships is comprised of smaller 
groups of small-world networks. The local networks of smaller-scale relationships 
among few actors compile the larger-scale global network with contains all actors 
(Auber, Chiricota, Jourdan, & Melançon, 2003). The existence of networks within 
networks demonstrates that self-similar structure is often present in small-world 
networks. 
To date, all neurophysiological brain networks that have been described 
empirically in both imaging and anatomical studies exhibit small-world connectivity 
patterns (Sporns, 2012). This means that the neuronal structure of human cortex is 
consistent with small-world connectivity. It is comprised of highly clustered regions of 
connectivity and short average path lengths among neurons. Furthermore, neuronal 
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connectivity in the brain appears to be self-similar. Statistically similar sets of 
connections can be found across several measurement scales (Sporns, 2006). The 
patterns of connectivity observed at the large-scale level of brain regions are echoed on 
smaller-scales of neurons within a given region, and so on.  
Sporns (2006) slowly degraded the small-world structure of synthetic networks, in 
a study of the relationship between network architecture and behavior. He observed that 
the functional outputs of these networks became less complex and efficient when the 
physical structures of the networks were degraded. In particular, as self-similar 
structures were degraded the small-world characteristics of the network outputs were 
also degraded. The disappearance of the characteristic balance of dense local and 
sparse long-range connections resulted in a different pattern of output from the network. 
This work provided preliminary evidence that network structural dynamics are tied to 
characteristic changes in network outputs.  
Parametric Changes in Output Distributions 
Recent work investigating the network architecture-behavior link on the 
Bouchard-Mezard (BM) network revealed that the connection parameters governing the 
model’s structure determined the output it produced (Ma, Holden, & Serota, 2013). The 
BM network is an economic small-world network consisting of a set number of nodes or 
“agents” that each posses a certain amount of “wealth” at the start. Globally, all the 
agents are connected in a balance of dense local connections with a few far reaching 
connections. The agents have weighted probabilities of being connected to one another 
and weighted strengths of those connections with the other agents. The strength of 
those connections is manually determined, dictating the amount of wealth that can be 
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exchanged among connected agents. The given wealth of each agent is randomly 
generated at the start, and with each turn this amount changes via the exchanges with 
other agents. The network’s output distribution characterizes the relative wealth of each 
agent following repeated exchanges.  
The BM network and humans share an important feature, that both produce large 
response distributions that share a characteristic empirical shape. In humans, one can 
collect the distribution of times taken to read 1000 words on a screen, called response 
times. Similarly, from the BM network, one can gather measures of the relative wealth of 
each agent after 1000 exchanges. Although performing very different tasks, both 
systems’ distributions exhibit a power law tail, which is strongly skewed and pulled 
outward by the long responses (Clauset, Shalizi, & Newman, 2009). Power law tails are 
symptomatic of complex systems that rely on feedback dynamics, and by analogy to the 
dynamics of the BM network, this project seeks to explore the dynamics of cognition. 
By quantifying the shape of this type of distribution, characteristic shape changes 
have been linked to basic network parameters governing the structure of networks like 
these (Holden, 2014). Both the degree of connectivity and strength of connections 
among the components of a network seem to have an inextricable relationship with the 
output produced by the network. Of the two, connection strength seems to have a more 
consistent influence (Ma, et al., 2013).  
Connectivity’s Role in Distributions 
Two main network architecture parameters that influence the shape of network 
output distributions are connectivity among the nodes of the network and the strength of 
those connections. Connectivity is simply the number of connections among the nodes. 
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This parameter influences the variability of the output produced by the network. When 
connectivity is changed, the changes induced in the network’s output are not as 
prominent as those induced by changes in connection strengths. Connection strength, 
as was explained earlier, is the strength of the connections between nodes in a network. 
In the BM network, weaker connection strengths produce distributions with more skew 
and smaller scaling exponents (Ma et al., 2013). To detect these types of changes, 
distribution models are fit to the distribution of empirical data to quantify the 
distribution’s shape. One distribution model that was successful in this type of modeling 
application was the Cocktail model (Holden & Rajaraman, 2012). This parametric model 
approximates the empirical output distributions of systems that rely on the same 
dynamics as the BM network. When a model is fit to an empirical distribution, the shape 
is quantified and the model parameters serve as dependent variables to compare 
among distributions.  
Another related model distribution is the generalized inverse gamma distribution 
(GIGa model; Ma, et al., 2015). The GIGa model and the Cocktail model are very 
similar; Both have power law tails governed by the parameter α, the power law scaling 
exponent. They both also have shape parameters controlling the threshold of the power 
law portion of the distribution. The GIGa model is actually the asymptotic distribution of 
the BM network described above, meaning that simulated data from the BM network are 
most closely fit with the GIGa distribution (Ma et al., 2015). 
As was mentioned above, systematic differences in the scaling exponent have 
been associated with changes in connection strengths among the components of a 
network (Ma et al., 2013). The α distribution parameter can be used to detect relative 
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changes in network connection strengths (Holden, 2014). When connection strength is 
high, the tail of the distribution is typically less skewed, and the scaling exponents larger 
(Ma et al., 2015). Strong connection strengths in neurophysiological networks are 
thought to arise from reinforced constraints resulting from learning over time, and are 
postulated to influence the tail of response time distributions similarly. In sum, changes 
in distribution skew are one established empirical pattern of identifying distributional 
shape change that corresponds to changes in the strength of connections among 
components of a synthetic network. 
Simulation Study 
A simulation study was conducted using a neurophysiological inspired version of 
the BM network to further tease apart the intricate relationship between network 
architecture and output as it relates to human performance. Ma et al. (2015) introduced 
preliminary evidence of a basic architecture-behavior link, but this simulation study 
sought to extend these findings as a first step in applying these methods to human 
performance data. The simulation study employed an artificial network programmed 
with a real pattern of connections among human neurological regions. This pattern of 
connections was selected at random from a group of eight such connectivity networks 
extracted from resting state human fMRI signals (McNorgan & Joanisse, 2014). The 
output (activation levels) was tested for changes as a function of two different 
connection strength settings. 
The network consisted a 1000  1000 matrix of nodes. The selected connectivity 
pattern consisted of a balance of local connectivity and far reaching connections; a 
characteristic small-world network architecture (Sporns, 2012). The probability of any 
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node being connected to any other in the network was 0.494, and each nodes’ 
activation level was randomly assigned before the iterations began (McNorgan & 
Joanisse, 2014). The original network was comprised of variable and continuous 
connection strength. Here, only continuous connection strength values were utilized, 
thus setting a threshold for the activation that could be exchanged. The values for 
connection strength could range from 0 to 1. For the low connection strength simulation, 
the control parameter connection strength was set to 0.025, for every connection. For 
the high connection strength simulation, connection strength was set to 0.1.  
Then the network was iterated with these two settings and the output of the 
iterations was recorded. This was repeated 20 times, allowing the network time to 
coalesce to its asymptotic performance, and the 20th iteration output values were 
analyzed. The output distribution from the simulation was simply a measure of each 
node’s activation level after exchanges with all the nodes to which it was connected, 
and the possible range of values is unbounded. However, here the distributions were 
normalized and censored to eliminate values less than 200 and greater than 4500 to 
approximate the ranges of human response time distributions (van Rooij, Nash, 
Rajaraman, & Holden, 2013). Then, the two distributions were contrasted using a 
bootstrap procedure in which the responses were fit with the GIGa distribution model 
(Efron & Tibshirani, 1991; Ma, et al., 2015). A detailed explanation of bootstrap 
analyses and distribution modeling can be found in Experiment 1. 
The basic prediction was that strengthening the control parameter connection 
strength should result in parametric change in the output distributions, such that it would 
result in larger α parameters than those from the low connection strength simulation. 
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Using the following formula, the idealized α values were predicted for each connection 
strength setting:  α = 2 + (CS/0.052), yielding α = 2.5 and 4 for the low and high 
connection strength simulations respectively (CS stands for connection strength). 
Results. As can be seen in Figure 1, manipulating connection strength resulted 
in a significant change of the α parameter that governs the tail of the output distribution. 
When connection strength was high, α values were reliably larger than when connection 
strength was low. Manipulating the connection strength among the components of the 
network directly impacted the shape of the output distributions produced by the network. 
 
Figure 1. Standard error distribution of bootstrapped GIGa α parameters. This plot 
depicts the distributions of 1000 values of the α parameter resulting from fits of the 
distributions produced in the two simulations. Parameter distributions from fits when 
connection strength was high are shown as a black line and when connection strength 
was low as a dashed line.  
 
Discussion. Explicit evidence was found that systematic differences in 
connection strength could explain systematic changes to the output produced by a 
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network. In the simulation, a numerically minor architectural change in the network 
connection strengths induced statistically reliable changes in the responses produced. 
Higher connection strength resulted in less skewed response distributions, replicating 
patterns previously found (Ma et al., 2015).  
However, it is necessary to note that the GIGa model did underestimate the 
predicted α values. This is likely due to truncation effects induced by the censorship 
criteria. By nature, the tails of this type of distribution are comprised of infrequent or rare 
events, and estimating them accurately is a difficult statistical enterprise. Therefore, 
relative changes, not absolute values, are emphasized in all the results. Later, a 
“tempered” Cocktail model will be used to help compensate for these effects of 
truncation and finite scaling that is likely to be found in human response distributions.  
Next, it is proposed that changes in the “control parameters” governing networks 
of human cognitive and neurophysiological processes should result in parametric 
changes in response distributions. However, the control parameters regulating human 
performance obviously cannot be manually programmed as in an artificial network. 
Rather, standard cognitive effects, such as the word frequency effect and manipulations 
of intentions in the form of a speed-accuracy manipulation, will be employed to test this 
hypothesis. It was predicted that word frequency and intentions may both rely on 
connection strengths governing the dynamics and organization of cognitive and 
neurophysiological networks. The core prediction for Experiment 1 was that shape 
changes in response distributions resulting from changes in word stimuli (word 
frequency effect) would be consistent with changes induced by manipulating connection 
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strength in this artificial network. Experiments 2 and 3 tested the hypothesis that 
intentions similarly serve as control parameters that shape response distributions.  
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Chapter 2: Using the Word Frequency Effect to test the Control Parameter 
Hypothesis 
Network models have been successful at illustrating the word frequency effect 
because of its implied relationship with network connection strengths. Word frequency is 
a measure of how often or frequently any given word is encountered in the existing 
corpus of language. The word frequency effect is the phenomenon that humans more 
quickly identify common (high frequency) words than low frequency words in everyday 
reading behavior. This effect has been reproduced in artificial networks that strengthen 
the connections among nodes in proportion to how often the words occur, akin to 
something as simple as Hebbian learning. The letter-phoneme (spelling-pronunciation) 
relations of common words co-occur more often, thus these connections become 
proportionally stronger over time as opposed to those of less common words.  
One such network model, developed by Seidenburg and McClelland (1989), 
consisted of a matrix of relations among letters, phonemes, and semantics. The 
architecture of this parallel processing network encoded information via a numerical 
matrix of potential relationships among all the entities before training. Training trials 
incorporated feedback through which the strengths of connections among the nodes 
were modified to reduce errors in the network’s performance. The network was exposed 
to around 3,000 monosyllabic English words over 150,000 training trials. Then the 
performance of the network was measured with novel test items to see if it could yield 
correct spelling-pronunciation relationships for the test items.  
After training the model’s performance captured differences in average word 
naming time and error rates that typically illustrate the word frequency effect in human 
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performance (Seidenburg & McClelland, 1989). The basis of the outcome was that high 
frequency words gained stronger connection strengths among letter-phoneme relations 
as a consequence of their greater exposure rates. Moreover, the network also 
demonstrated a strong regularity effect by responding more quickly and accurately to 
words with consistent spelling-pronunciation relationships (Stone, Vanhoy, & Van 
Orden, 1997). The connection strengths among inconsistent words are in conflict and 
thus activation spreads in more directions, leading to slower and less accurate 
performance on these items. 
Experiment 1 
Although the Seidenburg and McClelland (1989) network captured mean 
differences associated with word frequency manipulations, it did not explicitly establish 
the basis of the network’s behavioral changes in connection strength. However, it has 
since been postulated that human response time on the word frequency task is thought 
to decrease proportionally to this strengthening of connections (Van Orden & Goldinger, 
1994). Experiment 1 used the relationship between connection strength and the scaling 
exponent of a power law distribution to provide a direct test of this hypothesis. It is 
possible that strengthening the connections among the components of the human 
cognitive and neurophysiological network may be the basis for adjusting performance. If 
so, it was expected that different scaling exponents would be found in the response 
distributions to high and low frequency words.  
Experiment 1 investigated the differences in performance relating to word 
frequency on a Lexical Decision Task (LDT). Participants are asked to discriminate 
legitimate English words from pseudo-word distracter letter strings. The basic prediction 
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was that there the scaling exponent which characterizes the tail of response 
distributions would be larger for responses to high as opposed to low frequency items. 
Much like the control parameter in the simulation study, if the word frequency effect has 
an impact, these changes would indicate a change in connection strength. This would 
offer support for the hypothesis that the basis of the word frequency effect may lie in 
differences in the relative connection strengths among the components of the cognitive 
networks of neurophysiological processes that support responses to high and low 
frequency words. 
Method 
Participants. A total of 20 native English speaking undergraduates, with no self-
reported reading impairments and normal or corrected to normal vision, participated in 
exchange for course credit.  
Stimuli. The stimuli consisted 1100 items: 548 word and 548 non-word items, 
plus 2 buffer trials of each type. The 548 non-word distracter items were all “legal non-
words,” pronounceable letter strings such as “glurp,” that conform to the rules of English 
spelling but are moderately difficult to discriminate from real English words. Of the 548 
word items, half were high frequency words, occurring at a rate of more than 6,000 
times in the HAL corpus (Balota et al., 2007). The remainders were low frequency 
words, occurring less than 6000 times in the HAL corpus. These counts roughly 
correspond to the traditional cutoff value established for high and low frequency words, 
which is a rate of greater or less than 10 times per million, respectively (Balota & 
Spieler, 1999). The English Lexicon Project website (http://elexicon.wustl.edu; Balota et 
al., 2007) was used to generate these target word lists. 
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Procedure. The LDT assesses the time necessary to decide if each presented 
letter string is a legitimate English word or not. In each trial of a LDT the participant is 
seated in front of a PC screen, and a letter string is presented visually. Participants 
responded using the right shift key to indicate “Yes” if the presented item was a 
legitimate English word (e.g. gloat), and the left shift key to indicate “No,” (e.g. glurp). 
Response time and accuracy were recorded. Instructions were for participants to 
respond as quickly and carefully as possible to each target item. The experimenter 
remained in the room for the duration of the task, and was seated behind the 
participant. 
Statistical Analyses  
Cocktail model fits. Each participants’ data was censored to eliminate incorrect 
responses and responses less than 200 ms or greater than 4500 ms, to exclude 
unnaturally short or long responses (van Rooij, et al., 2013). Correct responses to high 
and low frequency items were pooled separately and fit with the Cocktail model. In the 
fitting routine, a maximum likely fitting procedure yields five parameters that dictate the 
shape of the distribution model (power law location parameter ΩPL, lognormal location 
parameter ΩLN, sigma σ, alpha α, and the proportion of lognormal in the front of the 
distribution ρFLN; for more on the parameters see Holden & Rajaraman, 2012). The 
resulting density function can be compared to the empirical data distribution to measure 
how closely it approximates the data. The parameter values yielded from the fit of the 
Cocktail model can also serve as dependent variables for contrasting the shapes of 
response distributions. 
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Bootstrap analyses. Bootstrapped re-sampling methods were used to test for 
changes in the response distributions to high and low frequency items. First, bootstrap 
analyses generate a large number of randomly sampled response distributions, drawn 
from the pooled data of all the participants. Then the shape of each distribution is 
quantified with a distribution model, in this case the Cocktail model, and the output of 
the fit serves as a dependent measure. Here, parameter values yielded from the fits of 
the distributions of high and low frequency items were contrasted. The distributions of 
the bootstrapped parameter values from each condition define a standard error that is 
tested for reliable differences among two or more distributions. The standard error 
serves as a statistical confidence interval for significance testing (i.e., 95% confidence 
interval, see Results; Efron & Tibshiranni, 1993). Bootstrap analyses gain their reliability 
due to the fact that they randomly sample from pooled response distributions in each 
condition, and these random samples are repeatedly used in the fitting process.  
Results  
Preliminary results. Excluding four initial buffer trials, each participant 
responded to 1096 items (548 non-words and 548 words: 274 high and 274 low 
frequency words). Preliminary analyses of mean response time and error rates 
identified 8 participants that made 15% or more errors to low frequency items. Such a 
high percentage of errors to low frequency items introduced the possibility of qualitative 
differences in response profiles. To justify pooling the responses across subs, the 
participants’ accuracy profiles must be similar. As such, these 8 participants’ data were 
excluded from further analyses. The 12 remaining participants’ data were included in 
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the Cocktail model fitting and bootstrap analyses (Response time: M = 613.17 ms, SD = 
107.86 ms; Error rate: M = 4.7%, SD = 2.8%).  
Cocktail model fits. The Cocktail model reliably approximated both of the 
empirical distributions (Figure 2), p > 0.1. 
 
Figure 2. Response distributions and Cocktail model fits for pooled correct responses to 
high and low frequency items. Cocktail model fits are depicted behind the empirical data 
in white, the high frequency distribution as a black line and the low frequency 
distribution as a dashed line. 
 
Bootstrap analyses. Bootstrap re-sampling analyses were conducted 1000 
times with replacement, generating 1000 sample distributions with 2000 data points 
each. The distributions were sampled from the pooled data sets of all 12 participants’ 
correct responses to high frequency items (2953 data points) separate from the pooled 
responses to low frequency items (2766 data points). In order for the analyses to finish 
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in a reasonable time span, the sample size was set to 2000 data points each rather than 
the more typical entire set of responses.  
Next, Cocktail model fits were performed on these 1000 sampled distributions 
and the five Cocktail model parameters listed above were recorded. The 95% 
confidence intervals of each parameter yielded from the fits of the distributions of 
responses to high frequency words were contrasted with the 95% confidence intervals 
of each parameter yielded from the distributions of responses to low frequency words 
and examined for overlap. Reliable change was deemed to occur if the 975th largest 
value of the parameter distribution with the lower average parameter value was smaller 
than the 25th smallest value of the distribution of the parameter with the larger mean 
value (Efron & Tibshiranni, 1993). This significance threshold was used for all 5 
parameters. 
The 95% confidence interval contrasts of the bootstrapped parameter 
distributions revealed the predicted difference in α was significant (MHF = 4.95, SE = 
0.14; MLF = 3.54, SE = 0.40), p < .05. The word frequency manipulation affected the 
scaling relation of the tail of the response distributions in a manner consistent with the 
way connection strengths impacted the output of the artificial network (Figure 3). 
Similarly, there was a reliable difference in the ΩLN parameter, (MHF = 6.32, SE =0.01, 
MLF =6.40, SE = 0.01), p < .05, according to the bootstrap confidence interval test. This 
difference indicates proportional slowing of responses to low frequency items relative to 
high frequency items. Presumably, the dynamics supporting low frequency item 
performance take proportionally longer to stabilize those items in the front of the 
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distribution. No additional reliable differences were detected among the three remaining 
parameters (ΩPL, σ, and ρFLN). 
 
Figure 3. Standard error distributions of bootstrapped Cocktail model parameters. Each 
plot depicts the distributions of 1000 values of one of the five Cocktail parameters for 
responses to high- and low frequency items. Parameter distributions of fits to high 
frequency responses are shown as black, those to low frequency items as dashed lines. 
The reliable differences in the ΩLN and α parameters can be seen by the distinct 
segregation between the parameter distributions in the first and third plots (top row). 
The word frequency manipulation impacted distributional skew. 
 
Discussion 
The word frequency effect induced changes that echo the way connection 
strength changes affected artificial network dynamics. Much like the control parameter 
in the simulation study, word frequency induced changes to the tails of the distributions. 
The α parameter, which assesses the tail of the distribution, was greater for responses 
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to high frequency words than low frequency words. The response distributions to high 
frequency items were less skewed. This same pattern was found when connection 
strengths were set high in the artificial network, suggesting that responses to high 
frequency items are supported by relatively stronger relationships among cognitive and 
neurophysiological processes. In sum, these findings support the idea that cognitive 
dynamics tune to statistically reliable sources of environmental constraint, much in the 
same way that control parameters tune artificial network performance. 
If the relative frequency of words impacts the relationships among cognitive and 
neurophysiological processes, they must do so across relatively slow timescales of 
cognitive development. Children are exposed to linguistic discourse at birth and their 
vocabulary continues to accrue well into adulthood. These impacts unfold over long 
stretches of time, and their influence is induced at a given moment by the stimuli 
presented.  
However, the type of constraint induced by changing intentions is not one 
induced by the stimulus itself, but is self-directed. It originates at a higher level of the 
network of cognitive and neurophysiological process. The core hypothesis in 
Experiment 2 was that fast-timescale intentional adaptations to performance would take 
the same form as the slow time-scale impacts of learning and experience. It was 
predicted that both timescales of constraint would serve as control parameters of 
cognition to change connection strengths among the networks of cognitive and 
neurophysiological processes. In other words, both were expected to impact 
performance in the same manner as the control parameters of an artificial network.  
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Experiment 2 served to determine whether similar changes in performance would be 
induced when intentions shifted from speeded to accurate performance.  
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Chapter 3: The Speed-Accuracy Tradeoff as a Test of the Control Parameter 
Hypothesis 
In any human activity, it is intuitively understood that as one performs a task 
more quickly, the ability to perform accurately is often sacrificed. There is a long history 
of research using response times to experimentally examine the tradeoff between 
speed and accuracy (Luce, 1986). Response time research has historically studied this 
tradeoff as a two-button response paradigm, in which performance on one variable 
(e.g., error rate) is allowed to vary and the impact on the second variable (e.g., speed) 
is observed. 
Neural correlates of the SAT have been demonstrated in single-cell recordings in 
monkeys (Heitz & Schall, 2012). Monkeys were trained to perform a visual search task 
under speed, accuracy, or neutral response conditions. Behavioral response rate and 
accuracy were found to exhibit a SAT consistent with human responses on this task. 
Neurologically, the firing rate of neurons was faster and cumulative activity greater in 
the speed condition than the accuracy condition. Activation increases occurred in visual 
and general cognitive processing areas, in preparation for and during behavioral 
responses. This finding suggests that intentions to perform quickly or accurately may 
constrain neurological and physiological processes. 
Intentional Control in Neurophysiological Networks 
Finding ways to characterize the influence of intentionality in human cognitive 
laboratory performance can be difficult (Van Orden & Holden, 2002). The idea behind 
linking the SAT to networks in the present study is that the intent to perform quickly 
versus accurately acts as a constraint that captures and entrains the “molecules” of 
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neurophysiological and cognitive activity. If a network’s control parameter connection 
strength governs its characteristic pattern of output, then perhaps intentional human 
behavior may similarly be controlled. Juarrero (1999) postulated that intentions serve as 
control parameters that guide behavior. If so, it should be possible to detect the role of 
intentions in behavioral performance. According to Juarrero, the mind and body 
comprise a synchronistic embodied dynamical system that is embedded in the 
environment. All potential future behaviors co-exist for an individual, but goals and 
intentions act as constraints that modify the possible available future “attractors,” or the 
system’s preferred future behavioral trajectories (Van Orden & Holden, 2002).  
Here, the proposed mechanism of control by which intentions function is through 
the recruitment and tuning of connection strengths among networks of cognitive and 
neurophysiological processes. Intentions simultaneously arise from and serve as guides 
to cognitive performance, much like another emergent coordination phenomena, Benard 
convection (Heylighen, 2001). When first heated, molecules of oil move in random 
directions, but over time as a few molecules begin to move in a characteristic way, and 
more molecules get pulled into this motion. Eventually all the molecules are controlling, 
as well as being controlled by one another, and rotate coherently in the characteristic 
convection cell pattern, which more effectively dissipates the heat induced from below. 
It has been suggested that intentions may similarly serve to couple neurological, 
behavioral, social, and evolutionary aspects of an individual (Spivey, 2013; Juarrero, 
1999; Van Orden & Holden, 2002). Juarrero (1999) postulated that through intentions, 
higher-order emotional circuitry becomes entrained with and constrains lower-order 
semantic and motor circuitry. Van Orden and Holden (2002) put forth the idea that 
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intentions create connectivity across timescales to unite the components of human 
mind-body systems. Preliminary evidence for intentions’ influence at the neurological 
level of human performance was recently found, similar to the evidence of the SAT 
observed in monkeys (Spivey, 2013). In sum, an individual’s decision to act in a certain 
way appears to constrain the body and mind by tuning the cognitive and 
neurophysiological processes for a desired action to occur and restricting the likelihood 
of other actions occurring.  
Experiment 2 
Experiment 2 adapted the speed-accuracy trade off paradigm such that task 
instructions explicitly demanded either speeded or accurate performance from the 
participants. This manipulation was expected to allow for differentiation of the dynamics 
within these two intentional states (Luce, 1986). Performance on the LDT was recorded, 
and the intentional manipulation was predicted to be evident in the participants’ 
response distributions, consistent with the changes induced by the word frequency 
effect in Experiment 1. Changes in intentions were expected to act in the same manner 
as a network control parameter, increasing connections among the components of the 
networks supporting performance. 
Reliable differences in α were expected to co-vary between the speeded and the 
accuracy condition. It was predicted that response distributions from the speed 
condition would have larger α parameters (suggesting stronger connection strengths) in 
comparison to the accuracy condition, which can be visually detected as less skew in 




Participants. A total of 27 undergraduates participated in exchange for course 
credit. Inclusion criteria were identical to Experiment 1. 
Design. This experiment consisted of a 2 × 2 design. The first variable was the 
order in which two distinct stimuli lists were presented. The second variable was the 
order of the speed-accuracy manipulation, or the type of instructions given. Presentation 
order and instruction type were counterbalanced to avoid possible order effects. 
Stimuli. The stimuli consisted of two lists of 1100 items comprised of 548 words 
and 548 non-word items, plus two buffer trials of each type. One list was identical to that 
used in Experiment 1, the other contained completely novel items. List composition was 
matched for equivalency using the criteria for high and low frequency words and non-
words as in Experiment 1 (Balota et al., 2007). 
Procedure. The same LDT procedure as in Experiment 1 was used, but each 
participant completed two sessions in which they were presented with one of item lists. 
Instructions for the participants were manipulated so that in the speed intention session 
participants were instructed to perform the task in a focused manner as quickly as 
possible, taking just enough time to distinguish whether each item was a word or non-
word completely. In the accuracy intention session, participants were instructed to 
respond as carefully as possible to each target, and to be very confident in their answer 
before responding. After each session, participants received feedback on their mean 
response time per trial and the percent of errors made. A short break was provided 
between sessions. The experimenter remained in the room for the task duration and 
was seated behind the participant. 
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Results 
Preliminary analyses. In each session, excluding the four buffer trails, each 
participant responded to 1096 items (548 non-words and 548 words: 274 high and 274 
low frequency words). Three participants were excluded from all data analyses due to 
incomplete data. In addition, preliminary analyses of mean response time and error 
rates revealed two participants with mean response times greater than one second in 
the accuracy session (over 2SD from the mean, M = 660.1 ms, SD = 169.1 ms). These 
data were also excluded from further analyses. Finally, the first two participants were 
excluded so as to have an even number of 20 participants for further analyses. 
Speed-accuracy test and error analysis. Participants maintained reliably faster 
overall correct mean response times with the speeded intention relative to the accuracy 
intention (MSpeed = 458.3 ms, SDSpeed = 74.3 ms, MAccuarcy = 660.1 ms, SDAccuracy = 169.1 
ms).  
Regarding accuracy, the other side of the tradeoff, as responses became quicker 
the items that were most likely to be “traded out” as errors were responses to low 
frequency items. With the speed intention, the error rate to low frequency items was 
10.5% greater than to high frequency items (MHF = 4.9%, SDHF = 3.1%, MLF = 15.4%, 
SDLF = 6.7%). With the accuracy intention, the same difference was only 7.8% (MHF = 
2.1%, SDHF = 1.4%, MLF = 9.9%, SDLF = 4.5%). However the difference in error rates to 
non-words between the two intention conditions was the smallest overall at only 5.0% 
(MSpeed = 10.7%, SDSpeed = 8.4%, MAccuarcy = 5.8%, SDAccuarcy = 4.2%). Thus it was not 
responses to non-words that were the most likely to be eliminated as errors but actually 
low frequency items. High frequency words were the least likely to be converted into 
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errors, therefore only high frequency items were included in the subsequent analyses. 
Overall, these changes support the efficacy of the intention manipulation and also allow 
for an understanding of what is traded out in the speed-accuracy tradeoff. 
Cocktail model fits. Next, all 20 participants’ correct responses to high 
frequency words from the speed condition (5210 data points) were pooled and fit with 
the Cocktail model separately from the correct responses to high frequency words in the 
accuracy condition (5361 data points). Figure 4 depicts the empirical distributions and 
the Cocktail model approximations. Again, the model reliably approximated both 
empirical distributions, p > .1.  
 
Figure 4. Pooled response distributions and Cocktail model fits for correct responses to 
high frequency items from the speeded and the accuracy intention conditions. Cocktail 
model fits are depicted behind the empirical data in white, the speed response 
distribution is a dashed line and accuracy response distribution is a solid black line. The 
significant changes in ΩLN can be seen in the shift of the front end of the accuracy 
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distribution toward longer decision times. The significant change in α and ρFLN 
parameters can be seen by the steeper drop off of the tail portion of the distribution for 
the speeded responses. 
 
Bootstrap analyses. Bootstrap re-sampling analyses were conducted in the 
same manner as in Experiment 1, first on the pooled data sets of all 20 participants’ 
correct responses to high frequency words with the speed intention and then to those 
with the accuracy intention. Cocktail model fits were performed on these bootstrapped 
samples and significance was determined in the same manner as in Experiment 1. 
The 95% confidence interval contrasts of the bootstrapped parameter 
distributions revealed that the predicted difference in α was reliable (MSpeed = 5.71, SE = 
0.21; MAccuracy = 3.84, SE = 0.17), p < .05, bootstrap confidence interval test (Figure 5). 
The speed intention manipulation induced a change in the α parameter, resulting in a 
power law tail with a larger scaling exponent when participants adopted this intention. In 
the network model, decreased skew was associated with connection strength increases. 
Apparently the speed manipulation impacted performance in a manner akin to 
increasing connection strengths in the artificial network.  
There was also a reliable difference in the ΩLN parameter, (MSpeed = 6.21, SE = 
0.01; MAccuracy = 6.30, SE = 0.01), p < .05, bootstrap confidence interval test. The 
change in this parameter corresponds to a slowing in the front portion of the distribution 
of responses resulting from the accuracy intention. Response times were increased to 
even the most quickly identified high frequency items. Additionally, there was a reliable 
difference in the ρFLN parameter, (MSpeed = 0.67, SE = 0.02; MAccuracy = 0.46, SE = 0.03), 
p < .05, bootstrap confidence interval test. This change indicates that more of the 
performance was governed by more stable power law dynamics when participants 
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adopted an accurate intention. No reliable differences were detected for the ΩPL and σ 
parameters. 
 
Figure 5. Standard error distributions of bootstrapped Cocktail model parameters. Each 
plot depicts the distributions of 1000 values of 1 of the 5 Cocktail parameters for 
responses to high frequency items made with the speed and accuracy intentions. 
Parameter distributions of fits to responses with the speed intention are shown as black 
and the accuracy intention as dashed lines. The reliable differences in the ΩLN, α, and 
ρFLN parameters can be seen by the distinct segregation between the parameter 
distributions in the first, third and fifth plots respectively. The intention manipulation 
resulted in proportional slowing, increased skew, and proportionally less power law 
dynamics governing responses from the speed condition. 
 
Discussion 
The outcome of the bootstrap analyses provides evidence that changes in 
participants’ intentions produced reliable shape changes in the participants’ response 
distributions. These changes were consistent with the impact of manipulating the control 
parameter connection strength in the artificial network derived from neurophysiological 
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measures. First of all, the change in α was consistent with the predicted impact of the 
intentional manipulation: It acted in the same manner as word frequency in Experiment 
1. Constraint was induced from the level of the stimulus with word frequency, as well as 
from a higher level of the network of cognitive neurophysiological processes with 
intention. Further, both levels of constraints induced change akin to the patterns 
observed when connection strength was manipulated in the artificial network. This 
finding is in line with the idea that intentions may serve to couple or create greater 
connectivity across timescales and components of the cognitive and neurophysiological 
network of processes (Van Orden & Holden, 2002).  
Participants adopting the speed intention poised their cognitive and 
neurophysiological process organization to favor the detection of items that evoke very 
stable dynamics. They responded to all items with this same organization and items that 
evoke less stable dynamics (i.e., low frequency words) were most likely to be sacrificed 
as error responses. In contrast, in order to respond accurately, the self-organization 
process allowed time for the dynamics to cohere, making it less likely that the 
participant guessed and the response becomes an error. Evidence of this 
reorganization between the two intentions showed up in the change in the tail of the 
response distributions. When participants adopted the accuracy intention, they seemed 
to allow feedback dynamics into their decisions to save from making errors (Stone, 
Vanhoy, & Van Orden, 1997). The accuracy response distributions suggest a reliance 
on weaker connection strengths along with a large decrease in incorrect responses to 
low frequency items in particular. Because participants took their time with the accuracy 
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intention, this allowed for the organization of responses supporting more ambiguous 
items time to coalesce.  
The changes to the ρFLN parameter also indicate qualitatively different dynamics 
supporting the two performance states. Specifically, when participants adopted the 
speeded intention performance was more strongly governed by multiplicative lognormal 
dynamics. The change in ρFLN and the increased α, indicate performance that relies on 
more stable dynamic relations in the speed condition. In contrast, when participants 
adopted the accuracy intention they were able to wait for responses to items that rely on 
weaker dynamic relations to ensure accurate responses (Stone et al., 1997). Their 
response distributions were governed by more power law behavior, which indicates the 
presence of feedback dynamics (Holden, Van Orden & Turvey, 2009). This resulted in 
the broadening of the response distribution in a manner consistent with a complex 
network that requires more iterations to stabilize (Holden, 2013).  
Although this experiment established the influence of multiple levels of 
constraints, it did not explicitly investigate the role of different response thresholds. Thus 
important questions remain: What happens when the inherent properties of the task 
become more difficult, in addition to having the intentional speed-accuracy constraint? 
Experiment 3 introduced a difficulty manipulation to more deeply investigate how 




Chapter 4: The Influence of Non-Word Lexicality 
Ambiguity in laboratory stimuli does not always lead to ambiguity in behavioral 
responses. Ambiguous lexical stimuli have been shown to induce a particular type of 
change in response distributions called a rescaling (Holden, 2013), which occurs when 
the same structural organization of the network exists but the system is operating on a 
proportionally different timescale. Rescaling has been found in reading performance, 
when comparing responses to words with consistent versus inconsistent spelling-
pronunciation relationships (Holden, 2013). In the present work, Experiment 2 found 
reorganization among the dynamics supporting two performance states, but the network 
was operating on proportionally non-discriminable timescales. In contrast, rescaling in a 
network would indicate a proportional time dilation (slowing) or contraction 
(acceleration) of the network’s performance.  
Rescaling is visually detected as a self-similar translation of a distribution on the 
x-axis of a plot, which corresponds to a multiplicative change (Holden, 2013). In 
essence, when a positively valued distribution is proportionally dilated in time it is 
multiplied by a constant greater than 1, and when it is proportionally contracted in time it 
is multiplied by a constant less than 1. This is in contrast contrast to an additive change, 
which adds a constant value to the mean. To detect rescaling, if both the ΩLN and ΩPL 
Cocktail model parameters are shifted, then a rescaling in the timescale on which the 
system is operating has occurred.  
Rescaling has the same impact as changing a response threshold because its 
impact is a global change in timescale of responding (Holden, 2014). Contracting the 
timescale is equivalent to lowering the threshold of response. Dilation of the timescale 
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of operation is equivalent to raising the threshold. This dilation may occur to a greater 
extent in human performance when task demands are ambiguous (Holden, 2013). 
Experiment 3 
Experiment 3 was conducted to determine how the compound influences of 
stimuli-based constraints and intentional constraints interact. This study examined the 
impact of the speed-accuracy tradeoff on varying degrees of non-word distractor 
difficulty in a reading task. The combination of stimulus and intentional manipulations 
allowed for a further test of the idea that these constraints act as control parameters. As 
in Experiment 2, participants completed a LDT with two lists of novel stimuli, under both 
of the speed and accuracy instructional conditions. The novel factor in this experiment 
was introduction of three levels of non-word distracter difficulty. 
Non-word lexicality refers to the degree to which a distracter letter string is “word-
like” or how closely it adheres to legitimate English spelling-pronunciation patterns. 
Random letter strings are called illegal non-words, such as “btme,” and are the least 
word like. Their spelling violates the spelling structure of English, thus they are relatively 
easy to discriminate from English words. Legal non-words such as “glurp ” were used in 
Experiments 1 and 2. These are pronounceable and conform to the structure of English 
spelling making them more difficult to discriminate from English words. Finally, non-
words such as “roze” are called pseudo-homophones since they are spelled according 
to English conventions and share phonology with a legitimate word but are not 
themselves words. Pseudo-homophones are the most difficult to discriminate from real 
words since only the item’s spelling can be used to distinguish them, not their 
pronunciation. Only a portion of the non-word items used were pseudo-homophones, as 
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their potential forms are somewhat limited, and previous research indicates that even a 
minority of pseudo-homophones are sufficient to impact lexical decision performance 
(Stone & Van Orden, 1993). 
Manipulating non-word lexicality allows the word stimuli to be held constant while 
simultaneously changing the relative difficulty of the lexical decisions. This allows tests 
for shape changes in the distributions of responses to the same words. Including more 
word-like non-words tests the idea that a signal-to-noise ration impact response 
thresholds. As was shown in Experiment 1, behavioral performance supports the 
hypothesis that high frequency words are governed by greater connection strengths 
among the cognitive and neurophysiological processes supporting reading 
performance. By contrast, behavioral responses to infrequently occurring items suggest 
they rely on weaker connection strengths. In Experiment 2, the idea was introduced that 
changes in connection strengths may be behind the basis of dynamic system 
organization that is influenced by constraints, such as intentions and word frequency. In 
this study, multiple sources of constraints were expected come into play and the non-
word lexicality manipulation was expected to differentially interact with the intentional 
manipulation.  
First, larger α parameters were predicted when participants adopted the speed 
intentions as opposed to the accuracy intention, for all three lexicality levels. 
Furthermore, significant decreases in α were expected in the accuracy intention when 
comparing the responses across the three non-word levels from easy to harder. Illegal 
distractors are different enough from words that reorganization should be evident in 
comparison to the response from the other two non-word conditions (legal and pseudo-
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homophone). Also, in both intentionality conditions, responses to high frequency items 
were predicted to exhibit a rescaling (changes in both the ΩLN and ΩPL parameters) 
across the three of the non-word lexicality conditions. Rescaling would indicate a 
change in a response threshold. Bootstrap analyses were again deployed to test these 
predictions. 
Method 
Participants. 81 undergraduates participated in exchange for course credit (27 
in each lexicality condition). Inclusion criteria were identical to Experiment 1.  
Design. This experiment consisted of a 2 × 2 × 3 design. The first and second 
variables were identical to Experiment 2. The third variable consisted of the three 
lexicality conditions and was between-participants: illegal non-words (ILNW), legal non-
words (LENW), and pseudo-homophones (PSHP). Participants were counterbalanced 
among the factors for the three variables. 
Stimuli. There were a total of six item lists, two distinct lists for each of the 
lexicality levels. Each list consisted of 1100 items comprised of 548 word and 548 non-
word items, plus two buffer trials of each type. The same two sets of word items were 
used across all three lexicality conditions, and the non-word items were changed. The 
composition of word items was matched for equivalency between the two lists using the 
criteria described in Experiment 1 (Balota et al., 2007). As mentioned earlier, in the 
PSHP condition only 30% of the non-word items were pseudo-homophones. 
Procedure. The procedure was identical to Experiment 2. 
Results 
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Preliminary Analyses. In each session, excluding the four buffer trails, each 
participant responded to 1096 items (548 non-words and 548 words: 274 high and 274 
low frequency words). Two participants from the PSHP condition were excluded from all 
analyses due to incomplete data. The exclusion information and data from the LENW 
condition can be found in Experiment 2. Furthermore, in the PSHP condition, two 
participants with over 15% errors and two participants with mean response times 
greater than 1 second, as well as two participants from the ILNW condition with the 
greatest mean response times in that condition were all excluded from further analyses, 
in order to justify pooling the data. Finally, the first five participants in the ILNW 
condition and the first participant in the PSHP condition were excluded so as to have 20 
participants per condition. 
Speed-accuracy test and error analysis. In the ILNW condition, preliminary 
analyses indicated that participants showed reliably faster overall correct response 
times in the speeded condition than the accuracy condition (MSpeed = 461.4 ms, SDSpeed 
= 106.7 ms; MAccuracy = 620.8 ms, SDAccuracy = 109.7 ms). When participants adopted the 
speed intention, the items that were traded out as errors were both responses to low 
frequency items and non-words. With the speed intention, participants made 1.7% more 
errors to low frequency as opposed to high frequency items (MHF = 3.8%, SDHF = 3.3%; 
MLF = 5.5%, SDLF = 3.9%) and made 2.9% more errors to non-words (MSpeed = 5.1%, 
SDSpeed = 3.8%; MAccuracy = 2.3%, SDAccuracy = 2.7%). In contrast, in the accuracy 
condition the difference in errors to high- and low frequency items was a negligible 0.4% 
(MHF = 1.6%, SDHF = 2.3%; MLF = 2.0%, SDLF = 2.2%). Overall, these changes support 
the efficacy of the intention manipulation, and show that when the discrimination task 
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was easy responses to non-words and low frequency items were both sacrificed as 
errors.  
In the LENW condition, as was reported in Experiment 2, participants showed 
reliably faster overall correct response times in the speeded condition (MSpeed = 458.3 
ms, SD Speed = 74.3 ms; MAccuracy = 660.1 ms, SDAccuracy = 169.1 ms) and made 
considerably more errors to low frequency items in the speed condition (MHF = 4.9%, 
SDHF = 3.1%, MLF = 15.4%, SDLF = 6.7%) than in the accuracy condition (MHF = 2.1%, 
SDHF = 1.4%, MLF = 9.9%, SDLF = 4.5%). The difference between error rates to non-
words was smallest overall (MSpeed = 10.7%, SDSpeed = 8.4%, MAccuarcy = 5.8%, SDAccuarcy 
= 4.2%). 
In the PSHP condition, participants again showed reliably faster overall correct 
response times in the speeded condition (MSpeed = 503.7 ms, SD Speed  = 113.0 ms; 
MAccuracy = 729.0 ms, SDAccuracy  = 174.3 ms). In the same manner as the LENW 
condition, when the intention was to perform quickly, predominantly low frequency items 
were sacrificed as errors, indicated by a 10.3% difference in error rate for low and high 
frequency items (MHF = 5.2%, SDHF = 3.2%; MLF = 15.5%, SDLF = 7.3%). In the 
accuracy condition, this difference was reduced to 8.6%, (MHF = 2.5%, SDHF = 2.0%; 
MLF = 11.0%, SDLF = 6.1%). The smallest difference was regarding non-words; 
participants made only 4.3% more errors in the speed condition (MSpeed = 7.8%, SDSpeed 
= 6.8%; MAccuracy = 3.5%, SD Accuracy = 2.1%). When the discrimination task was the 
hardest and participants were allowed to take their time, they made fewer errors to non-
word items than rushed participants made to high frequency words. Again, support for 
the efficacy of the intention manipulation was found, as well as an extension of the 
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findings that low frequency items are the most likely to be traded out as errors in this 
task. It is important to note that the same word items were used in all three conditions, 
only with different non-word items. 
Two interesting overall patterns can be seen across the non-word conditions: As 
the non-words became more word like (from the ILNW to the PSHP condition), 
participants took progressively longer to respond to all items when they adopted the 
accuracy intention. Secondly, across the same two conditions the percentage of 
responses to low frequency items that became errors increased.  
Cocktail model fits. Again the censorship criteria from Experiment 1 were 
imposed. In each lexicality condition (ILNW, LENW, PSHP) all 20 participants’ 
responses to high frequency words from the speed intention conditions were pooled and 
fit with the Cocktail model then the same procedure was employed with responses to 
high frequency words in the accuracy intention conditions. Figures 6 and 7 depict all the 
empirical distributions and model fits. Again, the model reliably approximated all of the 
empirical distributions, p > .1. The total number of correct responses to high frequency 
items in each pooled distribution was as follows: Speed Responses: ILNW: 5267, 
LENW: 5210, and PSHP: 5183; Accuracy Responses: ILNW: 5381, LENW: 5361, and 
PSHP: 5328.  
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Figure 6. Pooled response distributions and Cocktail model fits for correct responses to 
high frequency items with the speed intention in all three lexicality conditions. Cocktail 
model fits are depicted in white, the ILNW response distribution as a solid black line, the 
LENW as a dashed line, and the PSHP as a dotted line.  
 
 
Figure 7. Pooled response distributions and Cocktail model fits for correct responses to 
high frequency items with the accuracy intention in all three lexicality conditions. 
Cocktail model fits are depicted in white, the ILNW response distribution as a solid black 
line, the LENW as a dashed line, and the PSHP as a dotted line. 
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Bootstrap analyses. Bootstrap re-sampling analyses were conducted in the 
same manner as in Experiments 1 and 2, this time on the pooled data sets of all 20 
participants’ correct responses in the three lexicality conditions to high frequency words 
with the speed intention separately from their responses with the accuracy intention 
(Table 1). Cocktail model fits were performed and significance determined in the same 
manner as in Experiments 1 and 2. 
Speed intention bootstrap analyses. For the speed intention condition, the 
95% confidence interval contrasts of the bootstrapped parameter distributions revealed 
that the predicted rescaling when comparing responses in the ILNW condition and the 
other two lexicality conditions was significant. This was indicated by a significant 
difference in both the ΩLN (MILNW = 6.08, SE = 0.01; MLENW = 6.21, SE = 0.01, MPSHP = 
6.26, SE = 0.01) and ΩLN parameters (MILNW = 6.20, SE = 0.02; MLENW = 6.34, SE = 
0.02, MPSHP = 6.38, SE = 0.02), p < .05, bootstrap confidence interval test (Figure 8). 
The lexicality manipulation seems to have induced a change in the temporal 
organization of the system; specifically it seems that the system was organized on a 
proportionally faster time scale in the ILNW condition as opposed to the LENW and 
PSHP conditions. As the illegal non-word items were much easier to discriminate from 
real English items than the other two types of non-words, decisions could occur quicker. 
There was no rescaling between the LENW and PSHP conditions with the speed 
intention, as only a portion of the PSHP items were true pseudo-homophones. 
However, there was a reliable difference in the ΩLN parameter between these two 
conditions, p < .05, bootstrap confidence interval test. This corresponded to a slowing in 
the front portion of the distribution of responses to items in the PSHP condition, or an 
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increase in response times to the most quickly identifiable high frequency items. No 
reliable differences were detected among the remaining parameters (α, σ and ρFLN). 
 
Figure 8. Standard error distributions of bootstrapped Cocktail model parameters. Each 
plot depicts the distributions of 1000 values of one of the five Cocktail parameters for 
responses with the speed intention to high frequency items in each of the three lexicality 
conditions. Parameter distributions of fits of responses in the ILNW condition are shown 
as black, the LENW condition as dashed lines, and the PSHP condition as a dotted line. 
The reliable differences in the ΩLN and ΩPL parameters is seen as the distinct 
segregation between the parameter distributions in the first and fourth plots. The 
manipulation resulted in a rescaling or proportional slowing between the ILNW condition 
and the LENW and PSHP conditions.  
 
Accuracy intention bootstrap analyses. When participants adopted the 
accuracy intention the 95% confidence interval contrasts of the bootstrapped parameter 
distributions revealed that the predicted difference in α was reliable between the ILNW 
condition and the other two lexicality conditions, LENW and PSHP (MILNW = 4.41, SE = 
0.12; MLENW = 3.84, SE = 0.18; MPSHP = 3.88, SE = 0.14), p < .05, bootstrap confidence 
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interval test (Figure 9). The lexicality manipulation seems to have differentially induced 
a change in the α parameter, which controls the tail of the response distribution. Again 
this mimics the pattern found when connection strengths were increased in the artificial 
network. Contrasting these α parameters with those from the speed intention sessions, 
in every lexicality condition α was greater in the speed condition (Speed: MILNW = 5.45, 
SE = 0.18; MLENW = 5.71, SE = 0.21; MPSHP = 5.12, SE = 0.15), replicating the pattern 
found in Experiment 2. 
There was also a reliable rescaling, indicated by differences in both the ΩLN 
(MILNW = 6.23, SE = 0.01; MLENW = 6.30, SE = 0.01; MPSHP = 6.40, SE = 0.01) and ΩPL 
parameters (MILNW = 6.32, SE = 0.02; MLENW = 6.37, SE = 0.02; MPSHP = 6.50, SE = 
0.02), when comparing between the PSHP and other two lexicality conditions, p < .05, 
bootstrap confidence interval test. Similar to the results in the speed intention condition, 
the lexicality manipulation seems to have induced a change in temporal organization of 
the system. Specifically the system was organized on a proportionally slower or dilated 
time scale when participants were allowed to take their time in the most difficult PSHP 
condition.  
A reliable difference was found in the ΩLN parameter between the ILNW and 
LENW conditions, p < .05. There was a slowing in the front portion of the distribution of 
responses resulting from the LENW condition compared to the ILNW condition. No 
reliable differences were detected among the remaining parameters (sigma and 
rho_FLN) or between any of the lexicality conditions.  
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Figure 9. Standard error distributions of bootstrapped Cocktail model parameters. Each 
plot depicts the distributions of 1000 values of one of the five Cocktail parameters for 
responses with the accuracy intention to high frequency items in each of the three 
lexicality conditions. Parameter distributions of fits to responses in the ILNW condition 
are shown as black, the LENW condition as dashed lines, and the PSHP condition as a 
dotted line. The reliable differences in the ΩLN  and ΩPL parameters can be seen by the 
distinct segregation between the various parameter distributions in the first and fourth 
plots. The reliable difference in the α parameter can be seen in the third plot. The 
manipulation resulted in a proportional slowing and also increased scaling exponent of 
the LENW and PSHP conditions relative to the ILNW condition. 
 
Discussion 
A main goal of this experiment was to discriminate simple changes in response 
thresholds. The finding of a rescaling in both the intention conditions indicates there was 
indeed a simple threshold change. Additionally, evidence was found again for the 
hypothesis that intentions may serve as control parameters. When participants adopted 
the speed intention, the α value in all three lexicality conditions was greater than with 
the accuracy intention. Because greater α values were also found when connection 
strengths were increased in the artificial network, again it seems that adopting the 
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speed intention may have served to create greater connection strengths among the 
components of the network of cognitive and neurophysiological processes that support 
LDT performance. 
Intentions and non-word lexicality seem to together organize a threshold of 
dynamic stability for responding. Overall, the response threshold seems to have been 
lowest in the ILNW speed condition, as the statistical structure of the ILNW non-words is 
distinct from words, making it a relatively easy condition. Even with the speed intention, 
the threshold did not have a negative impact by slowing performance when the task was 
easy. However, in the LENW and PSHP conditions, the sub-word statistical structure is 
the same as that of legitimate English words (Stone et al., 1997). People had to change 
their threshold and unusual items tended to generate errors even though, overall, the 
same dynamics are thought to be supporting performance. Participants cut out the 
possibility of incorporating feedback dynamics like in Experiment 2, and took the hit by 
producing more errors (Van Orden & Goldinger, 1994).   
On the other hand, when participants adopted the accuracy intention, the shape 
changes across the three lexicality conditions were exaggerated, indicated by greater 
variability in the α parameter. With the accuracy intention, in all the lexicality levels, 
responses to low frequency items did not show the same dramatically high error rates 
as with the speed intention. If intentions operate in the same manner as connection 
strength, the relaxation of the α parameter allowed more time for the self-organization of 
the system to support low frequency word items. Furthermore, the α change occurred in 
addition to a rescaling. These compound effects indicate a change in feedback 
dynamics as well as the threshold change. Increasing ambiguity from word-like 
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distractors influenced the organization of the cognitive and neurophysiological 
processes supporting responses to legitimate English words as well. This shows that 
the threshold may be a simple signal-to-noise ratio with the speed intention but also 
allow for the incorporation of feedback dynamics with the accuracy intention (Stone & 
Van Orden, 1993). 
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Chapter 5: General Discussion 
These studies sought to establish links between the impact of many influences of 
human cognition (intentions, word frequency, lexicality) and the impact of control 
parameters on artificial network performance. Network models have long been used as 
a tool for understanding human performance, and in the present work methods 
previously used to analyze outputs of artificial networks were successfully applied to 
analyze human performance data. An artificial network was programmed with a 
connectivity pattern from real human fMRI data. Then an explicit link was made 
between changes in connection strengths in the network structure and shape changes 
of the tail of the output distributions produced by the network. When the strength of 
connections among the components of the network was greater (statistical connections 
among actual brain regions from fMRI scans), the distributions produced by the network 
were less skewed. The establishment of this direct relationship between connection 
strength and distribution shape allowed for an investigation into the way human 
response distributions similarly change.  
In the first experiment, response distributions when individuals were reading 
common words showed less skew than distributions of responses to uncommon words. 
Greater connection strengths resulted in less skewed output distributions of artificial 
networks. Thus, the results seem to indicate that the word frequency effect may be due 
to changing strengths among the components of participants’ cognitive and 
neurophysiological networks that support those responses.  
After the link was established between behavioral performance change in human 
reading and the artificial network parameter changes caused by connection strength 
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manipulation, the influence of intentions was examined for consistency with these 
findings. In the second experiment, it was found that when comparing the intention to 
perform quickly versus accurately response distributions changed in the same manner 
as in the word frequency effect. With the speed intention the distribution was less 
skewed, again mimicking network performance supported by greater connectivity 
among the components. Intentions seemed to influence behavior in the same way that 
dynamical control parameters influence behavior of the artificial network.  
Finally, in the third experiment, the interaction between intentional influence and 
stimulus-based constraints induced a rescaling, or temporal reorganization, of the 
response distributions. It was also found that both non-word lexicality and intentions 
induced changes to the tail of the response distributions in the same manner as when 
artificial network connection strengths are manipulated. 
Taken together, the results from Experiments 2 and 3 may unify many influences 
on cognition and provide insight into the origin of error responses, in general. It was 
found that intentions, word frequency, and non-word lexicality all impacted response 
distributions in a consistent manner. The influence of all three factors was akin to setting 
an artificial network’s connection strength control parameter. When participants 
responded to high frequency items, adopted the speed intention, or had easy non-word 
distractor items (ILNW), the α parameter was large—the same effect found when 
connection strength was set high in the artificial network. There seemed to be a 
homogenous system organization, and minimal reliance on feedback dynamics.  
In contrast, when participants responded to low frequency words, adopted the 
intention to respond accurately, and had more difficult non-word items (LENW and 
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PSHP conditions) the changes in smaller α parameters indicated system reorganization 
and specified that feedback dynamics came into play. Rather than simply responding to 
the item presented on the screen, participants seem to be influenced by what could 
have appeared on the screen (Van Orden & Goldinger, 1994). Overall, responses to low 
frequency English words with relatively weak spelling-pronunciation relationships were 
influenced by the statistical possibilities of their alternative pronunciations (Van Orden & 
Goldinger, 1994). The competition of word-like pronunciations coming from pseudo-
homophones has been previously found to induce slowing of responses to all items on a 
LDT (Van Orden & Goldinger, 1994). However, the response distribution analyses 
utilized here discriminated not only response slowing, but also participants’ seemingly 
stronger reliance on visual information for making lexical decisions. This allowed for 
empirical identification of system reorganization to incorporate feedback dynamics. 
Furthermore, Experiment 3 found distribution rescaling, indicating that intentions 
and non-word lexicality may together organize a threshold of dynamic stability for 
responding. When participants adopted the speed intention, the organization supporting 
responses set a threshold for quick responses with little time for the system to coalesce, 
and feedback dynamics were not incorporated. This led to more responses being traded 
out as errors. When participants were allowed to take their time in the accuracy 
intention, the feedback dynamics were able coalesce, reducing the numbers of errors 
especially to low frequency items (Stone et al., 1997). The threshold seems to impact 
when the system incorporates feedback dynamics as proposed by Stone et al. (1997). 
The findings of this study have implications that reach wider than to simply 
provide an alternative conceptualization for the previously described influences on 
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healthy cognition. A relatively novel analysis of behavioral data was utilized, and 
evidence for the success and sensitivity of this approach was ample. This approach to 
investigating the many influences of cognition was recently found to be successful at 
discriminating patient populations. Successful discrimination of distributions of 
responses produced by healthy children and children with dyslexia have been 
established (Holden, Greijn, van Rooij, Wijnants, & Bosman, 2014). It has been 
proposed that this success may originate in the fact that dyslexia has underlying 
changes in neurological connectivity resulting in impaired reading performance (Holden, 
2014). 
In other conditions such as Alzheimer’s disease or Parkinson’s disease, 
performance impairments are known to be the result of physical degeneration of 
cognitive and neurological brain networks (Tomasi & Volkow, 2011). Reaction time 
measures have the potential to enhance the diagnosis of medical conditions that affect 
the patterns of connections. Existing research indicates reading performance is 
impaired in individuals with early Alzheimer’s symptoms, but a significant gap remains in 
understanding the behavioral changes that accompany neurodegenerative disorders 
(Taler, & Jarema, 2006). Response distribution analyses offer the promise of earlier 
detection at the start of neurological degeneration because of their ability to detect 
changes in connectivity. As was shown with the simulation study, minor changes to 
connectivity resulted in statistically reliable performance change. Thus, analyzing 
cognitive performance using distributional analyses could be an important litmus test for 
the ideas put forth here. This approach may offer a novel, sensitive test for cognitive 
biomarkers of the early development of neurodegenerative illness.   
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Glossary 
Distribution: the distribution of a variable is a description of the position, arrangement, 
or frequency of occurrence of an outcome over a number of trials. 
Dynamics: the forces or properties that stimulate growth, development, or change 
within a system over time. 
Fractal (see self-similarity): any natural phenomenon or mathematical set that exhibits 
a repeating, self-similar pattern at every scale of measurement. 
High frequency Word: words that appear most often in the existing corpus of 
language. These words have an established rate of occurrence, which is a rate of 
greater than 10 times per million (Balota & Spieler, 1999). This cutoff value roughly 
corresponds to a count of greater or less than 6000 in the newer HAL corpus of word 
frequency (Balota et al., 2007). 
Low frequency Word: words that appear infrequently in the existing corpus of 
language. The cutoff value for the rate of occurrence of these words is less than 10 
times per million (Balota & Spieler, 1999). 
Network: a group or system of interconnected parts. 
Parallel Distributed Processing (PDP): a large number of simple processors that 
operate in parallel and store information in a distributed fashion via the connections 
among the components.  
Parameter: a numerical or other measurable factor, forming one part of a set, which 
defines a system or sets the conditions of its operation. 
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Self-similarity: at any magnification, a piece of an object or pattern has a structure that 
is similar to that of the whole object or pattern. 
Small-World Network: a class of networks that has a balance of dense clusters of local 
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