A molecular model of network-forming liquids has been formulated in terms of a lattice fluid in which bond formation depends strongly on molecular orientations and local density. The model has been solved in the zeroth-and first-order approximations for molecular and bond geometries similar to water or silica. Results are presented in the form of fluid-phase boundaries, limits of stability, and loci of density extrema. At low temperatures and high pressures the first-order solution shows a liquid-liquid transition with upper and lower consolute temperatures, in addition to vapor-liquid equilibrium; and two loci of density extrema. In contrast to previous models which display a second fluid-fluid transition, the phase behavior of the present model fluid does not result from an a priori imposed dependence of the bonding interaction upon bulk density. The zeroth-order solution shows only one, vapor-liquid, phase transition; and a single, continuous locus of density maxima. The results suggest that low-temperature polyamorphic phase transitions in a pure substance can arise from orientation-dependent interactions; and in particular that a phase transition between two dense fluids can be driven by the greater orientational entropy of high density states which are not fully bonded. The predicted phase behavior is, however, sensitive to the level of approximation used to solve the partition function.
I. INTRODUCTION
Network-forming fluids are ubiquitous in nature, water and silica being the most common examples. They are distinguished from ''normal'' molecular fluids by the presence of strong, highly directional, intermolecular attractions that result in the formation of ''bonds'' between molecules that are correctly spaced and oriented with respect to one another. The favorable bonding energy results in the formation of locally structured regions which, due to geometric constraints on the bonded molecules, have lower density than unbonded regions. Such structures in the liquid are local and transient; a fully bonded network exists only in the limit of low temperatures. For example, transient, ''icelike'' regions exist in liquid water, and increase in lifetime and average size as temperature is lowered. 1, 2 The geometric requirements for bonding dictate the spatial distribution of bonds and the resulting correlations in molecular positions. 3, 4 We refer collectively to this arrangement of bonds and molecular positions as the topology of the network. In fluids such as silica, short-and intermediate-range order in the tetrahedrally coordinated network is resistant to thermal degradation. Consequently the configurational entropy depends weakly on temperature close to the glass transition. This is the ''strong'' extreme of Angell's useful classification scheme for liquids, 5 the ''fragile'' limit being typified by o-terphenyl. In the latter case there are no directional bonds and no network. As a result, the configurational entropy close to the glass transition is sensitive to changes in temperature.
Many intriguing properties of liquid silica and water occur at low temperatures ͑i.e., well below the equilibrium freezing point͒ and are related to the presence of network structures in the supercooled state. Examples include negative thermal expansion coefficients (␣ p ) for both silica and water, and increases in isothermal compressibility ( T ) and isobaric heat capacity (c p ) for water upon supercooling. 4, 6 Interesting properties of network fluids also occur in their amorphous solid states. Both silica 7 and water 8 are known to exhibit polyamorphism. 9 This term refers to distinct amorphous phases that differ in density and local structure. This phenomenon is especially intriguing in water, as an apparently first-order, reversible transition occurs between the two forms of amorphous solid water, LDA and HDA. 8, 10, 11 Although the amorphous solids are nonergodic on experimental time scales, the presence of distinct, reproducible phases which lack long-range order, and have different densities suggests the existence of an underlying liquidliquid phase separation for a pure fluid. This is quite remarkable, as liquid-liquid phase transitions are normally associated with phases of different composition. 12 A full understanding of the effects of the number, spatial orientation, and strength of bonds on the global fluid-phase behavior of network fluids is still lacking. Particular interest lies in the low-temperature behavior and the possibility of polyamorphic transitions. Because the material properties of different amorphous phases may be markedly different ͑e.g., one amorphous phase of Si is metallic, while another is a semiconductor 13 ͒, polyamorphism is of interest both as a scientific phenomenon and because of its implications for materials processing.
We present here a lattice model of network fluids that shows two fluid-fluid phase transitions when solved with a first-order approximation. This is the first model of its kind to show this behavior based solely upon the molecular interactions described by the model Hamiltonian, without recourse to imposed density dependences on interaction a͒ Author to whom correspondence should be addressed.
strengths. In contrast, the zeroth-order, or mean-field ͑MF͒ solution, shows only a vapor-liquid transition. Both solutions exhibit density anomalies (␣ p Ͻ0).
Our use of the term mean-field requires clarification. In the study of critical phenomena, theories which assume the Helmholtz energy to be analytical at the critical point are called mean-field theories. They all yield the classical critical exponents. In the study of lattice fluids and magnets, the term mean-field denotes the simplest solution technique, in which no account is taken of short-range order. This is also known as the zeroth-order, Bragg-Williams, or molecular field approximation. Throughout the remainder of this paper, we use the term mean-field in the latter sense. The two approximate solution techniques used in this work yield classical critical exponents.
Lattice models have been successfully used to study aspects of the thermodynamics of network fluids. Behavior such as freeze-expansion, density extrema (␣ p ϭ0), and sharp increases in c p and T with decreasing temperature have been reproduced by lattice models for water, 14 and by more general models. 15, 16 Recent models of Borick et al., 15 Poole et al., 17 and Ponyatovskii et al. 18 have shown two fluid-fluid transitions. However, two of these models 15, 17 require the additional assumption of an imposed dependence of the bonding interaction on bulk density, while the other 18 is based on the assumption that the molecules exist in one of two ''states'' within the liquid. Our results show that an additional, low temperature phase transition between fluid phases results when a better approximation is used to solve the partition function. In particular, there is no need to impose a density-dependent bonding strength, or to assume particular ''states'' of molecules in the fluid.
Our model is formulated in terms of molecules with waterlike geometry, on a body-centered cubic ͑BCC͒ lattice. The molecules interact via nearest-neighbor (nn) attractions and orientation-specific bonds between nn pairs. The open, fully bonded state is a tetrahedral network with a diamond or cubic icelike geometry. In addition to molecular orientations which correspond to the diamond-lattice structure, we also account for molecular orientations of unbonded and partially bonded molecules. Included in these considerations are constraints imposed upon the orientations of partially bonded molecules by molecular geometry. Open structures are stabilized by including a bond-weakening interaction 15 which causes the local energy and density to be negatively correlated, as in liquid water, and also accounts for cooperative effects associated with the formation of local ''icelike'' order.
The paper is organized as follows. The model is formulated in Sec. II. The zeroth-and first-order solutions are discussed in Secs. III and IV, respectively. Finally, in Sec. V we present calculations on the phase behavior, stability limits, and density anomalies predicted by the two solution methods for different interaction strengths and degrees of orientational entropy. We discuss the differences between the predictions of the two solutions, and the molecular origins of the second fluid-fluid phase transition in the first-order solution.
II. MODEL FORMULATION
The lattice is composed of body centered cubic unit cells which can be equivalently represented by four, interpenetrating, simple cubic sublattices ͑denoted with ᭹, ᭺, ᭡, and ᭝ in Fig. 1͒ . The central site is surrounded by eight nn sites, located at the vertices of the cube as shown in Fig. 2͑a͒ . Each occupied nn pair of sites contributes an attractive energy-⑀. Every molecule has q distinguishable orientations via rotation about the central atom. When a pair of molecules point their bonding arms toward each other, a bond forms and contributes an energy-J. The number and relative orientations of the bonding arms on a molecule is an input to the model. Figure 2͑b͒ illustrates the waterlike geometry used in the present work. The central site represents oxygen, and the molecule has two proton-donor arms ͑H atoms͒ and two proton-acceptor arms ͑electron lone pairs on oxygen͒; arrows pointing away and toward the central site indicate the donor and acceptor arms, respectively. A bond forms when a donor arm and an acceptor arm point to one another. This restricts the possible orientations of the remaining arms on each of the molecules participating in the bond. The formation of two bonds by the same molecule completely specifies its orientation.
An open network is promoted in this model by imposing an energy penalty for occupied sites which encircle the line of centers of an existing bond. This is illustrated in Fig. 2͑b͒ , where the three k sites which lie adjacent to the bond formed between the i j pair weaken that bond by an energy cJ/3 (cϾ0) for each occupied k site. All of these sites lie on the same sublattice, which is different from both sublattices occupied by molecules involved in the bond ͑compare with Fig. 1͒ . The fourth k site in this cell is opposite to the bond, and does not weaken it. Thus, a bond surrounded by occupied sites is ''fully weakened'' and contributes an energy of Ϫ(1Ϫc)J, as indicated in Fig. 2͑a͒ .
The potential energy of the system is expressed mathematically by the following Hamiltonian: In Eq. ͑1͒, n i is an occupation variable for site i; n i is 1 if the site is occupied, 0 otherwise. Each molecule is considered to have q distinguishable orientations. The different orientations of the molecule on site i are denoted by a Potts variable i ( i ϭ1,2,...,q). The symbol ␦ i j is given the value 1 if the orientations of molecules i and j are correct for bonding, 0 otherwise. The notation ͗i j͘ specifies that the summation is over nearest-neighbor pairs. The superscript * on the second summation indicates that restrictions imposed by valency and bond geometry are to be included when determining which nn pairs are allowed to be simultaneously bonded. The third summation is over the bond weakening (k) sites of a given bonding pair (i j). The number of potential bond weakeners ͑͒ depends upon the molecular geometry. As noted above, is 3 for the present treatment. Ordered, solid phases, which are not included in this work, arise via preferential occupation of one or more sublattices. It is useful, however, to consider the relative stabilities of open-and close-packed ordered phases so as to choose values of the model parameters that will promote open, bonded structures in the fluid over a range of positive pressures. An open, ordered phase similar to that of cubic ice occurs if two sublattices are filled and fully bonded, while the remaining two sublattices are vacant, as shown in Fig. 1 .
We consider its low-temperature stability relative to the close-packed, ordered structure formed when the four sublattices are filled and fully bonded to each other ͑e.g., ᭹ with ᭡, and ᭺ with ᭝͒. This is the analogue of ice VII in our model.
For the solid with an open, diamondlike structure, the number of molecules, M , and sites, N, are related by M ϭN/2, and all molecules lie on the appropriate sublattices and are properly oriented for bonding ͑see Fig. 1͒ . Therefore no bonds are weakened, and Eq. ͑1͒ becomes
from which we can write the enthalpy
where v 0 is the volume per site. A similar procedure for the close-packed, fully occupied (M ϭN) and bonded lattice gives
At 0 K, the Gibbs free energy is equal to the enthalpy, so the equilibrium pressure for the transition between these two structures is found by equating specific enthalpies, from which we find 
III. MEAN-FIELD SOLUTION
We begin with the grand canonical partition function,
where ͕n i ͖ and ͕ i ͖ indicate summations over all possible distributions of occupation numbers and molecular orientations, respectively. In Eq. ͑6͒, is the chemical potential, V is the total volume, and T is the temperature. Using Eq. ͑1͒,
where
In writing the above expressions we have used ␤ϭ1/kT, k is Boltzmann's constant, ␦ i j ϵ ␦ i j , and have let subscripts nb and b denote nonbonding and bonding contributions to the partition function. We then average over the distribution of orientation variables, using a single-graph approximation and sphericallization technique. 16, 19 This reduces the partition function to summations over occupation variables, and replaces J with a 
In Eq. ͑10͒, c* is formally an effective bond-weakening parameter; expressions for c* and ␦J are given in Appendix B.
These quantities require knowledge of p b , the probability of a bond being formed between a nn pair when orientations of the molecules are distributed randomly. We derive an expression for p b as follows. Consider a pair of molecules situated on nn sites, each with q distinguishable orientations. For a tetrahedral molecule with two donor (D) arms and two acceptor (A) arms, a bond is formed when a D(A) arm is in line with a nn A(D) arm. The MF estimate for the bonding probability follows from the assumption that bond formation between a given nn pair is independent of bonds formed by that pair with other molecules. However, it should be realized that we still enforce the restriction on the number of bonds possible for a single molecule when evaluating the summation ͚ ͗i j͘ * in
Eq. ͑10͒ explicitly. Thus each molecule can participate in a maximum of only four bonds simultaneously. In the meanfield approximation each bond is treated independently. With this approximation, p b is the product of the individual probabilities of each molecule in the pair pointing an arm to one of its nn sites, multiplied by a factor to account for the distinguishability of D-A and A-D pairings. The probability for one molecule to be pointing an arm to a given nn site is equal to the fraction of its q orientations in which one arm is fixed in a given direction. We will denote by n the number of orientations available to a molecule having the direction of one arm fixed. The single molecule probability then is n/q. To derive a relationship for n in terms of q we note that a molecule with one arm fixed can rotate the other arm͑s͒ through 360°, about the fixed arm. Thus n is essentially the number of increments into which we discretize those 360°. Now consider the central atom to be at the origin of a sphere. We can point a given arm in n 2 /2 directions ͑i.e., rotating over 360°in one plane, and over 180°perpendicular to the plane at each point along that circle͒. We must also include the n orientations due to rotating the other three arms about the axis of the given arm, for each of the n 2 /2 directions. This gives a total of n 3 /2 orientations. However, for a molecule with two D and two A arms, this will overcount the number of distinguishable orientations by 2. Applying this to a molecule with a waterlike geometry, we have
where we must include a factor of 2 in p b since we can distinguish between bonding as an A -D pair and bonding as a D -A pair, for a selected molecule. We next apply the mean-field approximation to the occupation variables. 15, 16 We denote the fractional occupation of each sublattice by i (iϭ1,...,4), and the overall fraction of occupied sites by (ϭM /N). The equation of state then follows from PNv 0 ϭkT ln ⌶ ͑using the maximum term of ⌶ and the fact that 1 ϭ 2 ϭ 3 ϭ 4 ϭ for fluid phases͒ as
The following reduced variables are used in the above expression: P*ϵ Pv 0 /J, *ϵ/J, xϵ⑀/J, T*ϵkT/J, and ␦J*ϵ␦J/J. We can eliminate * from Eq. ͑13͒ by realizing that at equilibrium ln ⌶(,V,T) must satisfy ‫ץ͑‬ ln ⌶/‫͒ץ‬ ,V,T ϭ0 and thus
Rearranging for ͑*ϩT* ln q͒ gives
Substituting this in Eq. ͑13͒ yields
with a*ϭ4xϩ12␦J*͑1Ϫ2c* ͒. ͑17͒
We see that the MF fluid equation of state has a form similar to that seen in previous, related work on networkfluid, lattice models:
15 a modified van der Waals equation, with a density-and temperature-dependent attractive parameter a*, and a logarithmic repulsive term in the place of the van der Waals excluded volume term, kT/(vϪb). As we show in Appendix A, this equation of state is incapable of showing a second fluid-fluid phase transition. The meanfield solution has essentially blurred all molecular details of bonding via the averaging of the orientational and bonding states. The loss of the details of molecular geometry and connectivity arises because the mean-field expression for p b assumes orientations of different molecules to be independent, thereby neglecting the cooperative nature of bonding.
IV. EXTENDED QUASICHEMICAL SOLUTION
We begin the first-order or extended quasichemical ͑QC͒ solution with the canonical partition function
where E is the potential energy corresponding to a configuration with a given M and V, and ⍀ is the number of distin- 
where AϭaN. We approximate Q by its maximum term, reducing the problem to that of maximizing ln Q, subject to the constraints of and T ͑or M ,N,T͒. The method used here is formally identical to that described in Debenedetti et al. 20 The lattice is divided into a number of identical, fundamental ''cells.'' The possible configurations within one cell are fully enumerated with the assumption that each cell is independent of all others. The configurations of the full lattice are then approximated by assuming that cells are distributed randomly, with a distribution of cell-configuration probabilities that minimizes the Helmholtz free energy. The geometry of the BCC lattice does not lend itself to a tesselation procedure such as that used in Debenedetti et al.; 20 such a procedure would here lead to differentiating between molecules on different sublattices, which is inadequate for the treatment of disordered phases. The number of cells, N cells , is chosen so as to preserve the number of nn site contacts existing in the actual lattice. Thus, N cells ϭN/2. The fundamental cell is chosen to be large enough to represent all bonded and nonbonded configurations of the central molecule with its nearest neighbors. Thus, the geometry of the model ͑e.g., bond orientation͒ is preserved exactly for clusters up to nine molecules. As will be discussed later, this approach does not account for interactions of molecules on the corner sites with molecules in neighboring cells. The choice of N cells ϭN/2 does, however, preserve the number of nonbonding interactions; but bonds are determined only within the fundamental cell. Therefore the lattice geometry, though used explicitly when enumerating the possible configurations of the fundamental cell, is not preserved when calculating the number of configurations for the entire system, because cells are assumed to be randomly mixed. This does not pose severe problems for disordered phases such as we consider here, but could affect the accuracy of calculations involving phases with long-range order.
We denote the total number of cell configurations by m ͑mϭ98 in the present model͒, and denote the number of occupied sites, the energy, and the degeneracy for the jth cell-configuration as n j , ⑀ j , and j , respectively. By degeneracy of a cell configuration we mean the number of equivalent ways of placing and orienting the given number of molecules while preserving the energy, bonds, relative positions and relative orientations that define that cell configuration. Expressions for ⑀ j and j , can be written a priori in terms of the parameters of the model, and are given in Table I , where the possible cell configurations are enumerated ͑n has the same meaning in Table I as it does in our mean-field solution͒. The assumption in writing the j expressions in Table  I is that each cell is independent of all others with respect to the orientations that molecules on the vertices of the cube may possess. The probability of a given cell configuration from among the entries in Table I is j j , and thus j is the probability of observing a cell for which the exact number, placement, and orientations of molecules in the cell correspond to one of the degenerate arrangements of cell configuration j. The values of each j in the limit of infinite temperature are also given in Table I .
The entries in Table I are to be interpreted in the following manner. Consider entry 37; this describes the cell configuration shown in Fig. 3 . From Table I , we see that there are five occupied sites ͑A -E in Fig. 3͒ , four of which are corner sites (B -E). One bond exists ͑between molecules A and B͒. There are two molecules (n 4 ϩn 5 ϩn 6 ϩn 7 ϭ2) which cannot bond to A because of geometric restrictions imposed on the orientations of A by the A -B bond. One molecule (C) weakens the A -B bond (n 5 ϭ1). The molecule D is opposite the bond and so does not weaken it (n 4 ϭ1). There are no molecules which simultaneously weaken 2 or 3 bonds (n 6 ϭn 7 ϭ0). We have now accounted for four of the five molecules using the entries for n 1 to n 7 . Therefore the remaining molecule (E) occupies a site which is not excluded from bonding with A, but is not bonded to A because the orientations of the AE pair are not correct for bonding. Note that the configurations in Table I do not have different entries for differences in donor-acceptor and acceptor-donor bonds with the central molecule. These differences are incorporated into the expressions for j .
The number of possible configurations of the system, including molecular orientations and vacancies, is estimated by assuming that the N cells cells are independent of each other and that their m possible realizations are randomly distributed on the lattice, with a frequency of occurrence to be determined as explained below. Since the cells are independent, we write
͑20͒
In Eq. ͑20͒, ⍀ 0 is a normalization constant. We determine its value by forcing ⍀ to be accurate in the high temperature limit, where the distribution of molecules and orientations is random, and thus
in which we have denoted the infinite temperature value of j by j ϱ . To determine the energy we use 
Our problem is that of maximizing ln ⍀Ϫ␤E with respect to the ͕ j ͖ at a given T and . Note, however, that the j values are not completely independent, as the distribution ͕ j ͖ must satisfy the material balances on occupied sites and vacancies,
with the number of sites per cell denoted by ␣͑ϭ9͒. a n 1 : number of occupied sites; n 2 : number of occupied corner sites; n 3 : number of bonds; n 4 Ϫn 7 : molecules which cannot bond to the central molecule because of constraints due to existing bonds, and which simultaneously weaken existing bonds: n 4 denotes the number of such molecules weakening 0 bonds; n 5 , the number weakening 1 bond; n 6 , the number weakening 2 bonds; n 7 , the number weakening 3 bonds.
Returning now to Eq. ͑21͒ and solving for ln ⍀ o ͓using Stirling's approximation and Eq. ͑25͔͒ gives
We now have expressions for all the terms in Eq. ͑18͒. Equating the partition function to its maximum term, we write for the Helmholtz free energy per site (aϭA/N) from Eqs. ͑18͒, ͑20͒, ͑22͒, and ͑26͒:
where the ͕ j ͖ are to be determined by maximizing the generic term in the partition function. We now write an expression for pressure using a more convenient form of Eq. ͑19͒
Using Eq. ͑28͒ gives ͑see also, Appendix C͒
and with ϭ(‫ץ‬a/‫)ץ‬ T we have also
͑30͒
Provided we have the equilibrium ͕ j ͖ at a given T and , we now have P and as a function of T and . In order to determine the ͕ j ͖, we use the equilibrium requirement that A ͑and thus a͒ be a minimum with respect to variations in the independent j 's at constant .
From Eq. ͑31͒ we obtain ͑see Appendix C͒ the desired
where rϵ d / c . Using this set of equations we rearrange Eqs. ͑23͒ and ͑24͒ to read ϭ c , ͑33͒
which can be combined to give ͑r,T ͒ϭ ϩ␥ , ͑35͒
͑37͒
Here the symbol * denotes a summation over j c,d. The structure of the equations is therefore
Pϭ P͑,r,T ͒, ͑38͒ ϭ͑r,T ͒, ͑39͒ ϭ͑,r,T͒. ͑40͒
This system is solved by fixing and T; solving ͑numeri-cally͒ for r in Eq. ͑35͒; and using (r,,T) to calculate P and .
V. RESULTS AND DISCUSSION
We now present phase diagrams, stability limits, and loci of density extrema for the QC and MF solutions. Calculations were performed for a range of values of the model parameters. The values for the ratio of nonbonding to bonding strengths (x), the bond-weakening penalty as a fraction of bond strength (c), and the number of distinguishable orientations of a molecule (q) were systematically varied over the ranges ͓0.1,0.53͔, ͓0.3,0.8͔, and ͓12,240͔, respectively. The values for x were based on the assumption that bonding interactions are approximately an order of magnitude stronger than nonbonding interactions ͑e.g., hydrogen bond strengths relative to van der Waals attractions 3 ͒. The values for c were chosen to satisfy xϽcϽ1, as discussed in Sec. II. The lower bound of 12 for q corresponds to the distinguishable orientations of a molecule which is able to point its arms at only its nn sites; the upper bound was chosen as 240 after determining that further increases in q caused only minor changes in the phase diagrams.
We first consider the QC results, using the case shown in Fig. 4 ͑xϭ0.2, qϭ24, cϭ0 .8͒ as a reference, and the changes that result when c, x, and q are varied. We begin with the phase behavior; density anomalies are considered below. The salient feature is the existence of two phase transitions ͑I,II͒ between disordered phases. For all cases in which the second fluid-fluid transition ͑II͒ is observed, it has both upper and lower consolute temperatures ͑UCT and LCT͒. We refer to the lowest density phase as the vapor, and to the intermediate and high density phases as liquids, L1 and L2. The difference between the two liquid densities, and between the UCT and LCT, decreases as either c or x decreases. The second phase transition disappears for low enough values of c or q. Figure 5 illustrates this for the case qϭ12, cϭ0.8, xϭ0.2. The implications of these trends for the existence of the liquid-liquid transition will be discussed below.
The critical temperature (T c ) and pressure ( P c ) for transition I ͑VLE͒ are always greater than the UCT and the corresponding pressure for II. The density of the coexisting phases is very sensitive to changes in q. This is illustrated in Fig. 6 (qϭ240) . Comparison with Fig. 4͑c͒ shows that increasing the orientational entropy causes a density extremum to appear along the L1 branch; T c to decrease slightly; a broadening of the density difference between coexisting L1 and L2 phases ͑transition II͒; and a decrease in the LCT. The relative strength of the nonbonding to the bonding interactions, x(ϭ⑀/J), has a pronounced effect on the vapor-liquid transition, but affects transition II only slightly. This is illustrated in Fig. 7 ͑qϭ240, xϭ0 .53͒. Comparison with Fig. 6 shows that weakening the bonding strength relative to the nonbonding interactions causes the density along the L1 branch of I to increase, and raises T c . In all cases, the density along the L1 branch of transition I approaches 5/9 in the limit of zero temperature. This arises from the open ground state ͑i.e., configuration 24 in Table I͒ , in which five of the nine sites are occupied.
There are pronounced density anomalies for all cases. Starting at high pressure and density ͓see, e.g., Figs. 4͑a͒ and 4͑c͔͒ the locus of density maxima becomes a locus of density minima at point a. At point b the character of the locus reverts to density maxima, and remains so as it approaches the density of the L1 branch of transition I in the limit of zero temperature. Thus, in the PT plane the segment ab is a locus of isochore maxima, while the remaining locus represents isochore minima. As can be seen in Fig. 7 , the continuity of the locus of density extrema is interrupted at high enough values of x by intersection with the spinodal branch along which L1 becomes unstable with respect to the vapor. A seemingly disconnected locus of density maxima also exists in the region where L1 is metastable with respect to the vapor. This locus always exhibits the qualitative behavior shown in Fig. 4͑a͒ and 4͑b͒: It has a negative slope in the PT plane and intersects the L1 branch of the spinodal for transition I, causing it to retrace toward higher pressures at low temperatures. The maximum temperature at which density anomalies occur increases as c is increased. These basic features of the TMD are preserved in all cases investigated.
In general, the MF results are significantly different from those discussed above. The most obvious difference is that the L1 -L2 transition cannot occur ͑see also Appendix A͒. In addition, the TMD forms a single locus of density maxima. The MF phase behavior and density anomalies can be categorized according to the behavior of the TMD locus and the liquid spinodal. In all cases studied here, the PT projection of the TMD is negatively sloped over some region of the phase diagram, and has one of the following two forms: ͑1͒ The TMD locus is negatively sloped at all pressures, and intercepts the liquid spinodal; the intersection point is necessarily a minimum in the liquid spinodal ͑i.e., the retracing spinodal scenario consistent with the stability-limit conjecture 21 ͒. ͑2͒ The TMD locus retraces toward low temperatures and does not intersect the liquid spinodal ͑i.e., the retracing-TMD scenario 22 ͒. An example of the retracing TMD scenario is shown in Fig. 8 for qϭ24, cϭ0.8, and xϭ0. 2. Upon decreasing c, or increasing q or x, the behavior changes to that of the retracing-spinodal scenario.
As q or x is increased, T c increases, the T -projections of the binodal and spinodal curves become more symmetric about ϭ0.5, and the TMD intersects the liquid spinodal, causing it to retrace. As c increases, the value of the critical density decreases, the maximum temperature for density anomalies increases, and the TMD and liquid spinodal curves show behavior consistent with the retracing TMD scenario.
The TMD and phase behaviors in the MF solution are similar to earlier results for solutions of simpler models with the MF approximation. 15, 16 This results from the MF treatment of the bonding probability as an average value for all molecules, regardless of a given molecule's participation in other bonds. The assumption that all bonds form with probability p b significantly underestimates the chance of bonding for molecules which are already involved in one or more bonds. As an example of this, consider a molecule which is involved in one bond. The chance of it pointing one if its remaining bonding arms toward a nn site is 3/n, or 3/(4q) 1/3 . Assume that a completely nonbonded molecule occupies one of the nn sites with which a second bond could form. The bonding probability is then 3/n, which is greater than p b (ϭ2 7/3 /q 4/3 ) for all physically meaningful values of q ͓i.e., (3/n)/p b ϭ3q/8; qу12͔. This error becomes more significant at higher densities and at lower temperatures, which are the conditions of particular interest for investigating the possibility of polyamorphic transitions.
The errors at high density and low temperature are borne FIG. 6 . T diagram from the QC solution for xϭ0. 2, cϭ0.8, qϭ240 ; notation is as in Fig. 4 .
FIG. 7.
T diagram from the QC solution for xϭ0. 53, cϭ0.8, qϭ240 ; notation is as in Fig. 4 . The TMD locus is unstable ͑not shown͒ at the point denoted by a in Fig. 4 . mx and mn denote respectively segments of the TMD for which the density extrema are maxima and minima.
out in the markedly different behaviors that the QC solution predicts when compared to the MF results. Accurate treatment of just the first shell of bonding neighbors produces solutions with a second fluid-fluid transition. This provides an example of the cooperative nature of bond formation in network fluids, and clearly shows an inherent weakness in the MF solution. Although the QC treatment is an improvement over the MF solution, it is still not exact. The most serious limitations arise from the assumption that cells are independent. Also, a notable effect of cell size in our work is that a density of 5/9 is imposed as T approaches zero, inducing the pronounced asymmetry in the TϪ projection of the VLE binodal. The independence of cells causes corner-site molecules in certain configurations to be treated as having q possible orientations, which denies the possibility of bonding for those molecules. Bonds for these molecules must form with molecules in adjacent cells, and thus are neglected in the QC approximation. In Fig. 3 , molecules C and D are in this category. When applied to all cells, all molecules are treated equivalently; a molecule that occupies a site such as C in Fig. 3 for one cell, occupies a site such as E for an adjacent cell. The overall effect, however, is that the possibility of all molecules being fully bonded is not realizable in the QC approximation. It is not obvious what the lack of a fully bonded fluid state has on the accuracy of the phase and TMD behavior. The undercounting of possible bonds is expected to overestimate the energy of the fluid at higher pressures and lower temperatures, but this also overestimates the entropy of the fluid. The net effect on the free energy, and thus the ability of the fluid to exhibit a second fluid-fluid phase transition, cannot be reasoned from only the current results. This will be addressed in work which is presently underway to test the current predictions with computer simulations.
We now consider the origin of transition II. At all temperatures and parameter values considered here, the configurational energy and entropy as a function of volume ͑at constant T͒ have the qualitative forms shown respectively in Figs. 9͑a͒ and 9͑b͒ ͑T*ϭ0.15; x, c, and q as in Fig. 4͒ . The minimum in energy and entropy occurs near v/v 0 ϭ Ϫ1 ϭ9/5. It corresponds to a maximally bonded configuration ͑the fully bonded ground state, configuration 24 in Table I , has v/v 0 ϭ9/5͒. The specific volumes of the two liquid phases at equilibrium are indicated in the figure, illustrating the significantly higher energy and entropy of the L2 phase relative to the L1 phase. At temperatures between the LCT and UCT the entropy gain at high densities stabilizes the L2 phase; the L1 phase is always favored energetically. The essential role that the orientational entropy of the unbonded and partially bonded molecules plays in the stabilization of L2 is evident from the sensitivity of transition II to the value of q, as noted earlier when comparing Figs. 4 and 5. Because L1 is favored energetically and L2 is favored entropically, their opposing contributions to the free energy can balance over only a limited range of temperatures. Accordingly, the first-order transition between two distinct phases possesses both an LCT and an UCT. Below the LCT the entropic contributions are too small to stabilize L2; above the UCT, the entropic contributions are too large. In neither case does isothermal compression of L1 lead to a new phase.
It was noted earlier that the existence of the second phase transition is dependent upon the magnitude of the bond weakening parameter c. Figure 9͑c͒ (cϭ0.3) shows the effect on the U(v) curve of decreasing c, for the same temperature, x, and q values as shown in Fig. 9͑a͒ (cϭ0.8) . The energies of the high density states are significantly reduced as a result of the decrease in the energy penalty on weakened bonds. The differences between the energies of the intermediate-and high-density states are no longer large enough to stabilize low entropy, low energy states and phase transition II does not occur. Based upon the preceding arguments the L1 -L2 transition should exist for cϭ0.3 if the orientational entropy is sufficiently low ͑i.e., small q͒. This is, however, precluded in our study by the lower bound of qϭ12 for the number of distinguishable orientations for a molecule.
Additional mechanisms for the occurrence of polyamorphic transitions exist. In particular, we note an insightful argument by Poole et al. 17 regarding the origin of a firstorder polyamorphic transition in water, which is based upon results from molecular dynamics simulations of ST2 water. These authors observed, in addition to the usual isothermal minimum in the internal energy as a function of volume, a second, relatively sharp minimum at somewhat larger spe- cific volumes. This corresponds to the cooperative formation of a random network of hydrogen bonds over a relatively narrow of range of densities. These authors reasoned that because A→U as T→0, the additional minimum in energy can drive a second fluid-fluid phase transition at low enough temperatures, since this would result in a double-welled A(v) function. The plausibility of this argument was confirmed 17 by solutions to a modified van der Waals equation of state, which showed a second fluid-fluid transition at high pressures and low temperatures. The modification consisted of a bonding interaction which contributed to the energy over a relatively narrow range of fluid densities, giving it a second minimum in its internal energy. The origins of the second fluid-fluid transition predicted by our model are markedly different from those mentioned above. In our model, transition II occurs because orientational entropy stabilizes the high-density phase. In the results of Poole et al., 17 the second phase transition occurs because energy stabilizes the low-density phase. In terms of phase behavior, the most notable difference which arises from these different scenarios is that the energetic stabilization of the phase transition results in an open-loop two phase region ͑no LCT͒, while entropic stabilization of the phase transition gives rise to closed-loop phase behavior.
VI. CONCLUSIONS
We have presented approximate solutions to a lattice model of network fluids that shows polyamorphic behavior at high pressure and low temperature, and exhibits density anomalies over large portions of the liquid phase diagram. Depending upon the relative strengths of the bonding and nonbonding interactions, and the number of possible molecular orientations, both the retracing-liquid-spinodal and the retracing-TMD scenarios are predicted in the mean-field approximation. This confirms earlier findings [15] [16] [17] that the different scenarios used to explain the anomalous properties of supercooled water can arise from the same type of molecular interactions. The first-order solution shows two apparently disconnected loci of density extrema. One begins as density maxima in the stable liquid at high pressure, reaches a maximum temperature, and retraces to lower temperature with decreasing pressure; at still lower temperatures this locus becomes a locus of density minima, reverting finally to a locus of density maxima as T→0 K. This does not correspond to the known behaviors of classic network fluids such as silica or water, which show only density maxima. The other locus exists only in the region where the liquid is metastable with respect to the vapor. It is always a locus of density maxima, and it terminates at its intersection with the spinodal of the liquid relative to the vapor; which causes the spinodal to retrace to higher pressures at lower temperatures. The large differences between the results obtained by the two methods show that for systems in which molecular orientations are important, the zeroth-order approximation is not sufficient to represent complex fluid behavior and properties; particularly low temperature polyamorphic transitions.
In general, polyamorphism refers to systems with glassy states that differ in density and network topology ͑e.g., coordination number͒. The predictions of our model are for equilibrium liquid-liquid transitions, rather than nonergodic, glassy states. Our results remain relevant to the general problem of polyamorphism, however, in light of the apparently first-order LDA-HDA transition, and the questions this raises as to how such a transition would manifest itself if it occurred at temperatures above T g for the amorphous phases. It should also be noted that amorphous solid phases are in general metastable with respect to their crystalline phase ͑s͒. This topic is not addressed in the present work, as ordered phases were not included in the solutions of the model. The metastability of the liquid phases with respect to ordered phases will be addressed in future work.
Previously, theoretical treatments of network-forming fluids which predict polyamorphic transitions have been restricted to models which assume bulk-density-dependent bonding. 15, 17, 18 Polyamorphism also arises in ''two-state'' models, in which molecules are assumed to exist in one of two distinguishable states. The first-order solution of our model shows that polyamorphic transitions occur for solutions of the partition function which use only the microscopic interactions described by the fluid's Hamiltonian. For our model, the second fluid-fluid transition arises from a competition between high density states stabilized by the orientational entropy of unbonded molecules, and low density states stabilized by molecules in low-energy, open, fully bonded states.
An estimation of the accuracy of our results is difficult at this stage, because the level of approximation inherent in the first-order solution is quite large for highly bonded states in a network fluid. This derives from the independence of cells in the QC formulation, which neglects fully bonded structures that extend beyond the first coordination shell. The effects of this approximation on the high density phase behavior are difficult to assess. Both the energy and the entropy of the fluid are overestimated, leaving the net effect on the free energy unknown. Improvements which we are presently addressing include applying a mean-field treatment to molecules on the corner sites, expanding the size of the fundamental cell, and obtaining exact solutions from Monte Carlo simulations.
Finally, we wish to emphasize the pronounced differences between the zeroth-and first-order solutions of our model. The dramatic changes in the phase behavior and density anomalies which occur between the two levels of approximation are indicative of the strong influence of states in which the molecules are multiply bonded. Even within the first-order approximation, structures with extended bonding are not considered. The errors which this induces are expected to be significant at the low temperatures and high pressures in which we are interested. In light of the changes caused only by improving the description of the cooperative nature of bond formation in the first-neighbor shell, there is an obvious need for more exact solutions, such as those mentioned above. 
APPENDIX A: MAXIMUM NUMBER OF FLUID-FLUID PHASE TRANSITIONS FROM THE MEAN-FIELD EQUATION OF STATE
We begin by considering the equation of state of the general form P*(,T*). We seek solutions which represent two fluid-fluid phase transitions ͑i.e., a stable vapor-liquid transition, and a liquid-liquid transition which would be metastable with respect to the solid, if the solid was included in the analysis͒ with meaningful values of , T*, and the model parameters (x,c,q). A convenient way of casting this problem is to ask if any P*Ϫ projections of the phase diagram show two van der Waals loops. Mathematically this is equivalent to solving
and seeking sets of (x,c,q) which permit four roots of Eq. ͑A1͒. Doing this for Eq. ͑16͒ with Eq. ͑17͒ yields 3A 3 Ϫ͑3Aϩ2B ͒ 2 ϩ2BϪT*ϭ0, ͑A2͒
where we have used Aϵ(8xϩ24␦J*)c* and Bϵ4(xϩ3␦J*). This equation has at most three real, positive roots which implies that P*(,T*) cannot have four turning points for a given isotherm. Two van der Waals loops are not possible, and we conclude that the mean-field equation of state is not able to predict a second fluid-fluid phase transition for the present model.
APPENDIX B: MEAN-FIELD APPROXIMATION APPLIED TO THE POTTS VARIABLES
We first rewrite the exponent in Eq. 
͑B1͒
Using this in Eq. ͑9͒ and defining J 1 ϵ(J/3)(1Ϫc) and J 2 ϵ(cJ/3) we then write Expanding the products of exponentials, and collecting terms of similar order in n i n j gives
