We obtain a characterization and precise asymptotics of the Bohr radius for the class of complex polynomials in one variable. Our work is based on the notion of bound-preserving operators.
and it is a well-known result due to Harald Bohr (partly) and later M. Riesz, I. Schur, and F. Wiener that R = . It is also true but less widely known [5] that ∞ k=0 |a k (f )|( 1 3 There has been a revival in the study of Bohr type radii in various contexts, due mainly to papers of Aizenberg, Boas, Khavinson and others. We refer the reader to recent papers of Guadarrama [3] or Kresin and Maz'ya [4] for a rather complete bibliography on this problem.
Guadarrama [3] considered in particular the class P n of complex polynomials of degree at most n and introduced the Bohr radius for this class a k (p)z k ∈ P n as well as the estimate 1 3 + c 1 3 n/2 < R n < 1 3 + c 2 log(n) n valid for large values of n and absolute positive constants c 1 and c 2 . Another approach for estimating R n is due to Popescu [6] :
] stands for the integer part of n k
). It follows that the unique root T n in (0, 1] of the equation
satisfies 0 < T n ≤ R n . Our work, together with some numerical experiments, will show however that the strict inequality T n < R n holds for a large range of values of n. We shall prove
holds only for constant polynomials p.
Some lemmas on bound-preservation
The proof of our main result relies on the notion of bound-preservation as discussed in [8, Chapter 4] or [7, Section 12.2] . The Hadamard product (or convolution) of two functions in H(D),
We shall say that a function F ∈ H(D) with F (0) = 1 belongs to the class B of bound-preserving functions if
To any function F (z) :
Let us finally define for each n ≥ 1,
We shall need the following known results:
Lemma 4 P ∈ B n iff. the associated Toeplitz matrix T n is positive semidefinite.
Lemma 5 Let F ∈ B. Then either det T n > 0 for all n ≥ 0, or else there exists an integer N ≥ 1 such that det T n > 0 if 0 ≤ n < N and det T n = 0 if n ≥ N.
In the latter case,
Lemma 2 is rather old and has been stated by several mathematicians, including for example Goluzin and O. Szász. Lemma 3 is due to Sheil-Small and Lemma 4 is due to Ruscheweyh; these three results can be found with suitable references in Ruscheweyh's Montreal Lecture Notes [8, Chapter 4] . Lemma 5 is due to Carathéodory and Toeplitz and a detailed proof shall be found in Tsuji's book [11, pp. 153-159] .
The computation of the Bohr radius for the class H(D) is clearly a problem of bound-preservation type: we have
if and only if
and by Lemma 2,
This leads to R = . Similar considerations can be applied to study equality cases: in brief, if
for a non-constant f ∈ H(D) and some Φ and 0 < r ≤ 1 3 as above, it must follow that the measure dµ associated to F Φ,r in the representation (by Lemma 2 and the formula of Herglotz)
is singular; this in turn, by Fatou's theorem, contradicts the obvious fact that F Φ,r is clearly continuous on the closed unit disc and it must follow that f is constant, i.e. equality can hold in (1) for some 0 < r ≤ 1 3 only for constant functions f .
Proof of Theorem 1
We shall prove first that R n+1 < R n for all n ≥ 1. It is obvious that R 1 = 1; let us assume that R 2 = 1. Then
Since det T 1 (e iϕ 1 ) = 0, we obtain by Lemma 3 and Lemma 5 that det T 2 (e iϕ 1 , e iϕ 2 ) = 0 and
This is of course impossible if e iϕ 2 = e 2iϕ 1 . Therefore R 2 < R 1 = 1 and by Lemma 4, we obtain
A simple computation then yields
Let us now assume that R j+1 < R j for j = 1, 2, . . . , n − 1. This induction hypothesis implies that
and there exists a sequence {ϕ *
Assuming now that R n+1 = R n we obtain
n e iϕ z n+1 ∈ B n , for all real ϕ.
It follows from (2), (3) and Lemma 5 that
where t > 0 for 1 ≤ t ≤ n and the nodes {e iψ j } n j=1 are distinct. Therefore the system of n + 1 equations
admits a solution ( 1 , 2 , . . . , n ) for any choice of ϕ. This is plainly absurd because the "Vandermonde" type of matrix (e ikψt ) 1≤t,k≤n is invertible. We therefore have R n+1 < R n for all n ≥ 1. It follows in particular that 1 3 < R n+1 < R n for n ≥ 1. It also follows from Lemma 4 and known facts concerning positive definite and/or positive semi-definite matrices that, with T n = T n (re iϕ 1 , . . . , r n e iϕn ),
We now turn to the study of the quadratic form involved in the above definition of R n ; upon writing Z = (z 1 , z 2 , . . . , z n+1 ) we obtain
and clearly the quadratic form shall be positive semi-definite if
We shall now prove that condition (4) is also necessary for the form to be non-negative. Indeed Z T n Z ≥ 0 amounts to
We set
without specifying ϕ 1 . The positivity of the quadratic form implies that
for all {z k } n+1 k=1 ⊂ C and ϕ 1 real. We now fix arbitrary reals ϕ 1 , θ 1 and choose {θ k } n+1 k=2 according to ϕ 1 − θ t + θ t+1 = π (mod 2π) for t = 1, 2, . . . , n. Then
It is now obvious that (4) follows from (5) and since (4) amounts to
with Z = (|z 1 |, −|z 2 |, |z 3 |, . . . , (−1) n−1 |z n |), we obtain the following more friendly definition of R n as the smallest root in (0, 1) of the equation
The determinant involved in equation (6) does not seem easy to evaluate directly. However, thanks to the following result [2, p. 72], asymptotic computations will become available:
and G (θ 0 ) = 0. Let also λ n be the smallest eigenvalue of the Toeplitz matrix T n (g 1 , g 2 , . . . , g n ) . Then
We apply the above Lemma to the function G(θ) = 1 + |n|>0 (−1) n−1 r n e inθ = 1 + 2 Re( (1−r) 3 and
It now follows (6) that R n equals asymptotically the smallest root in (0, 1) of The case of equality in Theorem 1.
We remark that if for some p ∈ P n , p ≡ 0 and
On the other hand
n if j ≥ 1 and n > 1. The case where n = 1 is trivial. We may therefore assume that an extremal polynomial p satisfies p(0) = 0.
We may now write the statement
where we adopt the convention thatā
Let us now distinguish two cases.
Then our proof of Theorem 1 shows that for some r in (R n , 1),
This means that
if at least one of the coefficients a k (1 ≤ k ≤ n) does not vanish. We conclude that in that case p is constant.
We obtain, by the definition of R n and Lemma 5,
It now follows from (6) that
Hence, equality holds everywhere in (7) and because no t equals zero, the polynomial p must satisfy p(ζ j ) = |p| D e iϕ , for some ϕ and all j in [1, n] .
It follows, because p ∈ P n and the points
Therefore, by the famous inequality of Visser,
i.e.,
and equality must hold everywhere in (10) and (9) . In particular, the inequality of Visser becomes an equality for the polynomial p and we have (see [1] for a discussion of this fact)
By (7) and the above,
Therefore B = 0 and p is, also in this case, constant.
Concluding remarks
One of our goals in that paper was to show how the notion of bound-preserving operators could find applications to the computation of Bohr radii. We covered the general and the polynomial case but it is most likely that other applications could be found. For example, Sheil-Small [9] has led the way to the determination of bound-preserving operators for functions analytic in the unit polydisc of C n and it would perhaps be interesting to apply his ideas to the computation of Bohr radii for classes of functions analytic in that polydisc.
According to Lemma 3,
where the functions F n,Φ belong to B. We recall that the functions in B are not only bound-preserving but also convex hull-preserving (see [8, Chapter 4] for details), i.e., Results of similar flavor have been obtained by Tomić [10] , see also [4] or [6] .
We finally report on an observation due to St. Ruscheweyh: the determinants in (6) are even functions of r; therefore the best positive constant r ∈ (0, 1) such that |p(rz) − 2p(0)| ≤ |p| D , z ∈ D, for all p ∈ P n is r = R n . The limiting case is |f (z/3) − 2f (0)| ≤ |f | D , z ∈ D, for all f ∈ H(D).
