Abstract--In recent years, the issue of community detection has come into prominence and many approaches have been developed to extract latent communities by analyzing social documents and connections. Previous works have largely focused on the topology of networks. However, recent studies deal with topic-based community detection. The drawback of topic-based methods is that they obtain topologically diverse sub communities, because they concern with content analysis of nodes and ignore link information of the network. However, edges have information about properties of communities, because they are important points to analyze the content of relationships. In this work, we have proposed a model to learn communities sharing similar topics and to identify community distributions based on the content of edges using messages sent between users. The proposed model is built on Community Topic Model (CTM) by adding the link information of corpus. Experimental studies on Enron e-mail corpus have shown that proposed model was able to group edges in a community in regard to similar topics. The proposed model analyses relations between users in the same community and these communities appear a part of the social network of Enron. Also, top actors have been identified by using ARCT model. 
I. INTRODUCTION
Existing methods on community detection have been primarily focused on the topology-based analysis to generate communities using link information among people. Social or e-mail networks can be modeled by a graph to represent relations. The nodes represent members and the edges represent friendship relations. The weight of each edge indicates the strength of relationship between the two members. Therefore, graph partitioning is an important approach to discover communities from a network [1] . It minimizes number of edges between communities. Girvan and Newman proposed another approach that has been based on betweenness centrality and used commonly [2] . However, communities produced by topology based models using only communication links are topically dissimilar.
Manuscript received March 1, 2015; revised July 11, 2015. Because, members in the same community may have different topic interests and it is hard to explain semantic relationship between two nodes. In an e-mail network, each node has own data which gives information about member. The data that will be processed may be text files or e-mails. Topics are extracted from data and gives information about members. Several topic models are proposed, such as Latent Dirichlet Allocation (LDA) [3] , [4] and Author-Topic Model (AT) [5] . These probabilistic models discover multinomial word distributions of topics [6] . In these models, each topic is represented as a mixture over words and each document is a mixture of latent topics.
Daifeng Li et al. [7] have mentioned about topic distribution affects the structure of a community. They have presented Community-Topic Model (CTM) which uses the similarity between authors' topic distributions and community's topic distributions. Unlike the other approaches, communities are detected at topic level. In CTM, authors within a community have more and more similar topic distribution in comparison with the others and this feature provides high quality communities.
Topic-based models generate topologically-diverse communities [8] . To analyze the network, firstly the other methods analyze actor's documents and group actor's documents especially according to similar interest, but the topology of network may be lost. Some methods add the link information to the models to provide much richer However, these methods cannot group author-recipient pairs sharing similar topics. To solve this problem, it is required to hold linkage structure of social network using the edge content of social network. Because actors who share similar message content, should be much more likely to belong to the same community.
In this work, we have proposed a probabilistic model to analyze e-mail networks based on the contents of edge among all authors and cluster author-recipient pairs in one community according to similar topic distributions. Our model is called the Author-Recipient-CommunityTopic (ARCT) Model which is similar to the CTM but the proposed model learns communities based on the edge content of network on the contrary CTM which use node content. Each community is generated as a mixture over topics and each author-recipient pair has a Index Terms-community detection, unsupervised learning, text mining information and to analyze relations among users [9] , [10] .
©2015 Lecture Notes on Information Theory multinomial distribution over communities. Authorrecipient pairs which interest similar topics are assigned to the same community, because edges that are settled between authors and recipients provide much richer information about communities. Adding the link information to the CTM model, we obtain communities which seem sub-networks of the original network. Because, the topology of network is kept extracting the edge content of author-recipient pairs. In this study, we obtained not only a semantic network, but also the strength and topic-diversity of connections between the members.
Rest of the paper is organized as follows: in Section II, related work on community detection is presented. Section III describes the ARCT model and methods and Section IV analyzes the results by applying the proposed model to Enron dataset. We conclude and discuss future work in Section V.
II. RELATED
Most of previous approaches on community detection from social or e-mail networks use primarily the social structure among people. There are some traditional methods like graph partitioning and hierarchical clustering [11] , [12] . Graph partitioning approaches are not good for community detection, because giving the number of groups and their sizes as input is necessary to produce communities. Hierarchical clustering methods aim to identify groups of vertices with high similarity. However, vertices of community graph may not be classified correctly and the hierarchical clustering does not scale well. The other most popular algorithm is Girvan-Newman algorithm [11] which determines community structure based on edge betweenness. However, this algorithm focuses on the topological structures and ignores the interested topics shared by members. Researchers have proposed Bayesian probabilistic model extracting the interested topics of social networks to understand semantically. In LDA model, a document is considered as a mixture of topics and each topic is modeled as a probability distribution over the set of words represented by vocabulary. AT model is introduced to extend LDA to consider authorship information. McCallum, Andrew, Andres Corrada-Emmanuel, and Xuerui Wang [9] expanded the AT model adding author-recipient information to discover the discussion topics of social network. In general, these models get semantic content about documents, authors or author-recipient pairs.
Another models use the semantic content of social networks to discover communities. Community-UserTopic (CUT) model have been proposed to solve the problem of identifying social members based on the semantics of the communications [13] . Communities are modeled as random mixtures over users and users have topical distributions. The model has tried to obtain semantic communities. However, the model extracts communities from just the content information, because it does not utilize the link information of a social network. The Community-Author-Recipient Topic (CART) model [10] adds link information to CUT model. In their model, every document is constrained to belong to one community. All recipients of a document are assigned to the document's community.
The drawback of these topic models is that it is hard to obtain the similar topic distributions of a group of authors, because the relations between authors and their topic distributions are latent variables. To address the problem, CTM assigns authors to different communities according to the similarity between author's topic distributions and community's topic distributions.
III.
In this section, ARCT model proposed in this work is presented for latent community discovery in an e-mail network.
A. Author-Recipient-Community Topic Model
ARCT model learns communities sharing similar topics and identifies community distributions based on the edge content among users. The graphical representations for CTM and ARCT model are shown in Fig. 1 . In the ARCT model, a set of authors a e , a set of recipients r e and sequence of words w e are observed for each e-mail e. All other variables are latent. In its generative process, firstly, an e-mail e is chosen from corpus E. For each author X in e-mail e, a recipient y is chosen uniformly from r e . A community c is chosen from the author-recipient-community distribution γ based on the author x and recipient y and then a topic z is chosen from the topic-community distribution θ. Finally the word w is chosen based on the topic-word distribution φ. Gibbs sampling for ARCTM is presented in Algorithm I. The topic-based methods use Gibbs sampling algorithm to estimate φ, θ and γ parameters. To adapt Gibbs sampling for ARCT model, the key step is estimation of P c,z (z 
In (1), n xy,c represents the number of times that author x and recipient y are assigned to community c at the current iteration. γ xy,c represents the entry of author-recipient pair (x,y) and community c in matrix γ. θ c,z and φ z,w is denoted similarly. Each recipient and author is assigned to a community at the document level. The communities can be determined as in (4) for a given assignment of latent node values. ' ' , ,
In the model, the assignment of the topics to communities is determined by all the authors and recipients' topic assignments. Authors and recipients who share similar topics in the corpus are most likely to be assigned to the same community. Further, ARCT model extracts link information among authors and recipients, and it is helpful to link analysis. The model considers both the topological and topical features of the networks. 
B. Performance Metrics
In this section, we introduce the performance metrics which are used to compare Community Detection models. Performance metrics have been introduced as follows. [14] divergence is a method to evaluate the differences between two probability distributions. Dissimilarity between two variables c 1 and c 2 can be calculated by measuring the differences between their topic distributions θ c1 and θ c2 . KL divergence between the two communities is defined in (5).
Kullback Leibler (KL): KL

(5)
Normalized Mutual Information (NMI): NMI is used to evaluate how closer the edges in a community to the ground truth. The mutual information of the edges x={x 1 ,…x k }, where x k contains the set of edges that are in the k th community, and the all edges in an original network y can be defined by (6): 
The normalized mutual information is defined by (7):
where H(x) and H(y) are the entropies of the partitions x and y.
Communities obtained from ARCT model include author-recipient pairs, or in the other words, edge information. CTM finds communities only over users. So, there is an edge between node x and y, if vertices x and y are in a same community for CTM.
Fuzzy Modularity: ARCT model and the other probabilistic models generate the fuzzy community structure of a network. Each node has a probability of belonging a community. In order to evaluate the outputs of ARCT model, the extended version of modularity is used. A fuzzy formulation has been enhanced to apply the modularity for fuzzy communities [15] 
Approach which is called majority rule has been used in algorithm. According to majority rule, node x is assigned to S k , if k=argmax l p l (x) for node x where p k (x) is the probability of the node x belonging to the k 
IV. EXPERIMENTS AND RESULTS
In this section, the performance of ARCT model is evaluated using Enron dataset and the model is compared with CTM. In comparison with the other models, CTM assigns authors who share similar interests together with a community successfully. However, CTM produces topologically diverse sub communities. ARCT model aims to keep topology of network within the communities and provides topological and topical analysis of e-mail network. Topic and topologic features for two models are analyzed and the results are showed.
We demonstrate experimental results of the ARCT model on the Enron e-mail corpus. Enron e-mail corpus is a large database of over 520.000 e-mails [16] . In the experimental set up for this study, 35.359 e-mails which were exchanged between 148 users were selected. This corpus contains 8.266.887 word tokens and 368.690 unique words.
In all of our simulations, results were compiled for 10 communities and 20 topics. In the model, hyperparameters α, β and μ were set respectively 50/C, 0.01, 50/T. Community topic distribution and author recipient community distribution have been obtained after we ran 1000 iterations.
In this section, community, topic, relation and running time analysis are presented.
A. Community and Topic Analysis
We present shared interests among users, visualize communities and distributions. The quality of communities is evaluated. Our model combines the topic and link to detect communities. Therefore performance metrics are used to compare the models according to two aspects. Kullback Leibler method compares the models topically. Normalized Mutual Information and Fuzzy Modularity methods compare the models topologically.
ARCT model discovers social topics from Enron corpus. Topics summarize the content of the Enron corpus and give information about profiles of communities. Each topic is associated with a community. To understand the issue of a community, its topic distribution should be analyzed. Five mostly likely words with corresponding probabilities for three example topics are shown at Table I . Similar semantics are generally grouped under the same topics. For example, topic 1 is typically consists of common commercial words like "contract", "order" or "commercial". Topic 8 is about company management and finance. Topic 22 gives information on the company's field. Fig. 2 shows community-topic distribution. The value in y-axis indicates the probability of topic which is assigned to community. In x-axis, twenty-five topics are arranged. The color of each bar is relevant with a community. Each topic is assigned to a community with high probability relatively to the others, thus one topic is dominant for each community. This situation increases the differences among the communities. For instance, topic 1 is about commercial writings and it is assigned to community 5 with the highest probability. Topic 22 is related to engineering and it indicates that the users in community 1 are more relevant with subject of energy than the other users.
Community-user distribution is presented to analyze communities in Fig. 3 . The user's distributions and the top actors in a community can be analyzed. Each user is generally assigned to a community with a high probability. For instance, 125 th , 4 th , 113 rd and 37 th actors have highest probabilities under the community 1. These users can be evaluated as top actors in community 1. Top actors vary from communities to communities because each actor is assigned to a community with a high ARCTM probability. This case increases the difference among communities and facilitates analysis of a user in social network. Table II . The high KL divergence means the communities have low topic similarity. As can be seen in the Table II , CTM tents to share similar topics. It can be understood that ARCT model generates topic similar sub communities. This contribution provides high quality communities. NMI is used to compare topologically two models and to understand which model keeps better topology of network. The higher values of NMI mean that the community is closer to ground truth. Communities which are obtained by ARCT model are closer to the original network as shown in the Table III.   TABLE III To measure the quality of a particular division of a network, fuzzy modularity is used in this study. The high modularity value indicates that division is good. Table IV shows ARCT model has better result than CTM because ARCT model regards the relationships among users as it generate the communities. The relationships reflect a strong semantic connection. The users participate in several different communities. The threshold value is used to show the degree of overlapping. The higher degree of overlapping increases the modularity value. 
B. Relation Analysis
ARCT model allows analyzing relations among users by extracting information from messages sent between authors and recipients. If a user sends a message to another user, he/she starts a relationship between these users in Enron social network. The weight of relation is significant knowledge to analyze the network. Therefore, ARCT model assigns each relation to a community with belonging probability value and assigns each topic to a actor 1 who is a manager in Enron Corporation. The probability of assigning to community is given for every pairs. Recipients belonging to actor 1 are dominant in community 8 and 1. Recipients 20, 41, 44, 113 and etc. are connected with author 1 in community 1. Recipients 4, 35, 59 and etc. are connected with author 1 in community 8. As we can learn which author-recipient pair ARCT model allows analyzing relations among users by extracting information from messages sent between authors and recipients. If a user sends a message to another user, he/she starts a relationship between these users in Enron social network. The weight of relation is significant knowledge to analyze the network. Therefore, ARCT model assigns each relation to a community with belonging probability value and assigns each topic to a community. Fig. 4 presents distribution of recipients for actor 1 who is a manager in Enron Corporation. The probability of assigning to community is given for every pairs. Recipients belonging to actor 1 are dominant in community 8 In Fig. 5 , an example community is presented to visualize network structure. Community 3 is seen as a part of network. The node and edge information are explicit in communities. The nodes which have highest probability in a community are colored with blue. Yellow node represents secondary sized probabilities. A threshold is used to visualize the edges between the authors and recipients. Each edge has a weight which represents the probability of an author-recipient pair in a community. To show edge weights, the lines are drawn at different thicknesses. For example, the line is thicker between "stclair" and "bailey because this pair is assigned to community 3 with high probability relatively to the others. The threshold value is set to 0.5, 0.65 and 0.9 to visualize communities according to the probabilities of author recipient pairs. Community 3 is viewed with respect to the value of threshold in Fig. 5 .
C. Runtime Analysis
Social networks have millions of nodes and edges. Besides, the actors in social network have many documents. Therefore, the running time is a major problem for community detection models. These models use Gibbs Sampling algorithm which suffers from high computational complexity. In CTM, the senders and recipients of an e-mail are assumed as authors for that email because e-mails give information for both senders and recipients. Let there be a document E=1 which has n words, k authors and m recipient. Gibbs Sampling has the worst time complexity O (I*E*(K+M)*N*C*T) for I iteration, T topic and C community. In ARCT model, senders and recipients are evaluated separately, because recipients are chosen uniformly from the set of recipients. When the all e-mails E=35,359 in Enron corpus are considered, the complexity is O (I*E*K*N*C*T) for ARCT model. 
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The running time comparison of both two models is shown in Fig. 6 for same sampled e-mails from Enron corpus. It can be seen that ARCT model outperforms in efficiency, in particular for social networks.
V. CONCLUSION AND FUTURE WORKS
In this work, we have proposed an author recipient community topic model to analyze social networks by holding the topology of network, analyze topics between two users. ARCT model extracts communities based on similar topic distributions belonging to author-recipient pairs. Each community gives information about a part of link structure of Enron network. Keeping link structure of a social network provides relation analysis. Our approach has many potential applications. It can be applied to other networks like criminal networks to extract particular communities and analyze particular contents, because the model creates communities more and more accurate according to similar interest. We are able to develop a dynamic version of ARCT model to identify the dynamic features of communities.
