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Abstract
We consider metrical task systems on tree metrics, and present an O(depth × log n)-
competitive randomized algorithm based on the mirror descent framework introduced in our
prior work on the k-server problem. For the special case of hierarchically separated trees (HSTs),
we use mirror descent to refine the standard approach based on gluing unfair metrical task sys-
tems. This yields an O(log n)-competitive algorithm for HSTs, thus removing an extraneous
log log n in the bound of Fiat andMendel (2003). Combined with well-known HST embedding
theorems, this also gives an O((log n)2)-competitive randomized algorithm for every n-point
metric space.
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1 Introduction
Let (X, d) be a finite metric space with |X |  n > 1. The Metrical Task Systems (MTS) problem,
introduced in [BLS92], can be described as follows. The input is a sequence 〈ct : X → R+ : t > 1〉
of nonnegative cost functions on the state space X. At every time t, an online algorithm maintains
a state ρt ∈ X.
The corresponding cost is the sumof a service cost ct(ρt)andamovement cost d(ρt−1 , ρt). Formally,
an online algorithm is a sequence ofmappings ρ  〈ρ1, ρ2, . . . , 〉where, for every t > 1, ρt : (R
X
+
)t →
X maps a sequence of cost functions 〈c1, . . . , ct〉 to a state. The initial state ρ0 ∈ X is fixed. The
total cost of the algorithm ρ in servicing c  〈ct : t > 1〉 is defined as:
costρ(c) :
∑
t>1
[
ct
(
ρt(c1, . . . , ct)
)
+ d
(
ρt−1(c1, . . . , ct−1), ρt(c1, . . . , ct)
) ]
.
The cost of the offline optimum, denoted cost∗(c), is the infimum of
∑
t>1[ct(ρt) + d(ρt−1, ρt)] over
any sequence
〈
ρt : t > 1
〉
of states. A randomized online algorithm ρ is said to be α-competitive if for
every ρ0 ∈ X, there is a constant β > 0 such that for all cost sequences c:

[
costρ(c)
]
6 α · cost∗(c) + β .
Tree metrics. We will be primarily concerned with tree metrics: Those metric spaces (X, d) that
correspond to the shortest-path distance on a finite (rooted) tree with prescribed nonnegative
edge lengths. We refer to the combinatorial depth of such a tree as the depth of the corresponding
unweighted tree.
A hierarchical separated tree (HST) with separation τ > 1 is a tree metric such that, for any edge,
the diameter of the subtree rooted at the end of the edge is at most 1/τ times the weight of that
edge. Such a space is referred to as a τ-HST metric. The importance of HSTs stems from the
well-known fact that any metric space can be probabilistically embedded into a weighted HST of
depth O(log n) and separation τwith distortion O(τ log n) [Bar96, FRT04, BBMN15]. In particular,
an O( f (n))-competitive algorithm for τ-HSTs implies an O( f (n)τ log n) competitive algorithm for
an arbitrary n-point metric space.
Contributions and related work. For the n-point uniform metric, i.e., the path metric on the
leaves of a unit-weighted star, a simple coupon-collector argument shows that the competitive
ratio has to be Ω(log n), and this is tight [BLS92]. A long-standing conjecture is that this Θ(log n)
competitive ratio holds for an arbitrary n-point metric space.
The lower bound has almost been established [BBM06, BLMN05]; for any n-point metric space,
the competitive ratio isΩ(log n/log log n). On the other hand, amatching upper bound of O(log n)
was previously only known for weighted star metrics (this can be deduced from the analysis in
[BBN12]). Our first result extends this bound to constant-depth tree metrics as follows.
Theorem 1.1. There is an O(D log n)-competitive randomized algorithm for MTS on any n-point tree
metric with combinatorial depth D.
The above result is obtained by an application of the mirror descent framework introduced in
our prior work [BCL+18] on the k-server problem. We obtain the following more precise bounds,
which are referred to as refined guarantees (see, e.g., [BBN10, Thm. 4]).
For a randomized online algorithm ρ and a cost sequence c, we denote respectively Sρ(c) and
Mρ(c) for the (expected) service cost and movement cost, that is
Sρ(c) : 
∑
t>1
ct(ρt) and Mρ(c) : 
∑
t>1
d(ρt−1, ρt) .
2
Theorem 1.2. Consider an n-point tree metric with combinatorial depth D. There is an online randomized
algorithm ρ that achieves, for any c,
Sρ(c) 6 cost
∗(c) ,
and
Mρ(c) 6 O(D log n) (cost
∗(c) + diam(X)) .
For n-pointHSTmetrics, Fiat andMendel [FM03] achieve an O((log n) log log n) competitive ra-
tio, improving on the O((log n)2)-competitive algorithm for τ-HSTs with τ > Ω((log n)2) [BBBT97].
Since one can assume that D 6 O(log n) for an n-point HST metric (see [BBMN15]), the mirror de-
scent framework yields an arguably simpler O((log n)2)-competitive algorithm for arbitrary HSTs
that, moreover, satisfies the refined guarantees of Theorem 1.2.
Unfair metrical task systems. The algorithms in [BBBT97, FM03] are based on the recursive
combination of unfair metrical task systems, introduced by [Sei99]. Roughly speaking, one is given
an unfairness ratio rx > 1 for every point x ∈ X, and the online algorithm is charged a service cost of
rx ct(x) for playing x ∈ X at time t, while the offline algorithm is only charged ct(x). Competitive
algorithms for unfair task systems are useful in constructing algorithms for HSTs, where rx is a
proxy for the competitive ratio of an algorithm on MTS instances defined in a subtree rooted at x.
In pursuing this strategy, Fiat and Mendel [FM03] employ two different combining algorithms
that can be roughly described as follows:
A1 [BBBT97] If the unfairness ratios are {rx : x ∈ X} and (X, d) is an n-point uniform metric,
then one obtains a competitive ratio of O(log n) +max{rx : x ∈ X}.
A2 [BBBT97, Sei99, BKRS00] If X  {x1 , x2} has d(x1, x2)  1 and the unfairness ratios are
r1 , r2 > 1, then the one obtains a competitive ratio of
r : r1 +
r1 − r2
e r1−r2 − 1
.
One can observe the following property: If r1 6 2(1 + ln y1) and r2 6 2(1 + ln y2), then
r 6 2(1 + ln(y1 + y2)).
Our second contribution is to refine this approach using the mirror descent framework. This
allows us to obtain an optimal O(log n) competitive ratio for MTS on an arbitrary HST.1
Theorem 1.3. There is an O(log n)-competitive randomized algorithm for metrical task systems on n-point
HST metrics.
Combined with known HST embedding theorems [Bar96, FRT04], this yields an O((log n)2)-
competitive randomized algorithm for any n-point metric space, improving the state of the art.
Theorem 1.3 is proved in Section 4 by presenting a combining algorithm that correctly inter-
polates between the behavior of algorithms A1 and A2 described above: If (X, d) is a uniform
metric with unfairness ratios {rx : x ∈ X}, then for some universal constant C > 1, we obtain
the “smoothmaximum” competitive ratio O(1) log
(∑
x∈X exp(Crx)
)
. The combining algorithm fits
naturally into the mirror descent framework by assigning different “learning rates” to each piece
of the space based on the corresponding unfairness ratio.
2 MTS and mirror descent
We first develop the mirror descent framework in the context of metrical task systems. These
general principles will then be applied in Section 3 and Section 4.
1One should recall that this is optimal, up to a universal constant factor, among all HST metrics, but it is an open
problem to establish a lower bound ofΩ(log n) for every n-point HST metric.
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2.1 Randomized algorithms
Let∆(X)be the set of probabilitymeasures supportedonX, anddenote byW1
X
(µ, ν) theEarthmover
distance (a.k.a., the L1 transportation distance) between µ, ν ∈ ∆(X). In other words, W1
X
(µ, ν) 
inf d(Y, Z), where the infimum is over all random variables (Y, Z) such that Y haw law µ and Z
has law ν.
A random state ρt ∈ X is completely specified by its (deterministic) probability distribution
pt ∈ ∆(X). Moreover for any deterministic sequence p1, . . . , pt there exists an adapted sequence
ρ1, . . . ρt such that

T∑
t1
d(ρt−1, ρt) 
T∑
t1
W
1
X(pt−1 , pt) ,
where p0 is the probability distribution concentrated at ρ0 ∈ X. In particular, we see that a
randomized online algorithm on (X, d) for the input sequence c is equivalently described by a
deterministic online algorithm on the metric space (∆(X),W1X)with the cost functions ct extended
linearly from X to ∆(X).
2.2 Continuous-time model
Rather than the discrete timemodel of the introductionwewill work in a continuousmodel, where
t ∈ Z+ is replaced by t ∈ R+ and discrete sums are replaced by integrals. More precisely, an online
algorithm nowmaps, for any T ∈ R+, a continuous path (c(t))t∈[0,T] of cost functions c(t) : X → R+
to a (random) state ρ(T) ∈ X. Denote by p(T) the law of ρ(T). The corresponding total expected
service cost is defined to be (we omit the dependency on the algorithm and the costs)
S : 
∫
R+
c(t)(ρ(t)) dt 
∫
R+
〈c(t), p(t)〉 dt ,
and the movement cost is
M : 
∑
t:ρ(t−),ρ(t)
d(ρ(t−), ρ(t)) 
∫
R+
lim
h→0−
W
1
X
(p(t + h), p(t))
|h |
dt.
The following result is folklore.
Lemma 2.1. The existence of an α-competitive algorithm for the continuous-time model (with piecewise
continuous costs) implies the existence of a α-competitive algorithm for the discrete-time model.
Proof. Let us describe an update procedure upon receiving a discrete time cost function C in state
ρ0. Denote T : maxx∈X C(x). Let (c(t))t∈[0,T] be a “waterfilling" continuous time version of C, that
is c(t)(x)  1{C(x) > t}. Let (ρ(t))t∈[0,T] be the α-competitive continuous-time algorithm path on
this cost function path, starting from state ρ(0)  ρ0. Let s : argmint∈[0,T] C(ρ(t)), and notice that
by definition of the cost path one has
∫ T
0
c(t)(ρ(t))dt > C(ρ(s)).
Furthermore one also has that the movement of the continuous-time algorithm is at least
d(ρ(0), ρ(s)) + d(ρ(s), ρ(T)). Thus we see that the discrete-time algorithm can simply update to
ρ(s), pay the service cost there, and then move to ρ(T). The total cost of this discrete-time update
is smaller than the total cost of the continuous-time update, and furthermore both algorithms end
up in the same state so that one can repeat the argument for the next discrete-time cost function.
On the other hand, the cost of the offline optimum in the continuous-time model is clearly smaller
than in the discrete-time model, which concludes the proof. 
Note that, in fact, the above proof shows that one can preserve the refined guarantees (see
Theorem 1.2) from the continuous-time model to the discrete-time model.
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2.3 State representation
For x  (x1, . . . , xN) with N > n, denote Pn(x)  (x1 , . . . , xn). Let K ⊂ RN be a convex body such
that
{Pn(x) : x ∈ K} 
{
p ∈ Rn
+
:
n∑
i1
pi  1
}
. (2.1)
We will associate the latter set with ∆(X) by taking X  {1, 2, . . . , n}.
We will also assume that there exists a norm ‖ · ‖ on RN such that
W
1
X(Pn(x), Pn(y))  ‖x − y‖ . (2.2)
This assumption is specific to the setting of tree metrics.
Thus instead of a randomized online algorithm on (X, d) against costs functions ct : X → R+,
we will specify a deterministic online algorithm on (K, ‖ · ‖) against linear cost functions
(ct(1), . . . , ct(n), 0, . . .) ∈ R
N
+
. (With a slight abuse of notation, we will use ct for this cost function.)
2.4 Mirror descent dynamics
Let Φ : K → R be a strictly convex function. Denote by NK(x)  {θ ∈ RN : θ · (y − x) 6 0, ∀y ∈ K}
the normal cone of K at x. In our recent work [BCL+18] on the k-server problem, we considered
the following dynamics to respond to a continuous time linear cost (c(t))t∈R+ starting in some state
x0 ∈ K:
∇2Φ(x(t))x′(t)  −(c(t) + λ(t)), λ(t) ∈ NK(x(t)) (2.3)
x(0)  x0
x(t) ∈ K ∀t > 0 .
[BCL+18, Thm. 2.1] shows that under mild regularity assumptions (which will be satisfied here),
the above differential inclusion admits a unique and absolutely continuous solution. Absolute
continuity implies (see, e.g., [Leo09, Lem. 3.45]) that for almost every t ∈ R+,
xi(t)  0 ⇒ x
′
i(t)  0 . (2.4)
Futhermore, if K is a polyhedron given by
K 
{
x ∈ RN : Ax 6 b
}
, A ∈ Rm×N , b ∈ Rm , (2.5)
then, there is a measurable λˆ : [0,∞) → Rm such that λˆ represents the normal force λ
A⊤λˆ(t)  λ(t) , t > 0 (2.6)
and λˆ satisfies the complementary-slackness conditions: For all i  1, 2, . . . , m and almost all t > 0:
λˆi(t) > 0 ⇒ 〈Ai , x(t)〉  bi , (2.7)
where Ai is the ith row of A. We will fix such a representation λˆ and call λˆi the Lagrangian
multiplier of the constraint 〈Ai , x〉 6 bi.
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2.5 Cost of the algorithm
Recall that the Bregman divergence associated to Φ is defined by
DΦ(y; x) : Φ(y) −Φ(x) − 〈∇Φ(x), y − x〉 > 0 ,
where the latter inequality follows from convexity of Φ. Finally, we denote
Lip‖·‖(Φ) : sup
x,y∈K
‖∇Φ(x) − ∇Φ(y)‖∗ ,
where ‖ · ‖∗ is the dual norm to ‖ · ‖ on RN .
Lemma 2.2. Themirror descent path (2.3) satisfies, for any absolutely continuous comparator path (y(t))t>0
in K,∫
R+
〈c(t), x(t)〉 dt 6
∫
R+
〈c(t), y(t)〉 dt + Lip‖·‖(Φ)
∫
R+
‖y′(t)‖ dt + Lip‖·‖(Φ) · ‖y(0) − x(0)‖ .
Proof. For any fixed y ∈ K one has:
∂t DΦ(y; x(t))  −〈∇
2
Φ(x(t))x′(t), y − x(t)〉 (2.8)
 〈c(t) + λ(t), y − x(t)〉
6 〈c(t), y − x(t)〉 ,
where the inequality follows from λ(t) ∈ NK(x(t)) and y ∈ K. Furthermore, for any fixed x ∈ K,
one has:
∂tDΦ(y(t); x) 
〈
∇Φ(y(t)) − ∇Φ(x)), y′(t)
〉
6 Lip‖·‖(Φ) · ‖y
′(t)‖ . (2.9)
Combining both inequalities, for any time T, we have
DΦ(y(T); x(T)) − DΦ(y(0); x(0)) 
∫ T
0
∂x(t)DΦ(y(t); x(t)) + ∂y(t)DΦ(y(t); x(t)) dt
6
∫ T
0
〈c(t), y(t) − x(t)〉 + Lip‖·‖(Φ) · ‖y
′(t)‖ dt. (2.10)
To bound the left hand side, we note that by convexity of Φ,
DΦ(y(0); x(0)) 6 〈∇Φ(y(0)) − ∇Φ(x(0)), y(0) − x(0)〉
6 Lip‖·‖(Φ) · ‖y(0) − x(0)‖ ,
and DΦ(y(T); x(T)) > 0. Putting these into (2.10) gives that
−2Lip‖·‖(Φ) × ‖y(0) − x(0)‖ 6
∫ T
0
〈c(t), y(t) − x(t)〉 + Lip‖·‖(Φ) · ‖y
′(t)‖ dt.
The result follows by taking T → +∞. 
6
2.6 Reduced costs
Consider a polyhedron of the form K  {x ∈ RN : Ax 6 b and xi > 0, ∀i ∈ [n]}. Then (2.6)
shows that the normal force is given by λ(t)  A⊤λˆ(t) − ξ(t) where ξ(t) > 0 is a Lagrange
multiplier of the constraints xi > 0, i ∈ [n]. We refer to the quantity c(t) − ξ(t) as a reduced cost.
Intuitively, the reduced cost is the “effective” cost for the algorithm’s dynamics: Observe that
〈x(t), c(t) − ξ(t)〉  〈x(t), c(t)〉 since ξi(t) > 0 ⇒ xi(t)  0. Although reduced costs are not
unique, the following lemma shows that any reduced cost is bounded in a sense we now describe.
Certain greek letters (e.g., β, η, δ) will sometimes represent scalar parameters, and sometimes
vectors of parameters. In the latter case, we use the bold versions (e.g., β, η, δ).
Lemma 2.3. Assume that K  {x ∈ RN
+
: Ax 6 b}, for some A ∈ Rm×N , b ∈ Rm. Let x : R+ → K be the
mirror descent path (2.3) for some regularizer Φ. Let also δ ∈ K be such that Aδ  b. Then one has:∫
R+
〈c(t) − ξ(t), δ〉 dt 6
∫
R+
〈c(t), x(t)〉 dt + Lip‖·‖(Φ) · sup
x∈K
‖x − δ‖ ,
where ξ(t) is any Lagrange multiplier for the constraint x > 0.
Proof. Note that that λ(t)  A⊤λˆ(t) − ξ(t) for some λˆ(t) ∈ Rm
+
and ξ(t) ∈ RN
+
. In particular, one
has:
〈λ(t) + ξ(t), δ − x(t)〉  〈λˆ(t), A(δ − x(t))〉 > 0 ,
where the inequality uses the fact that Aδ  b > Ax(t). Thus one obtains:
〈c(t) − ξ(t), δ − x(t)〉 6 〈c(t) + λ(t), δ − x(t)〉

〈
∇2Φ(x(t))x′(t), x(t) − δ
〉
(2.8)
 ∂t DΦ(δ; x(t)) .
Using that ξi(t) , 0 ⇒ xi(t)  0 for almost every t > 0 (recall (2.7)), integrating over R+ yields∫
R+
〈c(t) − ξ(t), δ〉 dt 6
∫
R+
〈c(t), x(t)〉 dt + sup
x∈K
DΦ(δ; x) ,
which yields the desired result. 
3 Entropic regularization
Wewill now instanatiate our regularizerΦ to be an appropriate weighted and shifted entropy. We
first apply this to weighted star metrics, and then to general (bounded depth) trees.
3.1 Warm-up: Weighted stars
We consider here the case where X is the set of leaves in a weighted star. Let wi > 0 be the weight
on the edge from the i th leaf to the root, and denote ∆ : maxi∈[n] wi. We set K : {x ∈ R
n
+
:∑n
i1 xi  1}, and the norm measuring movement in (2.2) is the weighted ℓ1 norm on R
n given by
‖ξ‖ :
∑n
i1 wi |ξi |.
We use the regularizer Φ(x) : 1η
∑n
i1 wi(xi + δ) log(xi + δ) where η > 0 is a learning rate and
δ ∈ [0, 1/2] is a shift parameter. Now (2.3) yields the following dynamics:
x′i(t) 
η
wi
(xi(t) + δ)(µ(t) − ci(t) + ξi(t)) i  1, 2, . . . , n , (3.1)
where µ(t) ∈ Rn is a Lagrange multiplier corresponding to the constraint
∑n
i1 xi(t)  1, and
ξi(t) > 0 is a Lagrange multiplier corresponding to the constraint xi(t) > 0.
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Theorem 3.1. If there is an offline algorithm with service cost S∗ and movement cost M∗, then the above
algorithm satisfies
S 6 S∗ +
2 log(1/δ)
η
M∗ ,
and
M 6 2η(1 + δn)S +
(
1 + 8δn log(1/δ)
)
∆ . (3.2)
Taking η  4 log n and δ  1/n2 thus yields a O(log n)-competitive algorithm (with 1-competitive service
cost in the sense that S 6 S∗ + M∗).
Proof. First notice that Lip‖·‖(Φ) 6
2 log(1/δ)
η . Let (y(t))t>0 denote the path of some piecewise-
continuous offline algorithm achieving S∗ and M∗. Applying Lemma 2.2 yields
S 
∫
R+
〈c(t), x(t)〉 dt 6
∫
R+
〈c(t), y(t)〉 dt + Lip‖·‖(Φ)
∫
R+
‖y′(t)‖ dt + 2Lip‖·‖(Φ) · ‖y(0) − x(0)‖
 S∗ +
2 log(1/δ)
η
M∗ ,
where the final equality uses x(0)  y(0).
Before bounding the movement, we observe that µ(t) > 0 almost surely. This follows from
ci(t) > 0 together with the following identity
0 
∑
i:xi (t),0
x′i(t) 
∑
i:xi (t),0
η
wi
(xi(t) + δ)(µ(t) − ci(t)) .
where the first equality holds almost surely (2.4), and second follows from complementary slack-
ness (2.7) for ξ(t). Moreover one also has ci(t) > ξi(t) almost surely. Indeed, again by (2.4) and
complementary slackness, one has ξi(t) > 0 ⇒ x(t)  0⇒ x′i(t)  0 ⇒ µ + ξi(t) − ci(t)  0, which
shows that ci(t) − ξi(t) > 0 (since µ(t) > 0).
For the movement, we first note that
M 6 2
∫
R+
‖(x′(t))−‖ dt + ∆. (3.3)
To calculate ‖(x′(t))−‖, note that the dynamics (3.1), µ(t) > 0 and c(t) > ξ(t) give:∑
i:x′
i
(t)60
wi |x
′
i(t)| 6 η 〈x(t) + δ1, (c(t) − ξ(t)〉 .
Hence (3.3) gives
M 6 2η
(∫
R+
〈x(t) + δ1, c(t) − ξ(t)〉 dt
)
+ ∆  2ηS + 2ηδ
∫
R+
〈1, c(t) − ξ(t)〉 dt + ∆
where we used that ξi(t)  0 if xi(t) > 0.
Now, an application of Lemma 2.3 shows that∫
R+
〈
c(t) − ξ(t),
1
n
1
〉
dt 6
∫
R+
〈c(t), x(t)〉 dt +
4 log(1/δ)
η
∆
which our verification of (3.2). 
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3.2 The multiscale entropy and MTS on trees
Consider now a rooted tree T  (V, E)with root r ∈ V and leavesL ⊆ V . Let {wv > 0 : v ∈ V\{r }}
be a collection of positive weights on V\{r } (except that wr  0). We will assume (without loss
of generality) that every leaf ℓ ∈ L is at the same combinatorial distance D from the root. For
u ∈ V \ {r }, let p(u) ∈ V denote the parent of u. Let distw(x , y) denote the weighted path distance
between x , y ∈ V , where an edge {p(u), u} is given weight wu .
Our setting is now (X, d) : (L , distw). The natural norm in which to measure movement
(recall (2.2)) is the weighted ℓ1 norm on an expanded state space: For z ∈ RV , we denote
‖z‖ : ‖z‖ℓ1(w) 
∑
v∈V
wv |zv | ,
and we set
K :
x ∈ RV : xr  1, and∀u ∈ V \ L , xu 6
∑
v:p(v)u
xv , and∀ℓ ∈ L , xℓ > 0
 .
We note that K does not enforce that the total mass of each slice (all vertices at the same height)
is exactly one, nor does it enforce that all variables are nonnegative. However the mirror descent
dynamics will implicitly maintain these constraints.
Mirror descent dynamics. Define
Φ(x) :
1
η
∑
u∈V
wu(xu + δu) log(xu + δu) ,
where η > 0 is a learning rate and δ ∈ (0, 1]V is a shift parameter satisfying δr  1 and
δu 
∑
v:p(v)u
δv ∀u ∈ V .
Note that Φ is well-defined in a neighborhood of the positive orthant RV
+
, which will be sufficient
to make the dynamics on K well-defined (see Lemma 3.2).
Using the formula for the normal cone of K, this gives the following dynamics, where we use
the notation ⊙ for the Hadamard (entrywise) product:
w ⊙ x′(t)  −η(x(t) + δ) ⊙ (c(t) + λ(t) − ξ(t) − µ(t)) , (3.4)
where λ(t) 
∑
u∈V λˆu(t)
(
eu −
∑
v:p(v)u ev
)
for some λˆu(t) > 0, ξ(t) 
∑
ℓ∈L ξℓ(t)eℓ for some
ξℓ(t) > 0, and µ(t)  µˆ(t)er for some µˆ(t) > 0.
Lemma 3.2. For almost all t > 0,
∑
u∈L xu(t)  1, and xu(t) > 0 for all u ∈ V .
Proof. We prove that for almost all t > 0, xu(t) >
∑
v:p(v)u xv(t) for all u < L. Since x(t) ∈ K, this
implies that the inequality holds with equality, and suffices to establish the lemma (due to xr  1
and {xℓ > 0 : ℓ ∈ L}).
For any u < L, denote
Iu :
t > 0 : xu(t) <
∑
v:p(v)u
xv(t)
 .
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For any t ∈ Iu , we have λˆu(t)  0 by complementary slackness, and cu(t)  0 since u < L, which
together imply x′u(t) > 0. Now for a child v of u, it easy to see that λˆu(t)  0 implies that if
xv(t) , 0 then x
′
v(t) 6 0. In particular, (2.4) yields x
′
v(t) 6 0 for almost all t ∈ Iu . Thus we
have x′u(t) >
∑
v:p(v)u x
′
v(t) for almost all t such that xu(t) <
∑
v:p(v)u xv(t), implying that Iu has
measure zero for each u < L. 
Theorem 3.3. If there is an offline algorithm with service cost S∗ and movement cost M∗, then the above
algorithm satisfies
S 6 S∗ +
2 log(1/minu∈L δu)
η
M∗ ,
and
M 6 4ηDS +
(
1 + 2D + 8D log(1/min
u∈L
δu)
)
diam(X) . (3.5)
Taking η : 2 log n and δu : 1/n for u ∈ L thus yields an O(D log n)-competitive algorithm with
1-competitive service cost in the sense that S 6 S∗ + M∗.
Proof. First, note that Lip‖·‖(Φ) 6
2 log(1/minu∈L δu)
η . Let (y(t))t>0 denote the path of some piecewise-
continuous offline algorithm achieving S∗ and M∗. Then Lemma 2.2 yields
S 
∫
R+
〈c(t), x(t)〉 dt 6
∫
R+
〈c(t), y(t)〉 dt + Lip‖·‖(Φ)
∫
R+
‖y′(t)‖ dt + 2Lip‖·‖(Φ) · ‖y(0) − x(0)‖
 S∗ +
2 log(1/minu∈L δu)
η
M∗.
For the movement, we note that
M 6 2
∫
R+
‖(x′(t))+‖ dt + diam(X). (3.6)
To calculate ‖(x′(t))+‖, note that the dynamics (3.4) gives for almost all t (recall that by (2.4),
x′u(t) > 0 ⇒ ξu(t)  0):∑
u:x′u(t)>0
wux
′
u(t) 6 η
∑
u∈V\L
λˆu(t)
∑
v:p(v)u
(xv(t) + δv)  η
∑
u∈V\L
λˆu(t)(xu(t) + δu) ,
where the equality uses the assumption on δ and the fact that λˆu(t) , 0 ⇒ xu(t) 
∑
v:p(v)u xv(t).
In analogy with the auxiliary depth potential employed in [BCL+18], we consider the weighted
depth:
Ψ(x) :
∑
u∈V
du wu xu ,
where du is the combinatorial depth of u.
Using cu(t)  ξu(t)  0 for u < L, we have
∂tΨ(x(t))  −ηD 〈c(t) − ξ(t), x(t) + δ〉 − η
∑
u∈V\L
λˆu(t)
©­«du(xu(t) + δu) −
∑
v:p(v)u
dv(xv(t) + δv)
ª®¬
 −ηD 〈c(t) − ξ(t), x(t) + δ〉 + η
∑
u∈V\L
λˆu(t)(xu(t) + δu) .
Combining the two above displays one obtains∑
u:x′u(t)>0
wu x
′
u(t) 6 ∂tΨ(x(t)) + ηD 〈c(t) − ξ(t), x(t) + δ〉 .
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Putting it into (3.6) gives
M 6 2(Ψ(x(T)) −Ψ(x(0))) + 2ηDS + 2ηD
∫
R+
〈δ, c(t) − ξ(t)〉 dt + diam(X)
6 2D · diam(X) + 2ηDS + 2ηD
∫
R+
〈δ, c(t) − ξ(t)〉 dt + diam(X) .
By Lemma 2.3, we have∫
R+
〈δ, c(t) − ξ(t)〉 dt 6
∫
R+
〈c(t), x(t)〉 dt +
4 log(1/minu∈L δu)
η
diam(X)
which establishes (3.5) and completes the proof. 
4 Unfair MTS and subspace gluing
We now apply the mirror descent framework to the unfair MTS problem, yielding an optimal
gluing strategy for HSTs.
4.1 Log-sum-exp gluing on a weighted star
Let β ∈ Rn
+
and γ ∈ [1,+∞) be unfairness ratios. The unfair service cost to service the cost vector
c ∈ Rn
+
in a state x ∈ Rn
+
is defined to be 〈β⊙ c , x〉, while the unfair movement cost is themovement
cost multiplied by γ.
In unfair MTS, the online algorithm’s total cost is the sum of the unfair service cost Su and
unfair movement cost Mu , given by
Su :
∫
R+
〈
β ⊙ c(t), x(t)
〉
dt
Mu : γ
∫
R+
‖x′(t)‖ dt ,
while an offline algorithm (y(t))t∈R+ is still evaluated through the sum of (regular) service cost
S∗ 
∫
R+
〈c(t), y(t)〉 dt and (regular) movement cost M∗ 
∫
R+
‖y′(t)‖ dt.
We will now consider unfair MTS on weighted stars (recall Section 3.1), an thus we define
K : {x ∈ Rn
+
:
∑n
i1 xi  1} and ‖x‖ :
∑n
i1 wi |xi |. Writing βi  log ui, one can see from the
refined guarantees of Theorem 3.1 that a competitive ratio of O(γ log n +maxi∈[n] ui) is achievable
for unfair MTS.We will see now that one can obtain a competitive ratio of order O(γ log
(∑n
i1 ui
)
).
Entropic regularization with multiple learning rates. We will use the regularizer
Φ(x) :
n∑
i1
wi
ηi
(xi + δi) log(xi + δi) ,
where η ∈ (0,∞)n is a set of learning rates and δ ∈ (0, 1/2]n are shift parameters. This gives the
following dynamics:
x′i(t) 
ηi
wi
(xi(t) + δi)(µ(t) − ci(t) + ξi(t)) , (4.1)
where µ(t) ∈ Rn is a Lagrange multiplier corresponding to the constraint
∑n
i1 xi(t)  1, and ξi(t)
is a Lagrange multiplier corresponding to xi(t) > 0.
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Unfair cost and fair cost. Themirror descent analysis (Lemma 2.2) naturally tracks the fair service
cost. In order to get an estimate on the unfair service cost, we propose to use multiple learning
rates so that the sum of the unfair service cost andmovement cost is proportional to the fair service
cost. Indeed, (4.1) gives
‖(x′(t))−‖ 6
〈
η ⊙ (c(t) − ξ(t)) , x(t) + δ
〉
,
and thus
2γ‖(x′(t))−‖ +
〈
β ⊙ c(t), x(t)
〉
6
〈
(β + 2γη) ⊙ c(t), x(t)
〉
+
〈
c(t) − ξ(t), 2γη ⊙ δ
〉
We now naturally pick η such that β + 2γη  ζ1 for some constant ζ > 0. Employing Lemma 2.2
and Lemma 2.3, one obtains the following.
Theorem 4.1. With η such that βi + 2γηi  ζ for all i and γ > 1, the algorithm (4.1) satisfies
Su + Mu 6
(
ζ + 2γ〈η, δ〉
)
(S∗ + LM∗) +
(
1 + 2ζL + 6γL〈η, δ〉
)
∆ , (4.2)
where L : maxi∈[n]
2 log(1/δi )
ηi
.
Assume now that βi  8γ(log(ui) + C) with ui > 0 and C > 0. Taking ηi  4 log(U/ui) and
δi  (ui/U)2 with U :
∑n
i1 ui, yields an 8γ(log(U) + C + 1)-competitive algorithm for unfair MTS.
More precisely we have the following inequality, even when the offline algorithm is allowed to start in a
different state than the online algorithm:
Su + Mu 6 8γ(log(U) + C + 1)(S∗ + M∗ + 4∆) . (4.3)
Proof. Notice that
Su + Mu 
∫
R+
〈
β ⊙ c(t), x(t)
〉
dt + γ
∫
R+
‖x′(t)‖ dt
6
∫
R+
〈
β ⊙ c(t), x(t)
〉
dt + 2γ
∫
R+
‖(x′(t))−‖ dt + ∆ . (4.4)
Before bounding the movement, we observe that µ(t) > 0. This follows from the equality
0 
∑
i:xi (t),0
x′i(t) 
∑
i:xi(t),0
ηi
wi
(xi(t) + δi)(µ(t) − ci(t))
and the fact that ci(t) > 0.
To calculate ‖(x′(t))−‖, note that the dynamics (4.1) and µ(t) > 0 give∑
i:x′
i
(t)60
wi |x
′
i(t)| 6
〈
η ⊙ (x(t) + δ), c(t) − ξ(t)
〉

〈
η ⊙ x(t), c(t)
〉
+
〈
η ⊙ δ, c(t) − ξ(t)
〉
.
Hence (3.3) yields
Su + Mu 6
∫
R+
〈
(β + 2γη) ⊙ c(t)), x(t)
〉
dt +
∫
R+
〈
c(t) − ξ(t), 2γη ⊙ δ
〉
dt + ∆
 ζS +
∫
R+
〈
c(t) − ξ(t), 2γη ⊙ δ
〉
dt + ∆.
Now, notice that Lip‖·‖(Φ) 6 maxi
2 log(1/δi)
ηi
 L, and thus Lemma 2.2 shows that
S 6 S∗ + LM∗ + 2L∆ ,
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and Lemma 2.3 shows that∫
R+
〈
c(t) − ξ(t), 2γη ⊙ δ
〉
dt 6 2γ〈η, δ〉 (S + L∆) .
Combining the above three equations establishes (4.2).
To verify (4.3), we note that ζ  8γ(log(U) + C) and L  1. Since x2 log(1/x) 6 (2/e)x3/2, we
have
〈η, δ〉 
n∑
i1
(ui
U
)2
log
(
U
ui
)
6
2
e
n∑
i1
(ui
U
)3/2
6
2
e
6 1 ,
where we have used U 
∑n
i1 ui and u > 0. We conclude that
Su + Mu 6 (ζ + 2γ)(S∗ + M∗) + (1 + 2ζ + 6γ)∆
6 8γ(log(U) + C + 1)(S∗ + M∗ + 4∆) . 
4.2 An optimal algorithm for HSTs
We now describe a general gluing theorem from which Theorem 1.3 will follow directly. In this
section, we will consider the description of randomized algorithms using continuous time random
states ρ(t) rather than the deterministic description via the law of the random state.
Let X be a tree metric where the root has m children below which are subtrees H1, . . . , Hm
connected to the root by edges of lengths w1, . . . , wm > 0. Denote by X1, . . . , Xm the metric
spaces corresponding to the leaves in H1, . . . , Hm, respectively. Furthermore, let us assume that
diam(Xi) 6
wi
4τ for some τ > 1 and every i  1, . . . , m. Applied recursively, this corresponds to the
assumption that X is a 4τ-HST.
Theorem 4.2. Suppose that for any i ∈ [m] there exists an online algorithm on Xi with total cost costi such
that
costi 6
8τ
τ − 1
(
log(ui) + C
) (
cost
∗
i + 4diam(Xi)
)
, (4.5)
where cost∗
i
is the total cost of the offline optimum on Xi with a potentially different intial state than the online
algorithm. Then there exists an online algorithm on X with total cost cost such that, with U 
∑m
i1 ui,
cost 6
8τ
τ − 1
(
log(U) + C + 1
)
(cost∗ + 4diam(X)) , (4.6)
where cost∗ is the total cost of the offline optimum on X with a potentially different intial state than the online
algorithm.
We fix a cost path on X (which induces cost paths on the subspaces Xi) and denote S
∗, M∗ for
the total service and/movement cost of some offline algorithm on X. We use Si(t) and Mi(t) for
the costs of the online algorithm on Xi satisfying (4.5) up to time t.
A key ingredient in the proof is to introduce an unfair metrical task system on a weighted star
with weights (1 − τ−1)w1, . . . , (1 − τ−1)wm , and unfair ratios γ :
τ
τ−1 and βi : 8γ(log(ui) + C).
We define the cost path for this unfair metrical task system by cu(t)(i) : 1βi ∂t(Si(t) + Mi(t)). Let
us denote by (Su)∗ and (Mu)∗ the (fair) service and movement cost of some offline algorithm on a
weighted star with the cost path cu. The following lemma justifies our consideration of this setting.
Lemma 4.3. One has
(Su)∗ + (Mu)∗ 6 S∗ + M∗ .
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Proof. Let Ti be the number of times the offline algorithm on X uses the edge to the root with
weight wi, and consider the disjoint time intervals Ii(k) ⊂ [0, T], k ∈ [Ti], i ∈ [m] such that for
t ∈ Ii(k) the offline algorithm’s state is in Xi . One clearly has
(Su)∗ + (Mu)∗ 6
m∑
i1
(
(1 − τ−1)wiTi +
Ti∑
k1
∫
Ii(k)
cu(t)(i) dt
)
.
Moreover using (4.5),∫
Ii(k)
cu(t)(i) dt 
∫
Ii(k)
1
βi
∂t(Si(t) + Mi(t)) dt 6
∫
Ii(k)
∂t(S
∗(t) + M∗(t)) dt + 4diam(Xi) .
We also note that
∑
i,k
∫
Ii (k)
∂t(S∗(t)+ M∗(t)) dt 6 S∗ + M∗ −
∑m
i1 wiTi, and thus combined with the
two preceding inequalities, we have
(Su)∗ + (Mu)∗ 6 S∗ + M∗ +
m∑
i1
Ti
(
4diam(Xi) −
wi
τ
)
.
This concludes the proof, since diam(Xi) 6
wi
4τ by assumption. 
We have now all the ingredients to complete the proof of Theorem 4.2.
Proof of Theorem 4.2. Consider the algorithm satisfying (4.3) for the unfair metrical task system
described above. Our proposed algorithm to satisfy (4.6) chooses, at any time t, the subspace to
play in by following the state of the unfair MTS algorithm, and then plays accordingly to the online
algorithm satisfying (4.5) in that subspace. Let S and M be the service and movement cost of this
algorithm. By the definition of the unfair MTS, and (4.3), we have
S + M 6 Su + Mu 6
8τ
τ − 1
(log(U) + C + 1) ((Su)∗ + (Mu)∗ + 4diam(X)) ,
and thus Lemma 4.3 concludes the proof of (4.6). 
Finally, let us prove our main result.
Proof of Theorem 1.3. Consider a general n-point HST metric (X, d). By a standard approximation
argument, there is an 8-HST metric (X, d′) such that d 6 d′ 6 8 d and d′ can be realized as the
shortest-path metric on a rooted tree T  (V, E) with positive edge lengths w : E → (0,∞), where
X constitutes the set of leaves of T and, moreover, the combinatorial depth of T is D 6 O(log n).
If we now apply Theorem 4.2 (with τ  2) recursively along T, we obtain an online algorithm
satisfying
cost 6 8
(
log n + C + D
)
(cost∗ + 4diam(X)) 6 O(log n) (cost∗ + diam(X)) . 
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