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Abstract
The overall aim of this note is to initiate a “manifold” theory for metric Dio-
phantine approximation on the limit sets of Kleinian groups. We investigate the no-
tions of singular and extremal limit points within the geometrically finite Kleinian
group framework. Also, we consider the natural analogue of Davenport’s problem
regarding badly approximable limit points in a given subset of the limit set. Be-
yond extremality, we discuss potential Khintchine-type statements for subsets of
the limit set. These can be interpreted as the conjectural “manifold” strengthening
of Sullivan’s logarithmic law for geodesics.
1 The general setup and main problems
The classical results of Diophantine approximation, in particular those from the one-
dimensional theory, have natural counterparts and extensions in the hyperbolic space
setting. In this setting, instead of approximating real numbers by rationals, one ap-
proximates the limit points of a fixed Kleinian group G by points in the orbit (under
the group) of a distinguished limit point y. Beardon & Maskit [4] have shown that the
geometry of the group is reflected in the approximation properties of points in the limit
set.
Unless stated otherwise, in what follows G denotes a nonelementary, geometrically
finite Kleinian group acting on the unit ball model (Bd+1, ρ) of (d + 1)–dimensional
hyperbolic space with metric ρ derived from the differential dρ = 2|dx|/(1−|x|2). Thus,
G is a discrete subgroup of Mo¨b(Bd+1), the group of orientation-preserving Mo¨bius
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transformations of the unit ball Bd+1. By assumption, there is some finite-sided convex
fundamental polyhedron for the action of G on Bd+1. Since G is nonelementary, the
limit set Λ of G (the set of limit points in the unit sphere Sd of any orbit of G in Bd+1)
is uncountable. The group G is said to be of the first kind1 if Λ = Sd and of the second
kind otherwise. Let δ denote the Hausdorff dimension of Λ. Trivially, if G is of the
first kind then we have δ := dimΛ = d. In general, it is well known that δ is equal to
the exponent of convergence of the group [34, 42]. For each element g ∈ G we shall use
the notation Lg := |g′(0)|−1, where |g′(0)| = 1 − |g(0)|2 is the (Euclidean) conformal
dilation of g at the origin. It can be verified that Lg ≤ eρ(0,g(0)) ≤ 4Lg. With this
setup and notation in mind, we are in the position to state three fundamental results
originating from Patterson’s pioneering paper [33]. In short, they represent natural
generalisations to the hyperbolic space setting of the classical theorems of Dirichlet,
Khintchine, and Jarn´ık in the theory of Diophantine approximation. In view of this,
they naturally motivate our Kleinian group investigation into singular, extremal, and
badly approximable points in Λ and its subsets.
1.1 A Dirichlet-type theorem and singular subsets of Λ
The following two Dirichlet-type theorems were first established by Patterson [33, Sec-
tion 7: Theorems 1 & 2] for finitely generated Fuchsian groups, i.e. Kleinian groups
acting on the unit disc model of 2–dimensional hyperbolic space. Recall that in this
d = 1 case, the class of finitely generated groups coincides with the class of geometrically
finite groups.
Theorem DT . Let G be a nonelementary, geometrically finite Kleinian group con-
taining parabolic elements and let P be a complete set of inequivalent parabolic fixed
points of G. Then there is a constant c > 0 with the following property: for each ξ ∈ Λ,
N > 1, there exist p ∈ P , g ∈ G so that
|ξ − g(p)| ≤ c√
LgN
and Lg ≤ N .
As pointed out in [44], the d = 1 proof of Patterson can be easily generalised to higher
dimensions when the ranks2 of the parabolic fixed points are all maximal; i.e. when
rank(p) = d for all p ∈ P . Without this rank assumption, the theorem is proved in [40,
Theorem 1]. We now consider the case where the geometrically finite group G has no
parabolic elements; i.e. where G is convex cocompact.
Theorem DT′. Let G be a nonelementary, geometrically finite Kleinian group without
parabolic elements and let {η, η′} be the pair of fixed points of a hyperbolic element of
G. Then there is a constant c > 0 with the following property: for all ξ ∈ Λ, N > 1,
there exist y ∈ {η, η′}, g ∈ G so that
|ξ − g(y)| ≤ c
N
and Lg ≤ N .
1A geometrically finite group of the first kind is also called a lattice.
2The stabiliser Gp = {g ∈ G : g(p) = p} of a parabolic fixed point p is an infinite group which
contains a free abelian subgroup of finite index. The rank of p is defined to be the number k ∈ [1, d]
such that this subgroup is isomorphic to Zk.
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Patterson’s d = 1 proof of the above theorem easily generalises to higher dimensions.
When interpreted on the upper half-plane H2 and applied to the modular group
SL(2,Z), it is easily verified that Theorem DT reduces to the d = 1 case of Dirichlet’s
Theorem. Recall that Dirichlet’s Theorem states that for all x = (x1, . . . , xd) ∈ Rd,
N ∈ N, there exist p = (p1, . . . , pd) ∈ Zd, q ∈ N so that
max
1≤i≤d
∣∣∣xi − pi
q
∣∣∣ ≤ 1
qN
1
d
and q ≤ N .
Staying within the classical setup, a vector x ∈ Rd is said to be singular if for every
ε > 0 there exists N0 with the following property: for each N ≥ N0, there exist p ∈ Zd,
q ∈ N so that
max
1≤i≤d
∣∣∣xi − pi
q
∣∣∣ < ε
qN
1
d
and q < N . (1)
In short, x is singular if Dirichlet’s Theorem can be “improved” by an arbitrarily small
constant factor ε > 0. It is not difficult to see that the set Sing(d) of singular vectors
contains every rational hyperplane in Rd and thus its Hausdorff dimension is between
d − 1 and d. In the case d = 1, a nifty argument (which we shall utilise) due to
Khintchine [16] shows that a real number is singular if and only if it is rational; that is,
Sing(1) = Q. Davenport & Schmidt [22] in the seventies showed that Sing(d) is a set
of d-dimensional Lebesgue measure zero. Recently, Cheung & Chevallier [18], building
on the spectacular d = 2 work of Cheung [17], have shown that Sing(d) has Hausdorff
dimension d
2
d+1 .
Motivated by the above classical “singular” theory we introduce the notion of sin-
gular limit points within the hyperbolic space setup. Let G be a Kleinian group and
let Y be a complete set P of inequivalent parabolic fixed points of G if the group has
parabolic elements; otherwise let Y be the pair {η, η′} of fixed points of a hyperbolic
element of G. A point ξ ∈ Λ is said to be singular if for every ε > 0 there exists N0
with the following property: for each N ≥ N0, there exist y ∈ Y , g ∈ G so that
|ξ − g(y)| <

ε√
LgN
if Y = P
ε
N if Y = {η, η′}
and Lg < N . (2)
Our first result shows that the hyperbolic “singular” theory is not as rich as the higher-
dimensional classical theory in Rd. Indeed, irrespective of the dimension the hyperbolic
space, it is in line with the one-dimensional classical theory.
Theorem 1. Let G be a nonelementary, geometrically finite Kleinian group, and let
Y be as above. Then a point ξ ∈ Λ is singular if and only if ξ ∈ G(Y ) := {g(y) : g ∈
G, y ∈ Y }.
Remark 1.1. In the case where G is convex cocompact, the set of singular limit points is
dependent on the choice of Y ; i.e. on the chosen pair {η, η′} of hyperbolic fixed points
of G. If G has parabolic elements, the set of singular limit points is precisely the set
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of parabolic fixed points of G. Dynamically, the set corresponds to geodesics on the
associated hyperbolic manifold H = Bd+1/G that travel straight into the “throat” of a
cuspidal end – see §4.2.
Remark 1.2. The parabolic fixed points of the modular group are the rationals together
with the point at infinity. Thus, Theorem 1 when interpreted on H2 and applied to
SL(2,Z) precisely coincides with the d = 1 classical results.
Remark 1.3. The proof of Theorem 1 is pretty straightforward and relies on the disjoint-
ness property of horoballs based at the parabolic or hyperbolic fixed points associated
with the set G(Y ) – see §2.2 for the details.
1.2 A Khintchine-type theorem and extremal subsets of Λ
Let G be a nonelementary, geometrically finite Kleinian group G and let y be a parabolic
fixed point of G if the group has parabolic elements and a hyperbolic fixed point
otherwise. The Dirichlet-type theorems of §1.1 together with natural “decoupling”
results (see for example [40, Proposition 2.3] and [44, Proposition 2]) imply the following
statement for any nonelementary, geometrically finite Kleinian group G: for each point
ξ ∈ Λ which is not a parabolic fixed point there exist infinitely many g ∈ G such that
|ξ − g(y)| < c
Lg
. (3)
Here, c is a positive group constant. It is easy to see that if G has only one equivalence
class of parabolic fixed points then we can take ξ to be any limit point. In any case, the
statement describes to what extent any (non-parabolic) limit point ξ may be approxi-
mated by the orbit of the distinguished point y; namely that every non-parabolic limit
point can be approximated by orbit points g(y) with “rate” of approximation given
by c/Lg – the right-hand side of inequality (3) determines the “rate” or “error” of ap-
proximation. It is natural to broaden the discussion to include general approximating
functions. More precisely, let ψ : R+ → R+ := [0,∞) be a decreasing function and let
Wy(ψ) =Wy(ψ,G) :=
{
ξ ∈ Λ : |ξ − g(y)| < ψ(Lg) for i.m. g ∈ G
}
.
This is the set of points in the limit set which are “close” to infinitely many (“i.m.”)
images of the “distinguished” point y. The degree of “closeness” is of course governed by
the approximating function ψ. As above, y is taken to be a parabolic fixed point of G if
the group has parabolic elements and a hyperbolic fixed point of G otherwise. A natural
problem is to determine the “size” of the set Wy(ψ) in terms of the Patterson measure
m – a nonatomic, δ-conformal probability measure m supported on Λ. For groups of
the first kind, since δ := dimΛ = d, the Patterson measure is simply normalised d-
dimensional Lebesgue measure on the unit sphere Sd. The following Khintchine-type
theorem was first established by Patterson [33, Section 9] for finitely generated Fuchsian
groups of the first kind. For convenience, let
w(y) :=
{
2δ − rank(y) if y is parabolic,
δ if y is hyperbolic.
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Theorem KT. Let G be a nonelementary, geometrically finite Kleinian group and let
y be a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise.
Then
m(Wy(ψ)) =

0 if
∑∞
r=1 ψ (r)
w(y) rw(y)−1 <∞ ,
1 if
∑∞
r=1 ψ (r)
w(y) rw(y)−1 =∞ .
Remark 1.4. In terms of this note, there are two special cases of the above theorem
that are of particular interest to us.
(i) For ε ≥ 0, let ψε : r → r−1(log r)−
1+ε
w(y) . Then it follows that
m(Wy(ψε)) =
{
0 if ε > 0 ,
1 if ε = 0 .
This statement has a well-known dynamical interpretation in terms of the “rate”
of excursions by geodesics into a cuspidal end of the associated hyperbolic mani-
fold H = Bd+1/G; namely Sullivan’s logarithm law for geodesics [10, 40, 41]. We
shall return to this in §4.2.
(ii) For τ ≥ 1, consider the function ψ : r 7→ r−τ and write Wy(τ) for Wy(ψ). Then
it follows that
m(Wy(τ)) = 0 if τ > 1 .
The fact that m(Wy(τ)) = 1 for τ = 1 can be easily deduced from the statement
associated with inequality (3) and the fact that m(Wy(cψ)) = m(Wy(ψ)) for any
constant c > 0 [40, Lemma 4.6] - we do not need the full power of the divergence
case of Theorem KT.
Without assuming that G is of the first kind, Theorem KT is essentially established
in [38] if y is a hyperbolic fixed point of G and in [40] if y is a parabolic fixed point
of G. We say essentially, since in both [38] and [40] an extra regularity condition
on the approximating function ψ is assumed. The theorem as stated above, without
any regularity condition on ψ beyond monotonicity, is established in [7, Section 10.3:
Theorems 5 & 9] and is the perfect Kleinian group analogue of Khintchine’s Theorem
in the classical theory of metric Diophantine approximation. Indeed, when interpreted
on the upper half-plane H2 and applied to the modular group SL(2,Z), it is easily
verified that Theorem KT reduces to the d = 1 case of Khintchine’s Theorem. In what
follows, W (d, ψ) denotes the set of simultaneously ψ-well approximable points in the
unit cube Id := [0, 1]d; that is,
W (d, ψ) :=
{
x ∈ Id : max
1≤i≤d
∣∣∣xi − pi
q
∣∣∣ ≤ ψ(q) for i.m. (p, q) ∈ Zd × N} .
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Theorem (Khintchine). Let md be d-dimensional Lebesgue measure. Then
md(W (d, ψ)) =

0 if
∑∞
r=1 (ψ(r) r)
d <∞ ,
1 if
∑∞
r=1 (ψ(r) r)
d =∞ .
Staying within the classical setup, we briefly turn to the manifold theory. In short,
Diophantine approximation on manifolds is the study of the Diophantine properties of
points in Rd whose coordinates are constrained by (differentiable) functional relations,
or equivalently points which are known to be members of a submanifold M ⊆ Rd.
Actually, there is no harm in restricting our attention to submanifoldsM⊆ Id, and the
specific aspect of the manifold theory that we will be concerned with is that of describing
the measure of M∩W (d, ψ) (with respect to the Lebesgue measure on M). The fact
that the points of interest x ∈ Id are constrained by functional relations, or in other
words that they are required to be members of a fixed manifold M, introduces major
difficulties in attempting to analyse the measure-theoretic structure of M∩W (d, ψ).
This is true even for seemingly simple curves such as the unit circle or the parabola.
The goal is to obtain a Khintchine-type theorem that describes the Lebesgue mea-
sure of the set of simultaneously ψ–approximable points lying on any given mani-
fold. Notice that if the dimension k of the manifold M is strictly less than d then
md(M∩W (d, ψ)) = 0 irrespective of the approximating function ψ. Thus, in attempt-
ing to develop a general Lebesgue theory for M ∩ W (d, ψ) it is natural to use the
normalised k-dimensional Lebesgue measure on M. This will be denoted by | · |M.
In order to make any reasonable progress with developing a general theory, we insist
that the manifolds M under consideration are nondegenerate manifolds. Essentially,
these are smooth submanifolds of Rd which are sufficiently curved so as to deviate from
any hyperplane. For a formal definition and indeed a more in-depth overview of the
manifold theory, we refer the reader to [9, Section 6] and the references within. In
terms of examples, any connected analytic manifold not contained in any hyperplane
of Rd is nondegenerate. Also, a planar curve C is nondegenerate if the set of points on
C at which the curvature vanishes is a set of one-dimensional Lebesgue measure zero.
The claim is that the notion of nondegeneracy is the right criterion for a manifold
M to be “sufficiently” curved in order to obtain a Khintchine-type theorem (both
convergence and divergence cases) for M∩W (d, ψ).
Conjecture 1 (The Dream Theorem). Let M be a nondegenerate submanifold of
Rd. Then
|M ∩W (d, ψ)|M =

0 if
∑∞
r=1 (ψ(r) r)
d <∞ ,
1 if
∑∞
r=1 (ψ(r) r)
d =∞ .
(4)
We now describe various “general” contributions towards the Dream Theorem. Let us
write W (d, τ) for W (d, ψ) when considering functions ψ of the shape ψ(r) = r−τ .
• Extremal manifolds. A submanifold M of Rd is called extremal if
|M ∩W (d, τ)|M = 0 ∀ τ > d+1d .
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Note that Dirichlet’s theorem implies that W (d, d+1d ) = I
d and so it trivially
follows that M ∩ W (d, d+1d ) = M. In their pioneering work [27], Kleinbock
& Margulis proved that any nondegenerate submanifold M of Rd is extremal.
It is easy to see that this implies the convergence case of the Dream Theorem
for functions ψ : r 7→ r−τ . It is worth mentioning that Kleinbock & Margulis
established a stronger (multiplicative) form of extremality that settled the Baker–
Sprindzˇuk Conjecture from the eighties.
• Planar curves. The Dream Theorem is true when d = 2; that is, when M is a
nondegenerate planar curve. The convergence case of (4) for planar curves was
established in [43] and subsequently strengthened in [13]. The divergence case of
(4) for planar curves was established in [8].
• Beyond planar curves. The divergence case of the Dream Theorem is true for
analytic nondegenerate submanifolds of Rd [5]. In current work [12] being written
up, the divergence case of (4) will be shown to be true for nondegenerate curves,
as well as manifolds that can be “fibred” into such curves [12]. The latter includes
C∞ nondegenerate submanifolds of Rd which are not necessarily analytic. The
convergence case of the Dream Theorem is true for a large class of nondegenerate
submanifolds of Rd with dimension k satisfying k(k + 3)/2 > d, and this class
includes “most” manifolds when k(k + 1)/2 ≥ d [37]. The work in [37] builds
upon the approach taken in [11] in which the convergence case is shown to be
true for a large subclass of nondegenerate submanifolds with k > (d+ 1)/2.
The upshot of the above is that the Dream Theorem actually holds for a fairly generic
class of nondegenerate submanifoldsM of Rd apart from the case of convergence when
d ≥ 3 and k(k + 1)/2 < d.
Remark 1.5. In [26], Kleinbock, Lindenstrauss, & Weiss made an emphatic generali-
sation of the “extremal” work of [27] to subsets K of Rd supporting so-called friendly
measures. Within the context of this paper, it suffices to say that friendly measures
form a large and natural class of measures on Rd which includes Riemannian measures
supported on nondegenerate manifolds, fractal measures supported on self-similar sets
satisfying the open set condition (e.g. regular Cantor sets, the Koch snowflake, the
Sierpin´ski gasket), and conformal (Patterson) measures supported on the limit sets of
geometrically finite Kleinian groups, as long as they are not contained in any hyper-
plane. These facts are proven in [26, Theorem 2.3] and [20, Theorem 1.9], respectively.
Recently, the concept of friendly measures has been generalised even further to the
notion of quasi-decaying measures, see [19, 20].
In view of the recent progress within the classical manifold theory, it would be highly
desirable to obtain an analogous theory within the hyperbolic space setup. With this
in mind as the ultimate goal, let K be a subset of the limit set Λ which supports a
nonatomic probability measure µ. Then K will play the role of the manifold and µ the
role of the Lebesgue measure on the manifold. In this note, we develop a reasonably
complete extremal theory for Kleinian groups. In view of (3), it is natural to say that
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a subset K ⊆ Λ is µ-extremal if
µ(K ∩Wy(τ)) = 0 ∀ τ > 1 .
Note that Λ is m-extremal where m is the Patterson measure — see Remark 1.5. To
have any hope of developing a general extremal theory for the subsets K we impose
the following “decaying” condition on the measure µ. Given α > 0, the measure µ
supported on K is said to be weakly absolutely α-decaying if there exist strictly positive
constants C, r0 such that for all ε > 0 we have
µ
(
B(x, εr)
) ≤ C εαµ(B(x, r)) ∀ x ∈ K ∀ r < r0 .
For sets supporting such measures, we are able to prove the following result.
Theorem 2. Let G be a nonelementary, geometrically finite Kleinian group and let y be
a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise. Fix
α > 0, and let K be a compact subset of Λ equipped with a weakly absolutely α-decaying
measure µ. Then
µ(K ∩Wy(ψ)) = 0 if
∞∑
r=1
rα−1ψ(r)α < ∞ . (5)
Remark 1.6. It is easily verified that if a measure µ is absolutely α-decaying as defined
in [35] then it is weakly absolutely α-decaying. Also it is worth pointing out that
although the Lebesgue measure | . |M on a nondegenerate manifoldM is not necessarily
absolutely α-decaying, it is weakly absolutely α-decaying.
Observe that if we write ψτ (r) = r
−τ , then
∞∑
r=1
rα−1ψτ (r)
α =
∞∑
r=1
rα(1−τ)−1 < ∞ ∀ τ > 1 ∀ α > 0.
Hence the following statement is a trivial consequence of Theorem 2.
Corollary 1. Let G be a nonelementary, geometrically finite Kleinian group and let y
be a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise.
Let K be a compact subset of Λ equipped with a weakly absolutely decaying measure µ.
Then K is µ-extremal.
The deeper and more subtle analogue of the Dream Theorem for Kleinian groups
is the subject of §4.
1.3 A Jarn´ık-type theorem and “Bad” subsets of Λ
We motivate the contents of this section by returning to inequality (3) and asking:
can the group constant c > 0 be made arbitrarily small? In other words, if we let
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ψε : r 7→ ε r−1, then do we haveWy(ψε) ⊇ Λ\G(P ) for all ε > 0? It follows immediately
from Theorem KT that m(Wy(ψε)) = 1 = m(Λ \G(P )). Thus, the set of exceptions to
the above inclusions, i.e. the set
Bady := {ξ ∈ Λ : ∃ c(ξ) > 0 such that |ξ − g(y)| > c(ξ)/Lg ∀ g ∈ G} ,
is of m-measure zero. Nevertheless, the answer to the above question is emphatically
no since the exceptional set of “badly approximable” limit points has full Hausdorff
dimension. The following Jarn´ık-type theorem was first established by Patterson [33,
Section 10] for finitely generated Fuchsian groups of the first kind. As usual, y is taken
to be a parabolic fixed point of G if the group has parabolic elements and a hyperbolic
fixed point of G otherwise.
Theorem JT . Let G be a nonelementary, geometrically finite Kleinian group and let
y be a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise.
Then
dimBady = dimΛ .
Remark 1.7. When G has parabolic elements, a stronger version of the above theorem
is known: if P is a complete set of inequivalent parabolic points, then
dim
⋂
p∈P
Badp = dimΛ .
This stronger theorem has a well-known dynamical interpretation; namely that the set
of bounded geodesics on the associated hyperbolic manifold H = Bd+1/G is of full
dimension.
Without assuming that G is of the first kind, Theorem JT is established in [38] if y
is a hyperbolic fixed point of G and in [39] if y is a parabolic fixed point of G. When
interpreted on the upper half-plane H2 and applied to the modular group SL(2,Z), it
is easily verified that Theorem JT reduces to the d = 1 case of the Jarn´ık–Schmidt
Theorem on the size of the classical set Bad(d) of simultaneously badly approximable
numbers. Recall that Bad(d) is the set of x ∈ Rd such that there exists a positive
constant c(x) > 0 so that
max
1≤i≤d
∣∣∣xi − pi
q
∣∣∣ ≥ c(x) q− d+1d ∀ (p, q) ∈ Zd × N .
Theorem (Jarn´ık–Schmidt). For d ≥ 1, we have that dimBad(d) = d.
The d = 1 case is due to Jarn´ık (1928) while the general statement is due to Schmidt
(1969). Indeed, Schmidt showed that the set Bad(d) satisfies a stronger “winning”
property associated with a certain game that now bears his name. Staying within the
classical setting, we turn to the badly approximable version of the manifold theory
described in §1.2. The following statement is the natural analogue of Conjecture 1.
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Conjecture 2. Let M be a nondegenerate submanifold of Rd. Then
dim(M∩Bad(d)) = dimM .
We now describe various “general” contributions towards Conjecture 2.
• Planar curves. The conjecture is true when d = 2; that is, when M is a nonde-
generate planar curve. This was established in [2] and independently in [6] and
provides a solution to a problem of Davenport dating back to the sixties con-
cerning the existence of badly approximable pairs on the parabola. The stronger
“winning” property has subsequently been established in [1].
• Beyond planar curves. The conjecture is true for analytic nondegenerate subman-
ifolds of Rd [6]. The condition of analyticity can be omitted in the case where
the submanifold M⊆ Rd is a curve. Indeed, establishing the result for curves is
very much at the heart of the approach in [6].
For a more in-depth overview of the badly approximable manifold theory, we refer the
reader to [9, Section 7] and the references within.
Motivated by the above (badly approximable) manifold theory in Rd, we aim to
develop an analogous theory within the hyperbolic space setting. Thus, as in §1.2, let
K be a subset of the limit set Λ which supports a nonatomic probability measure µ.
We would like to conclude that K ∩Bady is of full dimension for a general class of sets
K. With this in mind, we impose the condition that the measure µ supported on K
is Ahlfors δ-regular for some δ > 0; that is, that there exist strictly positive constants
C, r0 such that
C−1 rδ ≤ µ(B(x, r)) ≤ C rδ ∀ x ∈ K ∀ r < r0 .
Sets supporting such measures are referred to as Ahlfors δ-regular and it is a well known
fact that
dimK = δ .
For Ahlfors δ-regular subsets of the limit set we are able to prove the following result.
Theorem 3. Let G be a nonelementary, geometrically finite Kleinian group and let y
be a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise.
Let K be a compact, Ahlfors δ-regular subset of Λ. Then
dim (K ∩Bady) = dimK . (6)
Remark 1.8. As we shall see in §3, the above theorem, although new, is a consequence
of combining various recent results.
Remark 1.9. The methods used to establish the main results in this paper (namely
Theorems 1, 2, & 3) can almost certainly be adapted to prove analogous statements
for rational maps. Within the context of Theorem 1 & 2, Sky Brewer is currently
developing a general framework that naturally incorporates both the Kleinian group
and rational map setup. As we shall see, the proof of Theorem 3 already makes use of
a powerful and general framework for investigating badly approximable sets.
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2 Proof of Theorems 1 & 2
We begin with a preliminary section in which we provide the reader with necessary
concepts and results required in the proof of Theorems 1 & 2. It also enables us
to geometrically restate the theorems in terms of horoballs from which it is relatively
straightforward to derive their dynamical interpretations in terms of geodesic excursions
on the associated hyperbolic manifolds. A horoball Hξ based at ξ ∈ Sd is an open (d+1)-
dimensional Euclidean ball contained in Bd+1 such that its boundary ∂Hξ is tangent
to Sd at the point ξ. For each ξ ∈ Sd, let sξ be the ray in Bd+1 joining the origin to ξ.
The top σξ := sξ ∩ ∂Hξ of a horoball Hξ such that 0 /∈ Hξ is the point on ∂Hξ closest
to the origin.
Notation. The symbols≪ and≫ will be used to indicate an inequality with an implied
unspecified positive multiplicative constant factor. If a≪ b and a≫ b we write a ≍ b,
and say that the quantities a and b are comparable.
2.1 Preliminaries
To start with, assume that the nonelementary, geometrically finite group G contains
parabolic elements. As usual, let P denote a complete set of inequivalent parabolic
fixed points of G. Clearly, the orbit G(P ) of points in P under G is the set of all
parabolic fixed points of G. To each p ∈ P we associate a horoball Hp and we write
Hg(p) for the image of Hp under g ∈ G. It is well known that the horoballs Hp (p ∈ P )
can be chosen so that their images under G comprise a set of pairwise disjoint horoballs,
see [14]. By construction, any set {Hξ : ξ ∈ G(P )} chosen in this manner is G-invariant
and is said to be a standard set of horoballs for G. Naturally, a horoball in a standard
set is called a standard horoball.
A relatively simple argument shows that the top σξ of any standard horoball Hξ
lies within a bounded hyperbolic distance (dependent only on G and P ) from the orbit
of the origin under G [40, Lemma 2.2]. In view of this, for each p ∈ P , there is a
geometrically motivated set Tp of representatives of the cosets {gGp : g ∈ G}, such that
for all g ∈ Tp, the orbit point g(0) lies within a bounded distance (dependent only on
G and P ) from the top of the standard horoball Hg(p). Indeed, for each ξ ∈ G(P ) we
may choose g ∈ G so as to minimize Lg subject to the restriction that g(p) = ξ, and
then we can let Tp be the collection of all group elements chosen in this manner. Let
Rg denote the Euclidean radius of Hg(p). We remark that Rg is only defined for g ∈ Tp
and that
Rg ≍ 1− |g(0)| ≍ Lg . (7)
This together with the fact that the horoballs in a standard set are disjoint implies the
following extremely useful statement; see [25, §2.4].
Lemma 1 (Disjointness). Let G be a nonelementary, geometrically finite Kleinian
group containing parabolic elements and let P denote a complete set of inequivalent
parabolic fixed points of G. There is a constant c1 > 0 depending only on G and P with
the following property: for all p, q ∈ P and g, h ∈ G such that g(p) 6= h(q), we have
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|g(p) − h(q)| > c1√
LgLh
.
In particular, fix k > 1 and suppose that kn ≤ Lg, Lh < kn+1 for some n ∈ N. Then
B
(
g(p), c2/Lg
) ∩B(h(q), c2/Lh) = ∅
where c2 := c1/2
√
k.
For further details regarding the above notions and statements see any of the papers
[25, 32, 40] and the references within.
We now turn our attention to the situation where the geometrically finite group G
has no parabolic elements. Let {η, η′} be the pair of fixed points of a hyperbolic element
of G. Let L be the axis of the corresponding hyperbolic element of G, or equivalently
the bi-infinite hyperbolic geodesic connecting η with η′. Let Gηη′ denote the stabiliser
of η, which can easily be shown to be equal to the stabiliser of η′. Then there is a
geometrically motivated set Tηη′ of coset representatives of G/Gηη′ ; chosen so that for
all g ∈ Tηη′ , the orbit point g(0) lies within a bounded hyperbolic distance from the
summit sg of g(L). Here g(L) denotes the image of L under g and is equal to the bi-
infinite geodesic connecting the hyperbolic fixed points g(y) and g(y′). The summit sg
is the point on g(L) “closest” to the origin, or equivalently the midpoint of g(L) when
g(L) is thought of as the arc of a Euclidean circle rather than as a bi-infinite hyperbolic
geodesic. Now for g ∈ Tyy′ and y ∈ {η, η′}, let Hg(y) be the horoball with base point at
g(y) and radius Rg := 1− |sg|. Then the top of Hg(y) lies within a bounded hyperbolic
distance of g(0) and it follows that (7) holds for all g ∈ Tyy′ . The following statement
is the analogue of Lemma 1 for convex cocompact groups.
Lemma 2. Let G be a nonelementary, geometrically finite Kleinian group without
parabolic elements and let {η, η′} be the pair of fixed points of a hyperbolic element
of G. There is a constant c1 > 0 depending only on G and η, η
′ with the following
property: for all u, v ∈ {η, η′} and g, h ∈ G such that g(u) 6= h(v), we have
|g(u)− h(v)| > c1
max{Lg, Lh} .
In particular, fix k > 1 and suppose that kn ≤ Lg, Lh < kn+1 for some n ∈ N. Then
B
(
g(u), c2/Lg
) ∩B(h(v), c2/Lh) = ∅
where c2 := c1/2k.
This lemma was established by Patterson [33, Theorem 7.2]. He dealt only with
the Fuchsian case but his proof extends trivially to higher dimensions.
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2.2 Proof of Theorem 1
We prove the theorem in the case where G has parabolic elements. The proof in the
case where G is without parabolic elements is essentially identical, except that one
appeals to Lemma 2 rather than Lemma 1.
Fix ξ ∈ Λ. Trivially, if ξ is a parabolic fixed point of G then it is singular. To
prove the opposite implication, assume that ξ is singular. Fix ε > 0 small, to be
determined later. Then by definition, there exists N0 such that for all N ≥ N0 there
exist p = pN ∈ P , g = gN ∈ G so that
|ξ − g(p)| < ε√
LgN
and Lg < N. (8)
If gN (pN ) = g2N (p2N ) for all N ≥ N0, then since the right-hand side of the first
inequality of (8) tends to zero as N → ∞, we have that ξ = gN (pN ) for all N ≥ N0.
In other words, ξ is a parabolic fixed point of G and we are done. Thus, assume that
gN (pN ) 6= g2N (p2N ) for some N ≥ N0. Write g = gN , p = pN , h = g2N , and q = p2N .
Then
|ξ − h(q)| < ε√
Lh 2N
and Lh < 2N . (9)
It then follows via (8), (9), and the disjointness lemma (Lemma 1) that there is a
constant c1 > 0 depending only on G and P so that
c1√
LgLh
< |g(p) − h(q)| = |(ξ − h(q)) − (ξ − g(p))|
<
ε√
Lh 2N
+
ε√
LgN
<
ε√
2LhLg
+
√
2ε√
LgLh
<
3ε√
LgLh
.
The upshot is that we obtain a contradiction by setting ε ≤ c1/3. This completes the
proof.
2.3 Proof of Theorem 2
As before, we prove the theorem in the case where G has parabolic elements. The proof
in the case where G is without parabolic elements is essentially identical, except that
one appeals to Lemma 2 rather than Lemma 1.
For all ε > 0, we have
ψ(r) < ε r−1 for sufficiently large r. (10)
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To see this note that since ψ is decreasing, we have∑
n/2<r≤n
rα−1ψ(r)α ≫
∑
n/2<r≤n
nα−1ψ(n)α ≍ nαψ(n)α (11)
for every natural number n. In view of the convergent sum condition associated with
(5), we have that the left-hand side of the above inequality tends to zero as n → ∞.
Hence
nψ(n)→ 0 as n→∞
and (10) follows. Also note that the convergent sum condition together with (11)
implies that
∞∑
n=1
(
2nψ(2n)
)α
< ∞ . (12)
Next, let
W ∗p (ψ) :=
{
ξ ∈ Λ : |ξ − g(p)| < ψ(Lg) for i.m. g ∈ Tp
}
and observe that since ψ is monotonic, by the definition of Tp we have
Wp(ψ) = W
∗
p (ψ) ∪ G(p) .
The set G(p) := {g(p) : g ∈ G} is countable and so Wp(ψ) and W ∗p (ψ) have the same
µ-measure; in particular
µ(Wp(ψ)) = 0 ⇐⇒ µ(W ∗p (ψ)) = 0 .
Now for each n ∈ N, let
Ap(ψ, n) :=
⋃
g∈Tp :
2n<Lg≤2n+1
B
(
g(p), ψ(Lg)
)
.
By definition,
W ∗p (ψ) = lim sup
n→∞
Ap(ψ, n)
and by the Borel-Cantelli Lemma
µ
(
Wp(ψ)
)
= µ
(
W ∗p (ψ)
)
= 0 if
∞∑
n=1
µ(Ap(ψ, n)) <∞ . (13)
Thus, the name of the game is to show that the above sum converges.
In view of (10), for n sufficiently large we can assume that
ψ(n) <
c2
8n
.
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Here c2 is the absolute constant appearing in Lemma 1 with k = 2. It then follows
from Lemma 1 that for n large enough, the union of balls associated with Ap(ψ, n) is
a disjoint union and so
µ
(
Ap(ψ, n)
)
=
∑
g∈Tp :
2n<Lg≤2n+1
µ
(
B
(
g(p), ψ(Lg)
))
.
The measure µ is supported on K and so the only balls that can potentially make a
positive contribution to the above sum are those that intersect K. With this in mind,
take such a ball B
(
g(p), ψ(Lg)
)
and choose a point
g˜(p) ∈ K ∩B(g(p), ψ(Lg)) .
It is easily verified that
B
(
g(p), ψ(Lg)
)
⊆ B
(
g˜(p), 2ψ(Lg)
)
⊆ B
(
g˜(p), c22Lg
)
⊆ B
(
g(p), c2Lg
)
.
Since µ is weakly absolutely α-decaying, it follows that for n sufficiently large
µ
(
Ap(ψ, n)
) ≤ ∑
g∈Tp :
2n<Lg≤2n+1
µ
(
B
(
g˜(p), 2ψ(Lg)
))
=
∑
g∈Tp :
2n<Lg≤2n+1
µ
(
B
(
g˜(p), 2ψ(Lg)
2c2Lg
2c2Lg
))
≤
∑
g∈Tp :
2n<Lg≤2n+1
C
(
2ψ(Lg)2Lgc
−1
2
)α
µ
(
B
(
g˜(p), c22Lg
))
≤ C (8 c−12 ψ(2n)2n)α ∑
g∈Tp :
2n<Lg≤2n+1
µ
(
B
(
g(p), c2Lg
))
. (14)
The measure µ is a probability measure and by Lemma 1 the balls associated with the
above sum are disjoint. Hence∑
g∈Tp :
2n<Lg≤2n+1
µ
(
B
(
g(p), c2Lg
))
≤ 1
which together with (12) and (14) implies that
∞∑
n=1
µ
(
Ap(ψ, n)
) ≪ ∞∑
n=1
(
2nψ(2n)
)α
< ∞ .
In view of (13), this completes the proof of Theorem 2.
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3 Proof of Theorem 3
Trivially, we have K ∩Bady ⊆ K. Hence, we immediately obtain the upper bound
dim(K ∩Bady) ≤ dimK = δ .
The usual strategy for proving the complementary lower bound inequality is to show
that for all s < δ, there exists a closed “Cantor-like” set Fs ⊆ K∩Bady which supports
a probability measure µs with the property that
µs
(
B(x, r)
) ≪ C rs ∀ x ∈ K ∀ r < r0 (15)
for some constant C = Cs > 0. According to the Mass Distribution Principle [23, §4.1],
(15) implies that dimFs ≥ s and thus since Fs ⊆ K∩Bady, we have dim(K∩Bady) ≥
s. Since s can be chosen arbitrarily close to δ, we obtain the desired lower bound
dim(K ∩Bady) ≥ δ.
The question arises of how to construct the Cantor-like sets {Fs : s < δ}. One could
use a “hands-on” approach in which there is a series of “stages” in the construction
of Fs and the proof explicitly describes how to construct each stage from the previous
stage. However, these constructions often tend to follow the same sort of pattern:
each stage n ∈ N corresponds to a set Sn which can be written as the finite union of
disjoint balls which are contained in Sn−1. There are certain “obstacles” to be avoided
in the construction of the set Sn, but other than these obstacles the only relevant
consideration is how many disjoint balls of a certain radius can fit into each ball of
Sn−1. The uniformity in these kinds of constructions can be summarised by saying that
many of them are instances of a single common construction, whose applicability in
any given situation can be tested by determining whether the relevant set is “winning”
in the sense of Schmidt’s game, an infinite game introduced by Schmidt in 1966.
Thus, instead of taking the “hands-on” approach, we will instead prove that the set
K∩Bady is winning for Schmidt’s game. It turns out to be most convenient to do this by
combining a few results which are already known. Namely, a result of Mayeda & Merrill
[30] states that the set Bady is winning for a different game introduced by McMullen
and known as the “absolute game”, while the results of Broderick, Fishman, Kleinbock,
Reich, and Weiss (hereafter abbreviated BFKRW) state that any set winning for the
absolute game can be intersected with any sufficiently nice fractal (and in particular
any Ahlfors δ-regular fractal) to get a set winning for Schmidt’s game (played on that
fractal). This immediately implies thatK∩Bady is winning for Schmidt’s game (played
on K) and according to a theorem of Fishman [24] this implies the existence of the
family of sets {Fs : s < δ} described above, and in particular that dim(K ∩Bady) ≥ δ.
To make this paper more self-contained, in what follows we give the details behind
this argument, as well as recalling the definition of Schmidt’s game and the absolute
game. Hopefully, our presentation will be accessible to a reader who is not an expert
in playing these games and thus provide them with another (more powerful) approach
towards proving statements such as Theorem 3.
The games approach has some natural advantages over the hands-on approach.
For one thing, the class of absolute winning sets is known to be invariant under quasi-
symmetric transformations [29, Theorem 2.2]. Hence, if G is of the first kind and
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f : Sd → Sd is a quasi-symmetric homeomorphism, then with appropriate modifications
the above argument shows that dim(K ∩ f(Bady)) = δ. For another thing, the class
of absolute winning sets is closed under countable intersections (see [36, Theorem 2]
for the idea of the proof of this folklore result), so the above argument can also be
modified to show that dim(K ∩⋂yBady) = δ, where the intersection is taken over all
y as in Theorem 3. The countable intersection property also shows that Bady can be
intersected with an absolute winning set coming from some other mathematical setup
(not necessarily related to Kleinian groups) and the intersection will still be large.
3.1 Schmidt’s game and Fishman’s theorem
We first define Schmidt’s game and show that sets winning for Schmidt’s game have
large Hausdorff dimension. The simplified account which we are about to present is
sufficient to bring out the main features of the games.
Let K be a closed subset of Rd. For any 0 < α, β < 1, Schmidt’s (α, β)-game is
an infinite game played by two players, Ayesha and Bhupen, who take turns choosing
closed balls in Rd whose centers lie in K, with Bhupen moving first. The players must
choose their moves so as to satisfy the relations
B1 ⊇ A1 ⊇ B2 ⊇ · · ·
and
ρ(Ak) = αρ(Bk) and ρ(Bk+1) = βρ(Ak) for k ∈ N,
where Bk and Ak denote Bhupen’s and Ayesha’s kth moves, respectively, and where
ρ(B) denotes the radius of a ball B. Since the sets B1, B2, . . . form a nested sequence
of nonempty closed sets whose diameters tend to zero, it follows from the completeness
of K that the intersection
⋂
k Bk is a singleton, say⋂
k
Bk = {x∞} ,
whose unique member x∞ lies in K. The point x∞ is called the outcome of the game.
A set S ⊆ K is said to be (α, β)-winning on K if Ayesha has a strategy guaranteeing
that the outcome lies in S, regardless of the way Bhupen chooses to play. It is said to
be α-winning on K if it is (α, β)-winning on K for every 0 < β < 1, and winning on
K if it is α-winning on K for some 0 < α < 1. Informally, Bhupen tries to stay away
from the “target” set S whilst Ayesha tries to land on S.
In view of the fact that S is a subset of K, we trivially have that
dimS ≤ dimK . (16)
Thus, the main substance of the following statement is the complementary lower bound.
Lemma 3. Let K ⊆ Rd be a closed Ahlfors δ-regular set, and let S ⊆ K be winning
on K. Then
dimS = δ.
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The above lemma was originally proved by Fishman [24, Theorem 3.1] but shorter
proofs have appeared in the literature since then, see for example [21, Proposition 2.5]
and [28, Lemma 5.8]. The difference between these proofs and the one appearing below
is that the one below emphasises the connection with the “hands-on” technique for
producing Cantor sets with a certain property.
Proof of Lemma 3. Let α > 0 be chosen so that S is α-winning, and fix 0 < β ≤ 1/2.
Fix a winning strategy for Ayesha in the (α, β)-game on K. We will construct a Cantor
subset Fβ of K via a sequence of stages. The stages will have the following properties:
1. Each stage n ∈ N will correspond to a set Fn ⊆ Rd which is the union of finitely
many disjoint balls centered in K. All of these balls will have the same radius
(αβ)nρ0, where ρ0 > 0 is a constant, and are separated by distances of at least
(αβ)nρ0.
2. Each of the balls appearing at stage n will be a subset of some ball appearing at
stage n− 1.
3. Each of the balls appearing at stage n will have exactly N(β) = ⌊cββ−δ⌋ “chil-
dren” at stage n + 1 (i.e. balls appearing in the construction of Sn+1 which are
subsets of the ball under consideration). Here cβ > 0 is a constant depending on
β.
4. The intersection Fβ :=
⋂∞
n=1 Fn will be a subset of S.
It is well known that for such a construction, the Hausdorff dimension of Fβ is equal
to logN(β)
− log(αβ) (see e.g. [3, Theorem 4]). It then follows that
dimS ≥ dimFβ = logN(β)− log(αβ) =
−δ log(β) +O(1)
− log(αβ) −−−→β→0 δ .
Thus, in view of this and (16), constructing a sequence of stages satisfying (1)–(4)
will complete the proof of the lemma. With this in mind, let F0 be any closed ball of
radius ρ0 centered in K. Now suppose that we have constructed the sets F0, . . . , Fn,
and we want to construct the set Fn+1. Fix a ball Bn ⊆ Fn. We need to specify what
the “children” of Bn are. By construction, there is a sequence of nested balls B0 ⊇
· · · ⊇ Bn appearing in the construction so far. We will think of these balls as possible
moves for Bhupen in Schmidt’s (α, β)-game on K. If Bhupen makes these moves, then
Ayesha’s winning strategy produces a response An ⊆ Bn of radius α(αβ)nρ0. Now
let ρn+1 = βρ(An) = (αβ)
n+1ρ0, and let {B(xi, ρn+1) : i = 1, . . . , N} be a maximal
disjoint collection of balls in An separated by distances of at least ρn+1. Then the balls
{B(xi, 4ρn+1) : i = 1, . . . , N} form a cover of An, so since K is Ahlfors δ-regular, we
have N ≥ N(β) = ⌊cββ−δ⌋. We consider the balls {B(xi, ρn+1) : i = 1, . . . , N(β)} to
be the children of Bn, since they could be used as legal moves for Bhupen in response
to Ayesha’s move An.
It is easy to check that (1)–(3) hold. To check that (4) holds, fix x∞ ∈ Fβ and note
that there exists an infinite nested sequence of balls B0 ⊇ B1 ⊇ · · · appearing in the
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construction whose point of intersection is x∞. This sequence corresponds to a possible
strategy that Bhupen could use against Ayesha’s winning strategy, so by the definition
of a winning strategy, we have x∞ ∈ S.
3.2 The absolute game and intersections with fractals
We define the absolute game as introduced by McMullen in [29] and show that any
absolute winning set is winning (for Schmidt’s game) on Ahlfors δ-regular sets.
Let Λ ⊆ Rd be a closed set. For each 0 < β < 1, the absolute β-game on Λ is
an infinite game played by two players, Ayesha and Bhupen, who take turns choosing
balls in Rd with centers in Λ, with Bhupen moving first. The players must choose their
moves so as to satisfy the relations
Bk+1 ⊆ Bk \Ak (17)
and
ρ(Ak) = βρ(Bk) and ρ(Bk+1) = βρ(Ak) for k ∈ N,
where we use the same notation as when defining winning on K. Due to condition
(17) we think of Ayesha as “deleting” her chosen ball Ak, whereas Bhupen is thought
of as “moving into” his choice Bk. As before, the completeness of Λ implies that the
intersection
⋂
k Bk is a singleton, say
⋂
k Bk = {x∞}, and the point x∞ ∈ Λ is called
the outcome of the game. A set S ⊆ Λ is said to be absolute β-winning on Λ if Ayesha
has a strategy guaranteeing that the outcome lies in S, regardless of the way Bhupen
chooses to play. It is said to be absolute winning on Λ if it is β-winning for every
0 < β < 1.
The following result regarding absolute winning sets is essentially a direct conse-
quence of [15, Proposition 4.7].
Lemma 4. Let S be an absolute winning set on a closed set Λ ⊆ Rd, and let K ⊆ Λ
be a closed Ahlfors δ-regular set. Then K ∩ S is winning on K.
Note that there is a technicality in relating the statement of [15, Proposition 4.7] to
the above lemma. Namely, the hypothesis of [15, Proposition 4.7] requires that K is
“zero-dimensionally diffuse” (cf. [15, Definition 4.2]) rather than Ahlfors δ-regular. But
it is easily verified that every Ahlfors δ-regular set is zero-dimensionally diffuse.3 For
the sake of clarity and self containment, we include a short proof of the lemma.
Proof of Lemma 4. Since K is Ahlfors δ-regular, there exists α > 0 with the following
property: every ball B(x, ρ) such that x ∈ K and ρ ≤ 1 contains two disjoint balls of
radius αρ centered on K and separated by a distance of at least 2αρ. Fix 0 < β < 1.
We claim that K ∩S is winning for Schmidt’s (α, β)-game on K. Indeed, we know that
there is a winning strategy for Ayesha in the absolute αβ-game on Λ: she responds
to each of Bhupen’s moves Bk by “deleting” a ball A
(0)
k of size αβρk, where ρk is the
3In fact, it can be verified that the class of zero-dimensionally diffuse sets is exactly equal to the
class of uniformly perfect sets.
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radius of Bk. By the definition of α, there exist two disjoint balls A
(1)
k , A
(2)
k ⊆ Bk
of radius αρk centered on K and separated by a distance of at least 2αρ. Since the
diameter of A
(0)
k is strictly less than 2αρ, it intersects at most one of the balls A
(1)
k , A
(2)
k .
Ayesha’s strategy for Schmidt’s (α, β)-game on K is then simply to choose the other
one of these balls, or to choose arbitrarily between the balls A
(1)
k , A
(2)
k if A
(0)
k does not
intersect either of them. This is a legal move within the setup of Schmidt’s game and
thus Bhupen must respond by making a move of radius αβρk centered in K. But since
K ⊆ Λ, this move is centered in Λ and thus corresponds to a legal next move in the
absolute αβ-game on Λ. Thus both games can continue in the same manner, yielding
the same outcome. Since Ayesha’s strategy in the absolute game guaranteed that the
outcome is in S, the same is true for her new strategy in Schmidt’s game.
3.3 Bady is absolute winning and the finale
We first show that the set Bady is absolute winning. This together with Lemmas 3
and 4 will enable us to easily deduce the conclusion of Theorem 3.
Lemma 5. Let G be a nonelementary, geometrically finite group, and let y be a
parabolic fixed point of G, if one exists, and a hyperbolic fixed point otherwise. Then
the set Bady is absolute winning on Λ, the limit set of G.
The case of parabolic fixed points was proven in [30]. The proof is not particularly
long and so for the sake of clarity and self containment, we include a proof which also
covers the case of hyperbolic fixed points.
Proof of Lemma 5. Fix 0 < β < 1. We specify Ayesha’s strategy for the absolute β-
game by describing how she would react to any ball B = B(x, ρ) that Bhupen could
choose. Let k = β−1 and let c3 = c1/4k, where c1 > 0 is as in Lemma 1 (in the case
where y is parabolic) or Lemma 2 (in the case where y is hyperbolic). Then for all
g, h ∈ G such that g(y) 6= h(y) and kn ≤ Lg, Lh < kn+1, the distance between the balls
B(g(y), c3/Lg) and B(h(y), c3/Lh) is at least c1/2k
n+1, since
|g(y) − h(y)| − c3
Lg
− c3
Lh
≥ c1
kn+1
− c1/4
kn+1
− c1/4
kn+1
=
c1/2
kn+1
·
Now let n be chosen so that c1/2k
n+2 ≤ 2ρ < c1/2kn+1. Then we have shown that
at most one ball of the form B(g(y), c3/Lg), k
n ≤ Lg < kn+1, intersects Bhupen’s ball
B(x, ρ). Ayesha’s strategy can now be given as follows: “delete” the ball B(g(y), βρ),
where g ∈ G is chosen so that B(g(y), c3/Lg) intersects B(x, ρ), if possible, and arbi-
trarily otherwise.
To complete the proof, we must show that this strategy guarantees that the outcome
will lie in Bady. Indeed, as usual let x∞ denote the outcome, and consider an element
g ∈ G. Then we have kn ≤ Lg < kn+1 for some n, and if Lg is sufficiently large then
there must have occurred some stage in the game where the value of n appearing in
the previous paragraph is the same as the value of n we are interested in. In this
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stage, Bhupen chose a ball B = B(x, ρ) and Ayesha deleted a ball B(h(y), βρ). By the
definition of the absolute game, the outcome x∞ must lie in the set B(x, ρ)\B(h(y), βρ).
We must consider two cases g(y) = h(y) and g(y) 6= h(y). In the first case, since
x∞ /∈ B(h(y), βρ) we have
|x∞ − g(y)| ≥ βρ ≥ βc1
4kn+2
≥ βc1
4k2Lg
,
and in the second case, since x∞ ∈ B(x, ρ), we have x∞ /∈ B(g(y), c3/Lg) and thus
|x∞ − g(y)| ≥ c3
Lg
.
This completes the proof of the lemma.
By combining Lemmas 3, 4 and 5, we can prove Theorem 3.
Proof of Theorem 3. By Lemma 5, the set Bady is absolute winning on Λ. Thus by
Lemma 4, the set K ∩Bady is winning on K. Finally, since K is an Ahlfors δ-regular
set, Lemma 3 implies that dim(K ∩Bady) = δ, as desired.
4 The Dream Theorem for Kleinian Groups
We now turn our attention towards the problem of developing a “manifold” theory for
Diophantine approximation on Kleinian groups beyond the extremal theory of §1.2.
Namely, it would be desirable to establish the following analogue of Conjecture 1 for
Kleinian groups. To the best of our knowledge, nothing to date has been formulated
in this direction.
Conjecture 3 (The Dream Theorem for Kleinian Groups). Let G be a nonele-
mentary, geometrically finite Kleinian group of the first kind acting on Bd+1 and let y
be a parabolic fixed point of G, if there are any, and a hyperbolic fixed point otherwise.
Let M⊆ Λ = Sd be a nondegenerate manifold. Then
|M ∩Wy(ψ)|M =

0 if
∑∞
r=1 ψ (r)
d rd−1 <∞ ,
1 if
∑∞
r=1 ψ (r)
d rd−1 =∞ .
(18)
The convergence/divergence criterion appearing in (18) is derived from the state-
ment of Theorem KT. In fact, in view of Theorem KT, Conjecture 3 can be thought of
as asserting that a typical point on a nondegenerate manifold M ⊆ Sd has “the same
Diophantine properties” as a typical point on Sd. In the classical setup of Conjecture 1,
the case of nondegenerate analytic planar curves is the “easiest” to handle. The natu-
ral analogue of this case within the Kleinian group setup is the case of nondegenerate
analytic curves in S2. We therefore also record the following weaker conjecture. In
short, it corresponds to Conjecture 3 with d = 2 and an analyticity assumption.
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Conjecture 3B. Let G be a nonelementary, geometrically finite Kleinian group of the
first kind acting on B3 and let y be a parabolic fixed point of G, if there are any, and a
hyperbolic fixed point otherwise. Let C ⊆ Λ = S2 be a nondegenerate connected analytic
curve. Then
|C ∩Wy(ψ)|C =

0 if
∑∞
r=1 ψ (r)
2 r <∞ ,
1 if
∑∞
r=1 ψ (r)
2 r =∞ .
(19)
A connected analytic manifold is nondegenerate if and only if it is not contained in
any hyperplane. Thus in the statement of Conjecture 3B, the phrase “nondegenerate
connected analytic curve” could be replaced with the phrase “connected analytic curve
not contained in any hyperplane of R3” without changing the meaning of the conjecture.
The condition that the manifold is nondegenerate is a necessary assumption in
both conjectures. It naturally excludes situations of the following type for which the
conclusion of the conjectures is clearly false. Given a group G, let us write Wy(ψ,G)
for Wy(ψ) to emphasise the fact that (by definition) the set of ψ-well approximable
limit points depends on the group G under consideration. Now suppose there exists a
geometrically finite subgroup H of G with parabolic elements preserving the subspace
B2 × {0} ⊆ B3 with limit set Λ(H) = S1 × {0} ⊆ S2. Let p be a parabolic fixed
point of H, which is then also a parabolic fixed point of G. Now with Conjecture 3B
in mind, let C = S1 × {0}. Then C is a connected analytic curve which is degenerate
(since C ⊆ R2 × {0}). It follows directly from the definition that
Wp(ψ,H) ⊆ C ∩Wp(ψ,G).
In fact, if ψ decays fast enough then the reverse inclusion also holds (so that the two
sets are equal), but we will not prove this fact here. So we have
|C ∩Wp(ψ,G)|C ≥ |Wp(ψ,H)|C
and thus by Theorem KT applied to H,
|C ∩Wp(ψ,G)|C = |Wp(ψ,H)|C = 1 if
∞∑
r=1
ψ(r) =∞ .
If we let ψ(r) = (r log(r))−1, then this shows that |C ∩ Wp(ψ,G)|C = 1, while di-
rect calculation shows that
∑∞
r=1 ψ
2(r)r < ∞. This means that the conclusion of
Conjecture 3B is not valid for the group G and the curve C.
Although there are many well-known methods for constructing a geometrically
finite group G of the first kind which admits a subgroup H as described above, we list
one for concreteness: the integer Lorentz group G = SO(3, 1;Z) = SO(3, 1) ∩ SL4(Z)
can be viewed as acting on the space
H3 = {x ∈ R4 : −x20 + x21 + x22 + x23 = −1, x0 > 0},
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which is the hyperboloid model of three-dimensional hyperbolic space. It is a geo-
metrically finite group of the first kind. The subgroup H = Stab(G; {x3 = 0}) =
SO(2, 1;Z)⊕{1} is also geometrically finite (with parabolic elements), and if we conju-
gate from the hyperboloid model to the unit ball model then it preserves the subspace
B2 × {0} and has S1 × {0} as its limit set.
Remark 4.1. Note that for the coarser extremal theory described in §1.2, all that is
required is that the compact subset K of the limit set Λ supports a weakly absolutely
α-decaying measure. Indeed, if we take K to be a submanifold M of Sd and µ to
be the Lebesgue measure on M, then it is easily verified that µ is weakly absolutely
α-decaying with α = k := dimM. Thus in this scenario, Theorem 2 implies that
|M ∩Wy(ψ)|M = 0 if
∞∑
r=1
ψ(r)krk−1 < ∞ .
However, since k < d, this falls short of the desired convergence-case statement associ-
ated with (18).
Remark 4.2. Although we could have stated Conjecture 3 without making the assump-
tion that G is of the first kind, we would still have to assume at least that |M∩Λ|M > 0,
since otherwise we would have |M ∩Wy(ψ)|M = 0 regardless of what ψ is. Thus, if
G is of the second kind it is not clear whether the resulting conjecture would be non-
vacuous, since many groups of the second kind have totally disconnected limit sets.
Even if the limit set Λ is not totally disconnected, it is not clear whether or not it can
contain a nondegenerate manifold. This in fact leads to another problem which as far
as we know is open.
Question 4.1. Does there exist a geometrically finite group of the second kind G acting
on Bd+1 such that for some nondegenerate manifold M⊆ Sd, we have that
|M ∩ Λ|M > 0 ?
It is easy to come up with examples where the limit set contains a degenerate manifold.
4.1 Counting orbit points close to manifolds
At its core, Conjecture 3 is a claim regarding the distribution of orbit points g(y)
“close” to the manifold M. The following discussion brings this out to the forefront.
For ease of exposition we restrict our attention to the case d = 2, i.e. Conjecture 3B.
Given a point ξ ∈ Λ = S2 and a set A ⊆ S2, let
dist (ξ,A) := inf{|ξ − a| : a ∈ A} .
Now fix ξ ∈ C ∩Wy(ψ). Then by definition, there exist infinitely many g ∈ G such that
dist (g(y), C) ≤ |ξ − g(y)| < ψ(Lg) .
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This means that the orbit points of interest g(y) must lie in the ψ(Lg)–neighbourhood
of C. In particular, since ψ is decreasing, for each integer k ≥ 2, the points of interest
g(y) with kn < Lg ≤ kn+1 are contained in the ψ(kn)–neighbourhood of C. Let us
denote this neighbourhood (as a subset of S2) by ∆Cy(n,ψ), and let N
C
y (n,ψ) denote
the set of points g(y) with kn < Lg ≤ kn+1 contained in ∆Cy(n,ψ). In other words,
NCy (n,ψ) :=
{
g(y) : g ∈ G with kn < Lg ≤ kn+1 and dist (g(y), C) ≤ ψ(kn)
}
.
Regarding the 2-dimensional Lebesgue measure m2 of the neighbourhood ∆
C
y(n,ψ), we
have that
m2
(
∆Cy(n,ψ)
) ≍ ψ(kn) .
Now let
Ay(n) :=
{
g(y) : g ∈ G with kn < Lg ≤ kn+1
}
.
It is well known, see for example [32, §3] or [40, §4.1], that
#Ay(n) ≍ (kn)2 .
Now, if we assume that the points in Ay(n) are “fairly” distributed within S
2, we would
expect that
#{Ay(n) ∩∆Cy(n,ψ)} ≍ #Ay(n)×m2
(
∆Cy(n,ψ)
)
.
The upshot is the following heuristic estimate:
#NCy (n,ψ) ≍ k2n ψ(kn) . (20)
Establishing this heuristic estimate would be a major first step towards Conjecture 3.
Indeed, it is relatively straightforward to show that establishing the upper bound
#NCy (n,ψ) ≪ k2n ψ(kn)
would already imply the convergence case of Conjecture 3. The corresponding lower
bound is not by itself enough to prove the divergence case. Loosely speaking, we would
also need to know that the points associated with the set NCy (n,ψ) are “ubiquitous”
within ∆Cy(n,ψ) – see [7, 8].
4.2 The logarithm law for manifolds
For the sake of simplicity, let G be a nonelementary, geometrically finite Kleinian group
of the first kind acting on Bd+1. Suppose that G has parabolic elements and as usual
let P denote a complete set of parabolic fixed points inequivalent under G. Then the
associated hyperbolic manifold H = Bd+1/G consists of a compact part X0 with a
finite number of attachments:
H = X0 ∪
⋃
p∈P
Yp
24
where each p ∈ P determines an exponentially “thinning” end Yp – usually referred to
as a cuspidal end – attached to X0. We shall write 0 for the projection of the origin in
Bd+1 to the quotient space H. Let Sd be the unit sphere of the tangent space to H at
0, and for every vector v in Sd let γv be the geodesic emanating from 0 in the direction
v. Furthermore, for each t ∈ R+, let γv(t) denote the point achieved after traveling
time t along γv. Now fix p ∈ P . We define a function
penp : H → R+
x 7→
{
0 x /∈ Yp
dist (x, 0) x ∈ Yp,
where dist is the induced metric on M. This is the penetration of x into the cuspidal
end Yp. A relatively simple argument (see [31, 41, 45]) shows that there is a precise
correspondence between the excursion pattern of a random geodesic into a cuspidal
end Yp and the Diophantine properties of a random limit point of G with respect to
approximation by the base points of standard horoballs in the G-invariant collection
{Hg(p) : g ∈ Tp}. In particular, with reference to Remark 1.4, the statement regarding
the normalised d-dimensional Lebesgue measure m of the set Wy(ψε) has the following
well-known dynamical corollary: for m-almost all directions v ∈ Sd,
lim sup
t→∞
penp(γv(t))
log t
=
1
d
. (21)
This is Sullivan’s famous logarithm law for geodesics [41]. The essence of Conjecture 3
is that Sullivan’s law survives when we restrict the directions v ∈ Sd to appropriate
subsets K of Sd. Specifically, Conjecture 3B implies the following “manifold” strength-
ening of Sullivan’s logarithm law for geodesics. Let C be a nondegenerate analytic curve
on the unit (tangent) sphere S2. Then (21) holds (with d = 2) for almost all (with
respect to the Lebesgue measure on C) directions v ∈ C ⊆ S2.
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