Abstract. Let G be the circulant graph C n (S) with S ⊆ {1, 2, . . . , ⌊ n 2 ⌋}, and let I(G) denote its the edge ideal in the ring R = k[x 1 , . . . , x n ]. We consider the problem of determining when G is Cohen-Macaulay, i.e, R/I(G) is a Cohen-Macaulay ring. Because a Cohen-Macaulay graph G must be well-covered, we focus on known families of wellcovered circulant graphs of the form C n (1, 2, . . . , d) . We also characterize which cubic circulant graphs are Cohen-Macaulay. We end with the observation that even though the well-covered property is preserved under lexicographical products of graphs, this is not true of the Cohen-Macaulay property.
Introduction
Let G = (V G , E G ) denote a finite simple graph on the vertex set V G = {x 1 , . . . , x n } with edge set E G . By identifying the vertices of G with the variables of the polynomial ring R = k[x 1 , . . . , x n ] (here, k is any field), we can associate to G the quadratic square-free monomial ideal I(G) = x i x j | {x i , x j } ∈ E G ⊆ R called the edge ideal of G. Edge ideals were first introduced by Villarreal [17] . During the last couple of years, there has been an interest in determining which graphs G are Cohen-Macaulay, that is, determining when the ring R/I(G) is a Cohen-Macaulay ring solely from the properties of the graphs. Although this problem is probably intractable for arbitrary graphs, results are known for some families of graphs, e.g., chordal graphs [8] and bipartite graphs [7] . Readers may also be interested in the recent survey of Morey and Villarreal [11] and the textbook of Herzog and Hibi [6] , especially Chapter 9.
Our goal is to identify families of circulant graphs that are Cohen-Macaulay. Given an integer n ≥ 1 and a subset S ⊆ {1, 2, . . . , ⌊ n 2 ⌋}, the circulant graph C n (S) is the graph on n vertices {x 1 , . . . , x n } such that {x i , x j } is an edge of C n (S) if and only if min{|i−j|, n−|i− j|} ∈ S. See, for example, the graph C 12 (1, 3, 4) in Figure 1 . For convenience of notation, we suppress the set brackets for the set S = {1, 3, 4} in C 12 (1, 3, 4) . Circulant graphs belong to the family of Cayley graphs and are sometimes viewed as generalized cycles since C n = C n (1). The complete graph is also a circulant graph because K n = C n (1, 2, . . . , ⌊ n 2 ⌋). In the literature, circulant graphs have appeared in a number of applications related to Figure 1 . The circulant graph C 12 (1, 3, 4) .
networks [1] , error-correcting codes [14] , and even music [3] , in part, because of their regular structure (see [4] ).
To classify families of Cohen-Macaulay circulant graphs we will use the fact that all Cohen-Macaulay graphs must be well-covered. A graph G is well-covered if all the maximal independent sets of G have the same cardinality, equivalently, every maximal independent set is a maximum independent set (see the survey of Plummer [12] ). From an algebraic point-of-view, when a graph G is well-covered, the edge ideal is I(G) is unmixed, that is, all of its associated primes have the same height. Some families of well-covered circulant graphs were recently classified by Brown and Hoshino [4] . Our main results (see Theorems 3.4 and 5.2) refine the work of Brown and Hoshino by determining which of these well-covered circulant graphs are also Cohen-Macaulay. In particular we show in Theorem 3.4 that for n ≥ 2d ≥ 2, the circulant C n (1, 2, . . . , d) is Cohen-Macaulay if and only if n ≤ 3d + 2 and n = 2d + 2. We also show that the Cohen-Macaulay graphs C n (1, 2, . . . , d) are in fact vertex decomposable and shellable. Although the wellcovered circulant graphs C 2d+2 (1, 2, . . . , d) and C 4d+3 (1, 2, . . . , d) are not Cohen-Macaulay, we prove that these graphs are Buchsbaum (see Theorem 3.7). We also classify which cubic circulant graphs are Cohen-Macaulay (see Theorem 5.5).
Our paper is structured as follows. In Section 2 we recall the relevant background regarding graph theory and simplicial complexes. In Section 3 we classify the CohenMacaulay graphs of the form C n (1, 2, . . . , d) with n ≥ 2d. Section 4 contains the proof of a lemma needed to prove the main result of Section 3. In Section 5, we look at cubic circulant graphs, and classify those that are Cohen-Macaulay. Section 6 contains some concluding comments and open questions related to the lexicographical product of graphs.
Background Definitions and Results
A simplicial complex ∆ on a vertex set V = {x 1 , . . . , x n } is a set of subsets of V that satisfies: (i) if F ∈ ∆ and G ⊆ F , then G ∈ ∆, and (ii) for each i = 1, . . . , n, {x i } ∈ ∆. Note that condition (i) implies that ∅ ∈ ∆. The elements of ∆ are called its faces. The maximal elements of ∆, with respect to inclusion, are the facets of ∆.
The dimension of a face F ∈ ∆ is given by dim F = |F | − 1; the dimension of a simplicial complex, denoted dim ∆, is the maximum dimension of all its faces. We call ∆ a pure simplicial complex if all its facets have the same dimension. Let f i be the number of faces of ∆ of dimension i, with the convention that
Given any simplicial complex ∆ on V , we can associate to ∆ a monomial ideal I ∆ in the polynomial ring R = k[x 1 , . . . , x n ] (with k a field) as follows:
The ideal I ∆ is commonly called the Stanley-Reisner ideal of ∆, and the quotient ring R/I ∆ is the Stanley-Reisner ring of ∆.
We say that ∆ is Cohen-Macaulay (over k) if its Stanley-Reisner ring R/I ∆ is a CohenMacaulay ring, that is, K-dim(R/I ∆ ) = depth(R/I ∆ ). Here K-dim(R/I ∆ ), the Krull dimension, is the length of the longest chain of prime ideals in R/I ∆ with strict inclusions, and depth(R/I ∆ ), the depth, is length of the longest sequence f 1 , . . . , f j in x 1 , . . . , x n that forms a regular sequence on R/I ∆ .
We review the required background on reduced homology; see [10] for complete details. To any simplicial complex ∆ with f (∆) = (f −1 , f 0 , . . . , f D ) we can associate a reduced chain complex over k:
Here k f i is the vector space with basis elements e j 0 ,j 1 ,...,j i corresponding to the i-dimensional faces of ∆. We assume j 0 < j 1 < · · · < j i . The boundary maps ∂ i are given by
whereˆdenotes an omitted term. The ith reduced simplicial homology of ∆ with coefficients in k is the k-vector spacẽ
The dimensions ofH i (∆; k) are related to f (∆) via the reduced Euler characteristic:
We will find it convenient to use Reisner's Criterion. Given a face F ∈ ∆, the link of F in ∆ is the subcomplex 
For any vertex x ∈ V , the deletion of x in ∆ is the subcomplex
The following combinatorial topology property was introduced by Provan and Billera [13] . Definition 2.2. Let ∆ be a pure simplicial complex. Then ∆ is vertex decomposable if (i) ∆ is a simplex, i.e {x 1 , . . . , x n } is the unique maximal facet, or (ii) there exists an x ∈ V such that link ∆ ({x}) and del ∆ ({x}) are vertex decomposable.
We will also refer to the following family of simplicial complexes. Definition 2.3. Let ∆ be a pure simplicial complex with facets {F 1 , . . . , F t }. Then ∆ is shellable if there exists an ordering of F 1 , . . . , F t such that such that for all 1 ≤ j < i ≤ t, there is some x ∈ F i \ F j and some k ∈ {1, . . . , j − 1} such that {x} = F i \ F k .
The following theorem summarizes a number of necessary and sufficient conditions of Cohen-Macaulay simplicial complexes that we require.
Theorem 2.4. Let ∆ be a simplicial complex on the vertex set V = {x 1 , . . . , x n }.
denotes the projective dimension of R/I ∆ , the length of a minimal free resolution of R/I ∆ ). In this paper, we will be interested in independence complexes of finite simple graphs G = (V G , E G ). We say that a set of vertices W ⊆ V G is an independent set if for all e ∈ E G , e ⊆ W . The independence complex of G is the set of all independent sets:
The set Ind(G) is a simplicial complex. Following convention, G is Cohen-Macaulay (resp. shellable, vertex decomposable) if Ind(G) is Cohen-Macaulay (resp. shellable, vertex decomposable).
The facets of Ind(G) correspond to the maximal independent sets of vertices of G. It is common to let α(G) denote the cardinality of a maximum independent set of vertices in G. A graph G is well-covered if every maximal independent set has cardinality α(G). Moreover, a direct translation of the definitions gives us:
Characterization of Circulant graphs
In this section, we classify which circulant graphs of the form C n (1, 2, . . . , d) are CohenMacaulay. Brown and Hoshino recently classified the well-covered graphs in this family: Brown and Hoshino's result is a key ingredient for our main result. We also need one additional result of [4] on the independence polynomial of C n (1, 2, . . . , d), but translated into a statement about f -vectors. The independence polynomial of a graph G is given by
k where i k is the number of independent sets of cardinality k (we take i 0 = 1). Note that if ∆ = Ind(G) and
If we translate [4, Theorem 3.1] into the language of f -vectors and independence complexes, we get the following statement.
Lemma 3.2. Let n and d be integers with
By Lemma 2.5, to characterize the Cohen-Macaulay circulant graphs of the form C n (1, 2, . . . , d), it suffices to determine which of the well-covered graphs of Theorem 3.1 are also Cohen-Macaulay. Interestingly, proving that C n (1, 2, . . . , d) is not Cohen-Macaulay when n = 4d + 3 is the most subtle part of this proof. To carry out this part of the proof, we need the following lemma, whose proof we postpone until the next section.
Lemma 3.3. Fix an integer d ≥ 3, and let
Assuming, for the moment, that Lemma 3.3 holds, we arrive at our main result:
Theorem 3.4. Let n and d be integers with n ≥ 2d ≥ 2 and let G = C n (1, 2, . . . , d).
Then the following are equivalent:
(iv) n ≤ 3d + 2 and n = 2d + 2.
Proof. We always have (iii) ⇒ (ii) ⇒ (i). We now prove that (iv) ⇒ (iii). By Lemma 3.2, when n = 2d or n = 2d + 1, dim Ind(G) = 0. Now apply Theorem 2.4 (v).
When 2d + 2 ≤ n ≤ 3d + 2, dim Ind(G) = ⌊ n d+1
is not connected, because the only edges of Ind(G) are {x i , x d+1+i } for i = 1, . . . , d + 1. On the other hand, when 2d + 3 ≤ n ≤ 3d + 2, Ind(G) is connected.
To see this, let n = 2d + c for 3 ≤ c ≤ d + 2. For each i = 1, 2, . . . , n, {x i , x i+d+2 } and {x i+1 , x i+d+2 } ∈ Ind(G), with subscript addition adjusted modulo n. Thus, for any x i , x j ∈ V with i < j, we can make the path x i , x i+d+2 , x i+1 , x i+d+3 , x i+2 , . . . , x j . So, Ind(G) is connected. Applying Theorem 2.4 (vi) then shows that (iv) ⇒ (iii).
To complete the proof, we will show that if n ≥ 2d with n = 2d + 2 or n > 3d + 2, then G is not Cohen-Macaulay. In the proof that (iv) ⇒ (iii), we already showed that if n = 2d + 2, then Ind(G) is not connected and dim Ind(G) = 1. Again by Theorem 2.4 (vi) this implies G is not Cohen-Macaulay.
If n > 3d + 2 and n = 4d + 3, then by Theorem 3.1, G is not well-covered, and consequently, by Lemma 2.5, G is not Cohen-Macaulay. It therefore remains to show that if n = 4d + 3, then G is not Cohen-Macaulay for all d ≥ 1. The remainder of this proof is dedicated to this case.
By Lemma 3.2, dim Ind(G) = 2 and the f -vector of Ind(G) is given by Using the fact that dim Ind(G) = 2, the f -vector given above, and the reduced Euler characteristic (2.1) we know
Because Ind(G) is a non-empty connected simplicial complex, we have dim kHi (Ind(G); k) = 0, for i = −1, and 0. Simplifying both sides of the above equation and rearranging gives:
So,H 1 (Ind(G); k) = 0 as desired.
When we specialize the above theorem to the case d = 1, we recover the known classification of the Cohen-Macaulay cycles [18, Corollary 6.3.6] . Note that C 2 (1) = K 2 is also Cohen-Macaulay, but it is not a cycle. Even though C 2d+2 (1, 2, . . . , d) and C 4d+3 (1, 2, . . . , d) are not Cohen-Macaulay, they still have an interesting algebraic structure, as noted in Theorem 3.7 below. Definition 3.6. A pure simplicial complex ∆ is called Buchsbaum over a field k if for every non-empty face F ∈ ∆,H i (link ∆ (F ); k) = 0 for all i < dim link ∆ (F ) (1, 2, . . . , d) . Then G is Buchsbaum, but not Cohen-Macaulay if and only if n = 2d + 2 or n = 4d + 3.
Proof. (⇒) For
(⇐) We first show that if n = 4d + 3, then G is Buchsbaum. Let ∆ = Ind(G). Since dim ∆ = 2, given any F ∈ ∆, |F | ∈ {0, 1, 2, 3}. We wish to show that if |F | = 1, 2, or 3,
If |F | = 3, then link ∆ (F ) = {∅}, and henceH i (link ∆ (F ); k) = 0 for all i < dim link ∆ (F ) = −1. When |F | = 2, then dim link ∆ (F) = 0, and again, we haveH i (link ∆ (F ); k) = 0 for all i < dim link ∆ (F ) = 0.
It therefore suffices to show that when |F | = 1, thenH i (link ∆ (F ); k) = 0 for all i < dim link ∆ (F ). Because of the symmetry of G, we can assume without a loss of generality that F = {x 1 }. Because G is well-covered, any independent set containing x 1 can be extended to a maximal independent set, and furthermore, this independent set has cardinality three. This, in turn, implies that dim link ∆ (F ) = 1. For any i < 0,H i (link ∆ (F ); k) = 0, so it suffices to prove thatH 0 (link ∆ (F ); k) = 0. Proving this condition is equivalent to proving that link ∆ (F ) is connected.
We first note that none of the vertices x 2 , x 3 , . . . , x d+1 , x 3d+4 , x 3d+5 , . . . , x 4d+3 appear in link ∆ ({x 1 }) because these vertices are all adjacent to x 1 in G. On the other hand, the following elements are facets of ∆:
Consequently the following edges are in link ∆ ({x 1 }):
Thus link ∆ ({x 1 }) is connected, as desired. Now suppose n = 2d + 2. As shown in the proof of Theorem 3.4, Ind(G) consists of the disjoint edges {x i , x d+1+i } for i = 1, . . . , d + 1. If F ∈ Ind(G) and |F | = 2, then link ∆ (F ) = {∅}. If F ∈ Ind(G) and |F | = 1, then link ∆ (F ) = {{x}} for some variable x. Therefore G is Buchsbaum.
Proof of Lemma 3.3
The purpose of this section is to prove Lemma 3.3. We will be interested in finding induced octahedrons in our independence complex. (1, 2, . . . , d ) and let ∆ = Ind(G) be the associated independence complex. Let W = {i 1 , i 2 , j 1 , j 2 , k 1 , k 2 } ⊆ V G be six distinct vertices. Then the induced simplicial complex ∆| W = {F ∈ ∆ | F ⊆ W } is isomorphic to the labeled octahedron in Figure 2 if and only if the induced graph G W is the graph of three disjoint edges {i 1 , i 2 }, {j 1 , j 2 }, and {k 1 , k 2 }.
Figure 2. A labeled octahedron
Proof. Suppose that ∆| W is isomorphic to the octahedron in Figure 2 . It follows that {i 1 , i 2 }, {j 1 , j 2 } and {k 1 , k 2 }, which are not edges of the octahedron, are also not edges of ∆. Because ∆ is an independence complex, these means that each set is not an independent set, or in other words, e 1 = {i 1 , i 2 }, e 2 = {j 1 , j 2 }, and e 3 = {k 1 , k 2 } are all edges of G. It suffices to show that G W consists only of these edges. If not, there is a vertex x ∈ e i and a vertex y ∈ e j with i = j, such that {x, y} is an edge of G. However, for any x ∈ e i and y ∈ e j , {x, y} is an edge of ∆| W , and consequently, {x, y} cannot be an edge of G, a contradiction. For the converse, we reverse the argument. If G W is the three disjoint edges {i 1 , i 2 }, {j 1 , j 2 } and {k 1 , k 2 }, then it follows that {i 1 , j 1 ,
are all independent sets of G, and thus belong to ∆, and consequently, ∆| W . Because {i 1 , i 2 }, {j 1 , j 2 }, and {k 1 , k 2 } are not faces of ∆, the facets of the complex ∆| W are these eight faces, whence ∆| W is an octahedron.
We now come to our desired proof.
Proof. (of Lemma 3.3)
We begin by first recalling some facts about ∆ = Ind(G). By Theorem 3.1 and Lemma 3.2, the simplicial complex ∆ is pure and two dimensional with f (∆) = (f −1 , f 0 , f 1 , f 2 ). Therefore, the reduced chain complex of ∆ over k has the form
It follows from this chain complex that dim kH2 (∆; k) = dim k ker ∂ 2 .
Our strategy, therefore, is to identify
linearly independent elements in ker ∂ 2 . Note that if W ⊆ V is a subset of the vertices such that the induced complex ∆| W is isomorphic to an octahedron, then this octahedron corresponds to an element of ker ∂ 2 . We make this more precise. Suppose that W = {i 1 , i 2 , j 1 , j 2 , k 1 , k 2 } ⊆ V and ∆| W is an octahedron, i.e, the simplicial complex with facets
Note that each {i a , j b , k c } is a 2-dimensional face of ∆; we associate to ∆| W the following element of k f 2 :
Here, we have assumed that the indices of each basis element have been written in increasing order. The boundary map
To compute the lower bound on dim kH2 (∆; k), we will build a list L of octahedrons in ∆ and then order the elements of L using the lexicographical ordering so that each octahedron in the list L contains a face that has not appeared in any previous octahedron in L with respect to the ordering. By associating each octahedron to the corresponding element of k f 2 , each octahedron will belong to ker ∂ 2 . Moreover, the fact that each octahedron in L has a face that has not appeared previously implies that the octahedron can not be written as a linear combination of our previous elements in ker ∂ 2 , thus giving us the required number of linearly independent elements. By Lemma 4.1, there is a one-to-one correspondence between the induced octahedrons of ∆ and the induced subgraphs of G consisting of three pairwise disjoint edges. So we can represent an octahedron by a tuple (i 1 , i 2 ; j 1 , j 2 ; k 1 , k 2 ) where {i 1 , i 2 }, {j 1 , j 2 }, and {k 1 , k 2 } correspond to these edges.
We begin by considering the octahedrons described by the following list: If we take our list of octahedrons in (4.1) and add one to each index, we will get a new list of octahedrons. In terms of the graph G = C 4d+3 (1, 2, . . . , d) , we are "rotating" our disjoint edges to the right. We "rotate" these disjoint edges, or equivalently, we add one to each index, until k 1 = 4d + 3. So, for example, the disjoint edges (1, 2; d + 3, d + 4; 2d + 5, 3d + 3) can be rotated to the right 2d − 2 times to give us 2d − 1 octahedrons If we carry out this procedure, we end up with an expanded list L of octahedrons with
To see why, there is only one collection of disjoint edges with k 1 = 2d + 5 which is rotated 2d − 1 times, there are two tuples of disjoint edges with k 1 = 2d + 6 which are rotated 2d − 2 times, and so on, until we arrive at the d − 2 tuples which are constructed from all the tuples with k 1 = 3d + 2 rotated d + 2 times. It now suffices to show that the corresponding elements of ker ∂ 2 are linearly independent. In (4.2), we have arranged the list L in lexicographical order from smallest to largest: For each (i 1 , i 2 ; j 1 , j 2 ; k 1 , k 2 ) in L, we consider the two-dimensional face {i 2 , j 2 , k 1 } of the associated octahedron. We claim that as we progress down the list in (4.2), each face {i 2 , j 2 , k 1 } has not appeared in a previous octahedron.
In particular, suppose that (i 1 , i 2 ; j 1 , j 2 ; k 1 , k 2 ) is the ℓ-th item in (4.2). We wish to show that the face {i 2 , j 2 , k 1 } has not appeared in any of the first ℓ − 1 octahedrons in the lexicographically ordered list (4.2). Suppose, that (a 1 , a 2 ; b 1 , b 2 , c 1 , c 2 ) appears earlier in the list and contains the face {i 2 , j 2 , k 1 }. For this face to appear, {a 1 , a 2 } must contain exactly one of i 2 , j 2 , k 1 , {b 1 , b 2 } must contain exactly one of the remaining two vertices, and {c 1 , c 2 }, must contain the remaining vertex of the face.
By the way we listed and constructed our octahedrons, i 2 < j 2 < k 1 , i 1 = i 2 − 1, and
Since j 2 and k 1 must also appear in this tuple, there are only two possibilities:
But neither of these tuples appear strictly before (i 1 , i 2 , j 1 , j 2 , k 1 , k 2 ) with respect to our ordering, thus completing the proof.
Cohen-Macaulay Circulant Cubic Graphs
Brown and Hoshino [4] classified which circulant cubic graphs are well-covered. Recall that a cubic graph is a graph in which each vertex has degree 3. Thus, if G is a circulant cubic graph, then G = C 2n (a, n) for some 1 ≤ a < n.
There are only a finite number of connected well-covered circulant cubic graphs: 
Using a computer algebra system like Macaulay2 [9] , one can simply check which of these graphs, displayed in Figure 3 , are Cohen-Macaulay.
Theorem 5.2. Let G be a connected circulant cubic graph. Then is Cohen-Macaulay if and only if it is isomorphic to
Proof. By Theorem 5.1, it suffices to check which of the graphs C 4 (1, 2), C 6 (1, 3), C 6 (2, 3), C 8 (1, 4) or C 10 (2, 5), are also Cohen-Macaulay. For any graph G, dim R/I(G) = α(G). So, by Theorem 2.4 (iii), we simply need to check if α(G) = n − pdim(R/I(G)). We can compute α(G) for each of the graphs G in Figure 3 by inspection; on the other hand, we compute the projective dimension using a computer algebra system. The following table summarizes these calculations:
The conclusion now follows from the values in the table.
As in Brown and Hoshino [4] , we will use the following result to extend Theorem 5.2 to all circulant cubic graphs. The following classification is due to Davis and Domke [5] .
Theorem 5.3. Let G = C 2n (a, n) with 1 ≤ a < n, and let t = gcd(a, 2n).
We also use the following lemma in the next proof. 
Concluding Comments and Open Questions
The question of classifying all Cohen-Macaulay circulant graphs C n (S) is probably an intractable problem. Even the weaker question of determining whether or not a circulant graph G n (S) is well-covered (equivalently, Ind(C n (S)) is a pure simplicial complex) was shown by Brown and Hoshino to be co-NP-complete [4, Theorem 2.5]. At present, the best we can probably expect is to identify families of Cohen-Macaulay circulant graphs.
Brown and Hoshino observed that circulant graphs behave well with respect to the lexicographical product. Recall this construction: Definition 6.1. Given two graphs G and H, the lexicographical product, denoted G[H], is graph with vertex set V (G) × V (H), where any two vertices (u, v) and (x, y) are adjacent in G[H] if and only if either {u, x} ∈ G or u = x and {v, y} ∈ H.
When G and H are both circulant graphs, then the lexicographical product G[H] is also circulant (see [4, Theorem 4.6] ). The well-covered property is also preserved with respect to the lexicographical product (see [16] As a consequence, the families of well-covered circulant graphs discovered in [4] can be combined into new well-covered circulant graphs using the lexicographical product. It is therefore natural to ask if the lexicographical product allows us to build new CohenMacaulay circulant graphs from known Cohen-Macaulay circulant graphs. In other words, can we replace "well-covered" in Theorem 6.2 by "Cohen-Macaulay". This turns out not to always be the case, as the following example shows. we compute the projective dimension using Macaulay 2 [9] . We find that α(G We end with a question concerning Lemma 3.3. Using Macaulay 2 [9] , we found that dim kH2 (∆; k) = for d = 1, . . . , 14. This suggests that the inequality of Lemma 3.3 is actually an equality. We wonder if this is indeed true.
