We present formulas of Rodrigues type giving the Macdonald polynomials for arbitrary partitions through the repeated application of creation operators B k , k = 1; : : : ;`( ) on the constant 1. Three expressions for the creation operators are derived one from the other. When the last of these expressions is used, the associated Rodrigues formula readily implies the integrality of the (q; t)-Kostka coe cients. The proofs given in this paper rely on the connection between a ne Hecke algebras and Macdonald polynomials.
Introduction
The Macdonald polynomials J (x; q; t) form a two-parameter basis for symmetric polynomials 1]. They play an important role in algebraic combinatorics and, in mathematical physics, they occur in particular in the wave functions of integrable quantum many-body models 2]. We shall show that the polynomials J (x) in N variables can be constructed by acting with a string of creation operators B k , k = 1; : : : ; N on the constant 1, and shall thereby give Rodrigues formulas for these polynomials. Such results were rst obtained in 3] in the limit case q = t , t ! 1 of the Jack polynomials and proved rather useful 4].
Three expressions B (i) k i = 1; 2; 3, will be obtained for the creation operators of the Macdonald polynomials. Expression B (1) k will rst be derived using the Pieri formula. The operator B (2) k will then be shown to be equal to the operator B (1) k and expression B (3) k will nally be obtained from B (2) k by observing that many terms in B (2) k (and hence in B (1) k ) act trivially on the Macdonald polynomials J associated to partitions with no more than k parts. Expression B (1) k was rst derived in 5] where in addition, the q-di erence operator version of B (3) k was given as a conjecture. This third expression was also found by Kirillov and Noumi who provided two proofs 6, 7] of the fact that the operators B (3) k are creation operators for the Macdonald polynomials. It should be pointed out that the integrality of the (q; t)-Kostka coe cients is an immediate consequence of the Rodrigues formula for J (x) associated to B (3) k . We shall derive this formula from the one involving the operators B (1) k by obtaining, as an intermediate step, the Rodrigues formula with the B (2) k as creation operators. Our proofs will rely in an essential way on the connection between a ne Hecke algebras and Macdonald polynomials 8, 9]. They will use in particular the fact that the Macdonald operators can be realized in terms of Dunkl-Cherednik operators. This is the main di erence between the proofs presented here and the short derivations given in 10]. It should be stressed that contrary to the approach followed in 10], the one taken here makes it possible to arrive at B (2) k in a constructive fashion. The outline of the paper is as follows. In Section 2, basic facts about the relevant a ne Hecke algebra realization are collected. The Macdonald polynomials are introduced in Section 3 together with the commuting operators of which they are the simultaneous eigenfunctions. Section 4 is the bulk of the paper. This is where the expressions B (1) k , B (2) k and B (3) k are given (see (31),(32) and (34)) and derived (see Theorems 7,10 and 15).
2 The a ne Hecke algebra H(W) 6, 8, 9] Let N = Q (q; t) x 1 ; : : : ; x N ] be the ring of polynomials in the N variables x 1 ; : : : ; x N with coe cients in Q(q; t), the eld of rational functions in the two indeterminates q and t. 
Let J = fj 1 ; j 2 ; : : : ; j`g denote sets of cardinality jJj =`made out of integers j 2 f1; : : : ; Ng, 1 `such that j 1 < j 2 < < j`. We introduce the operators 
From (7) and (12), we see that the x i 's, the T j 's and ! 1 form an algebra over the eld Q(q; t). An element O of this algebra will be said to be normally ordered if all the variables x i 's have been moved to the left, that is if O has been put in the form O = X x O ; (13) where O is in Q (q; t) T i ; ! 1 ].
3 The Macdonald polynomials 1] Let 2 P N N . We denote by j j = P i i , the degree of , and by`( ) the number of non-zero entries in . The dominance order on the set P + P of all partitions 1 2 N 0, is if j j = j j and 1 + 2 + + i 1 + 2 + + i for all i. This ordering is extended to P as follows 16]. The orbit W of 2 P under the action of the symmetric group W = S N will contain a unique partition + 2 P + . We denote by w , the unique element of minimal length such that w = + . We have if either + > + or + = + and w w in the Bruhat order of W. Note that + is the unique maximum of W .
Homogeneous symmetric polynomials are labelled by partition of their degree. In the remainder of this section, always stands for a partition, that is 2 P + .
Three standard bases for W N , the space of symmetric functions, are: (i) the power sum symmetric functions p which in terms of the power sums p i = X k x i k ; (14) are given by p = p 1 p 2 : : : ; (1 ? q a(s) t`( s)+1 ):
As usual a(s) and`(s) denote the number of squares in the diagram associated to the partition that are respectively to the south and east of the square s. 
with X an arbitrary parameter. With J, a set of cardinality jJj = j, we shall also use M J (X; q; t) to represent the operator M j (X; q; t) in the variables x i , i 2 J. The generating function M N will play a crucial role in the following. Its action on J (x; q; t) with`( ) N is given, remarkably, by M N (X; q; t)J (x; q; t) = a (X; q; t)J (x; q; t); 
From (27) 
Note that the sum is over the indices that identify the elements of J in the reference set I. 
We shall then construct B (2) k from B (1) k , using the realization of the a ne Hecke algebra H(W) given in Section 2 and properties of the Dunkl-Cherednik operators. Upon proving the operator equality B (2) k = B
(1) k we shall infer that B (2) k are indeed creation operators. Last, we shall prove to conclude the derivation that B (3) k J = B (2) k J = J +(1 k ) on Macdonald polynomials with`( ) k.
We start by giving some results that we will need in the sequel. First, a lemma that has to do with the normal ordering of some expressions (see (13) 
where all 's in the sum contain at least one non-zero part j with j >`, that is 6 2 P + .
It is easily proved by induction from (12) . A corollary of (40) is:
Corollary 2. For any 2 P; j j =`, containing at least one non-zero part j with j >`, we have, for any k,
where all 's in the sum contain at least one non-zero part j with j >`, that is 6 2 P + . This is seen from (40) by commuting rst Y k with one of the x j with j >`and j 6 = 0.
Next a lemma about the normal ordering of expressions involving T i and x . 
Since O is assumed to be symmetric, we also have
with O 00 = 0 if 2 P + . From (48) and (49) 
Proof. The following lemma is an immediate consequence of the Pieri formula.
Lemma 8. For a partition such that`( ) k, the action of e k on P is given by
where all the 's in the sum are such that k+1 = 1.
Indeed, the only way to construct a with k+1 6 = 1 is to add a 1 in each of the rst k entries of . From Lemma 8 and (28) and (29) 
We shall now give an expression in normal order (see (62)) which has (61) as its only term of type x + . By Corollary 6, in order to show that this expression coincides with B
(1) k we shall only need to prove that it is symmetric. Theorem 10. That B (2) k has expression (61) has its only term of type x + is obvious. In view of the remark made before Theorem 10, we now only need to verify that the operators B Formula 12.
expression isÃ f1;:::;`g . With this knowledge and the help of (10),(25) and (27), we nd that the coe cients of 1 : : : `o n both sides of (64) 
