Influence of removable devices on computer worms: Dynamic analysis and control strategies  by Song, Li-Peng et al.
Computers and Mathematics with Applications 61 (2011) 1823–1829
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Influence of removable devices on computer worms: Dynamic analysis
and control strategies
Li-Peng Song a, Zhen Jin b,∗, Gui-Quan Sun b, Juan Zhang b, Xie Han a
a Department of Computer Science and Technology, North University of China, Taiyuan, Shanxi, 030051, PR China
b Department of Mathematics, North University of China, Taiyuan, Shanxi, 030051, PR China
a r t i c l e i n f o
Article history:
Received 15 September 2010
Received in revised form 20 December 2010
Accepted 11 February 2011
Keywords:
Equilibrium and stability
Mathematical model
Computer worms
Infected removable devices
a b s t r a c t
Worms spreading via bothWeb-based scanning and removable devices account for amajor
part of threats on internet. However, their dynamical behavior and controlling methods
remain unclear. As a result, we present a computer worm model incorporating specific
features unique to thoseworms, in this paper. The threshold value R0 determiningwhether
the worms die out is obtained. Theoretical analysis shows that if R0 < 1 the disease-free
equilibrium is globally asymptotically stable; otherwise, the disease will be prevalent.
Additionally, some control strategies are given. Our results are illustrated by numerical
simulations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, themajority of themost persistent threats on computers and internet areWeb-based scanningworms [1].
One class of such worms, known as AutoRun worms, can also spread themselves via removable devices. The Greater
Manchester Police was disconnected from the Police National Computer (PNC) for over three days caused by an infected
USB drive [2]. In China, these worms account for 25.4% of total malicious codes in 2009 [3]. Therefore, it is very necessary to
analyze the dynamical behavior and controlling strategies of such worms.
In [4], Billings et al. presented a discrete Markov model and susceptible–infected–removed (SIR) models to capture
the short term and long term dynamics of viral propagation. To model the rerelease of a virus or the introduction
of a new virus, Wierman and Marchette [5] modified the susceptible–infected–susceptible (SIS) model by including a
reintroduction parameter. Mishra and Saini [6] developed many mathematical models taking into account the topological
aspects of the network and giving guides for infection prevention. Besides, Piqueira et al. [7] proposed a model
called susceptible–antidotal–infectious–contaminated (SAIC), where two new compartments have been considered. These
approaches have also been modified to modeling the propagation of e-mail viruses [8] and the interactions among different
viruses [9,10].
However, none of these models has considered the influences of removable devices and hence can characterize the
essential properties of AutoRunworms. An epidemiologicalmodel forWest Nile viruswhich spreads through cross-infection
between birds and mosquitoes was put forward in [11]. Inspired by this model, here, we present a new model focusing on
computer worms spreading via both Web-based scanning and removable devices.
The remainder of this paper is organized as follows: In Section 2, we present a model and interpret the actual meanings
of the model’s parameters. Then we analyze its dynamical behavior and illustrate our mathematical results by numerical
simulations in Section 3. Some containment strategies are given in Section 4. After that, we summarize our work.
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2. Model description
The model considered here is composed of five compartments: susceptible computers (S)-computers which are healthy
but not immune to AutoRun worms; infected computers (I)-computers that are currently infected by the worms and can
transmit them to susceptible computers; immunized computers (R)-computers that have acquired immunity due to an
anti-virus program or firewall; susceptible media (MS)-removable devices which are healthy but susceptible to the worms;
infected media (MI )-removable devices which have carried the worms and can propagate them to susceptible computers.
Let b1 and b2 be the numbers of new computers and removable devices, respectively. δ1 and δ2 represent the recovery
rate of infected computers and the recovery rate of infected media, due to the random discovery of infection by anti-virus
program. µ1 and µ2 are the obsolescence rate of computers and the obsolescence rate of removable devices, respectively.
β1 denotes susceptible computer’s infection rate due to the successful scans of an infected computer. β2 denotes both
susceptible computer’s infection rate caused by an infected medium and susceptible medium’s infection rate caused by
an infected computer.
The probability of successfully finding a susceptible computer in one scan is S
232
, where 232 is the size of IPv4 address
space (the scanning space). Then, β1S
232
is the susceptible computer’s infection number per time step caused by an infected
computer. Similarly, β2SS+I+R and
β2I
S+I+R are the susceptible computer’s infection number per time step caused by an infected
medium and the susceptible medium’s infection number per time step caused by an infected computer, respectively.
Thus, the model is given as follows:
S˙ = b1 − β1SI232 −
β2SMI
S + I + R − µ1S,
I˙ = β1SI
232
+ β2SMI
S + I + R − δ1I − µ1I,
R˙ = δ1I − µ1R,
M˙S = b2 − β2MS IS + I + R + δ2MI − µ2MS,
M˙I = β2MS IS + I + R − δ2MI − µ2MI .
(2.1a)
In the model, β1SI
232
,
β2SMI
S+I+R and
β2MS I
S+I+R are the total infection number of susceptible computers per time step caused by
infected computers, the total infection number of susceptible computers per time step caused by infected media and the
total infection number of susceptible media per time step caused by infected computers, respectively.
LetN (N = S+ I+R) be the total number of computers andM (M = MS+MI) be the total number of removable devices.
Thus, we have
N˙ = b1 − µ1N,
M˙ = b2 − µ2M. (2.2)
Further, we get
N(t)→ b1
µ1
, N∗, t →∞,
M(t)→ b2
µ2
, M∗, t →∞.
(2.3)
The system (2.1a) can be rewritten as:
I˙ = β1(N − I − R)I
232
+ β2(N − I − R)MI
N
− δ1I − µ1I,
R˙ = δ1I − µ1R,
M˙I = β2(M −MI)IN − δ2MI − µ2MI ,
(2.1b)
where
N(t) = N∗ + (N(0)− N∗)e−µ1t
and
M(t) = M∗ + (M(0)−M∗)e−µ2t .
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System (2.1b) has a limit system [12,13]
I˙ = β1(N
∗ − I − R)I
232
+ β2(N
∗ − I − R)MI
N∗
− δ1I − µ1I,
R˙ = δ1I − µ1R,
M˙I = β2(M
∗ −MI)I
N∗
− δ2MI − µ2MI .
(2.1c)
Let
R0 = N
∗β1
232(δ1 + µ1) +
M∗β22
N∗(δ1 + µ1)(δ2 + µ2) , (2.4)
where R0 is the number of secondary infections deriving from a single primary infection [14].
For system (2.1c), there always exists a disease-free equilibrium E0 = (0, 0, 0). If R0 > 1, there exists a unique positive
equilibrium E∗ = (I∗, R∗,M∗I ):
I∗ =
√
b2 − 4ac − b
2a
, (2.5a)
R∗ = δ1
µ1
I∗, (2.5b)
M∗I =
β2M∗
β2I∗ + δ2N∗ + µ2N∗ I
∗, (2.5c)
where a = (δ1+µ1)β1β2
232µ1N∗
, b = β2(δ1+µ1)(1−R0)N∗ +
β32M
∗
N∗(δ2+µ2) +
β1(δ2+µ2)+β22M∗
232µ1
(δ1 + µ1) and c = (δ1 + µ1)(δ2 + µ2)(1− R0). It
is easy to see that I∗ > 0 only when R0 > 1.
3. Model analysis
3.1. Disease-free equilibrium
Theorem 3.1. If R0 < 1, E0 is locally asymptotically stable.
Proof. The characteristic equation of (2.1c) at E0 is given by
det

λ− N
∗β1
232
+ δ1 + µ1 0 −β2
−δ1 λ+ µ1 0
−M
∗β2
N∗
0 λ+ δ2 + µ2
 = 0, (3.1)
which equals
(λ+ µ1)
[
λ− N
∗β1
232
+ δ1 + µ1

(λ+ δ2 + µ2)− M
∗β22
N∗
]
= 0. (3.2)
If (δ1 + µ1 − N∗β1/232)(δ2 + µ2)− M∗β22/N∗ > 0, corresponding to R0 < 1, all eigenvalues of Eq. (3.2) have negative
real parts. Thus, E0 is locally asymptotically stable when R0 < 1. The theorem is proven. 
Theorem 3.2. If R0 < 1, E0 is globally asymptotically stable.
Proof. First, consider the Liapunov function
V (I, R,MI) = I + β1233δ1 R
2 + β2
δ2 + µ2MI , (3.3)
which is always positive in R3+ where R3+ = {(I, R,MI) ∈ R3 : I > 0, R > 0, MI > 0}. Moreover, in the case of system (2.1c),
the function satisfies
V˙ (I, R,MI) = β1(N
∗ − I − R)I
232
+ β2(N
∗ − I − R)MI
N∗
− δ1I − µ1I + β1RI232 −
µ1β1R2
232δ1
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+ β
2
2M
∗I
N∗(δ2 + µ2) −
β22MI I
N∗(δ2 + µ2) − β2MI
=
[
β1N∗
232
− δ1 − µ1 + β
2
2M
∗
N∗(δ2 + µ2)
]
I − β1I
2
232
− β2(I + R)MI
N∗
− µ1β1R
2
232δ1
− β
2
2MI I
N∗(δ2 + µ2)
= (R0 − 1)(δ1 + µ1)I − β1I
2
232
− β2(I + R)MI
N∗
− µ1β1R
2
232δ1
− β
2
2MI I
N∗(δ2 + µ2) ,
which is always non-positive in R3+ when R0 < 1.
The disease-free equilibrium E0 is the only invariant set of system (2.1c) in set V˙ = 0. Thus, according to the Lasalle
invariance principle [15,16], the equilibrium E0 is globally asymptotically stable. The theorem is proven. 
3.2. Endemic equilibrium
Theorem 3.3. If R0 > 1, the endemic equilibrium E∗ is locally asymptotically stable.
Proof. The characteristic equation of (2.1c) at E∗ is given by
det

λ− N
∗β1
232
+ β1(2I
∗ + R∗)
232
β1I∗
232
+ β2M
∗
I
N∗
−β2(N
∗ − I∗ + R∗)
N∗
+ β2M
∗
I
N∗
+ δ1 + µ1
−δ1 λ+ µ1 0
−β2(M
∗ −M∗I )
N∗
0 λ+ β2I
∗
N∗
+ δ2 + µ2
 = 0, (3.4)
corresponding to
λ3 + (a11 + a22 + a33)λ2 + (a11a22 + a11a33 + a22a33 − a12a21 − a13a31)λ
+a11a22a33 − a12a21a33 − a13a31a22 = 0, (3.5)
where a11 = −N∗β1232 + β1(2I
∗+R∗)
232
+ β2M∗IN∗ + δ1 + µ1, a12 = β1I
∗
232
+ β2M∗IN∗ , a13 = − β2(N
∗−I∗+R∗)
N∗ , a21 = −δ1, a22 = µ1, a31 =
− β2(M∗−M∗I )N∗ and a33 = β2I
∗
N∗ + δ2 + µ2.
According to the Hurwitz criteria [15,16],
H1 = a11 + a22 + a33
= −N
∗β1
232
+ β1(2I
∗ + R∗)
232
+ β2M
∗
I
N∗
+ δ1 + µ1 + µ1 + β2I
∗
N∗
+ δ2 + µ2
= β2(N
∗ − I∗ − R∗)M∗I
N∗I∗
+ β1I
∗
232
+ β2M
∗
I
N∗
+ µ1 + β2I
∗
N∗
+ δ2 + µ2
> 0,
H2 = a211a22 + a211a33 + a11a222 + a222a33 + a11a233 + a22a233 + 2a11a22a33
− a11a12a21 − a11a13a31 − a22a12a21 − a33a13a31
> (a11a33 − a13a31)(a11 + a33)
>
[
−β1(N
∗ − I∗ − R∗)
232
+ δ1 + µ1

(δ2 + µ2)− β
2
2 (N
∗ − I∗ + R∗)(M∗ −M∗I )
N∗2
]
(a11 + a33)
=
[
−β1(N
∗ − I∗ − R∗)I∗
232
+ δ1I∗ + µ1I∗ − β2(N
∗ − I∗ + R∗)M∗I
N∗

δ2 + µ2
I∗
]
(a11 + a33)
= 0
and
H3 = (a11a22a33 − a12a21a33 − a13a31a22)H2
> (a11a33 − a13a31)a22H2
> 0.
As H1 > 0,H2 > 0 and H3 > 0, all eigenvalues of Eq. (3.5) have negative real parts. Thus, if R0 > 1, there exists an endemic
equilibrium E∗ and it is locally asymptotically stable. The proof is completed. 
Theorem 3.4. If R0 > 1, the endemic equilibrium E∗ is globally asymptotically stable.
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For the purpose of convenience, we consider a five-dimensional Liapunov function. Let S∗ andM∗S represent the number
of susceptible computers in endemic equilibrium and the number of susceptiblemedia in endemic equilibrium, respectively.
Proof. Consider the Liapunov function
V (S, I, R,MS,MI) =

S − S∗ − S∗ ln S
S∗

+

I − I∗ − I∗ ln I
I∗

+ S
∗M∗I
I∗M∗S

MS −M∗S −M∗S ln
MS
M∗S

+ S
∗M∗I
I∗M∗S

MI −M∗I −M∗I ln
MI
M∗I

, (3.6)
which is always positive in R5+ except the endemic point (E∗). Moreover, the function satisfies
V˙ (S, I, R,MS,MI) =

1− S
∗
S

S˙ +

1− I
∗
I

I˙ + S
∗M∗I
I∗M∗S

1− M
∗
S
MS

M˙S + S
∗M∗I
I∗M∗S

1− M
∗
I
MI

M˙I
=
[
β1
232

1− S
∗
S

(S∗I∗ − SI)+ β2
N

1− S
∗
S

(S∗M∗I − SMI)+ µ1

1− S
∗
S

(S∗ − S)
]
+
[
β1
232

1− I
∗
I

(SI − S∗I)+ β2
N

1− I
∗
I

SMI − S
∗IM∗I
I∗
]
+
[
β2S∗M∗I
NI∗M∗S

1− M
∗
S
MS

(M∗S I
∗ −MS I)+ δ2S
∗M∗I
I∗M∗S

1− M
∗
S
MS

(MI −M∗I )
+ µ2S
∗M∗I
I∗M∗S

1− M
∗
S
MS

(M∗S −MS)
]
+
[
β2S∗M∗I
NI∗M∗S

1− M
∗
I
MI

MS I −M∗S I∗
MI
M∗I
]
≤ β1
232

2S∗I∗ − S
∗2I∗
S
− SI∗

+ β2
N

2S∗M∗I −
S∗2M∗I
S
− SI
∗MI
I
+ 2S∗M∗I −
S∗IMSM∗I
2
I∗M∗SMI
− S
∗M∗SM
∗
I
MS

≤ β2S
∗M∗I
N
[
4− S
∗
S
− SI
∗MI
S∗IM∗I
− M
∗
S
MS
− IMSM
∗
I
I∗M∗SMI
]
= β2S
∗M∗I
N
4− S∗
S
−

SI∗MI
S∗IM∗I
2
−

M∗S
MS
−

IMSM∗I
I∗M∗SMI
2
− 2

I∗MI
IM∗I
− 2

IM∗I
I∗MI

≤ −2β2S
∗M∗I
N

4

I∗MI
IM∗I
− 4

IM∗I
I∗MI
2
≤ 0,
which is always non-positive in R5+.
Similarly, as the endemic equilibrium E∗ is the only invariant set of system (2.1c) in set V˙ = 0, it (E∗) is globally
asymptotically stable. The theorem is proven. 
Example 1. To illustrate the mathematical results, we choose N∗ = 4.045×109 (reported in [17]),M∗ = 2.02×109, µ1 =
µ2 = 0.0027, δ1 = 0.033, δ2 = 0.0082 and two sets of other variables: (i) β1 = 0.024, β2 = 0.016, where R0 ≈ 0.96; (ii)
β1 = 0.042, β2 = 0.024, where R0 ≈ 1.85.
When R0 ≈ 0.96, the steady-state number of I is zero (Fig. 1) in accordance with the number predicted by disease-free state
E0. However, it becomes 35282 (Fig. 2) when R0 ≈ 1.85, which indicates an endemic state E∗.
4. Control strategies
In this paper, we only consider parameters concerned with removable devices, since we focus on the influences of them.
To get the effective worm containment strategies, we obtained the relationship between M-to-N ratio and the resulting
susceptible computers, the relationship between β2 and the resulting susceptible computers and the relationship between
δ2 and the resulting susceptible computers by using repeated numerical simulations. Here, we omitµ2 as it is much smaller
than δ2.
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Fig. 1. Phase plane when R0 ≈ 0.96. The initial numbers of S, I, R are 1.01× 106 , 40 000 and 4.043916× 109 , respectively.
Fig. 2. Phase plane when R0 ≈ 1.85. The initial numbers of S, I, R are 1.01× 106 , 1 and 4.043956× 109 , respectively.
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Fig. 3. The relationships between final susceptible computers and (a),M-to-N ratiowithβ2 = 0.032 and δ2 = 0.016; (b),β2 with MN = 0.5 and δ2 = 0.016;
(c), δ2 with MN = 0.5 and β2 = 0.032 are given. β1 is varied in the simulations. µ1 = 0.00091, µ2 = 0.00091 and δ1 = 0.016 in all simulations and the
initial numbers of S, I, R are 1.01× 106 , 10 and 4.043956× 109 , respectively.
We simulated with various β1 and the simulation results are shown in Fig. 3. For AutoRun worms, where β1 is usually
small, there always exist the thresholds forM-to-N ratio (Fig. 3(a)), β2 (Fig. 3(b)) and δ2 (Fig. 3(c)), below (forM-to-N ratio,
β2) or above (for δ2) which the worms will die out.
Limiting the number of removable devices can prevent the worms’ outbreak. Computer control, however, has opposite
effect since it will increase the M-to-N ratio (Fig. 3(a)). Furthermore, the nonlinear relationship between β2 and R0
(Eq. (2.4)) shows that a small decrease in infectedmedium’s infection rate (β2) can lead to a disproportionately large decrease
in disease prevalence (Fig. 3(b)).
5. Conclusion
In this paper, we present amodel to investigate computer worms spreading by bothWeb-based scanning and removable
devices. When β2 = 0, the model (2.1a) corresponds to the SIR model [4]; when β1 = 0, it corresponds to the model given
in [11]. Thus, our model is a more general model and can capture the spreading characteristics of AutoRun worms.
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Mathematical analysis indicates that the global dynamics are completely determined by the value of R0. More specifically,
the disease-free equilibrium is globally asymptotically stable if R0 < 1 and the worms can self-perpetuate otherwise.
To make R0 to be less than one, the most effective ways are controlling the number of removable devices (M), decreasing
the infection rate of infected medium (β2) or increasing the recovery rate of infected medium (δ2). In the future, we plan to
use real trace data to test our model and these strategies.
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