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. For the off-line identification, the integral method which is based on the minimization of the velocity one step prediction error gave better results compared to the direct method which is based on minimizing the acceleration prediction error. Budiono et al. described the coefficient diagram method (CDM) controller that can achieve a satisfactory performance with relatively simple design process [3] .
There have been various efforts of the conventional and more than modern control schemes to develop the controller for the AUV which include unmanned underwater vehicle. Simple control techniques such as PID control have been more commonly used because of the relative ease of implementation [4] . Two differents control schemes which included continuous input smoother (CIS) block, which smoothes the PID reference input and discrete fuzzy smoother (DFS) have been proposed by Zanoli et al. to reduce potentially dangerous overshoots for depth control of the UUVs [5] . In Kashif a single input fuzzy logic controller (SIFLC) was designed and shown to give identical response with conventional fuzzy logic controller (CFLC) [6] . The SIFLC requires very minimum tuning effort and its execution time is in the orders of two magnitudes less than CFLC. Another application was described by Smith et al. to control heading, pitch, and depth by three separates fuzzy logic controllers. The fuzzy controllers were tested using a nonlinear simulation model of the ocean voyager and show good performances over a range of velocities [7] .
A model based on fuzzy modeling and control for AUV was used to describe the nonlinear AUV system in [8] , by applying a linear matrix inequality (LMI) method to design a stability condition for non linear FLC Takagi-Sugeno (T-S) type fuzzy model. A multivariable sliding mode autopilot have been designed by Haeley et al. based on state feedback, decoupled modeling of a slow speed for combining, steering and diving response of the AUV [9] . Intelligent techniques included genetic algorithm and neural network approaches have been proposed and implemented with success on AUVs in several cases [10, 11] for constructing controllers has the advantage that the dynamics of the controlled system need not be completely known.
In the traditional and modern control schemes, controller design requires an accurate model of the system to be controlled. In this study, the design is based on fuzzy logic which requires only an understanding on the relation between the input and output of the system and thereby can be derived to control the system. The focuses here are on optimizing the controller's scaling factors such that it minimizes the integral square error (ISE) between the set point and the measured depth of an unmanned underwater vehicle (UUV).
Unmanned Underwater Vehicle Model
Underwater vehicles can be classified into two basic categories; manned underwater vehicles and unmanned underwater vehicles (UUVs) [12] . Unmanned Underwater Vehicles (UUVs) is the term referring to remotely operated underwater vehicles (ROV) and autonomous underwater vehicles (AUVs). These two types of UUVs contribute to the same control problems. These vehicles have been used for over 100 years and have been known to be an interesting research area for universities and industries.
Using the Society of Naval Architects and Marine Engineers (SNAME) 1950 [13] notation, the Deep Submergence Rescue Vehicle (DSRV) modeling will be more discussed on that suggested by Fossen, 1994 [14] . For marine vehicles moving in six degrees of freedom (DOF), six independent coordinates are necessary to determine the position and orientation of a rigid body in three dimensions. The first three coordinates and their time derivatives correspond to the position and translational motion along the ‫,−ݔ‬ ‫ݕ‬ − and ‫ݖ‬ − axes respectively, while the last three coordinates and their time derivatives are used to describe orientation and rotational motions. The six motion components are conveniently defined as surge, sway, heave, roll, pitch and yaw [14] .
The general motion of an underwater vehicle in six DOF is modeled by using the notation of Fossen [14] . The velocity of the vehicle is described as a vector ‫:ݒ‬
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Where ‫,ݑ‬ ‫,ݒ‬ ‫ݓ‬ are translational along, and [ܺ െaxis, ܻ െaxis, ܼ െaxis] respectively. Using Euler angles the position and orientation of the vehicle may be described as a vector ߟ ൌ ሾ‫ݔ‬ ‫ݕ‬ ‫ݖ‬ ߶ ߠ ߰ሿ And the nonlinear vehicle dynamics can be expressed in a compact form as:
‫‪ሶ‬ݒܯ‬ ‫ݒ‪ሻ‬ݒ‪ሺ‬ܥ‬ ‫ݒ‪ሻ‬ݒ‪ሺ‬ܦ‬
Where,
‫ܯ‬
is the 6 ൈ 6 inertia matrix including hydrodynamic added mass. ‫ܥ‬ሺ‫ݒ‬ሻ is the Matrix of the Coriolis and centripetal forces. ‫ܦ‬ሺ‫ݒ‬ሻ is the Hydrodynamic damping matrix. ݃ሺߟሻ is the Vector of restoring forces and moments. ‫ܤ‬ሺ‫ݒ‬ሻ is the 6 ൈ 3 control matrix. The 6 DOF rigid-body equations of motion are usually written in component f according to SNAME notation [ dimension of the vehicle [9] is given the heave velocity ‫,ݓ‬ the angular velocity in pitch plane deflection ߜ ௦ . Forward speeds of the vehicle are assumed constant and the sw yaw r modes can be neglected. pitch can be expressed as:
For a vehicle operating in the vertical plane the following assumptions can be speed is constant, nonlinear terms can be ignored, the roll angle is zero and the pitch angle is small. (ߠ ൌ ‫ݍ‬ ൌ ߶ ൌ 0). Thus suggests the following relations:
The external forces the external and moments are described by hydrodynamic added mass, linear damping, and the effects of the stern plane deflection. In addition, the moment caused by the vertical distance between the centre of gravity and the centre of bu ‫ܩܤ‬ ௭ തതതതത ൌ ‫ݖ‬ ீ െ ‫ݖ‬ must be modelled. body equations of motion are usually written in component f according to SNAME notation [13] and the parameters, hydrodynamic derivatives and main is given in Table 1 . The diving equations of motion should include the angular velocity in pitch ‫,ݍ‬ the pitch angle ߠ, the depth . Forward speeds of the vehicle are assumed constant and the sw modes can be neglected. Then the simplified rigid-body equations of motion in heave and For a vehicle operating in the vertical plane the following assumptions can be speed is constant, nonlinear terms can be ignored, the roll angle is zero and the pitch angle is ). Thus suggests the following relations:
cos ߠ ൎ െߠ‫ݑ‬ ‫ݓ‬
The external forces the external and moments are described by hydrodynamic added mass, linear damping, and the effects of the stern plane deflection. In addition, the moment caused by the vertical distance between the centre of gravity and the centre of bu must be modelled.
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247 are rotations around the three axes axis] respectively. Using Euler angles the position and orientation of the relative to the global reference frame:
And the nonlinear vehicle dynamics can be expressed in a compact form as: (3) body equations of motion are usually written in component form parameters, hydrodynamic derivatives and main The diving equations of motion should include , the depth ‫,ݖ‬ and the stern . Forward speeds of the vehicle are assumed constant and the sway v and body equations of motion in heave and (4) For a vehicle operating in the vertical plane the following assumptions can be made; speed is constant, nonlinear terms can be ignored, the roll angle is zero and the pitch angle is (5) The external forces the external and moments are described by hydrodynamic added mass, linear damping, and the effects of the stern plane deflection. In addition, the moment caused by the vertical distance between the centre of gravity and the centre of buoyancy, 
This together with simplified heave and pitch equations (4), (5), and (6) can be expressed in matrix form as: The above model can further be reduced by considering the heave velocity during diving is small and that ܺ ீ = 0 and this is quite true because in real situation most small underwater vehicles move slowly in the vertical direction. This assumption implies that the linear model (7) reduces to: 
Transfer function for the above system related to Depth and Stern Plane is (   13  21  23  11  12  21  23  22  11   2  22  11   3   13  2  23  1  0  21  1  11  0  2  0  2  22  1  12 
Where, the gain constant is ‫ܭ(‬ ఏ ), the natural frequency ‫ݓ(‬ ఏ ) and relative damping ratio (ߞ ఏ ) are defined as;
Based on this model, we can observe that the system is complicated, since its dynamics are described by highly nonlinear high-order differential equations with uncertainties and disturbances that are difficult to model or measure. Thus designing and optimizing a controller for the system will not be easy. This makes it virtually impossible to apply linear control techniques since there are no clearly defined operating points to linearize about.
Research Method
This study has been done by combining of modeling, controller design and simulation. Complete design and procedures of this study are explained more detail. The optimization methods used here is to optimize the input and output gains of the fuzzy logic controller, also known as scaling factors (see Figure 3) . Two optimization approaches are used as which are the Genetic Algorithm approach and the Radial Basis Function Artificial Neural Network metamodeling technique. Figure 3 shows the three (3) scaling factors for the fuzzy logic controller (݇, ݇ ଵ and ݇ ଶ ). The performance measure that was used in this case is the ISE and also the time taken to complete both approaches. The ISE is defined by:
where y d is the desired output (set point, depth in this case) while y is the actual output. This criterion, although is not very selective, has been used because of the ease of computing the integral both analytically and experimentally [17] .
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Fuzzy Logic Scaling Factor
The proposed design for this study is described in figure 2 . The basic idea behind fuzzy logic control is to incorporate the "expert experience" of a human operator in the design of a controller in controlling a process whose input-output relationship is described by a collection of fuzzy control rules (e.g. IF-THEN rules) involving linguistic variables. This utilization of linguistic variables, fuzzy control rules, and approximate reasoning provides a means to incorporate human expert experience in designing the controller. For the fuzzification process, the triangular membership functions are used for both input and output with the universe of discourse as follows:
These values were obtained by observing the corresponding values of ܼ , W and ߜ ௦ in the original system using the classical controller that was available in MATLAB ® . Table 2 . shows the rules table used in this study for the DSRV model.
A scaling factor describes the particular normalization and output denormalization. This is necessary to map the physical values of the linguistic variables into a normalized domain. This plays a similar role to that of the gain coefficients of a conventional controller. From the scaling factors, the controller input and output values are mapped onto the universe of discourse of the fuzzy set definitions. The set definitions are often set at a normalized universe from −1.0 to +1.0. The relationship between scaling factor and the limits of linguistic variables is given by:
The effect of altering a Scaling Factor (SF) is shown in Figure 3 . The values for an input variable may range, for example, from −0.1 to +0.1 and consequently need to be scaled. If the input value is multiplied by a scaling factor of 10, the input is mapped onto the universe of discourse, as shown by the middle scale in Figure 3 . As the limits are ሾ− 1 10 ⁄ , 1 10 ⁄ ሿ, the full scale is used. In this case, an input value of 0.05 is classified as "positive medium".
For example, with a scaling factor of 5, the limits become ሾ− 1 5 ⁄ , 1 5 ⁄ ሿ and only the central part of the scale is available since the variable ranges from −0.1 to +0.1. As a consequence, an input value of 0.05 is now classified as "positive small," as shown by the bottom scale. This example clearly shows that altering the scaling factor causes a change in the TELKOMNIKA
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251 classification of the input value. In this example, with a scaling factor of 5, the sensitivity of the controller to an input is reduced, and as in conventional control, the controller gain is reduced. Due to the utmost importance of the scaling factors with respect to the fuzzy controller performance, this work will present results on optimizing these values using soft computing techniques, namely artificial neural networks and genetic algorithm.
Genetic Algorithm
Searching is one of ways to solve problems for a lot of problems we are not able to construct an algorithm by definition method of searching step by step, but very often we can specify a set of potential solutions. Goal of strategy of searching is to analyze elements of set in order to fix the best one. It is easy for small sets but if the set increases it becomes more and more complicate and impossible. One of the most advanced and modern searching method are genetic algorithm.
First, a number of individuals (the population) are randomly initialized. Replication starts from base point again and the best individuals are chosen. The selection of chromosomes is a random process, but it is very strongly directed for choosing the best individuals for reproduction. The objective function is then evaluated for these individuals, producing the first generation of genomes. If the optimization criteria are not met, the creation of a new generation starts. Individuals are selected according to their fitness for the production of offspring. Parents are recombined (crossover) to produce offspring. All off spring will be mutated with a certain probability. The fitness of the offspring is then computed. The offspring are inserted into the population replacing the parents, producing a new generation. This cycle is performed until the optimization criteria are reached, or until a pre-set maximum number of generations have been generated. The different settings that were used are shown in Table 3 . The best response will then be selected.
Radial Basis Function Metamodel
For many years, Metamodels or Surrogate Models have been used in simulation to provide approximations to the input-output functions provided by a simulation model. Metamodeling techniques have been widely used in engineering design to improve efficiency in the simulation and optimization of design systems that involve computationally expensive simulation programs [19] . Many existing applications are restricted to deterministic optimization.
When using computationally expensive simulation programs in engineering design, it becomes impractical to rely exclusively on simulation codes for the purpose of design optimization. A preferable strategy is to utilize approximation models that are often referred to as Metamodel as they provide a "model of the model" to replace the expensive simulation model [15] . A comprehensive review of Metamodeling applications in mechanical and aerospace systems has been written by Simpson in 1997 [16] , the figures (including letterings and numbers) are large enough to be clearly seen after reduction. If photographs are to be used, only black and white ones are acceptable.
A Radial Basis Function Artificial Neural Network (RBF ANN) was used in this case as the metamodel to approximate the parameters of the fuzzy logic scaling factors. The network consists of three layers: an input layer, a hidden layer and an output layer [17] . If the number of output, ߶ = 1, the output of the RBF ANN ߟ is calculated according to:
Where ‫ݔ‬ ∈ ℜ ோ௫ଵ is an input vector, ߶ ሺ. ሻ is a basis function, ‖. ‖ ଶ denotes an Euclidean norm, ‫ݓ‬ ଵ are the weights in the output layer, S 1 is the number of neurons (and centers) in the hidden layer and c ୩ ∈ ℜ ோ௫ଵ are the RBF centers in the input vector space. Equation (16) can also be written as:
where
And
Even though an intelligent controller can be applied to control the non-linear system, the membership function and the scaling factors have to be tuned in order to reduce the error. Using trial and error approach, this can take a long time in order to achieve the best performance. Here, metamodeling approach is proposed to optimize the scaling factors of the fuzzy logic controller. Metamodeling requires simple computational algorithm to provide best controller parameters [17] . The output of the neuron in a hidden layer is a nonlinear function of the distance between its input and the center ܿ . Some typical choices for the functional from of ߶ (. ) are as follows in [18] .
Before proceeding with the findings of the controller parameters, the stability of the system needs to be determined. It was found out that the system is indeed stable [6, 14] and hence the control of the system should be possible.
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The approach to optimize the controller parameters is summarized as follows: 1. Define the input design space, D, which consists of a set of initial values of the controller parameters. 2. Obtain the ISE for the Heave for all the design space defined in 1. 3. Create the target data set, T, which are consists of the ISE for Heave. 4. Choose design of ANN, which are consists of spread and centre. 5. Train the RBF NN using D and T (training I/O data). 6. Evaluate (simulate) the RBF NN on a larger input space, D'. 7. Find the minimum of the RBF NN output (estimated E). The corresponding controller gains that minimized the RBF output will be the gains to be verified in actual model simulation. 8. Repeat step 1 to 7 should the controller parameter gains are not satisfactory.
In this study, D and D' are the sets of discrete values given in Table 3 . The parameters for the RBF NN that are used to fit the data D are summarized below: The initial data sets need to be properly identified to achieve best approximation by training the Radial Basis Neural Network. If the initial data sets do not cover the maximum and minimum value of the large data sets, the ANN will try to extrapolate which will produce unacceptable results. The initial data sets should not be too small for proper training and should not be too large to minimize the training time.
Results and Discussion
The first approach used in this case is the genetic algorithm toolbox which is available in MATLAB TM toolbox. This tool was used to tune the best parameters of Fuzzy Logic Scaling Factor (FLSF), k, k 1 and k 2. The results of the implemented Genetic Algorithm (GA) of the scaling factors will be analyzed in this section. The GA designed scaling factors was initially initialized with population size of 50 and 100 (refer Table 4 ). The response of the GA designed scaling factors will then be analyzed for the ISE value and time evaluation. By using the genetic algorithm toolbox (gatool) which is embedded in MATLAB ® it is possible to conveniently select different GA parameters before running the algorithm. The results for all the settings used can be observed from figure 5. Table 3 . These data was used as the input training data of the RBF metamodel. The target training data of the RBF ANN comes from the actual simulation of the DSRV model. The trained RBF-ANN which will then be used as the metamodel of the DSRV to evaluate the ISE for the corresponding test data sets ሺ‫′ܦ‬ሻ of the scaling factors parameters. The RBF-ANN was used to evaluate 2112 data sets. The spread value of 20 and 50 were used in the training process and using different number of centers (see Table 5 ). The results for all the settings used can be observed from figure 6.
Here, there are 3 parameters need to be tuned in order to obtain the best performance.
These are (݇, ݇ ଵ and ݇ ଶ ) for the scaling factors of the fuzzy logic controller. By changing the scaling factors, the universe of discourse for the error, change of error and the stern plane angle will be changed. The performance measure that was used in this study was the ISE value. The initial data sets are used to obtain the ISE by simulation. From the simulation results in Figure 5 and Figure 6 , the results obtained by using metamodel approach are almost equal to the result evaluated by using genetic algorithm. However, there is a difference in the simulation time and ISE value (see Table 6 ). Using Genetic Algorithm, we managed to get better ISE but the time taken is too long. Using metamodeling, we managed to obtain a reasonably good ISE in a much shorter time, i.e. 9 hours compared to 34 hours. In this case, the data sets ‫ܦ‬ was created simply by choosing the input values in a grid like fashion, based on background knowledge of the problem. 
Conclusion
RBF-ANN has proven its effectiveness as a method of controller optimization in this case. It is able to give a good estimate of the controller parameters in a short time. As the Deep Submergence Rescue Vehicle (DSRV) is a nonlinear system, a non-linear controller can be designed to handle the non-linearities of the DSRV. However, in this work only the depth of the vehicle is considered which makes the system single input and single output. An actual marine vessel model is actually Multi Input Multi Output (MIMO) system, and can be used for further investigation of the study. A PID controller and a more intelligent controller can also be used in the future work. As an example a neuro-fuzzy controller can be adopted to overcome the highly nonlinear, coupled, and time-varying vehicle. The modified fuzzy membership function-based neural networks can be used to combine advantages of fuzzy logics and neural networks, such as inference capability and adoption of human operators experience with fuzzy logics, and universal approximation and learning capability with neural networks. The parameters of the neural-fuzzy controller can be tuned using the metamodeling approach presented in this paper.
