We state a multidimensional Functional Central Limit Theorem for weakly dependent random vectors. We apply this result to copulas. We get the weak convergence of the empirical copula process and of its smoothed version. The finite dimensional convergence of smoothed copula densities is also proved. A new definition and the theoretical analysis of conditional copulas and their empirical counterparts are provided.
easier to check on various examples of stationary processes (see Doukhan 1994) . Various applications and developments of weak dependence are addressed in Ango and Ango .
The general notion of weak dependence corresponds to the following idea. Consider two finite samples with time indices P in the past and in the future F, separated by a gap r . The independence of P and F is equivalent to cov( f (F), g(P)) = 0 for a suitable class of measurable functions. A natural way to weaken this condition is to provide a precise control of these covariances as the gap r becomes larger, and to fix the rate of decrease of the control as r tends to infinity. Moreover the class of functions will be reduced to Lipschitz functions to make the weak dependence condition easy to check for a wide class of models.
Section 2 introduces the definition of weak dependence, provides examples and the functional central limit theorem for the multivariate empirical process. Section 2.2.3 is devoted to applications of the main theorem to copulas processes. The last section contains the proofs.
Definitions and main result

Weak dependence
We state here the definition of weak dependence that is used in the paper and a refinement of it. Define the Lipschitz modulus of a real function h on a space Definition 1 (Doukhan and Louhichi, 1999) Let η = (η r ) r ≥0 (resp. θ = (θ r ) r ≥0 ) be a real positive sequence that tends to zero. We say that the d-dimensional process (ξ i ) i∈Z is η-dependent (resp. θ -dependent) if, for any r -distant finite sequences i = (i 1 , . . . , i u ) and j = ( j 1 , . . . , j v ), for any functions f and g in (1) defined on (R d ) u and (R d ) v respectively, we have
Remark 1 The θ -dependence condition corresponds to causal processes and is more restrictive that η-dependence; note that η r ≤ θ r . Mathematical advantages of θ -dependence are presented in Dedecker and Doukhan (2003) . The forthcoming examples will make clear the differences between the two notions.
Remark 2 Note that if ξ is η-dependent and if f and g are bounded Lipschitz functions, the previous covariance is bounded by
Examples
Stable Markov processes
Consider first stationary sequences satisfying a recurrence equation . Let now A 1 (u), . . . , A D (u) be Lipschitz functions (with u ∈ R), and for (u, z (1) 
The following examples are not necessarily Markov models.
Bernoulli shifts
Let H : R Z → R d be a measurable function. If the sequence (ξ n ) n∈Z is independent and identically distributed on the real line, a Bernoulli shift with innovation process (ξ n ) n∈Z is defined as
A simple case of infinitely dependent Bernoulli shift is the moving average process, where the function H corresponds to a series. Assume that there exists a control of the functional dependence to the tail variables, i.e. a sequence δ r decreasing to zero such that:
where · is a norm on R d . Then the process is η-weakly dependent with η r ≤ 2δ [r/2] , see Doukhan and Louhichi (1999) . If H x j , j ∈ Z does not depend on the x j 's with j < 0, then the process is causal and θ -dependence holds with θ r = δ r . A first example is a Volterra stationary process defined through a convergent Volterra expansion 
LARCH(∞) models
A vast literature is devoted to the study of conditionally heteroscedastic models. A simple equation in terms of a vector valued process allows a unified treatment of those models, see Doukhan et al. (2006) . Let (ξ t ) t ∈ Z be an iid sequence of random d × D-matrices, (A j ) j ∈ N * be a sequence of D × d matrices, and a be a vector in R D . A vector valued LARCH(∞) model is a solution of the recurrence equation
We provide below sufficient conditions for the following chaotic expansion 
where γ > 0, γ i ≥ 0, β i ≥ 0 (and the variables ε are centered at expectation); this model is a special case of the bilinear model with α 0 =
(see Giraitis and Surgailis (2002) ). -ARCH(∞) processes are given by equations,
Endow the sets of matrices with a norm · of algebra, derived from a norm for linear applications. Assume that = ξ 0 m j≥1 A j < 1 then one stationary of solution of eqn. (4) in L m is given as (5). The solution (5) of eqn. (4) is θ -weakly dependent with
where R(x) = j≥x a j . There exists some constant K > 0 and b, C > 0 such that
Non-causal L A RC H (∞) model
Now A j is defined for j = 0. Doukhan, Teyssière and Winant (2005) prove the same results of existence as for the previous causal case (replace summation for j > 0 by summation for j = 0) and the process is now η-weakly dependent with
where now
Here we need the restrictive assumption that innovations are uniformly bounded.
Multivariate empirical central limit theorem
The main theoretical result of the paper is a functional central limit theorem for η-dependent vector-valued sequences (X i ) i∈Z . It is an extension of the independent case, where the limit process in the space of càdlàg functions D ([0, 1] 
In the case of weak dependence, the limiting distributions are not free of the distribution's process. In this section, Y is a process with uniform marginal distributions and cdf F. We denote the empirical cdf:
and define the normalized empirical process B n = √ n(F n − F) associated with Y. Consider a centered Gaussian process B such that, for any vectors u and
Note that the previous covariance structure depends on the joint distribution of Y 0 and Y i , for every i. We consider a dependence relation based on the covariance of some indicator functions. The link with the weak dependence is given in Lemma 2.1. 
Define a 
Assume that there exist some constants C > 0 and a
See the proof in Sect. 4. The following lemma is essential to apply Theorem 1.
Proof Define -approximations of 1{x ≥ t} by
Let f , g be in (1) and set for short,
Similarly,
As Y is η-weak dependent with dependence coefficients η Y,r , for any r -distant sequences i and j,
Choosing such that η Y,r
Several applications of Theorem 1 are provided by a direct application of the functional delta-method. We shall consider below the empirical and the smoothed copula processes.
Applications to copula processes
Empirical copula processes
Copulas describe the dependence structure between some random vectors. They have been introduced a long time ago (Sklar 1959) and have been rediscovered recently, especially for their applications in finance and biostatistics. Briefly, a d-dimensional copula is a cdf on [0, 1] d whose marginal distributions are uniform. It summarizes the dependence structure independently of the specification of the marginal distributions.
Consider a random vector X = (X 1 , . . . , X d ) whose joint cdf is F and whose marginal cdfs' are denoted by F j , j = 1, . . . , d. Then there exists a unique copula C defined on the product of the values taken by the r.v. Nelsen (1999) for a complete theory).
Let (X i ) i∈Z be a vector valued stationary process. The distribution of X i is independent of i and we denote by C its copula which we shall estimate nonparametrically. For example, in the study a real valued stationary Markov sequence (Z i ) i∈Z , one may consider the vector Chen and Fan (2006) .
The empirical copula is defined by
As usual, we denote the empirical cdfs'
and we use the usual generalized inverse notations, for every univariate cdf
In the i.i.d. framework the consistency of C n and the limiting behavior of n 1/2 (C n −C) are obtained by Deheuvels (1979 Deheuvels ( , 1981 under the strong assumption of independence between marginals; Gaenssler and Stute (1987) and Fermanian et al. (2004) get rid of this restriction. Theorem 1 applied to
yields the extension to dependent data:
the Gaussian limit has continuous sample paths:
here v j ∈ [0, 1] d is the vector with components equal to 1 excepted for the jth, equal to u j .
The proof is based on our FCLT, Theorem 1, for multivariate weakly dependent sequences. Note that the covariance structure of n 1/2 (C n − C) relies on both (12) and (8).
Remark 3 The same result applies for sequences such that multivariate FCLT holds. We thus quote that Theorem 2 still holds under mixing conditions (see examples in Doukhan 2002):
• for stationary strongly mixing sequences, if α n = O n −a for some a > 1; we use Rio (2000) 's empirical CLT for vector-valued sequences.
• in the absolutely regular case Doukhan et al. (1995) 's result yields assumption
Other results yielding FCLT are recalled in Doukhan (1994) .
In practice, smoothed copulas are preferred for graphical representation. Nonparametric estimation is often the first step before a parametric modelization. For optimization purposes, estimates of the derivatives of underlying copulas are useful, e.g. for portfolio optimization in a mean-variance framework (Markowitz 1952) or with respect to any other risk measure, estimation of the sensitivities of Value-at-Risk or Expected Shortfall with respect to notional amounts (Gouriéroux et al. 2000 or Scaillet 2004 . The smoothed empiricalF n the copula processes in d dimensions writes as:
associated with the usual empirical process F n (see Eq. 7), where K is the primitive function of a d-dimensional kernel k subject to the limit condition lim −∞ K = 0, and where h = h n is a bandwidth. More precisely, k = 1, h n > 0, and h n → 0 when n → ∞. Similarly, the jth marginal cdf F j is estimated nonparametrically bŷ
where K j is the primitive function of a univariate kernel k j . We assume for simplicity that the bandwidth h is the same for every marginal and that k(u 1 , . . . ,
, the smoothed empirical copula process writes as:
or by smoothing directly the process C n ,
As in the i.i.d. case, the uniform distance between empirical processes and smoothed empirical processes is o P (n −1/2 ) under some regularity conditions. To prove this result, we need some technical assumption on the kernels: Assumption (K) Assume k is p times continuously differentiable, and:
• k is compactly supported, or • there exists a sequence of positive real numbers a n such that h n a n tends to zero when n → ∞, and
Moreover, we need:
See the proof in Sect. 4. Assumption (i) is satisfied when X is compactly supported, invoking Theorem 1. We get assumption (ii) by assuming some regularity on F, e.g. F is p-times continuously differentiable. Therefore, folllowing the Proof of theorem 10 in Fermanian et al. (2004) , we get:
Theorem 3 Assume (K) and
This result extends for weakly dependent processes the result on finite dimensional distributions in Fermanian and Scaillet (2002) . Moreover, we can prove Lemma 3.1 replacing F n by C n exactly by the same ways. Hence (see Theorem 11 in Fermanian et al. (2004) ):
Theorem 4 Assume (K) and
• (Y i ) i ∈ Z is η-dependent, η n = O(n −a ), a > a * d , • C is p times continuously differentiable, p ≥ 1, • nh 2 p n → 0. Then Ĉ (2) n − C n ∞ = o P (n −1/2 ). Hence n 1/2 (Ĉ (2) n − C) → G in (D([0, 1] d ), d S ).
Weak convergence of kernel copula densities
The limit of copulas is not distribution-free. This is why we also address the question of copulas densities. They are discussed in a semi-parametric framework (Sect. 3.2). In this case, limit laws of their finite distributions are asymptotically Gaussian and distributionfree, after a normalization. Assume each marginal law of the random vector X, say the jth, belongs to a parametric family 
By smoothing this empirical copula process, we get an estimate of the copula density. The key point is that the asymptotic law of this statistics is far simpler than G. For each index i the d-dimensional vectors we set
Assume that the law of the vectors Y i has a density τ with respect to the Lebesgue measure on R d . The kernel estimator of a copula density τ at point u is thuŝ
where K is a d-dimensional kernel and h = h n is a bandwidth sequence. As usual, we denote
For convenience, we will assume.
Assumption (K0)
The kernel K is the product of d univariate even compactly supported kernels K r , r = 1, . . . , d. It is assumed p K -times continuously differentiable. As previously, these assumptions are far from minimal. Particularly, we could consider some multivariate kernels whose support is the whole space R d , if they tend to zero "sufficiently quickly" when their argument tends to the infinity (for instance, at an exponential rate, like for the Gaussian kernel). As usual, the bandwidth sequence needs to tend to zero not too quickly.
Assumption (B0)
When n tends to the infinity, nh 4+d → ∞.
Assumption (T0) Denoting by
Moreover, τ and every density of (Y 0 , Y k ) are bounded in sup-norm, uniformly with respect to k ∈ Z.
Assumption (E) For every
and r n tends to zero quicker than n −1/2 h 1−d/2 when n tends to the infinity. Here, A j (θ 0 j ) denotes a positive definite non random matrix and
is a score function. It can be proved these assumptions are satisfied particularly for the usual maximum likelihood estimator, or more generally by M-estimators.
To invoke Doukhan and Prieur-Coulon (2000) , who state the result for the usual kernel density estimates, we need the assumption: 
where is diagonal, and its kth diagonal term is
Such a result can be used to prove some GOF tests, exactly as in Fermanian (2005) .
Remark 4
We also derive the convergence
and nh dλ n → ∞ as n → ∞, as a corollary of theorem 1 in Doukhan and Prieur-Coulon (2000) . The corresponding result also holds for finite dimensional distributions of this process (with independent limiting distributions).
Conditional copula processes
As previously, we consider stationary time series. Their conditional distributions with respect to past observations are often crucial to specify some underlying models. They are most of the time more useful than the joint or marginal unconditional distributions themselves. For instance, for a Markov process, the law of X i conditionally on X i−1 defines the process itself. It can be written explicitly and sometimes simply, contrary to the joint law of (X i , . . . , X 0 ). Dependence structures, copulas can be considered similarly. Patton (2001) has introduced conditional copulas, namely copulas associated with conditional laws in a particular way. We first extend his definition.
Let X be a d-dimensional random vector. Consider some arbitrary sub σ -algebras
Assumption S Let some d-vectors x andx. For almost every
This technical assumption is satisfied particularly when every conditional cdfs' of X 1 , . . . , X d is strictly increasing. It is satisfied too when Thus, a pseudo-copula is "as a copula" except that the margins are not necessarily uniform. We get
Theorem 6 For every random vector X, there exists a random variable function C
: [0, 1] d × −→ [0, 1] such that P(X ≤ u|B)(ω) = C(P(X 1 ≤ u 1 |A 1 )(ω), . . . , P(X d ≤ u d |A d )(ω), ω) := C(P(X 1 ≤ u 1 |A 1 ), . . . , P(X d ≤ u d |A d ))(ω), for every u ∈ [0, 1] d and almost every ω ∈ . This function C is B([0, 1] d ) ⊗ σ (A, B)
measurable. For almost every ω ∈ , C(·, ω) is a pseudo-copula and is uniquely defined on the product of the values taken by u j
When C is unique, it will be called the conditional (A, B) -pseudo copula associated with X. In general, it is not a copula, because of the difference between B and any A i (in terms of information). The latter pseudo-copula is denoted by C(·|A, B) .
Typically, when we consider a d-dimensional process (X n ) n∈Z , the previous sigmaalgebras are indexed by n, namely they depend on the past values. For instance, A j,n = σ (X j,n−1 , X j,n−2 , . . .) and B n = σ (X n−1 , . . .). Thus, conditional copulas depend on the index n and on the past values of X, in general. Actually, we get sequences of copulas. When the process X is one-order Markov, conditional copulas depend only on the last observed value. In this paper, we consider two basic following cases:
It is particularly relevant to specify (i) and (ii) when the process (X n ) is Markov. Even if the process does not satisfy this property, we could consider the previous σ -algebras A j,n and B n . One key issue is to state whether these copulas depend really on the past values. This assumption is made most of the time in practice (Rosenberg (2001) among others). Only a few papers try to modelize time dependent conditional copulas. For instance, to study the dependence between Yen-USD and Deutsche mark-USD exchange rates, Patton (2001) assumes a bivariate Gaussian conditional copula whose correlation parameter follows a GARCH-type model. Alternatively, Genest et al. (2003) postulate Kendall's tau is a function of current conditional univariate variances. Now, we try to estimate conditional copulas to test their constancy with respect to their conditioning subsets.
There
exists a relation between copulas in the (i) and (ii) cases, denoted by C (i) and C (ii) . More precisely, with obvious notations, we have
Clearly, when the underlying distributions are continuous and when the diameter of the box [a, b] is "small",
C (ii) in this case. Thus, to test the constancy of C (i) (·|X n−1 = u) with respect to u is almost the same thing as to test the constancy of C (ii) (·|X n−1 ∈ [a, b]) with respect to "small" boxes [a, b] . This intuitive argument justifies to test the zero assumption
for every a and b, against its opposite. Actually, a direct test of a similar zero assumption with C (i) is more difficult because the marginal conditional cdfs' need to be estimated by some nonparametric techniques. At the opposite, we do not need such tools with C (ii) , because the marginal conditioning probabilities can be easily estimated empirically.
Assume we observe a weakly dependent stationary sequence (X i ) 0 ≤ i ≤ n . Denoting by P n the empirical measure, we see that C (ii) (u|X 0 ∈ [a, b] ) may be estimated by
where we set, for j = 1, . . . , d and i ≥ 1:
Note that the estimatorsF X j,i (·|[a j , b j ]) and C n, (ii) (·|[a, b] ) can be written as some regular functionals of the empirical cdf of (X i , X i−1 ). By the same reasoning as in Lemma 3 in Fermanian et al. (2004) , we check that the "copula" C n, (ii) (·|[a, b] ) associated with the process X is the "copula" associated with the process Y, but by replacing every a j and b j by a j = F j (a j ) and
Thus, we could assume the underlying process has uniform marginals. By Theorem 1 and the functional delta method:
and that its copula has some continuous first partial derivatives. For every d-vectors a and b, the process
The proof is left to the reader. Thus, a test of H 0 can be based on the limiting behavior of
The covariance structure of the limiting process is particularly tedious. Thus, the critical values of such a test are obtained through Bootstrap procedures (see Fermanian et al. 2004 ).
Proofs
Proof of theorem 1
CLT for the finite dimensional distributions of B n
Let (s 1 , . . . , s m ) be a fixed sequence of elements in [0, 1] d . Denote by B n the vector-valued process
To prove a CLT for the vector B n is equivalent to prove the Gaussian convergence for any linear combination of its coordinates. Let (α 1 , . . . , α m ) be a real vector such that
. We use the Bernstein blocking technique, as described by Doukhan and Louhichi (1999) . Let p(n) and q(n) be sequences of integers such that p(n) = o(n) and q(n) = o( p(n)). Assume that the Euclidean division of n by ( p + q) gives a quotient k. For i = 1, . . . , k, we define the interval P i = {( p + q)(i − 1) + q + 1, . . . , (p + q)i} and Q the set of indices that are not in one of the P i . Note that the cardinal of Q is less than (k + 1)q. For each block P i and Q, we define the partial sums:
We use Lemma 11 of Doukhan and Louhichi (1999) .
Lemma 4.1 Let S n = 1 √ n n k=1 Z k be a sum of centered stationary r.v's, and set σ 2 n = var S n . Assume that:
where h and g are one of the sine or the cosine function,
and
Since the proof of this lemma is a direct adaptation of the proof of Lemma 3.1 in Withers (1981) , it is omitted. First note that
so that σ 2 n tends to a constant, see Rio (2000) . If this constant is zero then the limit of S n is 0. If it is not, we check the conditions of the preceding lemma for the sequence Z j . To check (15), note that, with obvious notations,
Consider (16). Note that g(
is a function of at most mp indicator functions whose Lipschitz modulus is less than t max i α i /( √ nσ n ).
Choosing p = n 5/6 and q = n 5/6a gives a bound tending to 0.
To prove (17), it is sufficient to show that
and we conclude by applying proposition 1 for l = 2 to the couples (0, s i ):
In order to prove (18), note that (15) implies that
Taking p = n 5/6 and q = n 5/6a , we get a bound tending to 0.
Tightness of B n
As in Doukhan and Louhichi (1999) , we prove a Rosenthal type inequality. This result is of independent interest.
Proposition 1 Assume that Y has uniform marginals and is η-dependent with
For every integer l < (a + 1)/2 and s, t such that s ≤ t and t − s 1 < C:
where
The same result may be easily proved when the marginal distributions have a bounded density (see Doukhan and Lang (2002) ).
Proof of proposition 1 Let
Because process Y has uniform margins, we get
so that
For any multi-index k of Z denote k = j x k j (s, t). Roughly,
For any integer q ≥ 1, set
then
For a finite sequence . . . , k (q) ) be the same sequence ordered from the smaller to the larger. The gap r (k) in the sequence is defined as the max of the integers . . . , k (q) ). Define the set G r (q, n) = {k ∈ {1, . . . , n} q ; r (k) = r }. Sorting the sequences of indices by their gaps, we get
Define V q (n) as the right hand side of (26). In order to prove that the expression (27) is bounded by the product m A m (n)A q−m (n), we make a first summation over the k's with #k 1 = m. Hence
To build a sequence k belonging to G r (q, n), we first fix one of the n points of {1, . . . , n}. We choose a second point among the two points that are at distance r from the first point. The third point is in an interval of radius r centered on one of the preceding points, and so on. Thus
We use condition (9) (here 2q replaces uLip f + vLip g) and condition (23) to deduce
Denote R the integer such that R < ( t − s 1 /C) −1/a ≤ R + 1. For any 2 ≤ q ≤ 2l:
By assumption, R ≥ 1, so that ( t − s 1 /C) −1/a ≤ 2R, and
We find that:
The rhs of Eq. 29 is a function of q that satisfies condition (H 0 ) of Doukhan and Louhichi (1999) :
.
, we see from (28) that
Then, by invoking a Lemma of Doukhan and Louhichi (1999) based on the Catalan's numbers property, we get that
and (20) is proved.
Oscillation of the empirical process We use this moment inequality and the techniques of Doukhan and Prieur-Coulon (2000) to compute the oscillations of the process. Let m be in N d , and (s, t) be two elements of
Because B n is the difference between two monotone functions, we get
because the marginal distributions of F are uniform. Thus,
For such a box, p < U = s and p > U = s + m/n are opposite vertices of the box and we define 
with the constants K p = 
Because of the moment inequality and p
and the same relation for the lower vertex yields
The following result may be found in Bickel and Wichura (1971) on p. 1661: assume that
We thus deduce by using the definition of K p :
so that (32) is proved for m.
To prove the tightness of the sequence of processes B n , we study the oscillations of B n . Let > 0. Let n be such that 2d/ √ n < /8. 
Because of relation (31) and Proposition 1, we obtain
so that B n satisfies the tightness criteria for the multi-dimensional case, see Bickel and Wichura (1971) : for every > 0,
proving the result.
Proof of theorem 2
¿From lemma 3 in Fermanian et al. (2004) , it is enough to assume that the law of X is compactly supported on (D([0, 1]) , · ∞ ). The result follows by applying Theorem 3.9.4 in van der Vaart and Wellner (1996) and our Theorem 1.
Proof of Lemma 3.1
First, let us assume that k is compactly supported. Then, by some integrations by parts, we get
Since v belongs to a compact subset, hv is bounded above uniformly with respect to v and n. Equicontinuity of the process √ n(F n − F) thus provides the result with our assumptions. If k is not compactly supported, we lead the same reasoning. Now, for n sufficiently large,
which tends to zero under our assumptions.
Proof of theorem 5
A Taylor expansion yields for every u ∈ [0, 1] d ,
for some random vectorsŶ * i satisfying Ŷ * i − Y i ≤ Ŷ i − Y i a.e. Note that τ * is the kernel density estimator studied in Doukhan and Louhichi (2001) , when applied to the weakly dependent sequence (Y i ) i∈Z , which is improved in the paper by Doukhan and Prieur-Coulon (2000) . Thus we get fidi convergence of √ nh d (τ * − τ ).
It remains to prove that R 1 (u) and R 2 (u) are negligible. Let us first study R 1 (u). Denote partial derivatives wrt u j by ∂ j ,
where θ * j belongs a.e. to a neighborhood of θ 0 j for every j. Since the process (Y i ) i∈Z is weakly dependent, and since B j (θ 0 j , Y k, j ) is centered, we get 
We consider every relative positions of the indices i 1 , i 2 , k 1 , k 2 ( j 1 and j 2 do not play any role). In each cases, weak dependence allows us to bound the expectation of T i 1 , j 1T k 1 , j 1 T i 2 , j 2T k 2 , j 2 . As in Theorem 5 of Fermanian (2005) 
which proves the result.
