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Abstrakt
Práce se zabývá návrhem a optimalizací modelů umělých neuronových sítí (konkrétně ne-
lineárních autoregresních sítí) a jejich následným využitím v aplikaci pro predikci vývoje
časových řad akcií.
Abstract
The thesis deals with the design and optimization of artificial neural networks (specifically
nonlinear autoregressive networks) and their subsequent usage in predictive application of
stock market time series.
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Při studiu ekonomických věd mě velice zaujala technická analýza, která zahrnuje oblasti, jež
jsou mi profesně blízké, konkrétně techniky inspirované přírodními systémy a jevy. Proto
jsem se rozhodl pro její hlubší studium a pochopení prostřednictvím výběru diplomové
práce na toto téma.
Potřeba předvídat nebo odhadovat budoucí vývoj událostí nebo určitých metrik na zá-
kladě předchozího doprovází lidstvo již od pradávna. První pokusy o predikci známe již
z mytologie nebo historie a dotýkají se nás i v každodenním životě. Dokonalým příkladem
jednoduchých verbálních predikčních modelů jsou pranostiky, pořekadla, přísloví a úsloví,
jež se na základě empirie mnoha generací pokoušejí o predikci pravděpodobného vývoje
rozličných situací dotýkajících se lidského života a prostředí okolo něj.
S vývojem myšlení a prohlubování znalostí došlo lidstvo k závěru, že některé systémy vy-
kazují vysoce složité a na první pohled nedeterministické chování. Možnosti predikce u ta-
kovýchto systémů jsou omezené, a proto byly vyvinuty metody inspirované biologickými
systémy a procesy, které se vyskytují v přírodních jevech. Jsou jimi zejména modely neuro-
nových sítí, které představují přirozený nástroj pro zpracování nelineárních procesů živými
tvory. Jejich užití pro predikci vychází z představy naučit se historická data a na jejich
základě produkovat hypotézy o budoucím vývoji.
Práce se snaží prezentovat pohledy a metody systémového inženýrství, informatiky a tech-
nické analýzy a aplikovat poznatky získané studiem těchto oborů na konkrétní problematiku
ekonomických věd, která se týká predikční aplikace na kapitálových trzích.
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Kapitola 1
Vymezení problému a cíle práce
Klíčové úlohy týkající se kapitálových trhů jsou zejména problémy určení hodnot akcie,
predikce trendů časových řad finančních instrumentů, obchodování na burze, optimalizace
portfolií a další.
V ekonomických vědách existuje několik analytických přístupů k řešení těchto problémů,
které budou postupně v teoretické části práce rozebrány a diskutovány. Z těchto oblastí
jsem si pro konkrétní aplikaci vybral technickou analýzu a pod ní spadající aplikace metod
umělé inteligence, což je oblast, která nabízí pro tyto problémy různá řešení stavějící často na
inspiraci přírodními jevy a snaze o matematický popis dynamických nelineárních systémů.
Tato široká oblast zahrnuje např. systémy fuzzy logiky (logiky neostrých množin), umělých
neuronových sítí, evolučních algoritmů a teorie chaosu.
Klíčový problém, na který se v této práci zaměřuji, je predikce vývoje časových řad na
kapitálovém trhu, pro kterou budou použita obchodní data trhu NASDAQ.
Cílem práce je vybrání vhodného modelu z oblasti umělé inteligence, konkrétně umělé neu-
ronové sítě, a navrhnout aplikaci pro jeho sestavení, optimalizaci a otestování. Poté matema-
ticky formalizovat možnosti optimalizace takového modelu, navrhnout několik konkrétních
optimalizací pomocí matematických nástrojů zejména z oblasti popisu stochastických jevů a
využít možností dalších nástrojů umělé inteligence, kterými jsou genetické algoritmy. U sa-
motné predikční části bude dále naznačen možný směr využití vybraných partií z teorie
chaosu.
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V závěru budou diskutovány výsledky získané pomocí vytvořeného obchodního simulátoru
nad různými konfiguracemi modelů vylepšených aplikovanými optimalizacemi a naznačeny
možnosti dalšího rozvoje aplikace.
Jako vývojové prostředí pro programovou část práce jsem zvolil výpočetní systém MATLAB
díky jeho vysokému výkonu, množství toolkitů, velkému počtu podpůrných funkcí a progra-
mové otevřenosti. Ta umožňuje vytvářet vlastní programové aplikace, protože se nejedná
o specializovaný software pouze pro predikční úlohy, ale o obecný výpočetní systém. Jelikož
se jádro práce opírá o výpočetní systém MATLAB, jsou do popisu problematiky zahrnuty
i některá specifika implementace představeného řešení v tomto prostředí.
Textová část práce postupně prochází matematický aparát vytyčených oblastí, popisuje jed-
notlivé studované části dané problematiky a poté podává ucelený přehled o implementované




Tato kapitola uvádí čtenáře do teoretických základů problematiky. Postupně zde formalizuji
použitý matematický aparát, dále jsou představeny jednotlivé oblasti, kterých se práce vý-
znamnou mírou dotýká, nebo které využívá; konkrétně se jedná o popis systému finančního
trhu, teorií popisu systému trhů, časových řad, akcií, dále pak shrnutí užívaných metod
akiových analýz a popis vybraných součástí soft-computingových modelů a metod.
Při zápisu desetinných čísel bude místo typické české notace s desetinnou čárkou užita pro
lepší přehlednost a čitelnost notace s desetinnou tečkou. Tedy místo 0, 5 bude psáno 0.5 a
u zápisů intervalů, vektorů apod. bude čárka sloužit jako interpunkční oddělovací znaménko.
2.1 Vektor z pohledu informatiky
V práci jsou formálně definovány některé důležité matematické vztahy a pro jejich popis vy-
užívám zejména vektorového počtu. Užitá podoba vektoru se může lišit od běžně používané
a chápané definice a proto jsem zařadil do práce jeho formalizaci v kontextu informatiky. 1
Definice 2.1.1 Nechť A je neprázdná uspořádaná konečná množina prvků stejného typu.
Tuto množinu nazveme vektorem.
1V některých programovacích jazycích, jako je např. C++, existuje přímo datový typ Vector reprezen-
tující vektor ve výše definované podobě.
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Vektorem tedy rozumíme uspořádanou n-tici jakýchkoli prvků stejného typu, tedy např.
přirozených čísel, dalších vektorů, datových struktur atd. Z hlediska informatiky můžeme
na takový vektor pohlížet jako na pole prvků stejného typu.
Vektor bude v dalším kontextu značen tučně velkým tiskacím písmem a jeho prvky (složky)
jako uspořádaná n-tice ohraničená kulatými závorkami s jednotlivými položkami odděle-
nými čárkou v podobě A = (k1, k2, . . . , kn), kde A značí vektor a (k1, k2, . . . , kn) jeho
složky.
Věta 2.1.1 Nechť A je vektor. Pak ∀A ∃!n ∈ N+ : n = |A |
Tato věta říká, že každý vektor je kladné nenulové délky (tu není nutné pro tuto práci
uvažovat) a počet jeho prvků je roven n. Počtem prvků se rozumí totéž co velikost nebo
délka vektoru zapsaná jako |A |.
2.2 Časové řady
Časová řada představuje vektor numerických hodnot (složek) seřazených a indexovaných
v čase. Zapisujeme ji jako
y = (y1, y2, . . . , yN ) (2.1)
kde jednotlivé složky představují hodnoty v čase vzorkování t = 1, t = 2 až t = N a N
je počet hodnot časové řady. Pro potřeby predikce se uvažuje hodnota yN jako poslední a
predikované hodnoty se značí yN+1 až yN+i, což představuje i-tou predikovanou hodnotu.
Pro časovou řadu také platí, že časová perioda vzorkování (vzdálenost sousedních složek)
je konstantní:
∆t = tj − tj−1 = konst. 1 < j ≤ N (2.2)
Perioda vzorkování ∆t nabývá různé velikosti, v závislosti na níž lze časové řady rozdělit
na řady
• velmi vysoké frekvence (minuty)
• vysoké frekvence (hodiny)
• střední frekvence (dny)
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• nízké frekvence (týdny)
• velmi nízké frekvence (měsíce)
Obrázek 2.1: Složky časové řady (převzato z [4])
Časovou řadu lze rozdělit na dvě složky – deterministickou a stochastickou. Jejich další
dělení je zachyceno na obrázku 2.1. Časová řada může obsahovat jen některé z uvedených
složek. [4]
2.3 Finanční trh
Teorie finančního trhu vychází z předpokladu, že část ekonomických subjektů v ekono-
mice je často vystavena přechodné situaci, kdy buďto mají přebytek finančních prostředků
nebo naopak jejich nedostatek. Systém finančního trhu pak umožňuje přesunovat finanční
prostředky mezi těmito subjekty pomocí vytváření a obchodování finančních instrumentů.
Díky tomu jsou finanční prostředky alokovány k těm deficitním jednotkám, které je dokáží
nejefektivněji využít.
Finanční trh také zajišťuje likviditu, takže deficitní i přebytkové jednotky mohou relativně
pružně a s minimálními náklady aktualizovat své portfolio před termíny splatností finanč-
ních instrumentů. Další důležitou funkcí finančního trhu je financování provozního kapitálu
podniků, poskytování krátkodobých finančních úvěrů a také poskytování financí pro speku-
lativní nákupy cenných papírů a komodit. [21]
Nejvýznamnější dělení systému finančního trhu se provádí na základě doby splatnosti ob-
chodovaných instrumentů, které se na jednotlivých dílčích trzích obchodují, a je znázorněno
na obrázku 2.2.
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Obrázek 2.2: Základní rozdělení finančního trhu (převzato z [27])
Z něj lze vidět, že části peněžního a kapitálového trhu, kde se obchodují cenné papíry,
se pak souhrnně označují trhem cenných papírů. Mezi cenné papíry peněžního trhu patří
krátkodobé instrumenty jako jsou směnky, komerční cenné papíry, depozitní certifikáty a
další. Mezi cenné papíry kapitálového trhu pak patří instrumenty dlouhodobé, a to zejména
dluhopisy a majetkové cenné papíry (akcie a podílové listy). [30]
2.3.1 Kapitálový trh
Kapitálový trh je podsystémem systému finančních trhů a je určen pro finanční operace
s dlouhodobými finančními prostředky s povahou investic. Aktéry kapitálového trhu tvoří
jednotlivci, podniky, finanční instituce, vlády či mezinárodní a nadnárodní organizace, jež
zde vystupují jako emitenti, investoři nebo zprostředkovatelé. [27]
V principu se kapitálový trh dle [30] dělí podle druhu emise cenných papírů na segmenty
• primární, kde se prodávají právě emitované cenné papíry svým prvním majitelům, a
to buď veřejnou nebo neveřejnou nabídkou. Při veřejné nabídce je emise buď nabídnuta
nejprve zprostředkovateli (nejčastěji bance), který ji teprve pak nabídne veřejnosti,
nebo je nabídnuta veřejnosti přímo. Při neveřejné emisi jsou cenné papíry nabídnuty
pouze předem stanoveným zájemcům.
• sekundární, kde se prodávají a nakupují již emitované cenné papíry za tržní ceny.
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Trhy pro veřejnou nabídku se dále podle [27] dělí na
• organizované trhy, kam spadají zejména burzy.
• neorganizované trhy, kam spadají tzv.
”
obchody přes přepážku“, kdy zájemce
o nákup nebo prodej cenných papírů obchoduje zpravidla s obchodníkem s cennými
papíry nebo legitimní profesionální institucí, kteří daný obchod mohou zprostředkovat
nebo obchodovat z vlastního portfolia. Tento druh obchodů se někdy označuje jako
OTC trhy (over the counter markets).
2.3.2 Akcie
Akcie je listinná, případně také elektronická, forma zákonného podílu na majetku spo-
lečnosti, která akcii vydala. Držitelům akcií jsou vypláceny dividendy, což jsou podílové
finanční výplaty. Trh, kde jsou tyto akcie směňovány za finanční prostředky, se nazývá
akciový trh. Společnost, která emituje akcie na vstup systému akciového trhu, se nazývá
emitent. Emitenti působí na vstup systému akciového trhu tím, že vydávají do oběhu své
akcie. Jako prvky systému zde pak vystupují investoři, kteří transformují akcie směnou
za finanční jednotky na vlastnická práva. Ta jsou pak výstupem této transformace spolu
s finančním ziskem pro vstupní emitenty, kteří zde tedy působí částečně také na výstupu
tohoto systému. Řadí se mezi spekulační a obchodovatelné cenné papíry. [24]
Akcie musí podle [30] obsahovat:
• obchodní jméno a sídlo společnosti;
• číselné označení a jmenovitou hodnotu;
• označení, zda je akcie na jméno nebo na majitele, v případě, že je na jméno, tak také
majitele;
• výši základního jmění společnosti a počet akcií v době vydání;
• datum vydání a podpisy dvou oprávněných členů představenstva;
• při větším počtu akcií označení druhu a práv spojených s jejím držením.
Podle převoditelnosti lze akcie podle [30] dělit na akcie:
• na doručitele, jež jsou volně převoditelné;
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• na majitele, jejichž převoditelnost může být vázaná na souhlas emitenta;
• zaměstnanecké, což jsou akcie na jméno převoditelné pouze mezi zaměstnanci spo-
lečnosti.
a podle postavení akcionářů na:
• kmenové, s jejichž vlastnictvím přechází na majitele i právo hlasovat na valné hro-
madě společnosti a pobírat dividendy;
• prioritní s přednostním právem výplaty dividend v určené výši a bez hlasovacího
práva na valné hromadě. Tyto akcie se zpravidla vydávají do maximálního rozsahu
poloviny základního kapitálu společnosti.
2.3.3 Trh NASDAQ
Jedná se o třetí největší akciový trh na světě, jehož název je akronymem slovního spojení
National Association Securities Dealers Automatic Quotation. Tento trh vznikl v roce
1971 a funguje na principu OTC (viz. 2.3.1). Jedná se o decentralizovaný elektronicky
řízený trh. Obchodníci přímo zadávají informace o kursech akcií, při nichž jsou ochotni
nakupovat nebo prodávat. NASDAQ je financován účtováním poplatků firmám, které na
něm kótují své akcie. [5]
Na tomto trhu se obchodují akcie, opce a futures zejména IT firem, biotechnologických
firem a dalších technologicky orientovaných společností, jako jsou Google, Microsoft, Oracle,
Apple, Intel a další. Počet společností, jejichž akcie jsou obchodovány na tomto trhu, činí
k 2.5.2012 celkem 2768. Tento trh je vlastněn společností NASDAQ OMX Group.
Podmínky k obchodování zahrnují pro společnosti několik minimálních požadavků. Zejména
jde o minimální hodnotu čistých stálých aktiv, která musí dosahovat hodnoty nejméně čtyři
milióny amerických dolarů a alespoň pět set tisíc veřejně obchodovatelných akcií.
Systém obchodování je založen na kotacích, které představují poptávkové a nabídkové ceny,
a jejich rozdílu – spreadu. Makléřské firmy v pozicích market makerů pak vystupují na obou
stranách trhu a riskují vlastní kapitál za účelem zisku. Obchodování začíná každý pracovní
den v 15:30 SEČ a končí ve 22:00 SEČ2. [2]
2Středoevropský čas, také nekdy značen anglickou zkratkou CET (Central European Time)
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Nejsledovanějším indexem, který měří vývoj všech akcií obchodovaných na trhu NASDAQ,
je index NASDAQ Composite (IXIC). Tento souhrnný index měří vývoj akcií v celosvětovém
měřítku a je více zaměřen na technologický sektor. Jedná se o vážený index, kde váhu tvoří
tržní kapitalizace jednotlivých komponent. Druhým významným indexem je NASDAQ 100,
který zahrnuje sto nejvíce obchodovaných nefinančních firem a na nějž je vázána spousta
derivátů. 3 Indexy jsou složeny ze čtyř složek oceněných v amerických dolarech (dále jen $):
• otevírací cena pro daný interval (Open),
• nejnižší cena daného intervalu (Low),
• nejvyšší cena daného intervalu (High),
• uzavírací cena pro daný interval (Close).
Zpracováno podle [11], [12], [22].
Na časových řadách akcií obchodovaných na tomto trhu bude demonstrována praktická část
této práce (kapitola 4).
2.4 Modely cen akcií
V této podkapitole shrnu tři základní přístupy k analýze a výběru akciových instrumentů,
které odrážejí různé náhledy na ohodnocování akcií a popis akciových kurzů. Tyto metody
prošly dlouhým vývojem, zejména zhroucení akciové burzy v osmdesátých letech dvacátého
století pobídlo analytiky a burzovní teoretiky k hledání nových spolehlivých teorií.
Dva zásadní přístupy jsou fundamentální a technická analýza. Fundamentální analýza
hledá skutečnosti, které vyvolávají pohyby akciových kurzů, technická analýza pak po-
pisuje průběhy kurzů a hledá nákupní a prodejní signály. Tyto teorie doplňuje analýza
psychologická, která se zaměřuje hlavně na chování investorů.
Proti fundamentální a technické analýze se někdy staví hypotéza efektivních trhů, která se
ale dnes již považuje za překonanou. [30], [21], [4]
Na tuto problematiku dále navazuje podkapitola 2.5, která diskutuje současné teorie popisu
kapitálových trhů a jejich vztah k tvorbě akciových kurzů.
3Historické údaje o vývoji indexů lze získat např. na webu www.finance.yahoo.com
19
2.4.1 Fundamentální analýza





Globální analýza se zabývá vlivem celé ekonomiky a trhu na akciové kurzy a zkoumá hos-
podářské a politické faktory, které mohou působit na utváření akciového kurzu, jako jsou
hospodářská situace a politika vlády, cenový a úrokový vývoj, měnová politika centrálních
bank apod.
Po této analýze se přistupuje k analýze odvětví, kdy se analyzují jednotlivé sektory, jako
jsou zemědělství, průmysl, bankovní a pojišťovací služby, která ale nejsou stejně citlivá na
vývoj ekonomiky a proto existuje rozdílná míra zisku jednotlivých ekonomických segmentů.
Odvětvová analýza se tedy zaměřuje na
1. identifikaci charakteristických znaků odvětví,
2. předpovídání vývoje v jednotlivých odvětvích.
Charakteristickými znaky se rozumí citlivost odvětví na hospodářský cyklus, způsob vlád-
ních zásahů a regulací a typ odvětví. Vzhledem k výše zmíněnému faktu, že různá odvětví
jsou různě ovlivňována vývojem ekonomiky, rozlišuje je fundamentální analýza z hlediska
citlivosti na
Cyklická odvětví
Tato odvětví dosahují dobrých hospodářských výsledků v období expanze ekonomiky,
ale v období recese se dostávají do problémů. Příkladem je stavební průmysl nebo
automobilový průmysl.
Neutrální odvětví
Jedná se o odvětví zejména nezbytných statků jako jsou průmysl potravinářský nebo
farmaceutický a také odvětví vyrábějící statky s nízkou cenovou elasticitou poptávky
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(cigarety, alkohol). Tyto odvětví nejsou hospodářskými cykly nijak významně ovli-
vňována.
Anticyklická odvětví
Jsou opakem cyklických odvětví, tedy v době útlumu ekonomiky vykazují velmi dobré
výsledky. Jedná se o např. o levné zábavní průmysly.
Firemní analýza jednotlivých akciových společností je pak zaměřena na dvě základní oblasti:
• stanovit, zda je akcie nadhodnocena, podhodnocena, nebo oceněna správně;
• s využitím finanční analýzy stanovit kvalitu finančního hospodaření firmy a prognózu
jejího budoucího vývoje.
Fundamentální analýza vychází z předpokladu, že lze stanovit vnitřní hodnotu akcie a
akciový kurz má fluktuační charakter okolo této hodnoty. Pak agreguje informace získané
jednotlivými analýzami a porovnává zjištěnou vnitřní cenu akcie s aktuálním tržním kurzem.
V případě zjištěného podhodnocení lze očekávat růstový trend, v případě nadhodnocení
trend klesající.
Zpracování podle [21], [30].
2.4.2 Psychologická analýza
Psychologická analýza přenáší teorii trhu do odlišné roviny. Vychází z myšlenky, že význam-
ným kurzotvorným faktorem jsou psychologické reakce investorů, což je důležité zejména
v krátkodobém časovém horizontu. Na akciových trzích interaguje velké množství kupujících
a prodávajících, kteří jsou ovlivňováni velkým množstvím faktorů. Obchodní rozhodování
investorů tak není ovlivňováno jen faktory fundamentálního charakteru, ale také faktory
tzv.
”
kolektivní investiční hry“. Tato myšlenka vychází z předpokladu, že se zde uplatňují
rysy skupinového a davového chování, které lze pozorovat, pokud jsou investoři součástí
větší skupiny. Rozlišují se tři základní teorie:
Keynesova investiční psychologie
J. M. Keynes tvrdí, že zásadní vlivy na vývoj akciových kurzů mají subjektivní faktory jako:
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• Struktura vlastníků akcií, kdy se zvyšuje podíl takových vlastníků akcií, kteří nemají
potřebné znalosti k jejich ohodnocení.
• Akciové kurzy nadměrně reagují na určité události, které nemají skutečný dopad na
akciové trhy, což může způsobit vysokou volatilitu kurzů.
• Chování investorů je ovlivňováno kolektivní psychologií velkého počtu neinformova-
ných jednotlivců.
• Investiční rozhodování je zaměřeno na odhadování budoucích reakcí investorů.
Teorie považuje za nebezpečnou situaci, kdy by investování na základě prognózování kolek-
tivní psychologie převážilo nad predikcí budoucích vývoje pomocí fundamentálních faktorů.
Kostolanyho burzovní psychologie
Kostolany předpokládá, že v krátkém období (1 rok) jsou akciové kurzy velkou mírou ovli-
vňovány psychologickými reakcemi investorů na různé události. Naproti tomu ve středním
a dlouhém období předpokládá za hlavní kurzotvorné faktory fundamentální ukazatele.
Kostolany dělí účastníky trhu podle charakteru jejich chování na dvě skupiny:
• Hráči, kteří nejednají na základě fundamentálních faktorů ale pouze na základě no-
vých událostí. Jejich chování je iracionální a reagují davově, tzn. nakupují a prodávají,
když to dělá většina ostatních. Snaží se rychle dosáhnout zisku a tvoří až 90 % bur-
zovních aktérů.
• Spekulanti realizují spíše transakce dlouhodobějšího charakteru, chovají se racio-
nálně a většinou jdou proti davu. Obchodují pouze na základě podložených prognóz
a jsou finančně úspěšnější než hráči.
Tato teorie tvrdí, že budoucí kurz bude odlišný podle toho, která z těchto dvou skupin drží




Tato teorie se snaží o popis situací, kdy kurzy akcií po určitý čas rostou a pak dojde
k náhlému poklesu. Pro tyto změny není možné nalézt žádné fundamentální vysvětlení.
Spekulativními bublinami se pak nazývají pávě tyto fundamentálně nevysvětlitelné skoky
v kurzech. Jejich výskyt se podle této teorie přisuzuje jevům masové psychologie, která
souvisí s reakcemi na různé události. Nebezpečí této skutečnosti tkví v tom, že slabí investoři
mohou v předtuše nárůstu začít nakupovat, ale místo toho se dostanou do ztráty. Podobně
je tomu naopak, kdy investor očekává dlouhodobý pokles, a tak v panice prodá akcie pod
cenou. To taktéž vede k jeho ztrátě.
Známým případem
”
prasknutí“ jedné z takových bublin je krach trhu NASDAQ v roce
2000. Ten je přisuzován přehnanému očekávání zisků společností z technických oborů.
Zpracováno podle [21], [27].
2.4.3 Technická analýza
Na rozdíl od fundamentální a psychologické analýzy je technická analýza postavena na zna-
losti historických tržních dat. Mezi tyto data patří tržní ceny akcií, indexy, objemy obchodů
a technické indikátory. Technická analýza také předpokládá, že určit vnitřní hodnotu akcie
je velice složité, případně až nemožné. Jejím cílem je proto predikování krátkodobých ce-
nových pohybů akcií nebo akciových indexů (zejména trendů) jako indikátorů pro nákup
nebo prodej.
Vyvstává však otázka, jak se samotná technická analýza staví k tržní ceně akcie. Podle
[21] jsou tyto ceny určeny nabídkou a poptávkou a odrážejí pohled účastníků trhu, který
je buďto optimistický nebo pesimistický a poptávka po akcii se odvíjí od podílu těchto
dvou skupin. Techničtí analytici uvažují informované investory, tedy takové, kteří při svém
rozhodování využívají mnoho faktorů, a to i takových, které nemají žádný fundamentální
význam. Dále uvažují hypotézu, že chování akciových kurzů vykazuje nenáhodný trendový
charakter.
Předpoklady technické analýzy lze tedy shrnout následovně:
1. Tržní cena akcie je dána pouze vztahem nabídky a poptávky.
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2. Nabídka a poptávka po akciích je závislá na fundamentálních ale i psychologických
faktorech.
3. Akciové kursy vykazují trendové chování. Trvá nějaký čas, než se tržní cena stabilizuje.
4. Změna trendu je způsobena změnou poměru nabídky a poptávky a může být identi-
fikována z historického vývoje.
5. Grafické formace v kurzech se opakují a umožňují prognózy budoucího vývoje.
Klíčovým bodem je bod č. 3, který tvrdí, že historická data lze díky prodlevě využít pro
predikci budoucího vývoje.
Důležitým mezníkem technické analýzy je Dowova teorie.4 Ta je založena na předpokladu,
že většina akcií se na trhu chová podobným způsobem a jen malé procento akcií vykazuje
rozdílné chování. Na základě této domněnky bylo zpracováno znázornění celého trhu po-
mocí dvou indexů (DJIA a DJTA) zahrnujících významné akcie průmyslových společností
a společností zabývajících se dopravou a dopravním průmyslem. V současnosti je výklad
Dowovy teorie různý, nicméně její hlavní přínos je v zahrnutí nefundamentálních faktorů
do analýz a v rozvoji dalších úvah na poli technické analýzy. [21]
Moderní technická analýza využívá obsáhlé portfolio metod a nástrojů, které lze podle [27]
v zásadě rozdělit na
• Grafické metody snažící se odhalovat pravidelně se opakující informace
– na trzích, kde se zaměřují na nalezení primárního trendu,
– pro jednotlivé akcie, kde se snaží identifikovat nákupní prodejní signály.
Mezi ně patří zejména čárové, sloupkové, svícnové a další grafy.
• Metody založené na technických indikátorech představující skupinu metod,
které analyzují tržní, objemové nebo cenové charakteristiky opět buď celého trhu
nebo pouze jednotlivých akcií.
Technické indikátory se podle [27] obecně dělí do tří skupin podle dat, která používají:
• cenové indikátory využívající pouze ceny,
4Jejím autorem není přímo Charles H. Dow, ten zpracovával studie o chování trhu a teprve po jeho smrti
byla na jejich základě vytvořena ucelená teorie.
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• objemové indikátory využívající informace o objemech zrealizovaných obchodů,
• cenově objemové indikátory využívající informace o objemech i ceně.
Mezi základní indikátory patří podle [27] například:
Klouzavé průměry
Jedná se o často užívaný a významný nástroj. Své využití nachází při identifikaci směru a
míry pohybu kurzů. Podle způsobu konstrukce se dělí ještě na další podtypy, jako jsou např.
jednoduché, vážené, exponenciální nebo variabilní. Při analýze hlavního trendu se často
používá dvousetdenní klouzavý průměr, pro střednědobý trend je to často padesátidenní
klouzavý průměr a pro analýzy krátkodobých pohybů jsou to často několikadenní klouzavé
průměry. Obchodní signály se poté určují z grafu, kde je zanesena křivka vývoje sledovaného
kurzu a křivka klouzavého průměru za zvolený časový interval.
Nákupní signál pak nastává, když křivka skutečného kurzu protíná křivku klouzavého
průměru zezdola nahoru, u prodejního signálu je tomu naopak. Pro potvrzení predikce
se může užít např. nějakého objemového indikátoru.
Pásmová analýza
Využívá klouzavé průměry a její princip spočívá v pohybu ceny vzhledem k definovanému
pásmu. Pracuje se třemi křivkami – kurzem akcie a horní a dolní hranicí pásma. Vytvoří
se klouzavý průměr kurzu akcie, který se určí jako střed pásma. Šířka pásma se určí buď
jako konstantní, nebo častěji jako dynamická v závislosti na volatilitě kurzu. 5 Horní hra-
nice se nazývá linie odporu a dolní linie podpory. Obchodní signály jsou pak indikovány
překročením jedné z těchto linií.
Významným pásmovým indikátorem jsou Bollingerova pásma, u kterých se velikost pásma
mění v závislosti na volatilitě kurzu dané akcie.
5Pojem volatilita označuje míru kolísání kurzu instrumentu za časovou jednotku, často je také interpre-
tována jako míra investičního rizika daného instrumentu.
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Oscilátory
Představují skupinu technických indikátorů, které měří změny kurzu v daném časovém
intervalu. Často se užívají k analýze přechodových trendů mezi významným sestupným a
vzestupným trendem. Oscilátorů je velké množství, uvedu jen známé a často užívané:
• Momentum – nejjednodušší oscilátor porovnávající současný a minulý kurz akcie
dosažený ve stanoveném počtu dní. Tím analyzuje cenovou úroveň a také intenzitu
oscilace kurzu. Existuje ve formě absolutní, která je definována jako rozdíl současného
kurzu a kurzu daného pevným počtem dní zpět, a formě relativní, která je definována
jako poměr současného kurzu a kurzu o daný počet dní zpět. Obvykle se užívá deseti až
dvanáctidenní historie, absolutní hodnota osciluje okolo nuly a relativní okolo hodnoty
100. Obchodní signály vznikají při průrazu absolutní i relativní hranice.
• RSI – index relativní síly je konstruován tak, aby kompenzoval problémy ostatních
oscilátorů na nevyrovnaných trzích. RSI je definován jako podíl průměru kladných
změn a záporných změn v ceně za určitou časovou periodu. Délka této periody se
musí nastavit podle charakteru trhu. Čím je tento interval kratší, tím RSI indikuje
více obchodních signálů (včetně falešných).
• MACD – je považován za jeden z nejspolehlivějších technicko-analytických indiká-
torů. Jeho výpočet je založen na rozdílu dlouhodobého exponenciálního klouzavého
průměru od krátkodobého. MACD pak osciluje kolem nulové hodnoty dané dlouhodo-
bým klouzavým průměrem. Obchodní signály jsou pak indikovány výchylkami mimo
tuto hodnotu – růst indikuje rostoucí trend, pokles klesající trend. Tato výchylka musí
překročit tzv. spouštěcí linii.
Tyto metody pak doplňují pokročilé metody využívající principy umělé inteligence, které
budou popsány dále od podkapitoly 2.7.
Zpracováno podle [27], [21], [30].
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2.5 Teorie popisu kapitálových trhů
Pro vysvětlení jevů a zákonitostí na kapitálových trzích bylo postupně vytvořeno několik
teorií, které se snaží o jejich popis. Každá z nich má své klady i zápory. První z nich je
hypotéza efektivního trhu, která se dnes považuje za překonanou, ale i přesto je vhodné se jí
zabývat. Další v pořadí je teorie fraktálních trhů, která odráží moderní přístupy a chápání
trhů. Tyto teorie se nesnaží přímo o určení vnitřní hodnoty akcie nebo o predikci trendu
jako metody analýz uvedené v předchozí podkapitole, ale snaží se vyvodit zákonitosti, které
mohou toto rozhodování podpořit nebo vyvrátit.
2.5.1 Hypotéza efektivního trhu
První z diskutovaných hypotéz je hypotéza efektivního trhu (někdy také psána v plurálu
jako hypotéza efektivních trhů). Předpokládá, že akciové kursy jsou ovlivňovány očekáva-
nými zisky, rizikem a vůbec všemi kurzotvornými informacemi, které jsou k dispozici.
Za efektivní se považuje takový trh, který dokáže velmi rychle absorbovat nové informace.
V tom případě nedochází k diskrepanci mezi kursem akcie a její vnitřní hodnotou, což
znamená, že akcie jsou správně ohodnoceny, jejich tržní cena představuje objektivní hodnotu
a že na trhu nejsou podhodnocené nebo nadhodnocené akcie. Aby bylo možné trh považovat
za efektivní, je nutné, aby byly splněny následující předpoklady:
• Na trhu figurují racionální investoři, kteří neustále obchodují, ohodnocují a sledují
tržní pohyby. Žádný z nich nemůže ovlivnit cenu.
• Existuje dostatek aktuálních a pravdivých informací, které jsou stejně přístupné ka-
ždému účastníkovi trhu.
• Investoři reagují pružně a přesně na nové informace.
• Neexistují obchodní omezení, obchody mají minimální transakční náklady.
Pokud jsou tyto předpoklady splněny, pak se akciový trh chová efektivně a lze jej charak-
terizovat v následujících bodech:
• Akciové kursy přesně a rychle odrážejí kurzotvorné informace.
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• Vývoj tržních cen představuje
”
náhodnou procházku“ (random walk) 6.
• Na efektivním trhu nelze uplatnit žádné obchodní strategie.
Kapitálové trhy mohou nabývat několika forem efektivnosti:
Slabá forma
Aktuální akciový kurz u této formy odráží veškeré historické informace. Analytik
nemůže predikovat vývoj kurzu, jehož změna je náhodná. Implikuje omezené použití
technické analýzy.
Středně silná forma
Aktuální akciový kurz obsahuje mimo historických informací také současné veřejně
dostupné informace. Z toho vyplývá, že na trhu se nevyskytují nesprávně ohodnocené
instrumenty. Omezené použití technické i fundamentální analýzy.
Silná forma
Aktuální akciový kurz obsahuje historická data a také veškeré veřejně i neveřejně
dostupné informace. Technická i fundamentální analýza ztrácí význam, neveřejné in-
formace taktéž, jelikož jsou obsaženy v akciovém kurzu.
Tato hypotéza tedy ve své podstatě popírá užití technické analýzy, jelikož uvažuje náhodnou
tvorbu cen, kdy zítřejší cena akcie je rovna součtu ceny dnešní a částky odvíjející se od
nových informací, které získáme mezi dneškem a zítřkem.
Zpracováno podle [21], [4].
2.5.2 Hypotéza fraktálního trhu
Druhá z teorií klade při popisu chování kapitálových trhů důraz na vliv likvidity a řadí
stabilitu kapitálového trhu v důležitosti před jeho efektivnost. Považuje chování trhu za
chaotické a oproti teorii efektivního trhu vychází z odlišných předpokladů:
• Každý účastník trhu může informace o ceně interpretovat různě.
6Termín náhodná procházka definuje, že proces se v každém kroku chová náhodně. Náhodnou procházku
lze také definovat jako limitu Brownova pohybu
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• Investoři se nechovají racionálně, nemusí mít k dispozici všechny informace a v případě
ztráty mohou vyhledávat rizikové transakce.
• Investoři stavějí svá budoucí očekávání na zkušenostech (mají paměť).
• Změny cen nemají Gaussovo rozdělení pravděpodobnosti (poklesy jsou rychlejší než
nárůsty)
Tato hypotéza nepopírá využití technické analýzy, předpokládá ale, že pro každý konkrétní
trh existuje charakteristický způsob analýzy. Investoři v krátkém období používají nástroje
technické analýzy, v dlouhém období pak nástroje fundamentální analýzy.
Trhy jsou považovány za stabilní při velkém počtu investorů s rozdílnými investičními zá-
měry. Destabilizace trhů nastane v případě, že se začne rozpadat jejich fraktální struktura
(dále viz. 2.6). To se může stát, když dlouhodobí investoři opustí trh, nebo se stanou krátko-
dobými investory. Investiční horizont se zkrátí, když investoři cítí, že dlouhodobé fundamen-
tální informace, které jsou základem jejich tržního oceňování, přestanou být důležité nebo
pravdivé. Taková nestabilita se vyznačuje extrémně vysokou úrovní krátkodobé volatility.
[26]
Na základě systémové symboliky lze celý systém trhu označit jako S, vstupem systému I
je např. informace o ceně akcie a výstupem O je výsledná cena akcie. Obrázek 2.3 pak
znázorňuje zpětnou vazbu na finančních trzích, kdy při obchodování dochází k neustálému
vzájemnému ovlivňování trhu i investorů. Tato zpětná vazba je tvořena reakcemi investorů
na průběh burzy a může být kladná nebo záporná podle toho, jestli má zesilující nebo
tlumící účinek na stabilitu vztahu trhu a investorů. Na finančních trzích převládá kladná
Obrázek 2.3: Zpětná vazba na finančních trzích (převzato z [4])
zpětná vazba, která tvoří nestabilitu a nelineární a chaotické chování. Tyto procesy mají
fraktální charakter a jsou popisovány např. pomocí teorie Elliottových vln. [4], [32]
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2.6 Teorie chaosu
Je moderní vědecká disciplína, která se zabývá chováním a popisem dynamických nelineár-
ních systémů, které vykazují jev známý jako deterministický chaos. Tento jev je charakte-
ristický svou citlivostí na počáteční podmínky (hovoříme o tzv.
”
motýlím efektu“).
Chování chaotických systémů se zdá být nahodilé, ale ve skutečnosti je deterministické
s vysokým stupněm složitosti. Vlastnosti chaotických systémů vykazují reálné systémy,
jakými jsou např. proudění tekutin, vývoj počasí, některé sociologické systémy a zejména
jevy na kapitálových trzích.
Pro definici rovnováhy chaotického systému zavádí teorie chaosu pojem atraktor, což je
stavová veličina definující stav, do kterého systém směřuje. Atraktor může být:
• bodový – rovnováha je představována bodem,
• cyklický – rovnováha je představována limitním cyklem (např. pohybem okolo bodu),
• chaotický – rovnováha je dynamická (např. pohyb v určité oblasti).
Ukázkou chaotického atraktoru může být Lorenzův atraktor na obrázku 2.4. Jedná se o ne-
lineární deterministický dynamický systém ve třech dimenzích odvozený z rovnic popisující
atmosférickou konvekci.7 U ekonomických systémů zatím nebylo dokázáno, že směřují k bo-
dovým nebo cyklickým atraktorům, takž se předpokládá, že jejich atraktor je chaotický. Při
vychýlení systému z rovnováhy se tento systém snaží dostat zpět do rovnovážného stavu.
Významným krokem ve fraktálních analýzách kapitálových trhů a časových řad akcií byla
práce R. N. Elliotta, který ve své holistické teorii vln předpokládal, že v cenových pohybech
akcií se vyskytuje kromě stochastických jevů také skrytý řád. Tím byl položen základ tzv.
teorii Elliottových vln, která hledá v časových řadách akcií opakující se elementy. [4], [32]
2.6.1 Fraktál a fraktální dimenze
Vznik fraktální geometrie je přisuzován B. Mandelbrotovi, kterého k jejímu objevu vedlo
sledování výkyvů tržních cen. Mandelbrot si všiml, že určité úseky se opakují jak v krátkém,
tak v dlouhém období. Pro popis složitých úseků časových řad ale klasická Euklidovská
7Tento atraktor se někdy také řadí do zvláštní skupiny tzv. podivných atraktorů.
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Obrázek 2.4: Lorenzův atraktor (zdroj: [33])
geometrie nestačila. Ta pracuje pouze s popisem známým jako topologická dimenzeN , která
měří počet rozměrů obecného prostoru. Pro popis fraktálních útvarů je ale potřeba zavést
ještě dimenzi další. Ta se nazývá fraktální dimenze (nebo také Hausdorff-Besicovitchova),
značí se HS a udává míru členitosti geometrického objektu.
Fraktál je pak definován jako množina, jejíž fraktální dimenze je ostře větší než topologická,
neboli
HS N (2.3)
Fraktály jsou jedny z nejsložitějších geometrických objektů, i když jejich matematické de-
finice jsou velice jednoduché. Také vykazují soběpodobnost, která je patrná při změně
měřítka, pod kterým fraktál zobrazujeme. Právě tento termín použil Mandelbrot k po-
pisu toho, co sledoval na finančních trzích. Fraktální obrazce se běžně vyskytují v přírodě
a lze tedy spoustu přírodních objektů pomocí nich modelovat. [15], [4]
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2.6.2 Hurstův exponent
Hurstův exponent H určuje míru chaotičnosti časové řady, navazuje tedy na předchozí
výklad fraktálů a fraktální dimenze. Dokáže nejen rozlišit chaotickou a náhodnou časovou
řadu, ale navíc je schopen u chaotické časové řady nalézt dlouhodobý paměťový cyklus.
Na obrázku 2.5 jsou uvedeny příklady různě chaotických časových řad a jim odpovídající
hodnoty Hurstova exponentu.


























kde x = (x1, . . . , xt) je časová řada o τ hodnotách. Tento postup výpočtu je aplikován
v modulu Predict popsaném s podkapitole 4.6. Podle hodnot H(τ) (dále jen H) lze cha-
rakterizovat časovou řadu následovně:
• H ≈ 0.5 indikuje náhodnou procházku, hodnoty časové řady mají normální rozdělení
a neexistuje korelace mezi současnými a budoucími hodnotami. Tyto časové řady jsou
velice těžko predikovatelné.
• H = 〈0, 0.5) indikuje časovou řadu, která obsahuje dlouhodobý paměťový cyklus a
vykazuje antipersistentní chování, které znamená, že vzestupný trend bude následován
sestupným a naopak (pro Hi < Hi+1).
• H = (0.5, 1〉 indikuje časovou řadu, která obsahuje dlouhodobý paměťový cyklus a
vykazuje persistentní chování, které znamená, že vzestupný trend bude následován
opět vzestupným a sestupný sestupným (pro Hi > Hi+1).
Hurstův exponent poskytuje ohodnocení prediktability časové řady v krátkém období.
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Obrázek 2.5: Hodnoty Hurstova exponentu pro různě chaotické časové řady (zdroj: [28])
Pomocí Hurstova exponentu lze také měřit fraktální dimenzi HS podle rovnice
HS = 2−H (2.9)
Pro výpočet Hurstova exponentu existuje několik způsobů, často se při predikčních aplika-
cích užívá kombinace s výpočtem Lyapunova exponentu pro potvrzení prediktability časové
řady a ohodnocení spolehlivosti predikce. [3], [8]
Na obrázku 2.5 jsou znázorněny hodnoty H pro různě chaotické časové řady.
2.7 Umělé neuronové sítě
Umělé neuronové sítě představují prostředek pro modelování nelineárních systémů, jakým
jsou například časové řady akcií. Spadají do prostředků technické analýzy, ale vzhledem
k jejich důležitosti v kontextu této práce je jim věnována samotná podkapitola, ve které
postupně popíšu jejich biologické a matematické základy, proces jejich učení a práce.
2.7.1 Biologický a umělý neuron
Biologický neuron byl poprvé popsán v roce 1835 českým biologem J. E. Purkyněm a
představuje základní histologickou jednotku nervové tkáně živočichů.
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Obrázek 2.6: Model biologického neuronu (zdroj: [23])
Skládá se z buněčného těla a výběžků – několika dendritů a právě jednoho axonu, který
může být chráněn myelinovým obalem (viz. obrázek 2.6). Dendrity slouží k přenosu vzruchů
do těla neuronu a axon pak pro vedení výstupního vzruchu. V těle neuronu se na základě
biochemických dějů provádí sumace vstupních vzruchů a jejich transformace na výstup.
Neurony spolu komunikují pomocí elektrochemických procesů na synapsích, což jim umožňuje
velice rychlé předávání informace. Synapse je jednosměrné propojení neuronů a slouží pro
přenos vzruchů. Mezi jednotlivými synapsemi se nachází synaptická štěrbina, do které se při
přijetí signálu axonem v podobě akčního potenciálu ze synaptických váčků vypustí příslušné
neurotransmitery.
Tyto neurotransmitery jsou vázány na receptory dendritu párového neuronu, kde aktivují
postsynaptické receptory a dojde k vytvoření nového potenciálu. K přenosu potenciálu
dochází vždy až po sečtení vzruchů z několika axonů (sumační charakter).
Pro přenos vzruchu je důležitá tzv. neuronální membrána. Uvnitř se nachází několik typů
iontových kanálků, což jsou bílkovinné kanály, které propouštějí určité anorganické ionty
(zejména sodíkové, draslíkové a vápníkové). Otevírání kanálů se řídí napětím, chemicky,
mechanicky, nebo kombinací těchto mechanismů. Na membráně je v klidu tzv. membránový
potenciál, což je napětí vzniklé rozdílem potenciálů uvnitř a vně membrány v závislosti na
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Obrázek 2.7: Detail synapse (zdroj: [34])
nerovnováze iontů. Poté na základě polarizace membrány, která je způsobena drážděním
mediátoru se mění její průchodnost pro jednotlivé druhy iontů. [9], [31]
Z této představy vychází zjednodušený matematický popis neuronu v moderních úvahách,
které v první polovině dvacátého století rozvinuli zejména W. S. McCulloch a W. Pitts. Ten
sestavil model nejjednoduššího neuronu – perceptronu.
Obrázek 2.8: Model matematického neuronu (zdroj: vlastní)








Vektor vstupních vzruchů (x1, . . . , xN ) je násoben příslušným vektorem synaptických vah
(w1, . . . , wN ) pro jednotlivé dendrity. K celkovému součtu se přičítá prahová hodnota Θ (bias),
která může nabývat záporných hodnot. Pokud je tento součet větší než nula, výsledná hod-
nota je transformována na výstupní pomocí aktivační funkce S.
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Samotný neuron z biologického i matematického hlediska představuje systém. Vstupy před-
stavují hodnoty na jednotlivých axonech a výstupem je jejich transformovaná hodnota na
dendritu. Samotný matematický neuron lze v tomto případě považovat za atomický systém
bez okolí. Biologický neuron je naopak okolím ovlivňován, jelikož se jedná o systém fyzicky
existující – lze jej ovlivnit např. působením síly, tepla apod.
Aktivační funkce (někdy také označována jako transformační nebo signální) slouží k zobra-
zení výstupu do intervalu normovaných hodnot. Bez použití aktivační funkce by jednotlivé
součty mohly nabývat vysokých hodnot, což působí problémy zejména u vícevrstvých neu-
ronových sítí. Tato úprava se někdy označuje jako normalizace. [3]
Aktivační funkce může nabývat různých průběhů, základní funkcí je funkce hardlim:
hardlim(n) =
 0 pro n < 01 pro n ≥ 0
 (2.11)
Tato aktivační funkce vrací na výstupu neuronu hodnotu 1, pokud vstup sítě přesáhne
Obrázek 2.9: Průběh aktivační funkce hardlim (zdroj: [17])
prahovou hodnotu, jinak vrací hodnotu 0. To umožňuje využití neuronu pro rozhodování
nebo klasifikaci, jelikož se vlastně jedná o logický výstup typu ano/ne. Tato funkce je
principem podobná matematické funkci sgn(n)8.
Další používanou funkcí je purelin. Její název vychází ze zkratky pure linear, což značí
lineární funkci bez absolutního členu. Tedy takovou, která prochází počátkem soustavy
souřadnic a tvoří osu prvního a třetího kvadrantu podle rovnice:
purelin(n) = n (2.12)
8sgn(n) neboli signum(n) je funkce, jejíž výstup nabývá hodnot z množiny {−1; 1} v závislosti na zna-
ménku vstupní hodnoty obdobně jako funkce hardlim
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Obrázek 2.10: Průběh aktivační funkce purelin (zdroj: [17])
Tato aktivační funkce vrací na výstupu stejnou hodnotu jako na vstupu.





Obrázek 2.11: Průběh aktivační funkce logsig (zdroj: [17])
Tato funkce se někdy označuje jako
”
S-křivka“ nebo logisitická křivka a často se užívá pro
neuronové sítě řešící klasifikační úlohy.
Parametr ξ představuje parametr strmosti nabývající hodnot z intervalu (0,∞), pro β →∞
se průběh funkce podobá funkci hardlim (viz. obrázek 2.9)
Sigmoidní funkce jsou charakteristicky monotónně rostoucí mezi dvěma asymptotickými
hodnotami s největší derivací v bodě 0. Jsou obecně velice dobře derivovatelné, což umožňuje
efektivně přepočítávat váhy u některých trénovacích algoritmů. [20]







Obrázek 2.12: Průběh aktivační funkce tansig (zdroj: [17])





který je výpočetně velice rychle zpracovatelný. Proto se užívá v aplikacích, kde je rychlost
důležitější než přesný tvar aktivační funkce.
Mezi ostatní aktivační funkce lze zařadit např. softmax, tribas, netinv a další, ty ale
nebudou v práci diskutovány, jelikož jejich použití není natolik běžné jako u uvedených
funkcí. [17]
2.7.2 Umělé neuronové sítě
Neuronová síť sestává ze tří základních popisných celků:
• umělých neuronů,
• vazeb mezi neurony,
• vrstev.
Neurony jsou mezi sebou propojeny dvěma způsoby, buďto vzájemně ve stejné vrstvě a nebo
mezi vrstvami. Tato propojení zaručují paralelní charakter zpracování informací. Jednotlivé
neurony pak slouží jako paměťové buňky tím, že si zachovávají hodnoty svých vnitřních
vah.
Systémově lze neuronovou síť považovat za samostatný uzavřený deterministický dynamický
systém (často označovaný jako
”
černá skříňka“), jehož vstupy a výstupy jsou obecně různé
druhy proměnných. Vstupní vektor y charakterizuje zkoumaný objekt. Podsystémy jsou
vrstvy sítě, jednotlivými prvky pak umělé neurony uvnitř vrstev. Vazby mezi prvky exis-
tují na úrovni podsystémů v jednotlivých vrstvách nebo mezi neurony uvnitř vrstvy. Sítě
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Obrázek 2.13: Schéma umělé neuronové sítě s jednou skrytou vrstvou (zdroj: vlastní)
lze charakterizovat jejich topologií nebo způsobem práce. Z topologického hlediska rozezná-
váme rekurentní sítě, jejichž graf je cyklický a ostatní, jejichž grafy neobsahují kružnice.
Ty se označují jako vrstvené a neurony jsou v nich členěny do vrstev tak, jak je to zná-
zorněno na obrázku 2.13. Z něj je patrné, že nejjednodušší model takové sítě má tři vrstvy
- jednu vstupní, jednu skrytou a jednu výstupní. Složitější sítě mají pak obecně více než
jednu skrytou vrstvu. Výstupy neuronů u těchto vrstev slouží jako vstupy neuronů vrstvy
následující a propojení v rámci vrstvy se zde nevyskytuje. První vrstva se označuje jako
vstupní, poslední jako výstupní. [10]
2.7.3 Typy neuronových sítí
Existuje mnoho typů neuronových sítí, které se liší zejména povahou úloh, k jejichž řešení
se užívají. Uvedu jen ty nejznámější.
MLP (Multilayer Perceptron)
Představuje jeden ze základních modelů neuronové sítě. Pracuje nejčastěji se sigmoidními
aktivačními funkcemi. Jedná se o sítě, které využívají učení s učitelem pomocí Levenberg-
Marquardtova algoritmu a jemu podobných. (viz. 2.7.5). Používá se pro klasifikační a kva-
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ziregresní úlohy, ale také jej lze užít pro predikční aplikace. [6]
RBF (Radial Basis Function)
Jedná se o síť se zvláštním druhem architektury, kdy vstupní a skrytá vrstva obsahuje
radiální neurony (středově symetrické). Výstupní vrstva obvykle obsahuje neurony typu
perceptron. Radiální neurony mají exponenciální aktivační funkce. Tyto sítě konkurují sítím
MLP v rychlosti učení, i když jejich práce může být pomalejší. [6]
GRNN (Generalized Regression Neural Network)
Je speciální druh sítě navržený k řešení úloh, kdy vstupní data jsou velice řídká a výstupy
jsou kontinuální. Často obsahují čtyří vrstvy – vstupní, s radiálními centry, s regresními
neurony a výstupní. Radiální centra jsou středy shluků dat. Regresní vrstva pak obsahuje
neurony dvojího typu, které počítají požadovaný regresní výstup a hustotu pravděpodob-
nosti. [6]
SOFM (Self-Organized Feature Map)
Neboli také Kohonenova neuronová síť je model se dvěma vrstvami radiálních neuronů.
Samoorganizující se chování je způsobeno reakcí výstupů podle změn vstupů tak, jak je to
přítomno např. v lidském mozku, kdy se aktivují jen určité části zodpovědné za dílčí úlohy.
Tyto sítě shromažďují data s určitými společnými rysy do shluků a pracují tedy podobně
jako statistická shluková analýza. [6]
NAR (Nonlinear Autoregressive)
Tato síť se užívá v predikčních aplikacích a predikuje budoucí hodnotu na základě předcho-
zích hodnot vstupního vektoru podle rovnice
y(t) = f
[
y(t− 1), . . . , y(t− i)] (2.16)
kde i je počet historických hodnot vstupní časové řady modelu. Schéma NAR modelu je
uvedeno na obrázku 2.14. Tento model má obvykle jednu skrytou vrstvu (může jich mít
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i více) a jednu výstupní vrstvu. Aktivační funkce ve skrytých vrstvách jsou sigmoidního
typu, aktivační funkce výstupní vrstvy je obvykle lineární. Systém přijímá vstupní data se
zpožděním d. [1]
Obrázek 2.14: Zjednodušené schéma NAR modelu (zdroj: MATLAB, upraveno)
Tato síť je kličová pro tuto práci, veškeré optimalizace i predikce budou prováděny právě
na ní.
NARX (Nonlinear Autoregressive with Exogenous Input)
Je rozšířením NAR sítě o další vstup, jak je patrné z obrázku 2.15. Na tento vstup mohou
být přivedena data, která souvisí se vstupními daty. Pokud jsou vstupními daty historická
data časové řady, lze na exogenní vstup přivést relevantní data v podobě fundamentálních
nebo technických indikátorů. Tato data by pak měla zvýšit přesnost predikce.
Model pracuje podle rovnice
y(t) = f
[
z(t− 1), . . . , z(t− i), y(t− 1), . . . , y(t− i)] (2.17)
kde z představuje vektor exogenních dat a i je počet historických hodnot.
Obrázek 2.15: Zjednodušené schéma NARX modelu (zdroj: MATLAB, upraveno)
Tento model je problematický právě ve správné volbě relevantních exogenních vstupů, které
mohou při nízké vypovídající hodnotě výrazně zhoršit predikční schopnosti modelu. [1]
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2.7.4 Data
Jelikož neuronová síť představuje systém se vstupy, je nutné se zabývat povahou a vlast-
nostmi vstupních dat. Ty se liší dle charakteru řešené úlohy a obecně mohou být numerické,
nominální, nebo mít podobu kódovaných obrazových dat apod. U predikčních aplikací se
jedná zejména o numerické hodnoty, jako jsou historická data o vývoji akcie.
Vstupní data lze obecně dělit na data obsahující:
• pouze vstupní data,
• vstupní i výstupní data.
Případ použití pouze vstupních dat je analogií shlukové analýzy známé ze statistiky. Data
v takové podobě slouží často jako vstupy neuronových sítí řešících klasifikační úlohy. Tyto
sítě se označují jako samoorganizující se sítě a při jejich tréninku se mluví o tzv. samo-
statném učení nebo také učení bez učitele. Sítě fungující na tomto principu byly popsány
v předchozí podkapitole.
V případě druhém, kdy součástí dat jsou i data cílová (targets), hovoříme o učení s učitelem
(viz. podkapitola 2.7.5). Data obsahují referenční výstupy a tato struktura se využívá také
u predikčních aplikací neuronových sítí.
Při počítačovém zpracování predikčních úloh pomocí umělých neuronových sítí je vyžado-
váno rozdělení vstupních dat mezi trénovací, validační a testovací. Trénovací data předsta-
vují vstupní data sloužící k úpravě vah jednotlivých neuronů sítě; tedy jejímu nastavení.
Validační (ověřovací) data nevystupují v tréninku a jsou využita ke kontrole generalizace
sítě, testovací data pak měří výkonnost sítě a nijak se nepodílejí na úpravě vah sítě.
Pojem generalizace znamená schopnost sítě řešit podobné úlohy bez nutnosti znovu síť
trénovat. Pokud je úroveň generalizace sítě nízká, hovoříme o přetrénování sítě. V opač-
ném případě hovoříme o podtrénování. Taková síť je pravděpodobně příliš jednoduchá pro
zachycení nelineárních vztahů mezi daty.
Problém přetrénování/podtrénování je řešitelný přidáním šumu do vstupních dat, úpravou
počtu neuronů/topologie sítě, správnou volba poměru trénovacích, validačních a testovacích
dat, nebo penalizací vysokých vah excitovaných neuronů.
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Průběh chybové funkce validačních dat slouží také k zastavení tréninku, a to v okamžiku,
kdy dosáhne svého minima (i v případě, že chyba trénovacích dat stále klesá). Rostoucí část
chybové funkce představuje přeučení sítě, někdy také označováno pojmem overfitting. To
může uživatele také upozornit, že topologie sítě je příliš složitá pro řešení dané úlohy. [6]
Ideální rozdělení vstupních dat mezi tyto tři množiny je diskutabilní a je závislé na počtu
vzorků dat a povaze a parametrech řešené úlohy. Vlastní řešení hledání optimálního poměru
dat navazuje v podkapitole 4.4.2.
Kvalita vstupních dat silně ovlivňuje kvalitu výstupu, i když obecně lze říci, že neuronové
sítě jsou odolnější vůči nekonzistentním datům než běžné statistické modely.
2.7.5 Učení neuronových sítí
Umělá neuronová síť si vytváří paměť na základě příkladů, které jsou jí předloženy při
učení. Pomocí těchto příkladů se nastavuje množina volných vah neuronů. Cílem učení je
nalezení takové množiny vah, která je optimální pro řešení dané úlohy.
Při učení s učitelem (řízeném učení) je cílem nalezení globálního chybového extrému pro
daný parametr úlohy. Učení bez učitele (neřízené učení) spočívá v identifikaci shluků dat
s minimální vzdáleností od středu shluku.
Řízený učící proces neuronové sítě lze chápat jako optimalizační úlohu s účelovou funkcí
chyby modelu označenou obecně jako Ψ(Ω), kde Ω je vektor hodnot vah skryté vrstvy neu-
ronové sítě (pro jednoduchost uvažujme síť s pouze jednou skrytou vrstvou). Minimalizační
úloha má pak charakter závislý na druhu chyby.
Zdroj [3] uvádí tři podoby chybové funkce Ψ, které lze zapsat jako minimalizační úlohy:
• Střední kvadratická chyba (Mean Squared Error)
min
Ω





(yi − ŷi)2 (2.18)
• Střední absolutní chyba (Mean Absolute Error)
min
Ω





| yi − ŷi | (2.19)
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• Střední relativní chyba (Mean Absolute Percentage Error)
min
Ω








kde yi je i-tá očekávaná hodnota a ŷi i-tá hodnota výstupu.
Podle [19] je nutné nejprve odhadnout počáteční řešení Ω0 a dále existují tři způsoby, jak
pokračovat s minimalizací nelineární funkce Ψ(Ω):
1. Užitím gradientových metod lokálního prohledávání,
2. Stochastickým prohledáváním (simulované žíhání),
3. Užitím evolučních výpočtů, konkrétně genetických algoritmů se startovní populací p
počátečních odhadů [Ω01,Ω02, . . . ,Ω0p].
Nejčastěji se pro řízené učení používá několik algoritmů z první skupiny, mezi nejznámější
a nejpoužívanější patří díky své rychlosti a dobrým výsledkům Levenberg-Marquardtův
algoritmus poskytující numerické řešení hledání minima obecně nelineárních funkcí. Pra-
cuje na principu interpolace mezi Gauss-Newtonovým algoritmem a metodou gradientového
sestupu. Tento algoritmus je robustnější než Gauss-Newtonův a díky tomu je schopen na-
jít minimum, i když startuje daleko od něj. Jeho nevýhodou je, že může konvergovat do
lokálního minima a nenalézt tak minimum globální.
Stejně jako ostatní numerické minimalizační metody pracuje iteračně. Pro zahájení výpočtu
je nutné tedy nejprve odhadnout počáteční vektor Ω0. Úspěch konvergence je pak závislý
na tom, jestli je počáteční odhad blízko globálnímu minimu. V opačném případě algoritmus
pravděpodobně zkonverguje do lokálního minima.
V každém iteračním kroku se vektor Ω nahradí novým odhadem Ω + δ. Pro určení δ je
funkce f(yi; Ω) aproximována linearizací podle vzorce






je gradient funkce vzhledem k Ω. Přínos tohoto algoritmu oproti Gauss-Newtonově metodě
spočívá v přidání tlumícího členu do výpočtu a tím se značně zvyšuje robustnost. [13], [16]
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Tento algoritmus je také implementován v programovém prostředí MATLAB a v práci je
využit pro trénink všech použitých modelů.
Další užívané učící algoritmy implementované v prostředí MATLAB jsou např. Bayesova
regularizace, Broyden-Fletcher-Goldfarb-Shannova metoda, gradientový sestup a další.
Učící algoritmus je implementován nejčastěji na základě tzv. back-propagation principu.
Tento princip funguje na základě zpětné propagace chyby, která umožňuje úpravu nevyho-
vujících hodnot vah neuronů. Provádí se postupné kroky (gradientový sestup) a optimalizace
vah se děje pohybem vypočítané chyby po povrchu hyperparaboloidu.
Tento princip často využívá tzv. Delta pravidlo, které definuje změnu váhy w v čase t jako
∆wij(t) = Lejyi + α∆wij(t− 1) (2.23)
kde L představuje rychlost učení, ej je lokální gradient chyby, yi je výstup i-tého neuronu,
ej je chyba výstupu j-tého neuronu a α je momentum koeficent, který napomáhá učícímu
algoritmu vyhnout se lokálním minimům chybové funkce.
Obrázek 2.16: Obecné schéma algoritmu učení neuronové sítě (převzato z [6])
Obecný princip práce umělé neuronové sítě navazuje na trénink z obrázku 2.16.
1. Po začátku algoritmu dojde k náhodné inicializaci vah jednotlivých neuronů.
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2. Pokud byla splněna ukončovací podmínka tréninku, učení končí, jinak se pokračuje
bodem 3.
3. Následuje průběh dat sítí, jejich postprocessing a normalizace aktivačními funkcemi.
4. Vypočítá se hodnota chyby porovnáním výstupu modelu a očekávaného výstupu.
5. Provede se úprava volných vah neuronů (učení) a pokračuje se krokem 2.
Po natrénování sítě je možné změnit vstupy na data další úlohy a využít naučenou síť
k nalezení řešení, které je poskytnuto na výstupu sítě.
Zpracováno podle [19], [14], [6], [1].
2.8 Genetické algoritmy
Jsou jednou z nejvýznamnějších a nejčastěji užívaných podskupin evolučních algoritmů.
Využívají se pro řešení takových druhů úloh, u kterých by prohledávání celého stavového
prostoru řešení trvalo velice dlouhou dobu a umožňují tedy využití evolučních principů
v oblasti optimalizace.
Skupina evolučních algoritmů již dle názvu vychází z inspirace biologickými systémy a pro-
cesy. Evoluce je proces, který pohání kupředu vývoj všech živých organismů. Jejím stěžejním
principem je umožnit silným jedincům přežít a množit se. To závisí na schopnostech obsta-
rání potravy, přizpůsobení se okolním podmínkám, získání vhodného partnera atd. Svým
principem je evoluční proces velice prostý, ale zároveň zaručuje vysoký výkon a robustnost.
Evoluční algoritmy v technickém pojetí značí univerzální numerické prohledávací/optima-
lizační metody, které využívají stochastické jevy a napodobují přirozený evoluční proces.
Díky počítačům lze v přijatelném čase modelovat statisíce generací, které by v přírodě
probíhaly miliony let.
Obecně lze říci, že evoluční výpočty vykazují vysokou úspěšnost v hledání globálních ex-
trémů funkcí oproti algoritmům založených na gradientových metodách, nebo hill-climbing
metodách, které velice často uváznou v lokálním extrému. [29]
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2.8.1 Chromozóm, gen a populace
Jsou výchozími entitami vystupujícími v teorii oblasti genetických algoritmů. Chromozóm
(někdy také řetězec) je sekvence uspořádaných genů. Gen představuje podmnožinu chro-
mozómu reprezentující dědičnost jednoho nebo několika znaků jedince. Pozice (index) genu
v sekvenci se nazývá locus. Každý chromozóm představuje určitý genotyp, který kóduje
informaci označovanou jako fenotyp.
Genetické algoritmy pracují s několika způsoby reprezentace chromozómu a to užitím množin
binárních, celých nebo reálných čísel, případně symbolických hodnot nebo kombinací uve-
dených možností. Obvykle se lze setkat s binární reprezentací pomocí nul a jedniček, které
představují zakódované číselné hodnoty.
Typ reprezentace Příklad
řetězec binárních hodnot r = [0, 1, 1, 0, 0, 0, 1, 0]
řetězec celočíselných hodnot r = [3,−7,−27, 94, 11, 104, 0]
řetězec reálných hodnot r = [0.4, 1.17,−8.89, 0.01]
řetězec symbolů r = [Sb,Ca,O2]
kombinovaný řetězec r = [−5, 0.98,Ca, 1]
Tabulka 2.1: Příklady reprezentace chromozómů (zdroj: [29], upraveno)
Způsob zvoleného kódování závisí na povaze řešené úlohy, často se však užívá binární kódo-
vání díky velice rychlým operacím při jeho zpracování. Hlavní nevýhodou tohoto způsobu








kde b je délka řetězce v bitech, h je horní a d dolní hranice prohledávaného intervalu a
ε požadovaná přesnost (rozlišení). Funkce ceil představuje zaokrouhlení na nejbližší celé
číslo směrem nahoru. [29]
Pro další výklad bude použit zápis binárního řetězce ve tvaru tabulky 2.2. Ta představuje
informaci kódovanou pomocí vektoru o délce osmi bitů, což lze využít např. pro zakódování
přirozeného čísla z intervalu 〈0; 255〉.
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Geny mohou mít obecně n forem – tzv. alel9. Množina alel {A1, . . . , An} v organismu se
pak nazývá genotyp (viz. tabulka 2.3).
1 1 0 1 0 0 1 1
Tabulka 2.2: Binárně kódovaný chromozóm
Populace β je pak množina obecně m jedinců, z nichž každý má jednoznačně určený
genotypG ∈ U . Populaci v čase t značíme β(t). Velikost populace považujeme za konstantní,
takže platí |β(t) | = m. Schématy pak nazveme množiny
S0, . . . , Si ⊂ U , i ≤ |U | (2.25)
mající společné alely. [25]
A1 A2 A3 A4 A5 . . . An−1 An
Tabulka 2.3: Genotyp o n alelách (zdroj: vlastní)
Zpracováno z [29], [7], [6].
2.8.2 Účelová funkce a fitness
Zavedeme-li množinu všech možných genotypů U , pak lze definovat zobrazení
η : U → R+ (2.26)
které každému genotypu z U přiřazuje kladné reálné číslo sloužící pro hodnocení genotypů
vzhledem k jejich schopnosti adaptace k prostředí. Toto zobrazení se nazývá vhodnost a
představuje hodnotu účelové funkce jedinců s daným genotypem. [25]
Tuto účelovou funkci se snažíme pomocí genetického algoritmu minimalizovat nebo naopak
maximalizovat. V této práci je využita implementace genetických algoritmů v prostředí
MATLAB, která připouští pouze minimalizační charakter úlohy. Proto je nutné některé
maximalizační problémy transformovat do minimalizační podoby. K tomuto účelu využívám
9Situaci, kdy je n > 1, označujeme jako genetický polymorfismus.
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kde K je měřítko zobrazení (typicky rovno jedné). Když není tato transformace potřeba,
minimalizuje se přímo účelová funkce. Pokud se v textu hovoří o fitness nebo o účelové
funkci, myslí se v tomto kontextu totéž.
2.8.3 Algoritmus výpočtu
Průběh genetického algoritmu tak, jak bude použit v této práci, sestává z několika kroků,
které jsou zobrazeny na obrázku 2.17
Obrázek 2.17: Proces reprodukce genetického algoritmu (převzato z [29])
a jdou v následujícím pořadí:
1. Inicializace – dojde k vygenerování startovní populace β0.
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2. Fitness – pro každé individuum v populaci se vyhodnotí hodnota fitness pro aktuální
populaci βt.
3. Konec? – Test ukončovacích podmínek algoritmu. Pokud žádná není splněna, po-
kračuje se na bod 4, jinak algoritmus končí a vrací řešení v podobě nejúspěšnějšího
jedince.
4. Selekce – Výběr dvou skupin řetězců. Skupina A představuje nejúspěšnější jedince
v dané populaci, kteří se zkopírují beze změny do nové populace (elitářství). Skupina
B obsahuje jedince, kteří projdou algoritmem křížení a skupina C obsahuje jedince,
kteří projdou do kroku 5.
5. Reprodukce – pro skupinu C z kroku 4 představuje aplikaci operátorů křížení a
mutace za vzniku nové skupiny C ′.
6. Nová populace – Sjednocením skupin z předchozích kroků získáme novou populaci
βt+1 = A ∪B ∪ C ′. Pokračuje se krokem 2.
Ukončovací podmínky algoritmu mohou být rozmanité, uvedu jen ty nejzákladnější:
Počet generací
Algoritmus je ukončen po předem daném počtu generací. To je vhodné, když víme,
že po určitém počtu generací již řešení nekonverguje.
Časový limit
Algoritmus je ukončen v časovém limitu, často se nechá doběhnout stávající generace.
Hodnota fitness
Stanovením minimální/maximální požadované hodnoty fitness můžeme algoritmus
ukončit, když je nalezené řešení pro další účely dostatečné.
Uváznutí
Algoritmus se zastaví, když je vážený průměr změny hodnoty fitness funkce v průběhu
několika generací menší než daná tolerance.
Po ukončení algoritmu je vrácen obvykle jedinec v dané reprezentaci. Pokud je bitová, je
již nutné ji jen dekódovat. [18]
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2.8.4 Selekce
Tento mechanismus simuluje princip přirozeného výběru a reprodukuje každého jedince
z populace podle jeho vhodnosti η tak, že při výběru z populace βt do populace βt+1
algoritmus vybere ty jedince, kteří dosáhli nejvyšších hodnot vhodnosti. Pro každý genotyp








která vyjadřuje poměr vhodnosti individua vůči všem jedincům v populaci.
Pro jakýkoli algoritmus selekce je nutné, aby jednak preferoval jedince s nejvyšší vhodností,
ale zároveň zachovával dostatečnou diverzitu populace, aby nedošlo k předčasné konver-





kde vs představuje průměrnou hodnotu fitness po selekci, v průměrnou hodnotu fitness před
selekcí a σv rozptyl fitness hodnot před selekcí. S rostoucí hodnotou I algoritmus rychleji
konverguje, ale roste pravděpodobnost předčasné konvergence, což je nežádoucí. [3]
Existuje několik často užívaných variant selekce:
Výběr ruletou (fitness proportional selection)
Představuje analogii ruletového kola s ukazatelem, kdy je kolo rozděleno na |β | kru-
hových výsečí. Velikost jednotlivých výsečí je dána nejčastěji hodnotou fitness, ale lze
užít i jiné metriky. Poté se provede simulované zatočení kolem tolikrát, kolik jedinců
potřebujeme vybrat. Pozice, na které se ruleta zastaví na ukazateli, značí vybraného
jedince.
Tato metoda je však nevýhodná v případech, kdy je některý z jedinců výrazně vhod-
nější než ostatní. V tom případě zabere velkou část kola a tím bude často vybrán
do nové populace, což snižuje diverzitu populace a může to vést k předčasné konver-
genci do lokálního minima. Existuje však řešení v podobě aplikace výběru s lineárním
ohodnocením (linear ranking selection).
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Stochastický rovnoměrný výběr (stochastic uniform selection)
Navazuje na předchozí metodu a řeší problém, kdy je v populaci malý počet jedinců,
takže statistické vlastnosti metody se vytrácejí. Tato úprava odstraňuje tento problém
zavedením více ukazatelů na ruletě, konkrétně tolika, kolik jedinců vybíráme. Pak po
simulovaném zatočení získáme rovnoměrně vybranou skupinu jedinců.
Turnajový výběr (tournament selection)
Tato metoda výběru postupuje v následujících krocích:
1. Z populace se náhodně vybere skupina jedinců (často dvojice).
2. Jedinec s nejlepší hodnotou fitness se zkopíruje do skupiny nejlepších jedinců.
3. Pokud není vybrán dostatečný počet jedinců, pokračuje se bodem 1.
Každý jedinec může tímto způsobem být vybrán i vícekrát. Tato metoda je užívána
často díky jednoduchosti a dobrým statistickým vlastnostem.
Elitářství (elitarism)
Pro úplnost uvedu ještě variantu výběru, která tvoří podstatnou součást genetického
algoritmu. Aby bylo zajištěno, že se účelová funkce nebude v průběhu řešení zhoršovat,
je nutné, aby byli do nové populace vybráni nejlepší jedinci z předchozí generace. Toho




Představuje operaci, která poskytuje rekombinaci alel prostřednictvím výměny segmentů
mezi genotypovými páry. V procesu genetického algoritmu je křížením páru genotypů rodičů
vytvořen nový pár potomků tak, jak je to znázorněno v tabulce 2.4.
Algoritmicky se skládá křížení genotypů R = [r1, r2, . . . , rn] a S = [s1, s2, . . . , sn] nejčastěji
z těchto kroků:
1. Náhodně se vybere b ∈ {1, 2, . . . , n}.
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2. Nové genotypy Ta U vzniknou z genotypů R a S tak, že se vymění pomdnožiny alel
vpravo od pozice b tak, že T = [r1, . . . , rx, sx+1, . . . , sn] a U = [s1, . . . , sx, rx+1, . . . , rn]
Často se používají i varianty křížení, které dokáží vybírat i jiné než okrajové podmnožiny
alel. [25]
1 1 0 0 0 0 1 1 1 0 0 1 0 0 1 1
⇒
1 0 0 1 1 0 0 1 1 1 0 0 1 0 0 1
Tabulka 2.4: Ukázka jednobodového křížení (zdroj: vlastní)
2.8.6 Mutace
Mutace spolu s křížením tvoří reprodukci. Jedná se o klíčovou operaci genetického algoritmu,
která představuje náhodnou změnu jednoho nebo více jedinců v populaci. Při mutaci se
vybere s pravděpodobností Pm podmnožina genů náhodně vybraného řetězce a jeho hodnota
se změní na jinou (v binární podobě se jedná o negaci) v rámci povoleného rozsahu podle
předpisu
R = [g1, g2, . . . , gi−1, gi, . . . , gn]→ S = [g1, g2, . . . , gi−1, γ, . . . , gn] (2.30)
γ ∈ (gi,min, gi,max) (2.31)
kde R je rodičovský řetězec, S řetězec potomka, gi jsou jednotlivé geny a γ je skupina
zmutovaných genů. Příklad mutace je zobrazen v tabulce 2.5.
1 0 0 0 1 0 1 1 ⇒ 1 0 0 0 0 1 1 1
Tabulka 2.5: Ukázka mutace negací části řetězce (zdroj: vlastní)
Mutaci lze uskutečnit několika možnými způsoby:
Všeobecná mutace
Hodnota vybraného genu se změní na náhodnou hodnotu odpovídající rozsahu γ.
V případě binárního kódování se jedná o změnu hodnoty skupiny bitů jejich negací.
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Aditivní mutace
Je použitelná pouze při kódování pomocí celých nebo reálných čísel, kdy se k hodnotě
vybraného genu přičítá náhodné číslo z definovaného rozsahu.
Multiplikativní mutace
Je obdobou aditivní mutace, kdy se hodnota vybraného genu vynásobí náhodným
číslem z definovaného rozsahu.
Právě mutace je klíčovou operací, která umožňuje konvergenci ke globálnímu extrému. Prav-
děpodobnost mutace jednoho genu Pm nabývá nejčastěji hodnot od 0.001 do 0.1. Příliš nízká
míra mutace nezajistí dostatečný počet nových jedinců pro pokrok algoritmu, naopak příliš
vysoká míra mutace může znehodnocovat již vybrané kvalitní jedince.
Mutace je na rozdíl od křížení považována za nezbytnou operaci genetického algoritmu.
Zpracováno podle [29], [3].
2.8.7 Inverze
Tato operace bývá někdy uváděna samostatně, jelikož u některých podob genetických al-
goritmů napomáhá k vyšší efektivitě díky faktu, že se úspěšné kombinace alel v populaci
rychleji rozmnožují. Dovoluje alelám, aby se shlukovaly, a tím se snižuje pravděpodobnost,
že při křížení budou rozděleny. [25]
Jedná se o jednoduchou operaci, která invertuje pořadí skupiny genů v genotypu tak, jak
je naznačeno v tabulce 2.6. V případě binární reprezentace se principem nijak neliší od
mutace.
1 0 0 0 1 0 1 1 ⇒ 1 0 1 0 0 0 1 1




Klíčovým předmětem práce je predikce vývoje finančního instrumentu na kapitálovém trhu.
Odpověď na otázku, zdali je možné takový jev predikovat, je složitá a zatím na ni neexistuje
jednoznačná odpověď. Zastánci teorie efektivního trhu popírají jakékoli užití technické ana-
lýzy, protože předpokládají, že časové řady mají charakter náhodné procházky. Na druhé
straně však technická analýza dokáže s různou mírou spolehlivosti podávat přesvědčivé vý-
sledky o tom, že kapitálový trh se nechová vždy efektivně a jeho nelineární chování je možno
na jisté úrovni modelovat.
Moderní přístupy, jakými jsou teorie koherentních nebo fraktálních trhů, nepopírají mož-
nosti využití nástrojů technické analýzy a převládá spíše kladné obecné tvrzení co do jejich
použití. Při investičním rozhodování se dnes tedy velice často uplatňují metody umělé in-
teligence, které poskytují výkonný aparát pro modelování těchto jevů.
V teoretické části byla popsána východiska práce, která lze při predikci časových řad uplat-
nit. Problémem není jen samotná predikce, ale také nalezení takových vhodných modelů,
které budou podávat více informací než jen predikovanou hodnotu. Důležité metriky, které
je nutné sledovat mimo samotné výsledky predikce, se týkají také povahy vstupní časové
řady, kdy se nabízí užití poznatků čerpajících z teorie chaosu, která disponuje prostředky
k analýze povahy časových řad, jejich prediktability a paměťového efektu.
S těmito informacemi lze poskytnout v konfrontaci s výsledkem samotné predikce pomocí
neuronové sítě kvalitní výsledky, které zohledňují více faktorů než jen nejnižší chybu modelu.
Minimalizace chyby je však důležitá v případech, kdy požadujeme vysoký stupeň přesnosti
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modelování průběhu časové řady. Minimalizační charakter úlohy opět vybízí k využití metod
umělé inteligence, která disponuje výkonnými modely pro řešení úloh s povahou hledání




Tato kapitola se zabývá aplikováním teoretických poznatků v konkrétní predikční aplikaci
implementované v programovém prostředí MATLAB. Postupně je zde rozebrán princip
práce aplikace při získání dat, jejich zpracování, vytvoření modelů, jejich optimalizace a
zpracování dosažených výsledků. V jednotlivých podkapitolách věnujících se optimalizacím
jsou diskutovány i jejich matematické a výpočetní vlastnosti. V závěru kapitoly jsou shrnuty
ekonomické výsledky vybraných simulovaných modelů.
Obrázek 4.1: Schéma propojení modulů aplikace a zapouzdřených součástí (zdroj: vlastní)
Při návrhu aplikace jsem vycházel z absence komplexního predikčního řešení pro platformu
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MATLAB. Proto jsem se rozhodl, že sestavím modulární aplikaci, která tento problém řeší
a kterou bude možno používat i v rámci samostatných komponent pro dílčí výpočty nebo
simulace predikcí časových řad. K tomuto účelu definuji u každého modulu jeho vstupní
a/nebo výstupní rozhraní, pomocí kterého lze k aplikaci připojit vlastní moduly.
Obrázek 4.1 ilustruje návaznost jednotlivých navržených komponent a jejich vstupní a vý-
stupní vazby. Bílou barvou jsou vyznačeny vnořené moduly, modře samostatné skripty
představující samotné řídící celky. Šipky mezi moduly představují směr výměny dat. Data
jsou zobrazena zvlášť, jelikož jsou načítána z externího zdroje. Modul Hurst poskytuje
doplňující informace o charakteru časové řady. Označení NAR představuje použitý model
neuronové sítě.
4.1 Získání parametrů časové řady (modul getParams)
Jak již vyplývá z povahy aplikace, je nutné definovat parametry časové řady, která se má
zpracovávat. Jelikož můj záměr byl vytvořit obecnou aplikaci, navrhl jsem pro načtení para-
metrů obecnou signaturu výstupního rozhraní, kterou musí jakákoli funkce splňovat, pokud
má být schopna předat svůj výstup další komponentě modulu. Podoba tohoto rozhraní je
definována vektorem ve tvaru
(index, targetDate, historyLength)
Každá libovolně implementovaná funkce vracející potřebné údaje v podobě tohoto vektoru
může sloužit jako zdroj parametrů pro další modul. Jednotlivé parametry představují:
• index - zkratka NASDAQ akciového indexu,
• targetDate - cílové datum nebo čas,
• historyLength - délka historie (časová jednotka je závislá na intervalu predikce).
Pokud je některý z parametrů vynechán, funkce dosadí implicitní hodnoty. Predikce je
uvažována v rámci dní. Jako výchozí se dosazuje index akcií Google Inc. pro dnešní den
s délkou časové historie půl roku, což představuje data za cca 125 obchodních dní. Načítat
je možné jakoukoli podmnožinu hodnot Open/Close/Low/High nebo pouze hodnoty Close
(výchozí nastavení).
58
Tato funkce je speciálně vytvořena pro načtení parametrů nutných k získání dat z externích
zdrojů, zejména takových, které jsou přístupné online pomocí vestavěných funkcí prostředí
MATLAB.
4.2 Příprava dat (modul getData)
Tato komponenta definuje jednoduché výstupní rozhraní, kdy výstupem je vektor časové
řady připravený ve specifické podobě pro trénink neuronové sítě.
Data pro predikci jsem se rozhodl vzhledem k povaze aplikace čerpat přímo z webového
serveru Yahoo Finance. Akciová data trhu NASDAQ jsou přístupná pomocí série metod
implementovaných přímo v programovém prostředí MATLAB. Klíčovou vnitřní metodou,
která vrací vektor surových akciových dat pro zadané parametry, je fetch. Tato metoda
očekává předání Connect objektu, který obsahuje údaje o spojení. Dále pak očekává typ
požadovaných dat, v jakém časovém intervalu a v jaké přesnosti.
Jelikož data jsou implicitně načtena pozpátku, úpravy zahrnují otočení načteného vektoru a
poté úpravu do podoby časové řady, která vyhovuje definici 2.1. Aby byla tato řada vhodná
k učení neuronové sítě, je nutné použít transformační funkci MATLABu tonndata, která
převede časovou řadu do potřebné podoby.
Poté, co jsou data připravena pro trénink sítě, je nutné provést jejich rozdělení do podmnožin
trénovacích, validačních a testovacích dat (viz. 2.7.4). V rámci předchozího výkladu lze
zapsat vektor časové řady upravených dat x jako1
x = Dt ∪Dv ∪Dc (4.1)
Dt ∩Dv ∩Dc = ∅ (4.2)
a pro velikosti podmnožin trénovacích dat Dt, validačních dat Dv a testovacích dat Dc
v požadovaných poměrech θt, θv, θc platí
|Dt | = θt · |x | (4.3)
|Dv | = θv · |x | (4.4)
|Dc | = θc · |x | (4.5)
1Symbol ∪ je v tomto případě operátor disjunktního sjednocení.
59
Pro poměry rozdělení dat platí
θt, θv, θc ∈ 〈0, 1〉 (4.6)
θt + θv + θc = 1 (4.7)
Systém MATLAB využívá k rozdělení do těchto podmnožin ve výchozím nastavení náhodný
rovnoměrný výběr. Umožňuje však i výběr dat podle vlastního zadání. V práci využívám
pro výběr mezi jednotlivé podmnožiny nejčastěji výchozí nastavení. Jiný druh rozdělení
dat je použit pouze pro testování konvergence při optimalizaci vnitřní konfigurace gene-
tickými algoritmy (viz. 4.4.4). Konkrétní hodnoty poměrů dat budou získány optimalizací
v podkapitole 4.4.2.
Kvalitu dat lze považovat za dostatečnou, jelikož data jsou sledována a uchovávána elek-
tronicky a jejich zpracování je bezeztrátové.
Před samotným tréninkem lze provést ještě tzv. postprocessing dat. Ten spočívá v aplikaci
několika funkcí pro zvýšení kvality vstupních dat. V modelu jsou využity funkce
• removeconstantrows pro odstranění sloupců dat, které obsahují v čase konstantní
hodnoty. Tyto hodnoty nemají pro trénink sítě žádný užitek, jelikož mohou být nahra-
zeny úpravou prahové hodnoty výstupní vrstvy. Tato funkce je aplikována toolboxem
automaticky. [1]
• mapminmax k normalizaci vstupních hodnot.
4.3 Zpracování vstupů a vytvoření modelu (modul Model)
Návrh modelu spočívá v nalezení optimální neuronové sítě vhodné pro predikční aplikaci a
její konfigurace. Pro modelování jsem se rozhodl využít nelineární autoregresní neuronovou
síť NAR (viz. 2.7.3), která je součástí MATLAB Neural Network Time Series Toolkitu
(ntstool) pro práci s dynamickými časovými řadami.
Model je trénován na datech připravených v podkapitole 4.2. Jako výchozí trénovací funkci
jsem zvolil Levenberg-Marquardtovu a funkci ke sledování chyby modelu jsem nastavil na
MSE (viz. 2.7.5).
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Pro hodnocení efektivity modelu je nutné sledovat výstup tréninku sítě. Trénovací toolkit
nntraintool poskytuje sadu metrik a grafů k hodnocení kvality natrénování sítě.
Obrázek 4.2: Performance plot (zdroj: (zdroj: vlastní))
Graf Performance plot (4.2) zobrazuje vývoj MSE v průběhu tréninku sítě. Modře ozna-
čená funkce zobrazuje klesající chybu trénovacích dat. Trénink se zastaví, pokud se chyba
validačních dat (zelená křivka) dostane na své minimum (na obrázku zelený kroužek). Čím
je nižší, tím je vyšší úroveň generalizace dané sítě. Červeně zvýrazněná funkce je chyba
testovacích dat. Z tohoto obrázku je patrné, že MSE klesá dále, ale na úkor generalizace
modelu. Čili je možné model natrénovat tak, aby obecně modeloval polynom n-tého řádu
s velice nízkou (až nulovou) chybou, ale pro predikovaný člen posloupnosti můžeme dostat
naprosto nesmyslné výsledky.
Graf Error autocorrelation plot (4.3) zobrazuje korelaci chyby se sebou samotnou v závislosti
na časovém posunu (Lag). Tento graf by měl mít maximum v bodě, kde je hodnota Lag rovna
nule, a rapidně klesat při vyšších hodnotách. Pokud tyto podmínky nesplňuje, znamená
to, že je nutný zásah do architektury sítě - zvýšení počtu neuronů nebo úprava zpoždění
sítě. Hodnota korelace chyby v bodě Lag = 0 je ekvivalentní s hodnotou MSE dané sítě.
Tento graf obsahuje tzv. interval spolehlivosti ohraničený dvěma červenými přerušovanými
přímkami.
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Obrázek 4.3: Error autocorrelation plot (zdroj: (zdroj: vlastní))
Obrázek 4.4: Time-Series Response (zdroj: (zdroj: vlastní))
Nejdůlěžitějším grafem, na který je nutné se po tréninku zaměřit, je Time-Series Response
neboli graf odezvy časové řady. Tento graf zobrazuje odchylky cílových a výstupních hodnot
pro všechny skupiny dat. Důležitá je zejména odchylka trénovacích dat. Pokud jsou zde velké
výkyvy, svědčí to o nízké kvalitě modelu. Pro jednotlivé hodnoty trénovaných dat je velikost
chyby pro přehlednost zobrazena v samostatném grafu.
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4.4 Optimalizace modelu (modul Optimize)
Uvažujeme-li NAR model jako systém, je vhodné pro další vysvětlení zavést formální popis
jeho konfigurace C jako uspořádanou dvojici
C = (CI ,CE) (4.8)
kde CI je vektor vnitřní (interní) konfigurace modelu a CE vektor vnější (externí) kon-
figurace modelu – vektor parametrů. Tento popis představuje obrázek 4.5. Vektor CI lze
uvažovat díky nezapouzdřené implementaci modelů, ve které lze modifikovat i vnitřní stav
systému. To je pro počítačové systémy a jejich modely typické.
Samotná zpracovávaná data ve vstupní podobě jsou shrnuta pod tok s názvem data, ale
z hlediska konfigurace nejsou uvažována, jelikož veškerá jejich optimalizace již byla nazna-
čena v závěru podkapitoly 4.2 a dále se jí nezabývám. V dalších úvahách budou diskutovány
optimalizace nad modely s jednou vstupní a jednou skrytou vrstvou, pokud nebude uvedeno
jinak.
Obrázek 4.5: Znázornění konfigurace modelu (zdroj: vlastní)
Vektor vnější konfigurace představuje v konkrétním případě uspořádanou pětici
CE = (n, d, θt, θv, θc) n ∈ N+ d ∈ N0 (4.9)
kde n je počet neuronů skryté vrstvy, d je zpoždění vstupu sítě, θt poměr trénovacích dat,
θv poměr validačních dat a θc poměr testovacích dat (viz. 4.6 a 4.7). V této úvaze vystupuje
model pouze s jednou skrytou vrstvou. Parametr d je v prostředí MATLAB implementován
jako vektor zpoždění, ale dále bude uvažován jako skalár, kdy d = 0 znamená vstup bez
zpoždění a d > 0 příslušný počet zpožděných hodnot, které si síť uloží.
Vektor vnitřní konfigurace pak představuje uspořádanou trojici
CI = (W ,B,Ft) (4.10)
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kde W je matice synaptických vah neuronů skryté vrstvy
W =

w11 w12 . . . w1n





wk1 wk2 . . . wkn
 (4.11)
B matice prahových hodnot (bias) jednotlivých neuronů (včetně výstupní vrstvy)
B =
(
b1 b2 . . . bn bn+1
)
(4.12)




f1 f2 . . . fn fn+1
)
(4.13)
Matice W představuje samotné nastavení synaptických vah neuronů skryté vrstvy. Těchto
synapsí je obecně k. Optimalizace, při které by se tyto hodnoty měnily, by představovala
přetrénovávání sítě a fungovala by tak proti vlastnímu učení. Vektor přenosových funkcí
Ft nebude v dalších optimalizacích uvažován a bude pokládán za konstantní v souladu
s definicí 2.7.3.
Pro počty prvků těchto matic u modelu NAR s jednou skrytou vrstvou platí
|W | = kn |B | = |Ft | = n+ 1 (4.14)
kde n je počet neuronů skryté vrstvy a k počet jejich synapsí. V implementaci NAR sítě
v prostředí MATLAB platí k = 2. [1]
Optimalizace vektoru CE představuje řešení úlohy s rozsáhlým stavovým prostorem, proto
jsem se rozhodl zaměřit se na minimalizaci hodnoty střední kvadratické chyby modelu
(MSE) konfigurováním jeho složek.
Vzhledem k faktu, že modely s velmi nízkou chybou trénovacích dat vykazují nízkou úro-
veň generalizace, je při požadavku na sestavení univerzálního modelu vhodné se zabývat i
regularizovanou střední kvadratickou chybou, která zohledňuje generalizaci. [1]
MSEREG = g ·MSE + (1− g) ·MSW (4.15)
kde g je koeficient výkonu sítě a MSW je střední hodnota sumy čtverců vah a prahů sítě. Na
základě dále uvedených výsledků ale veškeré získané modely vykazují velice dobrou úroveň
generalizace a proto není tato upravená hodnota chyby aplikována.
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4.4.1 Optimalizace na základě počtu neuronů
Tento druh optimalizace představuje prohledání stavového prostoru úlohy
min
n∈M
{MSE(n)}, M ⊂ N+ (4.16)
kdy MSE uvažujeme jako funkci počtu neuronů v zadaném rozsahu M . Účelem této op-
timalizace je získat vhodný počet neuronů n pro predikcí konkrétní zvolené časové řady
modelem s jednou skrytou vrstvou.
Optimalizace počtu neuronů je relativně snadno řešitelná sekvenčním prohledáním. Pro na-
lezení optimálního počtu neuronů jsem se rozhodl využít jednoduchý algoritmus realizovaný
jedním for cyklem, který postupně pro zadaný rozsah M provádí trénink sítí, vyhodnocuje
chybu a poté vrátí natrénovanou síť s nejnižší nalezenou střední kvadratickou chybou spolu
s informací o její hodnotě. Informace o tomto výběru je pak zanesena do histogramu a celý
proces se opakuje.
Jelikož se data rozdělují do distribučních podskupin náhodně a inicializace vektoru CI
(viz. 4.10) probíhá taktéž pomocí náhodně generovaných hodnot, tento způsob optimalizace
není z hlediska jednoho simulačního běhu směrodatný.
Proto byla vyhodnocena statistická data z 200 běhů této simulace ke stanovení vhodného
počtu neuronů. Výsledky jsou závislé na vstupních datech, proto je vhodné tuto optimalizaci
provést vždy pro konkrétní časovou řadu.
Pro rozsah 3–60 neuronů se při simulaci optimální počet neuronů ve skryté vrstvě dle
histogramu 4.6 pro časovou řadu akcií Google pohyboval nejčastěji přibližně mezi 3–10
neurony. Nejčastěji byly vybrány modely s hodnotami počtu neuronů 3 a 9, ale příznivých
výsledků dosahovaly i sítě s vyššími počty neuronů. Lze pozorovat klesající trend, kdy
s rostoucím počtem neuronů klesá počet úspěšných výběrů daných sítí. Z toho lze usuzovat,
že pro modelování nelineárního průběhu časových řad jsou dostačující i modely s nízkým
počtem neuronů a častá domněnka, že s rostoucím počtem neuronů v modelu roste také
kvalita modelu, neplatí.
Také u časové řady akcií Microsoft vykazují nejlepší výsledky velmi nízké počty neuronů
(3–4), jak je vidět na histogramu 4.7.
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Obrázek 4.6: Histogram nejnižších MSE pro testované počty neuronů na časové řadě akcií
Google (zdroj: vlastní)
Obrázek 4.7: Histogram nejnižších MSE pro testované počty neuronů na časové řadě akcií
Microsoft (zdroj: vlastní)
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4.4.2 Optimalizace distribuce dat
Zajímavý problém představuje nalezení optimální konfigurace třísložkového vektoru
D = (θt, θv, θc) (4.17)
kde jednotlivé parametry odpovídají dle 4.2 jednotlivým poměrům distribuce dat časové
řady do podmnožin trénovacích, validačních a testovacích dat.
Při zvyšujícím se podílu θt klesá výsledná chyba sítě, ale zároveň klesá úroveň generalizace
sítě, která je závislá na θv a která umožňuje aplikaci sítě na řešení podobných úloh. θc
působí pouze jako metrika výkonnosti sítě v průběhu tréninku a po něm a na samotný
trénink nemá žádný efekt. Je tedy vhodné uvažovat nad hodnotami konfigurace tohoto





E = (0, 1)× (0, 1)× (0, 1) (4.19)
Množina E představuje kartézský součin otevřených intervalů od nuly do jedné pro uspořá-
danou trojici definovanou vektoremD a vyjadřuje v alternativním znění podmínku z rovnice
4.6.
I zde lze provést sekvenční prohledání nastavováním hodnoty θt a dopočítáním zbývajících
složek podle rovnice




Tento přístup je sice velice jednoduchý a díky asymptotické složitosti O(N) i výpočetně
rychlý, ale překážkou může být nutně vyplývající rovnost θv = θc, která nezajistí úplné
prohledání celého stavového prostoru úlohy. Díky omezující podmínce 4.7 je řešení tohoto
problému zjednodušeno využitím algoritmu s kvadratickou asymptotickou složitostí O(N2),
který pro každou hodnotu θt vybere θv z otevřeného intervalu (0, 1 − θt) a hodnota θc se
nastaví dle rovnice 4.7. Tento algoritmus je pak realizován dvěma vnořenými for cykly
s volitelnou velikostí kroku.
Vzhledem k tomu, že systém MATLAB využívá pro kontrolu generalizace princip včasného
zastavení (early stop), který je zapnut, pokud θv > 0, je vhodné se zabývat i konfiguracemi,
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kdy θv = 0, tedy že žádná část dat není vyčleněna pro validaci. Pak je možné změnit
zápis množiny E, kde místo otevřeného intervalu (0, 1) bude uvažován pro složku θv zleva
uzavřený interval 〈0, 1). Poté je v prostředí MATLAB nutné pro zastavení tréninku využít
automatickou regularizaci pomocí změny trénovací funkce modelu na Bayesovu regularizaci
(trainbr).
Simulace byla provedena pro rozsahy intervalů
θt ∈ 〈0.1, 0.96〉, θv = 〈0.1, 1− θt〉 (4.21)
s krokem 0.02. Použité rozsahy neodpovídají intervalům z rovnice 4.19, ale jsou jejich podm-
nožinami. Důvodem je prohledání jen té části stavového prostoru, která nezahrnuje nízké
podíly trénovacích dat. Takové modely vykazují neuspokojivé výsledky s velkou chybou.
Proto jsem na základě empirie jako dolní mez rozsahu θt určil hodnotu 0.4, čili nejméně
40 % dat bude vždy vyčleněno pro trénink, což také značně ušetří výpočetní čas při zacho-
vání kvality výsledků. Parametr θv je zprava ohraničen dynamicky a v průběhu každého
cyklu se pravá hranice tohoto intervalu mění. Na obrázku 4.8 lze vidět průběh chyby v zá-
Obrázek 4.8: Vývoj MSE při optimalizaci distribuce dat nad časovou řadou akcií Google
(zdroj: vlastní)
vislosti na hodnotách složek vektoru D. Osa X představuje hodnoty 100θv, osa Y 100θt
a osa Z velikost MSE. Pro demonstraci je dolní mez intervalu θt nastavena na 0.10. Také
je zde patrné, že se neprohledal celý stavový prostor úlohy. Průběh nejlepších kombinací
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s klesající chybou je zobrazen na obrázku 4.9 včetně naznačené směrnice klesajícího trendu
MSE.
Obrázek 4.9: Konvergence MSE při optimalizaci distribuce dat nad časovou řadou akcií
Google (zdroj: vlastní)
Statistické výsledky z dvanácti referenčních běhů této simulace jsou shrnuty v tabulce 4.1.
Počty neuronů byly nastaveny dle výsledků optimalizace z podkapitoly 4.4.1 na hodnoty
n = 3 a n = 9 nad časovými řadami akcií společností Google a Microsoft. Hodnotu θc lze
dopočítat z rovnice 4.7.
i n index MSEmin θt θv
1 3 GOOG 0.507 0.68 0.30
2 3 GOOG 4.756 0.62 0.36
3 3 GOOG 1.057 0.60 0.38
4 3 MSFT 0.008 0.84 0.14
5 3 MSFT 0.013 0.72 0.24
6 3 MSFT 0.002 0.70 0.28
i n index MSEmin θt θv
7 9 GOOG 0.889 0.86 0.10
8 9 GOOG 0.881 0.78 0.20
9 9 GOOG 5.457 0.88 0.10
10 9 MSFT 0.012 0.74 0.22
11 9 MSFT 0.005 0.80 0.18
12 9 MSFT 0.003 0.66 0.30
Tabulka 4.1: Výsledky optimalizace distribuce dat s krokem 0.02 (zdroj: vlastní)
S krokem 0.02 (po 2 %) bylo pro každý pokus otestováno vždy 347 NAR modelů, pro každou
konfiguraci indexu a počtu neuronů bylo testování provedeno v deseti bězích, což dává
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celkem 13 880 sítí. Na základě těchto výsledků lze říci, že se zde vyskytuje jistá variabilita
daná náhodnými procesy a mezi nejlepší modely se dostávají jak sítě s velkým podílem θt,
tak také sítě s relativně velkou hodnotou θv. To je vhodné pro další aplikace, jelikož budou
u těchto modelů dále testovány predikční schopnosti a v podkapitole 4.7 také ověřována
jejich úroveň generalizace pro konkrétní obchodní simulaci.
4.4.3 Stochastická optimalizace
Tato optimalizace navazuje na řešení předchozích úloh, kdy jsem se zabýval vhodným poč-
tem neuronů a hodnotami distribuce dat. I když víme, jaký počet neuronů a jaké rozložení
dat je optimální pro modelování námi požadované časové řady, není tato informace dostaču-
jící. Při tréninku s náhodným nastavením vektoru CI bude chyba kolísat a kvalita modelu
se taktéž bude měnit. Proto je vhodné chybu minimalizovat pro daný počet neuronů tak,
že síť je přetrénovávána, dokud hodnota chyby nedosáhne minimální požadované hodnoty,
nebo se nedosáhne maximálního počtu pokusů.
Tento princip je tedy založen na stochastickém modelování, jelikož výstupní chyba má
náhodnou velikost závislou na inicializaci vektoru CI . Pro stanovení minimální požadované
hodnoty chyby jsem využil hodnotu směrodatné odchylky σ daného úseku časové řady.
Minimalizační úlohu lze pak zapsat jako
min
CE
{MSE(CE)} ≤ σ(x), CE = konst. (4.22)
Podmínku minimální chyby je možné vynechat a trénovat síť v celém počtu smyček, ale
jak bude dále ukázáno, snížení chyby je při velkém počtu iterací bezvýznamné. Pokud je
směrodatná odchylka časové řady příliš velká a optimalizace končí po malém počtu kroků,
doporučuji zvolit nižší hodnotu.
Na obrázku 4.10 je modře znázorněn průběh hodnot chyby trénovaného modelu s hodnotou
počtu neuronů n = 9 a hodnotami distribuce dat
θt = 0.80 θv = 0.10 θc = 0.10
nad časovou řadou akcií Google získaných v přechozí podkapitole. Horní hranice zobrazené
chyby je oříznuta pevnou hodnotou kvůli přehlednosti, jelikož při některých pokusech do-
sahovala chyba vysokých hodnot. Červeně jsou pak označeny hodnoty chyby, které byly
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Obrázek 4.10: Minimalizace chyby stochastickým prohledáváním (zdroj: vlastní)
postupně zaznamenány jako nejnižší. Lze pozorovat klesající trend, kdy je diference mezi
nejnižšími hodnotami chyby velká (chyba prudce klesá) a vzdálenost mezi je pokusy malá.
S přibývajícím počtem pokusů se ale tato diference snižuje a vzdálenost mezi pokusy, kdy
je chyba ještě snížena, se zvětšuje, což naznačuje možný hyperbolický průběh.
Na základě výsledků lze říci, že dostatečný počet pokusů pro nalezení modelu s nejnižší
chybou se pohybuje do jednoho sta.
4.4.4 Optimalizace pomocí genetického algoritmu
Všechny předchozí optimalizační postupy pracují tzv. hrubou silou, tedy sekvenčně, nebo
náhodným prohledáváním stavového prostoru. Vzhledem k minimalizačnímu charakteru
úlohy a složitosti rostoucí s počtem parametrů úlohy se však nabízí využití pokročilých
optimalizačních metod na bázi evolučních principů, konkrétně genetického algoritmu.
Specifikace problému pro řešení genetickým algoritmem spočívá v upřesnění několika klíčo-
vých bodů:
• Určení vhodné fitness funkce, jejíž minimum se bude hledat.
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• Kódování a dekódování dat do a z podoby binárního řetězce.
• Stanovení parametrů algoritmu jako velikost počáteční populace, parametry jed-
notlivých operací, kritéria zastavení algoritmu atd.
Jako parametr minimalizace jsem zvolil hodnotu MSE daného modelu stejně, jako tomu bylo
v předchozích podkapitolách. Fitness funkce na vstupu dostává chromozóm v podobě bi-
nárního řetězce představujícího daný genotyp. Ten je v jejím těle dekódován na požadované
parametry pomocí funkce btp(), která rozdělí daný řetězec na podřetězce a provede jejich
konverzi na dekadická čísla představující konfiguraci dílčích složek vektoru CE (viz. 4.9).
Pomocí takto rozdělených parametrů je pak natrénován model, který na výstupu vrací
hodnotu MSE a do globální paměti uloží síť pro možnost dalších úprav. Tento postup
je schématicky zachycen na obrázku 4.11, kde je zřejmé propojení s vlastním genetickým
algoritmem na úrovni vstupů a výstupů.
Obrázek 4.11: Schéma fitness funkce a mapování jejích vstupů a výstupů na genetický
algoritmus (zdroj: vlastní)
Vlastní modelování jsem provedl pro trojici (n, d, θt). Velikosti řetězců nutné pro zakódování
celočíselných hodnot lze spočítat z rovnice 2.24. Konkrétní intervaly pro dané parametry
byly zvoleny následovně a pro jejich zakódování do binárního řetězce o délce b bitů je
72
potřeba celkem
pro n ∈ 〈3, 80〉 b = 7
pro d ∈ 〈1, 7〉 b = 3
pro θt ∈ 〈0.4, 0.9〉 b = 6
 ⇒ 16 bitů
Je zřejmé, že dané počty bitů kódují větší intervaly, než je potřeba, takže je nutné v těle
fitness funkce kontrolovat, že dekódované hodnoty spadají do požadovaných rozsahů. Pokud
ne, funkce vrátí na výstupu řádově vysokou hodnotu MSE (např. 106) a tak algoritmus tyto
nevhodné konfigurace z populace automaticky vyřadí.
Když máme nadefinovánu fitness funkci, stanovenu délku chromozómu a implementovánu
převodní funkci, lze přistoupit k vlastnímu nastavení genetického algoritmu. Pro prvotní
konfiguraci jsem využil uživatelského rozhraní optimalizačního toolkitu MATLABu s ná-
zvem optimtool. Ten dovoluje rozličné modifikace genetického algoritmu, jako např. nasta-
vení počáteční populace, přepínání typů selekcí, křížení, četností mutací apod.
Vzhledem k charakteru úlohy jsem se rozhodl ponechat nastavení ve výchozím stavu, ale
zvětšit počáteční populaci, což je nutné díky již zmiňované náhodné inicializaci vektoru
CI . Výchozí velikost populace je 20 individuí, což je nedostatečné také z toho důvodu,
že stavový prostor úlohy je tvořen celkem 23 100 konfiguracemi sítí (77 × 6 × 50), které
jsou navíc zatíženy stochastickým jevem. Proto jsem zvolil výchozí populace o velikostech
postupně 100, 200, 400 a 1000 jedinců, což by mělo zajistit dostatečnou diverzitu mezi
individui a omezit předčasnou konvergenci algoritmu do lokálního minima.
Efektivita genetického algoritmu je díky náhodným inicializacím nižší, jelikož se při simulaci
často trénují modely se stejnou konfigurací a vrací rozdílné hodnoty MSE. To ovšem vadí
pouze z hlediska výpočetního času úlohy. Ukončovací podmínky byly stanoveny na 100
generací (gmax = 100)a minimální požadovanou hodnotu
MSEmin = 0.01σ(x)
Hodnotu koeficientu 0.01 jsem zvolil empiricky tak, aby algoritmus nebyl ukončen předčasně
z důvodu nalezení požadované hodnoty MSEmin, která by však zdaleka nebyla minimální a
zároveň, aby algoritmus nenarazil na ukončení podmínkou o maximálním počtu generací.
Výsledky modelů, které této podmínky dosáhly, jsou zaznačeny v tabulce 4.2, |β | značí
velikost startovní startovní populace (viz. 2.8.1).
73
i index MSEmin |β | g n d θt
1 MSFT 0.013 100 43 7 4 0.88
2 MSFT 0.013 200 20 6 2 0.86
3 MSFT 0.013 400 27 4 2 0.90
4 MSFT 0.013 1000 18 7 6 0.90
5 GOOG 5.000 100 9 8 3 0.88
6 GOOG 5.000 200 29 3 4 0.90
7 GOOG 5.000 400 24 3 7 0.90
8 GOOG 5.000 1000 8 4 3 0.90
Tabulka 4.2: Výsledky optimalizace genetickým algoritmem (zdroj: vlastní)
Konvergence k minimu MSE pro časovou řadu akcií Microsoft je zachycena na obrázku
4.12. Pro nalezení minima stačilo průměrně 20 generací. Získané nejlepší řešení jsem poté
převedl zpět na dekadické hodnoty a zanesl referenční výsledky z osmi simulací do tabulky
4.2. Při nedostatečné velikosti počáteční populace řešení nekonverguje, konverguje velice
pomalu, nebo uvízne v lokálním minimu, což je patrné z obrázku 4.13. Osa X představuje
počet generací, osa Y nejnižší hodnotu fitness pro danou generaci.
Výsledky získané tímto způsobem lze brát pouze jako doporučení, nikoli jako hodnoty
nejlepší možné konfigurace. V korelaci s výsledky z podkapitoly 4.4.2 lze říci, že dané počty
neuronů i rozdělení dat se často shodovaly. Některé modely také produkovaly dobré výsledky
při vyšších hodnotách zpoždění vstupních dat d. Na základě takto získaných konfigurací
lze konstatovat, že stochastickou optimalizací nad modelem s konfigurací získanou pomocí
genetického algoritmu by měly být získány modely s nejmenší chybou.
Hledání optimální vícevrstvé topologie
Rozšiřující variantou této optimalizace je úvaha modelu s obecně h skrytými vrstvami. Pak
je nutné zápis rovnice 4.9 se skalárními hodnotami, které jsou limitním případem pro model
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Obrázek 4.12: Konvergence MSE pro časovou řadu akcií Microsoft, |β | = 200 (zdroj:
vlastní)
Obrázek 4.13: Vývoj MSE pro časovou řadu akcií Microsoft, |β | = 20 (zdroj: vlastní)
s jednou skrytou vrstvou rozšířit na
CE = (Ln, d,D) (4.23)
Ln = (n1, . . . , nh) (4.24)
(4.25)
75
kde Ln je uspořádaná h-tice počtu neuronů jednotlivých skrytých vrstev. Parametry d a
D zůstávájí podle 4.9 zpožděním vstupu a uspořádanou trojicí distribuce dat. Na obrázku
4.14 je ukázka modelu pro h = 2 s nastavením
Ln = (6, 3) d = 2
Obrázek 4.14: Ukázka NAR modelu se dvěma skrytými vrstvami (zdroj: vlastní)
Poté můžeme pro optimalizaci složek Ln a d uvažovat zakódování jednotlivých parametrů
do bitové podoby obdobně, jako tomu bylo v předchozím případě:
pro n ∈ 〈2, 32〉 b = 5
pro d ∈ 〈1, 4〉 b = 2
 ⇒ 12 bitů (pro h = 2)
Pro toto řešení jsem navrhl novou fitness funkci, která je schopna také kontrolovat přítom-
nost nulových podřetězců pro vektor Ln a příslušně korigovat topologii modelu. To jsem
ošetřil jednoduchým způsobem, kdy nula způsobí zkrácení sítě o tuto neplatnou vrstvu.
Obrázek 4.15: Konvergence MSE pro časovou řadu akcií Microsoft, |β | = 200, h ≤ 4
(zdroj: vlastní)
Při této optimalizaci chyba modelů jednoznačně nekonvergovala, což lze dobře vidět na ob-
rázku 4.15 a to nehledě na konfiguraci algoritmu. Postupně jsem provedl nastavení různých
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velikostí populace, možnosti křížení nebo četnosti mutace, ale nic z toho nevedlo k jedno-
značně konvergujícímu řešení.
Výsledky poskytnuté touto optimalizací tedy naznačují, že NAR modely s vyšším počtem
vrstev nevykazují žádné výjimečné výsledky. Kvalita predikce těchto modelů bude zahrnuta
i ve výsledcích obchodní simulace v podkapitole 4.7.
Optimalizace na základě ziskovosti modelu
Další aplikovaná optimalizace využívá fitness funkce kombinované s obchodním modelem,
kdy hodnota fitness představuje převrácenou hodnotu zisku daného modelu otestovanou
principem plovoucího okna tak, jak to je vysvětleno v podkapitole 4.7. Pro každého jedince
je otestováno 50 obchodních dní a vyhodnocena výsledná finanční bilance. Pokud je na
konci jedinec ve stavu, kdy má nakoupeno, přepočítá se zpětně hodnota bilance podle počtu
akcií a jejich nákupní ceny, aby tak nebyly vyřazeny ziskové modely, které jako poslední
nakupovaly.
Obrázek 4.16: Konvergence MSE pro obchodní fitness funkci nad časovou řadou akcií
IBM, |β | = 100 (zdroj: vlastní)
Konvergence takto sestaveného problému k minimálnímu řešení je relativně strmá, průměrně
v deseti generacích byly při optimalizaci trojice (n, d, θt) nad časovou řadou akcií IBM
získány modely se ziskovostí až 103 %, ve dvaceti generacích pak až 105 %. Kvalita op-
timalizace je samozřejmě silně závislá na průběhu úseku časové řady, který je využit pro
testování ziskovosti. Proto je vhodné provést optimalizaci nad konkrétní časovou řadu, pro
jejíž predikci pak bude model použit. Při hledání nejziskovějšího modelu se hodnota fitness
ustálila na ziskovosti okolo 107 % při průměrném počtu 40–50 generací. Průběh konver-
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Obrázek 4.17: Průměrná vzdálenost mezi individui v populaci, doplňuje obrázek 4.16
(zdroj: vlastní)
gence k maximální možné ziskovosti pro danou řadu lze vidět na obrázku 4.16. Z obrázku
4.17 je pak patrné, že průměrná vzdálenost individuí v populaci pro nízké hodnoty fitness
(modely s nejvyšší ziskovostí) kolísá, což znamená, že výrazně klesá diverzita mezi indivi-
dui v populaci a samotný algoritmus se ukončí z důvodu nedostatečné velikosti průměrné
změny fitness hodnoty.
Nejlepší konfigurace získané touto optimalizací jsou zaneseny v tabulce 4.3 včetně hodnoty





kde v je výsledná hodnota fitness funkce dané konfigurace a mb startovní finanční obnos.
Pro jednoduchost je hodnota η v tabulce uvedena v procentech. Vzhledem k ohromné
výpočetní a časové náročnosti optimalizace jsou uvedeny pouze tři referenční výsledky pro
různé časové řady.
# index |β | g n d θt η
1 IBM 100 51 63 7 0.66 106.56 %
2 GOOG 100 51 61 7 0.90 102.69 %
x MSFT 100 47 42 5 0.74 105.84 %
Tabulka 4.3: Výsledky optimalizace genetickým argoritmem s fitness funkcí ziskovosti
(zdroj: vlastní)
Lze pozorovat, že dobrých obchodních výsledků dosahují i modely s vyšším počtem neuronů,
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nehledě na hodnotu jejich MSE, takže zavrhovat tyto modely díky jejich vyšší chybě je
předčasné.
Optimalizace na základě úrovně prediktability trendu
Přechozí způsob optimalizace je však při hledání vyšších hodnot ziskovosti časově i vý-
početně velice náročný, protože v těle fitness funkce se musí provést sestavení modelu, jeho
natrénování a poté realizace obecně c kroků simulace (v konkrétním případě c = 50). Proto
jsem navrhl odlehčenou variantu této fitness funkce, která nesimuluje obchod s akciovým









tj t ∈ {0, 1} (4.27)
kde tj je predikovaná hodnota trendu nabývající hodnot 0 (neúspěšná predikce) nebo 1
(úspěšná predikce) a c počet kroků simulace (viz. podkapitola 4.7). Vydělením počtem
pokusů získáme úspěšnost predikce trendu, což není nic jiného než výběrový průměr t, a
tím i ohodnocení modelu.
Náročnost této optimalizace je spíše časová, ale můžeme ji urychlit stanovením minimální






což je již velice kvalitní prediktabilita a jen málo modelů je schopno jí dosáhnout.
Přesnost optimalizace závisí opět na zvoleném úseku časové řady a počtu predikčních kroků
(pro 50 kroků je přesnost 2 %, pro 100 kroků 1 % atd.). Výsledky optimalizace pro devět
referenčních běhů jsou zaneseny v tabulce 4.4 včetně parametrů modelu a počtu generací g,
ve kterém došlo k nalezení minima účelové funkce. Nastavení algoritmu bylo použito výchozí,
pouze míra mutace byla zvýšena na 0.03. Zajímavostí na této optimalizaci je skutečnost, že
v závislosti na přesnosti prediktability se jedná o zobrazení stavového prostoru úlohy, který
představuje veškeré možné konfigurace modelů, na množinu o velikosti c prvků.
Z tabulky 4.4 je patrné, že modely s vyšším počtem neuronů byly pro některé řady v predikci
trendu úspěšné podobně jako modely s nižšími počty neuronů. Nejvyšší hodnoty predik-
tability, kterých bylo dosaženo, se pohybovaly okolo 76-78 %, což lze považovat za velice
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# index |β | g n d θt 1v
1 GOOG 20 3 7 7 0.81 76.2 %
2 GOOG 100 7 17 5 0.45 76.0 %
3 GOOG 200 10 5 7 0.63 74.6 %
4 MSFT 20 10 27 6 0.33 78.1 %
5 MSFT 100 18 26 2 0.62 72.5 %
6 MSFT 200 13 9 5 0.74 70.3 %
7 AAPL 20 6 38 3 0.41 76.4 %
8 AAPL 100 9 27 6 0.66 74.4 %
9 AAPL 200 3 25 7 0.75 76.0 %
Tabulka 4.4: Výsledky optimalizace genetickým algoritmem s fitness funkcí prediktability
(zdroj: vlastní)
dobrou úroveň prediktability. Navíc bylo těchto výsledků dosaženo často v malém počtu
generací (g ≤ 10). Dobrou prediktabilitu obecně vykazovaly modely s vyššími hodnotami
zpoždění na vstupní vrstvě a mezi favority se dostaly i modely s velmi nízkou hodnotou θt,
což svědčí o nadprůměrném stupni generalizace těchto modelů.
V podkapitole 4.7 pak budou konfrontovány obchodní výsledky všech modelů a bude uká-
záno, že dobrá prediktabilita trendu neznamená automaticky ziskový model.
4.5 Shrnutí optimalizace
Všechny z výše diskutovaných optimalizačních postupů mají své klady i zápory a nelze
jednoznačně vybrat jeden vhodný a univerzální. Na základě provedených simulací jsem
došel k závěrům, které nabízí různé kombinace optimalizací pro různá kritéria:
Rychlé nalezení modelu s přijatelnou chybou
Pro toto kritérium je vhodná optimalizace počtu neuronů pomocí sekvenčního pro-
hledání. Nalezené modely vykazují přijatelnou velikost chyby a časová i výpočetní
složitost hledání je nejnižší ze všech optimalizací. Tyto modely ovšem nelze doporučit
pro obchodní aplikaci, ale spíše pro testování nebo další optimalizace.
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Nalezení modelu s nejnižší možnou chybou
Pokud hledáme model s nejnižší možnou chybou pro konkrétní časovou řadu, je
vhodné nejprve zjistit optimální konfiguraci modelu pomocí jedné z variant:
• sekvenční hledání počtu neuronů a sekvenční hledání vhodného rozdělení dat
• optimalizace genetickým algoritmem
Na výslednou nejlepší konfiguraci poté aplikovat stochastickou optimalizaci, která
zajistí přetrénování modelu na stav s nejnižší možnou chybou. Odezvu časové řady
takto zpracovaného modelu lze vidět na obrázku 4.18, kdy je chyba trénovacích dat
naprosto minimalizována.
Nalezení modelu s nejlepším poměrem velikosti chyby a úrovně generalizace
Hledáme-li kompromis, který vykazuje relativně nízkou hodnotu chyby a zároveň je
schopen podávat kvalitní výsledky pro obdobné problémy, jeví se jako ideální hledání
vhodné konfigurace pomocí genetického algoritmu s fitness funkcí využívající ohod-
nocení pomocí obchodního modelu (ziskovost η) nebo úspěšnosti predikce trendu.
Ukázka odezvy časové řady takového kompromisního modelu je na obrázku 4.19. Z něj
je také patrné, že průměrná velikost chyby je vyšší, ale odhad trendu takových mo-
delů je vcelku přesný (podle tabulky 4.4 lze dosáhnout až 76% úspěšnosti v padesáti
obchodních dnech).
Pro obchodní aplikaci je nejvhodnější poslední varianta, která je pro ni již povahou daných
optimalizací předurčena. Pokud by výsledky predikce nebyly dostatečně kvalitní, lze model
vylepšit pomocí stochastické optimalizace.
Vzhledem k výhodě otevřeného přístupu k hodnotám všech složek matic W a B zavedených
v kapitole 4.4 se nabízí možnost zabývat se také optimální konfigurací těchto matic, resp.
vektoru CI z hlediska MSE, což vlastně není nic jiného, než trénink neuronové sítě
podle 2.7.5.
Prostředí MATLAB disponuje funkcemi pro nastavení příslušných matic a práci s nimi jako
s jedním vektorem. Díky tomu lze obdobně zakódovat příslušné složky do bitového řetězce
a využít optimalizace genetickým algoritmem. Pro opakování pokusů existuje v prostředí
MATLAB také možnost nastavení počáteční hodnoty vestavěného generátoru pseudoná-
hodných čísel (seed).
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Obrázek 4.18: Odezva časové řady akcíí Microsoft pro model optimalizovaný na nejnižší
chybu (zdroj: vlastní)
Obrázek 4.19: Odezva časové řady akcíí Microsoft. pro model optimalizovaný na nejlepší
poměr chyby a generalizace (zdroj: vlastní)
Optimalizace vnitřní konfigurace (trénink sítě) není dále v práci diskutována. V práci je
pro trénink modelů zvolen Levenberg-Marquardtův algoritmus (viz. 2.7.5) a tento problém
si ponechávám k dalšímu výzkumu.
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4.6 Predikce pro následující obchodní den (modul Predict)
Po sestavení a optimalizaci vhodného modelu tento modul očekává existenci datové struk-
tury net, která představuje optimalizovaný a natrénovaný model neuronové sítě. Tento
modul umožňuje několik variant predikce pro následující obchodní den. Výchozí je predikce
pro časovou řadu, na které byl model trénován, dále pak lze predikovat hodnotu na libovolné
časové řadě, kterou si lze zvolit. Modul v tomto případě dovoluje simulaci i přetrénování
modelu na nových datech. Nicméně toto přetrénování způsobí přepsání optimalizovaného
modelu, proto je vhodné pouze pro testování konfigurace.
Obrázek 4.20: Korelace cílových dat a výstupu modelu predictor (zdroj: vlastní)
Samotná predikce představuje vytvoření sekundárního modelu predictor, který předsta-
vuje již vytvořený a optimalizovaný model, pouze s odstraněným zpožděním na vstupu
(obrázek 4.21), což způsobí na výstupu získání predikované hodnoty yt+1. Pokud násle-
dující kalendářní den není obchodní den, aplikace sama určí následující obchodní den na
nejbližší možný.
Na obrázku 4.20 je vidět korelace cílových dat časové řady akcií Google a výstupu pre-
dikčního modelu včetně predikované hodnoty pro následující obchodní den. Červená linie
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představuje cílová data modelu (původní časovou řadu) a modrá výstup modelu. Je patrné,
že konkrétní model velice dobře kopíruje trendové závislosti původní časové řady.
Modul sestává z několika částí:
1. Prediktabilita
a) Výpočet Hurstova exponentu (viz. 4.6.1) pro zjištění prediktability časové řady
b) Výpočet fraktální dimenze časové řady
c) Zjištění chování časové řady
d) Zjištění očekávaného trendu v závislosti na hodnotě Hurstova exponentu
2. Predikce
a) Analýza predikovaného trendu a konfrontace s předpovědí Hurstova exponentu
b) Zobrazení grafu korelace vstupní časové řady a výstupu modelu
c) Zobrazení predikované ceny a informace o potvrzení/vyvrácení trendu Hursto-
vým exponentem
Výstup modulu je pak v následující textové podobě, která shrnuje výsledky předchozích
kroků:
------------------- Predictability -------------------
Hurst exponent value: 0.33
Hausdorf-Besicovitch dimension: 1.67




NAR network, 17 neurons, delay: 5, train ratio: 70 %, val. ratio: 15 %
Predicted price of GOOG 03-May-2012 = 605.870 $
Increasing trend confirmed.
------------------------------------------------------
Tabulka 4.5: Textový výstup predikčního modulu (zdroj: vlastní)
Modul poskytuje predikci pro následující obchodní den, ale je také možné jej přepnout
na vícekrokovou predikci. Pak nepoužívá model s odstraněným zpožděním, ale uzavřený
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model (closed-loop), kdy je na vstup přivedena hodnota výstupu podle obrázku 4.22. Podle
[4] (str.117-118) je však vhodné nastavit počet neuronů ve výstupní vrstvě podle počtu
predikovaných kroků. Model NAR disponuje ve výstupní vrstvě pouze jedním neuronem a
proto není příliš vhodný pro vícekrokové predikce.
Tento modul tedy pracuje se získaným modelem a poskytuje jednoduchou predikci pro
následující obchodní den. To je vhodné pro ruční zpracování, ale pro testování úspěšnosti
modelu je to nepraktické. Proto jsem navrhl separátní modul specializovaný na testování,
který je popsán v následující podkapitole.
Obrázek 4.21: Schéma konkrétního NAR modelu s odstraněným zpožděním pro jedno-
krokovou predikci (zdroj: vlastní)
Obrázek 4.22: Schéma konkrétního uzavřeného NAR modelu pro vícekrokovou predikci
(zdroj: vlastní)
4.6.1 Aplikace Hurstova exponentu
Jak již bylo zmíněno v podkapitole 2.6.2, Hurstův exponent měří chaotičnost časové řady.
Jeho použití pro dlouhé úseky časových řad je sporné, jelikož rozeklanost časové řady může
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v dlouhodobém horizontu kolísat. Chceme-li, aby Hurstův exponent napomáhal predikci
trendu časové řady, je vhodné jej užívat pouze pro krátkodobé úseky časových řad.
Pro jeho výpočet v aplikaci jsou použity rovnice z podkapitoly 2.6.2 a výpočet se aplikuje
na celý úsek časové řady. Podle chování časové řady je pak na základě pravidel vyhodnocen
pravděpodobný predikovaný trend. Pokud tento trend souhlasí s výstupem modelu, měla
by být predikce kvalitní. V opačném případě klesá úspěšnost predikce, ale je nutné brát
v úvahu, že hodnota Hurstova exponentu je vypočtena nad celou časovou řadou. Pokud se
tedy předpovědi liší, je vhodné uvažovat o zkrácení úseku časové řady nebo úpravě modelu.
4.7 Obchodní simulace (modul Statistics)
Tento modul navazuje na předchozí zpracovaný model a umožňuje na jeho základě rozličné
možnosti testování a simulace obchodování. Modul pracuje ve čtyřech režimech:
• S. . . Simulace s plovoucím oknem (Floating window simulate),
• T. . . Přetrénovávání s plovoucím oknem (Floating window with retrain),
• SS. . . Simulace s plovoucím oknem, bezpečná varianta (Floating window simulate
SAFE ),
• TS. . . Přetrénovávání s plovoucím oknem, bezpečná varianta (Floating window with
retrain SAFE ).
Pro popis principu zavedu několik proměnných:
• DATA. . . časová řada dat,
• i. . . délka časové řady DATA, pro kterou platí podmínka
i ≥ s+ c+ 1
zajišťující, aby se okno při simulaci nedostalo mimo vektor časové řady,
• s. . . velikost plovoucího okna,
• c. . . počet kroků (vhodné je, aby c bylo zvoleno tak, že při posledním kroku je konec
plovoucího okna na konci časové řady, tedy c = i− s, ale není to podmínkou),
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• j. . . hodnota kroku (výchozí = 1).
Princip simulátoru je naznačen na obrázku 4.23. V prvním kroku se provede načtení dat
časové řady odpovídající časové řadě indexu, na které byl trénován a optimalizován model,
který chceme testovat. Tento způsob provede pouze jedno načtení velkého množství dat a
šetří tak čas i výkon aplikace, jelikož jednotlivé datové subvektory pro predikci jsou dále
načítány z operační paměti. Zde bych rád podotkl, že obchodní algoritmus nemá přístup
k uloženým datům a reálné hodnotě akcie pro predikované obchodní den. Tato data jsou
udržována separátně a algoritmus vždy pracuje pouze se subvektorem (oknem) těchto dat.
Obrázek 4.23: Princip simulace s plovoucím oknem (zdroj: vlastní)
Dále si v cyklu o celkovém počtu c kroků algoritmus postupně načítá z časové řady DATA
subvektor těchto dat (plovoucí okno) o rozsahu (j, j + s) a na základě parametru spuštění
provede nad modelem simulaci nebo opětovné trénování a vyhodnocení. Poté se na základě
vyhodnocené predikce trendu provede simulovaný nákup nebo prodej dle zjednodušeného
pseudokódu 4.6.
Pro zjednodušení jsou uvažovány metody
• sim(). . . představující simulaci neuronové sítě nad oknem dat,
• predict(). . . vracející predikovanou hodnotu pro následující den,
• buy stocks(). . . provádějící prodej akcií,
• sell stocks(). . . provádějící nákup akcií.
Pokud je predikovaný trend pro další obchodní den rostoucí, algoritmus provede nákup
akcií, aby je mohl v další vhodný den prodat. Pokud je trend klesající, provede se prodej,
aby se mohlo nakoupit. V bezpečné variantě prodeje je navíc ošetřena situace, kdy je sice
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FOR j=1:c
window = DATA(j, j+s);
sim(net, window);
predicted price = predict(net);
predicted trend = predicted price - window(s);






Kód 4.6: Pseudokód obchodního simulátoru se syntaxí MATLABu (zdroj: vlastní)
trend pro prodej vhodný, ale pokud je nová prodejní cena nižší než poslední nákupní cena
akcií, prodej se neprovede, protože by to vedlo ke ztrátě.
V simulaci jsem porovnal obě dvě metody, bezpečné varianty méně nakupují a prodávají,
ale díky ošetření vykazují kladnou ziskovost. Varianty bez ošetření nakupují dá se říci
”
bezhlavě“ a pokud časová řada nevykazuje specifické chování, kdy jsou následující změny
trendů pro nákup nebo prodej výhodnější než předchozí, jsou tyto simulace ztrátové.
Při volbě varianty simulace nebo přetrénování dosahovaly nejlepších výsledků modely, které
již byly optimalizovány a nepřetrénovávaly se, čímž nedošlo k případnému znehodnocení
jejich předchozích optimalizací. Navíc simulace je časově efektivnější, než nový trénink před
každým obchodním dnem. Výstup z modulu lze pak vidět v tabulce 4.7. V příloze v ta-
bulce A.1 jsou shrnuty obchodní výsledky rozličných konfigurací různých modelů. Výchozí
finanční obnos byl nastaven na 10 000 $, velikost okna na 100 obchodních dní a počet kroků
na 100. Obchodní rozmezí představovalo období od 18. listopadu 2011 do 5. dubna 2012.
Výsledky modelů, jež neměly v poslední den simulace prodáno, byly přepočítány podle
poslední nákupní ceny, aby bylo možno získat hodnotu ziskovosti.
První čtyři modely jsou referenční pro jednotlivé varianty obchodování, dále jsou modely
seskupeny podle aplikovaných optimalizací a seřazeny podle typu simulace, vynechána je
nezabezpečená varianta přetrénování (T).
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---------------- Model parameters ---------------
NAR network
neurons: 6
train ratio: 69 %
validation ratio: 15 %
---------------- Model efficiency ---------------
Trend prediction accuracy: 66.0 %
Prediction deviation mean: 0.3 $
Serie std deviation: 2.5 $




Money startup: 10000.00 $
Money result: 11300.1 $
Money bilance: +130.1 $ (+13.01 %)
Stocks status: 0
-------------------------------------------------
Kód 4.7: Textový výstup obchodního modulu (zdroj: vlastní)
Jednotlivé sloupce představují:
• #. . . identifikátor modelu,
• index. . . zkratka NASDAQ indexu použité časové řady akcií,
• MSE. . . střední kvadratická chyba modelu,
• Ln. . . vektor počtu neuronů jednotlivých skrytých vrstev podle 4.25, např. (3) zna-
mená jednu vrstvu o třech neuronech, (3, 5) znamená dvě vrstvy, jednu se třemi
neurony, druhou s pěti atd.,
• d. . . zpoždění vstupních hodnot,
• D. . . uspořádaná trojice hodnot rozdělení dat podle 4.17,
• σp. . . směrodatná odchylka predikce,
• typ. . . typ obchodní metody (S, T, SS, TS), viz. začátek kapitoly,
• N/P. . . počet uskutečněných nákupů/počet uskutečněných prodejů,
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• opt.. . . použité optimalizace (v aplikovaném pořadí),
– N. . . Sekvenční optimalizace počtu neuronů,
– D. . . Sekvenční optimalizace rozdělení dat,
– S. . . Stochastická optimalizace,
– GP. . . Optimalizace CE pomocí GA, fitness = prediktabilita trendu,
– GE. . . Optimalizace CE pomocí GA, fitness = MSE,
– GN. . . Optimalizace CEpomocí GA, fitness = ziskovost,
– GT. . . Optimalizace topologie sítě pomocí GA, fitness = MSE,
• p. . . úspěšnost predikce trendu,
• η. . . ziskovost modelu.
Dále v příloze na obrázcích B.2 až B.3 lze vidět vývoj simulace pro jednotlivé obchodní
dny. Horní graf představuje stav finančních prostředků, červená přerušovaná čára značí vý-
chozí hodnotu financí (v tomto případě 10 000 $). Prostřední graf značí počet nakoupených
akcií a dolní graf představuje diferenci finančních prostředků, čili vrchol kladným směrem
signalizuje prodej a vrchol záporným směrem signalizuje nákup. Nakupuje se vždy za celý
získaný obnos a prodávají se vždy všechny akcie.2
Je patrné, že modely bez ochrany nakupují a prodávají kdykoli je to možné, což někdy
vede k zisku, ale často také ke ztrátě. Naproti tomu modely s ochranou vykazují opatrnější
chování, i když hodnota zisku nedosahuje takových hodnot jako u nebezpečných variant.
Tento rozdíl lze považovat za cenu za snížení rizika. Celkově lépe si vedou modely již
optimalizované, nad kterými se provádí pouze simulace bez zásahu do jejich vnitřního stavu.
Modely, které jsou přetrénovávány pro každý subvektor dat jsou rizikové, protože trénink
může skončit s různými hodnotami chyby, což může vést ke ztrátě. Pokud má ovšem model
dobře navrženou architekturu pro danou úlohu, vyskytují se často také pozitivní výsledky.
2Modul samozřejmě umožňuje nastavení těchto voleb, ale simulace byly provedeny s výchozím nastavením.
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Závěr
Získané výsledky ukazují, že predikční efektivita modelů umělých neuronových sítí je na
velice dobré úrovni a lze ji do značné míry vylepšit aplikací uvedených optimalizací. Jako
každý technicko-analytický nástroj však sebelepší model nemůže podávat dokonale pravdivé
předpovědi o chování tak složitého systému, jakým je kapitálový trh a proto je tato oblast
otevřena dalšímu výzkumu.
Dosažené výsledky prokazují, že při užití modelů umělých neuronových sítí lze dosáhnout
ziskových konfigurací a nadprůměrných hodnot prediktability trendu, avšak za předpokladu
správného nastavení a adaptace modelu na konkrétní úlohy.
Práce shrnuje zejména optimalizační techniky na úrovni externí konfigurace modelů a po-
dává pozitivní výsledky s průměrnou ziskovostí okolo 111.0 %, tedy 11.0 % čistého zisku
a průměrnou hodnotou prediktability trendu okolo 62.2 %. Z 91 finálních simulovaných
modelů jich bylo ziskových celkem 82 (cca 90 %) a nejvyšší hodnota ziskovosti byla dosa-
žena u časové řady akcií společnosti Apple. Její hodnota činí 154.58 %. Vysoká ziskovost je
v tomto případě silně ovlivněna tvarem časové řady, která vykazovala v testovaném období
trvale rostoucí charakter. Nejlepších hodnot prediktability trendu (až 93 %) dosahují mo-
dely s vyššími počty neuronů, ale jejich ziskovost je spíše podprůměrná (okolo 103 %), což
svědčí o nízké generalizaci těchto modelů. Obecně nejlepší ziskové výsledky podávají modely
optimalizované genetickým algoritmem s fitness funkcí prediktability trendu a ziskovosti,
dobrých výsledků dosáhly i modely s konfigurací získanou sekvenčními metodami.
Ztrátových modelů bylo minimum, na základě výsledků lze říci, že při zabezpečené variantě
obchodování simulací nebylo dosaženo ztráty ani v jednom případě. Pokud se nějaký model
dostal do ztráty, stalo se tak při nezabezpečené simulaci nebo při přetrénovávání, kdy se
vytrácí efekt některých užitých optimalizací.
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Lze konstatovat, že dosažené výsledky jsou kvalitní a je možné jejich užití v komerční sféře
na reálných trzích.
V této práci jsem naplno využil získaných poznatků z oblastí systémového inženýrství, soft-
computingu a rozhodovacích metod, matematiky, informatiky a ekonomických věd. Práce
rozšířila mé obzory na poli predikce pomocí nástrojů technické analýzy a do budoucna bych
se chtěl této problematice dále věnovat a rozvíjet ji.
Nové přístupy k pohledu na systémy trhů, zvyšující se výpočetní výkon počítačů a rostoucí
kvalita modelů předurčují, že v oboru predikce lze očekávat stále nové přístupy a metody.
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Parametry modelu Výsledky modelu
# index Ln d θt, θv opt. typ N/P σp [$] p [%] η [%]
1 GOOG (23) 5 0.66, 0.17 GP, S SS 9/9 5.0 71.0 119.96
2 GOOG (23) 5 0.66, 0.17 GP, S S 25/25 5.0 71.0 114.90
3 GOOG (23) 5 0.66, 0.17 GP, S TS 3/3 12.5 63.0 106.64
4 GOOG (23) 5 0.66, 0.17 GP, S T 24/24 11.6 56.0 79.94
5 GOOG (8) 3 0.88, 0.06 GE, S SS 5/5 5.5 63.0 109.38
6 GOOG (8) 3 0.88, 0.06 GE, S S 18/18 5.5 63.0 103.48
7 GOOG (8) 3 0.88, 0.06 GE, S TS 3/3 7.5 59.0 106.35
8 GOOG (61) 6 0.90, 0.05 GN, S SS 4/4 3.4 80.0 102.47
9 GOOG (61) 6 0.90, 0.05 GN, S S 26/26 3.4 80.0 96.24
10 GOOG (61) 6 0.90, 0.05 GN, S TS 3/3 23.3 49.0 104.86
11 GOOG (5) 3 0.68, 0.16 N, D, S SS 4/4 5.4 63.0 108.12
12 GOOG (5) 3 0.68, 0.16 N, D, S S 16/16 5.4 63.0 103.88
13 GOOG (5) 3 0.68, 0.16 N, D, S TS 3/3 8.1 51.0 102.35
14 GOOG (12, 21) 4 0.70, 0.15 GT, S SS 5/5 5.6 71.0 114.72
15 GOOG (12, 21) 4 0.70, 0.15 GT, ST S 22/22 5.6 71.0 112.45
16 GOOG (12, 21) 4 0.70, 0.15 GT, ST TS 3/3 9.2 48.0 108.52
17 MSFT (27) 5 0.34, 0.33 GP, S SS 10/10 0.3 69.0 113.64
18 MSFT (27) 5 0.34, 0.33 GP, S S 20/20 0.3 69.0 112.24
19 MSFT (27) 5 0.34, 0.33 GP, S TS 6/6 0.6 52.0 105.85
20 MSFT (6) 1 0.86, 0.07 GE, S SS 10/10 0.2 63.0 124.07
21 MSFT (6) 1 0.86, 0.07 GE, S S 18/18 0.2 63.0 121.62
22 MSFT (6) 1 0.86, 0.07 GE, S TS 3/3 0.5 47.0 102.33
23 MSFT (42) 4 0.74, 0.13 GN, S SS 7/7 0.3 74.0 119.49
24 MSFT (42) 4 0.74, 0.13 GN, S S 22/22 0.3 74.0 98.21
25 MSFT (42) 4 0.74, 0.13 GN, S TS 2/2 1.2 52.0 104.77
26 MSFT (9) 3 0.72, 0.14 N, D, S SS 2/2 0.2 57.0 120.92
27 MSFT (9) 3 0.72, 0.14 N, D, S S 17/17 0.2 57.0 112.40
28 MSFT (9) 3 0.72, 0.14 N, D, S TS 4/4 1.1 52.0 105.97
29 MSFT (1, 12) 6 0.70, 0.15 GT, ST SS 7/7 0.3 60.0 122.79
30 MSFT (1, 12) 6 0.70, 0.15 GT, ST S 11/11 0.3 60.0 116.80
31 MSFT (1, 12) 6 0.70, 0.15 GT, ST TS 5/5 0.4 52.0 108.39
32 IBM (55) 3 0.42, 0.29 GP, S SS 3/3 1.2 78.0 105.99
33 IBM (55) 3 0.42, 0.29 GP, S S 23/23 1.2 78.0 98.77
34 IBM (55) 3 0.42, 0.29 GP, S TS 3/3 3.0 51.0 100.05
35 IBM (5) 6 0.90, 0.05 GE, S SS 3/3 1.0 72.0 105.13
36 IBM (5) 6 0.90, 0.05 GE, S S 25/25 1.0 72.0 102.70
37 IBM (5) 6 0.90, 0.05 GE, S TS 2/2 1.7 56.0 105.30
38 IBM (73) 6 0.88, 0.06 GN, S SS 6/6 0.3 93.0 109.39
39 IBM (73) 6 0.88, 0.06 GN, S S 24/24 0.3 93.0 103.42
40 IBM (73) 6 0.88, 0.06 GN, S TS 2/2 5.5 55.0 100.93
41 IBM (3) 3 0.72, 0.14 N, D, S SS 4/4 1.2 62.0 104.59
42 IBM (3) 3 0.72, 0.14 N, D, S S 20/20 1.2 62.0 106.45
43 IBM (3) 3 0.72, 0.14 N, D, S TS 3/3 1.7 47.0 100.37
44 IBM (23, 11) 6 0.80, 0.15 GT, ST SS 9/9 1.2 67.0 111.46
45 IBM (23, 11) 6 0.80, 0.15 GT, ST S 22/22 1.2 67.0 97.02
46 IBM (23, 11) 6 0.80, 0.15 GT, ST TS 2/2 2.6 46.0 100.03
47 AAPL (45) 5 0.60, 0.20 GP, S SS 10/10 5.6 72.0 154.58
48 AAPL (45) 5 0.60, 0.20 GP, S S 16/16 5.6 72.0 126.26
49 AAPL (45) 5 0.60, 0.20 GP, S TS 6/6 16.9 51.0 118.05
50 AAPL (5) 5 0.86, 0.07 GE, S SS 12/11 6.6 66.0 139.54
51 AAPL (5) 5 0.86, 0.07 GE, S S 13/13 6.6 66.0 141.29
52 AAPL (5) 5 0.86, 0.07 GE, S TS 3/3 31.4 46.0 106.07
53 AAPL (69) 6 0.58, 0.21 GN, S SS 9/9 4.3 80.0 143.50
54 AAPL (69) 6 0.58, 0.21 GN, S S 21/21 4.3 80.0 125.07
55 AAPL (69) 6 0.58, 0.21 GN, S TS 11/11 16.7 51.0 133.35
56 AAPL (10) 7 0.88, 0.10 N, D, S SS 10/10 4.0 78.0 147.01
57 AAPL (10) 7 0.88, 0.10 N, D, S S 24/24 4.0 78.0 142.45
58 AAPL (10) 7 0.88, 0.10 N, D, S TS 24/24 1.8 54.0 88.63
59 AAPL (14, 21) 5 0.70, 0.15 GT, ST SS 13/12 5.0 72.0 147.71
60 AAPL (14, 21) 5 0.70, 0.15 GT, ST S 21/21 5.0 72.0 129.42
61 AAPL (14, 21) 5 0.70, 0.15 GT, ST TS 8/8 14.4 53.0 108.76
62 INTC (5) 5 0.58, 0.21 GP, S SS 15/15 0.2 62.0 118.08
63 INTC (5) 5 0.58, 0.21 GP, S S 23/23 0.2 62.0 109.12
64 INTC (5) 5 0.58, 0.21 GP, S TS 8/8 0.4 46.0 103.56
65 INTC (21) 5 0.80, 0.10 GE, S SS 13/11 0.2 74.0 120.67
66 INTC (21) 5 0.80, 0.10 GE, S S 20/20 0.2 74.0 112.95
67 INTC (21) 5 0.80, 0.10 GE, S TS 6/6 0.9 49.0 106.36
68 INTC (15) 6 0.50, 0.30 GN, S SS 7/7 0.2 63.0 117.56
69 INTC (15) 6 0.50, 0.30 GN, S S 18/18 0.2 63.0 108.07
70 INTC (15) 6 0.50, 0.30 GN, S TS 5/5 0.6 53.0 108.14
71 INTC (3) 7 0.82, 0.16 N, D, S SS 9/9 0.2 55.0 116.50
72 INTC (3) 7 0.82, 0.16 N, D, S S 12/12 0.2 55.0 114.41
73 INTC (3) 7 0.82, 0.16 N, D, S TS 6/6 0.4 54.0 110.74
74 INTC (3, 3) 4 0.70, 0.20 GT, ST SS 10/10 0.2 54.0 118.78
75 INTC (3, 3) 4 0.70, 0.20 GT, ST S 12/12 0.2 54.0 113.94
76 INTC (3, 3) 4 0.70, 0.20 GT, ST TS 5/5 0.4 47.0 110.10
77 ORCL (29) 5 0.85, 0.10 GP, S SS 5/5 0.3 65.0 110.41
78 ORCL (29) 5 0.85, 0.10 GP, S S 15/15 0.3 65.0 110.40
79 ORCL (29) 5 0.85, 0.10 GP, S TS 2/2 0.5 53.0 100.20
80 ORCL (14) 2 0.86, 0.07 GE, S SS 5/3 0.3 59.0 102.46
81 ORCL (14) 2 0.86, 0.07 GE, S S 21/21 0.3 59.0 89.48
82 ORCL (14) 2 0.86, 0.07 GE, S TS 3/3 0.7 47.0 100.38
83 ORCL (49) 4 0.83, 0.11 GN, S SS 3/3 0.2 67.0 101.13
84 ORCL (49) 4 0.83, 0.11 GN, S S 15/15 0.2 67.0 101.35
85 ORCL (49) 4 0.83, 0.11 GN, S TS 2/2 0.7 47.0 100.19
86 ORCL (5) 3 0.84, 0.14 N, D, S SS 4/4 0.3 65.0 101.57
87 ORCL (5) 3 0.84, 0.14 N, D, S S 24/24 0.3 65.0 92.92
88 ORCL (5) 3 0.84, 0.14 N, D, S TS 1/1 1.7 47.0 106.88
89 ORCL (12, 10) 1 0.70, 0.15 GT, ST SS 7/7 0.3 61.0 113.04
90 ORCL (12, 10) 1 0.70, 0.15 GT, ST S 11/11 0.3 61.0 108.47
91 ORCL (12, 10) 1 0.70, 0.15 GT, ST TS 7/7 0.5 55.0 106.54




Obrázek B.1: Průběh obchodní simulace pro pokus č. 1 v tabulce A.1, varianta
”
simulace
s plovoucím oknem, bezpečná varianta“ (zdroj: vlastní)
Obrázek B.2: Průběh obchodní simulace pro pokus č. 2 v tabulce A.1, varianta
”
simulace
s plovoucím oknem“ (zdroj: vlastní)
Obrázek B.3: Průběh obchodní simulace pro pokus č. 3 v tabulce A.1, varianta
”
přetré-
novávání s plovoucím oknem, bezpečná varianta“ (zdroj: vlastní)
Obrázek B.4: Průběh obchodní simulace pro pokus č. 4 v tabulce A.1, varianta
”
přetré-
novávání s plovoucím oknem“ (zdroj: vlastní)
Příloha C
Použitá výpočetní konfigurace
• Základní deska: Asus P8Z68-V LE
• Procesor: Intel R© CoreTM i5-2500K, 4 jádra, přetaktováno na 4.8 GHz
• Operační paměť: Kingston HyperX KHX1600C9D3/4GX 16GB DDR3 1600 MHz
• Pevný disk: OCZ-VERTEX3 (SATA-III)
• Operační systém: Microsoft Windows 7 Professional x64




• src. . . adresář se zdrojovými kódy aplikace
• data. . . obrázky a podpůrná data
• README.txt. . . soubor s popisem a návodem k použití
