Abstract
Introduction
3-D integration provides an effective platform for realizing future gigascale circuits by integrating multiple layers of active devices on a single 3D chip [1, 2] . 3-D fabrication technologies can be broadly classified into two groups according to preferred integration scheme: a) 3-D parallel integration (or TSV-based technology) in which each active layer, along with the respective interconnect metal layers, is fabricated separately and is subsequently stacked via TSVs [3, 4] , and b) 3-D monolithic integration, in which the stacked transistors are grown sequentially on the same wafer. Developing TSV manufacturing technologies is expensive in terms of cost, yield and area. For example, the TSV pitch is usually around (5 µm -10 µm) [11] compared to 100 nm contact dimensions offered by 3DMI technology [9] .
The performance of ICs in advanced technology nodes is dominated by the interconnect delay [18] . In 3-D integration, the Contact Email: shashikanth.bobba@epfl.ch benefits in terms of wirelength, latency, and power depend on the granularity level at which the circuit is partitioned [8] . In the case of TSV technology, due to low precision of the alignment capability of the equipment and the relatively large size of TSVs, circuit integration at transistor/gate level is not feasible. Consequently, 3DMI is a promising choice for ultrahigh density 3-D circuits. The cross-section view of a 3D monolithic die with two active layers is illustrated in Figure 1 . In 3-D monolithic integration, top transistor layers are processed sequentially on the lower transistor layers. As the alignment of the top transistor-lithography-levels occurs after the bonding of the new top active layer, the alignment precision is only linked to the performance of the stepper (for H[DPSOH ı = 10 nm for 45 nm node equipment [5] ). To date, 3-D contact dimensions of ~100 nm have been demonstrated [6] . Alternatively, in 3-D parallel integration (or 3D-TSV integration), two wafers are stacked after the individual processing of each wafer, thereby demanding high alignment precision (ı = 1 µm [11] ). Achieving small 3-D contact pitch in monolithic integration is an important asset. However, growing high quality top FET at low temperatures to preserve the electrical characteristics of bottom FETs and metal interconnections is a challenging task. To achieve reasonable performance for the top transistors, a maximum value of 600°C-650°C for the overall thermal budget is needed. Recently, Batude et al., have demonstrated top and bottom transistors with similar characteristics [9] . Advancements in this technology have been demonstrated both for memory [6] and logic applications [10] . This paper extends the idea of folding standard cells across multiple active layers; thereby forming these cells in 3-D [9] . In this study, we consider two active layers wherein the pull-down network (PDN) of complimentary logic (comprising of n-type devices) is realized at the bottom active layer and pull-up network (PUN) is laid in the top active layer. Traditional ASIC design flow is considered in our experimental setup where the impact of 3DMI technology on two case studies, LDPC decoder and DES block is investigated
The rest of the paper is organized as follows. In Section 2, we present the planar to 3-D transformation of a standard cell. In Section 3, we explain the experimental setup and showcase various benchmark circuits, with quantified benefits. Finally, we conclude in Section 4.
Planar to 3-D Transformation of a Standard Cell
In this section, we present the layout partitioning at a standard cell granularity. Standard cells implement a pre-defined logic function (for example, AND gates, OR gates and flip-flops) and have fixed height but varying widths. The structure of a typical standard cell laid in 2-D is shown in Figure 2a . The power and ground rails are located at the top and bottom of the cell. Active region height (HACT) of the cell is where the transistors are fabricated. The distance between two diffusion regions is called diffusion gap region, where we place the input pins. Since 3DMI technology offers multiple active layers adjacent to each other, the layout of the standard cell can be folded in multiple layers [9] . For instance, as illustrated in Figure 2b (forming the PDN) at the bottom active layer. Since the PUN is typically larger than the PDN, the active region height for a 3-D cell (HACT3D) is limited by the height of the P-diffusion (HPdiff). The active region height of a 3-D library is given by the following equation, when mapped directly from a 2-D library:
In the above example, it can be observed that the reduction in the height of a 3-D cell is due to the N-diffusion region. Moreover, there can be a slight increase in the space needed for input-output (I/O) pins in the 3-D layout, as the design rules should be obeyed, considering the close proximity of wide power rails. Table I shows a comparison of the standard cell height of existing 2-D (planar) standard cell libraries before and after the cell transformation. We have benchmarked across two important cell libraries at 45 nm and 65 nm technology node. A virtuoso snapshot of a D-flipflop at 65 nm technology node is depicted in Figure 3 . By local stacking, all the cells are spread across two active layers (3-D cell) fetching ~29% gain in the standard cell height. One of the primary advantages of this transformation is the ease in integration with the conventional design flow, as the design effort consists of developing only the 3-D cell library. Hence to realize circuits with these new 3-D cells, the existing 2-D physical design tools can be employed without any modifications.
Batude et al., [9] have demonstrated the area gain by designing the cells in 3-D. However, their study is limited only to the cell design. We infer that, place and route information plays a vital role to determine the impact of 3DMI technology. In this work we employ the 3-D cell library into the conventional RTL-to-GDSII design flow to benchmark various circuits. The original contribution of our work is to study the impact of interconnect and in the process to find the promising circuits, which fetch in performance gains, for the 3DMI technology.
Experimental Setup and Results
In this section, we focus on the implementation details along with the experimental setup. The standard cells in the Nangate Open Cell Library [13] are mapped to the corresponding 3-D equivalent (Section 2) by changing the physical-attributes of the cells. For instance, the height of the cells is reduced by 30% without modifying any width. The size of the I/O pins is retained as in the case of a 2-D cell while the location is altered. This approximation holds true as the traditional placement tools take the LEF (Layout Exchange Format) file as an input for placing the cells. Since the driving strength of the gates is not altered similar delay characteristics are assumed as in the planar case, as the main difference arises from the intra-cell parasitic which have relatively small impact on the overall delay of the cell. Accurate library characterization is considered as part of our future work.
Benchmark Circuits
To quantify the benefit of the 3DMI technology, two important benchmarks circuits are synthesized with the Nangate 45 nm Open Cell Library [13] before and after the local-stacking transformation. A low-density-parity-check (LDPC) decoder and a data-encryption-standard (DES) block from opencores [7] have been considered for our analysis. The specifications of these blocks are listed in Table II . In LDPC decoders, interconnect plays a dominant role as half of the total wires traverse the chip from one end to the other. Furthermore, the I/O pin count is high. Alternatively, the DES block falls on the other end of the spectrum where the I/O-pins are limited and is not interconnect dominated. In order to study the effect of interconnect (after place and route) on the performance of the circuits the following tools are employed.
Synopsys 
Results and Discussion
The benchmark circuits used to quantize the benefit of 3-D cells in the context of 3DMI technology are reported in Table II . The Dmin of the circuit indicates the minimum possible delay achievable if no changes in the circuit netlist are allowed during placement. Note that Dmin sets the starting seed value for timing optimization. We performed optimization in two configurations: in the first mode, wirelength driven placement is performed, and in the second mode, timing driven optimization along with inplace optimization is applied which performs various optimization tasks, such as buffer insertion, gate sizing, and cell replication.
Experimental results are summarized in Table II. In this  Table the total wirelength, total power and critical path delay of different benchmarks are reported after placement is performed using the two cases mentioned above. All numbers are reported using Cadence Encounter (EDI) v8.1 (2010 release). The power numbers include all components of the power dissipation namely leakage and switching power. In wirelength driven placement mode the primary objective is to reduce the overall wirelength of the design on the die. We can observe from the above table that the LDPC decoder is an interconnect dominated circuit. In a planar case, the total wirelength of the LDPC decoder is roughly three times higher than the DES block, whereas the cell and net count of an LDPC is 20% less than that of DES. Consistent improvement in wirelength reduction is exhibited for both the benchmark circuits, fetching 13.01% wirelength reduction for the DES block and 10.39% for the LDPC decoder. The percentage improvement in performance and area are plotted in Figure 4 .
Note that when subjected to wirelength driven placement, delay should not be compared. Hence, care should be taken when analysing the data from Table II. In the timing driven placement with in-place optimization mode, the placer has flexibility to apply any synthesis or timing optimization transforms to the netlist, improving the timing. For this set of experiments a very high time requirement is set to maximize the timing improvement. In this manner, we can test the best performance that each of the techniques can provide. Compared to the 2-D case, use of 3-D cell library can reduce the critical path delay further by 14.22% for the DES block and 1.63% for the LDPC decoder.
In summary, designs with 3-D standard cells are considerably effective in reducing the overall area. However, the reduction of the total die area comes at a cost of more expensive technology as two active layers are employed. It can be inferred from the experiments that the proposed design approach is more effective for circuits, which are not interconnect dominated. This result differs when compared to the similar study for traditional 3D technology with TSVs [16, 17] . Employing 3-D cells for interconnect dominated circuits leads to more congestion and since the same backend metal lines are used limited delay gains can be achieved. On the other hand, it turns out to be very effective for gate-delay dominated circuits as we reduce the overall wirelength thereby reducing the delay.
Conclusions
3DMI technology, offering 3-D contacts with sizes in the order of ~100 nm, is an effective vehicle for future gigascale circuits. In this work, we support the idea of realizing compact standard cells designed in 3-D (employing two active layers) as the building blocks for an ASIC design flow. This paper has demonstrated the impact of 3DMI on two different benchmark circuits, LDPC decoder as a case-study for interconnect dominated circuits and DES block representing a gate dominated circuit. 3DMI technology with 3-D standard cells provide significant reduction in total wirelength (>10%) and overall circuit footprint (~30%) for both the circuits. However, when timing driven placement with in-place optimization is applied the proposed approach reduces the critical path delay for the DES block by 14%. In the case of LDPC decoder due to the congestion issues the improvement in delay is considerable smaller (1.6%).
The analysis presented in the paper, explore the scope of 3DMI technology for ASIC design where the building blocks (standard cells) are designed in 3-D. However, we envisage higher performance and area gains when new design methodologies are applied. For instance, in this approach of 3-D cells, the number of neighbors remains the same like in a planar case for the placement tool. One way to incorporate the advantage of 3-D integration, is by keeping cells planar and by placing cells in two different layers during the placement phase; thereby doubling the neighboring cells. However, none of the exiting physical design tools can perform this task and new CAD tools should be developed [19] . These issues will be focus of our future work.
