Abstract. Although propositional satisfiability (SAT) is NP-complete, state-of-the-art SAT solvers are able to solve large, practical instances. The concept of backdoors has been introduced to capture structural properties of instances. A backdoor is a set of variables that, if assigned correctly, leads to a polynomial-time solvable sub-problem. In this paper, we address the problem of finding all small backdoors, which is essential for studying value and variable ordering mistakes. We discuss our definition of sub-solvers and propose algorithms for finding backdoors. We experimentally compare our proposed algorithms to previous algorithms on structured and real-world instances. Our proposed algorithms improve over previous algorithms for finding backdoors in two ways. First, our algorithms often find smaller backdoors. Second, our algorithms often find a much larger number of backdoors.
Introduction
Propositional satisfiability (SAT) is a core problem in AI. The applications are numerous and include software and hardware verification, planning, and scheduling. Even though SAT is NP-complete in general, state-of-the-art SAT solvers can solve large, practical problems with thousands of variables and clauses. To explain why current SAT solvers scale well in practice, Williams, Gomes, and Selman [13, 14] propose the concept of weak and strong backdoors to capture structural properties of instances. A weak backdoor is a set of variables for which there exists a value assignment that leads to a polynomial-time solvable sub-problem. For a strong backdoor, every value assignment should lead to a polynomial-time solvable sub-problem.
In this paper, we address the problem of finding all small backdoors in SAT instances. A small backdoor is a backdoor such that no proper subset is also a backdoor. This problem is important for studying problem hardness, which is generally represented as the time used or the number of nodes extended by a SAT solver. In addition, identifying all small backdoors is a first step to investigating how value and variable ordering mistakes affect the performance of backtracking algorithms-the ultimate goal of our research. A variable ordering heuristic can make a mistake by selecting a variable not in the appropriate backdoor. A value ordering heuristic can make a mistake by assigning the backdoor variable a value that does not lead to a polynomial sub-problem.
Backdoors are defined with respect to sub-solvers, which in turn can be defined algorithmically or syntactically. Algorithmically defined sub-solvers are polynomial-time techniques of current SAT solvers, such as unit propagation. Syntactically defined sub-solvers are polynomial-time tractable classes, such as 2SAT and Horn. The size of backdoors with respect to purely syntactically defined sub-solvers is relatively large. On the other hand, it is possible that a simplified sub-problem is polynomial-time solvable before an algorithmically defined sub-solver finds a solution. Therefore, we propose a sub-solver that first applies unit propagation, and then checks polynomial-time tractable classes.
We propose both systematic and local search algorithms for finding backdoors. The systematic search algorithms are guaranteed to find all minimal sized backdoors but are unable to handle large instances. Kilby, Slaney, Thiébaux, and Walsh [7] propose a local search algorithm to find small weak backdoors.
Building on their work, we propose two local search algorithms for finding small backdoors. Our first algorithm incorporates our definition of sub-solver with Kilby et al.'s algorithm. Our second algorithm is a novel local search technique. We experiment on large real-world instances, including the instances from SATRace 2008, to compare our proposed algorithms to previous algorithms. Our algorithms based on our proposed sub-solvers can find smaller backdoors and significantly larger numbers of backdoors than previous algorithms.
Background
In this section, we review the necessary background in propositional satisfiability and backdoors in SAT instances.
We consider propositional formula in conjunctive normal form (CNF). A literal is a Boolean variable or its negation. A clause is a disjunction of literals. A clause with one literal is called a unit clause and the literal in the unit clause is called a unit literal. A propositional formula F is in conjunctive normal form if it is a conjunction of clauses.
Given a propositional formula in CNF, the problem of determining whether there exists a variable assignment that makes the formula evaluate to true is called the propositional satisfiability problem or SAT. Propositional satisfiability is often solved using backtracking search. A backtracking search for a solution to a SAT instance can be seen as performing a depth-first traversal of a search tree. The search tree is generated as the search progresses and represents alternative choices that may have to be examined in order to find a solution or prove that no solution exists. Exploring a choice is also called branching and the order in which choices are explored is determined by a variable ordering heuristic. When specialized to SAT solving, backtracking algorithms are often referred to as being DPLL-based, in honor of Davis, Putnam, Logemann, and Loveland, the authors of one of the earliest works in the field [1] .
Let F denote a propositional formula. We use the value 0 interchangeably with false and the value 1 interchangeably with true. The notation F [v = 0] represents a new formula, called the residual formula, obtained by removing all clauses that contain the literal ¬v and deleting the literal v from all clauses. Similarly, the notation F [v = 1] represents the residual formula obtained by removing all clauses that contain the literal v and deleting the literal ¬v from all clauses. Let a S be a set of assignments. The residual formula F [a S ] is obtained by cumulatively reducing F by each of the assignments in a S . Example 1. For example, the formula,
As is clear, a CNF formula is satisfied only if each of its clauses is satisfied and a clause is satisfied only if at least one of its literals is equivalent to true. In a unit clause, there is no choice and the value of the literal is said to be forced. The process of unit propagation repeatedly assigns all unit literals the value true and simplifies the formula (i.e., the residual formula is obtained) until no unit clause remains or a conflict is detected. A conflict occurs when implications for setting the same variable to both true and false are produced.
Example 2. Consider again the formula F [x = 0] given in Example 1. The unit clause (¬y) forces y to be assigned 0. The residual formula is,
In turn, the unit clause (z) forces z to be assigned 1. Similarly, the assignments w = 1, v = 1, and u = 1 are forced.
Williams, Gomes, and Selman [13] formally define weak and strong backdoors. The definitions rely on the concept of a sub-solver A that, given a formula F , in polynomial time either rejects the input or correctly solves F . A sub-solver can be defined either algorithmically or syntactically. For example, a DPLLbased SAT solver can be modified to be an algorithmically defined sub-solver by using just unit propagation, and returning "reject" if branching is required, "unsatisfiable" if a contradiction is encountered, and "satisfiable" if a solution is found. Examples of tractable syntactic classes include 2SAT, Horn, anti-Horn, and RHorn formulas. A formula is 2SAT if every clause contains at most two literals, Horn if every clause has at most one positive literal, anti-Horn if every clause has at most one negative literal, and renamable Horn (RHorn) if it can be transformed into Horn by a uniform renaming of variables.
A weak backdoor is a subset of variables such that some value assignment leads to a polynomial-time solvable sub-problem.
Definition 1 (Weak Backdoor).
A nonempty subset S of the variables is a weak backdoor in F for a sub-solver A if there exists an assignment a S to the variables in S such that A returns a satisfying assignment of
Example 3. Consider once again the formula F [x = 0] given in Example 2. After unit propagation every variable has been assigned a value and the formula F is satisfied. Hence, x is a weak backdoor in F with respect to unit propagation. Table 1 . Summary of previous experimental studies, where DPLL means the sub-solver used was defined algorithmically based on a DPLL solver; otherwise the sub-solver was defined syntactically using the given tractable class.
Sub-solvers
Instance domains Williams et al. [13] DPLL structured Interian [6] 2SAT, Horn random 3SAT Dilkina et al. [2] DPLL, Horn, RHorn graph coloring, planning, game theory, automotive configuration Paris et al. [9] RHorn random 3SAT, SAT competition Kottler et al. [8] 2SAT, Horn, RHorn SAT competition, automotive configuration Samer & Szeider [11] Horn, RHorn automotive configuration Ruan et al. [10] DPLL quasigroup completion, graph coloring Kilby et al. [7] DPLL random 3SAT Gregory et al. [4] DPLL planning, graph coloring, quasigroup Dilkina et al. [3] DPLL planning, circuits
Definition 2 (Strong Backdoor).
A nonempty subset S of the variables is a strong backdoor in F for a sub-solver A if for all assignments a S to the variables in S, A returns a satisfying assignment or concludes unsatisfiability of
A minimal backdoor for an instance is a backdoor S such that for every other backdoor S , |S| ≤ |S |. A small backdoor refers to a backdoor S such that no proper subset of S is also a backdoor. A minimal backdoor can be viewed as a global minimum, and a small backdoor can be viewed as a local minimum.
Related Work
In this section, we review previous work on algorithms for finding weak and strong backdoors in SAT and their experimental evaluation (see Table 1 ).
In terms of algorithms, Williams, Gomes, and Selman [13, 14] present a systematic algorithm which searches every subset of variables for a backdoor. We modify this algorithm to find minimal backdoors. Interian [6] and Kilby, Slaney, Thiébaux, and Walsh [7] propose a local search algorithm for finding backdoors. Our algorithms build on Kilby et al's. We discuss this all in detail in Section 4.
In terms of experimental results, Dilkina, Gomes, and Sabharwal [2] show that strong Horn backdoors can be considerably larger than strong backdoors with respect to DPLL sub-solvers. Kottler, Kaufmann, and Sinz [8] compare 2SAT, Horn and RHorn and find that RHorn usually results in smaller backdoors. Samer and Szeider [11] compare Horn and RHorn strong backdoors and find as well that RHorn gives smaller backdoors. In general, previous experimental results show that backdoors with respect to syntactically defined sub-solvers have larger sizes than backdoors with respect to algorithmically defined sub-solvers.
In contrast to previous work, which consider DPLL, 2SAT, Horn, and RHorn sub-solvers independently, we combine syntactic and algorithmic sub-solvers into a single sub-solver. We also propose improved algorithms and experimentally evaluate our proposals on larger, more varied instances. [7] algorithm that incorporates our definition of sub-solver; Tabu Our proposed local search algorithm for finding small weak backdoors.
Algorithms for Finding Backdoors
In this section, we introduce how we define sub-solvers and describe several algorithms for finding backdoors (see Table 2 ).
In our proposed framework, we define the sub-solver both algorithmically and syntactically. Specifically, given a partial assignment to a subset of variables S, we first apply unit propagation and then check the following conditions to see if the resulting formula F belongs to a polynomial-time tractable class:
if F is satisfied after assigning 0 (false) to every unassigned variable; 4. if F is satisfied after assigning 1 (true) to every unassigned variable.
If one of the above conditions is true, then S is a backdoor set. The first two conditions are trivial. The third condition covers (a superset of) Horn formula, while the last condition covers (a superset of) anti-Horn formula. If F is a Horn formula, it can be satisfied by assigning 0 to all variables unless it has unit clauses with a single positive literal. However, after unit propagation, F is guaranteed to have at least two unassigned literals in each clause. A similar reasoning applies if F is anti-Horn. In specifying our algorithms, we make use of the following low level procedures, where F is a CNF formula and v is a Boolean value.
isSatisfied(F ) return true iff F is already satisfied; is2SAT(F ) return true iff F is a 2SAT formula; isSat2SAT(F ) return true iff F is a satisfiable 2SAT formula; setVal(F, v) return true iff F is satisfied after assigning v to every unassigned variable.
Exact Algorithms: Exact and Strong
We describe exact algorithms, which are suitable for small instances with small backdoors. Algorithm Exact takes as input a formula F and finds all backdoors of size at most k by performing an exhaustive search. We run algorithm Exact with k = 1, 2, . . . , n − 1, until minimal backdoors are found. The algorithm calls procedure expand(V, S, k), which explores the variables of F in a depth-first manner. Given a set of variables V , a set of minimal backdoors S, and a positive integer k, the procedure returns true iff V is a backdoor and as a side-effect, S is updated. Given a value assignment to the variables in V , V is a backdoor if there is no conflict after unit propagation and the resulting formula F is in one of the polynomial-time tractable classes. The procedure recursively calls itself with one more variable added to V and k − 1.
The Exact algorithm can easily be modified to give algorithm Strong, which finds minimal strong backdoors in unsatisfiable instances. The idea is that if every value assignment to a set of variables V results in conflicts during unit propagation, then we are able to conclude the unsatisfiability of the instance. Thus, V is added to the list of strong backdoors.
Local Search Algorithms: Kilby, KilbyImp, and Tabu
The exact algorithms based on depth-first search are complete, but do not scale up to instances with larger backdoors. Here we discuss local search algorithms. In the local search algorithms each search state s is a backdoor, and the cost of a node s is the cardinality of the backdoor s.
Kilby et al. [7] propose algorithm Kilby for finding small weak backdoors using local search. Given a formula F , the DPLL solver Satz-rand is first used to solve F , recording the set W of branching literals and the solution M . The set W is an initial backdoor as Satz-rand is able to solve F [W ] without branching. Then, algorithm Kilby takes the inputs F , W , and M to find small backdoors. The set B is the current smallest backdoor. The algorithm has three constants: RestartLimit, which controls the number of restarts, a technique for escaping from local minima; IterationLimit, which controls the amount of search between restarts; and CardMult, which defines the neighbors of the current candidate backdoor W . In each iteration, the algorithm randomly selects from M a set Z of |W | × CardMult literals that are not in W . The set Z of literals is appended to W , and procedure minWeakBackdoor is called to reduce the set W ∪ Z of literals into a small backdoor, which is the next search state.
Procedure: minWeakBackdoor(F, I) W ← ∅; while I = ∅ do Choose literal l ∈ I; I ← I \ {l}; if DPLL applied to F [W ∪ I] requires branching then // The following if statement is added in our sub-solver;
Kilby et al. use a simple sub-solver, which applies Satz-rand's unit propagation. We modify their algorithm Kilby to use the more sophisticated sub-solver we define. Algorithm KilbyImp is the local search algorithm that results from adding Line 1 in procedure minWeakBackdoor. One further difference is that our DPLL solver is Minisat, where Minisat has a powerful pre-processor.
We also propose a novel algorithm Tabu, which uses local search techniques, including Tabu Search, a best improvement strategy, and auxiliary local search. The search state W is the current candidate backdoor, and tabuList is a list of previously visited search states. The tabu tenure is set to 30 to prevent our Tabu from revisiting the last 30 search states. When the tabu list is full, the oldest state is replaced by the new state. The procedure searchNeighbors(W, S, M ) evaluates the neighborhood of W and updates W with the best improving neighbor not in tabuList. The while loop stops if no new small backdoors have been found in the last RestartLimit iterations. The procedure localImprovement(S, M ) is an auxiliary local search over the neighborhood of newly found small backdoors.
The procedure searchNeighbors(W, S, M ) explores all IterationLimit neighbors of the current backdoor W to find a best non-tabu candidate backdoor. This is in contrast to Algorithm Kilby, which selects the first neighbor s encountered in the neighborhood of s without considering the cost of s ; i.e., |s |. The value of minCost is the minimal size of backdoors in Neighbor . If minCost is no larger than the size of the current smallest backdoor, then all the backdoors in Neighbor of size minCost are added to the list of small backdoors S. A small backdoor of size minCost is randomly selected from Neighbor to be the next search state.
When minCost is larger than the size of the current smallest backdoor, the search can escape from local minima by making worse moves. If every non-tabu candidate backdoor in Neighbor has a larger size than the current smallest backdoor, the search moves to a best candidate backdoor from Neighbor .
if |Neighbor | = 0 then return 0; minCost ← min(Cost); if minCost ≤ current smallest backdoor size then S ← S ∪ {B ∈ Neighbor | |B| = minCost}; W ← select a backdoor from Neighbor with size minCost randomly; return minCost;
The procedure localImprovement(S, M ) is an auxiliary local search that attempts to find more minimal backdoors by replacing variables in s. The inspiration for the procedure is the observation that some variables appear in most backdoors and some backdoor sets only differ from each other by one variable. 
Experimental Evaluation
In this section, we describe experiments on structured and real-world SAT instances to compare the algorithms shown in Table 2 . The set of satisfiable test instances consists of planning instances from SATLIB [5] and all but six of the satisfiable real-world instances from SAT-Race 2008 (the instances excluded were those that Minisat was unable to solve within the competition time limit). The set of unsatisfiable test instances is from the domain of automotive configuration [12] . The instances were all pre-processed with Minisat, which can sometimes greatly reduce the number of clauses. The experiments were run on the Whale cluster of the SHARCNET system (www.sharcnet.ca). Each node of the cluster is equipped with four Opteron CPUs at 2.2 GHz and 4.0 GB memory.
Experiments on Finding Weak Backdoors
Algorithm Exact is able to find all minimal backdoors for instances with small backdoors (see Table 3 ). The sizes of minimal backdoors in the blocks world instances are smaller than those reported by Dilkina et al. [3] who report percentages between 1.09% to 4.17% even though they used clause learning in addition to unit propagation. The reason is that our sub-solver not only applies unit propagation, but also tests for polynomial-time syntactic classes. Systematic algorithms do not scale up to instances with larger backdoors, though. We also compared the small backdoors found by the local search algorithms, Kilby, KilbyImp, and Tabu. With different initial solutions as inputs, the local search algorithms were run repeatedly until a cutoff time was reached. Only the smallest backdoors found by the algorithms were recorded. The cutoff time was set to 3 hours for instances with fewer than 10,000 variables (see Table 4 ) and 15 hours for larger instances (see Table 5 ). For each instance, the algorithm that found the smallest backdoors among the three local search algorithms is highlighted, with the largest number of backdoors used to break ties.
When the cutoff time was reached, we waited for the algorithms to finish the current iteration. Because Tabu takes longer to complete one iteration than Kilby and KilbyImp, the time when Tabu found small backdoors in some SATRace 2008 instances was a little longer than 15 hours. The longest time recorded Table 4 . Size, percentage, and number of small backdoors found by the local search algorithms within a cutoff of 3 hours when applied to real-world instances with n variables (n < 10, 000) and m clauses. was 168 seconds after the 15-hour cutoff time. It is possible that Kilby and KilbyImp would have found smaller backdoors during this leeway. Although Tabu takes longer in one iteration than Kilby and KilbyImp, Tabu is sometimes able to find a larger number of backdoors in the given time, and for instances that have small backdoors of size less than 10, a remarkably larger number. For many more of these real-world instances, KilbyImp outperformed Kilby and Tabu in finding small backdoors. Both Kilby and KilbyImp select the first candidate backdoor encountered. The Tabu algorithm searches the entire neighborhood for the best improvement, which can be too expensive when the backdoor size and the total number of variables are large. Williams et al. [13] experimented on practical instances with fewer than 10,000 variables and showed that such instances had relatively small backdoors. We extend their result to the SAT-Race 2008 instances, which have a huge number of variables and clauses. The SAT-Race 2008 instances have backdoors that consist of hundreds of variables. However, the backdoor size is usually less than 0.5% of the total number of variables. Thus, our results agree with Williams et al. that practical instances generally have small tractable structures.
Experiments on Finding Strong Backdoors
In previous work [11, 2] , unsatisfiable SAT benchmarks from automotive configuration [12] were used in the experiments. Among the 84 unsatisfiable instances, Minisat concludes the unsatisfiability of 71 instances after pre-processing. We applied the Strong algorithm to find minimal strong backdoors for the remaining 13 instances (see Table 6 ). The sizes of minimal strong backdoors range from Table 5 . Size, percentage, and number of small backdoors found by the local search algorithms within a cutoff of 15 hours when applied to real-world instances with n variables (n > 10, 000) and m clauses. An entry of timeout indicates that the local search algorithm failed to find any small backdoor within the cutoff time. 1 to 3, which are smaller than the sizes reported in [11, 2] . We found smaller backdoors because we applied a systematic search algorithm, and we defined sub-solvers both syntactically and algorithmically.
Conclusion
We presented exact algorithms for finding all minimal weak backdoors in satisfiable instances and all minimal strong backdoors in unsatisfiable instances. Building on Kilby et al.'s local search algorithm Kilby, we described our improved local search algorithms KilbyImp and Tabu for finding small weak backdoors. We empirically evaluated the algorithms on structured and real-world SAT instances. The experimental results show that our algorithms based on our proposed sub-solvers can find smaller backdoors and significantly larger numbers of backdoors than previous algorithms. In future work, we intend to use our algorithms for finding backdoors to study value and variable ordering mistakes and their effect on the performance of backtracking algorithms.
