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Abstract
Lambert’s model for diffuse reﬂection is a main assump-
tion in most of shape from shading (SFS) literature. Even
with this simpliﬁed model, the SFS is still a difﬁcult prob-
lem. Nevertheless, Lambert’s model has been proven to be
aninaccurateapproximationofthediffusecomponentofthe
surfacereﬂectance. Inthispaper, weproposeanewsolution
of the SFS problem based on a more comprehensive diffuse
reﬂectance model: the Oren and Nayar model. In this work,
we slightly modify this more realistic model in order to take
into account the attenuation of the illumination due to dis-
tance. Using the modiﬁed non-Lambertian reﬂectance, we
design a new explicit Partial Differential Equation (PDE)
and then solve it using Lax-Friedrichs Sweeping method.
Our experiments on synthetic data show that the proposed
modeling gives a unique solution without any information
about the height at the singular points of the surface. Ad-
ditional results for real data are presented to show the efﬁ-
ciency of the proposed method . To the best of our knowl-
edge, this is the ﬁrst non-Lambertian SFS formulation that
eliminates the concave/convex ambiguity which is a well
known problem in SFS.
1. Introduction
Shape from shading (SFS) is a classic problem in com-
puter vision. It uses the brightness variation in a single im-
age to compute the three dimensional shape of a surface.
SFS was formally introduced by Horn over 30 years ago
[7, 8]. Since then many different approaches have emerged
[6, 15, 17, 20] (for a survey see [23]). Two tasks have
to be accomplished in solving the SFS problem. The ﬁrst
is to formulate an imaging model that describes the rela-
tion between the surface shape and the image brightness.
This relation should consider the three components of the
problem which are the camera, the light source and the sur-
face reﬂectance. After establishing the imaging model, a
numerical algorithm has to be developed to reconstruct the
shape from the given image. Unfortunately most of the SFS
approaches [6, 15, 20] focus on developing numerical al-
gorithms without paying enough attention to the modeling
process itself. As a result, the imaging model in the SFS
literature is usually based on the following simpliﬁed as-
sumptions (see [22] for example): (1) camera performs an
orthographic projection of the scene, (2) light source is at
inﬁnity, and (3) the surface has a Lambertian reﬂectance.
Since these assumptions are not always true for real world
situations, the results of these SFS approaches lack accu-
racy [23]. Furthermore, it has been proven that the solution
produced by these approaches is not unique [2, 11, 16], and
hence the SFS is known to be an ill-posed problem.
Recently Prados and Faugeros [16, 17, 18] proposed a new
modeling for the SFS problem. In their modeling, the or-
thographic projection of the camera is replaced by perspec-
tive projection, and the light source is assumed to be lo-
cated at the optical center of the camera instead of inﬁn-
ity. In addition, the 1=r2 term of the light illumination was
not neglected. Under these assumptions and using the no-
tion of viscosity solutions, they succeeded in proving the
uniqueness of the solution and thanks to their work, SFS
became a completely well-posed problem. Although the
work in [17] improves the modeling of the ﬁrst two com-
ponents of SFS (the camera and the light), it still uses the
unrealistic assumption of the Lambertian reﬂectance. De-
spite the simplicity of Lambert’s model, it has been proven
to be an inaccurate approximation to the diffuse component
of the surface reﬂectance [14]. According to Lambert’s
law, the brightness of a point on the surface does not de-
pend on the viewing direction but depends only on the il-
lumination direction. Through a set of experiments carried
out on real samples, such as plaster, clay, sand and cloth,
Oren and Nayar [12, 13, 14] showed that all these surfaces
demonstrate signiﬁcant deviation from Lambertian behav-
ior. These results motivated them to develop a compre-
hensive reﬂectance model for rough diffuse surfaces. They
used the roughness model proposed by Torrance and Spar-
row [21] which assumes that the surface is composed of a
collection of long symmetric V-cavities. Each V-cavity hastwo opposing facets. These facets are distributed over vari-
ousorientationsandtheroughnessofthesurfaceisspeciﬁed
using a probability function for these orientations. To apply
geometrical optics, each facet is assumed to be much larger
than the wavelength of the incident light. Further, each facet
is assumed to have a Lambertian reﬂectance. An important
result of [14] is that, for rough surfaces, the dominant fac-
tors that determine the surface radiance are the geometrical
effects caused by surface roughness (such as masking, shad-
owing and interreﬂection) and not the precise local diffuse
reﬂectance characteristic.
In this paper, we introduce a more realistic formulation
of SFS by considering all the components of the problem,
namely: the camera, the light source, and the surface re-
ﬂectance. For the camera and the light source we use the
same modeling as in [17]. We model the camera by per-
spective projection, while the light source is assumed to be
located at the optical center of the camera. Regarding the
surface reﬂectance, we slightly modiﬁed the Oren and Na-
yar model in order to take into account the attenuation of
illumination due to the distance between the light source
and the surface. By doing so, we aimed to get the unique-
ness result obtained in [18] for Lambertian surface under
the modiﬁed reﬂectance model.
The Oren-Nayar reﬂectance model has been used before
in the work of Ragheb and Hancock [19]. There are several
differences between that work and the proposed approach
both in the modeling assumptions and in solution method-
ology. The ﬁrst difference is that, in [19] the term 1=r2
was neglected; therefore, the method can not deal with the
concave/convex ambiguity. Another difference is that, the
work in [19] assumed an orthographic projection model for
the camera while in our work the more realistic assump-
tion of the perspective projection is used. Finally, they
did not formulate the SFS problem as an explicit PDE, in-
stead they extracted the Lambertian component from non-
Lambertian surfaces and then applied the Frankot and Chel-
lappa’s method [6].
2. New modeling for the SFS
In Oren and Nayar’s model [12, 13, 14], the surface is
composed of of long symmetric V-cavities. Each one of
these cavities has opposing facets. The roughness of the
surface is speciﬁed using probability function for the ori-
entations of the facets. For a Gaussian distribution of the
facets orientations, a simpliﬁed expression for the reﬂected
radiance caused by masking and shadowing between facets
has been obtained. For a surface point illuminated by ra-
diance Li incident at (µi;Ái) and the reﬂectance direction
(µr;Ár) (see Figure (1)), the reﬂected radiance is given as:
Figure 1. Deﬁnitions of diffuse reﬂection pa-
rameters
Lr(µr;µi;Ár ¡ Ái;¾)
=
½
¼
Li cos(µi)(A + B max[0;cos(Ár ¡ Ái)]
£ sin(®)tan(¯)); (1)
where
A = 1 ¡ 0:5
¾2
¾2 + 0:33
;
B = 0:45
¾2
¾2 + 0:09
:
The parameter ¾ denotes the standard deviation of the
Gaussiandistributionandisusedasameasureofthesurface
roughness, ® = max[µr;µi], ¯ = min[µr;µi] and ½ is the
diffuse albedo.
In their derivation to obtain the expression (1), Oren and
Nayar deﬁned the irradiance of the facet as:
Es = I0cos(°); (2)
where I0 is the light source intensity and ° is the angle be-
tweenthefacetnormalandtheilluminationvector1. Amore
accurate expression for Es can be obtained if we do not ne-
glect the attenuation term (1=r2) of the illumination due to
the distance between the light source and the surface (see
[9]). After adding this term to Eq. (2), we obtain the fol-
lowing equation:
Es = I0cos(°)=r2: (3)
Using this modiﬁcation and going through the derivation of
Oren and Nayar, we can rewrite Eq. (1) as:
Lr(µr;µi;Ár ¡ Ái;¾)
=
½
¼
Li
cos(µi)
r2 (A + B max[0;cos(Ár ¡ Ái)]
£ sin(®)tan(¯)): (4)
1note that, this angle differs from µiFigure 2. Modeling the camera by perspective
projection. The light source is located at the
camera’s optical center
As mentioned before, in this work we model the camera by
perspective projection, and we assume that the light source
is located at the optical center (see Figure (2)). According
to this setup, µr = µi = ® = ¯ = µ. Consequently, Eq. (4)
reduces to:
Lr(µ;¾) = (
½
¼
Li)
Acos(µ) + B sin
2(µ)
r2 (5)
which allows us to write the image brightness Ei as:
Ei = ´
Acos(µ) + B sin2(µ)
r2 ; (6)
where ´ is a constant cofﬁecient that depends on the light
intensity, surface albedo, and the parameters of the imag-
ing system such as the lens diameter and the focal length.
In order to illustrate the difference between the Lambertian
model and the proposed reﬂectance model in Eq. (5), two
synthetic images are generated from a sphere. The image in
Figure 3(a) is generated with the Lambertian model while
the image in Figure 3(b) is generated with the model in Eq.
(5). As shown in Figure 3(c), the appearance of an object
with the reﬂectance model in Eq. (5) is ﬂatter than that with
the Lambertian surface.
3. A new PDE for the proposed modeling
In this section we describe how to use the modiﬁed non-
Lambertian reﬂectance to obtain a new explicit PDE. As
in [18] we present the surface by a function S : ­ !
R3 deﬁned by S(x) =
f u(x) p
kxk2+f2(x;¡f), where ­ is an
open set of R2 representing the image domain, f is the focal
length, and u(x) is our unknown. According to the setup
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Figure 3. The appearance of a sphere un-
der: (a) Lambertian, (b) proposed reﬂectance
models. (c) cross sections of the brightness
of the two images.
shown in Figure (2), the normal vector at the point S(x) is
given by [17]:
n(x) = [fOu(x) ¡
fu(x)
kxk2 + f2x;Ou(x) ¢ x +
fu(x)
kxk2 + f2f]
and the unit vector of the illumination direction at this point:
L(S(x)) = 1=
p
kxk2 + f2(¡x;f):
Further by replacing Ei=´ by I(x), the brightness Eq. (6)
can be rewritten as:
I(x) =
Acos(µ) + B sin
2(µ)
r2 : (7)
To relate the image brightness to the surface orientation,
cos(µ) is represented by the dot product L(S(x)) ¢
n(x)
kn(x)k
and r = fu(x) . Finally, we obtain the following PDE:
f2u2I(x)(W(Ou;x) + u2) ¡ Au
p
W(Ou;x) + u2
¡B W(Ou;x) = 0; (8)
where,
W(Ou;x) = (f2kOuk2 + (Ou ¢ x)2)
£(kxk2 + f2)=f2:Since the surface is in front of the camera, u is nonnega-
tive. Hence, the Eq. (8) can be simpliﬁed by a change of
variables v = ln(u):
f2e2vI(x)(W(Ov;x) + 1) ¡ A
p
W(Ov;x) + 1
¡B W(Ov;x) = 0 (9)
or in another form:
¡e¡2v + I(x)f2 W(Ov;x) + 1
A
p
W(Ov;x) + 1 + B W(Ov;x)
= 0:
(10)
The SFS Eq. (10) is a Hamilton-Jacobi equation. In gen-
eral, Hamilton-Jacobi equations do not have classical solu-
tions. Therefore one needs to consider the notion of vis-
cosity solutions [3], which are solutions in the weak sense.
Unfortunately, Hamilton-Jacobi equations such as (10) do
not have unique solutions [1]. To ensure the uniqueness
of the solution, Dirichlet boundary conditions are usually
considered [4, 5, 20], which leads in our case to:
(
¡e¡2v + I f2 W(Ov;x)+1
A
p
W(Ov;x)+1+B W(Ov;x) = 0 8x 2 ­
v(x) = Ã(x) 8x 2 @­:
(11)
4.Anumericalalgorithmforsolvingtheresult-
ing PDE
In this work, we develop a new numerical algorithm
which approximates the viscosity solution of Eq. (11). The
proposed algorithm is based on Lax-Friedrichs Sweeping
(LFS) method [10]. Kao et al. [10] designed a fast sweeping
method based on Lax-Friedrichs Hamiltonian to approxi-
mate the viscosity solutions of static Hamilton-Jacobi equa-
tions. The main advantage of LFS is its ability to deal with
both convex and non-convex Hamiltonians with any degree
of complexity. Therefore, it can be used to solve Eq. (11)
which has non-convex Hamiltonian. Other methods such
as in [17] can handle only convex Hamiltonian, and hence
they can not be used in our case. In order to solve Eq. (11)
by LFS, we put it in the form:
(
¡e¡2v + H(Ov;x) = R(x) 8x 2 ­
v(x) = Ã(x) 8x 2 @­;
(12)
where R(x) = 1 and
H(Ov;x) =
I(x)f2 + W(Ov;x) [B + I(x)f2] + A
p
W(Ov;x) + 1
A
p
W(Ov;x) + 1 + B W(Ov;x)
:
(13)
Consider a uniform discretization (xi;yi), i =
0;1;¢¢¢ ;m1;m1 + 1, and j = 0;1;¢¢¢ ;m2;m2 + 1, of
the domain ­, and let the grid size be (4x;4y). Accord-
ing to this discretization, the goal now is to obtain an ap-
proximate solution Vi;j = v(i4x;j4y) to the unknown
function v(x). Using the 2-D Lax-Friedrichs Hamiltonian,
the approximate solution is updated as follows:
Ã
¡1
¾x
Mx +
¾y
My
!
e
¡2V
n+1
ij + V
n+1
ij =
Ã
1
¾x
Mx +
¾y
My
!·
R ¡ H
µ
Vi+1;j ¡ Vi¡1;j
2 M x
;
Vi;j+1 ¡ Vi;j¡1
2 M y
¶¸
+
Ã
1
¾x
Mx +
¾y
My
!·
¾x
Vi+1;j + Vi¡1;j
2 M x
+ ¾y
Vi;j+1 + Vi;j¡1
2 M y
¸
(14)
where ¾x > maxp;q
¯ ¯
¯
@H
@p
¯ ¯
¯, ¾y > maxp;q
¯ ¯
¯
@H
@q
¯ ¯
¯, p = @v
@x,
and q = @v
@y. Since the updating formula (14) is nonlinear
in Vij, we use the Newton method to solve it. If we denote
the right hand side of (14) by b and let a = ¡1=( ¾x
Mx +
¾y
My),
the nonlinear Eq. (14) becomes:
g(t) = a e¡2t + t ¡ b = 0 (15)
and the derivative of the function g is
g0(t) = ¡2 a e¡2t + 1 (16)
Starting with the value t0 = V n
i;j, the iterative formula of
the Newton method is used to compute a new value for t as:
tk+1 = tk ¡ g(tk)=g0(tk): (17)
After a few number of iterations, an accurate solution of
Eq. (15) is obtained. The implementation steps of the
overall algorithm are summarized as follows:
Algorithm:
1. Initialization:
-Assigntheexactvaluestogridpointsontheboundary
@­. These values are ﬁxed during the iterations.
- For all other points, assign a positive number that is
larger than the maximum of the true solutions.
2. Sweeping:
At iteration n + 1 we compute V
n+1
i;j using (14) fol-
lowed by the Newton iterative method and update
V
n+1
i;j only when the new value is less than the previ-
ous value V n
i;j. This updating is performed for all grid
points 1 · i 6 m1;1 6 j 6 m2 except for points on
the boundary @­. This process needs to be repeatedfor all sweeping directions (i) from lower left to upper
right;(ii) from lower right to upper left;(iii) from upper
left to lower right ;(iv) from upper right to lower left;
3. Enforcing computation boundary conditions:
On the sides of the boundary a set of conditions should
be imposed [10]:
8
> > > <
> > > :
V new
0;j = min(max(2V1;j ¡ V2;j;V2;j);V old
0;j )
V new
m1+1;j = min(max(2Vm1;j ¡ Vm1¡1;j;Vm1¡1;j);V old
m1+1;j)
V new
i;0 = min(max(2Vi;1 ¡ Vi;2;Vi;2);V old
i;0 )
V new
i;m2+1 = min(max(2Vi;m2 ¡ Vi;m2¡1;Vi;m2¡1);V old
i;m2+1)
4. Convergence test: stop when kV n+1 ¡ V nkL1 · ²,
where ² > 0 is a small number.
5. Experimental Results and Discussions
The performance of the proposed SFS approach is eval-
uated using three sets of images. Firstly, synthetic images
are generated from ground truth 3D data according to the
proposed reﬂectance model. Using the proposed SFS ap-
proach, the 3D shape of the surface is reconstructed and
compared to the ground truth data in order to illustrate the
accuracy of the reconstruction. Secondly, the method is ap-
plied to reconstruct the 3D shape of real objects. Since we
have no ground truth for these real data, we compare the ac-
curacy of the approach with two SFS methods. Finally, we
illustrate the beneﬁt of including the term 1=r2 in the sur-
face reﬂectance model using a synthetic set of appropriate
3D shapes.
5.1. Experiments with synthetic images
Three synthetic images were generated using the ground
truth depth map of three objects, a sphere, a synthetic vase
and Venus head. For all surfaces, the value of the rough-
ness parameter ¾ is assumed to be 30±. The CPU timing
(Table 1) is computed on a PC workstation with Pentium 4
3.00GHz processor and 2 GB RAM. For the sphere, the 3D
reference data is illustrated in Figure 4(a). The generated
sphere image used for the reconstruction is shown in Fig-
ure 4(b). The reconstructed 3D shape using the proposed
approach is shown in Figure 4(c), while the reconstruction
error is shown in Figure 4(d). The results illustrate that
the shape of the sphere is successfully reconstructed with
a high accuracy and the error is very limited. The root mean
squared error (RMSE) for this experiment is 0.0196. The
results for the synthetic vase is shown in Figure (5). Simi-
larly, the proposed approach shows a high performance and
reconstructs the vase accurately. The RMSE for this exper-
iment is 0.0395. In order to test the performance of the pro-
posed approach for objects that have relatively non-simple
shapes, we applied our approach on a synthetic image for
Venus head as shown in Figure (6). Even with the asymme-
try in this image, the result is very promising and the RMSE
is 0.055. It is worth noting that the error for all three images
is maximum near the occluding boundary between the black
background and the object surface where the smearing ef-
fect of Lax-Friedrichs is maximum as well.
Table 1. The CPU timing.
Image Image size CPU time
sphere 128 £ 128 2 sec
vase 128 £ 128 9 sec
Venus head 250 £ 250 20 sec
tennis ball 180 £ 180 17 sec
Real Vase 241 £ 173 11 sec
bear 240 £ 320 26 sec
(a) (b)
(c) (d)
Figure 4. Results for a synthetic sphere. (a)
The ground truth. (b) The synthetic image.
(c) The reconstructed 3D shape using the
proposed approach. (d) The reconstruction
error.
5.2. Experiments with real images
In these experiments, we apply the proposed method on
three real objects with rough diffuse surfaces: a tennis ball,
a vase, and a bear. For all the three experiments, the dis-
tance between the camera and the object is less than one
meter. The value of the roughness parameter ¾ is 34± for
the ball, 17± for the vase, and 11± for the bear. To illus-
tratetheoutstandingperformanceoftheproposedapproach,
we compare its results with two algorithms selected from
the literature. The classical Tsai and Shah linear algorithm(a) (b)
(c) (d)
Figure 5. Results for a synthetic vase. (a) The
ground truth. (b) The synthetic image. (c)
The reconstructed 3D shape using the pro-
posed approach. (d) The reconstruction er-
ror.
(a) (b)
(c) (d)
Figure 6. Results for Venus head. (a) The
ground truth. (b) The synthetic image. (c)
The reconstructed 3D shape using the pro-
posed approach. (d) The reconstruction er-
ror.
[22] and the recent algorithm of Prados and Faugeros [17].
The modeling in [22] is based on assuming an orthographic
projection for the camera. The light source is located at in-
ﬁnity, and the surface is Lambertian. The purpose of the
comparison with such a classical algorithm is to emphasize
the beneﬁts of improving the modeling of the three compo-
nents of the SFS problem (camera, light source, and surface
reﬂectance). We also compare our method with [17] to il-
lustrate the effect of replacing the Lambertian reﬂectance
with the proposed reﬂectance model deﬁned in Eq. (5). For
the tennis ball, the curvature of the reconstructed surface
using the proposed method, shown in Figures 7(b), is closer
to the true curvature than the results in Figures 7(c, d). Sim-
ilarly, the proposed method outperforms the other methods
and gives more accurate results for the real vase as shown in
Figure (8). For the bear image (shown in Figure 9), The re-
construction is not very accurate for all three methods; how-
ever, our approach still has the highest performance among
thethree methods and it gives a better estimate for the bear’s
3D shape. The degradation in the performance of Tsai-Shah
algorithm and Prados-Faugeros algorithm, where the Lam-
bertian model is assumed, is due to the phenomenon ex-
plained previously in Figure (3). Since the three objects
have non-Lambertian reﬂectance, they have a ﬂatter appear-
ance than what is expected if the reﬂectance were Lamber-
tian. This observation validates the motivation behind the
proposed modeling.
5.3. Concave/convex ambiguity
The concave/convex ambiguity is a well known problem
in SFS, which results from the existence of singular points
(see [20]). To show the ability of the proposed approach
to deal with this problem, two surfaces (one is the inversion
of the other) are generated and illustrated in Figures 10(a,
d). The proposed model with and without the term 1=r2 is
applied to the generated surfaces. The convex surface that
is shown in Figure 10(a) is reconstructed successfully using
the two modeling approaches, as shown in Figures 10(b, c).
In the case of the concave surface, the model that neglects
the 1=r2 fails to reconstruct the correct surface as illustrated
in Figure 10(e). Adding the 1=r2 to the reﬂectance model
enables the approach to eliminate the concave/convex ambi-
guity and infers the correct object as shown in Figure 10(f).
For the surface shown in Figure 11(a), the proposed ap-
proach obtains a good result as is illustrated in Figure 11(c).
Meanwhiletheerrorishighwhentheterm1=r2 isneglected
as shown in Figure 11(b).
6. Conclusion
In this paper, we have proposed a new formulation for
the SFS problem. The formulation is based on more real-
istic models for the camera, the light source and the sur-
face reﬂectance. The formulation uses a perspective pro-
jection model for the camera, and the light source is as-(a) (b)
(c) (d)
Figure 7. Results for a real image of a ten-
nis ball. (a) The ball image. (b) The re-
constructed surface using the proposed ap-
proach. (c) using Tsai-Shah algorithm (d) us-
ing Prados-Faugeros algorithm.
(a) (b)
(c) (d)
Figure 8. Results for a real image of a vase.
(a) The vase image. (b) The reconstructed
surface using the proposed approach. (c)
using Tsai-Shah algorithm (d) using Prados-
Faugeros algorithm.
sumed to be located at the optical center of the camera. For
the reﬂectance, we consider the model proposed by Oren
and Nayar [14]. To enable our approach to handle the con-
cave/convex ambiguity, we slightly modiﬁed the reﬂectance
model by taking into account the attenuation term of the il-
(a) (b)
(c) (d)
Figure 9. Results for a real image of a bear.
(a) The bear image. (b) The reconstructed
surface using the proposed approach. (c)
using Tsai-Shah algorithm (d) using Prados-
Faugeros algorithm.
(a) (b) (c)
(d) (e) (f)
Figure 10. Ambiguity illustration using a
hemisphere surface. (a) The ground truth of
a convex surface. (b) The reconstructed sur-
face when neglecting the 1=r2 term. (c) The
reconstructed surface when considering the
1=r2 term. (d) The ground truth of the con-
cave surface. (e) The reconstructed surface
when neglecting the 1=r2 term. (f) The recon-
structed surface when considering the 1=r2
term.(a) (b) (c)
Figure 11. Ambiguity illustration using a two-
peaks surface. (a) The ground truth of a con-
vex surface. (b) The reconstructed surface
when neglecting the 1=r2 term. (c) The recon-
structed surface when considering the 1=r2
term.
lumination due to distance between the light source and the
object. Using the new modeling of the shape from shading
problem, a new explicit PDE was obtained. We developed
a numerical algorithm based on Lax-Friedrichs sweeping
method to solve the obtained PDE. The proposed approach
was evaluated using several synthetic and real data sets. The
experimental results illustrate the promising performance
of using the proposed formulation. In addition to its efﬁ-
ciency, the approach successfully eliminates the problem of
the concave/convex ambiguity for the non-Lambertian sur-
faces without the need of height information at the singular
points.
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