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Abstract 
A number of potential biases have been identified that may contribute a spurious component to the 
observed correlation between variables. One such potential bias is the manner in which items are 
worded. This paper presents a technique and a program of research to estimate the magnitude of 
method bias arising from item wording. We hypothesize that the greater the level of text similarity 
between items employed to capture predictor and criterion variables, the greater the magnitude of the 
observed effect size between them. Two samples will be employed; one investigating the perceived 
usefulness-use correlations reported in the TAM literature and the other investigating the attitude-
behavior (physical activity) correlation reported literature drawing upon Theory of Planned Behavior 
(TPB). An NLP-based technique is developed to rate predictor-criterion pairs on similarity. The 
hypothesis will be tested by meta-regressing the predictor-criterion correlations against their respective 
similarity scores. Implications for research and practice are discussed. 
 
Keywords:  Method bias, item similarity, method-method pair technique, NLP, Jaccard 
similarity measure, semantic similarity 
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Introduction 
The potential of methodological artifacts to bias the findings of empirical studies has long been 
acknowledged (Cook and Campbell 1979; Podsakoff et al. 2003; Podsakoff et al. 2012). An extensive 
literature has described the potential sources of method bias, the mechanisms through which those biases 
operate, and recommendations for designing empirical studies to prevent or minimize the extent of 
method effects (Burton-Jones 2009; Podsakoff et al. 2003; Podsakoff et al. 2012). 
The literature has also proposed a number of techniques to estimate and control for the magnitude of 
method bias. These include the Multitrait Multimethod (MTMM) technique, the Harman one-factor test, 
the marker variable technique, and the Unmeasured Latent Method Construct (ULMC) technique, among 
others (Avolio et al. 1991; Campbell and Fiske 1959; Chin et al. 2012; Lindell and Whitney 2001). The 
MTMM technique is often referred to as the ‘gold-standard’ technique as, unlike the other techniques, it 
relies on variability in methods to estimate and partial out the effect of method bias. However, it is rarely 
employed in practice. The other techniques are characterized by two key features – within-study 
estimation of the magnitude of method bias and estimating the effect of method without any variability in 
method. Empirical assessments of the other techniques have raised strong concerns about the validity and 
reliability of those techniques (Chin et al. 2012; Richardson et al. 2009; Sharma et al. 2004; Sharma et al. 
2010; Sharma et al. 2009; Straub and Burton-Jones 2007). 
Departing from the tradition of within-study estimation of the magnitude of method bias, Sharma et al. 
(2009) proposed the method-method pair technique to estimate the magnitude of method bias based on 
between-study variation in methods. Based on theoretically derived expectations, Sharma et al. (2009) 
developed a schema to rank the relative magnitudes of bias in correlations that could be expected when 
specific method-method pairs are employed to measure the constructs involved in a correlation. Sharma 
et al. (2009) illustrated the technique by analyzing the cumulative empirical evidence in support of the 
technology acceptance model (TAM). Reviewing Sharma et al.’s (2009) method-method pair technique, 
Bagozzi (2011, p. 288) commented that the technique can “provide guidance on what methods or 
measures to accentuate or avoid in the future and what is to be learned by abstracting up from individual 
studies and looking for useful patterns of findings and conclusions, both methodologically and 
substantively”. 
Sharma et al.’s (2009) development of the method-method pair technique focused on estimating the 
magnitude of bias arising from one specific source of bias, viz. that due to the manner in which responses 
to survey items are captured. This paper extends Sharma et al.’s (2009) technique to estimate the 
magnitude of bias arising from another potential source of method bias, the manner in which the items 
for the predictor and criterion variables are worded. Podsakoff et al. (2012) argue that the content of 
items and similarities in item structure or wording can be sources of method bias. This could induce a 
correlated error in respondent scores for the two items, thus introducing a spurious component in the 
observed correlations (Sharma et al. 2009). Following from this, we hypothesize that the greater the 
similarity in the texts of the items employed to measure the predictor and criterion variables, the greater 
will be the magnitude of the spurious correlation.  
This paper begins with a review of the literature on how the wording of survey items can induce a spurious 
correlation in observed correlations. It then develops the hypotheses to be tested in this research. This is 
followed by a review of natural language processing techniques for evaluating similarity of short text 
segment pairs, the technique employed in this study to test the proposed hypothesis. We then describe the 
methods employed to test the hypothesis. Specifically, we follow Sharma et al. (2009) and employ meta-
analysis to test the hypothesis. The sample will then be described and the protocol employed for data 
collection outlined. We conclude with a discussion of the technique developed here, the implications for 
theory and practice, and our plans for extending this research. 
 
Wording of survey items and method bias: a review 
Survey methods typically involve presenting respondents with questions that provide textual stimuli and 
capturing their responses.  Survey questions are designed to capture responses on measurable items that 
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operationalize a higher-order abstract construct of interest. There is a semantic relationship between 
items and the construct they are chosen to represent (Abbott 1997). An abstract construct may be defined 
as being comprised of multiple facets. Items employed to measure multiple facets of a single construct 
domain may include some overlap (Jarvis et al, 2003). This implicitly acknowledges the possibility that a 
single measurement item can be interpreted by a respondent to represent multiple domains, i.e. there is 
no one-to-one correspondence between the wording of an item and the construct it could evoke in a 
respondent’s mind. Employing multiple items increases the chance that construct scores estimated from 
summing item scores do represent the construct that the items are supposed to measure. 
While there are well-defined principles and practices surrounding the creation of reliable questionnaire 
items, research suggests that numerous factors can introduce errors and biases into measurement and, 
ultimately, produce biased estimates of construct-level relationships (MacKenzie et al. 2011; Podsakoff et 
al. 2012). The choice of question wording is also a potential source of bias (Podsakoff et al. 2012). Even 
slight variations in terminology between questions, such as “poverty” versus “welfare” (Smith 1987), or 
directionality of phrasing, such as negative or positive wording (Harvey et al. 1985), have been shown to 
result in markedly different responses. While the literature proposes a number of remedies to reduce 
ambiguity (Burton-Jones 2009), in the absence of a technique to estimate the magnitude of method bias 
on account of item wording, it is unclear if the proposed remedies actually mitigate the problem. 
Respondents’ interpretations of measurement items can be an important source of method bias. 
Respondents utilize a number of cognitive processes to interpret the meaning of a measurement item. 
These include identification of words, appropriate vocabulary and construction of meaning (Schwarz 
1999). Often measurement items can be interpreted by respondents ambiguously. Ambiguity can exist for 
a number of reasons including issues of semantics, culture and context (Abbott 1997; Warnecke et al. 
1997). Regardless of the source, ambiguity of interpretation is an outcome of cognitive processes involved 
as respondents “construct their own idiosyncratic meanings for them [items]” (Podsakoff et al. 2012, p. 
551).  
In most instances, when operationalizing a construct, it is often recommended to employ items that use 
similar words (Bagozzi, 2011, MacKenzie et al. 2011). However, employing similar words to operationalize 
different constructs would be undesirable. It would be especially problematic when similar words are 
employed in items measuring the predictor as well as the criterion variable. If a pair of text segments (i.e. 
items) measuring the predictor and criterion variables are similar, there is the possibility of a spurious 
correlation being induced between the measures of the two constructs. Clearly, this would be undesirable 
as the observed correlation would not accurately reflect the true correlation between the constructs 
(Sharma, 2009). 
Extending the above arguments, we propose here that items representing predictor and criterion variables 
are interpreted idiosyncratically by respondents as representing multiple domains of meaning. Further, if 
the items share words and phrases, some of the idiosyncratic domains constructed by respondents for the 
predictor and criterion items could overlap. In which case, respondent scores on the predictor and 
criterion items will share some covariance on account of respondents’ cognitive processes involved in 
interpreting the meaning of measurement items. Formally, we propose that 
H1: The greater the level of similarity between the items employed to measure the predictor 
variable and the items employed to measure the criterion variable, the greater will be the 
observed effect size between the predictor and criterion variables. 
Natural language processing based techniques for measuring 
similarity of short text segment pairs 
Testing the above hypothesis requires that researchers be able to rate the level of similarity of short text 
segment pairs, in this case a short text pair representing an item for a predictor variable and an item for a 
criterion variable. Here, we draw on natural language processing (NLP)-based techniques to rate short 
text pairs on similarity. NLP-based techniques have previously been extensively employed in IS research 
for similar applications. For instance, Sugumaran and colleagues apply NLP-based techniques to retrieve 
semantic-based information and improve the results of search queries on the web (Mëtais et al. 2013; 
Storey et al. 2008; Sugumaran and Storey 2003). 
Research Methods 
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Humans utilise a number of cognitive processes to evaluate the extent to which two text segments are 
similar. Such heuristic judgments of similarity are employed by humans in a number of applications, such 
as organizing a large body of text into key themes, in writing a précis, and in summarizing a large body of 
text (Dale et al. 2000). NLP-based techniques attempt to identify protocols implicitly employed by 
humans in performing language processing tasks and then develop algorithms to mimic those protocols. 
 
A number of NLP-based techniques have been proposed in the literature to automate language processing 
tasks by mimicking the manner in which humans perform those tasks. Such tasks include spelling 
correction (Budanitsky and Hirst 2001), text summarization (Dolan et al. 2004), machine translation (Wu 
and Palmer 1994), semantic based retrieval (Sugumaran and Storey 2003), and search. The techniques 
employed to automate these tasks essentially try to mimic human judgments employed in performing 
language processing tasks. Computational measures of similarity are a key component of many automated 
language processing tasks (Dolan et al. 2004; Manning et al. 2008; Mihalcea et al. 2006). 
 
A number of similarity measures have been proposed in the literature for use in automated language 
processing tasks. Three broad classes of similarity measures are discussed in the literature: lexical-based 
measures, knowledge-based measures, and corpus-based measures (Meng et al. 2013; Mëtais et al. 2013; 
Metzler et al. ; Mihalcea et al. 2006; Rohde et al. 2009; Storey et al. 2008; Sugumaran and Storey 2003). 
Each measure draws upon a different set of heuristics employed in human judgments of similarity. 
Lexical-based measures draw on the heuristic that human judgments of similarity are conditioned by the 
extent to which text segments share common words. For instance, the Jaccard similarity coefficient is 
based on the intersection of two text segments, i.e. the number of words shared between two text 
segments. Critics argue that human judgments of similarity are not based solely on exact words shared 
between text segments, but also take into account the overall meaning conveyed by the text segments to a 
rater  (Dale et al. 2000; Li et al. 2006; Mihalcea et al. 2006). 
 
Knowledge-based measures of similarity attempt to address the above limitation of lexical-based 
measures by trying to account for the meaning shared by individual words. To achieve this, those 
measures rely on a searchable knowledge base that maps the similarities and shared meanings of words. 
The knowledge-base is constructed by identifying multiple concepts commonly associated with a word, 
organizing them in a hierarchy and then connecting the concepts shared between words to create a 
searchable repository (Dale et al. 2000; Li et al. 2003). Similar to lexical-based measures, knowledge-
based measures estimate similarity based on all words that are identical across text segments. In addition, 
they also account for words that are closely related in meaning, such as synonyms. 
 
An important critique of knowledge-based measures is the availability of knowledge base repositories and 
their validities (Furlan et al. 2013; Rohde et al. 2009). Another critique is that human judgments of 
sentence pair similarity are not based solely on word-to-word meaning, but also take into account the 
context in which the words are used  (Altmann and Steedman 1988). 
 
Corpus-based measures of similarity are alternative approaches that attempt to address the limitations 
inherent in knowledge-based measures, such as availability and validity. These measures rely on 
calculating the number of times a particular pair of words appear together across a vast number of 
documents obtained from a large repository of text, such as the web. Corpus-based measures assume that 
the number of co-occurrences correlate positively with the word pair meaning. That is, the more 
frequently two words appear in close proximity in two texts, the higher the likelihood that the texts are 
similar. Consistent with lexical-based and knowledge-based measures, corpus based measures estimate 
similarity based on words that are identical across text segments, words that are closely related in 
meaning and words that co-occur in a large body of text, instead of in a limited knowledge base repository 
(Mihalcea et al. 2006; Rohde et al. 2009). 
 
An important critique of corpus-based measures is that relying on a larger body of text does not improve 
the performance of a similarity measure against human judgment; instead, it only increases the 
computational complexity. The size of the repository is one factor among many that impacts the process of 
search and retrieval (Sugumaran and Storey 2003). Mihalcea et al. (2006) tested the performance of two 
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corpus-based and six different knowledge-based similarity measures on the Microsoft Research 
Paraphrase Corpus (MSRPC) data set and found that the performance of all measures was very similar.  
 
The performance of similarity measures is typically evaluated by comparing the performance of the 
measures against standard datasets that have already been rated by human raters. For instance, the 
MSRPC has been frequently employed to evaluate the performance of similarity measures against human 
judgment (Achananuparp et al. 2008; Dolan et al. 2004; Meng et al. 2013). The MSRPC consists of 5801 
sentence pairs that have been rated by human raters as ‘Similar’ or ‘Not Similar’. Multiple human raters 
were employed in rating the sentence pairs in the MSRPC dataset and the consensus ratings of the human 
raters are provided as part of the dataset. Many studies reported in the literature have employed the 
MSRPC to evaluate the performance of different similarity measures. For instance, Mihalcea et al. (2006) 
and Achananuparp et al. (2008) tested the performance of a number of lexical-based, knowledge-based 
and corpus-based similarity measures on the MSRPC data set. Both studies report that the performance of 
all measures was very close to each other. 
 
Prior studies evaluating the performance of lexical-based measures against knowledge-based or corpus-
based measures suggest that while the performance of lexical based measures is similar to or better than 
other measures, they do not consistently outperform other measures. For instance, Metzler et al. (2007) 
and Achananuparp et al. (2008) found that lexical measures are good at finding semantically identical 
matches. This suggests that the lexical measures are still robust measures of human judgment of 
similarity (Dekai, 2010). This may also suggest that human judgments of similarity of two text segments 
rely strongly on the extent of lexical overlap. 
Given the simplicity of lexical-based measures and their robust performance in previous research against 
the more sophisticated knowledge- and corpus-based measures, it was decided to employ a lexical-based 
measure of the similarity of predictor and criterion variable items to test H1. The Jaccard similarity 
coefficient is one of the most commonly employed measures of similarity and has performed well in prior 
research (Metzler et al. 2007 ; Achananuparp et al. 2008). 
Method 
Estimating the Jaccard similarity measure 
The Jaccard similarity coefficient for two short text segments is defined as the function of the size of the 
intersection of two short sentences divided by the size of their union. The score is between 0 and 1, with 0 
representing no similarity and 1 representing perfect similarity (i.e., almost a tautology).  
As similar common words will inflate the similarity score, it is conventional to remove stop words in the 
text segments before calculating the Jaccard score and, indeed, other measures of similarity. Stop words 
are commonly occurring words, such as “a”, “been”, “so”, “of” and “am” that do not have a significant 
influence on human interpretations of meaning. Consequently, they are removed from the computation of 
similarity scores. Including them in the computation of similarity scores could affect the similarity scores 
in a manner inconsistent with human judgments of similarity. 
The other procedure employed after removing stop words and before the computation of the Jaccard 
score is stemming. Stemming refers to normalising text by transforming a word through stripping off its 
affixes without affecting the word context. Porter stemmer (http://tartarus.org/martin/PorterStemmer/), 
one of the most popular techniques for stemming English, is used in this research.  
The Jaccard similarity score for two constructs is computed by extending the protocol for computing the 
score for a text segment pair. Operationalization of the predictor and criterion constructs are most likely 
to be accomplished by employing multi-item instruments for both constructs, with correlations reported 
between variables at construct level. Thus, text similarity is captured at item level then aggregated to the 
construct level.  A matrix is created pairing each item measuring the predictor construct against each item 
measuring the criterion construct. For example, if a predictor (e.g. perceived usefulness) is 
operationalized by a 3 item instrument, and the criterion (e.g. use) is operationalized by a 4 item 
instrument, this will result in 3 x 4 = 12 predictor item-criterion item pairings. The Jaccard score for each 
predictor item-criterion item pairing is computed as per the above protocol for computing the Jaccard 
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score for two text segments. The Jaccard similarity score for two constructs is computed as the average of 
the Jaccard similarity scores of all possible predictor item-criterion item pairings for the two constructs. 
A Python-based program was developed to take a file of text pairs (the predictor item text and the 
criterion item text), remove stop words, conduct a stemming procedure on the texts, compute the Jaccard 
similarity score for each text pair, and compute the study-level Jaccard similarity score. The Jaccard 
similarity scores generated by the program developed for this study were validated against the findings of 
Achananuparp et al. (2008). Following the protocol employed by Achananuparp et al. (2008), the 
program developed for this study was tested using MSRPC dataset. These findings suggest a high degree 
of reliability for the Jaccard similarity scores generated by the protocol employed in this research. 
Analysis and hypothesis testing 
The techniques of meta-analysis employed by Sharma et al. (2009) will be adapted to test the hypothesis 
developed here (H1). Sharma et al. followed the protocols of meta-analysis (Borenstein et al. 2009; 
Hunter and Schmidt 2004) to identify studies for inclusion in their meta-analysis. They then extracted the 
correlations, sample sizes and the method employed in the primary studies to measure the criterion 
variable from the included studies. The method employed to measure the criterion variable was rated on a 
theoretically derived scale of susceptibility to method bias. The hypothesis was then tested by meta-
regressing (Borenstein et al. 2009) the predictor-criterion correlation reported in a study against the 
susceptibility of the study to method bias. 
Following Sharma et al. (2009), H1 will be tested by meta-regressing the predictor-criterion correlations 
reported in the primary studies against their respective Jaccard similarity scores. Random-effects meta-
regression is considered the most appropriate technique as it allows for the true effect size to vary across 
studies. As this meta-analysis reflects a random sample of studies capturing perceived use (PU) and use 
(U) in the TAM literature (see sample and data collection sections below), the effect sizes captured can 
also be assumed to reflect a random sample of effect sizes (Borenstein et al 2009). The statistical software 
program, Comprehensive Meta-Analysis-2 (CMA) will be used to perform the meta-regression analysis. 
General statistical packages, such as SAS and SPSS do not directly support random-effects meta-
regression. The parameters estimated by standard random-effects regression protocols in general 
statistical packages cannot be directly interpreted according to the parameters of a meta-regression 
analysis (Lipsey & Wilson 2001). A number of plug-ins are available to adapt the standard protocols in 
general statistical packages for performing random-effects meta-regression (Lipsey and Wilson 2001). 
However, with the availability of dedicated meta-analysis packages, such as CMA, it is preferable to 
employ a dedicated package. A random effects meta-regression will be employed to test H1 on two 
independent samples (see below) according to the protocol suggested by Borenstein et al. (2009).  
In Sample 1, the criterion variable for the meta-regression will be the correlation between perceived 
usefulness (PU) and use (U) and the predictor variable will be the study-level Jaccard similarity score. In 
Sample 2, the criterion variable for the meta-regression will be the correlation between attitude and 
physical activity behavior and the study-level Jaccard similarity score will be the predictor variable. 
Computing the Jaccard similarity score for a study requires that the study report the text for the items 
employed to operationalize the predictor and the criterion constructs. Studies included in this meta-
analysis (see Sample below) have been examined and item text extracted. In many cases, complete texts of 
the items were not reported. If sufficient information was reported, item texts were reconstructed; in 
other cases, if references to standard instruments, (e.g. the Davis perceived usefulness instrument (Davis 
1989), were provided, the item text was reconstructed. Where item text was not reported or could not be 
reconstructed, studies were not included in this meta-analysis. 
Sample and data collection 
The hypothesis (H1) developed above will be tested on two samples of data. Examining H1 on two distinct 
samples allows us to draw conclusions about the generalizability of the technique developed here to 
explain the magnitude of method bias across studies and to suggest directions for future research to 
further develop the technique. The first sample is the set of studies included in Sharma et al.’s (2009) 
meta-analysis of the TAM literature. The 76 studies included in Sharma et al.’s (2009) meta-analysis were 
examined to extract the text of the items employed to operationalize perceived usefulness (PU) and use 
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(U). Where the item texts were not reported or could not be reliably reconstructed, the study could not be 
included in this meta-analysis. Our protocol identified 50 studies for inclusion in this meta-analysis.  
The second sample was chosen to be contextually distinct from the first sample. The two samples 
correspond in that the TAM PU-U correlation is consistent with the attitude-behavior correlation from the 
Theory of Reasoned Action/Theory of Planned Behavior (TRA/TPB) model (Fishbein and Ajzen 1974; 
Fishbein and Ajzen 1975). However, the two samples differ in terms of the behavior under investigation; 
the TAM studies in Sample 1 examine technology use behavior while Sample 2 comprises studies 
investigating physical activity behavior.  
The sample for the second dataset was collected employing standard search protocols for locating studies 
for inclusion in a meta-analysis (Borenstein et al. 2009; Sharma et al. 2004; Sharma et al. 2009). A 
systematic literature search was employed to identify studies that investigated the attitude-behavior 
relationship in the context of physical activity behavior. Bibliographic data bases such as Scopus, Medline, 
PsychInfo, Google Scholar, and Dissertation Abstracts were searched using the search terms attitude, 
physical activity, exercise, theory of planned behavior, theory of reasoned action, health behavior, and 
behavior change. Electronic versions of key journals publishing in the area of physical activity were also 
searched for relevant studies. These included the International Journal of Behavioral Nutrition and 
Physical Activity, Medicine and Science in Sports and Exercise, and the Journal of Sport and Exercise 
Psychology. The search period was limited to studies published between 2000 and 2013. Additionally, 
studies included in meta-analyses of the theory of planned behaviour and physical activity by 
Chatzisarantis (2011), Hagger (2002), Hagger and Chatzisarantis (2009), and McEachen (2011) were 
examined.   
Following Borenstein et al. (2009) and Hunter and Schmidt (2004), two criteria were employed to 
include studies in this meta-analysis. First, the study should report the correlation (or equivalent effect 
size metric) between attitude and physical activity, as well as the sample size. Second, the study should 
report in detail the items employed to measure attitude and physical activity. This protocol identified 131 
data points from 76 publications (60 journal articles and 16 dissertations) for Sample 2.  
Results 
The two datasets are currently being analyzed and results will be available at the time of ICIS 2014. 
Discussion and directions for future research 
This paper has outlined a program of research to develop techniques to estimate the magnitude of method 
bias induced in observed effect sizes as a result of the level of similarity in the texts of items employed to 
measure the predictor and criterion variables. These techniques have important implications for both 
research and practice. 
For researchers, these techniques provide an easily operationalizable and valid technique to partial out 
the effects of method bias due to text similarity. This enables robust testing of theory by enabling 
researchers to partial out the effect of method bias. This technique complements and extends Sharma et 
al.’s (2009) method-method pair technique by developing a technique to estimate bias due to an 
additional source. Sharma et al.’s (2009) method-method pair technique enables the estimation of the 
magnitude of method bias arising from the manner in which responses to survey items are collected. 
Extending the method-method pair technique, the item similarity technique developed here would enable 
the estimation of the magnitude of method bias arising from the wording of measurement items. As 
outlined in Sharma et al. (2009), the intercept of the meta-regression is an estimate of the correlation 
between the constructs, controlling for the effect of various sources of method bias. Following Bagozzi 
(2011, p. 288), the item similarity technique also enables researchers to empirically evaluate good 
practices for the design of survey instruments by evaluating “what … measures to accentuate or avoid in 
the future”. 
For practitioners, this technique has application and relevance as a tool for designing robust survey 
instruments that minimize the extent of method bias in the data captured. Practitioners commonly 
employ survey-based research in various settings, such as public policy development, clinical research, 
business decision-making, and in market research. This technique would enable practitioners to a priori 
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predict the magnitude of spurious correlation that can be expected for specific relationships. As outlined 
in Sharma et al. (2009), the intercept of the meta-regression is an estimate of the correlation between the 
constructs, controlling for the effect of various sources of method bias. This can enable both the 
improvement of survey design as well as more valid conclusions that could be drawn from survey data.  
While promising, the development of this technique requires additional testing. First, the protocol 
developed here to estimate lexical similarity is in need of further validation. Currently, the performance of 
this technique against other NLP-based techniques is encouraging. However, the performance of the 
technique against human judgment in survey settings needs to be investigated. A Q-sort protocol for 
testing the technique against human judgment is under development. Second, the technique will be 
extended to evaluate the performance of knowledge- and corpus-based measures of similarity against 
human judgment. 
Further, the NLP literature itself is refining similarity measures to make them better representations of 
human judgment. As an example, consider the following three text segments; 1) I like apples very much; 
2) I like oranges very much; 3) I just love apples. (Thank you to the Associate Editor for this example.) 
Broadly speaking, the Jaccard lexical similarity measure calculates the ratio of the number of identical 
words (the intersection set) to the total number of unique words across the two text segments (the union 
set). As text segments 1 and 2 share 4 words (“I”, “like”, “very” and “much”) of a total of 6 unique words 
(“I”, “like”, “very”, “much”, “apples”, and “oranges”), the similarity score is 4/6. For text segments 1 and 3, 
the similarity score is 2/7, while that for text segments 2 and 3 it is 1/8. 
In the above example, a human rater will likely judge that text segments 1 and 3 are more similar than text 
segments 1 and 2. However, the Jaccard similarity measure would suggest the opposite conclusion. While 
it is the objective of similarity measures to mimic human judgment, there remains room to improve on 
those measures. As a direction for future research, we will be employing knowledge-based as well as 
corpus-based measures to estimate the similarity of item pairs.  
Conclusion 
This paper has proposed a technique and a program of research to estimate the magnitude of bias arising 
from the wording of items employed in surveys to capture the predictor and criterion variables. The 
technique is based on natural language processing-based measures of text similarity. The technique will 
be employed to test the hypothesis that the greater the level of similarity between items employed to 
measure the predictor and criterion variables, the greater the observed effect size between those variables. 
Two samples will be employed to examine this technique and results will be reported at ICIS 2014. 
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