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ABSTRACT

Singlet fission has the great potential to overcome the Shockley–Queisser thermodynamic limit and thus promotes solar power conversion
efficiency. However, the current limited understandings of detailed singlet fission mechanisms hinder a further improved design of versatile
singlet fission materials. In the present study, we combined ultrafast transient infrared spectroscopy with ab initio calculations to elucidate
the roles played by the vibrational normal modes in the process of singlet fission for hexacene. Our transient infrared experiments revealed
three groups of vibrational modes that are prominent in vibronic coupling upon photoexcitation. Through our computational study, those
normal modes with notable Franck-Condon shifts have been classified as ring-twisting modes near 1300.0 cm−1 , ring-stretching modes near
1600.0 cm−1 , and ring-scissoring modes near 1700.0 cm−1 . Experimentally, a ring-stretching mode near 1620.0 cm−1 exhibits a significant
blue-shift of 4.0 cm−1 during singlet fission, which reaction rate turns out to be 0.59 ± 0.07 ps. More interestingly, the blue-shifted mode
was also identified by our functional mode singlet fission theory as the primary driving mode for singlet fission, suggesting the importance
of vibronic coupling when a correlated triplet pair of hexacene is directly converted from its first excited state singlet exciton. Our findings
indicate that the ultrafast transient infrared spectroscopy, in conjunction with the nonadiabatic transition theory, is a powerful tool to probe
the vibronic fingerprint of singlet fission.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5110263., s

I. INTRODUCTION
Singlet fission (SF) is a spin-allowed conversion process, in
which a singlet exciton (S1 S0 ) generated by a high energy photon
splits into two correlated triplet excitons (TT).1,2 SF has received
a great deal of attention since this process has the great potential to overcome the Shockley–Queisser limit and thus achieves
unprecedented solar power conversion efficiencies.2,3 Many experimental4–25 and theoretical26–45 efforts have been devoted to improve
our understandings of this critical photochemical process, particularly at the molecular level, when designing rational photovoltaic
systems. Nevertheless, the detailed SF mechanisms are still under
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hot debate due to the complicated convolutions of spin dynamics
and electronic and vibrational relaxation, in particular, the interactions between electronic and vibrational states, namely, vibronic
coupling.31 Therefore, it is imperative to develop a powerful ultrafast
spectroscopic tool to probe the subtle yet critical vibronic fingerprint
of SF that may occur on subpicosecond time scales.
Owing to the recent advances in ultrafast spectroscopies, the
vibrational normal modes that are essential to SF can be uniquely
identified through the time-resolved transient pump-probe technique.9,19–21 For instance, in a vibronic spectroscopy experiment,
a normal mode of 1567 cm−1 exhibits the strongest spontaneous
Raman signal arising from the conical intersection between S1 S0
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and TT states.20 In our previous theoretical study, SF was found
to be facilitated by a few aromatic-ring-stretching modes centered
at 1580 cm−1 in single-crystalline pentacene.46 According to the
nonadiabatic transition theory,47 in the absence of light irradiation, energy conservation between reactant and product electronic
states can be fulfilled only through thermal fluctuations, which
also drive the system toward the diabolic point where the nonadiabatic coupling is nonvanishing. In organic molecular crystals
such as tetracene, pentacene, and hexacene, their normal modes
can be readily characterized, thanks to crystalline symmetry and
weak interactions between lattice-site occupants. As an example,
our measured steady-state Fourier transform infrared (FTIR) spectrum for a hexacene crystal only exhibits a few prominent peaks
[Fig. 1(a)], suggesting the necessity of transient IR spectroscopy
on monitoring vibrational wave packets during SF in organic crystals. In fact, ultrafast transient IR spectroscopy has been utilized by
Asbury48,49 and Wasielewski50,51 groups to track the formation of
correlated triplet pairs through time-dependent mid-infrared transitions.48 Their studies on covalent terrylenediimide dimers indicated
that the multiexciton intermediate possesses mixed characteristics
of S1 S0 , charge transfer (CT), and TT states.50 Nevertheless, to the
best of our knowledge, no time-resolved transient IR experiment
has been conducted to uniquely ascertain SF-driving normal modes
that could be justified by our functional mode singlet fission (FMSF)
theory. To this end, our proposed combination of transient IR spectroscopy and FMSF theory in the present study will offer a complimentary tool set for investigating vibronic coupling in SF for a more
efficient light-to-electricity conversion.
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II. EXPERIMENTAL DETAILS
Our experimental setup for a visible pump and a mid-IR
probe measurement is similar to the ultrafast IR spectroscopy measurement for liquid samples, which has been described in previous reports.52,53 Briefly, a femtosecond amplifier (SPITFIRE ACE35F1K, Spectra Physics) with an output wavelength of 801 nm and a
pulse duration of 40 fs was seeded with the ultrafast short pulse from
a Ti-sapphire oscillator (Element 20–1200, Newport Corporation).
The femtosecond amplifier pumped an optical parametric amplifier
(OPA, TOPAS, Light conversion) to produce a broadband mid-IR
pulse with the following specifications: ∼140 fs pulse duration, tunable frequency range from 3 to 15 μm, ∼200 cm−1 bandwidth, and
1 kHz repetition rate. In the visible pump-IR probe experiments,
the 801 nm output from the femtosecond amplifier was used as the
excitation beam. Its excitation fluence was controlled by a neutral
density filter (NDF) and was kept low to avoid exciton-exciton annihilation in hexacene. The femtosecond IR pulse was used as the
probe beam where the frequency was resolved by a spectrograph
and was detected by a liquid nitrogen-cooled HgCdTe (MCT) array
detector (FPAS-6414, Infrared Systems Development). The IR signal was monitored by recording the transient absorption change of
the IR probe beam. Two polarizers were placed to selectively measure the parallel or perpendicular polarized signal relative to the
excitation beam. The time delay between the excitation and probe
beams was controlled by a mechanical delay stage. The data acquisition at different time delays was automated by a computer program.
The ultrafast spectroscopic measurements were carried out at room
temperature (22 ± 1 ○ C), and the humidity in our laboratory was
controlled at ∼40%.
Hexacene precursors were synthesized by following a previously reported protocol54 before hexacene films were fabricated
through chemical vapor deposition using CaF2 as the substrate.
Specifically, the CaF2 substrate was first cleaned by piranha solution
before being rinsed with de-ionized water. Afterwards, it dried up in
vacuum. Finally, hexacene films were deposited onto the CaF2 substrate at a rate of 0.5 Å/s in a vacuum of 6 × 10−6 Torr. A typical
film thickness was kept at ∼100 nm, which was confirmed by UV-Vis
absorption.

III. COMPUTATIONAL DETAILS

FIG. 1. (a) Steady-state FTIR of the hexacene thin film grown on the CaF2 window.
(b) Calculated normalized infrared intensity for ground state hexacene.
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The single-crystalline hexacene was represented in our computational study as a 9 × 9 × 3 supercell54 with a total of 20 412
atoms, as shown in Scheme 1. To achieve a compromised balance between numerical efficiency and physical accuracy, the hybrid
quantum mechanics/molecular mechanics (QM/MM) approach55
was adopted. More specifically, the QM subsystem consists of a
hexacene tetramer and its nearest-neighboring molecules that span
along crystal axes a and b to form the reaction center of singlet
fission, while all other hexacene molecules embody the MM subsystem. The QM subsystem was modeled by Goedecker-Teter-Hutter
(GTH) pseudopotential,56 optimally tuned range-separated hybrid
Perdew-Burke-Ernzerhof (ω-RSH-PBE) exchange-correlation functional,57 polarized-valence triple-ζ (PVTZ) basis set,58 electrostatic
QM/MM coupling scheme,59 and wavelet-based Poisson solver.60
By contrast, the thermal fluctuation of the MM subsystem was
described by the generalized AMBER empirical force field (GAFF).61
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SCHEME 1. Molecular structure of a 9 × 9 × 3 supercell of single-crystalline
hexacene. The designated reaction center of singlet fission is highlighted. The
molecular pair along the long crystal axis is colored blue, while its counterpart
along the short crystal axis is colored red.

Unless otherwise specified, all QM/MM simulations were performed
using the CP2K package.62

FIG. 2. (a) Pseudocolor plots of transient IR absorption spectra from the hexacene
thin film excited at 801 nm. (b) Ultrafast transient IR absorption spectra at the
selected time delays. The dotted curves are the broad photoinduced absorption
(PIA) from polaron.

IV. RESULTS AND DISCUSSION
A. Steady-state vibrational fingerprint of hexacene
Figure 1(a) depicts FTIR spectra of a hexacene crystalline film
on a CaF2 window. A prominent peak is located at 1305.0 cm−1
besides several weak peaks around 1389.0, 1620.0, and 1735.0 cm−1 .
The normal modes of the designated reaction center, which is a hexacene tetramer (Scheme 1), were first ascertained by diagonalizing its
mass-weighted Hessian matrix after geometry optimization. Then,
under a double harmonic approximation,63 its infrared spectrum
was calculated by the following equation:
Ii =

Nπ ∂μ 2
∣
∣,
3c2 ∂Qi

(1)

where I i is the infrared intensity of the ith normal mode, Qi , N is
Avogadro’s number, c is the speed of light, and μ is the electric
dipole moment. As shown in Fig. 1(b), the most prominent peak
of our calculated IR spectrum appears at 1300.0 cm−1 , in excellent agreement with its experimental counterpart at 1304.0 cm−1 .
Therefore, the main peak in our experimental FTIR spectrum at
1304.0 cm−1 was assigned to ring twisting, while the two other peaks
at 1619.0 cm−1 and 1735.0 cm−1 were assigned to ring-stretching and
ring-scissoring modes, respectively.
B. Excited-state vibrational fingerprint of hexacene
Figure 2(a) shows pseudocolor plots of ultrafast transient
IR absorption spectra of the hexacene (∆T/T) thin film from
1280.0 cm−1 to 1820.0 cm−1 . The transient IR absorption spectra
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consist of a broad photoinduced absorption (PIA) plus and a few
narrow vibrational peaks. Figure 2(b) also presents transient spectra at several time delays. The transient IR absorption can be readily decomposed into a broad and negative envelope in addition to
several narrow positive peaks as presented at a time delay of 0 ps
in Fig. S1. It was found that the transient IR spectra are significantly different than those at the ground state. Previous studies of
TIPS-pentacene have claimed that the prompt broad PIA is due to
the absorption of singlet excited states and correlated triplet pair
intermediates.48 Moreover, this broad feature was also assigned to
the mid-IR absorption of polarons,64–70 suggesting the formation
of ephemeral polarons in the irradiated hexacene thin film. This
polaron generation occurs almost immediately upon photoexcitation [Fig. 2(a)] as was reported before.71,72 Specifically, Guo and
co-worker observed polaron pairs on a time scale of <100 fs in
RRa-P3HT and RR-P3HT films,71 while Lienau and co-workers
reported a sub-20-fs time scale in a prototypical polymer thin film.72
As will be discussed later, the polaron recombination also takes place
on the order of a few hundred femtoseconds due to the small dielectric constant of hexacene. To assign the photoinduced narrow peaks,
we categorized all of them into long-lived and short-lived ones.
In general, a positive signature in change of transmission corresponds to ground state bleaching (GSB) or stimulated emission (SE),
whereas a negative signature denotes photoinduced absorption. A
majority of the peaks are short-lived except the one at 1304 cm−1 ,
which is long-lived and eventually becomes positive. We attributed
the relaxation process at 1304 cm−1 to the ground state recovery of
hexacene.
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To further reveal the nature of the short-lived narrow peaks, we
turn to theoretical calculations of the normalized infrared absorption intensity upon the S0 S0 → S1 S0 photoexcitation of hexacene.
Specifically, the intensity was determined from the derivative of
optical gap with respect to ground state geometry displacement.
As shown in Fig. 3, the calculated intensity peaks are qualitatively
consistent with those observed in Fig. 2. Moreover, the modes
prominent in the infrared absorption intensity profile reflect three
types of molecular vibrations: (a) ring-twisting modes (1251.7 cm−1 ,
1252.8 cm−1 , 1253.2 cm−1 , 1390.3 cm−1 ); (b) ring-stretching modes
(1597.1 cm−1 , 1597.7 cm−1 , 1598.7 cm−1 ); and (c) ring-scissoring
modes (1757.1 cm−1 , 1757.7 cm−1 , 1779.6 cm−1 ), as displayed in
Fig. S6.
C. Vibrational dynamics of hexacene
We analyzed the dynamical behaviors of all vibrational modes
that are important to vibronic coupling. The dynamics of the ringstretching mode near 1620.0 cm−1 at several time delays is shown in
Fig. 4(a). Although it appears with a negative feature in the change
of transmission, the peak overlaps with the broad featureless polaron
background. In fact, the peak is positive in sign after subtracting
the negative background. We attributed the peak near 1620.0 cm−1
to vibrational SE upon photoexcitation. A single exponential function fitting yielded a vibrational relaxation time of 84.7 ± 4.7 ps.
Inspection of the transient spectra at 1620.0 cm−1 reveals a peak
shift from 1618.0 cm−1 to 1622.0 cm−1 as the delay changes from
0 ps to 3 ps [Fig. 4(b)]. This spectral shift was not expected if this
peak is due to the ground state recovery. Therefore, we attributed it
to the S1 S0 → TT transition of SF. A single exponential function fitting of Fig. 4(b) yielded a SF time constant of 0.59 ± 0.07 ps, which
is well in line with the previous result of Busby et al.8 Although the
blue shift of the 1618 cm−1 peak might partially arise from internal vibrational energy redistribution (IVR), its effect should not
be predominant in hexacene because the triplet quantum yield of
hexacene is nearly 200% through SF.8 Furthermore, the linewidth
of this peak was broadened from 1.4 to 2.7 cm−1 as the delay
changed from 0 ps to 3 ps, indicating rapid vibrational dephasing73
during SF.
On the other hand, the modes at 1304.7 cm−1 and 1389.0 cm−1
in Fig. 5(a) exhibit different dynamical behaviors in a long time scale

FIG. 3. Calculated normalized infrared absorption intensity upon the S0 S0 → S1 S0
photoexcitation in hexacene from the derivative of the optical energy gap with
respect to the ground state geometry displacement.
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FIG. 4. (a) Ultrafast transient IR absorption spectra for the ring stretching mode
near 1620.0 cm−1 at selected time delays. (b) Plot of the peak position as a function of the corresponding time delay. A single exponential fitting of the plot yielded
a time constant of 0.59 ± 0.07 ps.

of 1250 ps, despite their similar profiles in an early time window
of 3 ps. The early kinetics with a negative signature arises from the
abovementioned contribution of photoinduced polarons. The vibrational mode at 1304.7 cm−1 corresponds to the GSB peak of the
in-plane H waging, exhibiting a slow relaxation process. The mode
at 1389.0 cm−1 shows a fast recovery of ∼200 fs, and its peak manifests a slight shift with the time delay in Fig. S2. Kinetic traces at
1733.0 cm−1 and 1734.9 cm−1 for the ring-scissoring modes are presented in Figs. 5(c) and 5(d). These two peaks display a positive sign
in the change of transmission, even though there are small contributions from the polaron at the early time window of a few hundred
femtoseconds. The lifetime of these two peaks is on the order of a few
hundred femtoseconds, excluding their origin from GSB. Therefore,
they were assigned to the vibrational SE of hexacene. A single exponential function was used to fit the decay of the peaks at 1733.0 cm−1
and 1734.9 cm−1 , yielding relaxation time constants of 193 ± 10 fs
and 317 ± 9 fs, respectively. The lifetimes of these two peaks for
ring-scissoring modes are much shorter than the typical lifetime of
a vibrational excited state. In addition, they afforded a slight spectral
shift with the time delay in Fig. S3. Note that the rising time of the
1733.0 cm−1 mode occurs ∼100 fs earlier than that of 1734.9 cm−1
[Fig. 5(b)]. This time difference was not due to spectral chirp because
these two peaks are only separated by 2 cm−1 . According to our
proposed direct S1 S0 → T1 T1 transition, we assigned the peaks at
1733 cm−1 and 1735 cm−1 to the S1 S0 and TT states, respectively.
Therefore, the time evolution of these two peaks explicitly revealed
the SF process of S1 S0 → T1 T1 . Although it is still rather challenging
to directly observe the optically dark TT state from spectroscopic
data, we have shown that its time evolution can be monitored by
transient IR. Nevertheless, the coupling of these 1730 cm−1 modes
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FIG. 5. [(a) and (b)] Kinetic traces at 1304.7 cm−1
and 1389.0 cm−1 from delay time −1 ps–1250 ps (a)
and from delay time −1 ps–3 ps. [(c) and (d)] Kinetic
traces at 1733.0 cm−1 and 1734.9 cm−1 from delay time
−1 ps–1250 ps and from delay time −1 ps–3 ps.

with the S1 S0 → T1 T1 transition is much weaker than that of the
1620 cm−1 modes, which drive the formation of the TT state from
the photoexcited singlet exciton S1 S0 .
D. Functional mode analysis for reaction coordinate
of singlet fission
In order to reveal the importance of vibronic coupling to SF,
we performed functional mode analysis to identify its reaction coordinate. In condensed phase, an electron transfer or spin exchange
process is typically driven by a collective motion of multiple normal
modes. According to our functional mode electron transfer theory,74
the relative importance of a normal mode to a given nonadiabatic
transition can be determined by linear least squares regression. More
⃗ RC , is considered as a linear
specifically, the reaction coordinate, V
⃗ i . Then, the coef⃗ RC = ∑ ci V
combination of all normal modes, V
i

ficient set, {ci }, is optimized by maximizing Pearson’s correlation
coefficient, R, between the diabatic energy gap, ΔEd , and atomic
⃗
displacement, V,
R=

cov(pV⃗RC (t), ΔEd (t))
σpV⃗RC σΔEd

,

(2)

where pV⃗RC (t) is the projection of instantaneous nuclear config⃗ RC , ΔEd (t) is the instantaneous diabatic energy gap,
uration on V
cov(pV⃗RC (t), ΔEd (t)) is their covariance function, and their standard deviations are denoted as σpV⃗RC and σΔEd , respectively. Mathematically, the optimization of R is achieved by solving the following
coupled linear equations:
Nvib

→ , pÐ
→ ) = cov(ΔEd , pÐ
→ ),
∑ ci cov(pÐ
Vi (t) Vj (t)
Vj (t)
i=1
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j ∈ (1, Nvib ).

(3)

As demonstrated in our previous study,11 the production of
correlated TT pair from photoexcited S1 S0 state is primarily through
the direct mechanism without the aid of any charge-transfer intermediate. Therefore, ΔEd = ES1 S0 − ETT , where the S1 S0 reactant
state is modeled by the linear response time-dependent density
functional theory (TDDFT),75 while the multiconfigurational TT
product state76 is constructed by the constrained density functional theory77 that breaks spin symmetry on reference orbitals
through spin-polarized and position-dependent Hartree potential.
As shown in Fig. S4(B), our calculated light absorption spectrum
is well in line with the experimental UV-Vis spectrum [Fig. S4(A)]
by exhibiting two most prominent peaks at 848 nm and 712 nm.
As a result, an incident wavelength of 801 nm was deliberately
chosen in our transient infrared spectroscopy experiment to excite
hexacene to its S1 S0 state rather than its higher-lying electronic
states.
In the present study, 5000 snapshots were randomly selected
from a 5-ns molecular dynamics trajectory for our functional mode
analysis. Since a correlated TT pair can be formed along either axis
a or axis b, we have to consider both ΔEdaa = ES1 S0 − E(TT)aa and
ΔEdbb = ES1 S0 − E(TT)bb when projecting ΔEd onto the normal modes,
⃗ g , at the ground electronic state. Note that under the indepenV
dent mode displaced harmonic oscillator (IMDHO) model,78 the
potential energy surfaces of the ground and S1 S0 electronic states
are simply displaced from one another along any given normal
mode, thus preserving its components and its angular frequency.
As shown in Fig. 6, the direct S1 S0 → TT transition is predominantly driven by a few normal modes with ω ≈ 1600 cm−1 regardless of the directionality of the resultant TT state. These critical
normal modes turn out to be ring-stretching vibrations collectively
exerted by all hexacene molecules in the reaction center (Fig. S6),
suggesting the importance of cooperative vibrations particularly in
hexacene.
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⃗ RC = ∑ ci2 V
⃗
FIG. 6. Calculated spatially averaged reaction coordinates, V
,
i
ground
⃗
for singlet fission, where V
denotes
the
ith
normal
mode
on
the
ground
i
electronic potential energy surface.
ground

Aiming to reveal the evolution of these critical vibrational
modes upon SF, we also projected ΔEd onto the normal modes
of (TT)aa and (TT)bb using the abovementioned functional mode
analysis approach.79 As shown in Fig. S5, the primary peaks
at ∼1600 cm−1 of the profiles of ci2 underwent a notable split,
resulting in a blue shift by ∼15 cm−1 . If any of those corresponding normal modes exhibits significant Franck-Condon shift
upon S0 S0 → S1 S0 photo-excitation, a blue shift of its transient
infrared signal is also expected due to the subsequent S1 S0 → TT
transition.
Similar to the formula of calculated static infrared intensity
[Eq. (1)], its transient counterpart, T, arising from the FranckCondon shift upon photo-excitation is given by80
Ti ∝ ∣

∂Eoptical 2
∣,
∂Qi

(4)

where Eoptical is the optical gap associated with the S0 S0 → S1 S0
transition. As shown in Fig. 3, three groups of normal modes manifest substantial Franck-Condon shifts. They are the ring-twisting
modes at ∼1250 cm−1 and ∼1380 cm−1 , the ring-stretching modes
at ∼1600 cm−1 , and the ring-scissoring modes at ∼1770 cm−1 .
Among these three Franck-Condon active groups, only the one
at ∼1600 cm−1 is also critical to the vibronic-coupling that drives
SF as illustrated in Fig. 6. In this spirit, the time-dependent transient infrared signal centered at ∼1600 cm−1 is expected to undergo
a significant wavenumber shift, whereas a much smaller shift
is anticipated at ∼1250 cm−1 , ∼1380 cm−1 , and ∼1770 cm−1 . A
previous study of hexacene attributed its slower SF, when compared to pentacene, to multiphonon relaxation as suggested by
the Redfield theory.8 The effective phonon frequency estimated
in that work ranges from 800 cm−1 to 1450 cm−1 . Our experimental results pinpoint particular IR vibrational modes for SF
that are different than the effective phonon in the multiphonon
model.
Taken together, a vibronic coupling mechanism in hexacene
for SF is sketched in Scheme 2. Upon photoexcitation, hexacene
experiences a direct SF from a photoexcited S1 S0 state to a correlated triplet TT pair with a nonadiabatic coupling. This nonadiabatic
coupling is primarily driven by a ring-stretching vibrational mode
of 1620 cm−1 , which exhibits a substantial Franck-Condon shift of
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SCHEME 2. Vibronic coupling of S1 S0 (v = 1) and TT (v′ = 3) in hexacene. The
reaction coordinate of this nonadiabatic process is designated as a ring-stretching
mode at ∼1600 cm−1 .

4.0 cm−1 . Specifically, this critical vibrational mode is first excited
from S0 to S1 to reach a vibrational quantum number of v = 1 under
the photoillumination of an 801 nm pump. After an excited-state
thermal relaxation, the subsequent S1 S0 → TT transition results in
a vibrational heating of v′ = 3 if one considers ΔE(S1 S0 → TT)
≈ 0.6 eV and ωvib ≈ 1600 cm−1 . In fact, vibronic coupling is not
only important in exothermic SF systems such as hexacene but also
is vital for endothermic ones. For example, a recent study by Friend
and co-worker reported vibronically coherent ultrafast triplet-pair
formation mediated by the strong coupling of electronic and vibrational degrees of freedom in TIPS-tetracene films.21 Another study
of TIPS-tetracene nanoparticles by Rao and co-workers further discovered different intermediate triplet excitons in endothermic SF if
the excitation wavelength is varied, suggesting distinct vibrational
relaxation pathways.81
V. SUMMARY AND CONCLUSIONS
In this work, we have utilized both transient IR spectroscopy
and FMSF theory to probe the vibrational dynamics of SF in hexacene. Our transient IR experiments unveiled the formation of
vibrationally excited excitons that consist of three groups of normal modes upon photoexcitation. They include ring-twisting modes
near 1300.0 cm−1 , ring-stretching modes near 1600.0 cm−1 , and
ring-scissoring modes near 1700.0 cm−1 . All of them were well justified by our calculated transient IR intensity using TDDFT. The
most striking feature in our time-resolved transient IR spectra is
the significant blue-shift of 4.0 cm−1 for a ring-stretching mode
near 1600.0 cm−1 . Since the relaxation of this mode occurs on a
time constant of 0.59 ± 0.07 ps that agrees with the SF time scale,
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we designated it as the primary driving mode for SF. Our conclusion
gains immediate support from FMSF theory, which confirmed the
predominance of the same mode over all others on vibronic coupling
between S1 S0 and TT. Interestingly, this ∼1600.0 cm−1 mode is also
Franck-Condon active upon the S0 S0 → S1 S0 transition, making it
possibly detectable by other vibrationally resolved transient spectroscopies including transient Raman. To this end, transient IR can be
employed together with transient Raman to render a more complete
picture of vibronic coupling in SF.
SUPPLEMENTARY MATERIAL
See the supplementary material for transient IR absorption
spectra of a hexacene thin film and its UV-visible spectra; calculated
reaction coordinates of S1 S0 → TT transition; and vibrational normal
modes with a notable Franck-Condon shift.
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