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FINITE VOLUME CORRECTIONS AND DECAY OF CORRELATIONS
IN THE CANONICAL ENSEMBLE
ELENA PULVIRENTI AND DIMITRIOS TSAGKAROGIANNIS
Abstract. We consider a classical system of N particles confined in a box Λ ⊂ Rd inter-
acting via a finite range pair potential. Given the validity of the cluster expansion in the
canonical ensemble we compute the error between the finite and the infinite volume free
energy and estimate it to be bounded by the area of the surface of the box’s boundary over
its volume. We also compute the truncated two-point correlation function and find that
the contribution from the ideal gas case is of the order 1/N while the contribution of the
interactions is of the order 1/|Λ| plus an exponentially small error with the distance.
1. Introduction
A common practise of mathematical methods in physics is to consider idealized situations by
taking limits of the number of particles and/or the volume of the system to infinity to study
the limiting thermodynamic quantities. However, in many situations of both theoretical (e.g.
in the construction of coarse-grained Hamiltonians as in the Lebowitz - Penrose theory)
and practical use (when dealing with realistic systems and computer simulations) one is
also interested in obtaining exact estimates of the error between the infinite and the finite
volume version of these quantities. It is a longstanding problem to compute the error terms
between the logarithm of the (canonical or grand canonical) partition function and the
limiting pressure or free energy. In the special case of the validity of the cluster expansion
such questions can be answered; see for example [6], [3], [13] and the references therein,
for some cases valid mainly for lattice systems or the grand canonical ensemble. In the
present paper we work in the context of continuous systems in the canonical ensemble and
we calculate the finite volume corrections to the free energy for both cases of periodic and
zero (or general) boundary conditions and estimate the relevant error. The main technical
tool is the cluster expansion whose validity has been established in a previous work [12].
However, as it will be explained, its implementation for answering the above question still
requires to overcome several technical issues. Moreover, as another application of the validity
of the cluster expansion we also investigate the decay of the two-point correlation function
as the distance between two particles increases.
The structure of the paper is as follows: in Section 2 we present the model and the results.
Then, for completeness of the presentation, in Section 3 we give the basic ideas of the cluster
expansion in the canonical ensemble. In the same section we also give the outline of the proof
of the finite volume corrections explaining why it is not a direct application of the existing
cluster expansion result and instead a new, more involved expansion has to be devised. We
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present the proof in the subsequent three sections. In Section 4 we develop the new version
of the cluster expansion considering as polymers rooted subsets of the set of labels of the
particles carrying the extra information whether the root is close to the boundary or not.
We apply the general theorem of cluster expansion for the new polymers and conclude the
proof in two steps. We first show in Section 5 that the finite volume error for the polymers
not vanishing in the thermodynamic limit is of the order of the boundary divided by the
volume. Second, in Section 6, we prove that the remaining (thermodynamically irrelevant)
terms give a lower order contribution. Last, in Section 7, we give the proof of the decay of
the two-point correlation function.
2. The model and the results
We consider a configuration q := {q1, . . . , qN} of N particles (where qi is the position of the
ith particle) confined in a box Λ(ℓ) := (− ℓ
2
, ℓ
2
]d ⊂ Rd (for some ℓ > 0), which we also denote
by Λ when we do not need to explicit the dependence on ℓ. The particles interact via a pair
potential V : Rd → R∪ {∞}, which is stable and of finite range. Stability means that there
exists B ≥ 0 such that: ∑
1≤i<j≤N
V (qi − qj) ≥ −BN, (2.1)
for all N and all q1, ..., qN . Finite range (R > 0) means that V (qi − qj) = 0 if |qi − qj| > R,
where |qi − qj | denotes the euclidean distance between two particles at positions qi and qj .
The requirement of finite range is only for technical reasons and will be clear in the sequel.
However, a similar result should be true under the hypothesis of temperedness:
C(β) :=
∫
Rd
|e−βV (q) − 1|dq <∞, (2.2)
but the proof is more involved and it is beyond the scope of the present paper. In the finite-
range potential case here, (2.2) always holds because of (2.1) and we denote it by C(β,R) in
order to explicit the dependence on R. A typical example of pair potential with the above
features is the hard-core interaction given by:
V hc(qi − qj) =
{
+∞, if |qi − qj | ≤ R
0, if |qi − qj | > R
(2.3)
Note that in this case C(β,R) would be the volume of the d-dimensional ball with center 0
and radius R, denoted by BR(0) (independent of β).
In the case of periodic boundary conditions, the canonical partition function of the system
is given by
Zperβ,Λ,N :=
1
N !
∫
ΛN
dq1 . . . dqN e
−βHperΛ (q), (2.4)
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where HperΛ is the energy of the system:
HperΛ (q) =
∑
1≤i<j≤N
V per(qi, qj). (2.5)
The potential V per captures the periodic boundary conditions and for the case of finite range
interaction it is given by
V per(qi, qj) :=
∑
n=(n1,...,nd)
ni∈{−1,0,1}
V (qi − qj + nℓ). (2.6)
We also consider the case of zero boundary conditions, i.e., outside the domain Λ there are no
particles, which is described by the Hamiltonian: HΛ(q) =
∑
1≤i<j≤N V (qi, qj). We denote
by Z0β,Λ,N the corresponding partition function. Given ρ > 0 we define the thermodynamic
free energy by
fβ(ρ) := lim|Λ|,N→∞,N=⌊ρ|Λ|⌋
fβ,Λ(N), where fβ,Λ(N) := − 1
β|Λ| logZβ,Λ,N , (2.7)
where |Λ| = ℓd is the volume of Λ. It is a general result (see [5]) that the above limit is
independent of the boundary conditions, hence (2.7) holds for both Zperβ,Λ,N and Z
0
β,Λ,N . We
use the notation Zβ,Λ,N whenever the choice of boundary conditions is not relevant and we
avoid to specify it. In [12], for the case of periodic boundary conditions, using the cluster
expansion method it has been proved that for the case of small enough densities, namely
ρC(β) < c0 for some c0 := c0(β,B) > 0, the limit exists and it takes the explicit form:
βfβ(ρ) = ρ(log ρ− 1)−
∑
n≥1
1
n+ 1
βnρ
n+1. (2.8)
Here βn is given by
βn :=
1
n!
∑
g∈Bn+1
V (g)∋{1}
∫
Rdn
∏
{i,j}∈E(g)
(e−βV (qi−qj) − 1)dq2 . . . dqn+1, q1 := 0, (2.9)
where Bn+1 is the set of 2-connected graphs g on (n+1) vertices and E(g) is the set of edges
of the graph g. We define a 2-connected graph to be a connected graph which by removing
each single vertex and all incident edges remains connected.
In the present paper we want to prove a more delicate estimate, namely to calculate the
terms which contribute to the finite volume corrections of the free energy and estimate them
by the area of the surface ∂Λ of Λ divided by the volume of Λ. We denote by | · | the Lebesgue
measure of either the surface or of the volume.
Theorem 2.1. There exists a constant c′0 := c
′
0(β,B) > 0, independent of N and Λ, such
that if ρC(β,R) < c′0, there exist constants C˜(ρ), Cˆ(ρ) > 0 for which:∣∣∣ 1|Λ| logZperβ,Λ,N − βfβ(ρ)
∣∣∣ ≤ C˜(ρ) 1|Λ| , (2.10)
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for the case of periodic boundary conditions and∣∣∣ 1|Λ| logZ0β,Λ,N − βfβ(ρ)
∣∣∣ ≤ Cˆ(ρ) |∂Λ||Λ| , (2.11)
for the case of zero (general) boundary conditions. Note also that ρ = N|Λ| and fβ(ρ) is given
in (2.8).
The proof of Theorem 2.1 will be outlined in Subsection 3.2 and detailed in Sections 4, 5
and 6.
Another byproduct of the cluster expansion is an expression for the truncated correlation
functions.
Definition 2.2. Given a point q1 ∈ Λ, the one-point correlation function is given by
ρ
(1)
Λ,N (q1) :=
1
(N − 1)!
∫
ΛN−1
dq2 . . . dqN
1
Zβ,Λ,N
e−βHΛ(q). (2.12)
Similarly, for q1, q2 ∈ Λ, the two-point correlation function is given by
ρ
(2)
Λ,N(q1, q2) :=
1
(N − 2)!
∫
ΛN−2
dq3 . . . dqN
1
Zβ,Λ,N
e−βHΛ(q). (2.13)
Note that 1
N
ρ
(1)
Λ,N(q1)dq1 is the probability of having any particle in a volume dq1 at position
q1 (among N particles). Indeed, if we consider periodic boundary conditions we have that∫
Λ
ρ
(1)
Λ,N(q1)dq1 = N.
Similarly, defining g
(2)
Λ,N(q) :=
1
ρ2
ρ
(2)
Λ,N(0, q) we can interpret the quantity
1
N−1ρg
(2)
Λ,N(q)dq as
the probability of observing a second particle in a volume dq at position q given that there
is already a particle at the origin 0. Note that using periodic boundary conditions we have
that ∫
Λ
ρg
(2)
Λ,N(q)dq = N(N − 1)
1
ρ
1
N !
∫
Λ
dq
∫
ΛN−2
dq3 . . . dqN
1
Zperβ,Λ,N
e−βH
per
Λ (q) = N − 1.
Remark 2.3. In the case of the canonical ensemble, the two-point correlation function does
not factorize into the product of the one-point correlation functions, not even in the case of
non-interacting particles. In fact, for the ideal gas we have that
ρ
(2)
Λ,N(q1, q2)− ρ(1)Λ,N (q1)ρ(1)Λ,N(q2) =
N(N − 1)
|Λ|2 −
(
N
|Λ|
)2
=
N
|Λ|2 , (2.14)
which indicates that we can not do better than 1/N . This is due to the fact that, having fixed
a particle of the N many, the choice of a second one is among the remaning N−1. However,
this is not any more the case if we label the particles (defining a correlation function without
the indistinguishability factor N !) and ask what is the probability that we find particle 2 at
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some position if we know that particle 1 is already somewhere. But, on top of that, we still
have to take into account the interaction between the particles. This is a separate issue which
will be studied using the “labelled” correlation functions, as defined in (2.17). Then we put
together both issues and calculate the overall decay of correlations estimate in Corollary 2.6.
We view the canonical partition function Zβ,Λ,N as a perturbation around the ideal case
(where there are no interactions). Hence, normalizing the measure by multiplying and di-
viding by |Λ|N in (2.4), we write
Zβ,Λ,N = Z
ideal
Λ,N Z
int
β,Λ,N , (2.15)
where
Z idealΛ,N :=
|Λ|N
N !
and Z intβ,Λ,N :=
∫
ΛN
dq1
|Λ| . . .
dqN
|Λ| e
−βHΛ(q). (2.16)
Following Remark 2.3, we define the labelled k-point correlation functions as follows:
Definition 2.4. For each k = 1, 2, . . . , N , define
ρ
(k),lab
Λ,N (q1, . . . , qk) :=
∫
ΛN−k
dqk+1
|Λ| . . .
dqN
|Λ|
1
Z intβ,Λ,N
e−βHΛ(q), (2.17)
again without specifying the boundary conditions.
For the case of the labelled correlation functions, we obtain the following theorem:
Theorem 2.5. Let q1 and q2 be two fixed positions in the domain Λ. Then there exist four
constants c0, C1, C2, C3 > 0, independent on Λ and N , such that, for ρC(β,R) < c0, we have:
|ρ(1),labΛ,N (q1)| ≤ C1 (2.18)
and
|ρ(2),labΛ,N (q1, q2)− ρ(1),labΛ,N (q1)ρ(1),labΛ,N (q2)| ≤ 1|q1−q2|≤R
1
1− |C(β,R)||Λ|
+ C2
C(β,R)
|Λ| + C3e
−R−1|q1−q2|.
(2.19)
Here ρ
(2),lab
Λ,N and ρ
(1),lab
Λ,N are given in (2.17).
The proof will be given in Section 7. Note that for N = 2 and for the case of hard cores
of radius R we can calculate the two-point truncated correlation functions directly from the
definitions and obtain:
ρ
(2),lab
Λ,2 (q1, q2)− ρ(1),labΛ,2 (q1)ρ(1),labΛ,2 (q2) =
|Λ|
|Λ \BR(0)|1|q1−q2|>R − 1
= −1|q1−q2|≤R
|Λ|
|Λ \BR(0)| +
|BR(0)|
|Λ \BR(0)| (2.20)
which are the first two terms of (2.19). As a corollary we also obtain the case of the unlabelled
correlation functions:
6 ELENA PULVIRENTI AND DIMITRIOS TSAGKAROGIANNIS
Corollary 2.6. Let q1 and q2 be two fixed positions in the domain Λ. Then there exist
positive constants C2, C3 and C
′, such that
|ρ(2)Λ,N(q1, q2)− ρ(1)Λ,N(q1)ρ(1)Λ,N (q2)| ≤(
N
|Λ|
)2 [
1|q1−q2|≤R
( 1
1− |C(β,R)||Λ|
)
+ C2
C(β,R)
|Λ| + C3e
−R−1|q1−q2|
]
+ C ′
1
N
(
N
|Λ|
)2
,
where ρ
(2)
Λ,N and ρ
(1)
Λ,N are given in (2.13) and (2.12).
Proof. We have:
ρ
(2)
Λ,N(q1, q2)− ρ(1)Λ,N (q1)ρ(1)Λ,N(q2)
=
N(N − 1)
|Λ|2 ρ
(2),lab
Λ,N (q1, q2)−
(
N
|Λ|
)2
ρ
(1),lab
Λ,N (q1)ρ
(1),lab
Λ,N (q2)
=
(
N
|Λ|
)2 (
ρ
(2),lab
Λ,N (q1, q2)− ρ(1),labΛ,N (q1)ρ(1),labΛ,N (q2)
)
− N|Λ|2ρ
(2),lab
Λ,N (q1, q2). (2.21)
The first term is bounded as in (2.19), while for the second combining (2.18) and (2.19) we
have:
|ρ(2),labΛ,N (q1, q2)| ≤ |ρ(2),labΛ,N (q1, q2)−ρ(1),labΛ,N (q1)ρ(1),labΛ,N (q2)|+ |ρ(1),labΛ,N (q1)ρ(1),labΛ,N (q2)| ≤ C2+C3+C21 .
(2.22)
This concludes the proof by choosing C ′ = C2 + C3 + C21 . 
3. Cluster expansion and strategy of proof of Theorem 2.1
In this section we briefly recall the cluster expansion in the canonical ensemble as proved in
[12]. Elements of it will be used in the proofs of both Theorem 2.1 and Theorem 2.5. In the
second part of this section, we give the strategy for the proof of Theorem 2.1. The full proof
will be given in Sections 4, 5 and 6.
3.1. Cluster expansion in the canonical ensemble. Note that what follows holds for
both periodic and zero boundary conditions, so for simplicity we do not distinguish between
the two cases. We will distinguish them once this becomes relevant. For Z intβ,Λ,N (see (2.16))
we use the idea of Mayer in [8] which consists of developing e−βHΛ(q) in the following way
e−βHΛ(q) =
∏
1≤i<j≤N
(1 + fi,j) =
∑
E⊂E(N)
∏
{i,j}∈E
fi,j, (3.1)
where E(N) := {{i, j} : i, j ∈ [N ], i 6= j}, [N ] := {1, ..., N} and
fi,j := e
−βV (qi−qj) − 1, (3.2)
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for the case of zero boundary conditions. For periodic boundary conditions, the cluster
expansion is the same, replacing fi,j by fi,j := e
−βV per(qi−qj) − 1. Note that in the last sum
in equation (3.1) we have also the term with E = ∅ which gives 1.
A graph is a pair g := (V (g), E(g)), where V (g) is the set of vertices and E(g) is the set
of edges, with E(g) ⊂ {U ⊂ V (g) : |U | = 2}, | · | denoting the cardinality of a set. A
graph g = (V (g), E(g)) is said to be connected, if for every pair A,B ⊂ V (g) such that
A∪B = V (g) and A∩B = ∅, there is an edge e ∈ E(g) such that e∩A 6= ∅ and e∩B 6= ∅.
Singletons are considered to be connected. We use CV to denote the set of connected graphs
on the set of vertices V ⊂ [N ], where we use the notation [N ] := {1, ..., N}.
Two sets V, V ′ ⊂ [N ] are called compatible (denoted by V ∼ V ′) if V ∩ V ′ = ∅; otherwise
we call them incompatible (≁). This definition induces in a natural way the notion of
compatibility between graphs with set of vertices V (g), V (g′) ⊂ [N ], i.e., g ∼ g′ if V (g) ∩
V (g′) = ∅.
With these definitions, to every set E in equation (3.1) we can associate a graph, i.e., a pair
g := (V (g), E(g)), where V (g) := {i : ∃e ∈ E with i ∈ e} ⊂ [N ] and E(g) = E. Note
that the resulting graph does not contain isolated vertices. It can be viewed as the pairwise
compatible (non-ordered) collection of its connected components, i.e., g := {g1, . . . , gk}∼ for
some k, where each gl, l = 1, . . . , k, belongs to the set of all connected graphs on at most N
vertices and contains at least two vertices. Hence,
e−βHΛ(q) =
∑
{g1,...,gk}∼
gl connected
k∏
l=1
∏
{i,j}∈E(gl)
fi,j, (3.3)
where again the empty collection {g1, ..., gk}∼ = ∅ contributes the term 1 in the sum.
Therefore, observing that integrals over compatible components factorize, we get
Z intβ,Λ,N :=
∑
{g1,...,gk}∼
gl connected
k∏
l=1
ω˜Λ(gl) =
∑
{V1,...,Vk}∼
|Vl|≥2, ∀l
k∏
l=1
ωΛ(Vl), (3.4)
where
ω˜Λ(g) :=
∫
Λ|V (g)|
∏
i∈V (g)
dqi
|Λ|
∏
{i,j}∈E(g)
fi,j and ωΛ(V ) :=
∑
g∈CV
ω˜Λ(g). (3.5)
An abstract polymer model (Γ, GΓ, ω) consists of (i) a set of polymers Γ := {γ1, ..., γ|Γ|}, (ii)
a binary symmetric relation ∼ of compatibility between the polymers (i.e., on Γ×Γ), which
is recorded into the compatibility graph GΓ (the graph with vertex set Γ and with an edge
between two polymers γi, γj if and only if they are incompatible), and (iii) a weight function
ω : Γ → C. Then, we have the following formal relation, which will become rigorous by
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Theorem 3.1 below (see [7], [1] and [9]):
ZΓ,ω :=
∑
{γ1,...,γn}∼
n∏
i=1
ω(γi) = exp
{∑
I∈I
cIω
I
}
, (3.6)
where
cI =
1
I!
∑
G⊂GI
(−1)|E(G)|, (3.7)
or equivalently ([1],[4])
cI =
1
I!
∂
∑
γ I(γ) logZΓ,ω
∂I(γ1)ω(γ1) · · ·∂I(γn)ω(γn)
∣∣∣
ω(γ)=0
. (3.8)
The sum in (3.6) is over the set I of all multi-indices I : Γ → {0, 1, . . .}, ωI := ∏γ ω(γ)I(γ),
and, denoting supp I := {γ ∈ Γ : I(γ) > 0}, GI is the graph with
∑
γ∈supp I I(γ) vertices
induced from Gsupp I ⊂ GΓ by replacing each vertex γ by the complete graph on I(γ) vertices.
Furthermore, the sum in (3.7) is over all connected subgraphs G of GI spanning the whole set
of vertices of GI and I! :=
∏
γ∈supp I I(γ)!. Note that if I is such that Gsupp I is not connected
(i.e., I is not a cluster) then cI = 0.
We state the general theorem as a slightly simplified version of [1] and [9].
Theorem 3.1 (Cluster Expansion). Assume that there are two non-negative functions a, c :
Γ → R such that for every γ ∈ Γ, |ω(γ)|ea(γ)+c(γ) ≤ δ holds, for some δ ∈ (0, 1). Moreover,
assume that for each polymer γ′ ∑
γ≁γ′
|ω(γ)|ea(γ)+c(γ) ≤ a(γ′). (3.9)
Then, for every polymer γ′ ∈ Γ, we obtain that∑
I: I(γ′)≥1
|cIωI |e
∑
γ∈supp I I(γ)c(γ) ≤ |ω(γ′)|ea(γ′)+c(γ′), (3.10)
where the coefficients cI are given in (3.8).
In view of (3.4) we represent the partition function Z intβ,Λ,N as a polymer model on V(N) :=
{V : V ⊂ {1, . . . , N}, |V | ≥ 2} with weights ωΛ as in (3.5) and compatibility graph GV(N).
Hence the abstract polymer formulation is given by the space (V(N), GV(N), ωΛ) and we
are able to check the convergence condition (3.9) (see [12]) and thus write the following
expansion:
Z intβ,Λ,N :=
∑
{V1,...,Vn}∼
n∏
i=1
ωΛ(Vi) = exp
{∑
I∈I
cIω
I
Λ
}
, (3.11)
where I is the set of all multi-indices I : V(N) → {0, 1, . . .} and the series is absolutely
convergent.
FINITE VOLUME CORRECTIONS AND DECAY OF CORRELATIONS 9
3.2. Strategy of the proof of Theorem 2.1. In this subsection we prove (2.10) and
explain the strategy of the proof of (2.11). We first recall the result of [12]. For the case of
periodic boundary conditions, it has been proved that:
Theorem 3.2. There exists a constant c0 := c0(β,B) > 0, independent of N and Λ, and
functions Fβ,N,Λ(n), n ∈ N, such that if ρC(β) < c0 then
1
|Λ| logZ
per
β,Λ,N =
1
|Λ| log
|Λ|N
N !
+
N
|Λ|
∑
n≥1
Fβ,N,Λ(n), (3.12)
with N = ⌊ρ|Λ|⌋. In the thermodynamic limit
lim
N,|Λ|→∞,N=⌊ρ|Λ|⌋
Fβ,N,Λ(n) =
1
n + 1
βnρ
n, (3.13)
for all n ≥ 1, where βn is defined in (2.9). Furthermore, the functions Fβ,N,Λ(n), n ≥ 1, are
given by
Fβ,N,Λ(n) =
1
n + 1
(
N − 1
n
) ∑
I:A(I)=[n+1]
cIζ
I
Λ =
1
n+ 1
PN,|Λ|(n)Bβ,Λ(n), (3.14)
with A(I) := ∪V ∈supp IV ⊂ {1, ..., N},
PN,|Λ|(n) :=
(N − 1) . . . (N − n)
|Λ|n and Bβ,Λ(n) :=
|Λ|n
n!
∑
I:A(I)=[n+1]
cIζ
I
Λ. (3.15)
Moreover, there exist constants C, c > 0 such that, for every N and Λ,
|Fβ,N,Λ(n)| ≤ Ce−cn. (3.16)
From the above theorem we then calculate the limit in (2.7) by applying the Dominated
Convergence Theorem combining the limit (3.13) and the bound (3.16). Given (3.11),(3.14)
and (3.15), we can write:
1
|Λ| logZ
int
β,Λ,N =
1
|Λ|
∑
I∈I
cIω
I
Λ =
N
|Λ|
∑
n≥1
1
n+ 1
PN,|Λ|(n)Bβ,Λ(n). (3.17)
We define by
B∗β,Λ(n) :=
|Λ|n
n!
∑
I∈I∗:
A(I)=[n+1]
cIω
I
Λ (3.18)
the part of the sum Bβ,Λ(n) restricted to multi-indices satisfying the following conditions:
I(V ) = 1, ∀V ∈ supp I, and (3.19)
n+ 1 =
∑
V ∈supp I
(|V | − 1) + 1 (3.20)
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and we denote by I∗ the corresponding set. In [12] it has been proved that under periodic
boundary conditions
B∗β,Λ(n) =
1
|Λ|
1
n!
∑
g∈Bn+1
∫
Λn+1
dq1 . . . dqn+1
∏
{i,j}∈E(g)
fi,j (3.21)
and consequently that
lim
Λ→Rd
Bβ,Λ(n) = lim
Λ→Rd
B∗β,Λ(n) = βn. (3.22)
Furthermore, note that in our case of interactions with compact support and periodic bound-
ary conditions it is easy to see that actually B∗β,Λ(n) = βn for all Λ. Then to prove (2.10)
and (2.11) one would split as follows:∣∣∣ 1|Λ| logZβ,Λ,N − βfβ(ρ)
∣∣∣ ≤ ∣∣∣ 1|Λ| log |Λ|
N
N !
− ρ(log ρ− 1)
∣∣∣ (3.23)
+
∣∣∣ 1|Λ|
∑
I∈I∗
cIω
I
Λ −
∑
n≥1
1
n+ 1
βnρ
n+1
∣∣∣ + ∣∣∣ 1|Λ|
∑
I∈I∗∗
cIω
I
Λ
∣∣∣ (3.24)
where by I∗∗ := I \ I∗ we denote the remaining terms. For the first term we use Stirling’s
approximation:∣∣∣ 1|Λ| log |Λ|
N
N !
− ρ(log ρ− 1)
∣∣∣ = 1|Λ|
(
log
√
2πN +
1
12N
+ 0(N−3)
)
. (3.25)
For the third contribution a counting of the powers of |Λ| appearing in the numerator and
denominator (see [12]) shows that each term is of order 1|Λ| (or higher). However, we still
have an infinite sum and this will be addressed in Section 6, see (6.1). On the other hand, for
the second term we have to estimate the error between the finite volume integrals appearing
in ωIΛ and their infinite volume version in fβ . Under periodic boundary conditions relation
(3.21) holds and such a comparison is straightforward (as it was mentioned after (3.22)).
Hence, we only need to estimate the difference between PN,|Λ| given in (3.15) and ρn:∑
n≥1
1
n+ 1
ρn+1
∣∣∣N(N − 1) . . . (N − n)
Nn+1
− 1
∣∣∣|βn|. (3.26)
We have:
N(N − 1) . . . (N − n) = Nn+1
[(
1− 1
N
)(
1− 2
N
)
· · ·
(
1− n
N
)]
. (3.27)
We first consider the case n ≤ N1/2. Since log(1 − i
N
) < 0 and for x < 0 it is implied that
x ≤ ex − 1 < 0 we obtain∣∣∣ n∏
i=1
(1− i
N
)− 1
∣∣∣ ≤ n∑
i=1
| log(1− i
N
)| ≤ c
n∑
i=1
i
N
= c
n(n + 1)
2N
. (3.28)
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In the last inequality we use the fact that for x ≤ 1√
2
(since n ≤ N1/2) there exists c ≥ √2
such that 0 > log(1− x) > −cx (the latter is true for c > 1
1−x). Then for the case n ≤ N1/2
we obtain the bound
c
N
∑
n≤N1/2
1
n+ 1
ρn+1
n(n + 1)
2
|βn| ≤ c
′
N
, (3.29)
for some c′ > 0. On the other hand, for the case n > N1/2, we bound (3.26) by
2
∑
n≥N1/2
1
n+ 1
ρn+1|βn| ≤ 2ρ
∑
n≥N1/2
e−cn ≤ 2ρe−cN1/2 , (3.30)
since (3.16) and (3.13) imply that | 1
n+1
ρnβn| ≤ Ce−cn. This, together with (6.1), proves
(2.10).
On the other hand, for zero (or general) boundary conditions one would need to split each
integral in ωIΛ into an interior and a boundary part. Then the collection of all interior parts
should be compared with the infinite volume free energy fβ(ρ) (as it happens in the case
of periodic boundary conditions). But, to collect all these interior parts we need to rewrite
the sum in (3.18) as a sum over graphs (using (3.5)) which unfortunately is not convergent.
The remedy comes from a new cluster expansion where the information about whether we
have an interior or a boundary integral is included in the definition of polymers. Thus, the
new polymers consist of the sets of labels like before, plus some additional information on
whether all involved particles are far from the boundary of the box or not. In this way, the
desired bound for the contribution of polymers “touching” the boundary of the box comes
for free as a corollary of the cluster expansion theorem (see Proposition 4.2).
4. Cluster expansion on the space of rooted sets
To implement the new cluster expansion we follow Section 3 until (3.4) and then use the
following splitting:
1 =
∑
i∈V
1
|V |
(
1d(qi,Λc)<R|V | + 1d(qi,Λc)≥R|V |
)
(4.1)
for every V ⊂ {1, . . . , N} and where d(·, ·) is the Euclidean distance. Inserting it in (3.4) we
obtain:
Z intβ,Λ,N =
∑
{V1,...,Vn}∼
|Vl|≥2,∀l
n∏
l=1
∑
g∈CVl
∫
Λ|Vl|
dq1
|Λ| · · ·
dq|Vl|
|Λ|
∏
{j,k}∈E(g)
fj,k
∑
i∈Vl
1
|Vl|×
(
1d(qi,Λc)<R|Vl| + 1d(qi,Λc)≥R|Vl|
)
, (4.2)
where again fi,j has two different possible definitions in the case of zero or periodic boundary
conditions (see the discussion after (3.2)). Given Vl and i ∈ Vl the quantity in the parenthesis
represents the two cases: either the particle with label i is closer to the boundary than R|Vl|
12 ELENA PULVIRENTI AND DIMITRIOS TSAGKAROGIANNIS
giving a boundary contribution or not. We introduce a parameter ǫi ∈ {0, 1} to distinguish
between these two cases. We consider a real function F defined as follows:
F (ǫi) := (1− ǫi) 1d(qi,Λc)<R|Vl| + ǫi 1d(qi,Λc)≥R|Vl|. (4.3)
Then,
F (0) = 1d(qi,Λc)<R|Vl| (4.4)
F (1) = 1d(qi,Λc)≥R|Vl| (4.5)
and hence:
Z intβ,Λ,N =
∑
{V1,...,Vn}∼
|Vl|≥2,∀l
n∏
l=1
∑
i∈Vl
∑
ǫi=0,1
∑
g∈CVl
∫
Λ|Vl|
∏
k∈Vl
dqk
|Λ|
∏
{j,k}∈E(g)
fj,k
1
|Vl|F (ǫi). (4.6)
We unify the sums over V , i and ǫi by defining the polymers of the new expansion to be the
triplets (V, i, ǫi), where V ∈ V(N), V(N) := {V : V ⊂ [N ]}, i ∈ V and ǫi ∈ {0, 1}. One may
think of many copies of a set of vertices V , as many as the number of its elements (choice
of i) each one taken two times (as ǫi can take the values 0 or 1). The new polymers differ
from the old ones as they are rooted sets, with the label i being the root and coloured, where
ǫi ∈ {0, 1} are the two colours. We use the notation V to indicate the triplet (V, i, ǫi) and
we refer to V as the support of V : V = supp V . Two polymers V 1 and V 2 are compatible
if their supports are compatible (see Section 3).
With slight abuse of notation we still define the activity as a function ωΛ : V(N)×{1, ..., N}×
{0, 1} → R and for a polymer V = (V, i, ǫi) it has the following expression
ωΛ(V ) =
∑
g∈CV
∫
Λ|V |
dq1
|Λ| · · ·
dq|V |
|Λ|
∏
{j,k}∈E(g)
fj,k
1
|V |F (ǫi). (4.7)
Then the canonical partition function (4.6) can be written as:
Z intβ,Λ,N =
∑
{V 1,...V k}∼
|suppV i|≥2
k∏
l=1
ωΛ(V l). (4.8)
Thus, we are again in the context of Theorem 3.1 and obtain
Z intβ,Λ,N = exp
{
S(0)β,Λ,N + S(1)β,Λ,N
}
, where, for i = 0, 1, S(i)β,Λ,N :=
(i)∑
I
cIω
I
Λ. (4.9)
The sum
∑(0) contains all multi-indices I such that there is at least one choice of V ∈
V(N) and i ∈ V with ǫi = 0 (boundary contributions). On the other hand, the sum
∑(1)
contains only those multi-indices for which for every choice of V ∈ supp I the value of the
corresponding ǫi is equal to 1, i.e., it consists of the polymers which are localized in the
interior of Λ.
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With this new cluster expansion, following the arguments of subsection 3.2, we refine (3.23)
by first splitting between the terms S(0)β,Λ,N which interact with the boundary and those
(S(1)β,Λ,N) which are far from it. Then, the latter we split as in (3.23) between the ones that
produce the irreducible coefficients (∗ terms) and the rest (∗∗ terms). Hence we have:
logZ0, intβ,Λ,N = S(0)β,Λ,N + S(1),∗β,Λ,N + S(1),∗∗β,Λ,N , (4.10)
where S(0)β,Λ,N , S(1),∗β,Λ,N and S(1),∗∗β,Λ,N are given in (4.9) taking into account the further restrictions
∗ and ∗∗. Summing up we have:∣∣∣ 1|Λ| logZ0β,Λ,N − βfβ(ρ)
∣∣∣ =
∣∣∣ 1|Λ| log |Λ|
N
N !
+
1
|Λ|
(
S(0)β,Λ,N + S(1),∗β,Λ,N + S(1),∗∗β,Λ,N
)
− ρ(log ρ− 1)−
∑
n≥1
1
n+ 1
βnρ
n+1
∣∣∣. (4.11)
Using (3.25), we need to estimate the following quantities:
I1 :=
∣∣∣ 1|Λ|S(0)β,Λ,N
∣∣∣ (4.12)
I2 :=
∣∣∣ 1|Λ|S(1),∗β,Λ,N −
∑
n≥1
1
n + 1
βnρ
n+1
∣∣∣ (4.13)
I3 :=
∣∣∣ 1|Λ|S(1),∗∗β,Λ,N
∣∣∣. (4.14)
For the first term (which is the main contribution) see Proposition 4.2 below. The terms I2
and I3 will be treated in Sections 5 and 6, respectively.
In what follows we first check the validity of the hypothesis of Theorem 3.1 and then based
on (3.10) we derive a bound on I1.
We have, exactly as in [12]:
Lemma 4.1. There exists a constant c′0 := c
′
0(β,B) > 0 such that for ρC(β,R) < c
′
0 there
exist positive constants a and δ ∈ (0, 1) such that for every Λ := (− ℓ
2
, ℓ
2
]d ⊂ Rd:
sup
V :=(V,i,ǫi)
|ωΛ(V )|ea|V | ≤ δ (4.15)
holds, where N = ⌊ρ|Λ|⌋. Moreover, for every V˜ :∑
V ≁V˜
|ωΛ(V )|ea|V | ≤ a|V˜ |. (4.16)
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Proof. To bound |ωΛ(V )| we use the tree-graph inequality (see the original references [10],
[2]; here we use the particular form given in [11], Proposition 6.1 (a)):∣∣∣∑
g∈Cn
∏
{j,k}∈E(g)
fj,k
∣∣∣ ≤ e2βBn ∑
T∈Tn
∏
{j,k}∈E(T )
|fj,k|, (4.17)
where Tn and Cn are respectively the set of trees and connected graphs with n vertices. For
a fixed V = (V, i, ǫi) with |V | = |V | = n, we have
|ωΛ(V )|ea|V | ≤ e(a+2βB)n
∑
T∈Tn
∫
Λn
dq1
|Λ| · · ·
dqn
|Λ|
∏
{j,k}∈E(T )
|fj,k| 1
n
|F (ǫi)|. (4.18)
Given a rooted tree T let us call (a1, b1), (a2, b2), ..., (an−1, bn−1) its edges. We consider 1 as
the root of the tree and using the change of variables:
yk = qak − qbk , ∀k = 2, ..., n, y1 = q1. (4.19)
We obtain:∫
Λn
dq1
|Λ| · · ·
dqn
|Λ|
∏
{j,k}∈E(T )
|fj,k| = 1|Λ|n
∫
Λn
dq1 · · · dqn
n−1∏
k=1
|fak,bk | |F (ǫi)|
≤ 1|Λ|n
∫
Λ
dq1
∫
Λ
dy2 · · ·
∫
Λ
dyn
n∏
k=2
|e−βV (yk) − 1| |F (ǫi)|
≤ 1|Λ|n
∫
Λ
dq1 |F (ǫi)| ·
[∫
Λ
dx|e−βV (x) − 1|
]n−1
≤ C(β,R)n−1 1|Λ|n
∫
Λ
dq1 |F (ǫi)| ≤ C(β,R)
n−1
|Λ|n−1 , (4.20)
if we use the generic bound |F (ǫi)| ≤ 1 for both values of ǫi (see (4.3)). Note that in the
case ǫi = 0 we obtain the better bound:
≤ C(β,R)
n−1
|Λ|n−1 2 dRn
1
ℓ
, (4.21)
because we integrate over an interior annulus of width Rn along ∂Λ. Then, since the number
of all trees in Tn is nn−2, from (4.18) we obtain (recalling that N = ⌊ρ|Λ|⌋):
|ωΛ(V )|ea|V | ≤ e(2βB+a)n n
n−2
|Λ|n−1C(β,R)
n−1 = e(2βB+a)
(
e(2βB+a)C(β,R)ρ
)n−1
, (4.22)
or the better estimate
|ωΛ(V )|ea|V | ≤ e
(2βB+a)
n
(
e(2βB+a)C(β,R)ρ
)n−1
2
dR
ℓ
, (4.23)
in the case ǫi = 0. If we choose ρC(β,R) such that:
δ′ := ρe(2βB+a)C(β,R) < 1, (4.24)
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then for every V
|ωΛ(V )|ea|V | ≤ 1
2
ρC(β,R)e2(2βB+a), (4.25)
by using the bound 2 ≤ n ≤ N and the fact that ρe(2βB+a)C(β,R) < 1. Then, defining
δ := ρC(β,R) e2(2βB+a), (4.15) is satisfied.
For every fixed V˜ we have:∑
V≁V˜
|ωΛ(V )|ea|V | = sup
k∈V˜
|V˜ |
∑
V :V ∋k
|ωΛ(V )|ea|V | = sup
k∈V˜
|V˜ |
∑
V :V ∋k
∑
i∈V
∑
ǫi=0,1
|ωΛ(V, i, ǫi)|ea|V |
(4.26)
and if we sum over the cardinality of the set V , V ∋ k:∑
n≥2
(
N − 1
n− 1
)
2ne(2βB+a)n
nn−2
|Λ|n−1C(β,R)
n−1
≤ 2e(2βB+a)
∑
n≥2
( N
|Λ|
)n−1 nn−1
(n− 1)!(C(β,R) e
(2βB+a))n−1 ≤ 2e
(2βB+a)
√
π
δ′e
1− δ′e. (4.27)
In the first expression we have used (4.22) and estimated the sum over i ∈ V by n, while
in the last inequality we used Stirling’s bound: n! ≥ nne−n√2πn with ρC(β,R) small such
that δ′e < 1. Choosing a such that 2 e
(2βB+a)√
π
δ′e
1−δ′e < a (by taking δ
′ small enough) we get the
bound (4.16). 
Then the estimate on I1 follows:
Proposition 4.2. There exists C > 0 such that∣∣∣ 1|Λ|S(0)β,Λ,N
∣∣∣ ≤ C 1
ℓ
, (4.28)
Proof. From (3.10) applied to the clusters over the new polymers we have that∣∣∣ 1|Λ|S(0)β,Λ,N
∣∣∣ ≤ 1|Λ|
∑
V 1:
V 1=(V,i,0)
∑
I: I(V 1)≥1
|cIωIΛ|
≤ N|Λ|
∑
V :V ∋1
∑
i∈V
|ωΛ(V, i, 0)|ea|V | ≤ C(ρ)1
ℓ
, (4.29)
using (4.23) and where C(ρ) is a positive constant which depends on ρ = N|Λ| :
C(ρ) :=
∑
n≥2
Nn−1
1
(n− 1)!e
(2βB+a)n n
n−2
|Λ|n−1C(β,R)
n−1. (4.30)
The sum is convergent and hence we conclude the proof. 
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5. Estimate for I2
Recalling the splitting (4.10) of the partition function with zero boundary conditions, we
can repeat exactly the same steps of the new cluster expansion for the partition function
with periodic boundary conditions:
logZper, intβ,Λ,N = S(0), perβ,Λ,N + S(1),∗, perβ,Λ,N + S(1),∗∗, perβ,Λ,N . (5.1)
Here S(0), perβ,Λ,N , S(1),∗, perβ,Λ,N and S(1),∗∗, perβ,Λ,N are the corresponding to the splitting in (4.10) terms
but computed with periodic boundary conditions. The key observation here is that
S(1),∗β,Λ,N = S(1),∗, perβ,Λ,N . (5.2)
This is true since all the terms in the sum are in the interior of Λ (as it is indicated by the
upper script (1) in the sum).
Following the proof of Proposition 4.2 for the case of periodic boundary conditions we have
that there exists C > 0 such that ∣∣∣ 1|Λ|S(0), perβ,Λ,N
∣∣∣ ≤ C
ℓ
. (5.3)
Furthermore, repeating the steps leading to (6.2) we obtain that∣∣∣ 1|Λ|S(1),∗∗, perβ,Λ,N
∣∣∣ ≤ C|Λ| . (5.4)
Then, from (5.1) using (5.2), (5.3) and (5.4) we get:∣∣∣S(1),∗β,Λ,N − logZper, intβ,Λ,N ∣∣∣ ≤ Cℓ . (5.5)
Furthermore, comparing with (2.10) (using also (3.25)) we obtain that
|I2| ≤ C
ℓ
(5.6)
concluding the estimate for I2.
6. Estimate for I3
In this section we prove that there exists a constant C > 0 such that∣∣∣ 1|Λ|
∑
I∈I∗∗
cIω
I
Λ
∣∣∣ ≤ C 1|Λ| , (6.1)
where I∗∗ has been defined in (3.23). The bound (6.1) is a direct consequence of (6.6) and
of Lemmas 6.1 and 6.2 below. The estimate for I3 is analogous since the constraint (1) in
(4.14) does not play any role and can be removed going to an upper bound. Then it is
enough to repeat the same steps as for the proof of (6.1) since the main ingredient is again
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the validity of Theorem 3.1 (and in particular of (3.10)) which is true for both expansions
over polymers V and polymers V . Thus, we also have that
|I3| ≤ C 1|Λ| . (6.2)
Note that the two estimates (6.1) and (6.2) are valid for both periodic and zero boundary
conditions.
We start by rewriting the sum over multi-indices as a sum over ordered sequences (V1, . . . , Vn).
In order to do this, let us introduce the following truncated functions:
φT (V1, ..., Vn) :=
∑
g∈Cn
∏
{i,j}∈E(g)
−1{Vi≁Vj}, (6.3)
if n ≥ 2, while φT (V ) = 1. We exploit the restriction to the set I∗∗. This means that there
exists a collection of, say k elements, each one in V(N), for which the conditions (3.19) and
(3.20) fail. Hence, given k ≤ n and the labels i1, . . . , ik ∈ {1, . . . , n} of these elements (all
different), we define the following sets in V(N)n : for k ≥ 3 we let
Ai1,...,ik := {{V1, . . . , Vn}with {1, . . . , n} ⊃ {i1, . . . , ik} : ∃ v1, . . . , vk ∈ [N ], all different
s.t.Vil ∩ Vil+1 ⊃ {vl}, for l = 1, . . . , k,with ik+1 := i1} (6.4)
and for k = 2
Ai1,i2 := {{V1, . . . , Vn},with {1, . . . , n} ⊃ {i1, i2} : |Vi1 ∩ Vi2 | ≥ 2}. (6.5)
We have:∣∣∣ 1|Λ|
∑
I∈I∗∗
cIω
I
Λ
∣∣∣ ≤ 1|Λ|
∑
n≥2
1
n!
∑
(V1,...,Vn)
1∪i1,...,ikAi1,...,ik |φT (V1, ..., Vn)|
n∏
l=1
|ωΛ(Vl)|
≤ 1|Λ|
∑
n≥2
1
n!
∑
(V1,...,Vn)
∑
(i1,...,ik)
1Ai1,...,ik |φT (V1, ..., Vn)|
n∏
l=1
|ωΛ(Vl)|
≤ 1|Λ|
1
k!
∑
(V1,...,Vk)
1A1,...,k
k∏
l=1
|ωΛ(Vl)| ·
·(1 + ∑
n≥k+1
1
(n− k)!
∑
(Vk+1,...,Vn)
|φT (V1, ..., Vn)|
n∏
l=k+1
|ωΛ(Vl)|
)
, (6.6)
where in the last inequality we use the fact that each choice of i1, . . . , ik is the same, hence
we consider one choice (on the first k positions) and multiply with the cardinality
(
n
k
)
. We
first prove that the sum over n ≥ k + 1 is bounded. Then the estimate that this is of order
1
|Λ| comes from the first sum over the sets V1, . . . , Vk with the constraint A1,...,k (i.e., that are
not satisfying (3.19) and (3.20)). We have:
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Lemma 6.1. Given V1, . . . , Vk pairwise incompatible, there exists a constant C such that
∑
n≥k+1
1
(n− k)!
∑
(Vk+1,...,Vn)
|φT (V1, ..., Vn)|
n∏
l=k+1
|ωΛ(Vl)| ≤ C
k∏
l=1
|Vl|e|Vl|. (6.7)
A similar result holds under the assumptions of Theorem 3.1 for some function c, if we
replace ωΛ(Vl) by ωΛ(Vl)e
c(Vl).
Proof. To prove it we follow the argument given in Cammarota [3]. The main idea is to
write φT (V1, . . . , Vn) as a sum over trees with branches emerging from each Vi, i = 1, . . . , k
and then use the strategy leading to (3.10) by summing each branch independently.
We first work for k = 2 and then argue that the general case k ≥ 3 is similar. Using the
tree-graph inequality (see [11], Proposition 6.1 (a)) we obtain:
∑
(V3,...,Vn)
|φT (V1, ..., Vn)|
n∏
l=3
|ωΛ(Vl)| ≤
∑
(V3,...,Vn)
∑
T∈Tn
∏
{i,j}∈E(T )
| − 1{Vi≁Vj}|
n∏
l=3
|ωΛ(Vl)|
=
∑
T∈Tn
∑
(V3,...,Vn)
G(V1,...,Vn)⊃T∪{1,2}
n∏
l=3
∣∣ωΛ(Vl)∣∣. (6.8)
We sum over T ∈ Tn as follows: we sum over two trees T1 (respectively T2) with root the
label 1 (respectively 2) of cardinality n1 + 1 (respectively n2 + 1) and an edge from every
vertex of T1 to the root 2 of T2. Note that n1+n2 = n−2. To implement it we first partition
the set of labels {3, . . . , N} into two subsets N1 and N2 and construct two trees T1 and T2
from each one with the additional root 1 and 2. The two trees are connected by {ξ, 2} for
some ξ ∈ T1. We find an estimate by removing the extra edge {ξ, 2} as well as {1, 2} from
the constraint in (6.8) and obtain
(6.8) ≤
∑
{N1,N2}
part. of {3,...,n}
∑
T1∈T|N1∪{1}|
T2∈T|N2∪{2}|
∑
ξ∈V (T1)
∏
j=1,2
∑
(Vl)l∈Nj
G(Vl)l∈Nj∪{j}⊃Tj
∏
l∈Nj
∣∣ωΛ(Vl)∣∣, (6.9)
where we also recall that V (T1) is the set of vertices of tree T1.
A similar relation is true for the general case k ≥ 3. We decompose T into a tree T1 with
root the label 1, then an edge from some ξ1 ∈ T1 to the root 2 of the subtree T2 and similarly
another edge from some ξ2 ∈ T2 to root 3 of the next subtree T3 etc. We relax the constraint
by removing the edges between the subtrees and obtain:
(6.8) ≤
∑
{N1,...,Nk}
part. of {k+1,...,n}
∑
T1∈T|N1∪{1}|···
Tk∈T|Nk∪{k}|
∑
ξ1∈V (T1),...,ξk∈V (Tk)
k∏
j=1
∑
(Vl)l∈Nj
G(Vl)l∈Nj∪{j}⊃Tj
∏
l∈Nj
∣∣ωΛ(Vl)∣∣. (6.10)
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To calculate the right hand side of (6.10) we sum over n1, ..., nk, ni being the cardinality of
Ni, i = 1, ..., k: ∑
n1,...,nk
n1+...+nk=n−k
(n− k)!
n1! . . . nk!
(n1 + 1) . . . (nk + 1)
k∏
j=1
( ∑
T∈Tnj+1
Anj ,Vj(T )
)
, (6.11)
where for T ∈ Tnj+1 with root Vj we have defined the following quantity:
Anj ,Vj(T ) :=
∑
(V ′i )i=2,...,nj+1
G(Vj ,(V
′
i )i=2,...,nj+1)⊃T
nj+1∏
l=2
∣∣ωΛ(V ′l )∣∣. (6.12)
Following [3], we have that for a tree T ∈ Tm, whose vertices i ∈ {1, ..., m} have degrees di,
the following estimate holds:
Am,V1(T ) ≤ |V1|d1am−1
∏
j∈{2,...,m}
(dj − 1)!, (6.13)
where a is the constant appearing in Lemma 4.1. Moreover, the number of trees on m
vertices with degrees d1, . . . , dm is given by the Cayley formula:
(m− 2)!∏m
i=1(di − 1)!
. (6.14)
Thus, for the sums over trees in (6.11) using (6.13) and (6.14) we have:
∑
T∈Tn1+1
An1,V1(T ) ≤
∑
d1,...,dn1+1:∑n1+1
i=1 di=2n1
(n1 − 1)!∏n1+1
i=1 (di − 1)!
|V1|d1an1
n1+1∏
i=2
(di − 1)!
= an1(n1 − 1)!
n1∑
d1=1
|V1|d1
(d1 − 1)!Γn1(2n1 − d1), (6.15)
where
Γk(m) :=
∑
d1,...,dk:
d1+...+dk=m
1. (6.16)
Γk(m) are the Stirling numbers of the second kind, since they count the number of ways to
partition m labelled objects into k unlabelled subsets. Applying an induction argument on
k we obtain that
Γk(m) ≤ m
k−1
(k − 1)! , (6.17)
thus,
Γn1(2n1 − d1) ≤
(2n1 − d1)n1−1
(n1 − 1)! ≤
1
2
(2e)n1. (6.18)
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Hence we have:
∑
T∈Tn1+1
An1,V1(T ) ≤
1
2
(2ae)n1(n1 − 1)!|V1|
n1∑
d1=1
|V1|d1−1
(d1 − 1)! (6.19)
and therefore the l.h.s. of (6.7), using (6.11) and (6.19) is bounded by
∑
n≥3
1
(n− k)!
∑
n1,...,n2
n1+...+n2=n−k
(n− k)!
n1! . . . nk!
k∏
i=1
[1
2
(2ae)ni(ni − 1)!|Vi|e|Vi|
]
≤
k∏
i=1
[∑
ni≥1
1
ni!
1
2
(2ae)ni(ni − 1)!|Vi|e|Vi|
]
≤
k∏
i=1
[∑
ni≥1
1
2
(2ae)ni|Vi|e|Vi|
]
≤ C
k∏
i=1
|Vi|e|Vi|, (6.20)
which concludes the proof. 
To obtain a bound for (6.6) we exploit the fact that the fixed sets V1, . . . , Vk are in A1,...,k.
This is given in the following Lemma :
Lemma 6.2. For all sets A1,...,k defined in (6.4) we have that there exists a positive constant
C such that
1
|Λ|
∑
{V1,...,Vk}
1A1,...,k
k∏
l=1
(|ωΛ(Vl)||Vl|e|Vl|) ≤ C 1|Λ| . (6.21)
Proof. Let n1, . . . , nk be the cardinalities of V1, . . . , Vk. Choosing the labels for an element
V1, . . . , Vk of A1,...,k we look for the highest power of N . This occurs when we obtain a factor
of
(
N
n1
) ∼ Nn1
n1!
for the first, N
n2−1
(n2−1)! for the second (since there is at least one common label
with V1), similarly for the next ones and for the last
Nnk−2
(nk−2)! since it has one common with
the previous and another common with the first one (see the definition of A1,...,k in (6.4)).
So the power of N is at most n1 + (n2 − 1) + . . . + (nk − 2) =
∑k
i=1 ni − k. All other cases
have a smaller exponent for N since the sets Vi, i = 1, . . . , k may share more labels (compare
with (3.19) and (3.20)). On the other hand, from (4.22), the activities of each Vi satisfy
|ωΛ(Vi)||Vi|ea|Vi| ≤ e(2βB+a)ni ni
ni−2
|Λ|ni−1niC(β,R)
ni−1. (6.22)
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Hence, the power of |Λ| in the denominator is again ∑ki=1 ni − k and combined with the
numerator gives ρ to that power. Thus, overall, all terms in the sum in (6.21) is of the order
1
|Λ| or higher. Furthermore, the sum of all the terms is convergent because of (3.10). 
7. Correlations
In this section we first show how the validity of the cluster expansion is related to the
calculation of the truncated correlation function and then conclude by proving Theorem 2.5.
Let h1, h2 be measurable functions on Λ. We define:
ΨΛ,N,h1,h2(a1, a2) :=
∫
ΛN
dq1
|Λ| . . .
dqN
|Λ|
∏
i=1,2
(1 + aihi(qi))e
−βHΛ(q). (7.1)
Given some fixed q′1, q
′
2 ∈ Λ, we choose the functions h1, h2 such that
hi(qi) :=
{
1 if qi = q
′
i
0 otherwise,
(7.2)
for both i = 1, 2. Then, with a slight abuse of notation, we denote by ΨΛ,N,q′1 the corre-
sponding function (7.1) for this special choice of h1 and for a2 = 0 and we have:
ρ
(1),lab
Λ,N (q
′
1) = |Λ|
∂
∂a1
log ΨΛ,N,q′1(0, 0). (7.3)
Similarly, we call ΨΛ,N,q′1,q′2(a1, a2) the corresponding function (7.1) with h1 and h2 as before
and we have that:
ρ
(2),lab
Λ,N (q
′
1, q
′
2)− ρ(1),labΛ,N (q′1)ρ(1),labΛ,N (q′2) = |Λ|2
∂2
∂a1∂a2
log ΨΛ,N,q′1,q′2(0, 0). (7.4)
Thus, to calculate (7.3) and (7.4) we first compute the cluster expansion for the function
ΨΛ,N,h1,h2(a1, a2), then apply it for the two particular cases appearing in (7.4) and (7.3) and
evaluate it at a1 = 0 and a2 = 0.
We define the space V∗ := {1} ∪ {2} ∪A⊂{1,2} VA, where the elements of VA are the ordered
pairs (V,A) for V ∈ V with V ⊃ A and A ⊂ {1, 2}. We define the activities
ωΛ,h1,h2((V,A)) :=
∏
i∈A
ai
∑
g∈CV
∫
Λ|V |
∏
i∈A
hi(qi)
∏
{i,j}∈E(g)
fi,j
∏
i∈V
dqi
|Λ| . (7.5)
Note that for the special polymers {1} and {2} we have the following activities:
ωΛ,hi({i}) := ai
∫
Λ
hi(qi)
dqi
|Λ| , i = 1, 2. (7.6)
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If A = ∅ we have that ωΛ,h1,h2((V,∅)) = ωΛ(V ) as given in (3.5). Following the strategy of
Section 3 we can write
ΨΛ,N,h1,h2(a1, a2) =
∑
{(V1,A1),...,(Vk,Ak)}∼
(Vl,Al)∈V∗
k∏
l=1
ωΛ,h1,h2((Vl, Al)). (7.7)
Moreover, we say that two elements are compatible, (V1, A1) ∼ (V2, A2), if V1 ∼ V2. N.B.:
In the sequel, for simplicity of the notation, we denote the elements of V∗ either as pairs
(V,A) or just V if the explicit knowledge of A is irrelevant, as for example in (7.9), (7.11),
(7.25) and elsewhere. We are in the context of the abstract polymer model in the space
(V∗,GV∗, ωΛ,h1,h2) and we apply Theorem 3.1. One can check the convergence condition
exactly as in Lemma 4.1 (see also [12]), with the only modification that now a given element
V has to be chosen among the new augmented set V∗, which just gives an extra factor 4.
Then we obtain
log ΨΛ,N,h1,h2(a1, a2) =
∑
I∈I(V∗)
cIω
I
Λ,h1,h2. (7.8)
Moreover, as in (3.10), we have the bound:∑
I: I(V ′)≥1
|cIωIΛ,h1,h2|e
∑
V ∈supp I I(V )c(V ) ≤ |ωΛ,h1,h2(V ′)|ea(V
′)+c(V ′), (7.9)
for every V ′ ∈ V∗ and for some non-negative functions a, c : V∗ → R.
Proof of Theorem 2.5. For the proof of (2.19), we use (7.4) and, in order to estimate its
right hand side, we have to identify the non vanishing terms. These are the ones of order
a1a2 (and of order 1/|Λ|2). We denote them by Ia1,a2 and divide them into the following two
classes:
The first class, I(1)a1,a2 , is given by:
• The clusters with a polymer in V{1} and the polymer {2} (or the polymer {1} and
a polymer in V{2}), both with multiplicity one, and all others in V∅ with any multi-
plicity.
• The clusters with a polymer in V{1} and a polymer in V{2}, both with multiplicity
one, and any other polymer in V∅ with any multiplicity.
In the first case we have the activities:
ωΛ,h1((V, {1})) = a1
∑
g∈CV
∫
Λ|V |
h1(q1)
∏
{i,j}∈E(g)
fi,j
∏
i∈V
dqi
|Λ| , ωΛ,h2({2}) = a2
∫
Λ
h2(q2)
dq2
|Λ|
(7.10)
and similarly for ωΛ,h2((V, {2})) and ωΛ,h1({1}). Using again the formulation with ordered
sequences instead of multi-indices, as in Section 6, the contribution of the first case to the
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r.h.s. of (7.8) is:
∑
V
|ωΛ,h1((V, {1}))||ωΛ,h2({2})| ·
(
1 +
∑
n≥3
1
(n− 2)!
∑
(V3,...,Vn)
|φT (V1, ..., Vn)|
n∏
l=3
|ωΛ(Vl)|
)
≤
∑
V
|ωΛ,h1((V, {1}))||ωΛ,h2({2})|(1 + |V |e|V |+1) (7.11)
where we used Lemma 6.1. Note that the second sum is over polymers V3, ..., Vn ∈ V∅ (there
can be repetitions). If N = 2, we have V = {1, 2} and all polymers V3, . . . , Vn are copies of
({1, 2}, ∅) with activity |ωΛ(({1, 2}, ∅))| ≤ C(β,R)|Λ| . In this case for the special choice of h1 we
have that
|ωΛ,q′1(({1, 2}, {1}))| ≤
a1
|Λ|2C(β), (7.12)
which yields
|ωΛ,q′1(({1, 2}, {1}))||ωΛ,q′2({2})|(1 + 2e3) ≤ a1a2
1
|Λ|2C
C(β,R)
|Λ| . (7.13)
For N ≥ 3 we multiply and divide with eR−1|q′1−q′2|. Noticing that |q′1− q′2| ≤ R
∑
V (|V | − 1),
we apply again Lemma 6.1, but for the case of activities multiplied by ec|V |, and obtain:
e−R
−1|q′1−q′2|
∑
V
ωΛ,h1((V, {1}))e|V |ωΛ,h2({2})×
(
1 +
∑
n≥3
1
(n− 2)!
∑
(V3,...,Vn)
|φT (V1, ..., Vn)|
n∏
l=3
|ωΛ(Vl)|ec|Vl|
)
≤ e−R−1|q′1−q′2|
∑
V
|ωΛ,q′1((V, {1}))||ωΛ,q′2({2})|
(
|V |e|V |+1
)
≤ 1|Λ|2a1a2e
−R−1|q′1−q′2|
∑
n≥2
(
N − 1
n− 1
)
nn−2
|Λ|n−1C(β,R)
n−1ne(2βB+4)n
≤ 1|Λ|2a1a2Ce
−R−1|q′1−q′2|
∑
n≥2
(
ρC(β,R)e2βB+4
)n−1
≤ C ′ 1|Λ|2a1a2e
−R−1|q′1−q′2|, (7.14)
where C ′ = C ′(ρ, β, R).
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The last case in I(1)a1,a2 is when clusters contain polymers (V1, {1}), (V2, {2}) for some V1, V2
and any V3, ..., Vk ∈ V. Similarly to (7.14) we have:
e−R
−1|q′1−q′2|
∑
{V1,V2}
|ωΛ,q′1((V1, {1}))|e|V1||ωΛ,q′2((V2, {2}))|e|V2|(
∏
l=1,2
|Vl|e|Vl|) ≤
≤ a1a2 1|Λ|2 e
−R−1|q′1−q′2|
∑
n1,n2≥2
(
N − 1
n1 − 1
)(
N − n1 − 2
n2 − 1
)
nn1−11
|Λ|n1−1 e
(2βB+2)n1C(β,R)n1−1 ×
× n
n2−1
2
|Λ|n2−1 e
(2βB+2)n2C(β,R)n2−1
≤ a1a2 1|Λ|2 e
−R−1|q′1−q′2|
∑
n1≥2
(
ρC(β,R)e2βB+2
)n1−1 ∑
n2≥2
(
ρC(β,R)e2βB+2
)n2−1
(7.15)
Putting together (7.13), (7.14) and (7.15) we get:
∣∣∣ ∑
I∈I(1)a1,a2
cIω
I
Λ,q′1,q
′
2
∣∣∣ ≤ C ′ 1|Λ|2a1a2e−R−1|q′1−q′2| + 1|Λ|2a1a2CC(β,R)|Λ| . (7.16)
The second class, denoted by I(2)a1,a2 , consists of clusters containing a polymer in V{1,2} with
multiplicity one and all others in V∅. For N = 2, clusters contain the polymer ({1, 2}, {1, 2})
with multiplicity one and the polymer ({1, 2}, ∅) with any multiplicity n and we denote by
c1,n the corresponding multi-index. The two activities are:
ωΛ,q′1,q′2(({1, 2}, {1, 2})) = −a1a2
1
|Λ|21|q′1−q′2|≤R, |ωΛ(({1, 2}, ∅))| ≤
C(β,R)
|Λ| . (7.17)
We have that
c1,n =
1
n!
∑
G⊂Gn+1
(−1)|E(G)| = n+ 1
(n + 1)!
∑
G⊂Gn+1
(−1)|E(G)| = (n + 1)cn+1, (7.18)
where cn+1 is the multi-index in the cluster expansion with only one polymer with multiplicity
n+1. On the other hand, we know from expanding the logatithm for a general activity, say
X , that
log(1 +X) =
∑
n≥1
(−1)n+1
n
Xn =
∑
n≥1
cnX
n (7.19)
and hence
cn =
(−1)n+1
n
. (7.20)
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This implies that c1,n = (−1)n+2 = (−1)n. Thus,∣∣∣ωΛ,q′1,q′2(({1, 2}, {1, 2}))
∣∣∣(1 +∑
n≥1
∣∣∣c1,nωΛ(({1, 2}, ∅))∣∣∣n)
≤ a1a2|Λ|2 1|q′1−q′2|≤R
(
1 +
C(β,R)
|Λ| +
(C(β,R)
|Λ|
)2
+
(C(β,R)
|Λ|
)3
+ ...
)
=
a1a2
|Λ|2 1|q′1−q′2|≤R
( 1
1− |C(β,R)|/|Λ|
)
. (7.21)
For the general case we have clusters consisting of the polymer (V, {1, 2}) with multiplicity
one and activity
ωΛ,h1,h2((V, {1, 2})) = a1a2
∑
g∈CV
∫
Λ|V |
∏
i=1,2
hi(qi)
∏
{i,j}∈E(g)
fi,j
∏
i∈V
dqi
|Λ| , (7.22)
together with any other polymer in V∅ with any multiplicity. Using the fact that (|V |−1)R ≥
|q′1 − q′2|, we obtain:∑
V ∈V :
V⊃{1,2}
∑
I∈I(V∗):
I(V ;{1,2})≥1
|cIωIΛ,q′1,q′2| ≤ e
−R−1|q′1−q′2|
∑
V ∈V :
V⊃{1,2}
|ωΛ,q′1,q′2((V, {1, 2}))|e|V |−1, (7.23)
which leads to the same bound as in (7.14). Hence for the class I(2)a1,a2 we obtain∣∣∣∣∣
∑
I∈I(2)a1,a2
cIω
I
Λ,q′1,q
′
2
∣∣∣∣∣ ≤ a1a2|Λ|2 1|q′1−q′2|≤R
( |Λ|
|Λ| − |C(β,R)|
)
+ C ′
1
|Λ|2a1a2e
−R−1|q′1−q′2|. (7.24)
We conclude the proof of (2.19) by putting together estimates (7.16) and (7.24) (without
the factors a1 and a2).
To prove (2.18) we proceed in a similar fashion. We want to compute the terms in (7.8)
which will give non-zero contribution to (7.3). The terms which give contributions of first
order in a1 (and of order |Λ|) are those with only one element in V{1} (with multiplicity
one) and all others in V∅. We denote this set of multi-indices by Ia1 . For a generic polymer
(V, {1}) ∈ V{1} we have activity ωΛ,h1((V, {1})), as defined in (7.10). Then, by applying (7.9)
we obtain that∣∣∣∣∣
∑
I∈Ia1
cIω
I
Λ,q′1
∣∣∣∣∣ ≤
∑
V ∈V{1}
∑
I: I(V )≥1
|cIωIΛ,q′1| ≤
∑
V ∋1
|ωΛ,q′1(V )|ea(V ) ≤
C
|Λ| , (7.25)
which concludes the proof for C = C1. 
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