In this paper, we study the generation of binary sequences 
INTRODUCTION
White noise signals have been widely used in the area of system identification because they have a rich spectrum and will therefore affect a large number of system modes, making them particularly suitable for linear [10] and especially non linear system identification [7] , [8] . Binary maximal length sequences (m-sequences) can approximate very well second order white noise signals and their properties have been stud ied analytically in the context of linear [10] and nonlinear [7] system identification.
However, maximal length sequences have the disadvan tage that they cannot be used to approximate higher order white noise signals due to the existence of peaks in their higher order statistics (moments and cumulants). In many important applications like blind identification of linear sys tems [4] , identification of finite Volterra series [6] , [7] , [8] and bilinear input-output models [11] , e.t.c., the identifica tion procedure requires that the unknown system is excited with a higher order white noise input signal. In this paper, we study the generation of binary sequences that exhibit the characteristics of higher order white noise signals and are obtained from appropriately selected pairs of m-sequences of either the same or different least periods.
We show that the autocorrelation function and the higher order moments of a binary sequence constructed by the mod ulo 2 addition of two m-sequences of arbitrary least periods, depend on their crosscorrelation almost everywhere. When the two m-sequences have the same least period then un der certain conditions ( [2] , [9] ) their crosscorrelation func tion takes three specific values, and the number of higher order moment peaks of the resulting binary sequence is sig nificantly reduced or vanished. We also show that if a se quence belongs to the dual code of a binary t-error correct ing BCH code then all its higher order moments up to order 
MAXIMAL LENGTH SEQUENCES
In this section we consider the case of binary m-sequences.
We also introduce the notion of trinomial pairs and show that such pairs characterize m-sequences as inappropriate for simulating higher order white noise signals. In what fol lows lF2 is the prime field {O, I} of 2 elements, EB denotes modulo 2 addition and TLN = {O, 1, ... ,N -I} is the set of integers modulo N. Let x be an infinite periodic binary sequence of least pe riod N generated by a linear feedback shift register (LFSR) with characteristic polynomial g(z) = 1 EB glZ EB ... EB g n _lz n -1 EBz n E lF2 [Z] , and let x = (X O ,Xl, ... ,XN -l) be the first N elements of x, where Xt E lF2 for all t ;::: 0. Then sequence x satisfies the linear recurrence relation [3] Xt = g n -1Xt-l EB··· EB glXt -n+ l EB Xt-n , t;::: n
which is associated to the polynomial g*(z) = 1 EB g n -lz EB ... EB glz n -l EB z n = z n g(l/z), called the reciprocal of g(z).
For the rest of the paper, g(z) will be referred to as the min imal polynomial of sequence x, i.e. the lowest degree polyno mial whose corresponding LFSR generates the sequence, and for a given sequence x it is unique. Moreover, periodic bi nary sequences with the property that the numbers of ones and zeros in one period differ by at most 1 will be called balanced sequences, and the statistics of sequence x will be defined in terms of the {+ 1, -I} version x of x, given by X t = (-1 t t , since this is the one that normally arises III systems analysis [9] . (i � ) ; he number of ones in x, denoted by wt (x), is equal to 2 -and hence m-sequences are balanced. The periodic autocorrelation function Rx of sequence x is the real-valued function given by the formula
where T E 'EN. By properties (i) and (ii) we infer that m sequences have the ideal autocorrelation property
The autocorrelation of an m-sequence with least period 1023 and minimal polynomial g(z) = 1 EB Z3 EB Z l O is shown in Fig. 1 where we have used the obvious identity 
where Ti E 'EN, and is symmetric. Properties (i) and (ii) im ply that the third order moment of m-sequences takes the value -1 I N everywhere in 'E 7v except at pairs (Tl' T2) E 'E 7v
such that x = DTI X EB DT2 x. These pairs (Tl' T2) are called trinomial pairs of sequence x and they correspond to max imal peaks in the third order moment sequence, since then we have Rx ( T1, T2) = 1. by 5 (left) and by 9 (right) for some integer T' E 'EN.
Theorem 3. Let x and y be m-sequences as defined above. Then, the third order moments Rw(T1, T2) of sequence w = x tfJ yare given by
Rx,y(T) otherwise, for some integer T E 'E N.
T;, Tj denote the sets of all trinomial pairs of sequences x, y respectively in 'ERr, and the notation A \ E represents the subset of all elements of A which do not belong in E, where E is a subset of A. The moments of order greater than three of sequence w can still be determined by Theorem 3. Theorem 4 (Gold) . Let us consider the m-sequences x and y, of least period N = 2 n -1, with minimal polynomials g(z) and fez) respectively. Let the roots of fez) be the dth powers of the roots of g(z), where either d = 2k + 1 or d = 2 2 k -2k + 1, and e = gcd (k, n ) is such that n le is odd. Then, the spectrum of Rx.y is three-valued and (-1 + 2( n+e ) / 2 )IN occurs 2 n -e -1 + 2( n -e -2 ) / 2 times, (-l)IN occurs 2 n -2 n -e -1 times,
(-1 -2( n+e ) / 2 ) IN occurs 2 n -e -1 -2( n -e -2 ) / 2 times, per period.
Obviously, the value of e affects the magnitude of Rx,y. In particular, there is a tradeoff between the number of times the values (-1 ± 2( n+e ) / 2 )IN appear, and their magnitude.
Hence, the value of e should be chosen according to the con text of the specific application. We also note that the as sumption of Theorem 4 concerning the roots of fez) and g(z) can be satisfied if y is obtained by decimating x by d
([3]).
As a consequence, Theorems 2 and 3 (for N1 = N2 = N) together with Theorem 4 can be used to obtain sequences whose autocorrelation and higher order moments can be con trolled by the choice of certain parameters. Moreover, the number of higher order moment peaks is significantly re duced or even vanished. This is illustrated in Fig. 2 Theorem 5. Let g* (z) be the generating polynomial of a binary t-error correcting BCH code ([lj, [4j) . Then, the bi nary sequence w with minimal polynomial g(z) has no peaks in its 8th order moment, for all integers 8 :::: : 2t.
We note that when the integer n in Theorem 4 is odd and e = 1, k = 1 and d = 3, the resulting Gold sequence w = x tfJ y is a double-error correcting dual-BCH sequence with both sequences x and y being maximal length. Gold sequences which are far from the origin, do not affect the identification procedure.
5

SIMULATIONS
In this section we demonstrate the quality and efficiency of the proposed binary sequences in simulating higher order white noise signals, by providing simulation results in com parison with m-sequences, for the identification of two bilin ear input-output models of the form:
using the cumulant based algorithm of [11] . y(n) is the measured output of the model and u( n) is the higher or der white noise input signal. The measurement noise T)(n)
is assumed to be a zero mean random process independent from u( n) , and in all simulations was a Gaussian lID random process. If Pl, P 2 , ... ,P k , denote the roots of the polynomial a(z) = zk , (1 -2:7� l a i z-i ), then the closer the P i 'S are to the unit circle the larger is the error induced in the identi fication algorithm of [11] by higher order moment peaks of u( n) even if they are positioned far from the origin ( [5] ). In the simulations, we used those m-sequences of a given data length for which their trinomial pairs are positioned as far from the origin as possible.
We consider two bilinear models, one with kl = 2, k2 = k3 = 2, k4 = 1 and with the roots of a(z) being equal to 0.6 and 0.8, and one with kl = 2, k2 = k3 = 3, k4 = 1 and with the roots of a(z) being equal to 0.4 and 0.9. For the first model simulation results are provided in Table 1 
