We consider the design of external inputs to achieve a control objective on the opinions, represented by scalars, in a social network. The opinion dynamics follow a variant of the discrete-time Friedkin-Johnsen model. We first consider two minimum cost optimal control problems over a finite interval (T0, T ), T0 > 0-(1) TF where opinions at all nodes should exceed a given τ, and (2) GF where a scalar function of the opinion vector should exceed a given τ. For both problems we first provide a Pontryagin maximum principle (PMP) based control function when the controllable nodes are specified. We then show that both these problems exhibit the turnpike property where both the control function and the state vectors stay near their equilibrium for a large fraction of the time. This property is then used to choose the optimum set of controllable nodes. We then consider a third system, MF, which is a cost-constrained optimal control problem where we maximize the minimum value of a scalar function of the opinion vector over (T0, T ). We provide a numerical algorithm to derive the control function for this problem using non-smooth PMP based techniques. Extensive numerical studies illustrate the three models, control techniques and corresponding outcomes.
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I. INTRODUCTION A. Background
The process of opinion formation and learning by individuals over social networks has been researched for many decades now. Although these are, in general, complex processes, determined by the nature of influences on the individuals over the social network, many simple and useful mathematical models have been proposed and studied. Most popular models have the following structure. The social network is described by a weighted directed graph in which the nodes of the graph represent the agents or social players and the weighted edges represent the interactions between the agents. The opinion of an agent is modeled as a scalar quantity associated with the node corresponding to that agent. These scalar quantities could represent the strength of an orientation towards a subject or a topic, in which case the range of valid values of the scalar could be a subset of the real numbers. The scalar quantity could also represent a subjective probability associated with some chance event, in which case the range would be a subset of [0, 1] . The opinions at the nodes evolve over time according to a social interaction model that is described by a discrete Mohak Goyal was with IIT Bombay. He is now with Qualcomm India Private Limited, Bengaluru, India. time evolution equation with the opinion at node i at time t + 1, say x i (t + 1), being a function of the opinions of itself and of its neighbors on the social network at time t. Vector opinions at the nodes and continuous time systems have also been considered in the literature.
The classical opinion evolution, or opinion dynamics, equation is the French-DeGroot model defined by
where A ij is the weight of edge (i, j). A continuous time version of this model is called the Abelson model and is given by the following differential equation model.
There are of course several variations of the French-DeGroot model. The Friedkin-Johnsen model introduces a susceptibility parameter where the opinion at a node evolves as a convex combination of the neighbors' opinions and a native prejudice. In the Hegselmann-Krause model only a set of 'trusted' neighbors (defined as neighbors whose opinions do not differ by more than a threshold) can influence a node. In Taylor's model, the neighbor's opinions and a set of static sources, or communication channels, can influence the scalar opinions at the nodes. A reasonably comprehensive introduction to the preceding models and their analyses are available in [1] , [2] . Another excellent reference is [3] . In this paper we will consider a variation of the Friedkin-Johnsen model and will be described in more detail in the next section.
B. Related Work
The key characteristic of the models that are surveyed in [1] - [3] is the absence of any influences or inputs external to the social network. Further, all the nodes behave similarly in the updating of their opinions. Thus the analysis objective in these early works is in the asymptotic behavior of the opinions x i (t) and the convergence rate to the asymptotic values.
There is now a growing interest in analyzing the effect on opinion formation in the presence of inputs external to the social network; see e.g., [4] , [5] . The objective of these works is, like before, to analyze the asymptotic behavior of the opinions under different models of the external inputs. These studies are prompted by the need to understand how campaigns on social media influence the group behavior of a social arXiv:1912.06343v1 [cs.SI] 13 Dec 2019 network. Another variation is to consider the situation where some of the nodes behave differently than others; specifically, a small number of the nodes are stubborn and do not change their opinions while the rest of the nodes change their opinions according to the usual opinion dynamics model. Example models and analyses are in [6] - [9] . Once again, the interest is in the analysis to study the asymptotic behavior.
A key departure from analysis to design towards achieving a desired objective was, to the best of our knowledge, first considered in [10] , [11] . They considered choosing the set of stubborn nodes and their opinion values so as to converge to the predetermined consensus at the fastest rate subject to cost constraints. A similar objective for the case of nodes having binary valued opinions is considered in [12] . In this paper we consider the design of external control inputs to achieve a desired control objective on the opinion values-of achieving a desired opinion profile over the control horizon.
We conclude this discussion by pointing out that there are some superficial similarities between the control of opinions as studied in this paper and controlled flow of information using epidemic models on graphs, e.g., [13] , [14] . We reiterate that they are not related. The work in [15] has goals most similar to ours but there are key differences-different objectives and different constraints. Our interest is in controlling the behaviour over the entire control period, [15] is interested in the state at the end of the period. For their key result, [15] uses a continuous time model and invokes the Pontryagin maximum principle (PMP) to show that the control is bang-bang.
C. Our Contributions
In the first part of this work, we consider the problem of maintaining the opinion levels above a predetermined threshold (ferment) level at all the network nodes at all times of a finite time horizon, after allowing for a small startup period. This is to be achieved by control agents external to the social network that can influence opinion at some nodes. The control nodes change their opinions according to a control schedule and are not influenced by other nodes. Equivalently, some nodes inject 'external opinions' into the network. This model is a natural extension to the goals of [11] , [12] .
The preceding control objective is motivated by campaigns that need to achieve a minimum interest level, or a 'mindshare,' in the population This interest level is modeled as a scalar value at the nodes. Another motivation is the many studies that have reported use of online social networks to create social ferment to facilitate certain actions 1 . There have also been news reports about online social networks wanting to counter such activities 2 .
In the preceding, ferment is to be maintained at minimum cost. In the second part of the paper, consider the objective of maximizing the minimum of a scalar function of the opinion vector over a finite time horizon, subject to a given total cost constraint for the period.
Our contributions and the organization of the rest of the paper are as below.
In Section II we set up the notation and describe the opinion dynamics model, a variation of the Friedkin-Johnsen model. In this model, in the absence of the control inputs, the opinions at each node decays to a node-specific quiescent level. We also set up the optimal control problem of maintaining ferment in the social network at times {T 0 , . . . , T } at minimum cost when nodes that can receive the control inputs are provided. In Section III we present a technique to determine an optimal control trajectory based on the Pontryagin maximum principle (PMP). In Section IV we show that the optimal control trajectory has the turnpike property, i.e., as the time horizon T becomes large, the states and the control will be near their equilibrium level for all but a vanishing fraction of time instants. This property enables us to pose the choice of the controllable nodes as a constrained optimization problem. This optimization problem, its solution under a relaxation, and the possible heuristics are described in Section V. Section VI considers the max-min problem of maximizing the minimum of a scalar function of the opinion vector over a finite time horizon, subject to a given total cost constraint and describes the numerical procedure for deriving a control function for this problem using non-smooth PMP based techniques. In Section VII, numerical simulations are used to illustrate the properties of the cost of maintaining ferment on three different graph models that are widely used to describe social networks.
II. PRELIMINARIES
In this section we first describe the opinion dynamics model, followed by the control objectives. Toward this, we employ the following notation. R denotes the real numbers, R + the positive real numbers, and N the positive integers. I n is the n × n identity matrix. The i-th entry of vector v is denoted by v i . For a, b ∈ R n , the relation a ≥ b denotes the entrywise inequality a i ≥ b i for all i ∈ {1, . . . , n}. The transpose of matrix M is denoted by M . For matrix B ∈ R n×m , the norm B 0 denotes the total number of non-zero entries in B. The dot product of vectors u and v is denoted by u, v
A. Opinion Dynamics
A set of n agents, denoted by N , are connected over a social network. Agent i has a positive scalar-valued opinion, modeled as the state x i (t) ∈ R at time t. The agents interact with their neighbors over the social network and evolve their opinions with time. The social interactions are modeled by the weighted edges of the network graph G = (N , E) with the edge set E modeling the interaction among the agents.
The opinion (state) dynamics in the network for each node i, in the absence of external control inputs, is governed by the following variation of the Friedkin-Johnsen model law.
Here q i , q i ≥ 0, is the quiescent opinion of agent i (it could be the final state from an exogenous interaction process), a ij , 0 ≤ a ij < 1, models the strength of the influence of opinion of agent j on that of agent i, and a ii models the stubbornness of agent i. We assume n j=1 a ij < 1 for all i, i.e., the weight matrix A = [[a ij ]] is substochastic. Under this assumption, at any time, the opinion of each agent has two componentsa constant native opinion and an additive perturbation due to interactions with neighbours. In the absence of external inputs, all agents regress to their native opinion. In the context of our motivating scenarios, we believe that this is a more natural model. The vector form of (1) can be written as
Here x(t) is a column vector with x i (t) as i-th component, q is the column vector of quiescent opinions, and I n is the identity matrix.
There are m control sources, each of which can inject control inputs into exactly one controllable node. Matrix B ∈ R n×m maps control sources to controllable nodes with b ij = 1 if control j is connected to node i and i b ij = 1.
Our interest is in maintaining ferment over the finite time horizon {T 0 , . . . , T }, through control inputs injected at the controllable nodes starting at time t = 0. Toward this, define the map f
(3) In the presence of the control inputs, the opinion dynamics take the following form.
Here u(t) ∈ R m is the column vector of control actions applied at time instant t. In the rest of the paper, for brevity, we denote the state-action trajectory (x(t), u(t)) T −1 t=0 by (x, u). We assume that the control actions have a convex cost. This is reasonable because of the law of diminishing returns-the marginal change that can be effected decreases with increasing values. To anchor the discussion, we define the following cost function on the control inputs.
Here R ∈ R m×m is symmetric and positive definite.
B. Control Objectives
We view the problem from the point of view of the external agent applying the control inputs and consider the following three different, yet related, objectives-total ferment (TF), group ferment (GF), and maxmin group ferment (MF). These are detailed below.
In problem (TF), the objective is to have the opinion at every node exceed a specific threshold for T 0 ≤ t ≤ T. Specifically, let τ i be the minimum opinion level that needs to be maintained at node i in the time interval {T 0 , . . . , T }, i.e., x i (t) ≥ τ i , for all i and for all t ∈ {T 0 , . . . , T }. Let τ = [τ i ] be the column vector of the thresholds. This imposes a state constraint given by
where X T F = {y ∈ R n | y ≥ τ }. The problem of minimizing the cost of (TF) is stated as an optimal control problem in the following Lagrange form.
state dynamics of (4), state constraints of (6) x(0) =x ∈ R n (given).
(TF)
Problem (TF) is a constrained LQ optimal control problem. The cost of an optimal control-action trajectory for (TF) with initial statex will be denoted by J * T F (x), i.e.,
For problem (GF) we first define the following function of the opinions. Let ψ(x(t)) : R n → R be an increasing and differentiable function defined on the opinion vector x. For (GF) we will require that ψ(x(t)) ≥ kn for T 0 ≤ t ≤ T and some 0 < k < 1. Define the set X GF := {y ∈ R n | ψ(y) ≥ kn}. The state constraints for (GF) are given by
The following form of ψ will be of interest to us.
With a suitable choice of a, the requirement that ψ(x(t)) > kn for T 0 ≤ t ≤ T , is a soft proxy for the requirement that the fraction of nodes with opinions larger τ be above k. The constrained LQ optimal control problem to achieve (GF) will be as under.
state dynamics (4), state constraints (8) x(0) =x ∈ R n (given).
(GF)
The cost of an optimal control-action trajectory for (GF) with initial statex will be
The preceding two optimal control problems are minimum cost formulations. An alternative would be to have a total cost constraint. For such a situation we define a maxmin optimization problem as follows. We will continue to use the function ψ defined above and consider the following optimal control problem.
(MF)
In the next section we describe a method to obtain an optimal control trajectory for problems (TF) and (GF) based on the Pontryagin maximum principle. The optimal control trajectory for problem (MF) will be described in Section VI.
III. OPTIMAL CONTROL VIA PONTRYAGIN MAXIMUM PRINCIPLE
Let d i be the number of hops between node i and the nearest controllable node and let d max = max i d i . Then we have the following result.
Theorem 1. For T 0 ≥ d max , an optimal solution to the problems (TF) and (GF) exists.
Proof. Since the cost function c(·) is near-monotone, the state constraints (6) and (8) are defined by closed relations, and the dynamics (4) are continuous and controllable, there exists a solution each of (TF) and (GF) provided the problem is feasible. The feasibility of (TF) and (GF) is ensured by picking T 0 ≥ d max since the corresponding state constraints (6) and (8) can then be met for any initial statex ∈ R n by choosing a large enough control input.
In the rest of the paper we will assume T T 0 ≥ d max . We use the necessary conditions of optimality from the discrete time PMP [16] to solve the problems (TF) and (GF). The
Let (x * (t)) T t=0 and (u * (t)) T −1 t=0 be an optimal state-action trajectory that solves (TF) (similarly (GF)). PMP asserts that there exists ν ∈ {0, 1}, a sequence (λ(t)) T t=0 , and a sequence (η(t)) T −1 t=T0 such that λ(T ) = 0
for t = 1, . . . , T − 1, such that the scalar ν and the sequence (λ(t)) T t=0 do not identically vanish. The Hamiltonian maximization condition asserts that an optimal control trajectory (u * (t)) T −1 t=0 must satisfy
for t = 0, . . . , T − 1. For our quadratic cost function,
Multiplier η(t) ∈ R n takes only non-negative values by definition. Further, from the complementary slackness condition
for i = 1, . . . , n, and t = T 0 , . . . , T, where τ is the required ferment level.
The PMP provides necessary conditions for optimality in the form of a well-posed system of boundary value problems. There are several computational procedures that may be used to obtain the optimal control sequences, including shooting methods and homotopy based methods; see, e.g., [17] for a detailed survey. Since most of these techniques are well known, we will not elaborate on them any more. Instead, we will explore the interesting turnpike phenomenon that the solutions to (TF) and (GF) exhibit. This means that as time horizon T becomes large, the optimal state-action trajectories stay close to certain equilibrium pairs for all but a vanishing fraction of time instants. This is investigated in the next section. We will also see that this behavior allows us to simplify the optimal control problem and provides mechanisms to choose most efficient, and effective controllable nodes.
IV. TURNPIKE BEHAVIOR OF THE OPTIMAL CONTROL
In this section we demonstrate that under a mild condition on T 0 , the optimal state-action trajectories for (TF) and (GF) possess a turnpike property. Recall that the turnpike property implies that as the time horizon T becomes large, the state and control remain close to an equilibrium point for all but a vanishing fraction of time instants for a discrete time optimal control problem. It was first observed and studied by von Neumann [18] and Dorfman et al., [19] in the context of optimal control in economics. The turnpike property is closely related to the system theoretic properties of dissipativity and strict dissipativity. Dissipativity formalizes the condition that a system cannot store more energy than supplied from the outside; strict dissipativity requires, in addition, that some energy is dissipated to the environment. The relation between (strict) dissipativity and the turnpike property was first established in [20] and later generalized in [21] . Specialized results for constrained discrete time linear quadratic optimal control problems are in [22] . We begin with the following definitions. For the dynamics in (4) and constraints in (6), the equilibrium point for (TF) can be explicitly found by solving the following convex problem.
The equilibrium for (GF) can be analogously defined. Given an equilibrium (x e , u e ) of (4), the system (TF) (resp. (GF)) is called strictly dissipative with respect to supply rate R m u → c(u) − c(u e ) ∈ R if there exists a function g : X → R bounded from below and a function ρ ∈ K such that for all
The system (TF) (resp. (GF)) is called dissipative if the preceding property holds with ρ ≡ 0.
A readily verifiable and sufficient condition for the system (TF) (resp. (GF)) to be strictly dissipative can be obtained from ( [22] , Lemma 4.1) rewritten as below. Lemma 1. Let c(·) be as defined in (5) . Given a positive definite matrix P ∈ R n×n , there exists q ∈ R n such that the constrained LQ system (TF) or (GF) is strictly dissipative with storage function g(x) = x P x + q x if and only if the matrix P − A P A is positive definite.
To prove that system (TF) (resp. (GF)) is strictly dissipative, we need to show that with P = I n , I n − A A is positive definite. However, since A is sub-stochastic by definition, it follows that (TF) (resp. (GF)) is strictly dissipative.
We now define two variants of the turnpike property in relation to (TF) and (GF), adapted from [21] , [22] . Denote the state trajectory under the action sequence u by (x u (t,x)) T t=0 , wherex is the initial state. Moreover, denote the total cost of the state-action trajectory,
Definition 3. The optimal control problems (TF) and (GF) have the near-equilibrium turnpike property at an equilibrium (x e , u e ) if for each ρ > 0, > 0, and δ > 0 there exists a
for some admissible u, with
Definition 4. The optimal control problem given by (TF) (resp. (GF)) has the turnpike property at an equilibrium (x e , u e ) of (4) on a set X tp ⊂ R n if for each compact set K ⊂ X tp and for each > 0 there exists a constant C K, > 0 such that for allx ∈ K, all T ∈ R, the optimal state trajectories (x * (t)) T t=0 with initial valuex satisfy
The equilibrium x e is cheaply reachable for system (TF) (resp. system (GF)) if there exists a constant
In the preceding, #S denotes the number of elements of a finite set S. These definitions imply the following. If a control problem possesses the near-equilibrium turnpike property of (Definition 3), then the trajectories for which the associated cost is close to the steady state value stay in a neighborhood of x e for most of the time. If a control problem possesses the turnpike property (Definition 4), then the optimal state trajectories stay in a neighborhood of x e most of the time. They can be far from x e for at most a bounded number of time instants, the bound being independent of T. We assume that T is far from this bound. In fact, we will see from our simulations that the trajectories approach x e very quickly.
From [20, Theorem 5.3] we know that strict dissipativity implies near-equilibrium turnpike property. Since we have shown that systems (TF) and (GF) are strictly dissipative, they also have the near-equilibrium turnpike property. However, we need the turnpike property as defined in Definition 4 to show that the solution obtained using the PMP, i.e., an optimal stateaction trajectory, stays near the equilibrium. To this end, we invoke [21, Lemma 3.9(b)] that is adapted as follows.
Lemma 2. If the optimal control problems (TF) and (GF) exhibit the near-equilibrium turnpike property at (x e , u e ) and x e is cheaply reachable as defined in 5, then they also have the turnpike property at (x e , u e ).
For problems (TF) and (GF), the state constraints, x ∈ X T F and x ∈ X GF respectively are not active for t ∈ {0, . . . , T 0 − 1}. We use this property to prove that for T 0 large enough, x e is cheaply reachable as part of Theorem 2 below, which is the main result.
Theorem 2. For T 0 large enough, the optimal control problems (TF) and (GF) have the turnpike property.
Proof. From Lemma 2, we know that if x e is cheaply reachable from all possible initial statesx, then the proof is complete. Consider the control action trajectoryũ that steers the state from x(0) =x to x(T 0 ) = x e with minimum cost, and thereafter it maintains the state at x e by applying action u e . Here the parameter T 0 is picked as the smallest integer such that x(T 0 ) = x e is achievable for allx ∈ R n . For large enough T and a full rank Gramian matrix of the system, such a T 0 is guaranteed to exist for all initial states x. This follows from the fact that the system with a fullrank Gramian is controllable and no state-action constraints are imposed on the system for t ≤ T 0 . The cost ofũ is:
is the finite cost of steering the system from x(0) =x to x(T 0 ) = x e in minimum cost. By definition, no control trajectory can have a cost smaller than J * T F (x) as defined in (7), which means:
Which implies that
From the definition of cheap reachability (5), (20) ensures that x e is cheaply reachable and finishes the proof for (TF). The proof for (GF) follows similarly.
Figs. 1 and 2 show a typical turnpike state and control action trajectories for one instance of problem (TF) on the Zachary's Karate Club friendship network (see [23] for details of the origin of this network) with n = 34 nodes, T = 100 time steps and T 0 = 10. The initial opinions arex i = 0.5 for all i ∈ [1, . . . , 34]. The threshold is τ = 0.7 and the quiescent level is q = 0 implying that the interest in the topic dies out eventually in the absence of external control. There are m = 5 controllable nodes. It can be seen from the plots in Figs. 1 and 2 that the state-action trajectories stay at the equilibrium for most time instants after t = T 0 . Each curve corresponds to the control actions at one of m = 5 controllable nodes. The experimental setup is same as for Fig. 1 . It can be observed that the equilibrium values are reached shortly after t = T 0 .This is evident from the fact that u(12) − u e 2 / u e 2 = 0.020 and u(15) − u e 2 / u e 2 = 0.00089.
V. SELECTING OPTIMAL CONTROLLABLE NODES
In the previous sections, we have studied the problem of finding the minimum cost control when the m controllable nodes are given. We now take the design view and allow the influencing entity to choose the m controllable nodes. In the discussion in this section, we restrict our attention to the case of R = I m . Extensions to the case of a diagonal, positive R is straightforward.
The problem of choosing m controllable nodes can also be seen as designing the matrix B such that m of its entries are 1 and others are 0. For the optimal control problem (TF), this reduces solving the following optimization problem.
where, given a particular choice of B, (u * (t)) T −1 t=0 denotes an optimal control action trajectory for (TF). The optimization for (GF) is analogous with J * T F (x) being replaced by J * GF (x). The state-action trajectories, before the equilibrium is reached, are difficult to analyze and this makes solving the above optimization problem hard. Recall that the turnpike property of the optimal solutions of (TF) and (GF) implies that the state-action trajectory (x * (t), u * (t)) T t=0 remains close to an equilibrium point (x e , u e ), for all but a small fraction of the time steps in (T 0 , T ). The equilibrium point for (TF) can be found explicitly via (13) . Now observe that the equilibrium (x e , u e ) is independent of the initial statex and the final time T . Hence, rather than solve (21) exactly, we can consider approximately solving the optimization problem in (21) , where we optimize the choice of controllable nodes to minimize the cost incurred while the state is close to x e . Informally, this ensures that the cost is minimized to keep the system running in the equilibrium state. We expect this to be a good approximation, especially as the time horizon T becomes large. Thus the following optimization problem is a good approximation for the exact solution of the problem of optimally selecting controllable nodes for (TF).
For problem (GF), the second constraint is replaced by φ(x e ) ≥ kn.
The sparsity constraint on B in (22) makes the problem nonconvex and thus, hard to solve. The following two heuristics are based on the above optimization problem.
A. Convex Relaxation
Here we remove the constraint on B in (22) and add a term in the objective function corresponding to the l 1 norm of the control, corresponding to the well-known LASSO regularization technique [24] . We define an auxiliary variablẽ u e ∈ R n to be used in place of Bu e such that the resulting problem formulation is: 
Let the solution of this convex problem beũ * . The controllable nodes are chosen as the nodes corresponding to whichũ * has non-zero entries. The regularization coefficient µ can be adapted to change the sparsity level desired from the solution. However, it might not always be possible to match the sparsity of the solution to m, the number of controllable nodes. In such a scenario, one can select the top m elements ofũ * to select the controllable nodes. It must be noted here that such a convex relaxation heuristic can be used only for problem (TF) and not for problem (GF). This is because the set specifying the state constraints is convex for problem (TF) and is generally non-convex for problem (GF). In the following subsection we give an heuristic which is applicable for both the problems, (TF) and (GF).
B. A Greedy Heuristic
A greedy heuristic can be used for the non-convex problem (22) and its version for problem (GF). In this greedy heuristic we choose one node per step of the algorithm. At each step we choose the node that causes the highest reduction in the total cost of maintaining the state at equilibrium to include into the set of controllable nodes. Algorithm 1 describes this heuristic formally for problem (TF). The algorithm for problem (GF) will be similar except for a minor change in lines 8-10 that are shown in Algorithm 2. 
VI. MAX MIN OPTIMAL CONTROL
To solve the problem (MF), we need to define the following two system variables in addition to x(t) ∈ R n , the opinion at each of the nodes at time t.
• r(t) ∈ R is the record of ψ(x(·)) up to time t, i.e., it is the minimum value of ψ(x(·)) till time t − 1. Formally,
• y(t) ∈ R, is the running sum of the control cost till time t − 1, i.e.,
subject to the budget constraint, imposed by the boundary condition
We can see that problem (MF) is equivalent to maximizing r(T ) subject to the budget constraint y(T ) ≤ C and the given initial conditions. Thus we can use x(t), r(t), and y(t) as the state variables in an optimal control problem. The dynamics of these state variables will be as follows.
for t = 0, . . . , T − 1, r(t + 1) = min{r(t), ψ(x(t))} for t = 0, . . . , T − 1,
for t = 0, . . . , T − 1.
Observe that the dynamics of the state variable r(t) are generally not smooth. This implies that the classical PMP cannot be used to solve the problem (MF).
Optimal control with minimax cost has been studied before; see [25] , the authoritative monograph and the references therein for a general introduction to the problem and the issues. Here, we use some recent results on non-smooth PMP obtained in [26] , and develop a numerical technique to solve the optimal control problem (MF) exactly. The non-smooth PMP solution based on [26] , is discussed in the following subsection.
A. Non-smooth PMP formulation
Consider the problem (MF). Let (x * (t), r * (t), y * (t)) T t=0 and (u * (t)) T −1 t=0 be an optimal state-action trajectory that solves (MF). Define the Hamiltonian
Let the adjoint variables be given by (λ x (t), λ r (t), λ y (t)) T t=0 . For ease of notation, we use λ(t) in place of (λ x (t), λ r (t), λ y (t)) and λ xr (t) to denote the tuple (λ x (t), λ r (t)). Similarly we use xr * (t) to denote the tuple (x * (t), r * (t)). The non-smooth PMP asserts that there exists a sequence (λ(t)) T t=0 that satisfy the following. • The adjoint variable λ * (t) does not vanish at any time.
• The state dynamics follow
• The adjoint dynamics follow
• The following complementary slackness condition is satisfied.
• The following Hamiltonian maximization condition is satisfied.
i.e., u * (t) =
It must be noted here that the non-smooth PMP uses directional derivatives to specify the dynamics of the adjoint variables; see definition below.
Definition 6. ( [27] , Section 1.4 on page 20) Let g : R d × R m → R n be a continuous map. For y ∈ R m and a vector v ∈ R d , we denote by D v g(·, y)(x) the directional derivative of g(·, y) along v at x, whenever the following limit exists:
Note that the directional derivative above is defined as a right-hand (one-sided) limit. If g is continuously differentiable, then D v g(·, y)(x) = ∂ ∂x g(x, y).v. In the following we develop a modified forward-backward sweep algorithm to find a numerical solution of problem (MF) satisfying the conditions of the non-smooth PMP. In the next subsection, we outline the algorithm.
B. Numerical Algorithm
Before we discuss the algorithm, we analyze the directional derivative of the Hamiltonian for problem (MF). We denote the ordered pair of vector v x ∈ R n and scalar v r ∈ R by v, Here we consider three cases for the the relation between r(t) and ψ(x(t)) to determine the directional derivatives which will then give the adjoint dynamics.
• Case 1: for some time instant t = t 1 , we have r(t 1 ) < ψ(x(t 1 )). In this case, the record state r(t 1 + 1) is updated such that r(t 1 + 1) = r(t 1 ). The non-smooth PMP formulation is same as the usual PMP because the Hamiltonian is differentiable in all the state variables. The adjoint dynamics at this time instant are given by
• Case 2: For some time instant t = t 2 , we have r(t 2 ) > ψ(x(t 2 )). In this case, the record state r(t 2 +1) is updated such that r(t 2 + 1) = ψ(x(t 2 )). The non-smooth PMP formulation is same as the usual PMP because the Hamiltonian is differentiable in all the state variables. The adjoint dynamics at this time instant are given by
). In this case the non-smooth PMP formulation is not the same as the usual PMP because the Hamiltonian is not differentiable in all the state variables. Using the directional derivatives, the adjoint dynamics at the time instant t 3 are given by
for all v x ∈ R n and all v r ∈ R.
The directional derivative, in direction v, at the time t 3 instant can be given by:
Thus, the adjoint dynamics are:
Here we consider the following two possibilities:
We need λ x (t 3 − 1) and λ r (t 3 − 1) to be such that (35) is satisfied for both the above stated possibilities. We use the following values of λ x (t 3 − 1) and λ r (t 3 − 1):
for some φ ∈ [0, 1].
(36)
We now verify that this indeed satisfies (35).
Using the adjoint dynamics given by (36), we see that
Thus satisfying (37). Now we consider the second case, i.e., when
In this case, condition (35) reduces to:
From the adjoint dynamics in (36), we see that
thus satisfying (39). To satisfy both (37) and (39), we restrict φ to the interval [0, 1]. The exact value of φ is determined by the algorithm to ensure the required relation between r(t 3 ) and ψ(x(t)).
The detailed algorithm is described in Algorithm 3. The value of the adjoint variable λ y (T ) is determined by the shooting method, implemented in the outer loop of Algorithm 3, such that the complementary slackness conditions (30) are satisfied. Backward Sweep: 16 for τ ← T − 1 to 0 do 17 Find φ such that ψ(τ ) = ψ(τ + 1), 18 with adjoint dynamics (36) and control (32) . 19 if φ > 1 then 
VII. NUMERICAL RESULTS
In this section we report the results from a subset of the extensive numerical experiments that we performed. For the (TF) problem, we first study the performance of our algorithm to choose the controllable nodes and compare it against some natural heuristics. We show that our algorithm is better. We then study the effect on the cost of maintaining ferment as a function of different parameters-structure of the network, the threshold level, the number of controllable nodes, and the stubbornness of the nodes. For all these experiments, the results for the (GF) problem are qualitatively similar to that of (TF) and we can draw similar conclusions. Hence we do not report those results. However, we do study the effect of parameters a and k on the cost of maintaining ferment and also analyze the opinion levels at the nodes in the network. Finally, for the (MF) problem, we study the behavior of the minimum value that is attained as a function of the budget.
The setup for the experiments is as follows. For all the experiments, the influence matrix A is such that the sum of each row of A is 0.9, making it sub-stochastic. Further, each agent places equal weight 3 on its opinion and that of each of its neighbors. This means that for any node i and each of its neighbors j, a ii = a ji = 0.9/(N i + 1) where N i is the number of in-neighbors of i. The initial opinions are taken asx = 0.5 and the quiescent level is set to q = 0 such that the opinion recedes to zero in the absence of external control. The threshold level τ i is set to 0.7 for all i. The system is studied for T = 100 time steps and the threshold level is enforced from T 0 = 10 onwards. For all the experiments, we take the matrix R in the cost function (5) to be the identity matrix I m .
We use the open source software CasADi [28] for numerical simulations. The state-action trajectories obtained from CasADi are verified to satisfy the necessary conditions obtained using PMP in Section III. Our experiments are performed on three kinds of random networks, each with n = 50 nodes-the Erdős-Rènyi (ER) graphs [29] , Barabàsi-Albert (BA) graphs [30] , and k-regular graphs (kR). Finally, the results are averaged over 100 realizations of the random network topology.
A. Total Ferment (TF)
We begin by studying the impact of several model parameters on the cost of the (TF) problem.
1) Choosing controllable nodes: Social network literature provides several notions of centrality and we investigate the performance when such 'central nodes' are used as controllable nodes. We consider two such criteria • Nodes with high out-degrees are clearly more influential than those with lower out-degrees. Degree centers of a graph is the set of nodes with the highest out-degree. • Nodes that are close to a large number of nodes can propagate a control signal quicker than others. Distance center of a graph is the set of nodes that have the minimum eccentricity (largest hop-distance from the node to any other node). We compare the cost of maintaining ferment when the set of m controllable nodes are chosen to be the degree centers, the distance centers, and chosen using the convex relaxation described in Section V-A and using the greedy algorithm described in Section V-B. Finding the distance center is in general NP-hard, and we instead use a greedy approximation algorithm [31] . The results for the three kinds of random networks, each with n = 50 nodes and an average degree of 6, are tabulated in Tables I-Table III.  From the Tables I-Table III , we see that the greedy algorithm performs the best in all cases. It is also observed that the distance centres performs very poorly for the BA 3 The experiments studying the effect of node stubbornness in VII-A5 do not follow this rule and ER graphs, while its performance is comparable to the other heuristics for the kR graph. One reason why distance centres perform so badly for the BA and ER graphs is that it sometimes fails to pick the nodes with the larger out-degrees, which can have large influence in the network. In the kR graphs, this heuristic is good because all nodes have equal out-degrees. On the other hand, the degree centers heuristic picks the nodes with the highest out-degrees and thus performs fairly well. However, it is not the best scheme as it does not account for the distance to other nodes while selecting the controllable nodes. The convex relaxation heuristic also performs comparably to the degree centers but not as good as the greedy heuristic. Given these results, in all of the following experiments, we will use the greedy algorithm for selecting the controllable nodes.
2) Effect of Network Structure: Here we study the variation of the cost of maintaining ferment with the average degree and the degree distribution of the network. The variation in the degree distributions is provided by the different networks. For each given average degree, we consider the BA graphs with the power law degree distribution, the Erdős-Rènyi (ER) graphs [29] with binomial degree distribution and the random regular graphs with constant degree. Each network consists of n = 50 nodes with m = 5 controllable nodes, chosen according to the greedy heuristic presented in Section V-B. We plot the results in Fig. 3 .
From Fig. 3 , we see that it is cheaper to maintain ferment in a network with a higher average degree but the marginal gain decreases rather rapidly with increasing degree. This is to be expected since once the graph is fairly well-connected, all nodes are easily accessible and increasing the degree further has minimal benefit. For a given average degree, we also see that the cost is the least for the BA network and and highest for kR graphs, indicating that the presence of nodes with high degrees makes it easier to maintain the ferment.
3) Effect of Threshold Value: In Fig. 4 , we plot the cost of maintaining ferment as a function of the threshold τ. The cost is approximately quadratic with respect to τ. This is to be expected since the cost function is a quadratic. In keeping with the finding from the previous experiment, the cost is highest in the kR graphs and lowest for BA graphs. The effect of the degree distribution is noteworthy with significant cost reductions being obtained when there are a few nodes with large degrees as in the BA graph. 4) Number of Controllable Nodes: Fig. 5 shows the cost of maintaining ferment as a function of m, the number of controllable nodes. Note that the cost is plotted on a logarithmic scale indicating that the reduction in cost is quite steep. This sharp reduction in cost is due to two reasons: firstly, as the cost function for control inputs is convex, having to apply smaller control inputs at a larger number of controllable nodes decreases the total cost. The second reason is that having a larger number of controllable nodes decreases the average distance of nodes from a controllable node, thus helping reduce the control inputs required to influence the most remote nodes.
5) Effect of Stubbornness: Recall that in (1), a ii denotes the stubbornness of node i. We now study its effect on the cost of maintaining ferment. In the first set of experiments we assume that a ii is the same for all i. The a ji are calculated Fig. 7 . Cost of maintaining total ferment: 80% agents have a ii = 0, plot of cost vs a ii of stubborn nodes. as before, i.e., a ji = (0.9 − a ii )/N i where N i is the number of in-neighbors of i. Fig. 6 plots the cost as a function of a ii . We see that the cost increases very rapidly with an increase in the stubbornness of the agents in the network. This indicates that a thorough understanding of the population stubbornness is vital before starting a campaign for maintaining ferment on a topic for a certain period of time.
Next, we repeat this experiment except that now only a fraction (20%) of the nodes are stubborn, chosen at random from the network. The cost of maintaining ferment as a function of a ii is plotted in fig. 7 . Here the results are very different from the case of all agents being stubborn. The cost first decreases with the level of stubbornness a ii and then increases. The decrease can be explained as the stubborn nodes are good candidates for controllable nodes. The increase, seen for a very high level of stubbornness is because of those stubborn nodes which were not chosen as controllable nodes. Recall that in this experiment, there are m = 5 controllable nodes and 10 stubborn nodes.
We also perform another variation of this experiment with a varying fraction of the agents being stubborn. The stubbornness of the stubborn agents is set to a ii = 0.7, and the number of stubborn agents is varied from 0 to 50. The results of this experiment are in fig. 8 . It can be seen that the cost of maintaining ferment is smallest when the number of stubborn nodes is 5 for all three types of networks. This is equal to the number of controllable nodes, m = 5 and stubborn nodes make good controllable nodes. The cost increases with increasing number of stubborn nodes, beyond 5. This is because these additional stubborn nodes are not controllable and thus they lead to a higher cost of maintaining ferment.
B. Group Ferment (GF)
We will now consider the (GF) problem. For all the experiments conducted above, the results for the (GF) problem are qualitatively similar to that of (TF) and we can draw similar conclusions. Hence we do not report those results. We will instead study the effect of parameters a and k on the cost of maintaining group ferment.
1) Effect of a and k: Recall that a is the slope parameter of the sigmoid function and k is the fraction that determines the level of group ferment to be maintained. As before, we take the number of nodes in the network to be n = 50, the average degree is set to 6, and the threshold parameter τ is set to 0.7. The system is observed for T = 100 time steps and the setup time T 0 = 10. The number of controllable nodes is m = 5 and they are chosen by using the greedy heuristic. As before, the results are averaged over 100 realizations of the network topology. In Tables IV, V, and VI, we tabulate the average cost of maintaining group ferment as a function of the parameters a : slope of sigmoid function and k : the level of group ferment desired. We do this experiment for the ER, BA, and kR graphs. In Tables IV, V, and VI, note that the cost is increasing with increase in the parameter k. This is to be expected because a larger value of k implies a stricter ferment requirement. For most values of k, the cost decreases with an increase in the slope parameter a. A higher value of a implies that the sigmoid function used in the group ferment requirement resembles the step function more closely, which in turn means that the condition can be satisfied by targeting control on to a smaller fraction of nodes and ignoring the nodes which are more difficult to influence. It can also be observed that the increments in the cost with k are larger for smaller value of a. This is because a smaller value of a implies that the sigmoid function has a smaller slope and a larger value of control is required to achieve the same increase in φ(x(·)).
We also tabulate the average number of nodes whose opinion values are actually above the threshold at equilibrium when the control is applied to maintain group ferment. From Tables VII, VIII, and IX, it can be seen that group ferment can be obtained by taking a smaller number of nodes above the threshold for smaller values of k. However for a higher value of k, the group ferment is ensured only when a larger number of nodes are above the threshold, and as seen in Tables IV, V 
C. Maxmin Ferment (MF)
Finally, we study the (MF) problem. Specifically, we plot the maxmin ferment level attained as a function of the available budget. The underlying graph has n = 50 nodes and the average degree is 6. The threshold parameter τ is set to 0.7. The system is observed for T = 100 time steps. The initial opinion level is set to a high value,x i = 2 ∀i ∈ [1, . . . , n]. The slope parameter a = 0.5. The number of controllable nodes is m = 5 and they are chosen by the degree centres heuristic. The results corresponding to BA, ER and kR networks are in Fig. 9 where the value of minimum t ψ(x(t)) is plotted as a function of the budget. Each point on the plot represents the average ferment and average budget across 50 observations of the random graph topologies. It can be seen that the ferment is costliest for the kR graph and cheapest for the BA graph. The results corresponding to larger values of a could not be attained due to stability issues of the numerical procedure. VIII. DISCUSSION We considered the control problem of influencing opinion dynamics on a social network to achieve control objectives. Motivated by 'mindshare' like objectives of campaigns, we were interested in the opinion levels (states) over the entire control period. We considered two types of problems-a minimum cost problem with constraints on the allowable states in {T 0 , . . . , T } and a maxmin problem with total cost constraint.
Several open questions remain even within the problem space that we considered. Our extensive simulations indicate that the set of controllable nodes obtained as a solution to the convex relaxation (23) for both TF and GF is submodular. If this were the case then the greedy heuristic is within (1−1/e) of the optimal value. Also, Algorithm 3 that determines the control function for the maxmin problem has numerical stability issues. An algorithm without this deficiency is desirable.
There are of course several variations possible both on the opinion dynamics, and on the state constraints. We expect that the key techniques and the results would be along similar lines. An important class of problems would be to consider multiple opposing campaigns possibly with different control nodes. For example, in [32] , we have considered two opposing campaigns in a continuous time SI 1 SI 2 S epidemic model and obtained the Nash control strategies. There are of course myriad possibilities.
