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There is a need for efficient ultraviolet (UV) detectors in many fields, such as aerospace, 
automotive manufacturing, biology, environmental science, and defense, due to 
photomultiplier tubes (the currently available technology) often not meeting application 
constraints in weight, robustness, and power consumption. In my thesis, I demonstrate 
that high quality vanadium dioxide (VO2) thin films, epitaxially grown on niobium 
doped titanium dioxide substrates (TiO2:Nb), display a strong photoconductive response 
in the UV spectral range, making them promising candidates for photomultiplier-free 
UV photodetection. By adjusting the characteristics of the substrate and VO2 film, the 
samples achieve external quantum efficiency exceeding 100% (reaching beyond 1,000% 
for optimized samples) superior to that of current wide band gap UV detectors at room 
temperature. The mechanism for photocurrent production in VO2/TiO2:Nb 
heterostructure is a space-charge region, engineered in the heterojunction, yielding 
favorable conditions for hole tunneling from TiO2:Nb into VO2. Improving upon the 
heterostructure, I demonstrate up to an order of magnitude improvement in parameters 
such as responsivity, external quantum efficiency, detectivity, and dark current 
density by applying Au films to the VO2/TiO2:Nb heterostructure. Ultimately, my work 
proved that the VO2/TiO2:Nb heterostructure is a promising alternative technology for 
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Motivation to Develop the Next 
Generation of UV Detectors 
 
Ultraviolet detectors are a necessary instrument for several in demand fields such 
as aerospace, automotive manufacturing, biology, environmental science, and 
defense with applications ranging from astronomy to radioactive material detection. 
These detectors require highly efficient and sensitive broadband UV detection while 
ideally operating under low voltage bias at convenient temperatures.  Here, I 
present an introduction to the application of UV detectors for the purpose of 
neutron detection with radioactive sources. I begin with an overview of Helium-3 
neutron detectors and proceed to discuss how the shortage of He-3 has necessitated 
the development of alternative technologies. Finally, I conclude with how the 
vanadium dioxide detector developed in this study serves to address many of the 





1.1. Helium-3 Detector 
Helium-3 neutron detectors are the primary radiation detectors at more than 1400 
domestic portals.[1] There are over 2000 additional US-deployed radiation detectors 
overseas. [1] Helium-3 neutron detectors require a neutron collision with a helium 
3 nucleus resulting in the formation of a proton, tritium, and 764keV of energy, 
shown in Figure 1.1. The energy from this collision ionizes a surrounding gas 
(normally carbon tetrafluoride (CF4)) liberating electrons which are attracted to 
an anode wire. The resulting interaction between the free electrons and the anode 
wire produces event counts proportional to the number of neutrons. 
 
Figure 1.1: Neutron and Helium-3 collision used for neutron detection.  
 
In 2011, the Department of Energy reported weaknesses in the management 





to this shortage, multiple detection technologies were created to replace helium-3 
neutron detectors. The alternative detectors primarily use plastic or organic 
scintillators emitting in ultraviolet wavelength ranging between 450nm-300nm.  
1.2. Alternative Detector Landscape 
The widest available alternative to the helium-3 detector uses a combination of 
scintillation material and photomultiplier tube to detect neutron events. The 
photomultiplier tube consists of a photocathode and a photomultiplication device, 
shown in Figure 1.2, and is needed to adequately detect the low counts of UV 
photons produced from the scintillated neutrons. These photomultiplication devices 
are efficient in increasing the detection sensitivity, however, photomultipliers come 
with a number of drawbacks.  These drawbacks are primarily attributed to two key 
components: (i) the dynodes (electrodes that serve as electron multipliers through 
secondary electron emission) and (ii) the high voltage power supply. The (i) 
dynodes require a vacuum to operate, so the entire device is encased in a glass 
vacuum tube which adds fragility and bulk to the system. Additionally, the (ii) 
high voltage power supply requires a current source and further increases the size 
of the system. These components create serious problems for detection applications 







Figure 1.2: Photomultiplier tube example diagram. 
 
Due to many application constraints, there is a need for high sensitivity 
photomultiplier-free UV detectors in aerospace, automotive manufacturing, biology, 
environmental science, and military applications. The lack of broadband UV 
detecting materials compounds this need, given current solutions are difficult to 
produce. Thus, this problem requires a cost-effective, easy to produce material 
capable of maintaining high detection efficiencies and sensitivities for UV photons 
emitted by scintillated neutrons in the broadband UV (2.75 eV (450nm) - 4.13 eV 
(300nm)) range. 
The current standard photomultiplier-free UV detectors are silicon-based. 
However, current silicon detectors are not capable of meeting the required efficiency 
and sensitivity demands.[2–6] One could alternatively use wide band gap 





Zn2GeO4[14], ZnMgO[15], and ZnO[16,17] due to their high responsivity, room 
temperature operation, and fast response speed.[3,6,18] However, these materials 
tend to have other properties that are detrimental for practical commercial 
implementations such as narrow detection bandwidths [7–10,12,14], voltage bias 
requirements [3,7,19,8,10,12–17], and/or complicated fabrication methods hindering 
production scalability[4,10,11,16]. 
Here, I report the development of a highly efficient and sensitive UV detector 
using a vanadium dioxide (VO2) thin film on niobium doped titanium dioxide 
(TiO2:Nb) substrate heterostructure in the scheme shown in Figure 1.3. This 
detector detects UV light generated from scintillated neutrons by producing a 
photocurrent in the VO2/TiO2:Nb heterostructure. The VO2/TiO2:Nb detector is 
connected to a sensing amp allowing us to monitor the neutrons present via the 
photocurrent. To create this detector, I have developed the procedures for growth 
and characterization of VO2 on TiO2 and TiO2:Nb substrate heterostructures. I 
demonstrated that VO2 on TiO2:Nb is a high efficiency broadband UV detector 
under zero voltage bias at convenient operation temperatures.[20,21] Additionally, 
with the benefit of magnetron sputtering deposition, the VO2 films are a scalable 






Figure 1.3: Vanadium dioxide neutron detector concept.  
 
1.3. Scope of Dissertation 
In this thesis, I will focus on the growth and characterization of VO2 thin films on 
various substrates, with the overall goal of developing a photomultiplier free UV 
photodetector, as discussed above. I begin by discussing thin film growth and 
maturation in Chapter 2, stressing the importance of processes that occur at the 
growth surface during a film’s development. I proceed to introduce strongly 
correlated materials in Chapter 3, beginning with metals and semiconductors 
eventually describing how both material properties manifest in strongly correlated 
materials such as VO2. Building upon the previous discussions of thin film growth 
and strongly correlated materials, I examine how the properties of VO2 and TiO2 
can detect UV light when grown together. In Chapter 5, I introduce the methods 





With Chapters 6-9, I demonstrate the results of this project describing how 
VO2 films are a novel and promising approach to photomultiplier-free UV detection.  
In Chapter 6, I analyze the crystal structure of high quality epitaxial VO2 films on 
c-Al2O3 and TiO2 using Reflection High Energy Electron Diffraction (RHEED). In 
Chapter 7, I examine the evolution of the epitaxial growth for VO2 thin films on 
TiO2(002) substrates by evaluating the dynamic scaling relationships at several 
film thicknesses. Chapter 8 is a study of the VO2 on TiO2:Nb heterostructure 
evaluating the figures of merit for the samples when exposed to either NUV (405 
nm) or UV-C (254 nm) light. Finally, in Chapter 9, I present enhancements to the 
detective characteristics of the VO2/TiO2:Nb heterostructure by applying Au 
contacts. These results culminate in the VO2 on TiO2:Nb heterostructure being a 







Thin Films and Surfaces 
2.  
This chapter focuses on the behavior of thin film and substrate surfaces. Due to 
the critical importance of thin film growth on the properties of VO2 films, it is 
necessary to discuss how surfaces affect the growth of a film. I begin with an 
atomistic view of the substrate/film interface and the associated surface-born 
effects. I proceed to examine the formation of a film during nucleation, growth, and 
coalescence to understand the dynamic at play in the development of VO2 films. 
2.1 Free Surfaces 
The properties of thin films are dominated by the underlying material’s 
(substrate’s) surface properties. The substrate surface provides the initial template 
for the deposition and growth of a film. Thus, an understanding of how the 
underlying structure affects the growth mechanisms and film properties is critical 





The substrate surface serves as a vehicle for imparting the structural, 
mechanical, and physical interfacial properties of the film distinct from bulk 
materials. [22,23] To visualize this, one can examine the neighboring species in the 
bulk of a material, where each neighbor compensates for its surrounding neighbor’s 
charge. At a surface however, there is a lack of neighbors to properly compensate 
for the charge, resulting in a charge imbalance. This results in a nonzero surface 
electrical potential as well as significant changes to surface crystallography and 
electronic structure, compared to the interior bulk material, which can be used to 
alter technologically relevant properties of two materials at the interface, such as 
VO2 on TiO2:Nb.[23] 
The substrate surface, as a growth front, imparts effects on a film’s growth; 
two important examples being the surface morphology and surface chemistry.[22,23] 
Surface morphology determines geometrical shadowing of the surface from an influx 
of adatoms (mobile atoms adsorbed to a surface) resulting in changes to the 
porosity and overall development of a film.[22] The surface chemistry affects the 
adatom surface reaction and nucleation density, determining the stability of the 
interface formed between substrate and film.[22] One can see in just these two 
properties that surface characteristics of the growth front are critical determiners 






2.2 Thin Film Growth 
It is necessary to begin by defining the term “thin film”. A working definition could 
be: a very thin layer of a substance on a supporting material, where “very thin” is 
less than 5 μm. This definition works for many typical applications, as many 
supporting materials have lateral lengths greater than a millimeter. However, “very 
thin” becomes an issue if the supporting material’s lateral length scales are more 
constrained, such as in the case with silicon transistors. A more accurate definition 
would be a film is thin when its thickness is significantly constrained in relation to 
an intrinsically relevant length scale of the system (i.e. 𝑑𝑧 ≪ 𝑑𝑥,𝑦) and the 
properties of the initial film layers are dominated by the underlying material’s 
surface properties (i.e. energetic structure).[22–24] This definition of the 
constrained nature of thin films gives us a basis to discuss the development of a 
thin film. 
A thin film grows in three stages: (i) adsorption, (ii) nucleation, and (iii) 
coalescence. The basic outline of thin film growth begins with exposing the 
substrate surface to impinging atoms in a vacuum environment. These atoms 
interact with the substrate surface by either reflecting off immediately, re-
evaporating after adsorbing (sticking), or adsorbing and remaining on the 





interaction with the surfaces: chemisorption (low adatom mobility) where the 
particle changes its identity by bonding with the substrate through either ionic or 
covalent bonds or physisorption (high adatom mobility) where the particle is 
stretched or bent but retains its original identity by being held to the surface by 
van de Waals forces. In either case, these particles will have mobility on the surface 
and seek to lose energy by: bonding with the surface or each other, finding 
preferential nucleation sites, or colliding with other diffusing surface atoms or 
adsorbed surface species. This rate of atoms sticking to the surface versus the total 
number of impinging atoms called the sticking parameter.  
Once the adatoms bond to the surface, the nucleation process begins. As 
mentioned previously, each adatom will seek to bond to the target through 
adsorption. These adsorption locations are called nucleation sites.[22,23] The site 
location varies depending on the interaction strength between the surface and the 
adatom. In the strongest interactions (chemisorption), the adatoms themselves can 
act as nucleation sites, while in weaker interactions (physisorption), morphological 
discontinuities, separate chemistries, defects, etc. serve as nucleation sites.[22,23] 
Additionally, the interaction strength between substrate and adatom determines 
which of three initial methods, shown in Figure 2.1, the thin film growth will follow: 
(i) van der Merwe mechanism for layer by layer growth, (ii) Volmer Weber 





Krastanov (S-K) growth for a strained layer growth, followed by cluster migration 
called layer plus island growth.[23] As the number of stable nuclei increases, the 
individual nuclei from these growth methods begin to coalesce.  
 
Figure 2.1: The three growth methods for film growth a) van der Merwe 
mechanism for layer by layer growth b) Volmer Weber mechanism for three-
dimensional nucleation or island growth c) Stranski-Krastanov (S-K) growth for 
layer plus island growth. 
 
Ostwald ripening occurs when larger adatom islands begin to grow or “ripen” 
via mass transport at the expense of the smaller islands, minimizing the surface 
chemical potential of the island structures.[23] Note, this mechanism does not 
require the islands to touch the for mass transfer to take place. Immediately after 
the Ostwald ripening process, coalescence begins with a combination of two 
mechanisms: (i) sintering and (ii) cluster migration.[23]  In (i) sintering, two 
adjacent islands form a neck between them. This neck thickens from material in 
both islands combining to form a single island. The second mechanism (ii) cluster 
migration, occurs when mobile islands on the surface coalesce into one due to 





formed from separate isolated, smaller island leading to a single coalescent film on 
the surface.  
Due to the processes above, film growth occurs in a layer-by-layer nature 
resulting in the initial layers of the film experiencing strong energetic effects from 
the underlying substrate surface. These initial layers (epilayers) will either adjust 
to the underlying crystal structure or dislocate from it. If the film accommodates 
for the substrate this results in an epitaxial film.[23] Epitaxy is broken into two 
categories: homoepitaxy and heteroepitaxy. Homoepitaxy occurs when the 
substrate and the film are the same material, (i.e. the lattices parameters match 
exactly). Alternatively, heteroepitaxy occurs when there is a mismatch between 
film and substrate (i.e. the substrate and film lattice parameters differ). A 
mismatch will leads to lattice adjustments  from the introduced strain on the 
epilayers. The growth of strained epilayers, called pseudomorphic growth, is only 
possible if the lattice mismatch is less than 9%. [23] Pseudomorphic growth, for a 
small lattice mismatch, results in the later epilayers of the film matching the initial 
layers resulting in a lattice structure similar to the substrate. However, with more 
substantial lattice parameter differences, the later epilayers of the film cannot 
accommodate for the large degree of strain in the initial epilayers, therefore, the 





critical thickness this return from the strained lattice to original bulk like lattice 
creates a relaxed structure. These processes are shown in Fig. 2.2.  
 
 
Figure 2.2: The three types strain in heteroepitaxy: a) compressive, b) tensile, 
and c) relaxed compressive. 
 
Any adjustments to a film’s lattice parameter and structure can cause the 
properties of a film to deviate significantly from the bulk properties. These changes 
can include the electronic, optical, thermal, and mechanical properties. Thus, 
understanding the epitaxy and strain of a film is one of the most important aspects 
to thin film growth. The deposition parameters strongly affect the overall film 
development and growth properties such as the sticking parameter, adatom 
movement, and epitaxy as shown by the structure zone diagram (SZD) in Fig 2.3. 








Figure 2.3: Structure zone diagram illustrating how thin-film structure varies with 
film thickness t, growth temperature T*, and deposition energy E*. (reproduced 









3. Introduction to Strongly Correlated 
Materials 
 
Vanadium dioxide is one of the most extensively studied materials in the strongly 
correlated electron family, where it is known to undergo a reversible first order 
transition from insulator/semiconductor to metal. To motivate the novel properties 
of strongly correlated materials, it is best to begin our discussion with the 
characterization of metals and semiconductors, as these materials make up the two 
phases of the VO2 transition, before examining the behavior of strongly correlated 
materials.   
3.1. Early Models of Metals 
In 1897, J.J. Thompson discovered the electron, which revolutionized the study of 
matter, giving an obvious mechanism for introducing conduction in metals. 
Following this discovery, P. Drude, in 1900, developed the first viable theory on 
electrical and thermal conduction in metals. This model considered the metal as 





metallic ions. In this model, the electron gas would follow the kinetic theory of 
gasses where the electrons are free to wander through the metal.[26] The kinetic 
theory of gasses for a metal makes four key assumptions: 1) aside from collisions, 
electrons have no long range interactions with other electrons or ions 2) collisions 
are instantaneous and abruptly alter the electron velocity, and ions are considered 
impenetrable thus scattering does not occur 3) electrons experience a collision at 
probability of 1/τ where τ is the mean free time between collisions 4) electrons only 
achieve thermal equilibrium with the surrounding environment through 
collisions.[26] The Drude model of metals can achieve adequate approximations for 
some metallic properties, however, it falls short for several thermodynamic 
properties, particularly temperature gradients via the Seebeck effect and thermal 
conductivity, leading investigators to develop a more adequate theory to explain 
the behavior of metals. Noting that more sophisticated quantum mechanical and 
semi-classical treatments of electron transport in metals for AC and DC electric 
fields yield the Drude conductivity formula. The Drude conductivity formula 
continues to be useful for describing electron transport in metals in AC and DC 
electric fields. 
The next major step in modelling metals occurred following the advent of 
quantum theory, recognizing that the Pauli exclusion principle applies for electrons. 





of the Maxwell Boltzmann distribution, as in Drude’s model of metals.[26] In 1927, 
A. Sommerfeld substituted the Fermi Dirac distribution for the Maxwell Boltzmann 
distribution, reconciling most of the major anomalies in Drude’s model. This 
substitution affects only properties that require knowledge of the electronic velocity 
distributions resulting in adjustment to only the electron mean free path, thermal 
conductivity, and thermopower, bringing alignment with experimentation. Though 
the Sommerfeld model presented several improvements to the Drude model, there 
were still several properties that were unaccounted for, including temperature 
dependence in DC and AC conductivities, nonvanishing magnetoresistance, and 
temperature dependence in the Hall coefficient, all of which could not be rectified 
in Sommerfeld’s model. 
3.2. Bloch’s Theory of Metals 
Following the development of the Sommerfeld model, F. Bloch, in 1929,  proposed 
a new approach to modelling electron interactions in a metal. This model begins 
with electrons interacting with a perfect crystal lattice of periodicity 𝑹 such that 
for any position on the lattice 𝒓 follows: 
 𝒓 + 𝑹 = 𝒓 (3.1) 






 𝑈(𝒓 + 𝑹) = 𝑈(𝒓) (3.2) 
Therefore, the electron interaction with any ion’s potential is similar to the atomic 
potential if the electron and ion are close and falls off as the electron move further 
away.[26–28] Bloch modeled the behavior of this interaction with the single electron 
Schrodinger equation, resulting in the theorem: the eigenstates of the one electron 
Hamiltonian for the periodic crystal lattice have the periodicity of said lattice such 
that: 
 𝜓𝑛𝒌(𝒓) = 𝑒
𝑖𝒌∙𝒓𝑢𝑛𝒌(𝒓) (3.3) 
and, 
 𝜓𝑛𝒌(𝒓 + 𝑹) = 𝑒
𝑖𝒌∙𝑹𝜓𝑛𝒌(𝒓) (3.4) 
thus, 
 𝑢𝑛𝒌(𝒓 + 𝑹) = 𝑢𝑛𝒌(𝒓) (3.5) 
where 𝒌 is the wave vector of the electron and 𝒏 is the band index of the discretely 
spaced eigenvalues. [26–28] The periodicity of this wave vector 𝒌 for a given 𝒏 
results in a wavefunction, when inserted into the Schrodinger Equation, returns a 
family of continuous functions 𝑛𝒌 called the band structure of a solid. The set of 
electronic levels described by 𝑛𝒌  for a given 𝒏 is called an energy band.  
The Bloch approach to electrons in a periodic lattice accounts for most of 





magnetoresistance as well as field and temperature dependence in the Hall 
coefficient. Additionally, this approach set the path to the solution for temperature 
dependence in DC and AC conductivities by introducing thermal lattice vibrations, 
however, this problem wouldn’t be solved until later. 
 The most important discovery from the Bloch approach, related to metals, 
is the development of a band structure. Discovered by A. Wilson in 1931, the band 
structure allows electrons to “fill” or occupy the energy levels of a band where the 
last filled energy level and the first unfilled energy level is separated by a surface 
of constant energy, called a Fermi surface.[26,29] Electron band filling follows two 
key principles: (i) a certain number of bands may be completely filled and all other 
bands above the last occupied band remain empty (ii) the highest occupied band 
may either be partially or completely filled. The filling of the electronic bands, at 
last, defined a metal vs non-metal. In a metal, the highest occupied band is partially 
filled, and, in a non-metal, the highest occupied band is completely filled. This 
band filling also defines the location of the Fermi surface. In a metal, the Fermi 
surface is inside the partially filled band, and in a non-metal, the Fermi surface is 







Figure 3.1: The band structure for a metal, semiconductor, and insulator. EBG is 
the band gap energy and Ef is the Fermi level (Fermi surface). 
 
The definition of a metal immediately allowed the definition of a second 
material type called insulators which possessed a large band gap and were far less 
conductive than metals. In metals, the partial filling of the metallic band makes 
metals excellent conductors because the filled and unfilled energy levels overlap 
inside the same band (i.e. partial filling). Thus, an electron can readily jump to an 
unfilled energy level allowing the electron to move freely. Conversely, insulators are 
non-conducting due to the prohibitively large energy separation (band gap) 





This nomenclature quickly proved to be insufficient, to describe all 
materials, as a separate class of materials displayed increased conductivity with 
temperature (exceeding that of some metals) making it distinct from both 
insulators and metals. This new material possessed a small band gap and large 
conductivity at high temperatures making it non-insulating, but the Fermi surface 
still falls inside the band gap making the material distinctly non-metallic. Thus, 
the differences in conductivity at separate temperatures led to these materials being 
named semiconductors. 
3.3. Band Structure Approach to Semiconductors 
The first document of any semiconducting behavior was presented in 1782, by A. 
Volta, discovering that certain materials discharge at a short but non-immediate 
rate. The next major discovery occurred in 1833, as M. Faraday observed that the 
resistivity of AgS2 decreased rapidly with temperature, in opposition to the usual 
increase in resistivity with temperature in metals.[30] These discoveries remained 
unexplainable, until Wilson’s introduction of a band structure found that a 
sufficiently small band gap allows electrons to be thermally excited from a filled 
band into an unfilled band.[29] These excitations result in partial filling of the 
previously unoccupied band leading to a rapid decrease in resistivity. This approach 
to semiconductors gave a mechanism for the observations of M. Faraday almost a 





The definition of a semiconductor then follows: a semiconductor is an 
insulator at T=0K, whose energy gap is of such a size that thermal excitations can 
lead to observable conductivity at temperatures below the melting point.[26,28]  
This thermal excitation is critically dependent on the size of the separation or 
“band gap” between the unoccupied upper band called the conduction band and 
the occupied lower band called the valence band, as shown in Fig. 3.1. Therefore, 
the semiconductor has a small enough band gap that a meaningful number of 
electrons can be excited from the conduction band to the valence band given a 
certain energy defined by the band gap. However, due to both insulating and 
semiconducting materials possessing a band gap, the designation between insulators 
and semiconductors is not as sharp as between metals and non-metals, with many 
important semiconductors having band gaps less than 2 eV though some 
semiconductors may have band gaps greater than 4 eV. [26,28] A rough estimation 
for the fraction of electrons excited across the band gap at a given temperature (𝑇) 
is given by 𝑒−𝐸𝑔/2𝑘𝐵𝑇 where (𝐸𝑔) is the band gap energy and (𝑘𝐵) is Boltzmann’s 
constant and at room temperature 𝑘𝐵𝑇 ≈ 0.025eV. Thus for a 2 eV band gap the 
fraction of electrons excited would be ~10-18 and for the 4 eV band gap an electron 







3.3.1. Semiconductors as Detectors 
The small band gap in semiconductors permits several novel properties such as 
large thermopowers, rectifying effects, and photoconductivity. We will focus on 
photoconductivity for this study. Photoconductivity is the increase of conductivity 
by illuminating a material.[26] This increase in conductivity is due to the incident 
light possessing enough energy to excite carriers, in the valence band, across the 
band gap into the conduction band. This increases the density of free carriers 
(electrons) in the conduction band leading to a metallic partially filled band with 
increased conductivity. The carrier excitation can occur with two transitions, either 
directly or indirectly as shown in Fig. 3.2.  
 
Figure 3.2: The direct and indirect band gap excitation. The solid line is the 
photon energy and the dotted line is the added phonon momentum. EBG is the 






The direct transition occurs when the incident photons energy is large 
enough to match or exceed the band gap energy resulting in carrier excitation 
across the band gap. Thus, the condition for excitation is: 
 𝐸𝛾 ≥ 𝐸𝐵𝐺   (3.6) 
where 𝐸𝛾 is the energy of the photon and 𝐸𝐵𝐺 is the band gap energy. For the 
indirect transition, the conduction and valence bands are separated in k-space 
(momentum-space) as shown in Fig 3.2. In this case, a phonon momentum 
contribution (lattice vibration) must be involved to conserve crystal 
momentum.[26] This results in a transition where the phonon energy will assist the 
photon energy to overcome the band gap: 
 
 
𝐸𝛾 ≥ 𝐸𝐵𝐺 − ħ𝜔𝑝 (3.7) 
where 𝜔𝑝 is the phonon frequency. This phonon energy is typically very small, 
normally a few hundredths of an electron volt, thus it is only of note in very small 
band gaps.[26] Photoconductivity makes semiconductors good materials for 







3.4. Strongly Correlated Materials 
The classification of materials as metals, insulators, or semiconductors is an 
appropriate approach for many materials.[31] However, some materials, in 
particular Transition Metal Oxides, present a greater challenge to explain due to a 
partially filled electron band (for VO2 the d-band) like a metal, but poor 
conductivity at low temperatures like an insulator/semiconductor.[32] These 
materials, called strongly correlated materials, display anomalous behavior due to 
strong electron interactions along the lattice leading to dramatic changes in 
material properties (i.e. dramatic changes in resistivity) if a critical threshold (such 
as temperature) is met. The most famous and studied of these is the change from 
an insulating/semiconducting state to a metallic state through an 
insulator/semiconductor to metal transition (IMT) making the state of the material 
a controllable parameter. Understanding this phenomenon has been a focal point 
of much research for the past 80 years.[32,33] The focus of the research presented 
in this study is in the insulating state of VO2. Thus, I will give a more detailed 
explanation of the insulating state and limit the discussions on the IMT and 







3.4.1. Anomalous Insulating Phase 
In 1937, R. Peierls proposed a model to address the anomalous insulating behavior 
for strongly correlated materials. In this model, a string of evenly spaced one-
electron atoms are arranged in a 1-D lattice such that the orbitals of each atom 
results in a single half-filled band.[32,34] However, a one dimensional, equally-
spaced, chain of ions with one electron per site is unstable. This instability results 
in every other ion moving closer to one neighbor and further from the other by a 
distance δ as shown in Fig 3.3. [32,34]  This spacing adjustment results in a doubling 
of the lattice period, often called dimerization, splitting the partially filled band 
into filled and unfilled bands. This splitting is energetically favorable when the 
energy savings from the new band gap outweighs the energy required to rearrange 
the ions, thus, the band splitting is only favorable at lower energies (temperatures). 
Therefore, the insulating state is seen only at lower temperatures as higher 







Figure 3.3: The Peierls model lattice distortion. The top lattice is the metallic 
phase lattice with lattice spacing 𝑎 (left) and associated metallic band structure 
(right). The bottom lattice is the insulating phase lattice with lattice distortion 𝛿  
demonstrating the dimerization of the lattice(left) and associated insulating band 
structure (right).  
 
In 1949, N. Mott proposed an alternative model to explain the anomalous 
insulating behavior using the strong coulomb repulsion between electrons in sites 
along the lattice. [32,33,35]  This interaction uses a lattice where each site has a 
single electron orbital and the overlap of adjacent orbitals forms a band that can 
accommodate a maximum of two electrons, one spin up and one spin down. In the 
no coulomb repulsion model, the sites fill with one electron per orbital resulting in 
a single partially filled band; this filling continues until two electrons occupy each 
site resulting in a single fully filled band. However, if two electrons occupy the same 





the d-band to split into two separate bands. The lower band forms from electrons 
that occupy a previously empty site and the upper band results from electrons that 
occupy an already occupied site shown in Fig 3.4. In the case of one electron per 
site, the lower band is completely filled with an empty upper band, resulting in the 
insulating properties despite the partially filled d-band. One important aspect of 
the split band is the Fermi level now exists between the two split d-bands in the 
band gap. The filled lower d-band exists below the Fermi level with the second 
filled band, the p-band, occupying what would be the first fully filled band in a 
metal, as shown in Fig. 3.4. 
 
 
Figure 3.4: The Mott model of strongly correlated electrons. The band structure 
of the insulating phase (left) with the filling notated by |↑⟩or |↓⟩. The lattice site 






3.4.2. Returning the Metallic State 
The method of returning to the metallic state for a strongly correlated material, is 
dependent upon which model is used for the insulating state (i.e. the Peierls model 
or the Mott model). Returning to the metallic phase, for the Peierls model, requires 
supplying enough energy to make the rearrangement of the atoms energetically 
unfavorable (i.e. high temperature) resulting in the lattice returning to its metallic 
periodicity collapsing the band gap.[32,34] However, the approach from the Mott 
model involves supplying the electrons in the lattice with enough energy (i.e. high 
temperature) to move freely, reducing  the strong coulomb repulsion effect seen 
with stationary electrons, collapsing the band gap.[32,35]  
It is important to state that although these models for strongly correlated 
materials are presented as distinct approaches; the experimental evaluation of 
strongly correlated materials, such as VO2, seem to show both structural and 
electronic transitions in what appears to be a concurrent fashion. This has led to 
significant investigation into the nature of the IMT and the dominant cause 






4. Transition Metal Oxides 
5.  
In 1937, de Boer and Verwey reported that many Transition Metal Oxides (TMOs)  
possessing partially filled d-electron bands were poor conductors.[32,34,36] This 
behavior would spur investigations into strongly correlated materials and their 
insulator to metal transition (IMT) as discussed in the previous chapter. TMOs 
continue to be a technologically valuable material type due to attributes of strongly 
correlated materials.  For the purposes of this study, we will focus on the properties 





4.1. Introduction to Vanadium Dioxide 
One of the most interesting groups of TMO materials is the vanadium oxides. Most 
compounds in this group display partial filling of the 3d-band while retaining 
insulating behavior with a characteristic IMT. Of the vanadium oxides, vanadium 
dioxide (VO2) is one of the most studied compounds.
i The level of interest arises 
from the reversible IMT near room temperature, at 68oC, accompanied by a 
reversible structural transition from the insulating, monoclinic structure to the 
metallic, rutile structure.[37,38,47,48,39–46] This IMT and structural change in 
VO2 complicates separating the main mechanism that causes the d-band splitting 
by possessing features reminiscent of both the Mott model and the Peierls model. 
This problem has proven to be non-trivial, and the origin of the insulating state is 
not completely known. However, the origin of this insulating phase is not essential 
for understanding the mechanisms at work in this study.  Therefore, I will provide 
a short introduction on the origins of the VO2 insulating phase and focus on the 
relevant crystal and electronic structure.  
In 1959, F. Morin discovered that the IMT of VO2 was accompanied by a 
structural transition leading to two distinct theoretical descriptions. The first 
description in 1971 by J. Goodenough examines the IMT framed in the Peierls 
                                                 






model.[32,49] Goodenough argues that the distortions in the vanadium-vanadium 
(V-V) chains in the VO2 monoclinic structure, shown in Fig 4.1, solely drives the 
separation of the d-band in the insulating state, (shown in Fig 4.2) thus the 
structural transition from monoclinic to rutile alone drives the band gap collapse.  
 
Figure 4.1: The vanadium dimer adjustments between the rutile and monoclinic 
structures. 
 
Shortly following the work by J. Goodenough, A. Zylbersztejn and N. Mott 
argued in 1975 that the V-V chains are insufficient to match the experimentally 
determined d-band gap separation in VO2 . Thus, the band gap separation requires 
electron correlations to be the dominant mechanism to accurately match the 
experimental band separation.[50] It is important to note that the effects predicted 
by Goodenough likely contribute to the band gap separation, though it is not the 





the insulating state yielded results supporting a purely Peierls approach is 
insufficient to properly separate the band gap. [33,50–55]  The extent to which it 
fully contributes is still unknown, lending ambiguity to understanding the dominant 
mechanism for the insulating state. 
 
Figure 4.2: Band gap collapse of the VO2 d|| band between the insulating and 
metallic state.  
 
Though the dominant mechanism for the VO2 insulating state remains 
debated, one only needs the electronic and crystal structure of the insulating state 
to understand how VO2 is used for detection applications. Thus, I present the 
experimentally determined structures of the VO2 insulating state focusing on the 
M1 insulating phase and the rutile metallic phase.  
For the VO2 crystal structure, the lattice positions of the vanadium and 
oxygen atoms are well known both experimentally and theoretically for both the 
rutile (metallic) and M1 monoclinic (insulating) phases.[32,47,56–60] The space 





P21/c (space group 14) for monoclinic.[56] Both crystal structures are shown in Fig 
4.3. The rutile structure of VO2 is considered to be the most stable with stability 
between 68oC to 1540oC, making this phase an ideal structure for stable film growth 
and, indeed, most film growth of VO2 occurs in the rutile phase temperature 
range.[20,56,61–64] The lattice parameters of the rutile phase are aR = bR =4.55 Å 
and cR =2.88 Å, shown in Fig 4.3a. [56] The monoclinic structure is a distortion of 
the rutile lattice in the insulating phase appearing below 68oC. This distortion of 
the lattice reduces symmetry, in comparison to the rutile phase, and results in a 
change of lattice parameters making aM =5.77 Å, bM =5.42 Å, and cM =5.38 Å 
with an angular shift of βM =122.6o where βR =90o. [56] The aM lattice parameter 
in the monoclinic phase results from the lattice doubling of the rutile cR parameter 
with the V-V connections now at two separate lengths a1M=2.61 Å and a2M=3.16 
Å displayed in Fig 4.3b). The adjustments between these two phases shows the 











Figure 4.3: The rutile and monoclinic structures of VO2 for three unit cells with 
the lattice distortions demonstrated by the lattice spacing of the cR and aM axis. 
 
The band structure, like the lattice structure, displays a distinct difference 
between the insulating and metallic phases. Experimental studies on the electronic 
structure of VO2 confirm: the band structure of the insulating and metallic phases 
are like the band structure suggested by Mott, and later Goodenough and 
Zylbersztejn.[33,35,49,50] Fig 4.4 shows that the insulating phase is characterized 
by d-band splitting into d|| and d||* bands, separated by a band gap of 
approximately 2.5 eV.[52,65] Additionally, the location of the π* band, due to a 
strong 3d-2p hybridization between the π* and O2p bands, shifts the π*  band ~0.5 
eV above the Fermi level. The O2p band is located ~2.5 eV below the Fermi level. 
[66–68] In the metallic phase, the band structure is analogous to a typical metal, 





from the collapse of the split insulating d-bands, results in a single partially filled 
band, shown in Fig. 4.4, which increases the conductivity in the metallic state of 
VO2. The metallic phase π*  band, additionally, collapses to the Fermi level leading 
to a large degree of overlap between the  π*  and d|| band. These structures have 
been confirmed with experimental studies, though, there is a degree of discrepancy 
between the band spacing potentially due to choices of growth method, sample 
preparation, and substrate choice for the materials.[32,33,50,58,69] 
 
Figure 4.4: The band structure for VO2 for the insulation and metallic phases 










4.2. Introduction to Titanium Dioxide 
Titanium Dioxide (TiO2) is another TMO that has experienced a great deal of 
interest in the areas of optical detection and photocatalysis.[13,70–73] It is 
important to note that TiO2 is substantially different from VO2. TiO2 is not a 
strongly correlated material and does not display an IMT; instead, TiO2 is classified 
as a wide band gap semiconductor with a band gap of 3.0 eV, as shown in Fig. 4.5.  
Despite TiO2 not displaying the exotic behavior of VO2, it is highly studied due to 
its own set of technologically valuable properties originating from its crystal and 
electronic structures. [13,70–77] 
TiO2 exists in three possible structures: the anatase, brookite, and rutile 
structures, among which rutile has the greatest applicability to VO2 growth and 
optimization. The rutile space group of TiO2 is P42/mmm(136) matching the rutile 
phase space group of VO2. The rutile phase, additionally, has a lattice structure 
similar to rutile VO2 with lattice parameters of a=b=4.59 Å and c=2.96 Å, giving 
an ideal substrate growth surface for the VO2 thin film. In addition to the optimal 
growth surface, the rutile phase is highly stable under high temperature, making it 






Figure 4.5: a) TiO2 rutile structure unit cell with lattice spacing noted b) the 
semiconductor band structure of TiO2 where EVB is the valence band and ECB is 
the conduction band. 
 
The electronic structure of the TiO2 presents an ideal semiconductor band 
gap of 3.0 eV to optimize a broadband UV (≥3.0 eV) photodetector, with the 3.0 
eV band gap matching deep blue NUV light (410 nm). The large band gap makes 
the TiO2 sensitive to carrier excitation in the UV, and insensitive to carrier 
excitations for wavelengths greater than 410 nm. It is important to note that 
though the TiO2 shows carrier excitations in the UV, these carrier excitations in 
TiO2 recombine too fast for practical detection electronics.[70,71,80] Noting, this 
photosensitivity in the TiO2 is adjustable by ion doping, which will be investigated 
in Chapter 8.[76,81–84]  Ultimately, these properties made using TiO2 in 





4.3. The TMO Heterojunction  
The heterojunction of one TMO onto another elicits a number of interesting 
phenomena originating from adjustments of the two material’s d-electrons at the 
interface.[85] This phenomena adjusts charge, orbital, and spin configurations of 
the lattice sites in the heterojunction region, altering the electronic structure of 
each TMO at the interface by methods such as band bending, discussed in Chap 
8.[71,80] The adjustments to the electronic structure in the heterojunction leads to 
the manifestation of emergent phenomena not found in either TMO 
independently.[85]  
In the case of VO2 grown on TiO2 substrates (namely niobium doped TiO2 
(TiO2:Nb)), the heterostructure can undergo a process called photohole injection 
when illuminated with ≥3.0 eV (≤410 nm) light. This process begins with efficient 
separation of the photogenerated electron-hole pairs in the heterojunction region. 
The photogenerated free electrons are driven from the heterojunction interface 
toward the bulk, while the remaining holes tunnel from the TiO2:Nb valence band 
to the VO2 O2p band, increasing the population of holes in the VO2 O2p band. In 
the end, the free carriers in the VO2 move to the photoinjected holes. Such a 
phenomenon is not possible in either the VO2 or the TiO2 individually and requires 
the formation  of the TMO heterojunction. This process is shown for TiO2 in Fig. 






Figure 4.6: The photohole injection mechanism for the VO2 on TiO2 heterostructure 
where (i) is the electron photoexcitation across the band gap, (ii) is the 
photogenerated hole tunneling from the TiO2 to the VO2, and (iii) is the 







5. Experimental Methodology 
In this section, I discuss the experimental methods used to prepare and characterize 
the VO2 thin films grown for this study. This section begins with an overview of 
thin film deposition techniques. It then proceeds by describing the characterization 
techniques used for determining the relevant morphological, microstructural, and 
photoconductive properties of the samples.  
5.1. Deposition Techniques 
As discussed in the Chapter 2, thin films grow in three initial steps: adsorption, 
nucleation, and coalescence. Thin film growth is possible with a number of 
deposition techniques depending upon: the desired film properties, substrate 
dimensions and shape, material type, and/or availability. These methods are 
classified in to one of two categories: Chemical Vapor Deposition (CVD) or Physical 
Vapor Deposition (PVD). For this study, the primary deposition method is a PVD 
technique. However, I will provide a short description of both general methods 






5.1.1. CVD and PVD Introduction 
The CVD method uses a gas phase diffusion process along the substrate surface. 
Therefore, these processes requires a gas to be transported across the substrate 
using either a compressed gas or a vaporized solid/liquid.[22,23]  This supplied 
gas/vapor reacts with the substrate surface in a combination of adsorption, surface 
diffusion, heterogeneous reaction of the adsorbates, and desorption of gaseous by 
products.[24] The greatest benefits of CVD techniques is the high degree of control 
over stoichiometry and conformity of reaction, this allowing very thin (down to one 
atomic layer) homogeneous film growth over the entire surface.[23,24] However, 
these techniques are generally difficult to scale up to larger substrates and some 
precursors used in the CVD process are toxic or otherwise dangerous, requiring 
expensive chambers and safety equipment.[23] 
Alternatively, PVD techniques use the vaporization of a solid (or liquid) 
material transported to the substrate in a line of sight orientation.[22,23] The 
vaporization of a material is possible through either vacuum evaporation or sputter 
deposition processes. The vacuum evaporation process (shown in Fig 5.1a) uses 
thermal vaporization of a source material, in which the vaporized material travels 
in a line of sight trajectory toward the substrate. This process requires minimal 
interaction with the environment, thus a low-pressure vacuum is necessary. [22,23] 






Figure 5.1: a) Vacuum evaporation of a filament b) DC sputtering of a target in 
an argon environment. 
 
Contrasting vacuum evaporation, sputter deposition, shown in Fig 5.1b, uses 
the non-thermal vaporization of a source material by impinging ionized gas particles 
on a target material. Collisions between the ionized particles and the target 
material result in a momentum transfer between the gas ions and the target 
material. These collisions eject the vaporized target material in a line of sight 
trajectory toward the substrate. [22,23] Sputter deposition is divided further into 
two categories depending on the ion source being either an ion gun or a 
plasma.[22,23] I will focus on plasma-assisted sputtering as it is the most relevant 
to the deposition technique for VO2. In the plasma-assisted sputtering, otherwise 
known as DC sputtering, a chamber is filled with a low-pressure of inert gas 
(typically argon), and an electric potential is applied to the target material by 





creates an electric field perpendicular to the target’s surface ejecting and 
accelerating free electrons toward the substrate. These free electrons interact with 
the argon environment, ionizing it and forming a plasma.[22,23] The argon ions 
then accelerate toward the negatively charged target material, impacting and 
ejecting (sputtering) particles of the target material. Potential advantages and 
disadvantages of (Plasma Assisted) Sputtering can be found in Table 5.1. In this 
study, all films were deposited with pulsed DC magnetron sputter deposition in a 














Table 5.1: PVD Processes Advantages and Disadvantages[22] 
PVD Processes 
Vacuum Evaporation (Plasma Assisted) Sputtering 
Advantages 
• Fast and cost efficient for depositing 
films 
• Potential for large source areas 
providing deposition for large 
substrates 
• High purity films are easily deposited 
from high purity source materials with 
a low vacuum pressure (10-5-10-9 Torr)  
Advantages 
• Any material can be sputtered and 
deposited in a stable and long-lived 
vaporization  
• Sputtering of a solid can be oriented  
up or down and can be configured for 
a multitude of substrate sizes and 
geometries 
• Yields highly reproducible films  
• Allows for a greater degree of control 
over the film quality due to additional 
in-situ variables 
Disadvantages 
• Highly susceptible to contamination if 
the vacuum pressure is not low enough 
(10-5-10-9 Torr) 
• High susceptibility to substrate surface 
defects 
• Inability to deposit many alloy and 
compounds 
• Few in-situ variables to control film 
quality 
Disadvantages 
• Sputtering ejection patterns tend to be 
non-uniform 
• Sputtering targets are often expensive 
and must be cooled 
• Vaporization rates are low in 
comparison to Vacuum Evaporation 
• Target material usage may be low 
• Contaminants can be activated from a 













5.1.2. DC Magnetron Sputtering 
The DC magnetron sputtering process uses a target material placed on a set of 
permanent magnets. An electric field is then introduced by making the target 
cathodic and the heater/substrate anodic. This electric field accelerates the free 
electrons in the system toward the substrate, as in typical DC sputtering. However, 
with DC magnetron sputtering, the electric and magnetic fields interact with the 
free electrons close to the target surface by deflecting the electrons in the -?⃑? × ?⃑?  
direction. The interaction of the electric field and the magnetic field on the electron 
results in a helical motion, with changing pitch, around the magnetic field lines and 
an overall drift in the -?⃑? × ?⃑?  direction, where the electron is reflected when it comes 
close to the negatively charged target.[86,87] Thus if the gyro radius (𝑟𝑔) of the 
helical electron motion is small enough, i.e. the electron is not scattered by another 
particle, it becomes confined or trapped in a closed path near the target 





where 𝑣⊥ is the electron velocity perpendicular to the flux lines, 𝑞 is the electron 
charge, 𝐵 is the magnetic field strength, 𝑚 is the mass of the electron.[86] In 
practical sputtering cases, the necessary gyro radius for confinement is typically a 





cathodic than the rest of the target effectively increasing the intensity of the plasma 
near the target surface. This more cathodic region accelerates the ionized argon at 
a greater rate toward the confined electron region (shown in Fig. 5.2) yielding a 
high sputtering rate, at lower applied potential than in traditional DC sputtering. 
[22,23,86]  However, the sputtering becomes focused in the confined electron region 
reducing the overall target material usage. 
5.1.3. Reactive and Pulsed Magnetron Sputtering  
Reactive magnetron sputtering pairs the above DC magnetron sputtering with a 
partial pressure of reactive gas added to the argon environment. The reactive 
species vary depending upon the desired film, though the two most common gasses 
are nitrogen and oxygen. The gas used for the VO2 growth was oxygen. [22,23] In 
general, reactive gasses have a low atomic mass making the reactive species 
inefficient at sputtering material making argon necessary to maintain stable 
sputtering rates. [22,23] Instead, with elemental (vanadium) sputtering, the reactive 
gas is used to react with the sputtered material, shown in Fig. 5.2. During 
sputtering, this reactive gas exists in its molecular state or in a “plasma activated 
state”. The plasma activated gas is a more chemically reactive, due to the electron 
and ion collisions separating the gas molecules, for example when O2 gas is 
activated it forms the more reactive O and O3. These reactive gasses allow oxide 





deposition techniques. However, reactive sputter deposition gives excellent control 
over the partial pressure and temperature ranges where VO2 growth is notoriously 
sensitive.[20,88–90] 
 
Figure 5.2: Reactive DC Magnetron Sputter Deposition. Where the B field is the 
magnetic field. The vanadium and oxygen reaction is shown with arrows as 
reactions to form VO2. 
 
Sputtering in a reactive (oxygen) environment inevitably develops oxide 
compounds on the target. These oxide compounds are of particular issue in 
sputtering because an oxide layer behaves differently than the original target metal 
species. Namely, the oxide compounds have increased secondary electron emission 
resulting in positive charge buildup, with positive ions remaining on the target 
surface. This build up of positive charge reduces sputtering yield by decreasing the 
acceleration of the argon ions leading to a complete cease of sputtering. To remedy 





to dispel the charge from the target surface. For our VO2 growth, the target was 
held positive for 3μs in a cycle frequency of 100 kHz giving a 30% duty cycle for 
holding the target positive. Failing to remove the positive charge can lead to 
dielectric breakdown causing arcing in the chamber potentially damaging the target 
and/or the system. Using this growth method, the VO2 growth was calibrated to 
be ~5 Å/min. At this point, I have introduced the aspects of pulsed DC magnetron 
sputter deposition required for VO2 film growth. For further information on the 
growth calibration of the VO2 thin films, Section A.1 is an overview of the steps to 
calibrate the VO2 growth. 
5.2 Structural Characterization Methods 
Following film deposition, various techniques were used to assess the structural 
properties of the films: Atomic Force Microscopy (AFM), X-ray Diffraction 
(XRD), X-ray reflection (XRR), and Reflection High Energy Electron Diffraction 
(RHEED).  
 
5.2.1 Atomic Force Microscopy 
Atomic force microscopy is a surface analysis technique which directly measures 
the intermolecular or “atomic” forces between a sharp probe tip and the sample 
surface. This technique gives atomic (angstrom) resolution imaging of the sample 





little or no sample/substrate preparation, and operation in ambient air. Thus, AFM 
is a valuable tool to extract topographical information from sample’s surface. [91] 
The topographical information gives insights into the surface properties of a sample 
and how these properties develop with sample changes (i.e. thickness). 
 
Figure 5.3: Diagram of the AFM system where deviations of the cantilever 
correspond to movement of the reflected light in the photodetector. 
 
The AFM system, shown in Fig. 5.3, consists of: (i) a piezoelectric scanning 
stage capable of moving with picometer precision along x, y, and z directions  (ii)  
a silicon cantilever with probing tip of ~10 nm diameter (iii) a 632 nm laser 
reflected off the back of the cantilever into a four quadrant photodetector to 
measure cantilever displacements and (iiii) an electronic control and feedback 





This system runs in three modes, shown in Fig 5.4: (i) contact mode: the probe tip 
is in constant direct contact with the surface, (ii) tapping mode: the probe tip is 
oscillated up and down periodically tapping the surface, (iii) non-contact mode: the 
tip is oscillated above the sample (typically 50 – 150Å) but makes no contact with 
the surface. [91] For this study, non-contact mode was used to evaluate all surfaces. 
 
Figure 5.4: a) The AFM scanning regions where interatomic force variation versus 
distance between AFM tip and sample is shown. The separate contact regions are 
highlighted on the curve b) a representation of the contact types for the AFM tip 
interacting with a surface with contact mode (left), noncontact mode (middle), 
and tapping mode (right) and the lines represent an example of the tip reaction 
(top) and produced line scan (below) when moving over an object (striped 
box)(reproduced from [91] with permission from the author and Elsevier 
Publishers) 
 
In non-contact mode, the tip to surface interaction is from weakly attractive 





near its characteristic resonant frequency (typically between 100 and 400 kHz) with 
changes to the amplitude, frequency, or phase of the oscillation monitored by the 
laser and photodiode. The changes are converted into an electrical signal which is 
recorded by the WSxM software to reconstruct the surface. [92] These signals are 
also sent to the electronic control feedback system to ensure consistent cantilever 
height above the sample for the entirety of the scan (i.e. keeping the van der Waals 
force constant). Using the sensitivity of this technique, we construct highly detailed 
images of the VO2 surfaces. 
5.2.2 X-Ray Diffraction 
One of the most valuable tools for analyzing a film’s crystallography is X-ray 
diffraction (XRD). Using the ionization of a target source (i.e. Copper), we generate 
intense X-ray radiation, at certain characteristic wavelengths, determined by the 
atomic structure of the source. For this study, the relevant characteristic 
wavelength is λ=1.5406Å called the Cu Kα1 excitation wavelength. The X-rays are 
directed incident upon a crystalline sample producing a diffraction pattern giving 
quantitative and qualitative descriptions of the sample crystal structure. The 
condition for constructive interference from crystal diffraction is determined by the 
Bragg diffraction condition[26,93,94]: 





where n is the integer order of diffraction, 𝜆 is the X-ray wavelength, d is the 
distance between diffraction planes, and  is the angle between incident X-rays and 
the sample shown in Fig. 5.5. However, it is important to note that Eq. 5.2 is valid 
only when 𝜆 ≤ 2𝑑.  When Eq. 5.2 is satisfied, the constructive interference appears 
as a peak in the diffraction pattern. 
 
Figure 5.5: Diagram of X-Ray diffraction where λ is the incoming X-Ray 
wavelength, θ is the incoming angle for X-Rays, and d is the spacing between 
diffraction planes (lattice spacing). 
 
Thin films tend to have weaker diffracted signal response than bulk 
materials (i.e. substrate) making alignment and signal optimization a challenge. 
The weak signal constraint makes slight misalignments detrimental to determining 
accurate diffraction patterns for a film.  To address this difficulty, a four-circle 
goniometer, using multiple rotation axes, is used to achieve optimal film alignment. 







Figure 5.6: A typical four circle goniometer based on the “Eulerian cradle”. The 
various rotation axes are noted.  
 
The structural information assessed from XRD scans includes orientation of 
the crystal planes, lattice parameter, relative strain, crystallite grain size, and 
mosaic structure. To determine this information, I used a combination of high angle 
( -2 ) and rocking curve (𝜔) scans. The -2  scan adjusts the detector (2 ) and 
X-ray source ( ) angles continuously maintaining 2 = 2 ∙ +  2 𝑜𝑓𝑓𝑠𝑒𝑡  .  For -2  
scans, the diffraction peak location is compared to a standard powder diffraction 
reference sample giving information on the crystal planes, lattice parameter, and 
relative strain. The full width half maximum (FWHM) of the -2   diffraction peak 










where K is the shape factor determined by the shape of the crystallites (for VO2 
K~0.9), 𝜆 is the X-ray wavelength, 𝛽 is the FWHM of the diffraction peak,  is 
the diffraction peak angle. In the 𝜔 scan, the angle of the X-ray source and detector 
are kept constant and the sample is tilted or “rocked” in the 𝜔 axis. This rocking 
gives a diffraction pattern where the FWHM determines the mosaicity or crystallite 
disorder. In practice, more disordered crystals return a broader diffraction peak 
due to the diffraction condition being satisfied by a greater number of misoriented 
crystallites along the 𝜔 rotation. 
5.2.3 X-Ray Reflectivity  
X-ray reflectivity (XRR) is a complimentary characterization technique to XRD. 
By using the X-ray beam at grazing incident angles, X-rays are reflected off the 
sample to determine further structural information of a film.  Slight variations to 
the shallow angle of incidence varies the total reflected X-rays due to refraction 
into the sample. A second set of reflections from the refracted beam off the 







Figure 5.7: The reflected and refracted paths for X-ray reflectivity on the surface 
of a film. The paths shown in this diagram correspond to constructive 
interference from the reflected and refracted beams. Here t is the film thickness,  
is the incident X-ray angle, and 𝑡 is the refracted angle. 
 
This combination of reflections between the film surface and the 
film/substrate interface interfere, resulting in oscillations of the total detected X-
ray counts called Kiessig oscillations, shown in Fig 5.8. [93,96] The maximum of a 
given oscillation follows: 






where t is the film thickness, 𝑡 is the refracted angle, 𝑐 is the critical angle for 
the film,  is the incident X-ray angle, m is an integer, and λ is the incident X-ray 
wavelength. Thus, thickness is found from the peak to peak differences between 
intensity oscillations. Additionally, this technique evaluates film density and 





critical angle, which is associated with the electron density of the film. The 
amplitude of oscillation and the decay rate is related to the roughness, as roughness 
increases scattering and reduces the total X-ray intensity.[93] 
 
Figure 5.8: X-ray reflectivity example with the thin film information that can be 
determined from a scan including density, thickness, and roughness. 
  
5.2.4 Reflection High Energy Electron Diffraction  
Reflection High Energy Electron Diffraction (RHEED) is a separate diffraction 
based technique that is sensitive to the surface structure of the film. The surface 
sensitivity makes RHEED a powerful tool for extracting in-plane structural 





crystalline quality.[97,98] Thus, we used RHEED to assess the lattice structure and 
crystal quality of the epitaxial VO2 films. 
A RHEED system consists of an electron gun directed at the surface of a 
sample produces a diffraction pattern detected on a phosphor screen, shown in Fig 
5.9.  To ensure electron diffraction, the electric potential accelerating the electrons 
is adjusted to keep the probe wavelength smaller than the atomic spacing of the 
lattice. [97,98] This wavelength adjustment is possible due to the electron’s de 
Broglie wavelength being related to its momentum. Considering the length scales 
of interest and system limitations, the electron energies were kept at 29 keV 
(λ=0.072 Å).  
The electron beam directed at the film surface producing a diffraction 
pattern from the first few surface layers of atoms. This diffraction pattern is a 
direct measurement of the reciprocal lattice atomic positions for the surface. When 
compared to simulated diffraction patterns for a bulk lattice, shown in Fig 5.9b, 
the experimental diffraction patterns give information on the crystal quality, while 








Figure 5.9: a) Diagram of a simple RHEED system. b) Examples of an 
experimentally produced RHEED diffraction pattern (left) and the simulated 
pattern (right) 
 
5.2.5 RHEED Simulations 
The simulations for this experiment were carried out using the RHEEDsim 
MATLAB program.[99] This software uses the atomic positions of the atoms 
determined from the space groups of the respective molecules. The program uses a 
kinematic approach for single scattering events, and then approximates the Ewald 
sphere to a planar surface to compute streak intensities. Additionally, intensity 





representations for comparison to experimentally determined RHEED diffraction 
patterns. Further information on this program is available at ref [99]. 
5.3 Photoelectric Characterization Methods 
The photoconductive response of the films was assessed with a modified four-point 
probing station in a van der Pauw (probe tips at the edges of a sample) orientation. 
The van der Pauw method used determined the photoelectric and resistive 
properties of the samples by directly measuring the current, voltage, and resistivity 
of the VO2 thin films via direct contact to the film surface. 
5.3.1 Probing System 
Four-point probing systems directly measure the electronic and conductive 
properties of a thin film. Probe systems are oriented in either an in-line or van der 
Pauw arrangement (probe tips at the edges of a sample). The van der Pauw method 
has advantages such as versatility in individual contact placement, non-destructive 
contact method, detection method customizability, and controllable material type 
allowing choice of work function and resistivity of the probes.   
The probing system used in this study is a MMR technologies micro-probing 
station with beryllium copper probes. The micro-probing station gives micrometer 
precision to the probe tip placement for high precision probing of the thin film 





connected to Keithley voltmeters, ammeters, and current sources (Keithley 2182a, 
6220, and 2400) allowing high precision detection and testing of the electronic 
properties for each sample. A ceramic heater (Thorlabs HT24s) was used to probe 
changes to the electronic response with temperature. Finally, the probing system 
uses a set of light sources to illuminate the sample surface to directly probe the 
photoconductive response. The two light sources used were a 405 nm (blue) diode 
laser and a 254 nm (UV-C) Xe lamp. These wavelengths give information on two 
spectral regions of interest for UV detectors, especially neutron detectors as 
discussed in Section 1.1. The orientation of these sources in the probing station 
shown in Fig 5.10.  
 
Figure 5.10: The van der Pauw probing system with the 405 nm diode laser and 







5.3.2 Resistivity Determination  
The sample resistivity is a valuable piece of information in assessing the electronic 
properties of a thin film. The resistivity was determined from the van der Pauw 
method, coinciding with van der Pauw probe orientation.[100] This measurement 
method places the probe tips at the perimeter of the sample (ideally corners) where 
two probes are attached to a current source  (Keithley 6220) and the other two are 
attached to a voltmeter (Keithley 2182a). The current source vs. voltmeter probe 
tip configuration is alternated as shown in Fig. 5.11.  
 
Figure 5.11: The probing configuration for samples with a) ”vertical” resistance 
calculation and b) “horizontal” resistance calculation.  
 
All probe configurations, used in this study, are shown in Table 5.2. Here, the first 





Table 5.2 Probe Configurations 






Using the supplied current and measured voltage, the resistance is 
determined for each orientation in Table 5.2. The multiple measurement 
orientations account for variability in resistance between two points along the 
perimeter improving the final resistivity calculation.[100]  
Once the resistances for all configurations are determined, the following 



















where d is the film thickness, R1,2;3,4 is the resistance for orientation 1,2→3,4 (the 
first two indices indicate the contacts connected to the current source and the last 
two indices are connected to the voltmeter), and 𝜌 is the resistivity of the sample. 




𝑅 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 + 𝑅 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙
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 𝑅 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 =








here 𝑓 is a form factor determined from: 
 𝐶𝑜𝑠ℎ[
(𝑅 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙/𝑅 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙) − 1






  𝑒𝑙𝑛[2] 𝑓⁄  (5.10) 











Finally, we determine the resistance of the sample using the relationship: 





where L is the length of the sample and W is the width of the sample and R is the 
resistance of the sample where typical sample dimensions, sheet resistances, and 
resistivities are shown in Table D.1. Once the resistance of the sample is 
determined, the total photocurrent current is found from the measured 
photovoltage (Keithley 2182a) and the calculated resistance. Noting, the 
photovoltage is the potential difference in the plane of the VO2 generated by the 






5.3.3 Figures of Merit 
Figures of merit are key parameters in demonstrating the performance, quality, and 
viability of a photodetector.[101] The figures of merit examined in this study are 
responsivity, external quantum efficiency (EQE), detectivity, and dark current 
density. Each film was evaluated with the 405 nm and 254 nm sources using the 
micro-probing system in a two probe arrangement to determine the figures of merit 
giving the representative performance of a low light UV detector as shown in Fig 
5.12. 
 
Figure 5.12: Example geometry for the photocurrent measurements using either a 
voltmeter or ammeter in the two-point arrangement.   
 
To determine the figures of merit, the dark current (the residual current in 
a photodetector in the absence of light) is recorded and subtracted from the total 
illuminated current of each sample giving the actual photocurrent ∆𝐼 as shown in 






Figure 5.13: A sample photocurrent switching measurement with the actual 
photocurrent (𝛥𝐼) and the dark current (𝐼𝑑) labeled. 
 
Following the determination of ∆𝐼, the EQE and responsivity (𝑅𝜆), for a 
given light power, is calculated using:[101–106]  
 









where P is the total detected light power measured with a UV calibrated power 
meter (Thorlabs S120VC), λ is the excitation wavelength, h is Planck’s constant, e 
is the electron charge and c is the speed of light in vacuum. The EQE and 





complete picture of how engineering the detector affects its performance taking into 





⁄  (5.15) 
where A is the total area of the film exposed to light. For this study, A is either 
the entire sample area for the Xe lamp or the area of the beam at the sample (~2 
mm2) for the diode laser due to the difference in illuminated area for the 254 nm 
Xe lamp versus the 405 nm diode laser. Finally, in low-power light detection, the 
dark current is a significant concern because it provides an effective minimum signal 
and noise level for the detector. [2,5,71,107,108] Thus, reducing the dark current 
density of a sample is desired in low-power light detection. The dark current density 


















6. Structural and Photoelectric Properties of 
Epitaxially Grown Vanadium Dioxide 




As discussed in Section 4.1, vanadium dioxide is one of the most extensively studied 
strongly correlated materials that undergo a reversible first order transition from 
insulator (T<Tc) to metal (T>Tc) with an associated structural transition from 
the insulating monoclinic phase to the metallic rutile phase, where Tc is ~68oC in 
bulk.[41,46] An interesting property of VO2 is its ability to undergo photoelectric 
conversion as discussed in Section 4.3.[80] Therefore, we sought to understand the 
photoelectric response by investigating the correlations between surface 
microstructure and photoelectric conversion in thin films deposited on different 





The substrates used were c-plane sapphire (c-Al2O3) and TiO2(001). The c-
Al2O3 was chosen to optimize the VO2 growth due its lattice similarity to bulk 
rutile VO2(010) (shown in Fig. 6.1a) and its cost effectiveness. The TiO2(001) was 
chosen for the reasons discussed in Sections 4.2 and 4.3, with the (001) plane of 
TiO2 offering lattice parameters similar to bulk rutile VO2(001) (shown in Fig 6.1b).  
 
Figure 6.1: The substrate growth faces (left) for a) c-Al2O3 and b) TiO2 with the 
corresponding VO2 growth orientation highlighted (right) 
 
The work presented in this chapter is published in reference [20]. 





6.2.1 Sample Growth 
Epitaxial VO2 films were sputtered-deposited on one side polished (1-sp) c-
Al2O3(0001) and 1-sp TiO2(001) substrates in an ultra high vacuum (UHV) 
deposition system with a base pressure ~3.0x10-7 Torr range. The films were 
deposited via reactive D.C. pulsed magnetron sputtering (described in Section 5.1) 
with a vanadium target of 99.95% purity in a 93% Ar and 7% O2 environment at 
550oC. Prior to deposition the substrates were annealed in-situ for 30 minutes at 
600oC to de-gas and recrystallize the top-most surface layers on each substrate. 
The target was then pre-sputtered for 20 min at 550oC to clean the vanadium 
target and ensure stable deposition of VO2, a shutter covers the substrate in this 
process to prevent deposition on the substrate. No bias was applied to the substrate 
at any point during the growth. Thin films exhibit ease in fabrication for integration 
into various complex integrated structures and hence offer good compatibility with 
current solid state device fabrication compared to alternative platforms such as 









The surface morphology of the samples was characterized via Nanotec Cervantes 
AFM instrument as described in Section 5.2.1. All images were flattened in the 
WSxM program and the images were processed via the root mean squared (RMS) 
analysis tool in the program. The RMS roughness gives an average estimate of the 
surface roughness of the film, and this quantitative description can be paired to the 
qualitative description obtained from RHEED. 
The microstructure of the films was determined via XRD described in 
Section 5.2.2. XRR, described in Section 5.2.3, was used to calibrate the VO2 
growth rate. The VO2 growth rate was found to be ~5Å/min. 
RHEED was used to determine the crystallographic structure of the film 
surface described in Section 5.2.4. This method allowed comparisons of various 
experimental diffraction patterns to simulated models of the VO2 phases via 
RHEEDsim, described in Section 5.2.5, and allowed mapping the crystallographic 
changes through the thermally induced IMT.  
The electrical and quantum efficiency information was determined with an 








6.3.1 Crystal Analysis and Determination 
All films are 30 nm thick and epitaxially grown via reactive DC magnetron 
sputtering on c-Al2O3 and TiO2 as discussed in the experimental section. We 
assessed the initial microstructure of the films by carrying out X-Ray Diffraction 
(XRD) symmetric scans as shown in Fig. 1a). Upon examination of the 2θ scans, 
the peak location was consistent with the bulk location for the VO2 grown on c-
Al2O3, with a slight degree of strain toward the substrate peak as expected. Noting, 
the main peak location for the VO2 grown on TiO2 is consistent with previous 
reports for growth on this substrate.[61]  Based on previous reports for VO2 on 
TiO2(001), the VO2 peak location is strained toward the substrate peak by ~.5o, 
suggesting that the film contains a strained monoclinic phase.[61]   
The mosaicity (the degree of crystallite misorientation) was determined for 
each sample finding a nominal degree of mosaicity ~0.08o for the sample grown on 










Figure 6.2: The experimental XRD, AFM, and simulated RHEED patterns of VO2 
on c-Al2O3 and TiO2. a) The XRD 2  scan for VO2 on c-Al2O3(0001) and TiO2(001) 
where the intensity scale in arbitrary units  is log scaled. b) The simulated RHEED 
pattern of the 0o rotation for the monoclinic phase of VO2 where the streak intensity 
patterns are recorded(left) and the simulated diagrams (right) with the in plane 
lattice planes are recorded for each. c) The simulated RHEED patterns of the 0o 
rotation for the rutile phase of VO2 where the placement of the plots is the same 
as the previous monoclinic phase. d)The AFM image of the surface microstructure 
of VO2 on c-Al2O3(0001) where the scale is 5.0μm x 5.0μm. e) The AFM image of 
the of the surface microstructure of VO2 on TiO2(001) where the scale is 5.0μm x 
5.0μm. f) The orientations of the vanadium and oxygen atoms through the 0o and 
90o rotations of one unit cell where the first two surface layers of atoms are shown 











Figure 6.2b-c shows the simulated 
Reflection High Energy Electron Diffraction (RHEED) patterns and streak 
diagrams expected for the bulk-like phases of VO2 through the IMT.[98,109]  As 
evidenced by Fig. 6.2b-c,f and Fig A1a-c, upon in-plane rotation of the sample with 
respect to the electron-beam, the diffraction pattern of the sample changes greatly 
due to the atomic positions of the vanadium and oxygen atoms on the lattice. The 
oxygen atoms play a distinct role in these diffraction patterns, as they appear to 
be the main contributors to streak intensity. Each in-plane rotation shows a large 
degree of variation in diffraction pattern, with a significant change expected for the 
monoclinic structure due to the canted angles of the oxygen atoms.[56]  
Atom X(Å) Y(Å) Z(Å) 
 
Vanadium 
0 0 0 








1.38775 1.38775 0 
-1.38775 -1.38775 0 
   
0.88725 3.66275 1.44 
3.66275 0.88725 1.44 
1.38775 1.38775 2.88 
-1.38775 -1.38775 2.88 





1.3915 5.2845 0.1345 
-1.3915 7.9945 2.5555 
-1.3915 -5.2845 -0.1345 
1.3915 -2.5745 2.8245 





0.575 1.1382 1.076 
-0.575 3.8482 1.614 
-0.575 -1.1382 -1.076 
0.575 1.5718 3.766 





2.2425 3.7398 1.5602 
-2.2425 6.4498 1.1298 
-2.2425 -3.7398 -1.5602 





The positions of the vanadium and oxygen atoms have been extensively 
studied both theoretically and experimentally for both phases across the IMT 
where space groups for the two phases of VO2 across the IMT are P42/mmm(space 
group 136) for rutile and P21/c (space group 14) for monoclinic and for our 
simulation atom positions were determined from these space groups as shown in 
Tables 6.1 and 6.2.[56] The rutile structure possesses greater in-plane symmetry 
than the monoclinic does. Thus, through each 90o in-plane azimuthal rotation a 
repetition of patterns will occur with a clear differentiation in diffraction patterns 
expected along the 45o rotation directions, and with differing patterns between 45o 
and 135o, depending upon whether the oxygen atoms are in-line with the main axis 
or rotated 90o off axis. This in-plane azimuthal dependency illustrated in Fig. 6.2f 
and Fig. A1c shows first two layers of atoms account for the majority of the 
diffracted e--beam intensity in the patterns.  
The spotty nature of the simulated RHEED pattern (Fig. 6.2b,c and Fig 
A1a,b) is due to the fact that all surface atoms in the VO2 structure not being in 
the same plane. The inherent surface roughness, shown in the AFM images (Fig. 
6.2d,e) compounds the spottiness of the RHEED diffraction pattern.  
When comparing the AFM images for both samples, the surface of VO2 on 
c-Al2O3 has the largest average roughness, ~30nm, due to the larger spacing 





contrast, VO2 on TiO2(001) exhibits smaller terrace spacing with each terrace 
sitting directly adjacent to its neighbor shown in Fig. 6.2e. This lack of separation 
between terraces yields a roughness ~13nm and an overall smoother film in 
comparison to VO2 on c-Al2O3(0001).    
 
Figure 6.3: The simulated and experimentally determined RHEED patterns for 
VO2 on c-Al2O3(0001) and VO2 on TiO2(001). For VO2 on c-Al2O3(0001): Simulated 
and experimental RHEED patterns of VO2 azimuthal rotations and for the two 
phases. a) The left two images are simulations of the 0o rotation for the monoclinic 
phase of VO2; the top image denotes the 2-D lattice planes for the streak patterns 
while the bottom image has streaks highlighted. The right image is the 
experimentally determined RHEED pattern the highlighted streaks correspond to 





simulated images are shown at left and experimental images at right. b) The 0o/90o 
rotation for the rutile phase of VO2. c) The experimentally determined RHEED 
patterns for the 0o degree rotation through the thermal IMT where the image on 
the left is prior to transition and the image on the right is post transition. For VO2 
on TiO2(001): d) The top leftmost two images are simulations of the 0o rotation for 
the monoclinic phase (left) and rutile phase (right) of VO2. The bottom left image 
is a superimposed image of both simulated images. The right image is the 
experimentally determined RHEED pattern for VO2 on TiO2(001) where the 
highlighted streaks correspond to the simulated images. e) The left top image is 
the simulation and right top and bottom images experimental patterns for VO2 
grown on TiO2(001); the 0o rotation is right and 90o is bottom. f) The 
experimentally determined RHEED patterns for the 0o degree rotation through the 
thermal IMT where the image on the left is prior to transition and the image on 
the right is post transition.  (Note: All images have been rotated 45 degrees and 
the contrast has been increased for ease of streak identification)  
  
Using the bulk VO2 RHEED patterns predicted via simulation and the 
experimental RHEED patterns recorded from VO2 grown on c-Al2O3, we observe 
numerous cases of pattern matching as well as streak spacing between the 
experimental and simulated RHEED patterns (shown in Fig. 6.3a and Fig. A2a) 
suggesting the simulations and the observed diffraction patterns for the monoclinic 
VO2 phase are in good agreement. The samples were then brought to the rutile 
phase by thermally ramping to 100oC, allowing for the VO2 to undergo the full 
IMT which for this sample occurred at ~55oC. The shift in transition temperature 
from bulk is likely due to the thin film character of sample, where factors like 
substrate and film lattice parameter mismatch are previously reported to play a 
key role for TiO2.[61,110] The RHEED patterns for the transitioned sample , shown 





in Fig. 6.3b (left) and Fig. A2b (left). The rutile phase VO2 streak patterns exhibit 
the same configurations as those predicted by the simulation. The AFM and XRD 
data combined with the RHEED experimental and simulation alignment asserts 
that the RHEED patterns observed in both the simulation and experiment are 
quite close to bulk-like crystalline VO2 in both the monoclinic and rutile states.  
Following the alignment of the experimental and simulated patterns, we 
examined the RHEED patterns through the transition to investigate the sample 
evolution in real time. The sample was thermally ramped in 5oC increments from 
25oC to 100oC recording the diffraction pattern after each increment. Upon reaching 
the critical temperature, we observe a marked change in the RHEED patterns. The 
critical temperature coincides with the disappearance of several peripheral streaks 
as well as a strengthening of the intensity of the main streaks creating a repeating 
“rectangular” pattern as designated in Fig. 6.3c. This change in diffraction pattern 
is likely due to the change in the atomic positions of the oxygen atoms when 
transitioning from the monoclinic to the rutile phase.  
Finally, we compared the VO2 simulations to a VO2 sample grown on 
TiO2(001). Upon examination of the experimental VO2 film prior transition Fig. 
6.3d(right), we propose a plausible superposition of the simulated monoclinic and 
rutile phases with a greater emphasis on the streak locations of the rutile phase. 





distinctly rutile like pattern that suggests structural strain toward the rutile phase. 
Thus for Fig. 6.3d and Fig A2c, the monoclinic and the rutile simulations are 
interlaid, to make the microstructure more apparent, enabling fruitful comparison 
with experiment. The sample was then heated to 100oC to allow for full transition, 
for this sample is ~42oC, noting film substrate strain effects are known to play a 
key role in lowering the transition temperature.[61,110].  
Once the sample was heated, we compared the simulations with the 
experimentally determined RHEED patterns. The patterns for the 0o and the 90o 
azimuth positions, shown in Fig. 6.3e(right/bottom), have several streaks well 
matched to the simulations. In comparison to the monoclinic phase, the center 
streak is missing but the four streaks that make up the “rectangular” shape pattern 
still persist with a slightly larger streak spacing than that of VO2 on c-Al2O3. A 
slight slant in lattice location is visible in the 0o and the 90o azimuth directions 
likely due to the structural strain causing slight oxygen displacements in the VO2 
lattice.  
We then examined the RHEED pattern through the transition to determine 
the structural changes from to the IMT. In order to do this, the sample was 
thermally ramped in 5oC increments from 25oC to 100oC recording the diffraction 
pattern at each increment in agreement with the previous VO2 on c-Al2O3 sample. 





the critical temperature, observing the abrupt disappearance of the center streak 
in the rutile state that was apparent in the non-transitioned phase as shown by 
Fig. 6.3f. Due to the strong dependence of the streak patterns to the oxygen 
location and the larger degree of structural strain on the sample, this large pattern 
adjustment agrees with the expected strained monoclinic structure as previously 
discussed. 
The structural characterization across the transition for these samples 
provides a suitable framework for subsequent characterization of the 






6.3.3 Photocurrent Analysis 
  
Figure 6.4: The electronic structure of VO2 on TiO2 and c-Al2O3 as well as studies 
of the photoelectric properties of VO2 on TiO2.  a) Schematic band diagram of the 
hole transfer mechanism for VO2 on TiO2 and c-Al2O3 where the photon energy is 
shown for the VO2 on TiO2 as being sufficient to excite carriers in the TiO2 layer 





by the segmented line and the carrier movement is designated by the solid 
lines.[69,80] b) Reflectivity measurements with a 405 nm diode laser illuminating 
VO2 deposited on TiO2(001) as the sample underwent a thermally induced IMT 
via heating and subsequent cooling where the dashed line indicated transition 
temperature. c) The photocurrent switching of VO2 on TiO2(001) upon solely 405 
nm illumination as the laser power was varied. The light was held on for 40 seconds 
post switching. (Note, the switch timing is from the delayed response time between 
software and equipment and not a property of the samples.) d) The same 
photocurrent switching measurement of VO2 on c-Al2O3(0001) where the 405 nm 
laser power was varied. The light was held on for 40 seconds post switching. e) The 
photocurrent switching cycle for VO2 on TiO2(001) upon 405 nm illumination 
switching over 10 cycles. f) External quantum efficiency measurement for VO2 on 
TiO2 as varied with laser power  g) The average photocurrent and optical response 
of VO2 on TiO2(001) as the sample was thermally ramped through the optical 
transition where the 405 nm laser power was 1 mW through the thermal ramping 
and the dashed line indicates transition the temperature.  
 
The VO2/TiO2 band structure, shown in Fig. 6.4a, illustrates that the 
film/substrate heterostructure is a promising candidate for an efficient near-UV to 
deep UV photo-sensor as noted in Chapters 1 and 4. Thus, the VO2 on TiO2 sample 
is expected to display photohole injection upon illumination as described in Section 
4.3. 
We began by probing the optical response of VO2 on TiO2 through the 
thermal IMT as shown in Fig. 6.4b. In this optical transition, a decrease in 
reflection corresponds to a decrease in resistivity. We then investigated the 
photocurrent for each sample to determine if solely the 405 nm illumination could 
excite carriers in the TiO2 substrate and undergo photohole injection, as shown in 





with its magnitude correlated with the laser power. A reliable photocurrent switch 
is additionally observed through multiple on/off cycles, shown in Fig. 6.4e, 
demonstrating the photocurrent switch survivability. Additionally, the quantum 
efficiency of the TiO2 samples examined for various laser powers is shown in Fig. 
6.4f. The external quantum efficiency was calculated via Eq. 5.13 as discussed in 
section 5.3.3: 




Using Eq. 5.13, we found that as the laser power decreased the VO2 quantum 
efficiency exhibited a 2000% increase between the highest and lowest light powers, 
shown in Fig. 6.4f. Additionally, the photocurrent of VO2 on c-Al2O3(0001) was 
measured under 405 nm illumination. However, the insufficient photon energy of 
the 405 nm light could not excite carriers across the ~8.8 eV[111] band gap in c-
Al2O3(0001),, resulting in no photocurrent in the VO2 film shown in Fig. 6.4d.   
Finally, we examine the photocurrent production with heating and correlate 
the transition with the photocurrent. As shown in Fig. 6.4g, we observe that as the 
sample heats, a marked reduction in the photocurrent occurs by continuously 
approaching zero until eventually reaching zero. This reduction in photocurrent 
coincides with the IMT where the collapse of the VO2 band gap results in the 
metallic phase restricting the movement of carriers to the photoinjected holes. Here 





where a reduction in optical response is correlated with the phase change from 
monoclinic to rutile. However, we note that the photocurrent reduces to zero before 
the optical transition is complete. One possible explanation follows from earlier 
descriptions of the nucleation of the metallic phase upon heating where localized 
puddles of metallic phase VO2 become so prevalent such that the photocurrent is 
reduced to zero before the film fully transitions to the metallic phase.[41,48,112] 
Thus, local “puddle” formation reduces the effective carrier movement before 
the sample has fully transitioned such that a global surface current is no longer 
possible reducing the photocurrent to zero although the surface of the sample is 
not fully phase transitioned. This “puddling” across the thermally induced IMT in 
VO2 has been extensively studied and reported.[41,48,112]  
6.4 Conclusion 
We have shown that epitaxially grown VO2 on both c-Al2O3 and TiO2(001) by 
pulsed DC sputtering exhibit good crystal character and a low degree of mosaicity. 
They also exhibit a characteristic surface morphology with terracing plateaus due 
to strain. We have been able to accurately compare simulations of VO2 RHEED 
patterns consistent with our experimental data on the films that we have studied. 
We have also presented a first of its kind RHEED temperature transition analysis 





transition of VO2 on both c-Al2O3 and TiO2(001), evidencing the dynamical 
changes that VO2 undergoes through its critical transition temperature.  
We also determined the photocurrent switching of VO2 on TiO2(001) and c-
Al2O3(0001) at 405 nm and saw a stark reduction in photocurrent for VO2 grown 
on c-Al2O3(0001) as compared to VO2 on TiO2(001). This reduction in photocurrent 
is likely a product of the high resistivity and large substrate band gap as well as 
VO2 films with much rougher surface, where roughness also contributes to 
scattering effects resulting in lower carrier efficiency thus reducing the 
photocurrent. We show a marked increase in the quantum efficiency of the VO2 on 
TiO2 with decreasing laser power seeing as large as a 2000% difference in quantum 
efficiency from 4.6 mW to 250nW laser power. Finally, we show how the IMT 
influences the produced photocurrent under illumination determining that as the 
VO2 transitions through the IMT to the metallic state there is a significant 






7. Intrinsic Anomalous Scaling of Epitaxial 




We present our studies on growth and evolution of the surface morphology and 
microstructure of VO2 thin films grown on TiO2(002) substrates. VO2 is one of the 
most extensively studied materials in the correlated electron family with an IMT 
as discussed in Section 4.1.  The IMT can be induced thermally[37,39–41,50], 
electrically[62,112], optically[42–45,110,113–116], etc. making VO2 a material of 
significant interest for many applications by using its controllable variable 






The dynamic surface evolution and resulting changes to microstructure and 
surface morphology during thin film growth is critical for understanding and 
tailoring properties of technological relevance, e.g. increasing and optimizing 
electrical, optical, and photocurrent responses.[117,118] Thus, we examined the 
fractal like growth symmetries of a film and the resulting growth front scale 
invariance through scaling relationships, such as Family Vicsek scaling, to 
understand the technologically relevant properties of a film.[117,119–121]   
7.1.1 Fractals and Surface Scaling 
In 1975, B. Mandelbrot defined a fractal as “a rough or fragmented geometric 
shape that can be split into parts, each of which is a reduced size copy of the 
whole.” This definition opened discussion for two fractal types: self-similar and 
self-affine. Self-similarity is an object which is exactly or approximately similar to 
parts of itself. This is the case for fractals such as the Koch snowflake shown in 
Fig 7.1.[122,123] A way to visualize this self-similarity is if one takes a self-similar 
fractal and magnifies to a section, there will exist a smaller piece of the fractal 
that is exactly or approximately similar to the larger piece. This invariant 
phenomenon is called scale invariance. Alternatively, self-affinity is an object 
where feature scaling differs in the x, y, and z directions. Thus, a transformation 
is applied for a section to be exactly similar to the original larger object. This 





transformation must be applied to get one boxed piece of the fern to match the 
other.[123,124] In naturally occurring fractals, self-affinity is more common than 
self-similarity.[123,124] 
 
Figure 7.1: a) The self-similar Koch snowflake. b) The self-affine Barnsley fern 
where fern pieces are boxed to demonstrate the separate scaling relationships. 
(Images adapted from Wikipedia) 
 
Self-affinity is common in many thin films. This persistence of self-affinity 
in thin films led Family and Vicsek to propose a scaling ansatz (Eq 7.3) 
presupposing a surface arising from a non-equilibrium process is scale invariant due 
to the stochastic processes that drive surface evolution. This ansatz gives an initial 
method to evaluate if self-affinity is present throughout film growth. 
7.1.2 Family-Vicsek Scaling 
As described in Chapter 2, several mechanisms drive surface evolution during thin 





atoms, and (iii) diffusive mass transport of atoms. Most behavior in surface 




= 𝑣∇2ℎ(𝑟 , 𝑡) +
𝜆
2
|ℎ(𝑟 , 𝑡)|2 +  (7.1) 
where ℎ(𝑟 , 𝑡) is the temporal change in surface height at place 𝑟  and t is deposition 
time (or in the case of this study sample thickness), 𝑣 accounts for the surface 
tension, 𝜆 is an “excess velocity” in the growth, and  is the white Gaussian 
noise.[126]  Thus, from the stochastic approach to film growth, we begin the 
evaluation of the surface by examining the global interfacial width 𝑤(𝐿, 𝑡), defined 
as:  
 𝑤(𝐿, 𝑡) =  〈[ℎ(𝑟 , 𝑡) − ℎ(𝑟 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ]




where h is the surface height (as in the KPZ equation), t is deposition time (in our 
case directly proportional to film thickness), 〈… 〉 is the average over multiple 
realizations,  and the over bar denotes an average over all 𝑟  in a system of size 𝐿. 
For our study, 𝑤(𝐿, 𝑡) is the root-mean-square (RMS) surface roughness averaged 
over the entire Atomic Force Microscopy (AFM) scan length. Applying the Family-
Vicsek ansatz:[126–129] 
 















𝑢𝛼           if 𝑢 ≪ 1




where 𝐿 is the system of size, 𝛼 is global roughness exponent, 𝛽 is the growth 
exponent, and the 𝑧 = 𝛼/𝛽 is the dynamic scaling exponent. From these 
relationships, it is determined that for small (short) L (i. e. 𝐿 ≪ 𝑡𝛽/𝛼), 𝑤(𝐿, 𝑡) is 
independent of deposition time thus scaling as 𝐿𝛼, and for large (long) 𝐿 
(i. e. 𝐿 ≫ 𝑡𝛽/𝛼), 𝑤(𝐿, 𝑡) is found to scale as 𝑡𝛽.[130–132] These scaling relationships 
allow us to individually determine: the global roughness exponent (𝛼), the growth 
exponent (𝛽), and the dynamic scaling exponent (𝑧 = 𝛼/𝛽).[127,129]  Additionally, 
we define the limit of the crossover region (i. e. 𝐿 ≅ 𝑡𝛽/𝛼) as the correlation length 
(𝜉), scaling as 𝜉~𝑡𝛽/𝛼.[129,130,133] 
For many surfaces, Family Vicsek scaling is insufficient to adequately 
determine the surface scaling behavior. [128–132,134] In such cases, one set of 
scaling exponents is not enough to describe the scaling behavior, necessitating an 

















𝑢𝛼𝑙𝑜𝑐−𝛼          if 𝑢 ≪ 1






𝑤(𝑟, 𝑡) ~ {
𝑡𝛽
∗
𝑟𝛼𝑙𝑜𝑐 ,    𝑖𝑓 𝑟 ≪ 𝑡𝛽/𝛼 ≪ 𝐿




where 𝛼𝑙𝑜𝑐 is the local roughness exponent and 𝛽
∗ is the anomalous growth 
exponent. With these additional scaling exponents, we retrieve the following 
relationship  𝛽 − 𝛽𝑙𝑜𝑐 = ( 𝛼 − 𝛼𝑙𝑜𝑐)/𝑧  employing 𝛽
∗ = 𝛽 − 𝛽𝑙𝑜𝑐.[129,130] 
Finally, one additional independent scaling exponent, the spectral roughness 
exponent (𝛼𝑠), is required to finalize the classification of surface.[129–132] Using 
the power spectral density (PSD) of each scan and making the assumption that the 
PSD of the surface defines the structure factor: 
 
 
𝑆(𝑘, 𝑡) = 〈ℎ̂(𝑘, 𝑡)ℎ̂(−𝑘, 𝑡)〉 
(7.8) 
where ℎ̂ is the Fourier transform of the surface height function, k is the spatial 
frequency, and t is deposition time (in our case film thickness) it follows that S(k,t) 








𝑡(2𝛼+2)/𝑧,                   𝑖𝑓 𝑘 ≪ 𝑘𝑐




and 𝑘𝑐~1/𝜉. Therefore in the region 𝑘 ≫ 𝑘𝑐, we determine the spectral roughness 
exponent (𝛼𝑠) from the PSD.[129,130,132]   
Using the full series of scaling exponents, we classify the known modes of 
surface scaling into one of the following scaling classes:[129,130,133] 
Table 7.1: Scaling Classes 





These scaling classes denote the sets of scaling parameters that remain consistent 
for all models within a class, thus the scaling behavior can be determined for any 
scale (i.e. any growth time/thickness). Here, intrinsic, super rough, and new scaling 
classes are anomalous forms of scaling.[129,130,133] The difference between the 
intrinsic and new class is that for the intrinsic class the local roughness 
exponent (𝛼𝑙𝑜𝑐) and spectral roughness exponent (𝛼𝑠) scale equivalently; however, 
in the new class, the local roughness exponent and the spectral roughness exponent 
𝐹𝑎𝑚𝑖𝑙𝑦 𝑉𝑖𝑐𝑠𝑒𝑘 𝐼𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐 𝑆𝑢𝑝𝑒𝑟 𝑅𝑜𝑢𝑔ℎ 𝑁𝑒𝑤 𝐶𝑙𝑎𝑠𝑠 
𝛼𝑠 = 𝛼 𝛼𝑠 ≠ 𝛼 𝛼𝑠 = 𝛼 𝛼𝑠 ≠ 𝛼 
[𝛼𝑙𝑜𝑐 = 𝛼𝑠] [𝛼𝑙𝑜𝑐 = 1] 
[𝛼𝑠 < 1] [𝛼𝑠 > 1] 
**The bracketed items are shared conditions 





scale separately with the spectral roughness exponent scaling independently of the 
other exponents. Thus, the new class of scaling is detected by the scaling of the 
spectral roughness exponent.[130]  
The information presented in this study is published in Ref. [135]. 
7.2 Methods 
7.2.1 Sample Growth 
The VO2 was grown on TiO2(001) as described by Section 6.2.1.  
7.2.2 Structural Characterization 
The structure of the films was evaluated with AFM, XRD, RHEED, and XRR as 













7.3.1 VO2 on TiO2 Surface Morphology  
 
Figure 7.2: Shown: 5μm x 5μm AFM images of VO2 on TiO2(002). In the top row 
we see the 3D representation (top) of the surface and the 2D representation of the 
surface (bottom) for the a) 100nm, b) 50nm, c) 30nm thick samples. In the bottom 
row, we see the 2D representation (top) and the 3D representation (bottom) for 






Figure 7.2 shows the typical surface morphology of various VO2 films grown on 
TiO2(002). These samples reveal the surface evolution of single crystalline VO2 
films as the deposition time increased and therefore the film thickness, with an 
average growth rate of 0.5nm/min. By increasing film thickness, the characteristic 
“island” structures at the surface exhibit coarsening and eventually coalescence. 
This coarsening is evident in Fig 7.2a-c, we can see the surface structures become 
enlarged and eventually begin to coalesce as shown in fig 7.2a. However, in the 
thinner samples, there are several pronounced nucleation zones with smaller and 
smoother surface features between other nucleation zones. This is especially 
apparent in Fig 7.2d where 3D nucleation zones dominate the surface while 
smoother surfaces with smaller features make up the remaining space. Thus, we 
describe the film evolution with the following structure: for the thinnest samples 
Fig 7.2d,e there is a thin surface dominated by large nucleation zones. As the film 
thickness increases these 3D nucleation zones begin to fully dominate the surface 
in Fig 7.2c, these zones continue to evolve Fig 7.2c-a and finally form the larger 
more continuous features in Fig 7.2a. After documenting the evolution of the film 
surface with AFM, we used these images to determine the scaling exponents and 







7.3.2. Scaling Exponents Determination 
 
Figure 7.3: a) The 2-dimensional radial autocorrelation of the 100 nm thick sample. 
The highlighted region is the 2D autocorrelation within the correlation length of 
the sample. b) The angularly averaged 2-D autocorrelation function (radial 
autocorrelation function) of the 100 nm sample where Γ(r) is the radial 
autocorrelation function and r is the radial distance from the center of the surface 
image. 
 
The dynamic exponent 𝑧 was approximated using the autocorrelation function:  




∬ (𝑥1, 𝑦1) (𝑥1 − ∆𝑥, 𝑦1 − ∆𝑦)𝑑𝑥1𝑑𝑦1
𝑆
 (7.10) 
where (𝑥, 𝑦) is a random function corresponding to points (𝑥1, 𝑦1) and (𝑥2, 𝑦2) 
noting ∆𝑥 = 𝑥2 − 𝑥1 and ∆𝑦 = 𝑦2 − 𝑦1.[136] An example of this 2-dimensional 
autocorrelation surface is shown in Fig 7.3a. For each sample, the radial 
autocorrelation function (i.e. the angularly averaged two-dimensional 
autocorrelation function) was used: 








 where 𝑊(…) is the radial 2-dimensional probability density shown in Fig. 
7.3b.[136] Noting, that for the autocorrelation function, all values below zero are 
radial distances that have no physical correlation and the small oscillations about 
zero in figure 7.3b do not contribute to the correlation length. Typical 
autocorrelation is often assumed to have a Gaussian shape, thus we used the 
following Gaussian relation: 𝜎2 exp (−
𝑟2
𝜉2
) where 𝜎2is the RMS deviation of heights, 
and 𝜉 is the correlation length.[136]  We used this fit to find 𝜉 and from the 
relationship 𝜉~𝑡1/𝑧 determined the dynamic scaling exponent to be  







Figure 7.4: a) The plot of the correlation length (ξ) and b) interfacial width (w(r,t)) 
where dashed lines correspond to the slope values notated in the graph. c) The plot 
of the interfacial width (w(r,t)) for β, β*, and βloc and dashed lines correspond to 
the values of the slopes noted in the graph. d) The plot of the height-height 
correlation function G(r,t) for the various film thicknesses. e) The plot of G(r,t)/r2α 
versus r/tβ/α for the various thicknesses illustrating the collapse of the height-height 
correlation function. The slopes m1 and m2 shown with dotted lines. f) The plot of 
the logarithm of the power spectral density (PSD) versus the logarithm of the wave 
number (k). The dotted line for large values of k is a guide to the eye.  
 
The global interfacial width was determined from the RMS roughness of the 
surface for a lateral length 𝐿 (the lateral scan size for each sample), and the three 
lateral lengths used were 5000nm, 2500nm, and 1000nm. The relation  𝑤(𝐿, 𝑡)~𝑡𝛽  
for 𝐿 ≫ 𝜉 was used for plotting the interfacial length vs film thickness as shown in 
fig 7.4b) and we find that 𝛽 = 0.53 ± 0.10 which is within the random deposition 





global roughness exponent (𝛼) was determined to be 𝛼 = 2.76 ± 0.19 with the 
following relation 𝛼 = 𝛽𝑧.  
We used a height-height correlation function 𝐺(𝑟, 𝑡) defined as 𝐺(𝑟, 𝑡) =
〈[ℎ(𝑟 2, 𝑡) − ℎ(𝑟 1, 𝑡)]2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅〉 to determine the remaining scaling exponents noting 
correlations over a distance 𝑙 are represented by 𝐺(𝑟, 𝑡) = 〈[ℎ(𝑟 + 𝑙, 𝑡) − ℎ(𝑟 , 𝑡)]2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 〉. 
[129–131,134] This height-height correlation function was applied to each thickness 
for scan lengths of 5000nm, 2500nm, and 1000nm respectively. For each film 
presented in fig 7.4d), 𝐺(𝑟, 𝑡) obeys a power law dependence on r for short length 
scales and saturates for large length scales. Additionally, there is a general trend 
upward for the curves as thickness increases. This phenomenon has been observed 
in other cases following anomalous scaling. [131,134]  We note that this generalized 
thickness dependence is contrary to the typical scaling described by the Family 
Vicsek model where 𝐺(𝑟, 𝑡)~𝑟2𝛼 for 𝑟 ≪ 𝜉 and approximates a constant value as 
𝑟 ≫ 𝜉. Thus the curves in fig 7.4d) suggest an anomalous scaling model following 
the relationship 𝐺(𝑟, 𝑡)~[𝑤(𝑟, 𝑡)]2, finding the scaling relationship in terms of the 
anomalous scaling model[129–131]: 
 
 
𝐺(𝑟, 𝑡) ~ {
𝑡2𝛽
∗
𝑟2𝛼𝑙𝑜𝑐 ,          𝑖𝑓 𝑟 ≪ 𝜉
𝑡2𝛽 ,                       𝑖𝑓  𝑟 ≫ 𝜉 
 
(7.12) 
Thus, using the height-height correlation functions we find the values of 𝛼𝑙𝑜𝑐 and 





yielding an average local roughness exponent 𝛼𝑙𝑜𝑐 = 0.88 ± .05  and then employing 
the relationship 𝛽 − 𝛽𝑙𝑜𝑐 = ( 𝛼 − 𝛼𝑙𝑜𝑐)/𝑧 to find 𝛽𝑙𝑜𝑐 = 0.17 ± 0.05. Finally, by 
employing 𝛽∗ = 𝛽 − 𝛽𝑙𝑜𝑐 the anomalous scaling parameter (𝛽
∗) was found to be 
𝛽∗ =  0.36 ± 0.15 demonstrating that both the local interfacial width and the local 
roughness exponent increase less rapidly than their global counterparts.[137] This 
relationship is shown in fig 7.4c) noting the continually decreasing slope from 𝛽 to 
𝛽𝑙𝑜𝑐. 
To verify the consistency of these scaling exponents, we collapsed the height-
height correlation using eq. 7.12) and plotted  𝐺(𝑟, 𝑡)/𝑟2𝛼 versus 𝑟/𝑡𝛽/𝛼 (Fig 
7.4e).[129–131,134]  As designated in fig 7.4e) the slopes for each section of the 
curve should follow the following relationships: 𝑚1 = −2(𝛼 − 𝛼𝑙𝑜𝑐) and 𝑚2 = −2𝛼. 
[129–131,134] The average slopes found for all scan lengths is 𝑚1 = −3.59 and 𝑚2 =
−5.39 and we note that 𝑚1 ≠ 0 reaffirms our previous finding of  𝛼 ≠ 𝛼𝑙𝑜𝑐. With 
the application of the conditions of 𝑚1 and 𝑚2, we further find that 𝛼 = 2.69 ± .02 
and 𝛼𝑙𝑜𝑐 = 0.90 ± .04 consistent with our previous determination of 𝛼 = 2.76 and 
𝛼𝑙𝑜𝑐 = 0.88  from the slope of 𝐺(𝑟, 𝑡) vs 𝑟 curves in 𝑟 ≪ 𝜉.  
Finally, we evaluated the log-log plot of the power spectral density (PSD) 
(as designated in eq 7.9) by linearly fitting the PSD in the large-k regime observed 
in fig 7.4f). The average spectral exponent was found to be 𝛼𝑠 = 0.92 ± 0.07 





match the global roughening exponent 𝛼 = 2.69 ± .02 . Thus, we determine the 
relationship 𝛼𝑠 = 𝛼𝑙𝑜𝑐 ≠ 𝛼.  
With all the scaling parameters for the surface known, it is now possible to 
establish the scaling class of the thin film growth. Thus from 𝛼 = 2.69 ± 0.02, 
𝛼𝑙𝑜𝑐 = 0.90 ± 0.04, 𝛼𝑠 = 0.92 ± 0.07, 𝛽 = 0.53 ± 0.10, 𝛽𝑙𝑜𝑐 = 0.17 ± 0.05, and 
1 𝑧⁄ = 0.19 ± 0.07  as shown in Table 7.2 and upon comparison to Table 7.1, we 
find these scaling exponents occupy the intrinsic anomalous scaling class as 𝛼𝑠 < 1, 
𝛼𝑠 = 𝛼𝑙𝑜𝑐, and 𝛼𝑠 ≠ 𝛼.[129,130,138] 
Table 7.2: Scaling Exponents 
𝛼 𝛼𝑙𝑜𝑐 𝛼𝑠 𝛽 𝛽𝑙𝑜𝑐 1/z  
2.69 ± 0.02 0.90 ± 0.04 0.92 ± 0.07 0.53 ± 0.10 0.17 ± 0.05 0.19 ± 0.07  
 
7.3.3. Intrinsic Anomalous Scaling and Nonlocal Growth Effects 
It is necessary to note that intrinsic anomalous scaling in thin films has been 
reported to be restricted in local growth modes by symmetries and local 
conservation laws. [139,140] This restriction requires disordered and/or nonlocal 
effects to exist for such scaling to occur.[139,140] For our study, we will focus on 
nonlocal growth effects arising from i) reactive sputter deposition and ii) substrate-





reported that surfaces grown via reactive sputter deposition exhibit nonlocal 
growth effects.[134] Thus it is expected that reactive sputter deposition of VO2 as 
done in this study would potentially introduce nonlocal effects during growth as 
well. In case ii), adjustments of the adatom mobility and the reduction of carrier 
mobility from substrate-film interfacial strain and associated grain boundaries have 
been previously found to result in nonlocal effects causing intrinsic anomalous 
scaling.[140–142] In this study, the lattice mismatch between the VO2 film and the 
TiO2 substrate results in substrate-film strain leading to crystal mosaicity and grain 
boundary formation in the film with an average mosaicity of 0.43o and grain size 
of 16 nm found for the films from XRD scans. Therefore, it is reasonable to assume 
that strain at grain boundaries would act as diffusion barriers inhibiting adatom 
movement across the boundaries. Thus we conclude that nonlocal effects are likely 
present during the growth of the samples, in this study, resulting in the intrinsic 
anomalous scaling observed.[129,134,139] 
7.4. Conclusion 
We have investigated the evolution of the VO2 thin film epitaxial growth on 
TiO2(002) substrates by examining the dynamic scaling relationships at several film 
thicknesses. We show that as the VO2 film thickens it displays large nucleation 
zones that coarsen and coalesce with further growth. By extracting a series of 





of the films, we determined the following scaling exponents: 𝛼 = 2.69 ± 0.02, 𝛼𝑙𝑜𝑐 =
0.90 ± 0.04, 𝛼𝑠 = 0.92 ± 0.07, 𝛽 = 0.53 ± 0.10, 𝛽𝑙𝑜𝑐 = 0.17 ± 0.05, and 1 𝑧⁄ =
0.19 ± 0.05. These exponents correspond to the intrinsic anomalous scaling class, 
suggesting that nonlocal effects play a significant role during the evolution of the 
film. Thus, the intrinsically anomalous scaling observed likely arises from a 
combination of reactive sputter deposition and interfacial strain effects between the 
film and substrate. Our studies can aid in the determination of optimal film 






8. Growth and Characterization of 
Vanadium Dioxide / Niobium Doped 




As discussed in Chapter 1, ultraviolet (UV) photodetectors are of interest in 
aerospace, automotive manufacturing, biology, environmental science, and military 
applications. However, the current technology (photomultiplier tubes) cannot meet 
the demand due to application constraints in weight, robustness, and power 
consumption. Here, we consider the properties of the vanadium dioxide on niobium 
doped titanium dioxide heterostructure (VO2/TiO2:Nb) engineered for UV 
detection.  





8.2 Experimental Methods 
8.2.1 Sample Growth 
The VO2 was grown on TiO2:Nb(001) as described by Section 6.2.1.  
8.2.2 Structural and Electronic Characterization 
The structure of the films was evaluated with AFM, XRD, RHEED, and XRR as 
described in 6.2.2. 
 The electrical and quantum efficiency information was determined with an 
MMR Technology Microprobe System (VTMP) described in Section 5.3. 
The photovoltage was measured with a Keithley 2182a nano-voltmeter. All 
measurements were completed at room temperature (~22oC).  
8.3 Results  
8.3.1 Quantum Efficiency and Detectivity  
We determine the photoconductive properties of our detectors using a four-point 
probe measurement system as described in section Section 5.3 under 0V bias. By 
subtracting the dark current from total photocurrent, shown in Fig. 8.1a, we 

















We systematically evaluated the quantum efficiency of VO2/TiO2:Nb 
samples for different thicknesses of VO2. The EQE for 10 nm, 15 nm and 22 nm 
VO2 films on bulk TiO2:Nb substrates under illumination by a 405 nm diode laser 
is shown in Fig. 8.1b. All three samples exhibit EQE exceeding 100% at lower light 
powers. The lower EQE at higher powers is attributable to two effects: the large 
number of photons that quench the system decreasing the overall photon-to-hole 
production ratio as well as saturation of the electron-hole photocurrent mechanism. 
The saturation of the photocurrent mechanism could occur in two ways: the 
depletion of free electrons in the VO2 d|| band or the depletion of holes from the 
space charge region in the TiO2:Nb resulting in the oxygen species at the surface 
of the heterojunction quenching the delayed recombination effect and reducing 
efficiency. [80,102,143,144] There is also a clear dependence on the film thickness: 
the optimal performance was observed in the 22 nm thick VO2 film with the highest 
EQE of 4800% and responsivity of 15.7 A/W.  A 30 nm thick VO2 film on undoped 
TiO2 substrate is shown in Fig. 8.1b for comparison, to demonstrate that under 





low power sensitivity. This increase in EQE suggests that cation doping distinctly 
affects the photoconducting properties of the VO2/TiO2:Nb heterostructure. To 
compare the proposed detector performance with the performance of a traditional 
material, and to confirm the accuracy of our EQE measurements as well, we tested 
a commercially available silicon photodiode (Thorlabs FDS1010) under 0V bias. 
We found the VO2/TiO2:Nb outperforms the silicon photodetector and the 
measured silicon photodetector performance matches the published 
responsivity.[145–147]   
For evaluation of performance in the deeper UV spectrum, we utilized a 
254nm lamp to track EQE in the samples under varied UV-C light powers. The 
UV-C EQE shown in Fig. 8.1c, shows optimal EQE in the 10 nm thick sample with 
EQE of 17000% and responsivity of 35.7 A/W, demonstrating a substantial increase 
in overall performance comparing the 254 nm and 405 nm light. In contrast, we see 
that the 22 nm thick sample decreases in performance for both  
EQE and responsivity under the same comparison. We also studied the EQE and 
responsivity for the 15 nm sample and observed an overall increase in EQE when 
comparing 254 nm to 405nm illumination consistent with the 10 nm sample. This 
change in behavior is likely due to the stronger absorption of the 254nm light by 
the VO2 layer prior to reaching the heterojunction leading to an increase (decrease) 





of the VO2 film can be engineered depending on the intended wavelength, with 
thinner samples yielding higher EQE and responsivity at shorter wavelengths of 
light.[40,66,148]  
 
Figure 8.1: a) The 254 nm photocurrent switching of the 15 nm VO2 sample. (Small 
inset figures shows the difference in the incident light on the sample: we used a 
collimated laser beam for 405nm radiation, and a large uncollimated output of a 
discharge lamp for 254nm.) b) External quantum efficiency (EQE) under 405 nm 
light for VO2 films on TiO2 (undoped) and TiO2:Nb (10 nm, 15 nm, 22 nm) as well 
as a silicon photodetector (Si PD). c) External quantum efficiency for VO2 films 
on TiO2:Nb under 254 nm light. The inset figures represent the geometry for the 
incident light and probe placement on the sample. 
 
We also demonstrate the high detectivity for both the NUV and UV-C 









⁄  (5.15) 
Fig. 8.2 shows the calculated detectivity for the three samples considered under 
NUV and UV-C illumination. We notice that the general shape of the detectivity 
curves is similar to the EQE curves, shown in Fig. 8.1. We again observe significant 
increases in detectivity for all samples under lower light power. In the NUV, the 22 
nm thick sample has the highest detectivity, and the 10 nm - the lowest one, though 
all samples approach a similar detectivity at the lowest NUV light powers. In 
general, all VO2 samples outperform the Si photodetector in the NUV. Compared 
to the NUV case, the order of the detectivity curves for the UV-C radiation is 
reversed, with the 10 nm film exhibiting the overall highest detectivity, and the 22 
nm sample showing the lowest. We additionally see that all samples perform 
similarly well in the UV-C for all light powers,  as opposed to the more pronounced 
power dependence in the NUV. The relative placements of these curves are 
determined by the variation in absorption of light at the two wavelengths for 
different VO2 film thickness. We also note that for the 10 nm thick VO2 the dark 
current density is higher than for the other two (see inset in Fig. 8.3b), which must 
be taken into account for detector design. This increased dark current is at least 
partly due to surface discontinuities in the 10 nm sample compared to the thicker 
films, further asserting the critical importance of the optimization of film thickness. 





and detectivity through effects such as: light scattering at the surface reducing the 
number of photons reaching the heterojunction or reduced electron mobility 
barriers from discontinuities due to the lack of uniformity in the heterojunction. 
 
Figure 8.2: a) The detectivity of VO2 films on TiO2:Nb under 405 nm light. b) The 
detectivity for VO2 films on TiO2:Nb under 254 nm light where the inset graph is 
the dark current density for the samples. The inset figures represent the geometric 
configurations of the incident light on the sample. 
 
8.3.2 Schottky Mott Rule for Heterojunctions 
The enhanced photodetection from the VO2 on TiO2:Nb heterostructure occurs in 
two ways: 1) band bending in the heterojunction between VO2 and TiO2:Nb and 
2) generating a space charge region in the VO2/TiO2:Nb heterojunction.[21,70,85] 
The first process – band bending in the heterojunction – stems from Fermi level 
matching between VO2 and TiO2:Nb driving the bands to accommodate for the 





barrier between the VO2 and TiO2:Nb. A simple model to approach the band 
bending is with the Schottky-Mott rule: 
 
𝛷𝐵𝐻
(𝑛) = 𝛷𝑚 − 𝜒𝑆𝐶 (8.1) 
where 𝛷𝐵𝐻
(𝑛)  is the band bending height at the interface of the n type Schottky 
Mott interface, 𝛷𝑚 is the work function of the metal, and 𝜒𝑠𝑐 is the electron affinity 
of the semiconductor.[149,150] In our case, we are dealing with an n-type 
semiconductor to a metal Schottky Mott interface with TiO2:Nb the semiconductor 








Figure 8.3: a) The band structure for a metal and semiconducting interface prior 
to contact. b) The metal and semiconducting interface in contact where the region 
now experiences band bending corresponding to then type Schottky Mott rule. 
(Here 𝛷𝐵𝐻
(𝑛)  is the band bending height at the interface of the n type Schottky 
Mott interface, 𝛷𝑀/𝑆𝐶 is the work function of the metal and semiconductor 
respectively, and 𝜒𝑆𝐶 is the electron affinity of the semiconductor.  
 
Using the band bending from the Schottky Mott approximation, 𝛷𝐵𝐻
(𝑛) for 
the VO2/TiO2 heterojunction is found to be 𝛷𝐵𝐻 𝑉𝑂2−𝑇𝑖𝑂2
(𝑛) = 1.15 𝑒𝑉, with 𝛷𝑉𝑂2 =
5.15 𝑒𝑉 and 𝜒𝑇𝑖𝑂2 = 4.0 𝑒𝑉 noting that doping of TiO2 would likely further increase 
the band bending.[151–155] This band bending contributes to the formation of a 
space charge region in the TiO2:Nb creating an in-built electric field that efficiently 





hole tunneling from the TiO2:Nb into the VO2.[71,80]  Additionally, this space 
charge region helps delay the electron-hole pair recombination after photon 
absorption, thus amplifying the light conversion efficiency. [71,80] A secondary 
recombination delay is caused by the VO2 oxygen species trapping holes at the 
interface.[70,71,102,143,144]. These effects can be engineered in the system by 
doping the TiO2 substrates with cations like Nb. [70,71,80] 
8.3.3 Alter-valent Cation Doping of TiO2 
Doping TiO2 with alter-valent cations (Nb5+) adjusts the electronic structure of 
the TiO2 in various ways, such as position of the Fermi level or formation of donor 
energy levels generated by the interaction of interstitial dopants with the lattice.[71] 
These effects are produced by doping with cations of valency greater than the 
parent Ti4+ cation resulting in an increase of free electrons in the conduction band 
illustrated by the following reaction:[70,71] 




2⁄ 𝑂2 + 2𝑒
−
𝐶𝐵 (8.2) 
where 𝑁𝑏5+𝑇𝑖 denote 𝑁𝑏 ions on 𝑇𝑖𝑂2lattice positions, 𝑒
−
𝐶𝐵is conduction band 
electrons. We additionally note the following induced lattice defects for 𝑇𝑖 (shown 
in Fig 8.4a): [70] 
 2𝑒−𝐶𝐵 + 2𝑇𝑖
4+ → 2𝑇𝑖3+ (8.3) 











These reactions introduce Schottky-type defects throughout the entire TiO2.[70] As 
evident in Eqs. 8.2-8.4, the added 𝑁𝑏 affects the ratio of defects in TiO2 by 
influencing the ratio of 𝑇𝑖4+/𝑇𝑖3+ and the amount of 𝑂2
−2 present.[70] Three notable 
effects due to the TiO2:Nb arise from the introduced defects: (i) decreased 
separation of the conduction band and Fermi level in TiO2 , (ii) increased efficiency 
of photo-generated electron hole pair separation, and (iii) increased band bending. 
For the first effect, Ti3+ ions are formed compensating for the addition of Nb5+ 
dopants in the lattice, described in Eqs. 8.2-8.3. When these Nb5+-Ti3+ ion pairs 
form, a bound state is created acting as a donor level below the TiO2 conduction 
band. This donor level adjusts the Fermi level so the flat band potential of the 
conduction band now exists closer to the Fermi level reducing the overall flat band 
potential of the TiO2:Nb.[70,71] The second process, due to the 𝑂2
−2 defects as 
described in Eq. 8.4, increases the potential height of the doped TiO2 surface 
barrier, facilitating separation of photo-generated electron-hole pairs in the 
depletion zone.[70,71] Finally, the presence of Nb5+ in the lattice steepens the band 
bending profile at the surface and facilitates photocarrier injection via tunneling 
by reducing the distance that holes need to travel.[70,71,80] All these processes 







Figure 8.4: a) The TiO2 unit cell with the Nb5+ defects in the lattice corresponding 
to a) Eq. 8.3 and b) Eq 8.4.  
 
The introduction of a VO2 film epitaxially on the TiO2:Nb surface affects the 
heterojunction in two ways: Fermi level matching between the two materials and 
generation of a space charge region Δ/Δ* shown in Fig 8.5a.[70,85] This space 
charge region is imbued with a built-in electric field,[71]  that assists in both 
efficiently separating electron-hole pairs in the heterojunction as well as favoring 
hole tunneling from the TiO2:Nb into the VO2. [70,71,80,85] The electron-hole pair 
separation amplifies the light conversion efficiency at the expense of the 
recombination of these pairs with the additional effect of oxygen species trapping 
holes at the interface inhibiting recombination in the VO2.[70,71,102,143,144] 
Additionally, the cation doping defects and Fermi level matching condition 





The full effect is significant band bending of the TiO2:Nb conduction band to the 
d||* band in VO2 when compared to the undoped case as shown in Fig. 8.5a,[71,80] 
where the increased band bending results in a space-charge region endowed with a 
large electric field affecting particles traversing the heterojunction.[70,71] A 
diagram of the electron-hole pair movement in the photohole injection, described 
in Section 4.3, is shown with Fig. 8.5b. Additional effects from the doping induced 
electric field in the heterojunction would further increase the EQE leading to the 
greater than 100% EQE. One potential effect from the increased electric field is 
free holes in the space charge region preferentially tunneling with the 
photogenerated holes through the space charge region to the VO2.[149,150] A 
second effect caused by hole trapping in the TiO2:Nb bulk and heterojunction, due 
the oxygen defects, would further amplify the electric field increasing the 
favorability of free holes to tunnel to the VO2. [80,102,143,144] One note is that 
though all light penetration into the TiO2:Nb causes electron-hole separation, 
penetration beyond the heterojunction causes electron-hole separation in a field 
free region. These pairs will quickly recombine in the TiO2:Nb bulk and thus do 






Figure 8.5: a) Band structure diagram comparison for VO2 films grown on doped 
TiO2:Nb and undoped TiO2 substrate. Where Δ is a space charge region for the 
TiO2 structure and Δ* is the space charge region for the TiO2:Nb structure. Note, 
the size of the depletion zone (Δ/Δ*) is not a reflection of the actual size of the 
zone. b) Step-by-step diagram of the electron-hole pair movement into the VO2 film 
and photocurrent generation. (note: the colors of the figures are matched to 
correspond to each zone of the heterojunction) 
8.4 Conclusion 
We demonstrated that a VO2 on TiO2:Nb heterostructures exhibit high EQE, 
responsivity, and detectivity when exposed to either NUV (405 nm) or UV-C (254 
nm) light, indicating that such combination of materials is viable for 
photomultiplier-free UV detection. We consistently observed EQE exceeding 100% 
in both the NUV and the UV-C spectral ranges. Optimization of the VO2 film 
thickness allowed us to reach 4800% EQE for the 22-nm VO2 film illuminated by 
405nm light, and 17,000% EQE for the 10-nm VO2 film illuminated with 254nm 
light. However, considering the difference in the dark noise and detectivity, we 





continuous surface coverage, while being thin enough to maximize light 
transmission to the heterojunction region. We can explain the observed high 
quantum efficiency by modifications to the band structure in the VO2 on TiO2:Nb 
heterostructure which introduces a space-charge region in the heterojunction. This 
region produces an electric field that prevents photocarrier recombination by 
driving photogenerated electrons further into the bulk of the TiO2:Nb 
substrate,[70,71] and ultimately yielding favorable conditions for hole tunneling 
through the depletion zone into the VO2, where recombination  takes place 
producing a photocurrent.[71,80]  This effect paired with doping-induced effects on 
the heterojunction band structure ultimately result in the observed high quantum 
efficiency.[57,70,71,85] Therefore, engineering VO2/TiO2:Nb materials for 
photodetection yields a promising alternative technology for a UV detector with 










9. Enhanced Performance of a UV 
Photodetector Based on Vanadium 
Dioxide Heterostructures by Application 
of Gold Contacts 
 
9.1 Introduction 
Following the studies discussed in Chapter 8, we sought to enhance the detecting 
capabilities of the VO2/TiO2:Nb heterostructure by introducing Au films to yield 
beneficial effects on the electronic structure of the heterostructure. [20,21,80] The 
main effects of noble metal (Au) films on the heterostructure is to enhance the free 
carrier density in the VO2/TiO2:Nb heterojunction and to introduce a space charge 
region between the Au and both the VO2 and TiO2:Nb heterojunctions. This allows 
for delayed recombination of the photogenerated electron-hole pairs, formed due to 
UV absorption in the substrate at the interface, amplifying the injection of holes 
from the TiO2:Nb substrate into the VO2 film and increasing the light-photocurrent 





by increasing the density of free carriers in the Au/VO2 heterojunction, altering 
the electronic and optical properties across both insulating and metallic phases, 
resulting in increased current density through the insulator to metal transition 
amplifying the relevant switching properties of VO2. 
9.2 Experimental Methods 
9.2.1 Sample Growth Method 
The VO2 was grown on TiO2:Nb(001) as described by Section 6.2.1.  
9.2.2 Structural and Electronic Characterization Methods 
The structure of the films was evaluated with AFM, XRD, RHEED, and XRR as 
described in 6.2.2. 
The electrical and quantum efficiency information was determined with an 
MMR Technology Microprobe System (VTMP) described in Section 5.3. The 
photovoltage was measured with a Keithley 2182a nano-voltmeter corroborated 
with directly measured photocurrent via a Keithley 2400 Sourcemeter shown in 
Table C.1. We illuminated the samples with a 532 nm Nd:YAG laser, 254 nm Xe 
lamp and a 405 nm diode laser. We applied a voltage bias while simultaneously 
measuring the photocurrent with the Keithley 2400 sourcemeter. All measurement, 






9.3.1 Au and VO2 Thin Film Growth  
Using sputtering shadow masks, Au thin films are deposited in contact with the 
VO2 thin film surface. The growth process has two configurations shown in Fig 
9.1a: i) the Au grown first and the VO2 after (Au/VO2)  ii) the VO2 grown first 
and the Au after (VO2/Au). Annealing steps have been shown necessary during 
each growth cycle to improve film characteristics, resulting in differing growth 
conditions for each sequence.  The final structure is a set of gold contacts applied 
to the edges of the TiO2:Nb with the VO2 film positioned between. In addition, one 
sample was grown without Au applied to the surface to directly compare the effects 
of introducing the Au contacts. 
X-ray diffraction (XRD) and atomic force microscopy (AFM), were applied 
to assess the surface morphology and crystalline quality of the films. All Au and 
VO2 films were grown to ~15 nm thick.  The XRD pattern, shown in Fig 9.1b), 
displays the 2θ peak location for VO2(002) grown on TiO2:Nb. [61] We note that 
the XRD pattern shown is for the Au/VO2 sample, but this peak location is 
consistent for every sample. The single VO2 film peak location also suggests we 







Figure 9.1: a) Schematic representation of the application of the gold and VO2 to 
the TiO2:Nb substrate. (notated Au/VO2 for the sample with gold applied first and 
VO2/Au for the sample with VO2 applied first.)  b) The XRD scan for the 
VO2/TiO2:Nb heterostructure with the VO2 peak designated with the dashed red 
line. 
 
9.3.2. Effects of Au contacts on Photohole Injection 
 
As discussed in Chapter 4 and 8, the VO2/TiO2:Nb heterostructure takes advantage 
of the injection of holes from the TiO2:Nb substrate into the VO2 film to achieve 
high detector sensitivity, efficiency, and detectivity under UV illumination. The 
introduction of niobium cations (Nb5+) into the TiO2  results in the introduction 
of beneficial defects into the TiO2 lattice that: (i) decrease separation of the 
conduction band and Fermi level in TiO2, (ii) increase the efficiency of photo-





Chapter 8. One notable effect from this cation doping is the band bending will 
allow for access to lower energy (<3.0eV) light originally forbidden in the TiO2 
(3.0eV band gap) seen in Fig 9.2a,b.  
  
Figure 9.2: a) Band structure diagram and photo hole injection for the Au and VO2 
films grown on doped TiO2:Nb. Here, Δ is the space charge region for the 
VO2/TiO2:Nb heterostructure (the size of the depletion zone in the diagram does 
not corresponds to its actual size). The Fermi level (Ef) is represented by the solid 
line. The adjustment to the Fermi level of the Au (Au:Ef) and the resulting band 
bending in the TiO2:Nb (dashed lines) are also shown. b-d) The external quantum 
efficiency for b) 532 nm c) 405 nm and d) 254 nm light, showing the improvements 






Following the discussion in 8.3.2, Au is added to enhance the VO2 and TiO2:Nb 
light conversion efficiency, by increasing the free carrier density and forming a 
secondary space charge region that penetrates deep into the lower carrier density 
semiconducting material. [71,157]  This transfers charges from the VO2 and 
TiO2:Nb to the Au film such that both heterojunctions, i.e. Au/VO2 and 
Au/TiO2:Nb, exhibit band bending, also shown in Fig. 9.2a.[71,157] We 
approximate the band-bending height using the Schottky-Mott rule[149,150]: 
 𝛷𝐵𝐻
(𝑛) = 𝛷𝑚 − 𝜒𝑆𝐶 (8.1) 
We find 𝛷𝐵𝐻,𝐴𝑢−𝑉𝑂2
(𝑛) = 1.76 𝑒𝑉 and 𝛷𝐵𝐻,𝐴𝑢−𝑇𝑖𝑂2
(𝑛) = 1.31 𝑒𝑉, respectively for each 
heterojunction, where 𝛷𝐴𝑢 = 5.31 𝑒𝑉, 𝜒𝑉𝑂2 = 3.55 𝑒𝑉, and 𝜒𝑇𝑖𝑂2 = 4.0 𝑒𝑉. [66–
68,151–155] Additionally, the enhanced space-charge region results in deeper free 
holes in VO2 and TiO2:Nb when Au is added compared to the depletion zone of 
just VO2/TiO2:Nb.[71,149,150,157] The increased hole density and depth of the 
depletion zone causes photoinjected carriers to combine with more free holes in the 
bulk,[71] preventing recombination of the photoexcited carriers resulting in 










9.3.3. Figures of Merit for an Au/VO2-based Photodetector 
To experimentally demonstrate the advantages of adding Au contacts on the 
photoconducting properties of the VO2/TiO2:Nb, we proceeded to test the vis-UV 
detection enhancement of the detectors with and without contacts by examining 
relevant figures of merit: external quantum efficiency (EQE), responsivity, 
detectivity, and dark current density. We determine the photoconductive properties 
of our detectors using a four-point probe measurement system as described in 
Section 5.3 under 0V bias.  We calculated the EQE and responsivity 𝑅𝜆 as described 
in Section 5.3.3: [101–106]  
 










For each wavelength, the responsivity and external quantum efficiency obeys the 
same relationship as shown in Fig 9.3a-b. The introduction of Au demonstrates the 
greatest and most substantial improvements for 405 nm light and only slight 
improvements for 254 nm. The highest EQE and responsivity, detected for the 
Au/VO2 samples, is 5000% and 18 A/W for 405 nm, and 10000% and 21 A/W for 
254 nm light respectively. To verify the proper calibration of our detection method, 





available detector (Thorlabs FDS1010) for 405 nm matching the published values 
for the detector. [145–147] Thus the EQE and responsivity shown in Fig 9.3a-b 
demonstrates that the application of gold contacts induces substantial 
improvements in photosensitivity and efficiency.  
   
Figure 9.3:  External quantum efficiency (EQE) and responsivity for a) 405 nm and 
b) 254 nm illumination and the detectivity for c) 405 nm and d) 254 nm for the 
VO2, Au/VO2, and VO2/Au sample. e) The dark current density for each the VO2, 







We also demonstrate the high detectivity for both the NUV and UV-C 





⁄  (5.15) 
We found that once more  the Au/VO2 sample is the highest performing sample 
for both NUV and UV-C radiation, reaching detectivity values for                      
NUV: ~1.5 x 1013 
𝑐𝑚 √𝐻𝑧
𝑊
  and UV-C: ~ 2 x 1013 
𝑐𝑚 √𝐻𝑧
𝑊
 as seen in Fig 9.3c-d.  
Finally, the presence of noble metal contacts such as Au is expected to 
reduce the dark current in detectors, a particularly critical figure of merit for low 
light detection.[2,5,71,107,108] Indeed, Fig. 6.3e) shows an order of magnitude 
reduction of the dark current in the sample with gold contacts compared to pure 
VO2. This reduction in dark current in addition to the previously established 











Table 9.1: Figures of Merit for VO2 Heterostructures 
Figures of Merit 
VO2/TiO2 
30 nm film 
VO2/TiO2:Nb 
15 nm film 
Au/VO2/TiO2:Nb 
15 nm film 
Maximum EQE :  
(%)  
at 254nm: 
   at 405nm: 
 
10-3 at 10-6 W 
0.2% at 10-7 W 
3·103 at 10-8 W 
8·102 at 10-9 W 
104 % 10-8 W 
5·103 % 10-9 W 






   at 405nm: 
 
 
3·10-6 at 10-6 W 
6·10-4 at 10-7 W 
6 at 10-8 W 
 3 at 10-9 W 
21 at 10-8 W 
18 at 10-9 W 






   at 405nm: 
 
 
9·107 at 10-6 W 
2·107 at 10-7 W 
 
 
1012 at 10-8 W 
7·1011 at 10-9 W 
 
 
1013 at 10-8 W 





9.3.4. Gold Carrier Emission Enhancement  
 
Figure 9.4: Band structure diagram comparison for Au/VO2 films in the insulating 
and metallic phases of VO2. Noting Δ* is the space charge region for the Au on 
VO2 and Tc is the temperature that VO2 transitions from the insulating phase to 
the metallic phase. We see the electron emission from the VO2 into the Au above 
the Fermi energy and the photocurrent production via the hole injection from the 
TiO2:Nb in the VO2 below the Fermi energy.  
 
The application of the Au films also affects VO2 IMT characteristics. The increased 
free carrier density and the introduction of the space charge region with VO2 results 
in a more efficient free carrier emission under bias, as shown in Fig 9.4, and a 
greater difference in current density between the insulating and metallic phases. 
Furthermore, the collapse of the d|| bands during the insulator to metal transition 





carrier emission over the barrier[71,149,157] as well as increased carrier movement 
into the Au and higher detectable current.[157]  
 
Figure 9.5: The current density of the samples with a) reverse bias of -0.1V and b) 
forward bias of 0.1V as the temperature was cycled from 22oC and 68oC and each 
sample was illuminated with 254 nm light. The positioning of the ON and OFF 
curves between the reverse and forward bias is due current direction changing 
depending on the bias while the photocurrent due to photohole injection only 
occurs in one direction. The critical temperature of IMT for these samples are 
~38oC for VO2 and Au/VO2 and ~42oC for VO2/Au. 
 
To experimentally demonstrate the effects of the Au on the VO2 insulator to metal 
transition, we applied a small bias (±0.1V) to induce electron emission and 
monitored the current density evolution during the thermally induced IMT with 
and without 254 nm illumination. The resulting measurements are shown in Fig. 
9.5. With the applied bias, we observe a sharp increase in the detected current once 
VO2 film undergoes the IMT. This finding is consistent with reported electron 
movement under bias, where the metallic state of VO2 is conductive thus a lowered 





in increased movement of carriers from the VO2 to the Au.[149,150] It is important 
to note that the samples display photocurrent production through the transition 
even though the VO2 d|| band collapses in its metallic state. This photocurrent runs 
contrary to what we observed with the VO2 on TiO2 in Section 6.3.3 where the 
photocurrent was reduced to zero upon transition. Therefore, the doping and the 
voltage bias allows the production of a photocurrent through the transition.  
The samples with Au contacts exhibit higher overall current density, and a 
substantially larger current difference across the IMT. This observation can be 
attributed to increased carrier emission paired with the naturally higher free carrier 
density of Au, shown in Fig. 9.4, resulting in overall higher current values.  
9.4. Conclusion 
We have observed enhancements in the detective characteristics (external quantum 
efficiency, responsivity, detectivity, and dark current density) of VO2/TiO2:Nb 
heterostructure by applying Au contacts. We found that applying Au contacts 
substantially amplifies responsivity, EQE, and detectivity at 405 nm with more 
modest improvements at 254 nm. These findings demonstrate the great potential 
of a Au-on-VO2 detector for various vis-UV detection applications. We also 
observed that the application of the Au films alters the VO2 insulator to metal 





the transition compared to the bare VO2 film. Such enhancement can be used, for 
example, in thermal switching applications.[158,159] Application of noble metals 
such as Au yield definitive improvements to the already sensitive and detective 







10. Conclusion and Outlook 
 
10.1. Conclusions 
In this thesis, I discussed the growth and characterization of VO2 films on various 
substrates to demonstrate the UV detection capabilities of the VO2 on TiO2:Nb 
heterostructure. This heterostructure is a novel and promising approach to 
photomultiplier-free UV detection, displaying high-efficiency detection in both 
NUV (405 nm) and UV-C (254 nm) spectral regions with zero bias at room 
temperature, addressing the detection needs of many in-demand fields. 
I began by presenting the in-plane crystal structure of the high quality 
epitaxial VO2 films on c-Al2O3 and TiO2 using RHEED. This approach allowed me 
to present a first of its kind RHEED temperature transition analysis for VO2, in 





TiO2(001), evidencing the dynamical changes to VO2 through its critical transition 
temperature. This structural examination was supplemented with the 
photoconducting properties of the VO2 on both substrates, demonstrating a 
photocurrent with up to a 2000% difference in quantum efficiency from 4.6 mW  to 
250 nW laser power with VO2 on TiO2 and no photocurrent for c-Al2O3. 
  Following the examination of the VO2 structure with RHEED, I present the 
growth evolution for VO2 thin films on TiO2(002) substrates by examining the 
dynamic scaling relationships at several film thicknesses in Chapter 7. We extracted 
a series of growth exponents corresponding to the intrinsic anomalous scaling class, 
suggesting that nonlocal effects play a significant role during the evolution of the 
film. We conclude, the intrinsically anomalous scaling observed likely arises from a 
combination of reactive sputter deposition and interfacial strain effects between the 
film and substrate. 
I then demonstrated that VO2 on TiO2:Nb heterostructures exhibit high 
EQE, responsivity, and detectivity when exposed to either NUV (405 nm) or UV-
C (254 nm) light. We consistently observed EQE exceeding 100% in both the NUV 
and the UV-C spectral ranges. Optimization of the VO2 film thickness allowed us 
to reach 4800% EQE for the 22 nm VO2 film illuminated by 405nm light, and 
17,000% EQE for a 10 nm VO2 film illuminated with 254nm light. We identified 





continuous surface coverage but also being thin enough to maximize light 
transmission to the heterojunction region. Finally, we explained the observed high 
quantum efficiency by modifications to the band structure in the VO2 on TiO2:Nb 
heterostructure, yielding favorable conditions for hole tunneling producing a 
photocurrent in the VO2. This effect paired with doping-induced effects on the 
heterojunction band structure result in the observed high quantum efficiency. 
Finally, I presented enhancements to the detective characteristics of 
VO2/TiO2:Nb heterostructure by applying Au contacts to the heterostructure. The 
Au contacts substantially amplified responsivity, EQE, and detectivity at 405 nm 
with more modest improvements at 254 nm. We observed that the application of 
the Au films alters the VO2 insulator to metal transition, resulting in an order of 
magnitude increase in current density through the transition compared to the bare 
VO2 film. 
These findings culminate to a highly efficient and sensitive UV detector 
using the VO2 thin film on TiO2:Nb substrate heterostructure as a novel and 
efficient approach to photomultiplier-free UV detection. With the benefit of 
magnetron sputter deposition, the VO2/TiO2:Nb detector is a cost efficient, scalable 
UV detector scheme suitable for practical device development and production, with 







Photomultiplier-free UV detection remain a subject of great interest due to the 
demand in several application areas. The materials needed to address these needs 
have proven non-trivial to manufacture and multiple avenues have been used to 
approach the problem. While detection materials such as silicon and wide band gap 
semiconductors have been investigated, the application and production constraints 
make practical implementation of these devices difficult. 
 The presented VO2/TiO2:Nb heterostructure addresses many of the 
difficulties encountered with the other materials used for UV detection. However, 
further investigation is needed into additional figures of merit, implementation into 
a detector design, and determining the true scalability of the VO2 growth via 
magnetron sputtering. Regardless of the ultimate solution to photomultiplier free 
UV detection, the information presented here demonstrates the VO2/TiO2:Nb 
heterostructure as a novel approach to high efficiency and sensitivity, broadband 
UV detection using traditionally scalable production techniques, potentially 
spurring new avenues of high efficiency and sensitivity light detection for other 







10 Supplementary Information for the Structural and 
Photoelectric Properties of Epitaxially Grown 
Vanadium Dioxide Thin Films on c-Plane Sapphire and 
Titanium Dioxide 
11  
A.1.  Vanadium Dioxide Growth Calibration 
We sought to grow high quality VO2 films to yield quality diffraction patterns in 
reflection high energy electron diffraction (RHEED). Therefore, we used the pulsed 
reactive magnetron sputter deposition growth method, as discussed in Chapter 5, 
to grow and optimize 30 nm thick (60 min growth time) vanadium dioxide thin 
films. We began by determining the ideal O2 partial pressure percentage for a set 






































40 95.84 4.50 45.91 0.063 
 
We supplemented the O2 partial pressure series with a bias power calibration series 
to determine the optimal growth power as shown in Table A.2. 


































From these series, we optimized the VO2 growth to the bias pulse reversal rate of 
the sputtering system. We proceeded by maintaining ~8% O2 partial pressure at 
40 W of bias power in the sputtering system. Using these parameters, we optimized 
the growth to the pulsed power as described in Table A.3. 



































60.56 4.52 36.99 0.134 
 
The pulsed power series demonstrated that the most optimal pulse reversal time 
was between 4-3μs at 100 kHz pulse frequency. We transferred this set of growth 
parameters to the VO2 on TiO2(001) growth as shown in Table A.4. 





















8 40 4 100 100 2.86 27.01 0.044 





A.2. Supplementary RHEED Patterns 
 
 
Figure A1: The experimental XRD, AFM, and simulated RHEED patterns of VO2 
on c-Al2O3 and TiO2. a) The simulated RHEED patterns of the 45o rotation for 
the monoclinic phase of VO2 where the streak intensity patterns are recorded on 
top and the simulated diagrams are reported on bottom with the in plane lattice 
planes are recorded for each. b) The simulated RHEED patterns of the 45o rotation 
for the rutile phase of VO2 where the placement of the plots is the same as the 
previous monoclinic phase. c) The orientations of the vanadium and oxygen atoms 
through the rotations of one unit cell where the first two surface layers of atoms 
are shown in the c-direction with the red layer is displaced ~1.44 nm below the 
blue layers. 
 
We demonstrate the 45o azimuthal rotation RHEED simulation for VO2 in both 
the monoclinic and rutile phases shown in Fig. A1a-b. Additionally, in Figure A1c 
we show the lattice positions of the vanadium and oxygen atoms through various 





experimental RHEED patterns for VO2 through the transition as shown in Fig. 
A2a-d that were not shown in the primary manuscript.  
 
Figure A2: The simulated and experimentally determined RHEED patterns for 
VO2 on c-Al2O3(0001) and VO2 on TiO2(001). For VO2 on c-Al2O3(0001): Simulated 
and experimental RHEED patterns of VO2 azimuthal rotations and for the two 
phases. a) The left two images are simulations of the 90o rotation for the monoclinic 
phase of VO2; the top image denotes the 2-D lattice planes for the streak patterns 
while the bottom image has streaks highlighted. The right image is the 
experimentally determined RHEED pattern the highlighted streaks correspond to 
the simulated image. b) The plot orientation is maintained for where the simulated 
images are shown at left and experimental images at right for the 135o rotation for 
the rutile phase of VO2. For VO2 on TiO2(001): c) The 90o rotation for the VO2 on 
TiO2 pre-transition where the top leftmost two images are simulations of the 90o 
rotation for the monoclinic phase (left) and rutile phase (right) of VO2. The bottom 
left image is a superimposed image of both simulated images. The right image is 
the experimentally determined RHEED pattern for VO2 on TiO2(001) where the 
highlighted streaks correspond to the simulated images. d) The left image is the 
simulated 45o rotation for rutile phase VO2 and the right image is the experimental 
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12 Supplementary Information for Materials Engineering in 
Vanadium Dioxide / Niobium Doped Titanium Dioxide 
Heterostructures for Ultraviolet Detection. 
 
B.1. Hysteretic Response 
Transition metal oxides (TMOs) are of significant interest especially materials 
exhibiting insulator to metal transitions (IMT) arising from conduction band 
splitting.[31,46,57,80] Vanadium Dioxide (VO2) is a TMO that exhibits an insulator 
to metal transition with an accompanying structural transition, from monoclinic 
(insulating) to tetragonal (metallic).[37,39–41,50] This insulator to metal transition 
has been found to occur in bulk at Tc=68oC.[37,39–41,50] The sharpness of the 
transition and the hysteretic width upon thermal treatments is generally considered 
a good indicator of a stoichiometric ratio close to that of pure VO2.[160] Therefore, 
we monitored the insulator to metal transition of the various samples with a 405 





We do note that with thin films the sharpness of the transition and the 
hysteretic width are strongly affected by growth parameters such as strain and 
defect presence.[61] Thus, deviations in the sharpness and hysteretic width may be 
also affected by strain. We additionally note for the undoped (TiO2) version of this 
thin film heterostructure a change in transition temperature of up to 40oC lower 
than the bulk transition temperature has been found and is largely based on the 
strain dynamics in the film.[61] 
 
Figure B.1): The thermally induced insulator to metal transition monitored with 












B.2. Structural Determination 
 
Figure B.2: The 3 dimensional representation of the surface profile (top), the 2 
dimensional surface profile (center), and the XRD peak location for the TiO2:Nb 
and the VO2 peak locations (bottom) for a) 10 nm b) 15 nm c) 22 nm thick VO2 
samples. 
 
The microstructure characterization of the films was carried out using X-Ray 
Diffraction (XRD) symmetric scans with a four-circle diffractometer utilizing a 
monochromatic CuKalpha (λ=1.5406Å) beam. Upon examination of the 2θ scans we 
determined that the peak location for VO2 grown on TiO2:Nb(002) (shown in Fig. 
B.2) was consistent with previous reports for thin film growth on TiO2 
substrates.[61] The location of a singular peak aside for the substrate peak indicates 





slight deviations of the peak location in comparison to the TiO2 peak locations due 
to the added Nb dopant to the TiO2 lattice. We also note that the Titanium 
Dioxide’s lattice structure is tetragonal (space group: P42/mmm(136)) and similar 
to that of the tetragonal structure (space group: P42/mmm(136)) of VO2 though 
the lattice parameters of  TiO2 are larger than that of VO2,  as demonstrated by 
Table B.1, thus inducing lattice strain when VO2 is in the rutile phase.[56,61,72] 
In the insulating VO2 phase, the lattice mismatch is larger (space group: P21/c 
(14)) thus leading to a larger degree of lattice strain  This in turn results in 
formation of grains in the film where the monoclinic structure is strained toward 
the tetragonal phase.[56,72] We additionally used the XRD to characterize the 
mosaicity (degree of crystallite order), grain size of the crystallites, and lattice 
parameter as shown in Table B.2. 
 
Table B.1: Lattice Constants VO2 and TiO2 
 VO2(Monoclinic) VO2(Rutile) TiO2(Rutile) 
a (Å) 5.75 4.55 4.59 
b (Å) 5.42 4.55 4.59 
c (Å) 5.38 2.88 2.96 
 
The surface characterization was determined via Atomic Force Microscopy 
(AFM) in non-contact mode with an AppNano ACTA AFM tip of nominal tip 
diameter ~10 nm.[92,136] Through this characterization, we find the RMS 





surface structure when comparing the thicknesses, we can see for the 10 nm samples 
we have large nucleation zones of VO2 material with very little film between while 
the 15 and 22nm samples display full surface coverage and a relatively uniform 
surface as demonstrated in Fig. B.2.  
 
Table B.2: RMS Roughness, c-Direction Lattice Parameter, Mosaicity, and Grain 
Size of VO2 grown on TiO2:Nb 
VO2 Thickness (nm) 10 15 22 
RMS Roughness (nm) 28.4 12.0 25.4 
 Lattice Parameter c-direction 
(Å) 
2.86 2.86 2.87 
Mosaicity (o) 0.45 0.41 0.42 






12. Supplementary Materials for Enhanced Performance of 
a UV Photodetector Based on Vanadium Dioxide 
Heterostructures by Application of Gold Contacts 
 
 
Figure C.1: The XRD scan for a) the Au (111) peak location on the TiO2:Nb 
substrate prior to VO2 deposition. The XRD for VO2 on TiO2:Nb heterostructure 






We grew a set of 15 nm VO2 (002) samples with Au (111) contacts and a single 
sample without Au to compare the effects of the Au to the VO2 (002) /TiO2:Nb 
(002) heterostructure. Utilizing X-ray diffraction (XRD) and atomic force 
microscopy (AFM), we assessed the morphology, crystalline quality, and surface 
characteristics of the films. The XRD patterns, shown in Fig C.1a-d), displays the 
2θ peak location for a) Au(111) on the TiO2:Nb prior to VO2 deposition and the 
VO2 peak location for the b) VO2 c) Au/VO2 and d) VO2/Au. Au/VO2  is the 
sample with Au is grown first and VO2/Au is the sample with VO2 grown first . 
 
Figure C.2: The 5μm x 5μm AFM scans for the a) VO2, b) Au/VO2, and c) 
VO2/Au. The top images are the 3-D representations of the surfaces the middle 
images are the 2D representations of the surfaces and the projection for c) is the 





The surfaces of the films were determined with AFM scans shown in Figure 
C.2 a-c), these scans display similar surface morphology, this is apparent between 
the VO2 and the Au/VO2 samples. However, the VO2 / Au sample has large 
nucleation zones on the surface with a smoother structure between these peaks. 
Examining this region between the nucleation zones, we find the surface structure 
is like the other samples suggesting that the annealing of the VO2 post growth 
results in the large nucleation zones from surface rearrangement. Additionally, the 
roughness of the 5μm x 5μm scan of the VO2 and Au / VO2 samples display similar 
RMS roughness at ~15 nm roughness while the 5μm x 5μm VO2 / Au sample 
displays a lower RMS roughness of ~12 nm and scanning between the large 
nucleation regions we find that the RMS roughness of a 2.5μm x 2.5μm is ~7nm 
nm, again suggesting the annealing of the VO2 during the Au growth has some 
degree of surface rearrangement resulting in large nucleation zones and a smoother 
surface between the zones. We determine that the method where VO2 is grown first 
manifests large nucleation zones due to annealing during the Au growth whereas 








Figure C.3:  The 532 nm figures of merit for Au/VO2, VO2/Au, and VO2 a) is the 
external quantum efficiency (EQE) and responsivity with b) is the detectivity. 
 
We examined the figures of merit: external quantum efficiency (EQE), 
responsivity, and detectivity under 532 nm illumination, photocurrent production 
is only accessible with cation doping of the TiO2:Nb. We observe the highest figures 
of merit in the Au/VO2 finding the EQE to be 27%, responsivity of 0.11 A/W, and 
detectivity of ~3 x 1010 
𝑐𝑚 √𝐻𝑧
𝑊
 as demonstrated in Fig. C.3a-b). For comparison, 
we examined a VO2 film grown on an undoped TiO2 substrate which exhibits no 
photocurrent production and an EQE of effectively 0% which demonstrates the 3.0 
eV band gap prevents carriers from exciting to the conduction band at 532 nm. 
Finally, I present the measurement comparison between the photocurrent 
and photovoltage measurement methods for the 15 nm VO2 samples at 1.4μW 























































Resistive Properties of VO2 Samples 
We sought to determine the resistive properties of the VO2 thin films as discussed 
in Section 5.3.2. In table D.1, the typical resistive properties via the van der Pauw 
method are shown for the 30 nm thick VO2 samples grown on each substrate 
characterized in this study. All samples were tested in a dark room with the entire 
set-up enclosed by optical black out fabric to minimize all ambient light. 
13. Table D.1: Vanadium Dioxide Resistive Properties 
Substrate c-Al2O3(0001) TiO2(001) TiO2:Nb(001) 
Typical Film Dimensions 5mm x 3mm 5mm x 3mm 5mm x 3mm 
Sheet Resistance (Ω/□) 107 106 104 
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