Abstract. The polyadic algebras that arise from the algebraization of the first-order extensions of a SIC are characterized and a representation theorem is proved. Standard implicational calculi (SIC)'s were considered by H. Rasiowa [19] and include classical and intuitionistic logic and their various weakenings and fragments, the many-valued logics of Post and Lukasiewicz, modal logics that admit the rule of necessitation, BCK logic, etc.
paper is to characterize the polyadic algebras that arise when the first-order extension of a SIC S is algebraized. Each SIC S gives rise to the quasivariety of polyadic S-algebras, which coincides with the polyadic Boolean algebras of Halmos [8] when S is classical propositional logic. The main result of the paper is a functional representation theorem for polyadic S-algebras that comprehends many of the known representation results for polyadic algebras over nonclassical logics.
Polyadic and cylindric algebras and their representations have been considered by a number of authors and for various nonclassical logics, including intuitionistic logic: Georgescu [7] , Kotas and Pieczkowski [2] , Monk [14] ; modal and tense logic: Freedman [4] , Georgescu [5, 6] ; multivalued logic: Schwartz [21] . We also obtain a representation theorem in each of these cases. However, our general representation theorem corresponds to what is called the functional representation theorem in Halmos [8, (10.9) ], while the representation results in many of the above papers correspond more closely to Halmos's stronger representation for simple, locally finite polyadic Boolean algebras of infinite degree [8, (17.3) ]. This point will be discussed more fully after we present our representation theorem in Section 3. For related but independent work see Diskin [3] . For an overview of the algebraization of quantifier logics see Németi [16] .
Another purpose of the paper is to illustrate how the algebraization of nonclassical first-order predicate logic fits into a general framework of substitution and variable-binding that includes such diverse variable-binding operations as lambda abstraction, definite Riemann integration, universal and existential quantification (in both classical and intuitionistic logic), and various notions of generalized quantification that have been studied in model theory. An investigation of substitution and variable-binding in this general context has been initiated in [17] . The main conceptual device used is the abstract variable-binding calculus (VBC), which is modeled on the lambda calculus. Its characteristic feature is a set of variable-binding operations that generalize both lambda abstraction and quantification (but that, in contrast, can be specified to take multiple arguments and to simultaneously bind multiple variables). In the VBC, as in the lambda calculus and the usual formalizations of quantification logic, substitution of terms for variables is effected by physical replacement. In [17] an algebraic reformulation of the VBC is presented in which substitution is represented by an abstract operator. This gives rise to the class of polyadic Λ-structures, a universal Horn class. The polyadic S-algebras for any SIC S form a special subclass. The main result of [17] is a functional representation theorem for polyadic Λ-structures, of which the representation theorem for polyadic S-algebras given in the present paper is a special case.
Outline of paper. In the first section we summarize without proofs all definitions and results from [17] that will be needed in the subsequent part of the paper; in particular, the functional representation theorem for polyadic Λ-algebras is given in Thm. 1.12. Section 2 constitutes a self-contained exposition of the relevant part of the theory of SIC's and their first-order extensions; this material is taken directly from Rasiowa [19] with some changes in notation and terminology to better serve our purpose. All the new results of the paper appear in Section 3 where we define polyadic S-algebras, discuss their connection with first-order logic over S, and prove the main representation theorem (Thm. 3.7). The paper ends with a brief discussion of connections with other work and a proposal for future research.
The survey of metalogical results found in Section 2 is considerably more detailed than actually needed for the purposes of the paper, but we feel it is justified by the motivation it provides for the definitions and results of Section 3. It also provides us with the opportunity to present in concise form the basic elements of the theory of quantification over nonclassical logics. We hope the reader will find this useful.
1. Polyadic (Λ, I)-algebras. Let I be a nonempty set. Following Halmos [8] we call an arbitrary mapping σ : I → I a transformation (of I). The set of transformations is denoted by I I . We use σ, τ , λ and π to represent transformations, and i and j for elements of I. The identity transformation is denoted by ι. For any subset J of I we write σ J τ to mean that σi = τ i for all i ∈ J, and σ J * τ to mean that σi = τ i for all i ∈ J; thus σ J * τ iff σ (I \ J) τ . J supports σ if σ J * ι. J is independent of σ if I \ J supports σ. σ is of finite support if it has a finite support set. The set of transformations of finite support is denoted by I (I) . We write J ⊆ ω I to mean that J is a finite subset of I, and Sb ω I is the set of all finite subsets of I.
Let Λ = N , B, be a first-order language with two disjoint sets N and B of operation symbols and an arity function : N → ω. Λ is called nonbinding or propositional if B = ∅. Let I be a nonempty set.
We consider a new first-order language that is closely related to Λ. Its nonlogical symbols fall into the following categories:
• An operation symbol O of arity O for each O ∈ N . These are called nonbinding operations or propositional connectives.
• An Sb ω I-indexed system of unary operation symbols Q := Q J : J ⊆ ω I for each Q ∈ B. These are called binding operations or generalized quantifiers.
• A unary operation symbol S σ for each σ ∈ I (I) . These are called substitution operators.
Definition 1.1. Let I be a nonempty set and Λ a language in the above sense. By a polyadic (Λ, I)-algebra we mean an algebra of the form
D. PIGOZZI AND A. SALIBRA that satisfies the following axioms (they are all assumed to be universally quantified):
, for all Q ∈ B, J ⊆ ω I, and σ, τ ∈ I (I) such that σ J * τ ;
x, for all Q ∈ B, J ⊆ ω I, and σ ∈ I (I) such that σ is one-to-one on σ −1 (J).
A is a pseudomonotonic polyadic (Λ, I)-algebra if it satisfies the following pseudomonotonicity axiom.
and σ, τ ∈ I (I) such that σ J * ι and τ J * ι.
I is called the coordinate set and Λ the base language of A. A is infinitedimensional if I is infinite. We refer to A as a polyadic Λ-algebra if I is clear from context.
A polyadic Λ-algebra is a special case of the more general notion of a Λ-structure defined in [17] . In the latter a binding operation may be of arbitrary finite rank and the number of variables it simultaneously binds may be restricted. A Λ-structure may also have relations as well as nonbinding and binding operations.
Polyadic Λ-algebras and pseudomonotonic Λ-algebras are intended to generalize the polyadic Boolean algebras of Halmos [8] ( 1 ), with the nonbinding reduct of a polyadic Λ-algebra corresponding to the underlying Boolean algebra of a polyadic Boolean algebra. In particular, the nonbinding operations correspond to the Boolean operations +, ·, −, 0 and 1. Axiom (PA 3 ) corresponds to the requirement, in the definition of polyadic Boolean algebras, that the substitution operations be endomorphisms of the underlying Boolean algebra. Completely missing in the definition of a polyadic Λ-algebra A are axioms specifying the structure of the N -reduct of A. In a polyadic Boolean algebra it is a Boolean algebra, but in a Λ-polyadic algebra it can be any algebra of logic, a Heyting or Lukasiewicz algebra for instance.
The single quantifier ∃ of polyadic Boolean algebras has been replaced by the family of binding operations. The axioms characterizing ∃ as a special kind of closure operation, in particular that it is monotonic with respect to the partial ordering of the underlying Boolean algebra, have been replaced by the pseudomonotonicity axiom (PA 6 ). Pseudomonotonicity appears to be the closest approximation to monotonicity that can be obtained without assuming a partial ordering on the underlying algebra. It corresponds roughly to Theorem 10.1 in [8] which asserts that, if A is a locally finite polyadic Boolean algebra of infinite degree, then
whenever a ∈ A, J ⊆ I, and σ ∈ I I ; the supremum indicated in the above formula is taken with respect to the lattice ordering of the underlying Boolean algebra of A and is extended over all transformations of I such that λ J * σ ( 2 ). To see that any locally finite polyadic Boolean algebra A is pseudomonotonic, suppose
(Since A is locally finite we assume without loss of generality that J is finite.) We have
Using the fact that the existential quantifier is a closure operator on the underlying Boolean algebra of A we get
By symmetry, ∃ J b ≤ ∃ J a, and hence
The pseudomonotonicity axiom is a quasi-identity. Thus the class of pseudomonotonic polyadic Λ-algebras form a quasivariety. The polyadic Λ-algebras, however, form a variety as do the polyadic Boolean algebras.
Support and independence. In the sequel A will represent a fixed but arbitrary polyadic (Λ, I)-algebra:
. To simplify notation we normally omit the superscripts A when writing O A , Q A J , and S A σ . J ⊆ I supports an element a of A if S σ a = S τ a for all σ, τ ∈ I (I) such that σ J τ ; a is of finite support if it has a finite support set. J is independent of a if I \ J supports a. A is locally finite if every element of A is of finite support.
The following results are all established in [17] .
Assume A is infinite-dimensional and J ⊆ ω I. If S is finite and supports a, then S \ J supports Q J a. [20] to the effect that an existentially quantified formula ∃xϕ(x) of first-order logic is the supremum, in the natural lattice ordering of the Tarski-Lindenbaum algebra, of the set of all substitution instances of ϕ(x).
Functional polyadic algebras. Let S be an arbitrary set. We denote the set of all subsets of S by Sb(S). Let F : Sb(S) p → S be a partial second-order unary operation on S. We define a binary relation ≤ F on the range F (Sb(S)) as follows: a ≤ F b iff there exist X, Y ⊆ S such that a = F (X) and b = F (Y ) and X ⊆ Y . The relation ≤ F is obviously reflexive but, in general, neither transitive nor antisymmetric.
Let S, ≤ be a partially ordered set. A second-order function
Observe that if S, ≤ is a lattice and F : Sb(S) p → S is either the generalized join or meet operation, then F is respectively monotonic or antimonotonic.
The following result is obvious.
Proposition 1.7. Every monotonic or antimonotonic second-order partial operation on a partially ordered set is pseudomonotonic. In particular , the generalized meet and join operations on a lattice-ordered set are pseudomonotonic. Definition 1.8. By a Λ-algebra of truth values, or simply a value Λ-algebra, we will mean an algebra
Definition 1.9. Let V be a value Λ-algebra and D and I nonempty sets. Define
as follows:
In the sequel V will be denoted by V 
The following two theorems are proved in [17] . Theorem 1.11. Every functional polyadic (Λ, I)-algebra F is a (Λ, I)-polyadic algebra. If the value algebra of F is pseudomonotonic, then F is pseudomonotonic as a polyadic (Λ, I)-algebra.
In [17] we show how to interpret any theory of the untyped lambda calculus as a polyadic Λ-algebra (over an appropriate language Λ). Functional polyadic Λ-algebras correspond roughly to what are called environment models of the lambda calculus in Meyer [13] and syntactical interpretations in Barendregt [1] . A more comprehensive treatment of the untyped lambda calculus along the lines of polyadic algebras can be found in [18] . Theorem 1.12 (Functional Representation Theorem). Every locally finite polyadic (Λ, I)-algebra A of infinite dimension is isomorphic to a functional polyadic (Λ, I)-algebra F whose set of truth values coincides with the universe A of A and whose domain is equal to the coordinate set I. If A is pseudomonotonic, then the value algebra of F is pseudomonotonic.
More precisely, a locally finite polyadic (Λ, I)-algebra A is isomorphic to a subalgebra of V I I where
→ A is defined for each Q ∈ B as follows: its domain is the set of all subsets of A of the form {S λ a : λJ * σ} for some a ∈ A, J ⊆ ω I, and σ ∈ I (I) . For such a set,
2. Algebraization of SIC logics. In the next section we will apply Thm. 1.12 to a wide class of polyadic algebras that arise from nonclassical logics. The logics we consider will be the first-order extensions of the so-called standard systems of implicational extensional propositional calculi (SIC's) considered by Rasiowa [19] . These include most of the nonclassical logics that have been studied in the literature: classical and intuitionistic logic and their various weakenings and fragments, the multiple-valued logics of Post and Lukasiewicz, and the modal logics that admit the rule of necessitation, BCK logic, etc.
In this section we survey both the algebraization of SIC's and the formal development of the corresponding first-order predicate calculi and their semantics.
Apart from notation, we follow Rasiowa [19] with only minor technical changes. For us a logic S will be identified with a deductive system S = Fo S , S , an ordered pair, where Fo S is the set of formulas of some formal language and S is a binary relation that relates subsets of formulas to individual formulas such that the following conditions hold:
A deductive system S = Fo S , S is propositional if Fo S is the set of formulas of a propositional (i.e., nonbinding) language Λ = N , . For a propositional system S over a language Λ we write S = Λ, S and denote the set of formulas by Fo Λ instead of Fo S . Fo Λ contains a denumerable set p 0 , p 1 , p 2 , . . . of propositional variables and, for each propositional connective O ∈ N and all α 1 , . . . , α %O ∈ Fo Λ , Oα 1 . . . α %O ∈ Fo Λ . A propositional system S is structural if Γ S α implies {hγ : γ ∈ Γ } S hα for every substitution h of arbitrary formulas for propositional variables.
A SIC is a structural propositional logic S = Λ, S with a special binary connective ⇒ and a propositional constant satisfying the following six conditions for all α, β, γ ∈ Fo Λ :
In the last condition α ≡ ∆ β denotes the conjunction of the two entailments ∆ S α ⇒ β and ∆ S β ⇒ α. To simplify notation we assume in the sequel that ⇒ and have been separated from N . Definition 2.1. An algebra of truth values for S, more simply an S-algebra, is a Λ-algebra V = V, ⇒ V , V , O V O∈N defined by the following identities and quasi-identities:
(SA 1 ) α = for each axiom α of S;
(SA 2 ) α 1 = ∧ . . . ∧ α n = → β = , for each inference rule α 1 ,...,α n β of S;
The universe V of V is called the set of truth values.
This definition can be found in [19, VIII.6] . That S-algebras form the equivalent algebraic semantics for S follows easily from [2, Thm. 2.17, Cor. 4.8].
Rasiowa proves the following completeness theorem for every SIC S: Let α be any Λ-formula. Then S α iff α = is an identity of S-algebras [19, VIII.7.1]. Implicit in [19] is the following stronger completeness theorem (it can also be obtained from [2, Def. 2.8] by using the fact that S-algebras form an equivalent algebraic semantics for S): Let α 1 , . . . , α n , β be a finite sequence of Λ-formulas; then
It follows from the definition that (x ⇒ x) = is an identity of every S-algebra [19, VIII.6.2]. Combined with the quasi-identities (SA 3 ) and (SA 4 ) this shows that the relation ≤ defined by
is a partial ordering relation on every S-algebra V . We call this the implication ordering on V .
First-order predicate SIC's. Generalizing Henkin [10] and Mostowski [15] , Rasiowa [19] defines the first-order extension S * of an arbitrary SIC S as follows: The language Λ * = N , B, is obtained from Λ = N , by adjoining two binding operations ∀ and ∃; thus B = {∀, ∃}. A fixed denumerable set Va = {v i : i < ω} of individual variables is designated. Sets P of predicates and F of function symbols are also designated. The sets Te Λ * of Λ * -terms and Fo Λ * of Λ * -formulas are defined in the usual way.
The first-order deductive system S * = Λ * , S * associated with S is defined by the following axioms and rules of inference:
• α(ϕ 1 , . . . , ϕ k ), for each axiom α(p 1 , . . . , p k ) of S and all ϕ 1 , . . . , ϕ k ∈ Fo Λ * .
, for each inference rule
of S and all ϕ 1 , . . . , ϕ k ∈ Fo Λ * .
• Rule of substitution for free variables:
• Rule of introduction of the universal quantifier :
, for all ϕ, ψ ∈ Fo Λ * such that v i does not occur free in ϕ and v j is free for v i in ψ.
• Rule of elimination of the universal quantifier :
• Rule of introduction of the existential quantifier :
∃v j ϕ(v j )⇒ψ , for all ϕ, ψ ∈ Fo Λ * such that v i does not occur free in ψ and v j is free for v i in ϕ.
• Rule of elimination of the existential quantifier :
Semantics of first-order SIC's. The completeness theorem. Let S be a SIC over the propositional language Λ. A partial S-realization of the first-order language Λ * associated with Λ is a system R = R, V , F R , P R F ∈F ,P ∈P such that R is a nonempty set, V is an arbitrary S-algebra, F R : R %F → R, and P R : R %P → V , where V is the set of truth values of V .
An assignment for R is a mapping r : {v n : n < ω} → R. It can be uniquely extended to a realization function for the set of all Λ * -terms, which will also be denoted by r. For any assignment r, j < ω, and r ∈ R, r(r/v j ) will denote the new assignment such that
The realization function [[−]] R r : Fo Λ * → V for the set of all Λ * -formulas is now defined by recursion in essentially the same way satisfaction is defined for classical two-valued logic:
. . , r(t %P )) for every atomic formula P t 1 . . . t %P .
•
r is defined; otherwise it is undefined.
In the next two parts of the definition, the generalized meet and generalized are both taken with respect to the implication ordering of V .
exists for every r ∈ R along with the generalized meet; otherwise it is undefined.
exists for every r ∈ R along with the generalized join; otherwise it is undefined.
The following lemma is easily proved by induction on the structure of formulas.
Lemma 2.2. Let ϕ (v i 1 , . . . , v i k ) ∈ Fo Λ * and let v j 1 , . . . , v j k be variables that do not occur bound in ϕ. Then for every assignment r
A partial S-realization is called a total S-realization (or simply an S-realiza-
r is defined for every ϕ ∈ Fo Λ * and every assignment r. If [[ψ]] R r = R for every assignment r, we write [[ψ]] R = R . Define the relation S by
The following completeness theorem can be found in [19, Supplement 11.1, 11.2, 12.4]. Theorem 2.3. Let S be a SIC over a language Λ, and let F and P be any sets of function and predicate symbols. For all ϕ 1 , . . . , ϕ n , ψ ∈ Fo Λ * ,
3. Polyadic S-algebras and their representation. Let S be a fixed but arbitrary SIC over the language Λ = N , , and let Va = {v i : i < ω} be a fixed, denumerable set of individual variables. We call an S-realization restricted if there are no function symbols, i.e., F = ∅. Let R = R, V , P R P ∈P be a restricted S-realization, where
O∈N is the algebra of truth values of R, an S-algebra. R gives rise in a natural way to a functional polyadic (Λ * , ω)-algebra F (R) in essentially the same way a classical first-order relational structure gives rise to a set polyadic Boolean algebra or a set cylindric algebra (see [11, Part I, p. 9] ). The domain of F (R) is R and its value algebra is Each assignment r for R can be associated in a natural way with an element r of R ω , viz., r (i) = r(v i ) for each i < ω; in the sequel we identify these two functions. In a similar manner every predicate P R of R can be identified with the element P of (V * ) R ω where
Definition 3.1. F (R) is the subalgebra of (V * ) R ω generated by the set {P R : P ∈ P}. 
The fact that ∀
are defined for all J ⊆ ω ω follows at once from the assumption that R is a total S-realization.
It follows from ( * ) that, for any f ∈ F (R), if f = [[ϕ]] R , then the set of all i < ω such that v i is free in ϕ forms a support set of b. Hence F (R) is locally finite. The construction of F (R) motivates the following two definitions. Definition 3.3. Let S be a SIC over the language Λ. A polyadic algebra A is called a function-representable polyadic S-algebra if it is isomorphic to a total functional polyadic (Λ * , I)-algebra whose value algebra is of the form
where V is an S-algebra and ∀ V * and ∃ V * are respectively the partial generalized meet and join operations with respect to the implication ordering of V .
It is not difficult to show that every locally finite function-representable polyadic S-algebra with coordinate set ω is of the form F (R) for some S-realization R.
In the following definition we use x ≤ y in axioms (T 1 )-(T 7 ) as an abbreviation for the equation (x ⇒ y) = .
Definition 3.4. Let S be a SIC over a language Λ and let I be a nonempty set. A polyadic (Λ * , I)-algebra is called a polyadic S-algebra if it satisfies the following identities and quasi-identities:
• Axioms (PA 1 )-(PA 5 ) of polyadic (Λ * , I)-algebras.
• Axioms (SA 1 )-(SA 4 ) of L-algebras.
• Axioms (T 1 )-(T 7 ) for all σ ∈ I (I) and J ⊆ ω I:
Theorem 3.5. Every function-representable polyadic S-algebra is a polyadic S-algebra. P r o o f. Let F be a functional polyadic (Λ * , I)-algebra with value algebra
where V is an S-algebra. F is a subalgebra of a direct
Thus F satisfies all the S-algebra axioms since V * does and the axioms are identities and quasi-identities. F satisfies all the polyadic algebra axioms by Thm. 1.11.
To see that (
By Def. 1.9,
, and thus ∀ F J f ≤ F f . So (T 4 ) holds, and by a symmetric argument so does (T 5 ). Similar arguments establish (T 2 ), (T 3 ), (T 6 ) and (T 7 ). Theorem 3.6. The pseudomonotonicity axiom (PA 6 ) holds in every locally finite polyadic S-algebra of infinite dimension.
P r o o f. Let
be a polyadic S-algebra. Its reduct A = A, ⇒ A , A , O A O∈N is an S-algebra, and thus the relation ≤ A defined by a ≤ A b iff (a ⇒ A b) = A is the implication ordering on A and hence a partial ordering. In the remainder of the proof we omit the superscript A .
In order to verify the pseudomonotonicity axiom for ∀, consider a, b ∈ A, J ⊆ ω I, and σ, τ ∈ I (I) such that σ, τ J * ι. Assume ∀ J a = ∀ J S σ b and ∀ J b = ∀ J S τ a. Let S be any finite support set for ∀ J S σ b. By Prop. 1.2 we can assume that S ∩ J = ∅. Then τ (S) supports S τ ∀ J S σ b by Prop. 1.5. But τ J * ι. So τ (S) = S and J is independent of S τ ∀ J S σ b. We also have by (T 4 
Now applying the assumptions we have
The pseudomonotonicity of ∃ is verified in a similar manner.
We now give the main result of the paper.
Theorem 3.7 (Polyadic S-Algebra Functional Representation). Every locally finite polyadic S-algebra of infinite dimension is isomorphic to a function-representable polyadic S-algebra.
be an arbitrary locally finite polyadic S-algebra. By Thm. 1.12, A is isomorphic to a functional polyadic (Λ * , I)-algebra whose domain set is I, the coordinate set of A, and whose value algebra is
→ A are partial second-order operations whose common domain is the set of all subsets of A of the form {S A λ a : λ ∈ I (I) , λ J * σ} for some a ∈ A, J ⊆ ω I and σ ∈ I (I) . Moreover, by the remarks following Thm. 1.12,
We begin by proving that, for all a ∈ A and σ ∈ I (I) ,
We prove only the first of these equalities; the proof of the second is completely analogous. We omit the superscript A to simplify notation. We observe first of all that by (PA 4 ), (T 1 ), and (T 4 ), we have S σ ∀ J a = S λ ∀ J a ≤ S λ a for all λ such that λ J * σ .
Assume now that b ≤ S λ a for all λ such that λ J * σ. Choose K ⊆ ω I such that |K| = |J|, K ∩ J = ∅, and K is independent of both a and b; we also require that σ K ι and σ −1 (K) = K. Such a K exists since A is locally finite and of infinite dimension by hypothesis. Consider any λ such that λ J * σ and λ maps J one-to-one onto K. Note that λ −1 (K) = J ∪ K because of λ J * σ and the choice of K. Finally, let π be any finite transformation such that π K * ι and π(K) ∩ J = π(K) ∩ K = ∅. Note that λπ (J ∪ K) * σ. Note also that Thus (3) holds, and (4) is proved in a similar manner. A, ⇒ A , A , O A O∈N is an S-algebra because the axioms of S-algebras are part of the axioms of polyadic S-algebras. In view of (1)-(4), ∀ V * and ∃ V * may be taken respectively to be the generalized meet and join with respect to the implication ordering. So A is isomorphic to a function-representable polyadic S-algebra.
Conclusion. By taking S to be intuitionistic logic, the many-valued logic of Lukasiewicz, modal logic (with the necessitation rule), and BCK logic, we get a functional representation theorem for the varieties of polyadic algebras over these logics. (In the case of BCK logic it is actually a quasivariety [22] .) As indicated in the Introduction, these representation theorems are analogues of the functional representation theorem for locally finite Boolean polyadic algebras (of infinite degree) [8, (10.9) ]. Some of the representation theorems found in the literature for specific logics, e.g. intuitionistic logic (Georgescu [7] ) and many-valued logic (Schwartz [21] ) correspond more closely to the stronger representation for simple, locally finite polyadic Boolean algebras [8, (17. 3)]. The analogue of this stronger theorem for polyadic S-algebras remains to be investigated. It also remains to investigate quantification over propositional logics without an underlying partial ordering, and how the theory of polyadic algebras might be extended to these logics.
