Abstract-The formulation and computation of an optimal load shedding time algorithm is presented. This new concept was developed as an enhancement to the application of optimal load shedding for corrective control to support future islanded power systems with anticipated, enhanced communications infrastructure. The methodology combines nonlinear mathematical programming and discretized differential-algebraic power systems equations to estimate the optimal amount of load to be shed as well as the best time to shed it. Several simulated scenarios are studied and results presented.
electricity continues to grow and the current centralized model is becoming inadequate. Transmission congestion, generation shortages, environmental concerns, and dependency on foreign resources are forcing the re-evaluation of the traditional strategy. Industry restructuring and long lead times for new major installations has also precipitated a change in thinking.
Distributed generation (DG) may provide a new alternative. Under its full implementation, local resources like wind, solar, hydrogen, and others could be harvested more effectively. Smaller facilities could be developed faster and with less regulatory intervention, depending on the technology. Such initiatives could spark local interest into cleaner, environmentally friendly energy. Issues like location, interconnection, stability, protection, and security among others are being actively evaluated [1] [2] [3] [4] [5] [6] . Some of the work on these areas is yielding promising results.
At the heart of the technical controversy lies the issue of islanding. When generation equipment is located within traditionally radial distribution systems, unintentional islands may result. These could have fatal consequences to linesmen and others who might not be aware of the danger. However, under certain conditions, the same techniques used to detect and eliminate unintentional islands might end up as potential sources of instability [7] . Under the current guidelines (IEEE Std. P1547 [8] ), generators connected to the power system are required to detect an islanded situation (through voltage or frequency excursions or other means [9] , [10] ) and disconnect. As a consequence of this, most islanding results in a loss of supply for local customers. While this is clearly appropriate in the current situation where DG is isolated and penetration is low, it is really not tenable in a possible future situation in which the overall power system relies on a high DG penetration. In this scenario, reliability considerations start to become dominant, and there will be substantial motivation to examine strategies that are based on sustaining islanded operation to gain one of the major benefits from DG. This contribution seeks to examine a new methodology for optimal load shedding in anticipation of this future scenario. However, it is recognized that there are also issues related to system ownership and the point of common coupling that go beyond the strictly technical aspects tackled here. The possibility of allowing the system to segregate into self-sustained islands is very appealing indeed. This philosophy could also pave the way for self-healing technologies that could isolate stressed, faulty equipment while maintaining supply to other portions and avoiding cascading effects [11] . To a degree, the implementation of such operational philosophies is a daily issue for developing countries whose power systems suffer routine shortages. These systems are operated in ways to reduce the probability of system-wide blackouts [12] .
0885-8950/$20.00 © 2005 IEEE Most utilities have installed multiple frequency level load shedding schemes [13] . In this investigation, the development of optimal load shedding with dynamic constraints is being further enhanced through the use of an optimal load shedding time to further the corrective control of power systems and facilitate islanded operation. This contribution presents a significant enhancement to the optimization technique developed in [14] . The new procedure yields the optimal load shedding time as well as the load shedding amount. It also uses a global approach to drive a disturbed system toward a known stable operating point. New control variables and goal functions have also been implemented in this formulation. All algorithms assume centralized load shedding as well as a communication infrastructure to be available [15] , [16] . Also, all observers and switching operations are assumed to be ideal.
II. PREVIOUS WORK
The use of load shedding as a mitigation tool has been constantly evolving, and different approaches have been formulated. Relaying schemes like under-frequency (UF) and rate of change of frequency (ROCOF) are some examples of the mechanisms implemented to trigger a load shedding event. Typical UF schemes trigger load shedding based on preconfigured frequency levels. Two or more shedding stages may exist, depending on the utility philosophy. When the system frequency reaches a specified threshold value, a time delay is inserted prior to the shedding action to try to avoid overshedding and assist the coordination of the next stage. This technique is not without inherent complications. Too few frequency levels could lead to overshedding, but, on the other hand, time delays between stages could add up and may not allow for enough load to be shed in time to re-establish nominal frequency. The implementation of ROCOF techniques mitigates some of these problems. It permits better estimation of the load generation unbalance, paving the way for schemes that could adapt the relay settings to a specific event. Cutoff frequencies as well as the amount of load to be shed have typically been determined based on an operator's experience and simplified power system models. Newer adaptive techniques have come to light to fulfill more complicated and challenging modern demands on power systems. These techniques are also constantly changing to accommodate newer technologies and operating philosophies [17] , [18] .
The optimal load shedding problem formulation has also been evolving. An early version stated the problem as a minimum load shedding problem [19] . In this approach, the goal was to find the minimum amount of load to shed while satisfying load flow equations and static constraints like line flows, voltage, angular limits, and shedding constraints. The formulation has several advantages over conventional load flow. One of its strongest points is that it provides an optimization frame for distributing the slack between generation and load throughout the available nodes. This is particularly useful, especially after disturbances or equipment outages, when corrective action, other than rescheduling, might be necessary. Transmission limits could take the form of transfer limits or angle differences.
Load shedding constraints provide a suitable framework for restricting the maximum amount of load to be shed at a specific site. Critical loads like hospitals or prime customers can benefit from this capability. The weight imposed on each load shedding bus could also be adjusted to reflect a specific customer hierarchy, tariff, or any other customer differentiation method. Further improvements have come in the form of increased detail in the power system model. The approach reported in [20] takes into consideration machine governor droop and the frequency and voltage characteristics of loads.
The latest methods consider load flow restrictions as well as system dynamics before and after a load shedding operation has taken place. The desired effect is to capture the dynamic response of each load shedding operation and to detect the best load shedding option to minimize an objective function based on system quantities as well as other variables. Dynamic methods are based on the discretization of the system's state trajectories. After discretization, the dynamic state equations are treated as algebraic constraints in the optimization problem. These trajectories are squared and integrated to estimate the "cost" of an iteration and to obtain the next load shedding values that should further reduce the goal function. This is done until convergence is achieved.
Application of an optimal load shedding action as fast as physically possible [21] and at arbitrary, predetermined time steps [22] have been reported. The optimal load shedding time, to the best of the authors' knowledge, has never been suggested or used before. The current trend is to apply all corrective measures as soon as possible or delayed only for the sake of event discrimination. However, simulation results show that increased damping and enhanced recovery trajectories are observed when the corrective action is applied at the optimal time.
III. TIME OPTIMAL LOAD SHEDDING (TOLS) METHOD
Consider a power system represented in the compact form (1) (2) Defining as the transition equation, in its continuous form it must satisfy (3) In the TOLS method, the set of algebraic equations (2) is decoupled from the transition function , and all system algebraic equations are now treated as a separate group of constraints in the optimization problem. Applying the trapezoidal rule to (3) yields the discretized transition equation (4) The goal function is given by (5) where The optimization problem is minimize subject to Using Lagrangian multipliers, the augmented goal function is given by First-order necessary conditions (FONC) (6) (7) (8) (9) (10)
A. TOLS Algorithm
The mathematical problem at hand has several aspects. First, the overall problem is best described as a constrained, nonlinear mathematical programming problem. The objective is to minimize the goal function (5) following the formation of an island, with an optimal corrective load shedding action applied at the optimal time. Physically, the objective is to minimize the deviations of voltage and frequency trajectories from nominal values. The weight matrices and play a fundamental role in customizing the solution to a desired criteria. Heavier weights on the state or on the algebraic quantities produce solutions that minimize their correspondent deviations. Solving this problem requires an iterative solution. Each iteration of the optimization problem controls all subsequent stages of the algorithm.
The nonlinearities of the system trigger the use of discretization techniques to estimate the dynamics of the system. These discretized trajectories are later used, each time step, as equality constraints for the overall optimization routine to estimate the cost of the current iteration.
Time-domain simulations require the simultaneous solution of state equations and algebraic network interface equations. Transmission grid as well as load characteristics and system voltages are all part of the algebraic set of variables that describe the network. Among the variety of solvers available in Matlab, a variable time-step, differential-algebraic, trapezoidal rule solver, seems to provide the fastest, most consistent, and compact results for this application.
All the elements previously described are found within the algorithms developed to solve the optimization problem. The well-known lambda search gradient method [23] has been implemented and acts as the main engine of the algorithm. 
B. Proposed Solution
The goal of the algorithm is to iteratively find the input that minimizes (5) . The cost computation requires the time-domain simulation of the islanded section of the grid from the time immediately after clearing the fault until a final time. This final time must be long enough to capture all the dynamics but also as short as possible to reduce the size of the optimization problem. Fig. 1 shows a conceptual flowchart of the TOLS method. Before iterating to find the optimal input, several actions must take place. A stable initial condition is extracted from a steady-state solution to (1) and (2) . The system is then disturbed, and the condition of the system following the formation of the island is saved and subsequently used as the initial condition for the time-domain simulations of the response to every control variable. The control variable contains two quantities: the load shedding time and the vector . The simulation progresses until , at which time the load shedding occurs. Once the load has been shed, the simulation continues to its end. Next, the lambda search gradient method calls for the calculation of the Lagrangian multipliers, particularly . The linear system given by (6) and (7) must be solved. Given the size of the problem, it is very advisable to exploit sparsity; in this regard, the use of the trapezoidal rule produces only one off-diagonal matrix per time step, corresponding to the derivative with respect to the terms. Its use as a discretization tool has been reported in [14] and [21] . Some of the partial derivatives involved are shown below.
Partial derivatives with respect to are given by
where with respect to
With the current formulation, it is not necessary to differentiate the algebraic equations with respect to future or past terms or . These equations are no longer part of the transition equation (4) . The algebraic constraints are incorporated as follows:
Similarly, with respect to
After evaluating (12) and (13), the resulting matrices are not necessarily square; the number of dynamic states, , may differ from , the number of algebraic variables. Fortunately, (11) and (14) yield square matrices.
Rearranging (6) Fig. 2 . Simple DG system shown with its interconnection to the utility power system.
TABLE I SIMULATION PARAMETERS
Substituting (6) into (7) and solving for yields Once has been updated, (8) is evaluated and tested for a stationary point. If its norm approaches zero, the current input is the optimal solution; otherwise, the input is updated according to . A new iteration would once again begin by initializing the system to the fault cleared state and the process repeated until convergence.
IV. TEST CASES
The algorithms have been explored by application to test cases. The objective here is to test all the algorithms and to validate and document results.
A single-line diagram for a test power system is shown in Fig. 2 . It was constructed by lumping together all loads found in lateral branches at buses #3, #4, and #5 of the 15-bus system later shown in Fig. 9 . Also, only two 2.5-MVA synchronous DG sources were included, as shown in Fig. 2 . All synchronous machines were modeled with a fourth-order two-axis model [24] with stator transients ignored. This approach also used models for prime movers as well as excitation systems available in the literature [25] . All machine, prime mover, and excitation parameters can be found in Table I . A power base of 10 MVA and a voltage base of 6.6 kV were chosen for all simulations.
The scenario simulated with this system is representative of a simple, grid-connected DG system. Before the disturbance, the utility and the DG system are tied together. The DG system is assumed to be importing power from the utility. A three-phase fault occurs in the tie line, and after the fault is cleared, a DG island is formed. Once separated from the utility, excess load exists.
During the disturbance, the system voltage drops, load decreases, and generators start accelerating. Once the fault is cleared, an island is formed, its voltage starts to recover, and excess load exists. The main idea behind the optimal load shedding time is to make use of this excess load to quickly slow down the generators and optimally shed the excess load once the island approaches synchronous speed.
Several one-dimensional and multidimensional examples have been completed. Simplified conditions facilitate the use of two-and three-dimensional plots to illustrate the various stages of the problem. Their outlining assumptions and preliminary results are presented below.
A. Reduced Dimension Visualization
One-dimensional examples, despite their lack of practical application, are useful to enhance visualization of the problem. They provide insight into the challenges to be tackled as well as visual evidence of the behavior of the algorithms. Several oneand two-dimensional examples were tested. The goal was to test the performance of the optimization algorithm individually for each component.
1) Optimal Load Shedding:
In the first example, the goal was to test the load shedding portion of the optimization algorithm. To achieve this, several simplifications were implemented. Only bus #3 is assumed capable of shedding load, and all load will be shed at a predetermined time. Combined, these two conditions simplify the problem into a one-dimensional optimal load shedding problem. Fig. 3 shows results obtained under the conditions previously described. The numbers along the curve depict the iterations followed by the optimization algorithm using the TOLS method. It can be seen that only two iterations were needed on this particular test.
The second example is similar, except this time, buses #2 and #3 are both capable of shedding load simultaneously at an arbitrary predefined time. Fig. 4 shows a set of contour lines of (5) versus the fractional amount of load shed at buses #2 and #3. On this occasion, ten iterations were necessary to achieve convergence. 2) Optimal Shedding Time: At this point, the optimal load shedding time portion of the optimization algorithm is evaluated. To test it, it is assumed that a fixed amount of load will be shed at the optimal time, as determined by the algorithm, at the only bus capable of shedding load, bus #3. The load shed corresponds to the amount calculated for the case illustrated in Fig. 3 . Under the conditions described above, the solution obtained is equivalent to finding the best time to apply the only available corrective action. The results of this test are presented in Fig. 5 . Fig. 5 also illustrates a significant feature of the algorithm: the effect of approximations to the derivatives with respect to . The fact that the algorithm converged to a solution very close but not exactly the optimal arises from the way the corrective action is modeled: a step function. This issue is treated more extensively in Section VI.
B. Time Optimal Load Shedding
The full capability of the algorithm is now demonstrated. In these two examples, the algorithm is used to compute both the optimal load to shed and the optimal time to shed it. In this example, only bus #3 is capable of shedding load. The output contains the optimal time to shed load as well as the optimal amount, and the results for this case are shown in Fig. 6 .
Under the conditions described above, Fig. 6 shows the contour lines of (5) In the second full capability test case, shown in Figs. 7 and 8, it is assumed that load shedding is available at buses #2 and #3. Once again, the algorithm was used to determine optimal amounts of load as well as the best time to take the corrective action.
The performance of the algorithm is shown as a function of the iteration number. Despite the 20 iterations to meet the convergence criterion, it can be seen that the goal function and optimal load shedding time stabilize after only five iterations. In the algorithm used to evaluate all previous cases, the weights applied to rotor speed were 100 times higher than all others. Under those conditions, the goal becomes to find an input that minimizes primarily speed deviations. According to Fig. 7 , the optimal time to shed load was about 0.13 s after clearing the fault. Closer inspection of Fig. 8 reveals further detail of the solution. With respect to the voltage, shedding occurs almost immediately after the voltage peaked following the swing produced by the removal of the fault. Therefore, the braking torque produced by the load peaked and has already produced the maximum breaking torque. Given the "droopy" characteristic of the island, after this point, the excess load becomes a set point to settle at a new, lower speed to compensate for the excess load. Shedding at this time uses the excess load to brake the machines following the fault and almost completely avoids UF operation.
From the rotor speed point of view, it is at this point where the braking torque, produced by the excess load, has already slowed the rotors to near synchronous speed. Shedding prior to this point will only prolong an overspeed state and shedding past it would prolong or, in the extreme, exceed acceptable UF operation.
C. Fifteen-Bus System
A 15-bus distribution feeder has been simulated, and the results are presented here. The system, shown in Fig. 9 , is based on a distribution feeder found in the Kumamoto area of Japan [26] , with additional 1.1-MVA synchronous machine DG sources added to buses #2, #6, and #15 and a 2.5-MVA source at bus #11, all operating at 95% capacity. All machine parameters can be found in Table I .
The conditions of this study are similar to those in Section IV-B. Before the disturbance, the network is importing power from the utility. Once the island is created, by opening the line between buses #1 and #2, a shortage of generation exists. On this occasion, the algorithm determines the optimal time and the amount of load to be shed at buses #4, #7, and #11. All weights remained unchanged from the previous cases.
The optimal trajectory obtained from the conditions previously described is shown in Fig. 10 as well as the trajectory resulting from no corrective action taken. The basic behavior of the algorithm is identical to previous cases. The optimal time for this case was roughly .5 s and was calculated after 12 iterations and 81.8 s on a 2.53-GHz CPU. Once again, the algorithm delayed the corrective action until the excess load brought the rotor speeds near synchronous values, at which point further deceleration would have continued had it not been for the optimal corrective action taken.
Perhaps the most interesting feature of this case is the increased load shedding time. Further investigation of this phenomena revealed a closely linear relation between the shortage of generation and the optimal load shedding time. Fig. 11 was obtained by systematically reducing the output of the generators located at buses #2, #6, and #15, and with each new shortage, the algorithm was used to determine the optimal corrective action under the conditions previously detailed. Extrapolating this curve yields a maximum load shedding time of 
V. DISCUSSION AND CONCLUSIONS
A new concept that defies conventional thinking in the area of corrective control has been presented here. Several simulation cases were presented to illustrate the benefits of the time optimal load shedding concept.
The methodology developed represents a significant enhancement to the disciplines of corrective control and islanding for distributed power systems. Compared to early optimal load shedding approaches, the algorithm incorporates the most significant missing feature: dynamic trajectories of the system. With respect to newer methods, the optimal load shedding time translates into more efficient and effective use of a shedding scheme.
The optimization formulation can handle a variety of conditions implemented through either the goal function or the power system model. With modifications, the algorithms could also handle a variety of scenarios like multiple islands or an optimal load shedding schedule, where more than one shedding stage could be determined.
A linear relationship between generation shortage at the formation of the island and optimal load shedding time has been found. This linear relationship suggests that, at very low DG penetration levels, the optimal time will invariably tend to zero. However, in system with higher DG penetration, the optimal load shedding time will be dictated by the generation shortage at the formation of the island and not the installed capacity.
The incorporation of fast, semiconductor interfaced DG (required for some asynchronous generators and most renewable energy sources) creates a very different set of circumstances, and it is a priority to evaluate their effect. From the relationship of Fig. 11 , and the inherent properties of very fast semiconductor interfaced sources, one may speculate that fast de-vices can quickly reduce the generation shortage and will lead to higher optimal load shedding times.
VI. PRACTICAL IMPLEMENTATION
Although this treatment has been designed to outline the fundamental principles of the proposed algorithm, it is important to recognize that this work is still in its infancy. The provision of high-speed communications and algorithms written in DASSL [27] , or other high efficiency package, will be necessary for an economic and viable implementation. In an attempt to illustrate the steps needed for eventual implementation, some practical aspects must be considered.
First, it must be recognized that all optimization methods that anticipate large matrices are computationally intensive. It is not envisaged that this scheme would be run online but rather run in the background to generate parameter performance envelopes (lookup tables), which would then be used for fast implementation. Continuous background envelope refreshment is needed to account for load and configuration changes. In a practical embodiment, Matlab would not be an appropriate platform because of its high "overhead." On the basis of this paper and the expected speed enhancement of a compiled language, it is estimated that optimal settings for a 15-bus system would be refreshed in less than 10 s (if Matlab "do-loop time" is the major limitation, then substantially shorter times could be expected). This compares very favorably to with 726 s and 136 s used to establish a similar contingency calculation (already implemented), for optimal load shedding with predefined shedding time [21] . The time to execute the load shedding command would be of great concern to the applicability of the algorithm. To fully benefit from the proposed algorithm, load shedding systems will have to be fast and flexible. In this regard, a new generation of fast acting vacuum interruptors would be needed. The finding from Fig. 11 , situations with lower generation shortage permit longer optimal shedding times, is certainly a positive aspect.
As mentioned in Section IV-A2, Fig. 5 shows a slight discrepancy when converging to the optimal load shedding time. This comes from the evaluation of (8), the partial derivative of the algebraic equations with respect to . The corrective action is programmed as a step function applied at time ; therefore, any evaluation of this derivative is bound to be an approximation and have an error associated with it. In this case, the derivative was approximated as the average of the step function over ten time steps, five before and five after the step time. The alternative to this procedure would be a discrete evaluation that would require an additional full simulation to evaluate the increment of the desired variable. This has been tried, and the additional accuracy obtained was not impressive.
As was indicated in Section I, it is anticipated that an overlaid communication network exists. Depending on the evolution of the algorithms and its applications, any online use will most likely require high-speed communications. However, technological advances in communications occur at a very fast rate [28] and are likely to eventually reach the distribution network.
Although peripheral to the subject, the detection of islanding is an allied issue that must be addressed, particularly in the light of new standards (IEEE Std. 1547 [8] ). Passive schemes of detection based on voltage and/or frequency have been shown to be unreliable in some circumstances, but active methodology has recently been advanced [10] that overcomes the limitations. However, it is envisioned that, with larger DG penetration, islands would be sustained (by load shedding) rather than resorting to fragmentation.
Finally, it is important to recognize that other types of generators will likely be used as DG resources. As an example to the applicability to other sources, the test shown in Fig. 6 was duplicated with a 1.7-MVA double-fed induction generator (DFIG) [24] , replacing the synchronous machine located in bus #2. The results for this test are shown in Fig. 12 . In this case, nine iterations were required to achieve convergence.
