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Abstract 
A new class of implicit methods for solving nonlinear equations is proposed in this paper. Comparisons of 
computational results are made with other well-known methods on a number of difficult problems. The implicit 
methods are accurate, robust and economical. 
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1. Derivation of methods 
Consider the nonlinear system of equations 
F(x) = 0, (1) 
where F: D c [w” + [w” is a sufficiently smooth vector function, x” is the isolated solution of 
(1). Suppose we have obtained the kth approximation xk to x” from the preceding step of the 
iteration. Let us consider the Newton homotopy differential equation 
dx 
dt- 
- -F(x)-‘F(xk), x(o) =A+. 
It is easy to know [l] that if the Kantorovich hypothesis for Newton’s method is satisfied, the 
solution x =x(t) of (1) exists and x(l) =x”. 
The R-stage implicit Runge-Kutta method may be used to solve (2). Taking the stepsize 
h = 1, from x” we can get xk+’ as the next approximation to x* as follows: 
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I 
R 
xk+’ =xk + c biKi, 
j=l 
-1 
F(xk), j= l,..., R. 
(3) 
Repeating the above-mentioned process, we get a class of implicit iterative methods (3) for 
k = 0, l,... . 
As special cases, by the one-stage second-order and two-stage fourth-order Gauss-type 
implicit method, we get 
I 
Xk+l =xk + K,, 
K, = -F’(xk + +K,j’F(xk), k = 0, 1,. . ., (4) 
and 
xk+’ =xk + +K, + ;K2, 
K, = -F’(xk + fK, + A(3 - 2fi)K,)-1F(xk), 
K,= -F’(x~++K~+&(~+~~~)K~)~‘F(x~), k=O, l,... . 
(5) 
Among them, (41, which was troublesome to get, was given in [4]. 
2. Convergence rate of the methods 
Suppose the Runge-Kutta method which derives the iterative method (31 is of order p in the 
sense of consistence [3]. 
Let e be the unit vector F(xk)/ll F(xk) II. Set s = II F(xk> (I. Consider g(t) :=x(~/s). Then 
= -F’(g)-%_ g(0) =xk. 
Applying the order p Runge-Kutta method to (61, we get 
‘I i g(h) - g(O) + h e bjKj <ThP+‘, j=l 
where r is a constant independent of h. It is easy to verify that 
g(0) + h ; bjKj =xk+‘, 
j=l 
when h = s. So we have 
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(I x* -xktl II = II g(s) -Xk+l (I ~rs~+‘~rIIF(x*)-F(xk)IIp+l~r~IIx*-xkIIP+l; 
(7) 
here we suppose M = sup, G I ~ 1 /I F’(x* + t(x -x*)1 /I < +m for all x ED. 
Proposition. Zf the Runge-Kutta method is of order p in the sense of consistence, the derived 
iterative method (3) for solving (1) is of order p + 1. 
So (4) and (5) are third-order and fifth-order methods respectively. 
3. Implementation of the methods 
In order to apply the implicit methods (3), at each stage, it is necessary to solve by some 
iterative process the system of nonlinear equations which defines the K;, j = 1,. . . , R. Here we 
use Chipman’s method [2]: 
I 
-F’( xk +L(;-“)-lF(Xk) _BLW- 1 
Lc4)= ((A @I))’ - diag(B))-1 
-F’( xk +L~+lF(xk) _BLW’) R 
q= (A @I)-‘L@“, j = 1, 2 ,..., R, 
R 
xk+l=.xk+ cbjKj, k=O,l,..., 
j=l 
q= 1,2,. **> M, 
@a) 
( w 
where M is an integer either prescribed in advance or determined such that II Lc4) - Lc4- ‘) II < E, 
and E given, and where initially we take Z,(“) = 0, L = (L,, . . . , LRjT. B E L([w”) may be chosen 
as the Jacobi matrix of the function -F’(x)-‘F(xk) at xk, we may use the finite-difference 
quotient matrix to approximate it, and diag(B) E L(rW”xR): 
diag(B) = 
A = (aij)RxRt Z is the n x n unit matrix, A @I is the Kronecker product of A and I: 
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4. Numerical illustrations 
Here we use the algorithm (8) formed by the method (4) to carry out the computation. The 
first two test problems used in the numerical experiment are as follows: 
2 
F(x)= x1 
--x,+1 I 1 x,cos( $rx2) =O, 
F(x) = I ( z ’ sin(x,x,) - 2 -x, i 
I( ) 1 - & (e2X1 - e) + ex2 ~ - 2ex, r 
(9) 
(10) 
They are also used as test problems in [l]. Problem (9) is solved with the initial approximation 
x0 = (1, 0) with accuracy II xk+’ -xk 11 G 10-l”. The solution required is x* = (0, 1). Newton’s 
method does not converge to x* but rather converges to ( - 1, 2). The damped Newton method 
and the most successful A-stable method PE,CE, [l] need 107 iterations, 321 function 
evaluations and 17 iterations, 36 function evaluations, respectively. Method (8) was applied to 
this problem and it converged to the root x* in 5 iterations and 10 function evaluations for 
M=2. 
Problem (10) is solved with initial approximation (0.4, 3). The required solution is close to 
(0.30, 2.8). Newton’s method converged to ( - 0.26, 0.62). The PE,CE,C method [l] needs 36 
function evaluations to converge to x”. Method (8) only needs 13 function evaluations and 7 
iterations to attain the accuracy IIxk+l-xkll <lo-“. Here M=2 for k=O, 1,...,5; M=l 
for k = 6. 
The computational results for problems (9) and (10) are given in Tables 1 and 2, respectively. 
The third problem originates from [S]: 
F(x) = I xf + + 0.6 + 3x; x1 1.8 - x2 3.64 = 
x:+0.5 x,2+2x1x2-0.3 x1 - 1.1 x,-O.735 
I 0. 
The roots are (0.7, 0.71, (-1.60274, 0.576141, (1.55068, -0.73770) and (0.7, -1.3). The de- 
Table 1 
Problem 1 
Table 2 
Problem 2 
k X k 
1 2.X3312.10-’ 5.187562.10-’ 
2 -2.851191.10-* 1.006743.10” 
3 -6.546080.10m5 1.000042~10” 
4 4.911271.10ps l.oooooo~loO 
5 7.549789.10-x l.oooooo~loO 
1 3.890950~10~1 2.957794.10’ 
2 3.663928.10-’ 2.946 072.10” 
3 3.240205.10-’ 2.876 179.10” 
4 3.007634.1OF’ 2.840 173.10’ 
5 2.994 495.10 1 2.836929.10’ 
6 2.994 495.10 - 1 2.836928.10’ 
7 2.994487.10-l 2.836928.10’ 
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Table 3 
Problem 3 
k k J-1 
k 
x2 
1 3.895 364 lo- ’ 1.754767 10-l 
2 5.740 646 . lo- ’ 6.650414.10-’ 
3 6.995 863 . lo- ’ 6.999 956 10 - ’ 
4 7.000 000 . lo- ’ 7.000000~ 10-1 
sired solution is (0.7, 0.7). Newton’s method converges to (1.55068, -0.73770) with initial 
approximation X” = (0.1, 0.1). In order to solve this problem, Tewarson utilized some a priori 
knowledge about the solution to obtain some parameters, which made the computation 
complicated. By method (8), 4 iterations and 8 function evaluations are only needed with 
accuracy II xk+’ -xk II < lO_“’ and A4 = 2 in (8a). The computational results are given in 
Table 3. 
Thus we have seen that, with a desirable initial approximation, our method leads to the 
desirable root, but costs less computing effort than the smoothing and damping techniques [5]. 
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