In this paper, an explicit formula of the solution of Hamada-Leray-Wagschal's theorem is given. For this, only structure's theorem of finite dimensional determination's function and linear algebra technics developped in [1] are used. §1. Introduction
§1. Introduction
In a previous paper, the monodromy of the ramified Cauchy problem was studied [1] . This paper is a direct application of previous methods to give an explicit formulation of the solution of Hamada-Leray-Wagschal's theorem [3, 4] . 
R(Ḋ ω ) will be denote the universal covering ofḊ ω = {t ∈ C; 0 < |t| < ω}. Then, we have the following theorem [3, 4] 
for x closed to a where u i is a holomorphic germ at (a 1 , a) which have a holomorphic extension on R(Ḋ ω ) × Ω .
The aim goal of this paper is to explicit the u i 's structure in function of v i and w h . More precisely, if the germs v i and w h are finite dimensional determination's functions, then u i are finite dimensional determination's function too [1] . Using a structure's theorem of finite dimensional determination's functions in a punctured disk and technics of [1] , the u i 's form will be precise.
§2. Notations, Recall and Main Theorem
Let X a connected complex manifold and E a complex Banach space. The complex vector space of holomorphic functions f : X → E will be written H(X; E) and O a = O a (X; E) will be the complex vector space of holomorphic germs at point a ∈ X with values in E.
If u ∈ O a has an analytic continuation along a path γ : I → X, where I = [0, 1], of origin a and endpoint b, we will write u γ ∈ O b the germ in b got by analytic continuation of u along γ.
Γ a = Γ a (X) will be the space of loops γ : I → X of origin a and let u ∈ O a a germ which has an analytic continuation along all loops γ ∈ Γ a . We note F 
This automorphism depends only on the homotopy class [γ] of the path γ ∈ Γ a , then we have a linear representation of Poincaré's group π 1 (X, a) 
Now this is the main theorem.
First, some space called h(p, q) are defined. 
Remark. Let u ∈ h(p, q) and k a holomorphic function in a neighbourhood of the origin, then, for all holomorphic linear differential operator a(x, D),
where v ∈ h(p, q). This results from the fact that the h(p, q) spaces are invariant under differentiation.
This remark allows us to assume the germs w h ≡ 0, in Theorem 2.2.
We have to say that C. Wagschal [5] gave an analogous result in the case of an operator with simple characteristics (that is m i = 1 for all i and then d = m). He definedh(p, q) spaces.
Definition 2.2.
Let p ∈ C and q ∈ N. u ∈h(p, q) if there is a real ω > 0 and a simply connected open neighbourhood Ω of the origin of
where 
Also, this theorem gives a result on the order of the polar singularity of the solution. This type of result could not be get for an operator with multiple characteristics of constant multiplicity. Indeed, Y. Hamada [2] gave the following very simple counterexample
The solution is
then the solution u have only essential singularities on the double characteristic hypersurface K = {x; x 1 = 0}.
§3. Recall on the Monodromy
We come back to the problem (1.1)
The solution of this problem could be written under the form
where U i is a germ at point (a 1 , a) which has a holomorphic extension on 
Now, the functions y h , h = 0, . . . , m are defined.
where a i are holomorphic functions on Ω and, for 0 ≤ h ≤ m − 1,
where P i,j,h (x , ξ) is polynomial function in ξ ∈ C with holomorphic coefficients in the variable x . This kind of integro-differential problem was studied in [3, 4] . Section 4 of [1] shows that if the datas of problem (3.1) are of finite dimensional determination, then F U (a 1 ,a) ⊂ F where F is a finite dimensional vector space invariant under analytic continuation. F is spanned by the generators' system
with the following notations a) , where y = (y 0 , . . . , y m ),
• S(y) is the solution of problem (3.1),
We can show that P l δ ±1 (u) is holomorphic in a neighbourhood of the origin of
, then so is S(y) [4] . Hence S(Q δ ±1 S(β j )) is holomorphic in a neighbourhood of the origin of C t × C , we know that there is a vector space F i of finite dimension which is invariant under analytic continuation such that
There is a generators' system of F i such that a matricial representation of the automorphism θ → θ γ in this generators' system is So, the following problem is studied
With help of previous section, the solution could be written under the form
where U i is a germ at point (a 1 , a) which has a holomorphic extension on
where a is a holomorphic function on Ω.
With help of section 4 of [1], we know that F U (a 1 ,a) ⊂ F where F is a finite dimensional vector space invariant under analytic continuation. A generators' system of F is given by a 1 ,a) . Indeed, the vector space spanned by (P (y m , 0, . . . , 0) ). Moreover, since
thus we can conclude with help of Section 3.
Remark. We can show that F is spanned by
Indeed, thanks to lemma 3.4 of [1], we get
But the vector space spanned by (D So, by Section 3, we know that the solution of problem (1.1) is of finite dimensional determination and could be written under the form
Now, from definition of operators Q γ and from the fact that S(u)
Moreover, always by Section 3, since 1 / ∈ σ(v 1 ), there exists a finite dimensional vector spaceF i invariant under analytic continuation which contains F u i (a 1 ,a) and such that M is a matricial representation of the automorphism θ → θ δ in a generators' system ofF i . The end of the proof use corollary 3.1 of [1] which is recalled. Hence, with help of Theorem 2.1 and Corollary 4.1, we deduce that u i ∈ h(p, q) for p = 0. Now, we look to the case p = 0. We have
. By linearity, two cases will be studied: a) such that the matricial representation of the automorphism A v 1 δ , in this basis, is
We recall that θ 0 = Ka k where K ∈ C * .
A matricial representation of θ → θ δ in the generators' system (4.1) is given by
and Id j is the identity matrix of dimension j. Indeed, we have
The matrix (4.2) could be written in an another basis, under the following Jordan's form
the matrix of change of basis is
Using the matrix of change of basis (4.4), we define ϕ 0 , . . . , ϕ 2k , ψ 0 , . . . , ψ k+1 like this
where the matrix C is denoted by C = (c i,j ) 0≤i,j≤2k+1 and D is denoted by Proof. We note M = diag(J λ 1 , . . . , J λ n ) where J λ j is a Jordan's matrix with unique eigenvalues λ j . We assume λ 1 = 1. Also, we note (ϕ k , ψ l ) kl , where 
We note ϕ = ( k ν k ϕ i k ) 1≤i≤d and (ψ 0 , . . . , ψ l ) the generators' system associated to the Jordan's block J 1 .
First, if, for l = 1, . . . , l , µ l = 0, then we noteψ 0 = ϕ and we add tõ ψ 0 some vectorsψ 1 , . . . ,ψ l to form a vector space invariant under analytic continuation such that a matricial representation of the automorphism θ → θ δ , in the generators' system, (ψ 0 , . . . ,ψ l ) is J 1 . We note, for l > l ,ψ l = ψ l . Then, we have 1 ,a) ⊂ G i where G i is the vector space invariant under analytic continuation spanned by (ψ l ) l such that a matricial representation of the automorphism θ → θ δ , in the generators' system (ψ l ) l , is M . Hence, by virtue of
where F i is a vector space invariant under analytic continuation such that a matricial representation of the automorphism θ → θ δ is M . We have to note that if ϕ ∈ H(D ω × Ω ) then, by construction so isψ 0 .
Next, we note l 0 = max{l = 0, . . . , l ; µ l = 0}. So, we note 
