ABsT:RACT The paper details two linear-time algorithms, one for the partition of the boundary line of a digital region into digital straight segments, and one for calculating the minimum length polygon within an open boundary of a digital region. Both techniques allow the estimation of the length of digital curves or the perimeter of digital regions due to known multigrid convergence theorems. The algorithms are compared with respect to convergence speed and number of generated segments.
INTRODUCTION
Recent literature for image analysis still recommends diffe:rent formulas combining numbers of local space configurations along the curve or along the boundary of a digital region for estimating the length of a digital curve, or of the perimeter of a digital planar object. One aim of the present paper is to draw (again) the attention to the fact that it is well-known for several years that these methods are imprecise and, what is more important, their precision cannot be improved by increasing the resolution of the digitization. ,From the convergence point of view the estimation of a perimeter behaves essentially different as compared to the estimation of the area of a planar measurable region: the area may be estimated by means of counting the number of space elements such as grid points, or unit squares contained in the object.'° This estimate converges to the true area for measurable regions in the Euclidean plane. Estimates of the length of a Jordan curve cannot be based on counts of space elements such as grid edges or grid diagonals. The scaled counts may not change at all when the grid resolution is increased, and may differ by up to 41% for different orientations of an otherwise identical curve before digitization. This paper presents a comparison of two methods, abbreviated as (1) DSS method which is based on a partition of a digital curve into digital straight segments,2 and (ii) MLP method which is characterized by the calculation of the minimum length polygon in an open boundary of a digital region.1' Both methods allow the calculation of curve length or perimeter, respectively, of digital curves cr of simply-connected digital sets. For both techniques it is known that the measured curve length converges towards the true value if an Euclidean convex region is digitized with increasing grid resolution.4"2 These theorems comprise the theoretical fundamentals of this paper. The paper presents a linear-time DSS algorithm3 and a new linear-time MLP algorithm. For both methods further algorithms have been discussed elsewhere, for example three linear-time DSS algorithms' and basic ideas of MLP algorithms.'2 The paper also compares both methods with respect to speed of convergence and number of generated segments. The paper deals with closed-loop curves (perimeters of regions) only. However, the discussed algorithms may also be easily modified for open-loop curves.
FUNDAMENTALS
Digital regions are described in this paper by means of abstract cellular complexes (ACC's) C = [E, B, dim] . See Listing8 for historic origins, and Rinow9 and Kovalevsky5 for definitions, theorems and results. E is the set of elements or cells, and B is an antisymmetric, irreflexive, and transitive binary relation called bounding relation. If B(e', e") then it is common to say that e' bounds e", for e', e" E E. An integer valued function dirn(e) specifies the dimension of element e E E. A k-cell is a cell of dimension k. A cell can only bound another cell of a greater dimension. If one cell bounds another one then they are called incident with each other. A cell is also incident with itself. Thus the incidence relation is symmetric, reflexive and not transitive. The transitive hull of the incidence relation is the connectivity relation thus defining the topological notion of connected subsets in ACC's.
We demonstrate in what follows that cellular complexes also allow to introduce grid continua13 which have been used as the conceptual basis of the MLP method. The DSS method has been already discussed based on notations and results of ACC's. 4 
Boundary and Open Boundary of a Digital Region
The intention of both methods is to be applied for the measurement of the length of an open-loop or closed-loop curve in image analysis. We consider closed-loop curves as boundaries of regions and open-loop curves as subsets of the boundaries. A digital region is a result of the digitization of an analog region. A digital curve is the boundary, or a connected subset of a boundary of a digital region. For an exact specification of the notions of digital regions and their boundaries we start with the citation of a few basic notions of the topology of ACC's.
A subcomplex C' = (E', B', dim') of a given complex C = (E, B, dim) is a complex whose set E' is a subset of E and the relation B' is the intersection of B with E' x E'. The dimensions do not change, dim'(e) = dim(e). Thus to define a subcomplex it suffices to define the corresponding subset E' . Therefore all subcomplexes of C may be regarded as subsets of E and it is always possible to apply operations of the set theory, such as union, intersection, complement etc. to subcomplexes of one and the same complex. A subcomplex S of C is called open in C if for every cell e' of S all elements of C which are bounded by e' are also contained in S. We consider only finite sets. Therefore there exists the smallest open subset of C containing e, for each cell e E C. It is called the smallest open neighborhood of e in C and will be denoted by SON(e, C). We consider a two-dimensional digital image as a two-dimensional Cartesian ACC. A two-dimensional Cartesian ACC5 is a Cartesian product (cross product) of two one-dimensional ACC's which may be considered to be coordinate axes. It contains cells of dimensions 0, 1 and 2. We call the 2-cells pixels, the 1-cells cracks and the 0-cells points.
Graphically we represent pixels as squares, cracks as sides of squares, and points as vertices of squares allowing us to visualize the bounding relation of an ACC: a crack bounds a pixel if the crack is represented as a side of the square representing the pixel, a point bounds a crack if the point is represented as an end point of the line segment representing the crack, and a point bounds a pixel if the point is represented as a vertex of the square representing the pixel. In a Cartesian complex the cells may be organized in rows and columns thus composing a regular grid. The grid may be drawn orthogonally. Note that this possible way (!) of representing Cartesian ACC's does not (!) imply that cells of an ACC would be subsets of the Euclidean plane. Cells of an ACC are not composed of any "smaller" objects, they are indivisible units of different categories where each category is defined by its dimension. The main idea of using ACC's is to have a structure which contains a finite number of elements and therefore may be stored and processed by computers while possessing a topology in the classical sense9 of this notion. An ACC fulfills this requirement. A subcomplex S is homogeneously two-dimensional if any cell in S is either a 2-cell, or it bounds a 2-cell of S. A digital region is a connected, homogeneously two-dimensional subcomplex. For simplicity we consider only simply-connected regions in this paper. Other cases may be reduced to this one.
Let S ç C be a digital region. The boundary or frontier Fr(S, C) relative to C is defined as in classical topology: it is the subset of all cells of C whose SON's intersect both S and its complement C \ S. The boundary of S may also be denoted as OS if there is no need to explicitly specify the complex C. It is easy to see that the SON ofa pixel consists of the pixel itself. The SON of a crack contains the crack and the two pixels bounded by it. The SON of a point contains the point itself and the four cracks and four pixels bounded by it. Thus the boundary of a digital region consists of cracks and points and contains no pixels.
The problem under consideration consists in estimating the perimeter of a preimage of a digital region S while analyzing S. The estimate is expected to be "close" to the perimeter of the preimage of S which is assumed to be a region in the Euclidean plane having a Jordan curve as its boundary. To be more precise, the goal consists in ensuring multigrid convergence towards the true perimeter. Multigrid digitization is specified later on in Section 4 where a preimage is digitized into a digital region S.
The boundary ôS of a digital region S may be always subdivided into digital straight segments (DSS's). The exact definition of a DSS is given in Section 2.2. The DSS method is defined by partitioning a boundary into digital straight segments each of maximum length. Its result may vary with the chosen starting position. See Fig. 1 for clockwise and counterclockwise partitions for of a digital region. Typically, a DSS algorithm traces the boundary crack by crack and subdivides it into maximum length digital straight segments. A linear-time off-line algorithm is contained in [2] , and linear-time on-line algorithms in [1] . The algorithm presented in this paper follows [3] . This algorithm detects for each maximum length DSS the coordinates of its end points and calculates the length of each DSS as the Euclidean distance between these points. The sum of the lengths of these DSS's is finally used as the DSS estimate of the perimeter of the given digital region.
Originally the MLP method"'3 has been defined using the notion of a grid continuum. However, the notion of an open boundary of a digital region is suitable as well. The open boundary of a region S in the ACC A is the subcomplex containing all 1-and 2-cells whose closures intersect both the region and its complement A \ S (see Definition 13 in [5] ) . This is dual to the boundary which consists of 0-and 1-cells. Two cells e1 , e2 of an ACC A are called adjacent in A if they are not identical and there exists in A a cell incident with both of them. A sequence (ei , e2, , e2) of alternating 1-and 2-cells in which each cell e2 with 1 < i < 2n is incident with exactly two cells e1_i and e1+i , the cell e1 is incident with e2n and e and the cell e2 is incident with e2_1 and e1 is called a simple closed-loop 2-path. The notion of a simple closed-loop 2-path is analog to that of a simple closed-loop one-dimensional grid continuum.1113 The difference is that such a simple closed- The length of an edge is defined as the Euclidean distance between the vertices incident with the edge. The length of the graph is the sum of the lengths of its edges. We call the graph the abstract polygonal line (APL). Now the MLP-problem consists in finding the APL of minimum length which contains the given digital region and does not intersect the demarcation line. This problem statement requires some additional definitions which may be found in Section 2.3. 
I7
DSS requires some additional efforts for visualization.7 On the other hand, boundary DSS's describe boundaries of regions and, being mathematical curves of zero width, they may easily be used in solutions of various problems in digital geometry. Boundary DSS's have been chosen for solving the problem of subdividing a given digital curve into DSS's of maximum length, where a digital curve is an alternating sequence of points and cracks. It may or may not be a closed ioop. We consider the given digital curve as being directed. This means that every crack has one starting point and one end point following a unique global orientation of the curve. DEFINITION 2.1. Given is an ordered pair of points (P1, P2) whose coordinates are (X1 , Y1) and (X2, Y2), correspondingly, the digital half-plane HP defined by the inequality
is called based on (P1 , P2). We denote the half-plane based on (P1 , P2) by HB(P1 , P2). Note that H(X, Y) is equal to 0 for the coordinates of both P1 and P2. The order of the points in the pair specifies the sign of H. Consider an oriented digital curve CV as a sequence of alternating points and cracks containing at least two points. The points of CV are indexed by integers from 1 to N, the point P1 being the starting and PN being the end point of CV. The diameter of a pair of points is the Euclidean distance between these points. DEFINITION 2.2. Consider all ordered pairs of points (P2, Pj+a), a > 0, of CV such that the digital half-plane Previous publications3'7 have considered the right and the left bases with respect to the orientation of CV. This notions depend upon the choice of the coordinate system: if the positive Y-axis may be reached by a 90 clockwise rotation of the positive X-axis (as it is usual in image processing) then the negative base is the right one, i.e. it lies to the right hand side of the points of CV, and vice versa. We prefer using here the notions of the positive and negative bases rather then that of the right and the left ones since their recognition by means of the sign of H is independent of the choice of the coordinate system. If the given digital curve CV is a DSS then its points have a restricted distance from each of the bases. 3 We use the topological coordinates as specified above where each 0-cell (grid point) has a pair of integers as its coordinates. All 0-cells (X, Y) of a DSS satisfy the following two inequalities3: (2) where (U, V)T the tangential vector parallel to the negative base of the DSS having mutually prime integer 
Minimum Length Polygon
The MLP problem to be solved has been formulated above, see Section 2. 1 . For describing the method of finding the MLP we need the following definitions. Consider the sequence of 0-cells (points) which occur during tracing the boundary ÔS of the given digital region S. The tracing is supposed to run in positive direction of rotation, i.e. counterclockwise in the "mathematical" coordinate system, where the positive Y-axis points upwards, or clockwise in the coordinate system used in image processing, where the positive Y-axis points downwards. Then a point of ÔS is a convex vertex if the boundary curve makes a positive turn at this point, i.e. the angle between an oriented crack and the positive X-axis increases. A point is a concave vertex in case of a negative turn, and a collinear vertex in case of a zero turn. To recognize the sign of a turn it is common to use the determinant value:
for three-point sequences P2 = (X1, Y1), i = 1, 2, 3. The sign of the determinant value corresponds to the sign of the turn in any ortho-normal coordinate system.
We consider a given binary image as a two-dimensional Cartesian ACC. The set of pixels having gray levels different from zero is considered to be a digital region S as defined above. We trace the boundary OS of S, detect its 0-cells where a non-zero turn takes place and put their coordinates into a list. Each entry in the list, called a vertex, contains besides the coordinates the sign of the turn as explained above. The positive vertices are the convex ones, the negative vertices are concave.
In Section 2. 1 we have denoted the boundary ÔS by L . It is known'2 that only the positive vertices of L1 may become vertices of the MLP. On the other hand, negative vertices of L2 may also become vertices of the MLP. It is easy to see that there exists a mapping from the set of negative vertices of L1 to that of L2 such that each negative vertex of L2 corresponds to at least one such vertex of L1 . The mapping is by a vector which is the sum of vectors corresponding to oriented cracks incident with a given negative vertex V of L1 , the cracks pointing away from V. We replace each negative vertex of L1 in the list by the corresponding negative vertex of L2 simply by changing the coordinates by according to the direction of the incident cracks. Now the list contains all vertices which may become vertices of the MLP. It is important that the vertices are ordered according to the order of the vertices of L1 . Thus the ordered vertices may be processed one after another.
A vertex of the list may become an MLP-vertex if the following conditions are fulfilled. Suppose we already know that the ith vertex T1 of the list is an MLP-vertex. Another vertex T3 ,j > i, may belong to the MLP if all positive vertices ? with i < k < j lie on the positive side of (7, T2) or are collinear with it, i.e. dei(T2 , T, T) 0 holds.
Similarly, all negative vertices with i < I < j must lie on the negative side of (7 , Tj) or be collinear with it.
Otherwise the pair (Ti, Tj) would cross either L1 or L2 which is not allowed. Suppose there exist two vertices -a positive one denoted by W and a negative one denoted by B -both satisfying the above conditions. When testing a vertex T from the list whether it may become an MLP-vertex, the following three situations may occur: 1. T lies to the positive side of the pair (T1, W), i.e. det(T1, W, T) 0;
2. T lies to the negative side of the pair (T , W) or is collinear with it and at the same time it lies to the positive side of (T1 , B) or is collinear with it; 3. T lies to the negative side of the pair (T1, B). It is easy to see that in the case (2) T becomes a candidate for MLP and must replace either W or B corresponding to the sign of T. It has been proven12 that in the case (1) W becomes the next MLP vertex. Similarly, in the case (3) B becomes the next MLP vertex. The described analysis holds in a trivial way also in the case when either W or B or both of them coincide with T2 . Thus it is possible to start with a vertex T1 which is known to be an MLP vertex, to set W and B equal to T1 and then to test all subsequent vertices as described above. As soon as the next MLP vertex is detected, it becomes the next starting point and so on. 3 . ALGORITHMS Both algorithms are described in detail to support reimplementations. The input sequence of grid points is assumed to follow a boundary of a digital region. In other words, the coordinates of two subsequent points in the sequence with indices i and i + 1 must satisfy the condition X2 -X2 I + LY+i -= 1. In image analysis applications the sequence is being generated during a process of tracing, crack by crack, a boundary of a given digitized region. 5 The input of both algorithms is a sequence of N grid points P{1 : N] on a boundary of a simply connected digital region S, each point being described by a data structure (P[i}.X, P[i}.Y) containing the integer coordinates of the ith point P{i]. Since a boundary is a closed ioop, P[N] must be equal to P [1] . For both algorithms the output is a value Perirn which is the DSS estimate or the MLP estimate of the perimeter of a given digital region S.
DSS Algorithm
The task consists in tracing a given digital curve crack by crack, and sequentially subdividing it into DSS's of maximum length. To make the description more comprehensible we assume that all 0-cells (points) of the boundary were put into the array P[1 : NJ specified above. The DSS algorithm reads the N points P{i] one after another and performs the following steps:
(i) initialize a recent DSS by a single crack, (ii) consecutively test the current boundary point whether it still belongs to the recent DSS, (iii) if this is not the case then try to adjust the parameters of the DSS in such a way that it contains all previous points, i.e. from the beginning of the recent DSS up to the preceding point, as well as the current point, and
(iv) close the recent DSS and generate a DSS termination message if no adjustment is possible. The algorithm DSS.Perimeter is shown in Fig. 4 . The algorithm uses variables 1. DIR [1:2] for an array containing both crack directions allowed for the recent DSS, 2. StartP, StartN, EndP, EndN for starting and end points of the positive and negative bases (each point is described by a data structure (miX, Y;) containing its coordinates), 3. Vertex for the end point of the previous DSS described by a similar data structure, 4. Tang for a tangential vector specifying the direction of the bases of the actual DSS and described by a similar data structure, while Tang.X = U and Tang.Y = The integer function DSS_Cont repeatedly called in the algorithm DSS.Perimeter has as znput the current point Point described by the data structure (Point.X, Point.Y) containing the coordinates of Point and the direction dir of the last crack whose endpoint is Point. The output is equal to 0 if Point belongs to the recent, eventually adjusted DSS, or it is equal to 1 if there exists no DSS containing the current point Point and all previous points.
The variables are as in algorithm DSS_Perimeter. The algorithm for the integer function DSS_Cont is sketched in Fig. 5 .
MLP Algorithm
As already explained in Section 2. 1 , this method is based on finding the minimum length polygon which is contained in the closure of the open boundary of a given digital region S and which circumscribes the boundary of the digital region. The task could be specified as calculating an MLP in a compact polyhedral set of the Euclidean plane which has two disjoint isothetic polygonal curves (i.e. having only edges parallel to the coordinate axes) as its boundary, namely the boundary L1 as its "inner boundary" and the demarcation line L2 as its "outer boundary" . However, we suggest here a simpler approach using only the set P Array of points MLP [1:NMLP] ; Begin +++ *************************** Nvert is the number of vertices found by the procedure "FindTurns" as described above, 5. iNeg and iPos are indices pointing to the "beetles" BLACK and WHITE, correspondingly, 6. the function det( ) calculates the determinate value for three points as described above, and 7 . the function Distarzce( ), the same as in DSS..Perimeter, calculates the Euclidean distance between two points.
DIGITIZATION AND MULTIGRID CONVERGENCE
The preimage is assumed to be a bounded compact set ® in the Euclidean plane. A grid constant T specifies the length of a grid edge of an orthogonal grid in this plane. For studying multigrid convergence of calculated features we decrease the value of r defining finer and finer grids. There is a one-to--one correspondence between the squares and the pixels of the ACC containing the digital region. For the DSS method it is assumed that a pixel belongs to the digital region 8ss at least 50% of the area of the corresponding square belongs to .For the MLP method it is assumed that a pixel belongs to the digital region 5LP jif the corresponding closed square is completely contained in the interior of e.
In our experiments we use the following approximations: a pixel belongs to if the midpoint of the corresponding square is in e (the midpoint scheme), and it belongs to SLP if all four vertices of the square are in e (the four-vertex scheme). For example, the digital regions in Fig. 1 have been generated assuming an identical region ® in the real plane as a preimage. The boundary of e is shown there as a dashed line. Six different regions E have been used in our experiments (see Fig. 8 : the function graph of the sinc function y = sin(l6ir . x)/(64ir . x) within a bounded interval symmetric to the y-axis, a square rotated by 45°, a square rotated by 22.5°, a halfmoon generated by two overlapping circles of identical size, a circle, and the yin-part in the Chinese yinyang symbol. All regions have been digitized for all grid resolutions between n =32 (i.e. r = 1) and n = 1024 (i.e. r = 1/32) , including these two values. For the resulting digital regions the DSS partition and the MLP were calculated allowing to compute the DSS estimate and the MLP estimate of the perimeter of region ®.
The error is defined as the percentage of the absolute value of the difference between the true perimeter and the calculated perimeter, to the true perimeter. The number of generated segments allows to specify another interesting trade-off measure. The product of error times number of segments informs about the efficiency of the convergence: if this product decreases faster or increases slower for algorithm A in comparison to the second algorithm B then algorithm A is more efficient in achieving reduced errors without generating too many new segments. 
CONCLUSIONS
Typically the DSS errors in estimating the true perimeter have been at 0.1% or lower for grid resolutions of 600 or higher, also for non-convex regions such as the halfmoon or the sinc-curve. The errors were slightly larger for the yin-part of the Yinyang symbol. The DSS algorithm was with respect to run time behavior considerably faster than the implemented MLP algorithm. The DSS algorithm also shows in general faster convergence and a better efficiency with respect to our trade-off measure, see Fig. 9 . The MLP is uniquely defined.'2 The DSS partition may (slightly) change depending upon the starting point and the orientation. Algorithms for calculating maximum length DSS's have been considered by many authors for more than 20 years. Calculations of MLP's could be still an interesting subject for discussing alternative algorithms. The midpoint digitization scheme could also be used for studying the MLP method because the four-vertex scheme might be a reason that MLP "typically" approximates the curve length from below but DSS results "typically" oscillate (i.e. there are both positive and negative differences) around the true value.
