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Abstract— Traditional approaches to mapping of environ-
ments in robotics make use of spatially discretized represen-
tations, such as occupancy grid maps. Modern systems, e.g.
in agriculture or automotive applications, are equipped with a
variety of different sensors to gather diverse process-relevant
modalities from the environment. The amount of data and
its associated semantic information demand for broader data
structures and frameworks, like semantical occupancy grid
maps (SOGMs). This multi-modal representation also calls
for novel methods of path planning. Due to the sequential
nature of path planning as a consecutive execution of tasks
and their ability to handle multi-modal data as provided by
SOGMs, Markovian models, such as Hidden Markov Models
(HMM) or Partially Observable Markov Decision Processes,
are applicable. Furthermore, for these techniques to be applied
effectively and efficiently, data from SOGMs must be extracted
and refined. Superpixel algorithms, originating from computer
vision, provide a method to de-noise and re-express SOGMs
in an alternative representation. This publication explores and
extends the use of superpixel segmentation as a post-processing
step and applies Markovian models for path decoding on
SOGMs.
I. INTRODUCTION
Decoding refers to inferring the true state of the world that
led to a specific observation, i.e. the value of a semantical
occupancy grid cell. Depending on the application there
are different states of interest. A basic scenario in mobile
robotics is obstacle avoidance, where occupancyness is the
objective state. But more sophisticated scenarious in which
mobile robots process their environment, like harvesting
machines or robotic vacuum cleaners, call for a more diverse
set of states. On one hand, this motivates the introduction of
SOGMs but also raises the question how SOGM cells may be
mapped to states of the real world. This may be described
as a classification problem, in which cells are assigned to
classes, i.e. an underlying state of the world, based on the
associated probabilities in the SOGM. However, since real-
world environments are usually highly structured, cells in an
SOGM should not be seen as independent w.r.t their class or
spatial relation. In mobile, and especially embedded, robotics
only the states along a specific trajectory are of interest due
to keep the computational costs low. The combination of
these two considerations suggests the use of Hidden Markov
Models (HMM) to decode the sequence of hidden states
along a proposed trajectory. When applying HMMs to this
problem, it is formulated such that each hidden state is
mapped to a class.
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Fig. 1: Top view of a table-top robot approaching a mug in
simulation (left). Complex behavior of the individual SOGM
layers along the red line (right).
II. APPROACH
A. ENVIRONMENT & PERCEPTION MODELS
Famous representation of the environment are 2D or 3D
occupancy grids M introduced by Moravec and Elfes [1],
where each cell m ∈ M is associated with a Bernoulli
random variable indicating the probability P (m) of occu-
pation. For any observed cell m at time t, a log-likelihood
update of the odds probability can be performed, given the
observers position x and observation z: L(m|z1:t, x1:t) =
L(m|z1:t−1, x1:t−1) + L(m|zt, xt), where L(m|zt, xt) de-
notes the inverse sensor model capturing a classifiers output,
sensor calibration, and registration. An overview of various
model designs for the agricultural domain is given in [2].
While a single occupancy grid is only able to represent one
modality, a functional extension comprising N modalities,
with P(m) = (P1(m), . . . , PN (m)) as semantical occu-
pancy grids, is introduced in [3]. For various path evalu-
ation or traversal applications working on a single modal
occupancy grid, cell-wise consideration might be feasible.
However, multi-modal semantical grids do suffer from noisy
or sparse data and potential registration errors between
sensors. Thus, map refinement via clustering was introduced
by [3] using a Supercell Extracted Variance Driven Sampling
algorithm, whose objective is to find clusters that consist of
non-contradicting cell probabilities (cf. Fig. 1).
B. PATH DECODING
For the given task of path traversal, a hierarchical approach
is targeted that not only models the single class at a certain
location, but also the whole object itself. The probability of
observing the sequence O = (P1, . . . ,PIJ) with property
w can be expressed as the joint probability (cf. Fig. 2):
P (O, w;λ) =
I∏
i=1
P (wi)
J∏
j=1
P (Pj |wi;λ) , (1)
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Fig. 2: Generative sampling (left) and model (right).
Fig. 3: Top: the
AMiRo. Bottom: the
simulated model of
the AMiRo with tilted
laser rangefinder and
a front-facing camera
indicated by the black
dot.
with the hidden variable w, P (w) being the discrete property
probability, and λ being the generative property model for the
observed feature vector O. The amount of properties along
a path are enumerated by I while the length of a single
property is denoted by J . The inter-property model λw =
(S,O, A,Φ,Π) is a corresponding Hidden Markov Model
(HMM) with states s, observations O, transition probability
A, emission probability Φ, and start probability Π for every
single property w. The emission probability is modeled as
a Gaussian Mixture Model (GMM) over the N semantical
occupancy grids with the assumption that the probabilities
are Logit-normal distributed.
III. EXPERIMENTS
A. SETUP
The experiments were performed using the Autonomous
Mini-Robot (AMiRo) in the corresponding Gazebo based
simulation1 (cf. Fig. 3) with the goal of detecting classes
along a planned trajectory while building the semantical
occupancy grid in a table-top scenario. Three classifiers2,
and thus N = 3 semantical layers, where applied. Training
and ground-truth data were recorded in Gazebo. The HMM
for path decoding was designed as left-right Bakis structure.
It was trained via hmmlearn3 in an unsupervised fashion to
learn the classes ground, table, and object on various pre-
mapped table-top scenarios.
B. RESULTS
Figure 4a depicts results for different pre- and unprocessed
SOGMs. Compared to a training on cell-wise data, the results
based on the supercell segmentation yield significantly higher
F1 scores. This shows the effectiveness of the supercell
segmentation and confirms the motivation of using it as a
1https://github.com/tik0/amiro_robot
2camera based anomaly detection via a neuronal network, LiDAR based
obstacle and corner detection via a fuzzy classifier as introduced in [3]
3https://github.com/hmmlearn/hmmlearn
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Fig. 4: F1 scores evaluating input data and HMM model.
de-noising method. The lower scores for the point cloud
representation are most likely explained by the inaccuracies
introduced by the reduction of the SOGM to topometric
maps, which discard the shape of supercells (cf. [3]). For
further evaluations only input data from the the supercell
segmented SOGMs is considered.
A baseline classifier which chooses the most frequent class
yields an averaged F1 of 0.29, a random classifier based on
the distribution of class labels in the training data offers a
slightly higher F1 score of 0.33. Classification using a k-
means clustering approach achieves a F1 score of 0.58. The
highest F1 score of 0.66 is achieved by the trained HMM
model initialized with the manually chosen means, a Bakis
length greater than 8 and initial variances of 0.1 (cf. Fig. 4b).
Generally, the trained HMM models perform equally well or
better than the k-means clustering with the exception of the
model with three states per Bakis sub-model.
IV. CONCLUSION & FURTHER PROSPECTS
The presented work shows the advantage of applying a
clustering approach to refine SOGMs. The application of
HMMs, which respects a sequential path nature, to infer
the hidden true state from the SOGM outperforms common
classifier approaches. These results give a good baseline to
extend the approach of a SOGM as environmental repre-
sentation to perform informed path planning, POMDP, or
(Deep)-Q-Learning on multi-modal data.
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