he central dogma of molecular biology is the transcription of DNA to RNA, which is then translated into protein that performs specific functions in the living cell. Proteins rarely function in isolation but rather act as part of a biochemical reaction network involving protein-protein, protein-metabolite, and even protein-DNA interactions. In fact, most of the functions in a cell are a result of interactions between a large number of components and typically involve a substantial number of genes and gene products. Thus, linking the physiology of living cells (phenotype) to the information encoded in the genome (genotype) requires an understanding of how interactions affect the behavior of biochemical reaction networks.
In this article, we focus on cell functions linked to complex dynamic behaviors in a biochemical reaction network, such as sustained periodic oscillations and bistability. Periodic phenomena and bistability underlie many important cell functions, such as circadian rhythms and cell division cycles [4] , [5] . Previous work in this area has focused on modeling the phenomena [6] , bifurcation analysis to map out the parametric dependence of the nonlinear behavior [7] , robustness analysis [8] , and experimental verification [9] .
Based on a dynamic model of the network, our goal is to determine the components and interactions that underlie a specific behavior. Our approach is based on decomposing the overall network into smaller subsystems and then analyzing the effect of interactions between these subsystems. To simplify the analysis, we exploit the fact that the complex behavior of an autonomous system is generally related to destabilization, or bifurcation, of some steady-state (equilibrium) solution in the state-parameter space and that the destabilization is typically caused by feedbacktype interactions. By analyzing the source of the instability of the underlying steady state rather than the complex behavior itself, we can employ a linear systems representation of the network and make use of tools from linear feedback control theory. Using this approach we will rank the order of importance of the various component interactions in destabilizing the steady state. The biochemical components and pairwise interactions that need to be present in the model to generate a specific behavior in the network can then be determined from this ranking. We stress that our aim is purely qualitative in the sense that we seek only to identify mechanisms underlying specific behaviors and that we do not seek to provide quantitative results such as parametric sensitivities or robustness. As stated above, however, identifying mechanisms underlying specific behaviors can provide a crucial first step in obtaining quantitative results by providing knowledge of where one should focus modeling and analysis of given functions in a large-scale network.
The outline of the article is as follows. We introduce the biochemical network driving the cell division cycle in Xenopus eggs, focusing on the early embryonic periodic cell divisions. We then outline the analysis method, based on linearization and decomposition of the network model. The proposed method identifies the components and feedback interconnections that generate periodic oscillations and bistability in the Xenopus cell cycle. Next, a similar analysis is performed to identify the feedback mechanisms driving the periodic oscillations in yeast glycolysis.
The Xenopus Cell Cycle
The cell cycle is the process in which a cell duplicates its genetic material and then divides into two almost identical daughter cells, which can then repeat the process. The cycle consists of the S phase, in which the genetic material is replicated, and the M phase, in which the sister cells are separated. S and M phases alternate in time, with characteristic gaps in between; namely, G1 after M phase, and G2 after S phase. The switches between the various phases are triggered by concentration variations in a network of interacting proteins, of which the most important are cyclin-dependent kinases (Cdk) composed of a catalytic kinase subunit and a regulatory cyclin unit (see Figure 1) . In higher eukaryotes, Proteins rarely function in isolation, but rather act as part of a biochemical reaction network involving proteinprotein, protein-metabolite, and even protein-DNA interactions. Table 1 . Model of the biochemical network for cell cycle control shown in Figure 1 . The model consists of mass balances for the nine proteins in the network, with mass transfer rates determined by the reaction rate expressions [7] .
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there are a number of such complexes driving the events of the cell cycle, while in lower eukaryotes a single Cdkcyclin complex can trigger all phases [10] . We consider a model of the network driving the cell cycle in Xenopus frog eggs proposed in [7] . The network is graphically illustrated in Figure 1 , and the corresponding model, consisting of a set of nonlinear ordinary differential equations, is given in Table 1 . The model is based on a combination of hypothesized molecular interactions and experimental data.
We first consider the behavior in early embryonic cell divisions in which the network is in a state of sustained periodic oscillations, driving the cell cycle in a regular and periodic fashion without significant gaps G1 and G2 between S phase and M phase. The protein MPF that toggles the phases of the cell cycle is called M-phase promoting factor, and the active form of MPF corresponds to state x 5 in the model. A high concentration of active MPF triggers the cell to divide, which induces the M phase; hence, the name. The time history of the cycle for the parameter values given in Table 2 is shown in Figure 2 . Note that the oscillations are independent of the events in the cell nucleus, and that they persist in a nucleus-free extract. The observed period is about 65 min, which corresponds well with experimental observations [7] .
Bifurcation analysis of the model with respect to various model parameters has been performed in [7] and [8] . A bifurcation diagram with the rate constant k 1 for cyclin synthesis, which serves as the bifurcation parameter, is shown in Figure 3 . As can be seen, the oscillatory state for Table 1 . Figure 2 persists for a large range of parameter values and emanates from a Hopf bifurcation for relatively high values of k 1 . Also note that the system displays multiple steady states, or bistability, for low values of the parameter k 1 . The parameter k 1 can be genetically regulated, and in this case the bistability can serve as a switching mechanism at later stages of the cell cycle [5] . Thus, the existence of multiple steady states has a potential physiological significance. Bifurcation analysis is a powerful tool for analyzing the possible behaviors of a network as well as their sensitivity and robustness to parameter variations. Even for relatively small networks, however, the number of model parameters quickly grows large, and mapping the behavior for all possible parameter combinations can become overwhelming. For instance, the small network studied here involves 26 parameters. Furthermore, bifurcation analysis can only reveal the existence of behaviors and does not provide any qualitative insight into the sources of these behaviors.
Our goal, based on the model of the network, is to determine the mechanisms causing the various observed behaviors. For instance, we show that only three out of the nine components in the network are needed to create the periodic oscillations driving the early embryonic cell cycle, while three other components are needed to create bistability for low values of k 1 . Although these results partly confirm previous observations in [7] , our main contribution is to show that these conclusions can be reached in a systematic fashion that is equally applicable to large-scale networks.
Decomposition of Biochemical Reaction Networks
We model a biochemical network aṡ
where x is the state vector containing the concentration or activity of all molecules and complexes in the network and p are model parameters including reaction rate constants. In cases of small diffusivity or small molecular concentrations, partial differential or stochastic equations might be required. Since our goal is to study the impact of interactions between various components on the network behavior, we decompose the overall network (1) into smaller subsystems i consisting of single components modeled bẏ
where u i = x j , j = i. Subsystem i has component x i as its only internal state and output, while all other compositions are treated as inputs. The biochemical network involved in the regulation of the Xenopus cell cycle is illustrated in Figure 4 . 
Analysis of Destabilizing Interactions
Multiple stable steady states, or bistability, and limit cycle behavior are strongly nonlinear phenomena. In an autonomous system, however, these phenomena can be traced to a steady-state bifurcation point for some value of the system parameters corresponding to a point in the (x, p) space at which there is a change of stability of the steady state, or equilibrium, of (1) as p is changed. Such a bifurcation point can easily be determined by continuation of (1) for some parameter in p, starting at the given solution.
According to Lyapunov stability theory, the stability of the steady state can in most cases be analyzed based on the system (1) linearized about a steady state in the vicinity of the bifurcation point. Thus, linear systems theory can, in principle, predict the mechanisms giving rise to complex nonlinear phenomena, such as those observed in the network driving the cell cycle. Furthermore, we assume that, for a considered value of the parameter p for which the system displays complex behavior, there exists an underlying unstable steady state, and that the source of the complex behavior can be analyzed by considering the destabilization of the steady state even some distance away from the bifurcation point in (x, p) space. This property holds if there are no additional bifurcation points on the solution branches between the original bifurcation point and the considered points in the bifurcation diagram. If the latter does not hold, one can use any system parameter to move the system closer to the steady-state bifurcation point prior to analysis. For instance, in Figure 3 , there are no additional bifurcations between the Hopf bifurcation point at k 1 = 0.04 and the point at k 1 = 0.01, for either of the solutions emanating from the HB point. Hence, we analyze the source of the limit cycle by considering the source of the dynamic instability of the steady state.
Accordingly, we move the system to the unstable steady state underlying the complex behavior and analyze the mechanisms causing destabilization of this steady state. Labeling this steady state x * , the linearization of (1) can be written as
where A = ∂f/∂x| x * ,p * and x(t) = x(t) − x * . Based on the assumptions above, a steady state underlying multiple steady states will have at least one real eigenvalue of A in the open right-half plane, while a steady state underlying a limit cycle will have at least two complex conjugate eigenvalues of A in the open right-half plane. The decomposition of the linearized system (3) into one-component subsystems i , as described for the nonlinear system in (2) , is given by
where Ã = diag{a ii } is the matrix containing the diagonal entries of A. In the overall network, the subsystems are connected by the feedback
If all of the eigenvalues of Ã lie in the open left-half plane, then the system is stable in the absence of interactions between the various biochemical components of the network. The open-loop system (4) is stable unless some reactions are autocatalytic; that is, they directly stimulate their own production. The overall biochemical network can thus be seen as composed of an interaction-free, or open-loop, system (4) combined with the feedback imposed by pairwise interactions between the components of the network (5). We now relate the stability of the closed-loop system to the properties of the open-loop system by determining the effects of feedback interactions on the overall stability of the steady state. Since we are interested in the behavior related to the instability of the steady state, we wish to determine feedback connections causing the observed instability.
Using Laplace transforms, the open-loop system (4) can be written as The Impact of Individual Biochemical Components
One possibility for determining the feedback interconnections that are most instrumental in creating the steadystate instability is to disconnect the feedback from one protein, or metabolite, at the time. For instance, to let u i (t) = 0 for some i in (5) and consider the effect on the stability of the overall network; that is, on the zeros of I − L(s) (see Figure 5) . A more general approach, however, is to add a real perturbation ε i to the feedback of component i, as illustrated in Figure 5 , and then determine the smallest |ε i | that stabilizes the closed loop to make the equilibrium of the network locally stable.
The transfer function T i (s) from u i to x i , with feedback from all proteins except protein i, is given by
where L i0 (s) corresponds to L(s) with all elements of the ith row set to zero, and [L(s)] i is the ith column of L(s). The smallest perturbation |ε i | that will stabilize the network, for a given protein i, can be determined from the Nyquist criterion based on T i . The relative sizes of the required perturbations |ε i | indicate the role of the various feedback connections in destabilizing the system, and, hence, in creating the complex behavior under consideration. Small required perturbations |ε i | imply that the system stability is sensitive to the feedback of protein i and that the dynamic behavior of this protein is central to the creation of the observed behavior.
The Impact of Pairwise Interactions
The complex behavior of a biochemical network is caused by interactions between the various nodes, such as proteins and genes. We now consider specific pairwise interactions that are instrumental in causing steady-state instability of the network. Assume the linearized model (3) has eigenvalues λ = σ ± jω * , where σ > 0, and with all other eigenvalues in the open left-half plane. If the steady state underlies multiple steady states, we assume a static instability ω * = 0, while if the steady state underlies sustained oscillations we assume a dynamic instability ω * > 0. We now seek the relative perturbations in the pairwise protein interactions, corresponding to the entries L ij (s) of L(s), required to stabilize the steady state of the network, that is, to move the right half-plane eigenvalues to the imaginary axis. Elements that require relatively small perturbations to stabilize the network correspond to interactions that are instrumental for generating instability, and, hence, the resulting complex behavior.
In principle, stabilizing perturbations can be determined from a root locus with the elements of the Jacobian A as parameters. However, this approach provides frequencyindependent real perturbations that may be arbitrarily larger than the minimum required perturbations for stabilization.
According to the generalized Nyquist criterion, for a stable open-loop network L(s), a sufficient condition for instability under positive feedback is that one characteristic locus λ i (L(jω)) crosses the real axis to the right of the point 1 at a single frequency ω = ω 0 . A perturbation applied to element L ij (jω 0 ) such that this λ i (L(jω 0 )) moves to the point 1 on the real axis corresponds to a stabilizing perturbation. In principle, one can compute stabilizing perturbations at all frequencies, not just at ω 0 , to determine the smallest perturbation required for stabilization. This approach is computationally demanding, however, and it is reasonable to assume that the perturbation required at the critical frequency ω 0 is close to the minimum required perturbation over all nearby frequencies. We therefore limit ourselves to compute the required perturbations at the frequency ω 0 .
A perturbation that moves one characteristic locus λ i (L(jω)) at ω = ω 0 to the point 1 on the real axis corresponds to making the return difference I − L(jω) singular at the frequency ω = ω 0 ; that is,
where L p is the perturbed open-loop system. The relative gain array (RGA) [11] provides a direct means for computing the required perturbation of individual matrix elements so as to make the matrix singular. The RGA of a square complex matrix M is given by
where × denotes the Hadamard product, or element-by-
, then the perturbed matrix M p is singular [12] . The relative perturbation ij (jω 0 ) of element L ij (jω 0 ) that moves a characteristic locus of the open loop network to 1 at ω 0 , and, hence, poles of the closed-loop network to the imaginary axis at ±jω 0 , is given by
Note that, although this perturbation ensures singularity of I − L p (jω 0 ) , that is, some eigenlocus satisfies λ(L pi (jω 0 )) = 1, (7) does not guarantee that it is the eigenlocus causing right half-plane poles of the system that is moved to one. The perturbation (7) may instead move some other eigenlocus to the point 1, in which case the perturbation does not stabilize the steady state. However, stabilization can be determined by applying the perturbation computed from (7) to the matrix L L L(jω 0 ) and by checking whether the eigenlocus encircling the point 1 is moved to the point 1 by the perturbation. If this is not the case, then there does not exist a perturbation of L ij at the frequency ω 0 that stabilizes the system. This observation follows from the fact that the element perturbation making the matrix singular is unique.
Thus, elements with small values of stabilizing perturbations | ij | correspond to pairwise interactions that have a large influence on stability and play an important role in destabilizing the steady state of the network. Note that the diagonal entries of L(s) are zero by definition of the openloop system, and, hence, perturbations of the diagonal entries need not be considered.
In summary, we can rank order the importance of feedback effects from individual proteins and of pairwise interactions between proteins, respectively, in destabilizing the steady state of the network and thereby creating the complex nonlinear behavior related to a specific cell function. This information is relevant to understanding the central mechanisms underlying specific functions of the cell and also for guiding the modeling of these functions. We next apply the proposed analysis method to two examples: the cell division cycle in frog eggs and glycolytic oscillations in yeast.
Analysis of Feedback Mechanisms in the Cell Cycle
We now consider the protein network in Figure 1 that drives the cell cycle in Xenopus frog eggs. The network model is given in Table 1 . With the parameter values as given in Table  2 , the system displays sustained oscillations, as shown in Figure 2 . At low concentrations of the active form of cyclinkinase complex MPF, the cell produces a copy of its DNA (S phase) while high values of MPF trigger the division of the material into two daughter cells (M phase). We aim at determining which protein interactions are most instrumental in generating this periodic variation in active MPF. We first determine the underlying steady-state solution of the network model. A steady state is trivially determined by solving the model (1) with ẋ = 0 for the given values of the parameter p. Since a system can have multiple steady states, however, the steady state underlying the oscillations should be determined by continuation from the Hopf bifurcation point at which the limit cycle was born (see Figure 3) . By linearizing the model around the underlying steady state, we find that the dynamics matrix A has the right half-plane eigenvalues λ = 0.0413 ± j 0.153. Decomposing the linear model according to (4) reveals that the openloop model with the dynamics matrix Ã is stable; that is, the system does not contain autocatalytic mechanisms.
We now determine the smallest real perturbation ε i needed in the feedback of the individual proteins to make the steady state stable. The results given in Figure 6 show that only three proteins require a relative change less than one in the feedback to remove the oscillatory instability. The three proteins are active MPF x 5 , the anaphase-promoting complex APC x 9 , and the enzyme IE-P x 8 . Indeed, we find that the linear subsystem contain- ing only these three components has an oscillating instability with frequency 0.137 rad/min, which is close to the corresponding frequency 0.153 rad/min of the full model. Also, keeping all other compositions at their steady-state values and simulating the nonlinear model with the three differential equations for x 5 , x 8 , and x 9 yields an oscillation in the MPF activity, as can be seen in Figure 7 . Thus, the result indicates that only these three components need to be included in a dynamic model of the network to replicate the MPF oscillations driving the embryonic cell cycle. Although the period and amplitude of the oscillations of the reduced model deviate somewhat from those of the full model, this discrepancy can be corrected by adjusting the model parameters, including the concentrations of the six proteins that are assumed constant.
The reciprocal of the ten largest entries of the RGA matrix, corresponding to the ten smallest stabilizing perturbations, for the return difference I − L(jω 0 ) with ω 0 = 0.104 rad/min are shown in Figure 8 . From the figure we see that the most important pairwise interactions correspond to L 98 , L 85 , and L 59 , involving the components x 5 , x 8 , and x 9 . These results also indicate that the scalar feedback loop 8 → 9 → 5 → 8 creates the oscillatory instability [see Figure 9 (a)].
These results for the cell cycle confirm results obtained in [7] through hypothesis postulation and testing. The results also explain the findings in [8] that the most important parameters influencing the robustness of the limit cycle for MPF are related to the reaction rates for the reactions involving the components MPF, APC, and IE-P. The main purpose of this study, however, is to show that the central mechanisms underlying specific behaviors and functions in biochemical networks of the cell can be determined in a systematic fashion by using results from linear feedback control.
To complete the study of the cell cycle in frog eggs we determine mechanisms that cause bistability in the reaction network. As can be seen from the bifurcation diagram in Figure 3 , the system displays multiple steady states for low values of k 1 , the synthesis rate of cyclin. Since cyclin synthesis can be genetically regulated, bistability can serve as a switching mechanism between the S and M phases of the cell cycle occurring after the early embryonic cell cycles [13] . To analyze the mechanisms that cause bistability, we linearize the model in Table 1 around the unstable state for k 1 = 0.0007, corresponding to the middle of the unstable branch between the two static bifurcation points. The linearized model at this point has one real right half-plane eigenvalue λ = 0.042. Figure 10 individual proteins required to bring this eigenvalue to zero, and, hence, stabilize the steady state. As can be seen from the figure, proteins 5, 6, and 7 appear most instrumental for the static instability underlying the bistability. The plot of the elementwise perturbations ij in Figure 10 confirms this observation by showing that only the interactions between components 5, 6, and 7 can be modified to remove the static instability. Indeed, we find that retaining only the differential equations for the components 5, 6, and 7 in the model given in Table 1 , while keeping all other concentrations x i at their steadystate values, yields a static instability at the given steady state and also bistability for the given value of k 1 .
In conclusion, through a systematic model analysis of the biochemical network driving the cell cycle in Xenopus frog eggs, we determined the protein interactions that are instrumental in creating sustained oscillations at a high cyclin synthesis rate-that is, during the embryonic cell cycle-and the bistability at low cyclin synthesis ratethat is, at later stages of the cell cycle.
Analysis of Feedback Driving Oscillations in Glycolysis
Glycolysis is the process in which glucose is transformed into adenosine triphosphate (ATP). ATP, which is the main energy source in the cell, is involved in the regulation of many biochemical reactions. Under certain conditions, metabolites involved in glycolysis can display sustained oscillations [14] , and it has been proposed that one significant function of these oscillations is related to insulin secretion [15] . We analyze a model of an anaerobic glycolytic network in yeast cells [16] . The network involves a total of nine components and is illustrated in Figure 11 . The corresponding dynamic model is given in Table 3 .
For the parameter values given in Table 4 , the model displays sustained oscillations, as shown in Figure 12 . The corresponding bifurcation diagram, with the parameter k 9 as the bifurcation parameter, is shown in Figure 13 . As can be seen, for the nominal value of k 9 = 20, the system has one unstable steady state surrounded by a stable limit cycle. Following the approach outlined above, we linearize the nonlinear model around the unstable steady state and analyze the metabolic interactions, inducing instability of this steady state. these components one by one to the dynamic model, we find that 1, 4, and 8 are needed to generate the dynamic instability of the steady state and the sustained oscillations. A simulation based on the model with the differential equations for x 1 , x 4 , and x 8 only is shown in Figure 15 . As can be seen, the three-state model replicates the oscillations of the nine-state model quite well. The corresponding interactions are shown in Figure 16 .
Summary and Conclusions
Interactions among genes, proteins, and metabolites generate most of the central functions of the living cell. These interactions take place in highly complex biochemical networks, often involving hundreds of components and reactions. Exposing the connection between the individual components, such as genes, and the overall behavior of the network requires a systems approach based on dynamic models of the network.
In this article, we illustrate how a simple linear systems analysis can be used to analyze the role of various components in generating complex dynamic behavior in biochemical networks. The approach was used to identify the most important proteins and mutual interactions involved in the cell cycle in frog eggs and the sustained oscillations of glycolysis in yeast. This information is important not only for understanding the mechanisms of cell functions but also for guiding the modeling of specific functions by providing information about which components to focus on in experimental designs aimed at refining the model.
In this article, we considered relatively simple networks in which the mechanisms are already relatively well known. The purpose, however, was to show that the knowledge can be obtained in a highly systematic fashion. Furthermore, the approach outlined in this article is equally applicable to large scale network models that will be developed in the near future based on high throughput data on a genomic and proteomic scale.
