Abstract-Human beings subconsciously adapt their behaviors to a communication partner in order to make interactions run smoothly. In human-robot interactions, not only the human but also the robot is expected to adapt to its partner. Thus, to facilitate human-robot interactions, a robot should be able to read subconscious comfort and discomfort signals from humans and adjust its behavior accordingly, just like a human would. However, most previous research works expected the human to consciously give feedback, which might interfere with the aim of interaction. We propose an adaptation mechanism based on reinforcement learning that reads subconscious body signals from a human partner, and uses this information to adjust interaction distances, gaze meeting, and motion speed and timing in human-robot interactions. The mechanism uses gazing at the robot's face and human movement distance as subconscious body signals that indicate a human's comfort and discomfort. A pilot study with a humanoid robot that has ten interaction behaviors has been conducted. The study result of 12 subjects suggests that the proposed mechanism enables autonomous adaptation to individual preferences. Also, detailed discussion and conclusions are presented.
I. INTRODUCTION
When humans interact in a social context, there are many factors that are adjusted in order to make communication smooth. Previous studies in behavioral sciences have shown that there is a need for a certain amount of personal space [1] and that different people tend to meet the gaze of others to different extents [2] . For example, when a conversational partner stands too close, we tend to move away, and when we are stared at, we tend to avert our eyes [3] .
As Reeves and Nass [4] point out, humans tend to subconsciously treat nonpersonified objects such as computers and televisions like they would treat other humans. When observing human-robot interactions, we notice that most people show the same behaviors when interacting with a robot as they would when interacting with a human. Therefore, we believe that it would be natural for people to expect the same type of adaptation to one another from robots as they are used to in human-human interactions.
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incremental learning of decision-making rules for a mobile robot that moves in a corridor through the interaction with a human. The system learns the user's preferences regarding the robot's behavior by reflecting the user's bias in his/her commands. Isbell et al. [6] have implemented a virtual agent that chats with people over a computer network. The agent learns how to behave according to the conversations of other participants based on reinforcement learning. Participants have to consciously give rewards to the agent by pressing appropriate buttons. However, in human-human interactions, people subconsciously adapt to each other, meaning it is difficult for people to consciously provide feedback. Thus, an adaptation method, which reads subconscious responses from the human, is required for smooth human-robot communication.
Meanwhile, there have been a few studies about personal space and robot's behaviors [7] - [9] , but so far, none of them have addressed the problem of adapting these factors to individual preferences.
The matters are further complicated by the fact that human preferences seem to be interdependent. The discomfort of personal space invasion is lessened if gaze meeting is avoided [3] . Where human-robot interactions is concerned, studies also show that a person's feeling of comfortable distance for a robot varies with how menacing the robot's actions are perceived to be, i.e., the robot's movement speed [7] . This means that a system that adapts to personal preferences has to consider several parameters simultaneously.
In this paper, we propose a behavior adaptation system based on policy gradient reinforcement learning (PGRL). Using comfort and discomfort signals from the human partner as input for the reward function, it simultaneously searches for the behavioral parameters that maximize the reward, thereby also maximizing and minimizing, respectively, the actual comfort and discomfort experienced by the human. We use a reward function that consists of the human's movement distance and gazing period in human-robot communication [10] . The system adapts six behavioral parameters: three parameters that determine interaction distance/personal space [1] and one parameter each to determine the period for which the robot looks at the human's face, the delay after which the robot starts a gesture after an utterance, and the speed of the gestures.
In the following, we first explain the proposed behavior adaptation system. Then we show the setup of the pilot study and results. Finally, we present our discussion and conclusions.
II. BEHAVIOR ADAPTATION SYSTEM

A. Adapted Parameters
We adopted six parameters to be adapted by the system. These were three interaction distances (intimate, personal, and social distances) for three classes of proxemics zones, the extent to which the robot would meet a human's gaze (gaze-meeting-ratio), waiting time between utterance and gesture (waiting-time), and the speed at which gestures were carried out (motion-speed). We chose these since they seem to have a strong impact on interaction and low implementation costs, allowing us to keep the number of parameters small, and thereby, the dimensionality of the search space.
B. Reward Function
The reward function is based on the movement distance of the human and the proportion of time spent gazing directly at the robot in one interaction. An analysis of human body movement [10] in human-robot interactions reports that the evaluation from subjects had a positive correlation with the length of the gazing time and a negative correlation with the distance that the subject moved. .
The weights in this equation were determined with a prestudy. 1 The contributions of the two factors were of equal size as a result. Note that this process did not require severe tuning.
C. PGRL Algorithm
In general, there are two possible learning approaches that make use of a reward signal but do not need teaching signals. These are genetic algorithms and reinforcement learning. The problem at hand requires that the system runs real-time but does not perform unacceptably during the learning phase. This rules out the genetic algorithms and ordinal reinforcement learning methods, such as Q-learning [11] . Kohl and Stone [12] suggest hill climbing and PGRL as such. PGRL is a reinforcement learning method that directly adjusts the policy without calculating action value functions [13] , [14] .
The main advantage over other reinforcement learning methods is that the learning space could be considerably reduced by using human knowledge when we prepare the policy function. Meanwhile, it is difficult to measure how small the search space could potentially be since it highly depends on the design of the learning system. Fig. 2 shows the algorithm we adopted [15] . The variable Θ indicates the current policy or the values of n behavioral parameters. A total of T 1 We recorded the human's and the robot's movements, and measured parameters that the human preferred. We then ran the PGRL algorithm with different weights using the recorded values and tuned weights so that the behavioral parameters quickly and stably converged to the preferred values. Fig. 2 . This is the PGRL algorithm that we adopted for the adaptation system. perturbations of Θ are generated, tested with a person, and the reward function is evaluated. Perturbation Θ t of Θ is generated by randomly adding j , 0, or − j to each element θ j in Θ. The step sizes j are set independently for each parameter.
The robot tests each policy Θ t with an interaction behavior and then receives the reward. Note that the interaction behavior can be different for each test since we assume that the reward is not dependent on the behaviors but on the policy only. When all T perturbations have been run, the gradient A of the reward function in the parameter space is approximated by calculating the partial derivatives for each parameter. Thus, for each parameter θ j , the average reward when j is added, no change is performed, and cases when j is subtracted are calculated. The gradient in dimension j is then regarded as 0 if the reward is greatest for the unperturbed parameter, and is considered to be the difference between the average rewards for the perturbed parameters otherwise. When the gradient A has been calculated, it is normalized to overall step size η and for the individual step sizes in each dimension. The parameter set Θ is then adjusted by adding A.
III. PILOT STUDY
A. Environment and the Robot
The study was conducted in a room equipped with a 3-D motion capture system comprising 12 cameras [ Fig. 3(a) ]. The system can capture 3-D positions of markers attached to the human and the robot at a sampling rate of 60 Hz. We used a space measuring 3.5 m × 4.5 m in the middle of the room, the limits were set by the area that can be perceived by the system at millimeter-level accuracy. The data from the system were forwarded to the robot via Ethernet, resulting in data lags of at most 0.1 s, ensuring sufficient response speed. Fig. 3(b) shows the Robovie II [16] and ten interaction behaviors used in the study. Each behavior took about 10 s to run. The robot always initiates the interaction like a child who asks to play since its concept is a child-like robot.
B. Interaction Behaviors of the Robot
During the interaction, the robot tries to keep the interaction distance of the category to which the behavior belongs. The distance was measured as the horizontal distance between robot's and human's foreheads. We classified interaction behaviors into Hall's three interaction categories [1] : intimate (0-0.45 m); personal (0.45-1.2 m); and social (1.2-3.6 m) by another prestudy 2 as in Fig. 3(b) . It also meets the human's gaze in a cyclic manner, where the robot meets and averts the human's gaze in cycles that last 0-10 s (randomly determined, average 5 s), as this is the average cycle length for gaze meeting and averting in human-human interactions [2] . The parameter gaze-meeting-ratio is the portion of each cycle spent meeting the human subject's gaze.
The waiting-time controlled how long the robot would wait between utterance and action. When it performs behaviors from (a) hug to (g) monologue that require motion on the part of the human, the robot starts actions after it makes an utterance (like "Please hug me," "Let's play rock-paper-scissors," etc.) and waiting-time has passed.
The motion-speed controlled the speed of the motion. If motionspeed is 1.0, the motion is carried out at the same speed as the gesture is designed to do. As for gaze-meeting-ratio, waiting-time, and motionspeed, the same values are used for all interaction behaviors.
C. The Study 1) Subjects:
A total of 15 subjects (nine males and six females) were used in this study. The subjects were of ages 20-35. All subjects were employees or interns of our laboratory. However, they were not 2 We exposed eight subjects to the behaviors, and let them choose what distance they were comfortable with for each of these. The robot did not move its wheels in the prestudy. There are of course variations of preferences for each person within the same class, but these were so small to change categories. Note that in normal human interaction, casual conversation is usually classed as "social," but the subjects preferred closer distances for behaviors (h) and (i), equaling that of the touch-based interactions found in the personal group. This is mainly due to limitations of the robot's speech capabilities. familiar with the setup of the study, and most had no prior experience of the type of interaction used in the study. None of them had taken part in the prestudy.
2) Interaction: The robot was initially placed in the middle of the measurement area, and the subject was asked to stand in front of the robot and interact with it in a relaxed, natural way. Apart from this, and an explanation of the limits of the motion capture system, the subject was not told to behave or react in any particular way.
The robot randomly selected one of the ten interaction behaviors. After one behavior finished, it randomly selected the next one. The interaction lasted for 30 min. Except for controlling the selection not to repeat the same behavior twice in a row, we did not pay any special attention to the randomness of the selection, such as whether to evenly select behaviors or behaviors in the same distance classes.
3) Adaptation: During the interaction, the adaptation system was running on the robot in real time. Table I shows the initial values and the search step sizes. The initial values were set slightly higher than the parameters that the subjects in the prestudy preferred.
For the duration of each interaction behavior, or the test of a policy, the robot kept the interaction distance and other parameters according to Θ t . The reward function was calculated for each executed interaction of the robot using the accumulated motion and gaze meeting percentage for the duration of the behavior. The duration starts from just after the robot selected the behavior or before it utters and it ends at the end of the behavior or just before the next behavior selection. A total of ten different parameter combinations were tried before the gradient was calculated and the parameter values updated (T = 10). The subject did not notice the update of the policy during interaction since the calculation was done instantaneously.
4) Preferences Measurement (Interaction Distances):
The subject was asked to stand in front of the robot, at the distance he/she felt was the most comfortable for a representative action for each of the three distances studied by using behaviors (a) hug, (c) handshake, and (g) monologue, respectively. Other parameters, gaze-meeting-ratio, waiting-time, and motion-speed were fixed to 0.75, 0.3 s, and 1.0, respectively.We also asked the subject to indicate acceptable limits, i.e., how close the robot could come without the interaction becoming uncomfortable or awkward, as well as how far away the robot could be without disrupting the interaction.
5) Preferences Measurement (Gazing, Waiting, and Speed):
Each subject was shown the robot's behavior performed in turn with three different values-low, moderate, and high-for each of the parameters, gaze-meeting-ratio, waiting-time, and "motion-speed." The parameters that were not measured at this time were fixed to moderate values (same for all subjects). The subjects were asked to indicate which of the three shown behaviors they felt comfortable with. A few subjects indicated several values for a single parameter, and some indicated preferences between or outside the shown values. We recorded as such if he/she said so.
The moderate value for gazing, 0.75, was based on the average preference in the prestudy, the high value was set to continuous gazing at 1.0, and the low value was set equidistantly from the moderate value at 0.5. For motion speed, the preprogrammed motions were assumed to be at a moderate speed, and the high and low values were set to be noticably faster and slower, respectively, than this value. A time of 0 s was chosen as the low value for waiting, the moderate value of 0.5 s was chosen to be a noticable pause, and the high value of 1 s was chosen to be noticably longer.
We used (g) monologue to measure gaze-meeting-ratio and motionspeed. The interaction distance was fixed to 1.0 m. We used (a) hug to measure waiting-time and asked the subject to stand at a comfortable distance since the intimate varied among the subjects. Other parameters were fixed to the averaged values that the subjects in the prestudy preferred.
6) Impression: We interviewed the subjects for their impressions of the robot's movements, interaction distances, gaze meeting, and general behavior and their changes. We also encouraged them to freely offer other impressions.
IV. STUDY RESULTS
A. Adaptation Results
For most of the subjects, at least part of the parameters reached reasonable convergence to stated preferences within 15-20 min, or approximately ten iterations of the PGRL algorithm. We have excluded the results of three subjects who neither averted their gaze nor shifted position however inappropriate the robot's behavior became, but showed their discomfort in words and facial expression to the experimenter. These study runs had to be aborted early as safe interaction could not be guaranteed, so no usable data have been collected from them. Fig. 4 shows the learned values for the distances as compared to the stated preferences for 12 subjects excluding three aforementioned subjects. The intimate distance converged in the acceptable range for 8 out of 12 subjects. The personal and social distances converged in acceptable range for seven and ten subjects, respectively. The learned distance is calculated here as the average parameter value during the last quarter (about 7.5 min) of each study run since the algorithm keeps searching for the optimum value. The bars show the interval for acceptable distance and the preferred value, and the asterisks (*) are the learned values. 5 . Learned gaze-meeting-ratio, waiting-time, and motion-speed, and indicated preferences of them for 12 subjects. Circles ( ) show what parameter settings the subject indicated as preferable, "x"s denote the settings shown to the subjects but not selected. In the cases where subjects preferred values other than given settings, a triangle ( ) indicates the preferred value. If the subject said he/she preferred the value between two of the shown values, is marked at the middle of them. If the subject stated all values were too slow (subject 7), we marked above the highest shown value.
motion-speed converged to the values near to selected values for 7, 6, and 5 out of 12 subjects, respectively.
As can be seen, most of the parameters converged in the acceptable ranges; however, there are large differences in the success rate between different parameters. This is due to the fact that not all parameters are equally important for successful interaction. It is a typical trait for PGRL that parameters having a greater impact on the reward function are adjusted faster, while those with a lesser impact will be adjusted at a slower rate. Table II shows the average deviation for each parameter over all subjects at the initial and during the last quarter of the study runs. All values have been normalized for step size j . Most parameters converged to within one step size, the exceptions being the personal and TABLE II  AVERAGE DEVIATIONS FROM PREFERRED VALUES (NORMALIZED  TO STEP SIZE UNITS) social distance parameters. It should be noted that for these parameters, the average stated tolerance (the difference between the closest comfortable distance and the farthest) was of a size corresponding to several step sizes. For example, for personal distance, the average stated tolerance was 3.0 step sizes, and for social distance, it was 5.0. As Fig. 4 shows, for all subjects except one, the learned social distance parameter values fall within the stated acceptable interval. A statistical test (t-test) has been conducted to compare the initial and final average distances between the preferred and learned values. As a result, there were no statistically significant differences between the initial and final distances for the six parameters. However, this does not mean that the system failed to adapt. Some subjects were content with the learned values even though they were different from the stated preferences, and also, there are difficulties in measuring the preferences. We show such examples as case studies in the following sections.
B. Case Studies: Adaptation Results and Subjects' Impressions
In the following, we show how the system behaved for different groups of subjects. According to the adapted values and the subjects' impressions, we have divided the subjects into five groups: 1) successful; 2) partial success with content subjects; 3) successful but discontent subjects; 4) partially successful but discontent subjects; and 5) unsuccessful runs.
1) Successful Runs-Content Subjects: There were three subjects for whom the system performed very well. Not only were the subjects themselves content with the performance, but also all parameters displayed good convergence to their stated preferences. Common for all of them was a tendency to be very interested in interaction with the robot, and they had a very positive interaction pattern, much as when interacting with another human.
Subject 10 ( Fig. 6 ) was impressed by the robot's behavior and said that it quickly became much better. The plots support this, as all parameters are adapted to the preferences, except personal distance, which is only slightly farther. This subject stated a preference for an interval of waiting-time, hence the two lines in the plot showing the borders of this interval.
2) Partially Successful Run-Content Subjects: The next group consists of two subjects who were content with the robot's behavior, even though analysis of the results shows that some parameters were far from stated preferences.
The study run for subject 5 ( Fig. 7) resulted in good adaptation for the distance parameters, but less successful adaptation for the remaining parameters. This subject stated that all shown values for waiting-time were equally good, so this parameter can be any value in this case. Interestingly though, this subject stated that he was content with the gaze-meeting-ratio results, even though it is obvious from the plots that these were far from his stated preference. He was also satisfied with the motion-speed parameter, which is as much as 20% off from his specified preference. 3) Successful Run-Discontent Subject: Subject 7 was discontent with the robot even though the values seem to converge to her stated preference. She described her first impression of the robot's behavior as "tentative," but that it became more active as time passed. She also stated that she thought it tended to get too close, even though actual intimate and personal distances converged to her farther acceptable limits.
4) Partially Successful Runs-Discontent Subjects: There were five subjects for which the system only performed partially well. These subjects were content with the aspects that worked, and discontent with the ones that did not.
In case of subject 3, most of the parameters converged to preferred values or in the acceptable ranges at least. However, motion-speed parameter was far away from the stated preference, something the subject also complained about. Observations of the actual study showed that as the robot increased its motion-speed, the subject seemed to watch the movements carefully and fix her gaze at it.
5) Unsuccessful Run-Discontent Subject:
The results attained for subject 9 were not very good. Apart from the personal distance and gaze-meeting-ratio, the results were far from stated preferences. There were no observable problems with this subject's behavior, so the reason for these poor results are still unclear. It is also noteworthy that the subject said that he felt as if the robot did not like him, but forced itself to be somewhat polite and talk to him anyway.
V. DISCUSSION
We found several issues to be solved in the study. First, it is very difficult to measure true preferences. For example, subject 5 ( Fig. 7) was content with the learned parameters even though they were far from the stated preferences. On the contrary, subject 7 claimed that the robot got too close, even though the distances were farther than her stated preferences.
Second, for some subjects, the method could neither find the gradient of some parameters nor the direction to the local optimum. The reason is that the behaviors of the subject did not display any difference for policies Θ t if the current parameter was too far from the preferred values. This suggests that the adaptation should be done in an appropriate search space, where subjects behave as the reward function expects. This would further enforce the design goal "to not behave unacceptably during adaptation."
Third, there were subjects whose behaviors were different from our expectation. Subject 3 had a tendency to fix her gaze to the robot when the motion-speed was higher than her preference. Thus, we need different reward functions for people who have different reactions.
We have simplified the human model by making the following two assumptions. First, people will neither stand still nor stare at the robot to show discomfort or confusion since the interactions are simple to understand and the adapted parameters start from points where they do not produce antisocial behavior. Second, we have only chosen actions that contain a direct interaction and communication between the robot and the subject in our study. It remains a future issue how to prepare an appropriate reward function based on gaze information when these assumptions are not fulfilled. There are also many other possible human behaviors that can be used for rewarding as Tickle-Degnen and Rosenthal [17] suggest.
VI. CONCLUSION
We have proposed a behavior adaptation system based on PGRL for a robot to interact with a human. We have shown that the robot has successfully adapted at least part of the learning parameters to individual preferences for 11 out of the 12 subjects in the study by reading subconscious signals. Although there are still issues to be solved, we believe that this is an important step toward building robots that are as easy to interact with as humans.
