Hierarchical phrase-based translation (Hiero, (Chiang, 2005)) provides an attractive framework within which both short-and longdistance reorderings can be addressed consistently and ef ciently. However, Hiero is generally implemented with a constraint preventing the creation of rules with adjacent nonterminals, because such rules introduce computational and modeling challenges. We introduce methods to address these challenges, and demonstrate that rules with adjacent nontermi- practice we will refer to as the non-adjacent nonterminals constraint. The main argument against such rules is that they cause the system to produce multiple derivations that all lead to the same translation a form of redundancy known as spurious ambiguity.
Introduction
Hierarchical phrase-based translation (Hiero, (Chiang, 2005) ) has proven to be a very useful compromise between syntactically informed and purely corpus-driven translation. By automatically learning synchronous grammar rules from parallel text, Hiero captures short-and long-distance reorderings consistently and ef ciently. However, implementations of Hiero generally forbid adjacent nonterminal symbols on the source side of hierarchical rules, a practice we will refer to as the non-adjacent nonterminals constraint. The main argument against such rules is that they cause the system to produce multiple derivations that all lead to the same translation a form of redundancy known as spurious ambiguity.
Spurious ambiguity can lead to drastic reductions in decoding ef ciency, and the obvious solutions, such as reducing beam width, erode translation quality.
In Section 2, we argue that the non-adjacent nonterminals constraints severely limits Hiero's generalization power, limiting its coverage of important reordering phenomena. In Section 3, we discuss the challenges that arise in relaxing this constraint.
In Section 4 we introduce new methods to address those challenges, and Section 5 validates the approach empirically.
Improving Hiero via variations on rule pruning and ltering is well explored, e.g., (Chiang, 2005; Chiang et al., 2008; Zollmann and Venugopal, 2006) , to name just a few. These proposals differ from each other mainly in the speci c linguistic knowledge being used, and on which side the constraints are applied. In contrast, we complement previous work by showing that adding rules to Hiero can provide bene ts if done judiciously. 
However, in practice, data sparsity makes the chance of learning these rules rather slim. For instance, 
Note that although XX rules 4-6 can potentially increase the chance of modeling the pre-verbal to postverbal shift, not all of them are bene cial to learn.
For instance, Rule 5 models the word order shift but introduces spurious ambiguity, since the nonterminals are translated in monotone order. Rule 6, which resembles the inverted rule of the Inversion Transduction Grammar (Wu, 1997), is highly ambiguous because its application has no lexical grounding.
Rule 4 avoids both problems, and is also easier to learn, since it is lexically anchored by a preposition, (at), which we can expect to appear frequently in training. These observations will motivate us to focus on rules that model non-monotone reordering of phrases surrounding a lexical item on the target side. 
Experiments
We evaluated the generalization of Hiero to include XX rules on a Chinese-to-English translation task.
We treat the N = 128 most frequent words in the corpus as function words, an approximation that has worked well in the past and minimized dependence on language-speci c resources (Setiawan et al., 2007) . We report BLEU r4n4 and assess signicance using the standard bootstrapping approach.
We trained on the NIST MT06 Eval corpus ex- To our knowledge, the work reported here is the rst to relax the non-adjacent nonterminals constraint in hierarchical phrase-based models. The results con rm that judiciously adding rules to a Hiero grammar, adjusting the modeling accordingly, can achieve signi cant gains.
Although we found that XX-nonmono rules performed better than general XX rules, we believe the latter may nonetheless prove useful. Manually inspecting our system's output, we nd that the output is often shorter than the references, and the missing words often correspond to function words that are modeled by those rules. Using XX rules to model legitimate word insertions is a topic for future work.
