Following partial completion of infill development in a given field, it becomes necessary to determine whether continued drilling should be pursued in the same field. The usual approaches for deciding whether to continue drilling (Swanson's mean or estimates based on lognormal methods) fail to account for variation and uncertainty. To better inform this decision, we propose implementing statistical confidence intervals (with an accompanying certainty level) for relevant features of interest. Closed form intervals and maximum likelihood based intervals for the average ultimate recovery for all wells in a field, the percent of wells in a field having ultimate recovery values above a certain benchmark value and other important features of interest are considered. Confidence intervals appropriate for both the lognormal and Weibull distribution are given. The proposed methods are illustrated with real data from 64 wells in the Devonian Richfield Dolomite of the Michigan basin (given in the appendix, Table 2 ). Table 1 summarizes the different confidence intervals.
INTRODUCTION
Various types of information are available to decision makers which help inform the decision whether to continue drilling or not. One source of information is the recorded performance of wells drilled as part of the infill development. Variables such as total accumulation, initial potential, porosity, pay thickness and recovery factors are used to reflect well performance. Acceptable economical values (already determined) for the average of each of these variables are considered as benchmarks to determine whether continued drilling is economically feasible. Applying typical methods cited in the literature (Swanson's mean) or other lognormal dependent approaches, an estimate of the average for the variable of interest is determined and then compared to the benchmark value leading to a decision whether to continue drilling. Since each of these methods produce a single estimate of the mean, the true mean could be much smaller or much larger than the value given by the estimate, shedding doubt on the decision about continued drilling, i.e., variability is not taken into consideration. Thus, decision making based on whether the single estimate is larger or smaller than some benchmark can be very misleading. We address this shortcoming by establishing interval estimates (with accompanying certainty levels) for the quantity of interest. Maximum likelihood methodology has been developed that will give an optimum estimate for an average of interest, i.e., the average ultimate recovery for all wells in the field. Since these maximum likelihood estimates are optimum single value estimates, how close these estimates are to the true average and how sure one can be that they are "that close" needs to be answered. Maximum likelihood based statistical confidence intervals have been developed to address this important question and are presented in the following sections. Further, interval estimates for the percent of wells having values of the variable of interest above a benchmark value are developed. A level of confidence that the interval contains the percent of wells having values of the variable of interest above the benchmark is also given. We illustrate these methods and intervals with real data from 64 wells in the Devonian Richfield Dolomite of the Michigan basin. In this paper, the variable of interest is ultimate recovery.
The reservoir rock in the subject field consisted of tight (less than or equal to 10 millidarcies) dolomites interbedded with sealing anhydrites. There were seven productive dolomite intervals that spanned a stratigraphic section of two hundred sixty feet (80 meters). The dolomite stringers were one to eight meters thick and possessed porosities of six to twenty-four percent. Depth of the reservoir was fourteen hundred (1400) meters. The field in question was fully developed in the early 1950's on 40 acre spacing. Ninety-nine (99) wells were drilled covering an area of twelve square miles. In the early 1960's, a nine (9) spot waterflood was consistently implemented throughout the field via converting existing primary producers. The flood was extremely effective and led to additional 40-acre spaced drilling and a gradual change to a five (5) spot injection pattern in the late 1960's and 1970's. The 1980's led to infill drilling which implemented a change to 20-acre spacing. A total of sixty four (64) wells were drilled during these programs with performance of wells gradually decreasing in the later infill stages. This decrease in well performance caused early termination of the infill development in 1990. A 1995 review of the total performance of these 64 wells led to the decision to drill six (6) new development wells. Some of the methods presented in this paper significantly influenced the decision (using the Weibull distribution).
The 20-acre infill development referred to in this paper was terminated after the Fall 1990 drilling program. This twelve (12) well program produced results far less than expected and thus ended any further development. The performance of this program and the previous seven (1983 through 1989) is given in Table 2 (see the  appendix) .
Poor performance from the 1990 program is attributed to multiple reasons. First of all, in an effort to reduce costs, the entire Richfield interval was fracture stimulated at once rather than partitioning. Secondly, the 1990 wells were concentrated in a single part of the field instead of being evenly distributed. This over-concentration also occurred where there had been an abnormally (greater than 3:1) high secondary to primary recovery ratio showing more complete drainage. Finally, hasty decision making, based on early production performance and incomplete analysis, discounted the entire field potential and thus terminated any further infill drilling until 1996.
Useful EUR distributions were determined based on volumetrics and decline curve analysis typically associated with conventional reservoir engineering methods. The statistical analysis approach allowed us to make informed predictions as to the most likely recovery size of un-drilled locations. Conclusions from the statistical analysis helped to justify moving forward in a timely fashion with a development drilling program involving multiple wells. Moving forward without unnecessary delay enabled the wells to be drilled, completed and put to sales which increased the net present value. The drilling and completing costs were minimized by project planning rather than planning on a single well basis. Jobe et al. (2000) presented statistical methods to determine whether the Weibull or lognormal distribution would best model ultimate recovery values from all wells in this field. In fact, they showed that for the set of data in Table 2 , the Weibull distribution modeled the data better than the lognormal distribution. Hence, for the data in Table 2 , credible inference as to whether to drill more wells should be made using methods based on the Weibull distribution, not the lognormal. Jobe et al (2000) presented only preliminary confidence interval methodology useful for determining whether to continue drilling. Building on their work, the following sections establish more extensive confidence interval methodologies. (Some of which were informally used to determine whether to continue drilling which resulted in the significant multimillion dollar gross value-added increase as stated by Jobe et al (2000)). Closed-form confidence intervals for the average ultimate recovery for all wells like the set of sixtyfour (64) and closed-form confidence intervals for the percent of all wells that exceed the economically determined benchmark value for the ultimate recovery variable are given. In general, it is true that not every set of data is best modeled by the Weibull distribution and it is well known the lognormal distribution often accurately models ultimate recovery data. Thus, intervals appropriate for the Weibull and lognormal distributions are given. However, practically speaking, according to Jobe et al (2000) the data in Table 2 is best modeled by the Weibull distribution. Hence, those intervals based on the Weibull distribution are "best"--most credible. Selected confidence intervals constructed using the maximum likelihood (ML) method for both distributions are illustrated as well. The Weibull and lognormal are the focus of this paper not only because of the reasons mentioned above but because of their ability (flexibility) to model most any distribution. Consider Figures 1 and 2 in sections 2 and 3. It is clear that most distributions can be approximated by either the Weibull or the lognormal. Once the distribution of a set of data is known to be either Weibull or lognormal, powerful confidence interval methodologies, independent of large sample sizes, are available to improve decision making. Of course, the larger the sample size, the smaller the variation in the estimates and the shorter the resulting confidence intervals will be. Several of these methods are illustrated in sections 2 and 3. Using the data from Table 2 , a comparison of intervals based on the lognormal versus the Weibull is presented in section 4, Table1.
CONFIDENCE INTERVALS ASSOCIATED WITH THE LOGNORMAL DISTRIBUTION
Let X be a random variable representing the ultimate recovery from a given well. If the ultimate recovery variable can be described as a lognormal random variable, Nelson (1982, pp. 32-36) denoted the probability distribution of X to be
where lnx is the natural log of x. Since the cumulative distribution function F(x) = P(X < x), the population fraction above x becomes
The function Φ is the cumulative distribution function for the standard normal random variable, i.e., Φ (-1) = .1587, Φ (0) = .5, Φ (1) = .8413.
In the following presentation, application of the six (6) confidence intervals stated in eqns (A.1-A.7) are illustrated. Each interval estimates an important feature of the lognormal distribution representing the ultimate recovery variable X in an infill development context. The data in Table 2 (in the appendix) will be used to illustrate these intervals. Letting Y = lnX and n = 64, important summary statistics from Table  2 are:
x -= 51.3, s x = 45.29, y -= 3.576, s y = .946.
The random variable Z is the standard normal random variable and t n-1 is student's t random variable with n-1 degrees of freedom. The ultimate recovery (X) of a single well to be drilled (like the wells in a sample of size n (large or small)), can be estimated with a (1-α)100% confidence interval presented by Nelson (1982, pp. 224, 225 ) and given by eqn (A.4).
Example 3: Select a 95% confidence level. Eqn (A.4) becomes { exp(1.6708), exp(5.4811) }. Thus, there is a 95% probability the ultimate recovery X from the next well drilled falls in the interval (5.3164, 240.11). Suppose a 70% certainty level is selected. From eqn (A.4), with a 70% probability, ultimate recovery X from the next well drilled will fall in the interval (13.194, 96.756).
We turn now to interval estimation of P(X > x o ) -the proportion of wells that have an ultimate recovery exceeding a selected benchmark ultimate recovery value x o . Since Y = lnX and the exp() function are monotonic, Nelson (1982, Figure 3 for a graph of the ML point estimates of P(X > x o ) vs. x o . The one-sided 95% ML confidence interval for R(x o =41) is .362. With 95% probability at least 36.2% of all wells have an ultimate recovery that is greater than x o =41. The one-sided 70% ML confidence interval for R(x o =41) is 41.6%. Thus, with 70% probability at least 41.6% of all wells have an ultimate recovery greater than x o =41.
Continuing with the ML method, assuming a lognormal distribution best models the ultimate recovery variable X, the 95% ML confidence interval for µ x (the true average ultimate recovery) becomes (42.12, 73.18). The endpoints are calculated based on MLE of µ x = a and the MLE of the variance of a = c (MLE represents the maximum likelihood method produced by specialized software, in our case Minitab 12). The expression a ± 1.96 (c) 1/2 produced the above confidence interval. The 95% ML confidence interval for the 50 th percentile becomes (23.39, 44.97) and is calculated based on specialized software, in our case Minitab 12. Using the ML approach, the 95% confidence interval for the "next" ultimate recovery value X, is (0, 185.86). The endpoints are calculated based on MLE of µ x = a, the MLE of the variance of X = b and the MLE of the variance of a = c. The expression a ± 1.96 (b + c) 1/2 produced the above confidence interval.
In summary, letting X be ultimate recovery best described by a lognormal distribution, eqns (A.1), (A.4) and (A.5) are closed form (1 -α)100% confidence interval estimates of important infill development decision-making quantities. Maximum likelihood (1 -α)100% confidence interval estimates for important decision-making quantities are also available. Table 1 summarizes all confidence intervals presented in the previous examples. Economic sensitivity analyses with an accompanying certainty level could be applied using values from the lower endpoint to the upper endpoint of a selected confidence interval. In contrast, an economic sensitivity analysis with an accompanying certainty level is not possible with the single point estimate provided by the usual graphical approaches such as Swanson's Mean (Megill, 1984) and others.
CONFIDENCE INTERVALS ASSOCIATED WITH THE WEIBULL DISTRIBUTION
Let X be a random variable representing the ultimate recovery from a given well. If the ultimate recovery can be described as a Weibull random variable, Nelson (1982, pp. 36-39) described the probability distribution function of X to be
The parameter β is called the shape parameter and is positive. The parameter α is referred to as the scale parameter. The mean E(X) and variance Var(X ) are Continuing, the cumulative distribution function F(x) = P(X < x) is
and the population proportion above X = x, i.e., 1-F(x) = P(X > x), becomes
In the following exposition, application of five (5) confidence intervals are illustrated. Three of these intervals are given by eqns (A.8)-(A.10). Each interval estimates an important ultimate recovery feature assuming the distribution of ultimate recovery in an infill development context is best represented by the Weibull distribution. The data in Table 2 (see appendix) will be used to illustrate these intervals. Summary statistics presented in the previous section will be implemented where appropriate.
If the sample size is large (n ≥ 30), the Central Limit Theorem establishes a reasonable interval estimate of µ x , the average ultimate recovery amount. The form of this interval can be found in eqn (A.8). This interval is the same as that in eqn (A.1) and its interpretation is the same. In fact, for n > 30, eqns (A.1) and (A.8) are appropriate independent of the ultimate recovery distribution.
We turn now to interval estimation of P(X > x o ), the proportion of wells that have an ultimate recovery exceeding some selected or benchmark ultimate recovery value (3.5) , the single value estimate of P(X > x o = 41) is .5083. Thus, assuming the Weibull distribution models ultimate recovery, it is estimated that 50.83% of all wells will have an ultimate recovery that exceeds 41. Continuing with this example, consider a 95% two-sided confidence interval for P(X > x o ). From eqn (A.9), by substitution, ũ = -.0996, ũ = -.6816 and the 95% confidence interval estimate of P(X > 41) becomes [ .40448, .60302]. Thus, with 95% confidence, the percent of wells that have an ultimate recovery greater than 41 is somewhere between 40.45% and 60.30%. Consider now construction of a lower one-sided 95% confidence interval for P(X > 41) . From eqn (A.10), the ũ appropriate for the lower one-sided interval becomes -.14642 and .4215 becomes the lower bound of interest. Thus, with 95% confidence, at least 42.15% of all wells have an ultimate recovery value that exceeds 41. Continuing, if the desired confidence for the lower one-sided interval is 70%, ũ = -.31278. Substitution into eqn (A.10) produces a lower bound equal to .4812. Hence, with 70% confidence at least 48.12% of all wells have an ultimate recovery amount that exceeds 41.
Nelson (1982, pp. 346,347) also presented more sophisticated methodologies for estimating P(X > x o ). These methodologies use the maximum likelihood (ML) approach assuming X has a Weibull distribution. As mentioned previously, in a loose sense this approach produces estimates which are as good as can be determined. A small impediment to this approach with the Weibull distribution is that special software is needed to accomplish the rather extensive calculations. Minitab version 12 software was used for the following examples to produce the ML estimates.
Example 6: As in other examples, x o = 41 was selected as the benchmark (in fact, 41 is very close to the actual economically feasible breakeven value for ultimate recovery in the context of the data in Table 2 ). Using ML estimation, the estimated P(X > x o ) is .5012. Thus, ML suggests 50.12% of all wells have an ultimate recovery that exceeds x o = 41. See Figure 3 for a graph of the ML point estimates of P(X > x o ) vs. x o . A (1-α)100% two-sided confidence interval can also be calculated using ML methods. Selecting a 95% confidence level, ML methods produced the interval (.3982, .5957). Thus, with 95% confidence, between 39.8% and 59.57% of all wells have an ultimate recovery exceeding x o = 41. Finally, a (1-α)100% lower one-sided confidence interval for P(X > x o ) can also be constructed using ML methods. A 95% confidence level was selected. The ML method produced .415 as the lower bound. Thus, with 95% confidence, at least 41.5% of all wells have an ultimate recovery greater than x o = 41. If a 70% confidence level is selected, the ML method produced .4743 as the lower bound. Thus, with 70% confidence, at least 47.43% of all wells have an ultimate recovery greater than x o = 41.
Continuing with the ML method, assuming a Weibull distribution best models the ultimate recovery variable X, the 95% ML confidence interval for µ x (the true average ultimate recovery) becomes (42.24, 62.83). The endpoints are calculated based on MLE of µ x = α and the MLE of the variance of a = c (MLE represents the maximum likelihood method produced by specialized software, in our case Minitab 12). The expression a ± 1.96 (c) 1/2 produced the above confidence interval. The 95% ML confidence interval for the 50 th percentile becomes (32.62, 51.81) and is calculated based on specialized software, in our case Minitab 12. Using the ML approach, the 95% confidence interval for the "next" ultimate recovery value X, is (0, 133.89). The endpoints are calculated based on the MLE of µ x = a, the MLE of the variance of X = b and the MLE of the variance of a = c. The expression a ± 1.96 (b + c) 1/2 produced the above confidence interval.
In summary, letting X be ultimate recovery best described by a Weibull distribution, eqns (A.8), (A.9) and (A.10) are closed form (1 -α)100% confidence interval estimates of important infill development decision-making quantities. Maximum likelihood (1 -α)100% confidence interval estimates are given for important decision-making quantities as well. Table 1 summarizes all confidence intervals presented in the previous examples. Economic sensitivity analyses with an accompanying certainty level could be applied using values from the lower endpoint to the upper endpoint of a selected confidence interval. In contrast, an economic sensitivity analysis with an accompanying certainty level is not possible with the single point estimate provided by the usual graphical approaches such as Swanson's Mean (Megill, 1984) and others.
CONCLUSIONS
Upon deciding which probability distribution best models the realized ultimate recovery data (see Jobe et al., 2000) , appropriate confidence interval estimates of quantities of interest should be implemented. Interval estimates include information about variability revealed in the data. Further, these intervals "locate" the feature of interest and communicate how sure one can be that the feature of interest has been "located". The usual approaches (such as Swanson's mean (Megill, 1984) and other single point estimates) fail to account for the important concept of variability. The extensive statistical developments associated with the lognormal and Weibull distribution can account for variability and need to be part of the decision making process associated with infill development. Economic sensitivity analyses with an accompanying certainty level could be applied using values from the lower endpoint to the upper endpoint of a selected confidence interval. In contrast, an economic sensitivity analysis with an accompanying certainty level is not possible with the single point estimate provided by the usual graphical approaches.
The statistical developments presented in our paper provide interval estimates for important features of interest directly related to whether future drilling should be pursued. Confidence intervals for the following important features of interest associated with the lognormal distribution have been highlighted: the mean ultimate recovery, the ultimate recovery from the next well drilled, the ultimate recovery value such that 50% of all wells have an ultimate recovery that is less, and the proportion of all wells that have an ultimate recovery greater than a selected benchmark (x o ) representing an economical breakeven point. We have illustrated a total of ten (10) confidence intervals that directly apply to these features of the lognormal distribution. In addition to closed-form type intervals, ML methods have also been presented. Since the intervals associated with ML are generally accepted as "best", these should be pursued. The availability of appropriate computer software makes the ML methods quite appealing.
Eight (8) confidence intervals have also been recommended when the Weibull distribution best models the realized ultimate recovery data. The following were identified as features of interest: the mean ultimate recovery value and the proportion of all wells that have an ultimate recovery greater than a selected benchmark (x o ) representing an economical breakeven point. Closed-form versions of corresponding confidence intervals have been presented and illustrated. ML intervals were also calculated for the mean ultimate recovery, 50 th percentile of the ultimate recovery, the "next" value of ultimate recovery variable X and the proportion of all wells that have an ultimate recovery greater than the selected benchmark (x o ). As in the lognormal setting, since the intervals associated with ML are generally accepted as "best", these should be pursued. (See Figure 3 . for ML estimated P(X > x0) vs. x0 assuming a lognormal or Weibull model. Since the Weibull model was judged to best model the data, the corresponding curve "Circle" estimates P(X > x0) vs. x0 most reliably). Finally, the multitude of statistical developments associated with the Weibull and lognormal distributions can significantly improve the decision making facet of infill development because both variation and selected certainty levels are incorporated into the corresponding estimation methods (confidence intervals). Table 2 , confidence intervals in Table 1 corresponding to the Weibull distribution should be chosen to improve decision-making because they are the most accurate, i.e., the most informative. If the data had been determined to have come from a lognormal distribution, confidence intervals in Table 1 corresponding to the lognormal distribution would be preferred. Consider now X distributed as Weibull. For large sample size (n ≥ 30), a (1 -α)100% two-sided interval estimate for µ x is
x -± z α/2 s x /ͱස n. (A.8)
The (1 -α)100% two-sided interval estimate for the proportion of wells with an
