Introduction
Tubulin-associated unit (tau) is a microtubule-associated protein (MAP) that is primarily present in axons [1, 2] . Tau is a multi-functional protein, and it is involved in the cross-linking and regulation of microtubule (MT) assembly and MT stabilization [3, 4] . Other functions of tau include modulation of axonal transport, enhancement of trophic signalling and regulation of neurite outgrowth [5] .
Dysfunctions of tau may lead to devastating neurological diseases called tauopathies [6] [7] [8] , the most common of which is Alzheimer's disease (AD) [9, 10] . In AD, tau becomes hyperphosphorylated, detaches from MTs and forms intra-neuronal deposits called neurofibrillary tangles (NFTs) [11] [12] [13] . Misfolding of tau also leads to the formation of toxic oligomers [14] .
AD is characterized by a long preclinical phase, up to 30-40 years [15] . Therefore, it is believed that tau detachment from MTs [16, 17] and abnormalities in axonal transport precede NFT formation as well as any clinical symptoms of the disease [18] . The study of tau transport in axons and its interaction with MTs could help to find preventive and therapeutic measures against AD, especially as recent research identified tau interaction with MTs as a possible therapeutic target in AD [19, 20] .
To design a model for tau transport, information about the physical mechanisms by which tau is transported in an axon is needed. There are two mechanisms of tau transport that are discussed in the literature [2, 21] . The first mechanism relies on diffusion and is energy independent. Some reports suggest that cytoplasmic diffusion is the main mechanism of tau transport, at least in short axons [22] [23] [24] . Tau must first detach from MTs before it can diffuse in the cytoplasm. There are also reports suggesting that some of the MT-bound tau can diffuse along MTs [25] .
The second mechanism of tau transport discussed in the literature is the energy-dependent mechanism [26] . This mechanism can be explained by tau being pulled along MTs by molecular motors. Indeed, tau was found to interact with anterograde motor kinesin-1 [27, 28] . The observed bidirectional motions of tau suggest that tau may also interact with the retrograde motor cytoplasmic dynein [27] . A related hypothesis suggests that tau piggybacks on short MT fragments which are transported by cytoplasmic dynein [2] . In terms of the average velocity of tau movement along the axon, tau's transport is consistent with component 'a' of slow axonal transport [26, 27] .
Based on the above reports, we will assume that tau is transported by both active (molecular motors) and passive (diffusion) mechanisms. We hypothesize that at the beginning of the axon the diffusion mechanism may dominate, whereas at large distances from the soma active transport may be the dominant mode of tau transport. Owing to a small diameter to length ratio in axons, tau transport in an axon is assumed to be one dimensional (figure 1). We assume that tau can be in one of seven kinetic states: being transported by molecular motors, anterogradely or retrogradely (the corresponding concentrations are n * a and n * r , respectively); pausing on MTs, while still maintaining its connection with anterograde or retrograde motors (the corresponding concentrations are n * a0 and n * r0 , respectively); being freely suspended in the cytoplasm (the corresponding concentration is n * free ); diffusing along MTs (the corresponding concentration is n * dif ); and being stationary on MTs (the corresponding concentration is n * st ). Tau can transition between these kinetic states; the rates of such transitions are characterized by 14 different kinetic constants (figure 2, dashed lines show the transition processes that we later removed in the simplified model).
Various versions of tau transport models have been developed in the recent literature. Coupling between transport of tau and fast axonal transport was investigated in [31] . Tau transport models of various complexities, incorporating different numbers of kinetic states (and thus different transport mechanisms) for tau, were developed in [21, 32, 33] . In this paper, the model suggested in [33] is extended by improving the boundary condition describing tau utilization at the axon terminal. The full model contains 18 parameters whose values cannot be directly determined from published experimental data. The model was simplified by analysing the sensitivity of the model to these parameters. However, even the simplified model contains eight parameters whose values are not readily available in the literature.
Our main goal was then to develop a method to estimate the values of these eight parameters, and their confidence intervals, from indirect experimental data reported in the literature, such as the tau distribution along the axon and average tau transport velocity. The method suggested in [34] for simulating transport of MAP1B protein in axons was further developed and applied to the model of tau transport. The sensitivity of model parameters to noise (discrepancies between model predictions and published experimental data) was estimated by using a bootstrapping approach. First, we estimated the best-fit values of model parameters by minimizing the discrepancy between model predictions and experimental data, which was evaluated by least squares regression (LSR). We then calculated the residuals by subtracting model predictions (for best-fit parameter values) from experimentally measured values. Then, we randomly resampled residuals and generated new, surrogate data by adding the resampled residuals back to the model predictions. The model was fitted with the surrogate 'experimental' data, and the new set of model parameters was generated. By repeating this procedure many times, we produced histograms of model parameters, which were used to estimate confidence intervals of the parameters.
Material and methods (a) Full model
The governing equations for tau transport are analogous to those proposed in [33] . We postulate that tau can be transported along the axon by three mechanisms: cytoplasmic diffusion of free tau, Figure 2 . A kinetic diagram used for the development of full and simplified mathematical models. Seven possible kinetic states for tau protein and kinetic processes between these states are displayed. These are the states for which the conservation equations (equations (2.1)-(2.7)) are written. Four of these kinetic states are identical to the kinetic states in a slow axonal transport model for NFs (see fig. 4 of Jung & Brown [29] and fig. 1 of Li et al. [30] ). Kinetic processes that are neglected in the simplified model are shown by dashed lines. Kinetic states where tau has mobility are also indicated.
diffusion of a sub-population of MT-bound tau along MTs and energy-dependent slow axonal transport driven by kinesin and dynein motors (figure 2). Equations modelling slow axonal transport of tau are based on those developed in [29] for neurofilaments (NFs). We added effects of tau diffusion and degradation (including these two effects was originally proposed in [35, 36] ). It is assumed that tau participating in slow axonal transport will spend most of the time in a pausing state, while maintaining its association with molecular motors. Only during short periods of mobility does tau move along an MT with 'fast' velocity, pulled by kinesin or dynein motors. Recently, an argument was made that pauses in cargo movement can be better explained by motor detachment-reattachment events caused, for example, by a motor reaching the end of an MT or encountering an obstruction [37] . We note that the model developed here is a cargo-level model rather than a motor-level model, and the two 'pausing' kinetic states in figure 2 refer to the behaviour of cargo. Experimental evidence shows that tau can be degraded in axons, primarily through proteolytic degradation [38] . To enter a proteasome's proteolytic chamber (functioning of proteasomes is described, for example, in [39] ) tau must be detached from MTs; therefore, we included the degradation term only in the conservation equation for the free tau.
As the proposed model is one dimensional, we characterized tau concentrations in all seven kinetic states (figure 2) by a linear density of tau protein molecules (the number of tau molecules per unit length of the axon). We first stated the conservation of tau in the two kinetic states that are populated by tau molecules that experience short periods of fast motion (when they are pulled by kinesin and dynein motors, respectively). This gives the following equations: Asterisks were used to denote dimensional quantities. The terms on the left-hand sides of equations (2.1) and (2.2) describe changes in the concentrations of kinesin-driven and dyneindriven tau. As changes in the axon occur slowly, the problem was solved in a steady-state formulation, and all transient terms in the governing equations were neglected. However, we keep these terms when writing equations of the full model because the proposed model could also be used for solving transient problems. The terms involving the kinesin and dynein motor velocities, v * a and v * r , respectively, on the right-hand sides of equations (2.1) and (2.2) describe changes in the concentrations of motor-driven tau due to tau being pulled by the motors. The remaining terms on the right-hand sides of equations (2.1) and (2.2) (the terms with various γ *s) describe the effect of tau transitions to/from the motor-driven states. It should be noted that an individual tau molecule resides in the motor-driven state for only a short time, and motor-driven states should be viewed as dynamic pools populated by tau molecules constantly transitioning between motor-driven and pausing states.
Stating the conservation of tau molecules in the two pausing states gives the following equations:
on,a n * free The terms on the left-hand sides of equations (2.3) and (2.4) are transient terms, which are neglected in the steady-state formulation. The only terms on the right-hand sides of equations (2.3) and (2.4) are those that describe the transitions between the pausing states and other kinetic states (see the arrows in figure 2 ). This is because tau molecules have no mobility in the pausing states, and the only way for their concentration to be increased or reduced is through transitioning to/from another kinetic state.
The requirement of conservation of free tau leads to the following equation:
The term involving the diffusivity of free tau, D * free , on the right-hand side of equation (2.5) describes diffusion of tau molecules in the cytoplasm; the last term involving tau's half-life, T * 1/2 , describes tau degradation in proteasomes; and the terms on the right-hand side of equation (2.5) involving various γ *s describe tau's transitions to/from the free cytoplasmic state.
The conservation of a sub-population of MT-bound tau that can diffuse along the MTs results in the following equation:
The term involving the diffusivity of MT-bound tau, D * mt , on the right-hand side of equation (2.6) describes tau diffusion along MTs, a phenomenon that was reported in [25] . The remaining terms on the right-hand side of equation (2.6) describe tau transitions to/from this kinetic state. 
The terms on the right-hand side of equation (2.7) describe transitions of tau protein to/from this kinetic state.
We summarize model variables in table 1 and model parameters in table 2 . Black et al. [40] reported volume density of fluorescence intensity of tau, a quantity that is directly proportional to the total concentration of tau. The total tau concentration can be found by calculating the sum of tau concentrations over all seven kinetic states displayed in figure 2 ,
The percentage of tau bound to MTs at a particular location in the axon can be modelled using equation (2.8),
The numerator on the right-hand side of equation (2.9) includes all components of n * tot except n * free . The total flux of tau has contributions only from those kinetic states where tau has some mobility. In general, the total tau flux can be found as
where
is the diffusion-driven flux of tau and
is the molecular motor-driven flux of tau. The average velocity of tau protein, a quantity that depends on x*, can be calculated as follows: The LSR procedure of finding the best-fit parameters is described in §2c(iii). b We investigated and identified which of the 18 parameters whose values were not readily available from the literature affect the solution in a significant way. To do this, we set values of these parameters to zero, one at a time, while leaving all other parameters at their 'optimal' values, and checked whether the total tau concentration and the average tau velocity were affected. If the result was the same, we dropped all terms that involved the corresponding parameter from the governing equations. The rows containing parameters that could be dropped are shaded grey. c We also checked whether parameter A can be set to unity. We found that this cannot be done without affecting the solution. As follows from the estimate after equation (2.15), setting parameter A to unity implies a 98.3% chance of tau destruction in the terminal. The optimal value of A given in table 2 implies that only 4.99% of tau is destroyed in the terminal; the rest is reflected back.
(b) Boundary conditions
At the axon hillock, we imposed the following boundary conditions:
The parameter j * tot,x=0 represents the rate at which tau enters the axon. As we analyse the neuron at steady-state conditions, j * tot,x=0 is equal to the rate of tau production in the soma. None of the parameters n * free,x=0 , j * tot,x=0 and n * dif,x=0 are available from the literature, thus we determined the values of these parameters by fitting model predictions with published experimental data. Note that we used dimensionless values of these parameters in the numerical implementation; these are defined in the electronic supplementary material, equation (S19).
We experimented with different forms of boundary conditions at the axon terminal (for example, we tried imposing some arbitrary values for n * free,x=L and n * dif,x=L and adjusted these values by fitting model predictions with published experimental data). We found that the best 
free,x=L and n * dif,x=L at the terminal. In terms of the tau flux at the terminal, some published data suggest that tau is required for synapse maintenance [41] . We, therefore, assumed that a portion of tau that reaches the terminal eventually degrades at the terminal; the rest is reflected back. These assumptions result in the following boundary conditions at the terminal:
We rewrite equation (2.15b) in a more detailed form by using the approach developed in [30] for NFs. Tau that enters the terminal can either reverse and leave the terminal or be degraded; the probability of its degradation is estimated as 1 − exp[−γ * deg t * rev ]. Here, γ * deg is a kinetic constant characterizing tau degradation (estimated as ln(2)/T * 1/2 ) and t * rev is the time required for a motordriven tau protein to reverse its direction at the terminal (estimated as 1/γ * ar ). Using the values for parameters T * 1/2 and γ * ar that are given in table 2, the probability of tau degradation at the terminal is 98.3%. Such a high probability of tau degradation can be explained by the small value of γ * ar , which indicates that it takes a large length of time for tau to change an anterograde motor to a retrograde motor. The remaining tau (1.7%) may reverse its direction and leave the terminal. However, this estimate may be inaccurate because the exchange of motors in the terminal may occur much faster than during tau transit in the axon. To provide the model with more flexibility, we multiplied this estimate by parameter A, whose value is determined by fitting model predictions with published experimental data. The introduction of parameter A is an extension of our previous model of tau transport reported in [33] . This gives the following expanded form of equation (2.15b):
Here, we used equations (2.10)-(2.12) to represent the total tau flux on the left-hand side of equation (2.15b), and we also assumed that tau enters the terminal being pulled by anterograde motors, which estimates its flux into the terminal as v * a n * a .
(c) Numerical procedures (i) Numerical solution of differential equations
Equations (2.1)-(2.7) were solved for steady-state conditions in the axon. The results are also applicable to slowly growing axons, providing that their growth is sufficiently slow so that tau concentrations effectively relax to their steady-state distributions. Equations (2.3), (2.4) and (2.7) then become algebraic equations, and we used these equations to eliminate n * a0 (x), n * r0 (x) and n * st (x) from the remaining equations. As a result of this substitution, four ordinary differential equations for n * a (x), n * r (x), n * free (x) and n * dif (x) were obtained, which were solved using Matlab's BVP4C solver (Matlab R2016a; MathWorks, Natick, MA, USA). We used the default settings of the BVP4C solver (we checked that the solution was not affected when we reduced the values of error tolerance parameters, RelTol and AbsTol). After that, we computed n * a0 (x), n * r0 (x) and n * st (x) by using equations (2.3), (2.4) and (2.7).
(ii) Digitizing experimental data for the tau concentration By using GetData Graph Digitizer, we scanned 55 points representing the experimentally measured tau concentration reported in fig. 7D of Black et al. [40] for a 600 µm long axon. We only scanned those points that were between 0 and 600 µm away from the soma. Black et al. [40] also reported tau concentrations at a few points for x* > 600 µm (the points that are within the synapse), but, as our model does not simulate biochemistry occurring in the synapse, we did not scan these points. Black et al. [40] used arbitrary units when they reported fluorescence intensity of tau per unit volume of the axon in fig. 7D . In accordance with the definition of the dimensionless tau concentration in the electronic supplementary material, equation (S1), we assigned a value of 1 to this quantity in the left-most point in fig. 7D (corresponding to x* = 0) . This means that we effectively rescaled the total tau concentration as
(iii) Finding the parameter set that gives the best fit with experimental results
Estimating model parameters is an inverse problem [42, 43] . The solution to this problem can be found by performing nonlinear optimization and finding the set of parameters that minimizes an appropriately defined objective (penalty) function which evaluates the discrepancies between model predictions and experimental measurements. This approach was used in [44, 45] to determine the parameters in a model simulating flow in unsaturated soils, which is described by the Richards equation [46] . This approach was also utilized in [47] to estimate parameters for a model of fast axonal transport, which was developed in [48] . This approach was further used in [49] to estimate parameters for a model simulating the dynamics of biomolecules in living organisms.
In our problem, we have different types of published data. To solve the inverse problem, we used multi-objective optimization [50] . We used the following weighted objective function which combines three different effects: 18) where N = 55 represents the number of data points that we obtained by scanning tau concentration data reported in [40] . The deviations between model predictions and experimental data were estimated by LSR [42] . The first term on the right-hand side of equation (2.18) characterizes the deviation between predicted and experimentally measured tau concentrations, the second term characterizes the deviation of the predicted tau velocity from 0.00345 µm s −1 (the average of the range of tau velocity reported in [51] ), and the third term ensures that in the centre of the axon most tau is bound to MTs. Because experimental data for the tau concentration are reported in [40] in arbitrary units, and hence we had to rescale this dataset when digitizing it, the first term on the right-hand side of equation (2.18) involves dimensionless total tau concentrations, defined in equation (2.17) . The weighting factors ω 1 and ω 2 in equation (2.18) were set to 10 000 s 2 µm −2 and 1, respectively, to provide good visual agreement with experimental data. These values were selected after extensive experimentation with the weighting factors. The large value of ω 1 is explained by a small value of the average tau velocity; ω 1 has to be large for the second term to be a contributor to the objective function. If the weighting factor ω 1 is decreased, then the agreement between the experimentally measured tau concentration and its model prediction is improved, but the agreement in terms of the average tau velocity gets worse (in the electronic supplementary material, figure S1 compares cases with ω 1 = 10 000 s 2 µm −2 and 1).
To find the global minimum of the objective function, we used MULTISTART with a local solver FMINCON; these routines are included in Matlab's Optimization Toolbox. FMINCON requires a starting point to be specified, which is used to initiate a descent to a minimum. To increase the likelihood of finding a global minimum, we used MULTISTART with 100 000 randomly selected starting points for the full model and with 10 000 randomly selected starting points for the simplified model. We used a Dell Precision T7810 Workstation with an Intel Xeon 2.40 GHz processor (hereafter Dell Workstation) to perform computations. The computational time was 182 h for the full model and 12 h for the simplified model (see §2c(iv)). Sixteen workers were used for each computation reported in this paper. (iv) Simplified model, steady-state formulation
We attempted to simplify the full model by identifying parameters that can be dropped from the governing equation without affecting the solution. We performed computations by going through all 18 parameters, setting them to zero, one by one and comparing the resulting solution with the solution of the full model. We found that we can drop 10 parameters, and all the terms containing these parameters, from the equations of the full model without affecting the solution to a significant degree (figures 3 and 4; electronic supplementary material, figures S2-S5). The parameters that we dropped were γ * ar , γ * on,r , γ * off,a , γ * off,r , γ * free→st , γ * st→free , γ * free→dif , γ * dif→st , γ * st→dif and n * free,x=0 . The rows containing these parameters are shaded grey in table 2. We also showed kinetic processes that we eliminated from the full model by using dashed lines in figure 2. As the problem was solved for a steady-state case, below we give equations for the simplified model in a steady-state formulation. The equations for the motor-driven tau, pulled along MTs (anterogradely and retrogradely, respectively), are We used resampling residuals, which is a type of bootstrapping technique [52, 53] , in order to characterize the dependency of best-fit values of model parameters on experimental data inputs. The first step was finding residuals, which were defined as differences between experimentally determined values of the total tau concentration and model predictions of the same quantity. The number of residuals was equal to the number of experimental measurements (in our case, N = 55):
We then generated M sets of new, surrogate data by randomly resampling residuals and adding them back to experimental values, n tot,exper,i = n tot,i + ε j , (2.28) where j was randomly drawn, with replacement, from the list (1, . . . ,N) . We thus assumed that the residuals, which we defined as the deviation between the experimental data and model figure 5a is the result of sampling from this underlying distribution.) Using equation (2.28) 5000 times (M = 5000) allowed us to obtain 5000 sets of surrogate data for the total tau concentration. Applying the procedure of finding the best-fit parameters (described in §2c(iii)) to these surrogate datasets allowed us to produce 5000 new sets of best-fit parameters, which were used to produce histograms of parameters for each of the eight parameters of the simplified model. We then used these histograms to determine the confidence intervals of parameters. This was done using the percentile bootstrap. We found 90% confidence intervals for each parameter by using Matlab's PRCTILE function, which effectively trims 5% from the lower and upper ends of the corresponding histogram. The percentile bootstrap was selected because the bestfit procedure described in §2c(iii) always produces positive parameter values and, therefore, the confidence intervals produced by the percentile bootstrap also have positive boundaries. This is advantageous because on physical grounds the model parameters cannot be negative. The limitation of the percentile bootstrap is the assumption that the sampling distribution provides a good approximation for the population distribution [54, 55] ; see also K Singh, M Xie 2008 Bootstrap: a statistical method (http://stat.rutgers.edu/home/mxie/RCPapers/bootstrap.pdf). The developed method is also based on the assumption that the distribution of residuals is independent of x. This assumption needs further validation.
Results (a) Best-fit parameter values for the full model obtained by minimizing the objective function
We obtained best-fit parameter values for the full model by minimizing the objective function given by equation (2.18), as described in §2c(iii). The best-fit values are given in column 5 of table 2. We used 100 000 randomly selected starting points for the MULTISTART routine, each of which was used to initiate a multi-parametric minimization. The computational time on the Dell Workstation was 182 h. The obtained minimum value of the objective function was 3.271464. To ensure that the result was independent of the number of starting points, we decreased the number of random starting points to 50 000, and obtained the same result. a The same nonlinear optimization procedure that was used for the full model was used for the simplified model. The description of this procedure is given in §2c(iii). b We used 5000 bootstrap resamples to obtain histograms of eight unknown parameters of the simplified model. Computations on the Dell Workstation using 16 workers took 195 h. Once the histograms were obtained, we computed confidence intervals for the eight parameters utilizing the percentile bootstrap, as described in §2c(v). c The histogram for parameter γ * on,a is heavily skewed to the right (see §3d). For this case, the best-fit value of γ * on,a , given in the third column of table 3, is less than the lowermost value of the confidence interval for this parameter. This simply shows that some results (in this case, the best-fit parameter obtained for the actual experimental data) can fall outside the 90% confidence interval. d It is interesting that the best-fit value of parameter j tot,x=0 is displaced to the left portion of the histogram, rather than being in the centre (see §3d). This means that variations in the input data are more likely to cause an increase in tau flux into the axon rather than a decrease. This may suggest that the actual tau distribution in the axon, reported in [40] , is optimized as a result of evolution such that the tau utilization in the axon is minimized. This is consistent with the idea expressed in [56] that the highest concentration of tau closest to the synapse is due to optimization of tau's function within the axon. .18), following the procedure described in §2c(iii). We then used 10 000 random points to start the minimization procedure. Computations took 12 h on the Dell Workstation; the obtained minimum value of the objective function was 3.271769, which, as expected, was slightly larger than for the full model. We checked the convergence of the results by rerunning minimization with a reduced number (5000) of random starting points. The same best-fit values of model parameters were obtained. As the full and simplified models contain different numbers of parameters, the best-fit values of the eight parameters of the simplified model are not the same as the values of the corresponding parameters in the full model (cf. the corresponding rows in tables 2 and 3). This indicates that some of the parameters are interdependent. Despite such interdependencies, the best-fit values for the full model fall within 90% confidence intervals for parameters of the simplified model (column 4 of table 3). The only exception is γ * on,a ; this exception is explained in footnote 'c' in table 3. comparing specific components of the total tau concentration and the percentage of MT-bound tau; these comparisons are shown in the electronic supplementary material, figures S2-S5.
As the problem is solved in a steady-state formulation, the total (diffusion-driven plus motordriven) flux of tau, j tot , must be independent of x* unless there is some destruction of tau in the axon. In our model, tau can be destroyed (the last term in equation (2.5)), but only in the cytoplasmic state. As the concentration of tau in the cytoplasmic state is very small (electronic supplementary material, figures S4a and S5b), there is little tau destruction in the axon and j tot remains almost constant (figure 4a).
The motor-driven component is the main component of tau flux in most of the axon (figure 4a), except in a 100 μm long segment next to the soma, where the diffusion-driven flux is a significant contributor to overall tau transport (figure 4b). There are two components of the diffusion-driven flux, one due to diffusion of cytoplasmic tau and the other due to diffusion of a sub-population of MT-bound tau. It is interesting that diffusion of MT-bound tau is effective for tau transport only within the first 50 µm of the axon length while diffusion of cytoplasmic tau can transport tau for the first 100 µm of the axon length (figure 4b). This is because diffusivity of cytoplasmic tau is approximately 20 times larger than diffusivity of MT-bound tau (table 2) . Another interesting observation is that tau seems to be driven into the axon mostly by diffusion (figure 4b). This finding explains the dip in the tau concentration at the beginning of the axon, which can be observed in the tau distribution reported in [40] (figure 3a). Once motor-driven transport overpowers diffusion, the total tau concentration increases continuously along the axon until the terminal (figure 3a).
The average tau velocity is calculated as the total tau flux over the total tau concentration (equation (2.13)). As the total flux of tau is almost independent of x* (figure 4a), the average tau velocity is the inverse of n tot . This inverse relationship explains why v * av first increases (as n tot decreases) and then decreases (as n tot increases) (figure 3b).
(d) Confidence intervals of the best-fit parameter values for the simplified model
Best-fit parameter values provide point estimates. For these estimates to be meaningful, confidence intervals for the best-fit parameter values should also be reported. To estimate confidence intervals, one needs many sets of experimental data. To overcome the difficulty of having a very limited amount of published experimental data, we propose to use bootstrapping. Our method is described in §2c(v); the idea is to calculate the residuals between the experimental measurements (open circles in figure 3a ) and model predictions (points taken from the solid line in figure 3a for the same values of x* at which experimental measurements were taken; see equation (2.27) ). Bootstrapping does not require the residuals to be normally distributed (figure 5a). We then generated a large amount of surrogate 'experimental' data by randomly resampling residuals and adding them back to the model predictions (equation (2.28) ). Five randomly selected sets of surrogate data for the total tau concentration (out of 5000 used to produce the histograms of model parameters) are shown by crosses in figure 5b. In the electronic supplementary material, figures S6-S11, we show by dashed lines the solutions of the simplified model with parameters determined such that the objective function was minimized for one particular surrogate dataset (tau concentrations for this surrogate dataset are shown by crosses in the electronic supplementary material, figure S10a). Solid lines in figures S6-S11 in the electronic supplementary material display, for comparison, solutions with parameters determined such that the objective function was minimized for the actual experimental data (before any resampling, see open circles in the electronic supplementary material, figure S10a).
By finding best-fit parameter values for the surrogate datasets, we generated histograms for all eight parameters of the simplified model. As the model was fitted with a new dataset each time, the minimized value of the objective function (equation (2.18)) for each surrogate dataset was different. The similarity between the histogram of minimized values of the objective function and a normal distribution is noteworthy ( figure 6 ). Out of eight parameters of the simplified model, only two, γ * ra (figure 7a) and j tot,x=0 (figure 8b), have histograms that are close to a normal distribution. Histograms of six other parameters, γ * on,a , γ * dif→free , γ * 10 , γ * 01 , n dif,x=0 and A, are skewed to the right (figures 7b, 8a, 9a,b and 10a,b). Histograms of four out of these six parameters, γ * 10 (figure 9a), γ * 01 (figure 9b), γ * on,a (figure 7b) and γ * dif→free (figure 8a), show a small secondary peak, which makes the histograms bimodal. Parameters γ * 01 , γ * on,a , n dif,x=0 and A have the widest 90% confidence intervals while parameters γ * ra and j tot,x=0 have the most narrow 90% confidence intervals (column 4 of table 3). To ensure that using 5000 bootstrap samples gave us converged results, we recomputed histograms and confidence intervals of model parameters with a smaller number (2500) of surrogate datasets; no significant difference was found.
Discussion of the results, limitations of this study and future directions
We minimized the number of parameters involved in our model, calibrated the model by fitting it with published experimental data and analysed the sensitivity of best-fit parameters to the input data. By randomly resampling residuals and fitting the model into the obtained surrogate data, we produced histograms of model parameters and determined confidence intervals of the parameters. For many parameters (e.g. for γ * 01 , γ * on,a , n dif,x=0 and A) confidence intervals are wide. This simply means that published experimental data are not sufficient to determine the values of these parameters with a high accuracy. On the other hand, a value of parameter j tot,x=0 can be determined quite accurately. This is an important parameter because it gives the rate of tau synthesis in the soma, and our results suggest that published experimental data are sufficient to accurately estimate this parameter. Another parameter with a narrow confidence interval is γ * ra ; this parameter characterizes the probability for tau to lose its connection with retrograde motors and connect to anterograde motors.
Histograms of parameters γ * 10 , γ * 01 , γ * on,a and γ * dif→free are bimodal; they show small secondary peaks. This means that a small perturbation in an experimental value, for example in a measured value of tau concentration along the axon, may lead to a significant shift in a parameter value, a behaviour resembling a bifurcation.
Some interesting biological conclusions can be drawn from the finding that 10 of 18 parameters can be dropped from the full model in order to create a simplified model, which gives results that are almost identical to those given by the full model (figures 3 and 4; electronic supplementary material, figures S2-S5). In particular, in the simplified model all MT-bound tau is either motordriven, pausing or diffusing along MTs. There is no stationary tau on MTs; all tau that is attached to MTs either participates in slow axonal transport or diffuses along MTs. The concentration of cytoplasmic tau is generally small, although some amount of cytoplasmic tau is present at the beginning of the axon (electronic supplementary material, figure S4a).
We then used the calibrated model to analyse phenomena that would be difficult to analyse with currently available experimental techniques. In particular, our modelling results suggest that diffusion may be the main mechanism by which tau is transported into the axon, but becomes inefficient after a small distance from the soma. Diffusion of MT-bound tau is efficient only in transporting tau for up to approximately 50 µm from the soma while diffusion of cytoplasmic tau can transport tau only for up to approximately 100 µm from the soma (figure 4b). At distances larger than 100 µm from the soma diffusion-driven fluxes of tau become negligible and tau is transported only by an active, molecular motor-dependent mechanism (figure 4a). Our model thus shows that diffusion is significant for tau transport at small distances from the soma; also, diffusion into the axon requires a negative concentration gradient. The combination of these findings is a likely explanation for the dip in the tau concentration at the beginning of the axon, a feature observed in the tau distribution reported in [40] .
Slowing of velocity in slow axonal transport (in particular, of cytoskeletal proteins, such as NFs and tubulin) along the axon length is a well-known phenomenon [57, 58] . The decrease in the average tau velocity along the axon length in figure 3b is explained by the increase in tau concentration towards the terminal (figure 3a). The amount of tau that must pass increases, whereas the total flux of tau remains the same (figure 4a).
Future research should develop the proposed method further, in order to simultaneously utilize several published experimental measurements, together with a bootstrapping technique, to account for axon-to-axon variability and improve the accuracy of estimating confidence intervals. For example, fig. 7B of Black et al. [40] reports the distribution of tau concentration along a 350 µm axon. Future research should address the utilization of this additional information for improving the accuracy of both point and confidence interval estimates and resolving interdependency between parameters. The proposed method can also be developed further by finding a confidence region rather than eight independent confidence intervals.
Conclusion
We developed a model of tau transport in an axon. We then simplified the model by determining the minimum number of parameters that are necessary to accurately reproduce the total tau concentration along the axon reported in [40] and the average tau velocity reported in [51] . We were able to reduce the number of parameters from 18 in the full model to eight in the simplified model. We determined model parameters that gave the best fit with published experimental data and, by resampling residuals, generated histograms of model parameters and determined confidence intervals of these parameters. This allowed us to quantify the sensitivity of model parameters to experimental data that we used to calibrate our model. Some of the histograms of model parameters are bimodal, exhibiting a small secondary peak, which may be related to non-uniqueness of the inverse problem solution. The developed method should not be viewed as being superior to direct measurements of parameter values, but, in the situation when such measurements are lacking, it provides a sensible way for estimating model parameters. Once we calibrated the model with published experimental data, we could use it for investigating some biologically relevant questions, such as whether tau is transported into axons by diffusion or by slow axonal transport. Our results suggest that diffusion is effective in transporting tau only up to 100 µm into the axon; transport of tau for longer distances requires the involvement of molecular motors.
Data accessibility. Additional data accompanying this paper are available in the electronic supplementary material.
