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Abstract: Infrastructure damage detection is widely adopted to prevent structural 
collapse and cut down the maintenance for owners with timely repair, but most 
damage detection methods only obtain marginal performance for in-situ structures due 
to uncertainties. A non-probabilistic damage detection method for uncertainty 
quantification is presented in this study. The diagnosis elements are extracted from the 
coefficient matrix of the vector auto-regressive (VAR) model which is identified from 
the measured acceleration, and the Mahalanobis distance (MD) of these diagnosis 
elements between pristine and unknown condition is employed as damage feature. 
The interval of MD due to physical variability is computed by optimal interval 
analysis with the differential evolution algorithm. A modified receiver operating 
characteristic (ROC) curve is developed and the area under ROC is utilized to localize 
damage. The overlap rate (OR) of MD interval are defined to quantify damage 
severity. The numerical simulation results demonstrate that the interval analysis 
method can successfully detect damage when the physical variability is considering. 
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INTRODUCTION 
 
Vibration-based structural health monitoring (SHM) has flourish over the last few 
decades since it provides global damage information for infrastructure, and 
tremendous collapses are thereby prevented and maintenance costs may be minimized 
via condition-based repair strategy (Ni et al. 2011). A large number of model-based 
and data-driven damage detection approaches have been proposed for vibration-based 
SHM (Liu et al. 2014, Xia et al. 2014), and most of them have been employed 
successfully on numerical examples and well-controlled lab-scale structures. For 
in-situ SHM applications, however, the detection results may be unreliable due to 
uncertainties (Mao 2012).  
 
Uncertainties stem from many aspects of civil structures, such as inaccessibility of 
non-stationary excitations, operational variability, changing environment, varying 
sliding support and colored noise. These uncertainties may have a greater impact on 
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the dynamic properties of structures than damage can do in early stages, thus 
uncertainty quantification (UQ) is a non-negligible issue for damage detection of civil 
structures. 
 
Probabilistic approach is the traditional method to deal with UQ with frequentist 
statistics and Bayesian inference. Under this circumstance, however, a lot of measured 
data are needed to identify the type and parameters of the probability distribution. 
Unfortunately, civil structures can hardly undergo prototype testing due to their huge 
size and complexity. As a result, interval analysis has gained substantially interest in 
the community of civil engineering in recent years (Simoen et al. 2015).  
 
Interval analysis characterizes an interval to quantify the uncertain variable, that is, 
the uncertainty is expressed as the lower and upper bounds, so it can be easily adopted 
in civil engineering. Since most uncertainty sources obey the physical rule, such as 
the frequency range of vehicle excitation is limit and the environment temperature 
only varies from -10 to 50 Celsius in a given region, the interval analysis targets to 
find out the possible fluctuation range of the damage detection indices. The optimal 
analysis method with differential evolution algorithm is developed in this work to 
quantify uncertainty for a mass-spring system. Although interval analysis is well 
established for model updating in civil engineering, its application to damage 
detection, especially to this data-driven damage approach, is new, thus it provides the 
promising practicability given requirement of way reduced data amount. 
 
The paper is organized as follows: Section 2 gives a brief overview of interval 
analysis and develops the interval optimal algorithm. Section 3 describes the proposed 
approach and its procedure for damage diagnosis. Section 4 provides the application 
to a numerical simulation. Section 5 summarizes the analysis workflow with 
concluding remarks. 
 
INTERVAL ANALYSIS 
 
Firstly suggested by several mathematicians for bounding round-off errors, the 
interval analysis is fully developed by Moore in the book “Interval analysis” in Moore 
(1966). When a variable x cannot be recognized exactly but is known to lie within a 
certain interval, it can be expressed as a nonempty set of numbers by 
 
               [ , ] , ,x x x x R x x x                          (1) 
 
where x  is the lower bound and x  is the upper bound, which can be called as 
infimum and supremum respectively. R denotes the set of real numbers. The midpoint 
of x can be defined as 0 =mid( ) ( ) / 2x x x x  , and the radius of x is expressed as 
=rad( )x x x x'   . Furthermore, give [ , ]x x x  and [ , ]y y y , four basic interval 
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operations are defined as 
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where1/ [1/ ,1/ ]x x x , if x >0 or x <0. According to the definition of these arithmetic 
operations, the result is also an interval enclosing all possible values, such as x=[0,2] 
and y=[1,4], thus z=x+y=[1,6]. The basic operation can be extended to interval vector 
and matrix operations, but it beyond the scope of this study, more detailed discussions 
about the theory of interval analysis can be found in Moore et al. (2009). 
 
Interval Combination Method 
 
If the rules in Eq. (2) are following, the result of function f(x1,x2,…,xn), where xi 
denotes an interval variable, is also an interval. The basic and simple interval 
arithmetic evaluation of function f is to evaluate all possible combinations of the 
bounds of interval variables (Rao and Berke 1997): 
               1 2( , , , )
i j k
t nf f x x x                        (3) 
 
where i,j,…,k=1,2. The subscript t=1,2,…,2n and ft describes the special value of 
function f when a particular combination of the bounds of the interval variables is 
employed. Thus the endpoints of function f can be evaluated by 
 
            > @, m i n ( ) , m a x ( )t tf f f f fª º  ¬ ¼                (4)  
 
Overestimation is a major drawback for interval computations (Muhanna and Mullen 
2001). For example, consider f(x)=x2, where x=[-1,1]. According to the combination 
method and basic interval operation, f(x) = x x , thus ft equals a set of {1,-1,-1,1} and 
f(x)=[-1,1]. The resulting interval number [-1,1] dose include the true interval number 
[0,1], however, the combination method expands the bounds of the function 
  
In the process of basic or combination computation, each independent variable is 
treated dependently, such as the square of x, thus it is the main source for 
overestimation. Another source is that some of the algebraic laws can be hold only in 
a weaker form in interval computation (Muhanna and Mullen 2001). 
 
Interval Optimal Method 
 
From the perspective of optimization, computing the bound of function f is to acquire 
the minimal and maximal value of function f while input variables are restricted in a 
274
bounded region, 
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 (5) 
 
Since the explicit express of function f usually cannot be derived in civil engineering, 
especially for large-scale structure such as high-rise buildings and large-span bridges. 
A stochastic search based optimal method named differential evolution algorithm (DE) 
is implemented to achieve the accurate bounds of function f in this article. DE 
provides global minimum value with a very fast convergence and requires a very 
limited number of parameters (Storn and Price 1997). A typical DE begins with an 
initial population consisting of NP randomly defined chromosomes X0, 
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where X0j, also known as solution vector, is a candidate solution for the optimization 
problem in Eq. (6). rj is a random number between [0,1] and D denotes the dimension 
of chromosome or parameters. Then three main operators called mutation, crossover 
and selection are implemented iteratively until convergent rule is reached. The 
mutation operator perturbs the chromosome in every iterative generation to avoid 
local minimum, the crossover operator is employed to enhance the potential diversity 
of the population, and the selection operator only chooses high performance 
chromosomes to keep the population size constant in the process of iteration. For 
more information about these three operators, please refer to Das and Suganathan 
(2011). 
 
There are three control parameters in DE: the population size NP, the mutation scale 
factor F and the crossover constant CR. A good volume of work has been undertaken 
to estimate the reasonable parameters, but according to the results of comparative 
studies (Mousavi et al. 2011), NP is set to 10D, F is chosen as 0.5 and CR is set as 0.9 
in this study. Since DE has good convergence properties[11], the terminating condition 
of DE is adopted by a fix iterations strategy as 30.  
 
INTERVAL-ANALYSIS-BASED DAMAGE DETECTION METHOD 
 
Damage Feature 
 
Vector Auto-regression (VAR) is a statistical modeling of multiple time series, 
typically assumed synchronously obtained (as would be the case for a sensor network) 
to capture the linear interdependencies between them. A p-th order VAR model, 
denoted VAR(p), is 
 
  ...    t 1 t -1 p t - p tv c A v A v u             (7) 
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where T1 2{ , ,..., }t t ktv v v tv  is a (k×1) vector, the Ai are (k×k) coefficient matrices, c 
is a fixed (k×1) vector of intercept terms which is usually ignored since data is 
normalized before damage detection, and T1 2{ , ,..., }t t ktu u u tu is k-dimensional white 
noise. 
 
After the coefficient matrices are estimated using the least square algorithm 
(Lutkepohl 2005), the diagonal in each coefficient matrix is extracted to be a feature 
vector as follows 
 
T{ , ,..., , ,..., ,..., } 1 1 1 2 2 p11 22 kk 11 kk kkB A A A A A A            (8) 
 
where superscript describes the ith coefficient matrix (i= 1,2,…,p), subscript describes 
the element in each coefficient matrix and T means vector transpose. In order to 
reduce the dimension of this feature vectors, Mahalanobis distance (MD) is utilized 
by  
 
     
T 1ˆ ˆ( ) ( ) ( )MD   B B B S B B                   (9) 
 
where Bˆ is the mean vector of baseline sample features; S is covariance of the matrix 
formed from baseline sample features. The detailed process for extracting the damage 
feature is available in reference (Huang et al. 2013). 
 
Damage Detection Procedure 
 
Even the structure is under the same condition, the damage feature will vary due to 
the uncertainties. The variation induced by uncertainties can be described by an 
interval and there are three situations, namely total overlapping, partial overlapping 
and separation, for intervals obtained from healthy and damaged condition 
respectively. In order to avoid the type I or type II error for decision-making under 
partial overlapping situation, a receiver operating characteristic (ROC) curve for 
interval analysis is proposed based on the concept of ROC curve for probability 
(Fawcett 2006) as shown in Fig. 1. 
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Figure 1. ROC curve of interval analysis for (a) definition of parameters and (b) ROC 
curve 
 
Once the classifier threshold is set, the true positive rate is the distance ratio between 
l1 and ld and the false positive rate can be acquired using l0/ lu as shown in Fig. 1(a). 
With different thresholds, hence, the ROC curve can be achieved as shown Fig. 1(b). 
It is worthwhile to emphasize that tedious computation is no longer needed for 
establishing ROC curve of interval analysis since it is accomplished using distance 
ratio only, that is, the complex area computation of probability density function is 
avoided in the case of interval analysis. After the ROC curve is obtained, the area 
under the ROC curve (AUC) is introduced to detect the presence and location of 
damage. When the AUC approaches 1, the decision can be made with full confidence, 
and when its value is 0.5, the decision is just a random guess. A reasonable value for 
AUC to determine whether damage occurs is set as 0.8 in this study. 
 
Once the location of damage is identified, the distance between midpoints of MD 
interval under reference and inspection phase is utilized to quantify the damage 
severity.  
 
The proposed diagnosis technique is summarized in Fig. 2.  
 
Figure 2. Flowchart of the proposed damage detection method 
 
 
NUMERICAL VERIFICATION 
 
To illustrate the interval analysis based damage detection method, a relatively simple 
4-DOF spring-mass system will serve as a running example, which is shown in Fig.3. 
The mass values is m1= m2=1, m3=m4=0.8, the initial spring stiffness is k1=k2=1000, 
k3=k4=800. The damping matrix C is set as Rayleigh damping, C=0.2×K+0.0005×M, 
which means C is a linear combination of stiffness matrix K and mass matrix M. The 
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excitation which is generated as white noise is applied at the location of mass 4, and 
the acceleration responses from all mass are recorded as multivariable output.  
 
m1 m2 m3 m4
k 1 k 2 k 3
c1
k 4
c2 c3 c4
Fp(t)
 
Figure 3. 4 degree-of-freedom mass and spring system  
 
Damage is simulated as loss of spring stiffness of k1 and four damage cases are 
considered as shown in Table 1.  
 
Table 1. Four damage cases 
Damage case 0 1 2 3 4 
Decline percent of k2 0% 5% 10% 20% 50% 
 
For the sake of brevity, only physical uncertainty from the structure are introduced as 
variation of spring stiffness from k1 to k3 and the amplitude is set as k1= k2 = [950, 
1050], k3= [760, 840], that is, k1 to k3 will vary about 5 percentage around their normal 
value due to uncertainties. The acceleration responses are computed by Newmark-β 
method and the interval of Mahalanobis distance, which is shown in Fig. 4, is 
calculated according to the procedure in Fig. 2. 
 
It is observed from Fig. 4 that the lower bounds or infimums calculated from interval 
combination method are larger than the infimums from optimal method, especially at 
sensor 1, 3 and 4. But level of uncertainty, which is simulated with the 5% fluctuate 
of k1, k2 and k3, is at the same level with or greater than the damage level of case 1, 
the lower bounds of MD interval should be zero under this situation. So the type I 
error can be easily triggered using the interval combination method. 
 
The MD interval and AUC are evaluated using optimal method based on DE are given 
in Fig.5. It is seen from the figure that the MD interval of sensor 1 is further away 
from normal condition than other sensors. This information is showing us that some 
changes have happened around sensor 1. And this phenomenon can be verified by 
AUC index in Fig.5 (b). It should be notice that the AUCs at several sensors are 
slightly higher than the threshold with the increase of damage severity at k1.  
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(a)                                      (b) 
Figure 4.  Interval results under damage case 1 and 3 for (a) Interval combination 
method and (b) optimal method based on DE.  
 
(a)                                  (b) 
Figure 5. Results under different cases using optimal method for (a) interval and (b) 
AUC.  
 
The distances between midpoints for all sensors are presented in Fig. 6. As can be 
observed in this figure, the distance of midpoints will rise if the physical damage 
severity increases. Hence, it is evidenced that the proposed index is successful at 
quantifying the damage even under the influence of uncertainty.  
 
Figure 6.  Damage severity identification using midpoint of interval. 
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CONCLUSION 
 
A non-probabilistic damage detection method for uncertainty quantification using 
interval analysis is presented in this study. The diagonal elements of VAR model is 
extracted and then the Mahalanobis distance of these diagonal elements under 
baseline and inspection phase is employed as damage sensitive feature, and then the 
interval of MD is evaluated using optimal interval algorithm using DE. The ROC 
curve for interval analysis is defined and then the area under ROC is utilized to 
localize damage. The damage severity is inferred with the distance of MD interval 
between baseline and inspection phase. 
 
A four degree-of-freedom mass-spring system is used for validation and the 
uncertainty is simulated with the variation of stiffness at three springs. It is shown that 
damage can be localized and quantified successfully. The ROC curve for interval 
analysis is proposed in this paper and less computation is needed to quantify the 
uncertainty for damage detection. 
The interval analysis demonstrates reasonable promise for detecting damage under 
physical variability, and future work will be focused upon other types of uncertainty 
such as measurement uncertainty and modeling errors.  
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