Recently, there has been considerable interest in the representation of radiance in terms of wavelet basis functions. We will present a coordinate system called Nusselt coordinates which, when combined with wavelets, considerably simpli es computation of radiative transport and surface interaction. It also provides straightforward computation of the physical quantities involved.
Introduction
In computer graphics, we use illumination, the study of how light interacts with matter to produce visible scenes, to produce photo-realistic images. Illumination is typically decomposed into two sub-areas: local and global.
Local illumination describes the interaction of light with a single, small volume or surface element with given incident and viewing directions. Figure 1 shows the typical geometry and nomenclature for local illumination studies.
Global illumination describes how light is distributed in a scene: a collection of objects, including light sources, immersed in a given medium. Global illumination solutions must consider multiple re ections. Global illumination solutions are built on top of local illumination solutions. Fournier 6] describes their interrelation further.
In this paper, we will advance a new approach to an illumination solution that is intermediate between local and global illumination. Using wavelets, we are able to treat the interaction between two surfaces and the interaction of a surface with a radiation eld in a source-todestination model that applies to whole surfaces, not just small elements. We are continuing work to extend this to a fully global solution (see 13] ).
Wavelets are relatively recent additions to the rendering toolkit. They were rst used by Gortler et al. 10] and Schr oder et al. 16 ] to solve the radiosity equations. Schr oder and Hanrahan 15] and Christensen et al. 2] extended this work to radiance itself, applying them to non-di use situations. What we present here may be considered a further development of that work.
Radiative Transfer and Surface Interaction
Let us rst discuss some of the basics of how light is represented. The fundamental quantity is radiance, the amount of power passing in a given direction though a given surface per unit area (perpendicular to the direction of travel) per unit solid angle 1 . Radiance at a point P Radiance's most useful property is its invariance: In a non-participating medium, the radiance given o at a point P o on a surface in a direction S is constant until reaching another surface. We can express this as the action of a transport operator T acting on a source radiance L s to produce a destination radiance L d : L d (P; S) = T L s = L s (P o (P; S);S) (1) This principle underlies raytracing.
We take the fundamental equation describing surface interaction to be (cf. Foley, et al. 5] (2) where L is the total radiance given o of a surface with normal N, L e is the surface emissivity, L i is the incident radiance, R N is the re ection hemisphere (contains N, the \viewing" direction V, and the \positive source" direction S + ), T N is the transmission hemisphere (opposite R N , containing the \negative source" direction S ? ), f r is the bidirectional re ectance distribution function (BRDF), and f t is the bidirectional transmittance distribution function (BTDF) . Note that we use the prime (\0") to indicate bound variables of integration and, since it symbolically factors out of (2), we ignore the spatial variation of the radiances and distribution functions.
We represent combined re ection and transmission surface interaction by the integral operator S:
L r = L e + SL i
Radiance in Nusselt Coordinates
If we con ne our discussion to surfaces, we can assume a parameterization for P of (x; y). S is then typically represented in polar and azimuthal coordinates ( ; ) according to the local frame of reference.
Consider the x, y, and z direction cosines corresponding to a direction ( ; ):
x = sin cos y = sin sin z = cos
We take ( x ; y ) to be an alternative parameterization of direction.
It is convenient in what follows for all variables to vary between the extrema of 0 and 1, so let make a change of the directional variables from ( x ; y ) to ( ; ): Figure 2 shows the relation between ( ; ) and ( ; ) graphically. It also shows the directional limiting circle de ned by 2 x + 2 y = 1.
To convert integration over ( ; ) to integration over ( ; ), the determinant of the Jacobian is: @( ; ) @( ; ) = 4 jcos sin j (6) so, assuming L i is zero for directions outside the directional limiting circle, 
That the integral no longer contains trigonometric functions should come as no surprise.
We have simply used a di erential form of the \Nusselt analog" ( 14] , but see Cohen and Wallace 3] for a description in English): the amount of power per unit area transferred from a di erential solid angle d! i is proportional to d i d i , the area of the surface that the projection of d! i on a unit sphere subtends. For this reason, we refer to and as \Nusselt coordinates".
We also note that, since 2 x + 2 y + 2 z = 1, we can express S + , S ? , and V all unambiguously in terms of their respective incident and re ected 's and 's, since each vector is de ned only over a hemisphere, not the whole directional sphere. Simply put, it is always clear which sign to attach to the square root.
Other ways to parameterize the directional component of a radiance distribution are possible. Light elds (as in Levoy and Hanrahan 12] ) and lumigraphs (as in Gortler, et al. 9]), are very promising approaches for display purposes. Christensen, et al. 2] use a combination of a gnomonic projection and \stretch" to map directions to the unit square. None of these approaches, however, leads to the simpli cation of surface interaction that (7) demonstrates.
Radiance Representation
What are the characteristics of a four-dimensional radiance distribution L(x; y; ; )? The easiest way to visualize this is as \light through a window" where the position of an observer on a window is (x; y) and he or she is looking in direction ( ; ). For a xed direction, the resulting two-dimensional projection is a parallel projection 2 . For a xed position, the distribution in ( ; ) would be a \ sheye" view. In both cases, the result is an image, so we can deal with those radiance distributions as we deal with images.
Radiance at a point on a surface is a potentially discontinuous, generally non-analytic function. We can approximate it with a nite element expansion with N f degrees of freedom:
L(x; y; ; ) = N f X j=1 b j B j (x; y; ; )
Choices for the basis functions B i include box discretization (a la Fournier et al. 's FIAT 7] ), Fourier, discrete cosine, spherical harmonics, orthogonal polynomials, and wavelets. We are particularly interested in wavelets because, unlike the other bases listed, their basis functions are of limited support and they can represent discontinuities compactly. They are also capable of considerable compression.
Wavelet Radiance Properties
Appendix A summarizes the properties of one-dimensional wavelets. In this section, we will describe multidimensional wavelets and apply them to radiative transport and surface interaction.
Apart from compression, representing radiance in terms of a wavelet basis with direction expressed in Nusselt coordinates makes several calculations of relevance to illumination computation easier. Notice that these all act directly on wavelet coe cients themselves and do not require an inverse wavelet transform.
Multidimensional Wavelets
For D-dimensional coordinates q = (q 1 ; q 2 ; : : :; q D );
we can de ne a set of multidimensional wavelet basis functions indexed by a standard multiresolution index j = ( j ; l j 1 ; m j 1 ; l j 2 ; m j 2 ; : : : ; l j D ; m j D ) (10) where j determines the combination of one dimensional smoothing and wavelet functions:
We can apply (A10) multi-dimensionally. If we have j as in (10) 
(Note the use of the subscripted inner product described in Section A.3.)B j is identical to B j as de ned in (11), but with the primal wavelets and smoothing functions replaced by their duals. This is the \standard" multidimensional Cartesian product basis. It is also possible to constrain l j 1 = l j 2 = : : : = l j D l j , resulting in the so-called \nonstandard" basis. In general multidimensional (especially image-oriented) applications, as cited in Daubechies 4] 
where W m 0 is (4 times) a product of smoothing and wavelet coe cients.
Irradiance
Irradiance is de ned as
Again making use of (6) 
is the wavelet representation of the irradiance.
The inner products on the right hand side are usually easy to compute in tabular form, if not analytically, making particular use of (A4) to eliminate many coe cients.
Power Flux
The power ux passing through an area A is de ned as 
Transport Between Surfaces
We represent radiance as
where
and k is de ned as in (12) .
Radiance travels from a source point q s to a destination point q d . If we have a mapping of q s ! q d , we can compute
where (27) j is de ned as in (10), and we de ne geometry-dependent \transport coe cients"
T jk
Using the multidimensional re nement shown in (14), given T (0l j m j )k on level l j , we can compute all coe cients on the coarser level above it in the pyramid:
and given T j(0l k m k ) on level l k , we can compute 
Surface Interaction
Using (11), let us de ne a mixed primal-dual, four-dimensional, nonstandard wavelet basis: 
then, applying (7) and again requiring either f r or L i (or both) to vanish outside the directional limiting circle (thus allowing us to extend our integration to (?1::1)), the re ected radiance is L r = 4 We can do the same thing with a BTDF and so represent general surface interactions: re ection, refraction, and transmission.
Application
Let us apply some of the concepts of the previous section to a classic illumination problem: the transport of radiation between two arbitrarily-oriented polygons.
Coordinate Systems
To establish the q s $ q d mapping we need in order to transport radiance from source to destination, we must deal with several coordinate systems, as shown in Figure 3 : source parametric, source object, world, destination object, and destination parametric. Obviously, source object to destination object is best done with a conventional a ne transform (with projection), but there are several choices possible for the parametric $ object mappings: rectilinear, perspective, and bilinear. All of these are local to the sending or receiving surface.
Rectilinear
This is the simplest possible mapping: W and H are the dimensions of a bounding rectangle. If the object is a rectangle, an obvious strategy is to choose coordinates in which W is its width and H is its height. This will ensure that the (inverse) transformed object completely lls the unit square. Otherwise, or in the more general case of an arbitrarily-sided polygon, when computing T jk we must clip the (square) support of B j (source) or B k (destination) against the polygon when integrating.
A major advantage of the rectilinear mapping is the ease of computation of the Jacobian determinant:
@(x; y) @(u; v) = WH (41) which makes the power ux computation shown in (23) very easy:
especially in the case of Haar wavelets: 
where the A ij 's are easily-determined functions of the quadrilateral vertices.
A straight line in perspective parametric coordinates au+bv +c = 0 transforms to a straight line a 0 x+b 0 y+c 0 in object coordinates. This means that a quadrilateral in object coordinates will map to a quadrilateral in parametric coordinates and vice versa. This has favorable implications for transport coe cient computation that we will discuss below.
One drawback of a perspective mapping is that if the quadrilateral approaches degeneracy (a triangle, for instance), the appearance of a uniform grid in parametric space becomes increasingly nonuniform.
The power ux computation of (23) is not as easy as in the rectilinear case, but may still be analytically done for basis functions B j with closed-form representations, such as splines.
Bilinear
As with 2-D perspective, this mapping also allows us to represent quadrilaterals without clipping. If the quadrilateral is de ned by four points fp 0 ; p 1 ; p 2 ; p 3 g (in CCW order), the customary bilinear mapping applies: 
Unlike the perspective case, we can treat triangles as degenerate quadrilaterals, albeit with some irregular object space meshing. However, this mapping is not without its own drawbacks. While the parametric-to-object mapping is straightforward, the inverse object-toparametric mapping is, in fact, double valued: a given (x; y) usually has two solutions (u; v), one of them inside the unit rectangle, one outside. In order to distinguish the two cases, we must clip in object space before inversion.
A more serious drawback is that straight lines are not, in general, preserved. The inverse projection of a straight line ax+by +c = 0 into parametric space is, in general, a hyperbola. This also has implications for transport coe cient computation: it complicates determination of the limits of integration.
Again, while the still more complicated Jacobian of this transform makes the power ux computation of (23) more di cult, it may still be done for choices of B j with closed-form representations, such as splines.
Choice of Wavelet
Except where noted, our discussions in Appendix A and Section 3 did not depend on any particular choice of wavelet. For implementation purposes, we have to choose one. There are several good reasons for choosing Haar wavelets.
As we mentioned in Section A.6, the fast wavelet transform can be performed in O(N) time, but if we allow for a varying dimensionality D and wavelet basis, it is easy to see from (14) that the complexity is actually O(W D h N) where W h is the maximum width of the fh j g and fh j g (and, consequently, fg j g and fg j g) coe cient sets.
For this reason, as the dimensionality increases, the rapidly-increasing operation count makes narrower lters more and more desirable, even though wider lters generally have better approximation properties. Since Haar is the narrowest possible wavelet lter (W h = 2), it seems a wise strategy to make any multidimensional e orts rst with Haar and move to wider bases later if Haar proves unsatisfactory.
An additional advantage of Haar wavelets over the others is the simpli cation of the calculation of the transport coe cients, irradiance and power ux. As (29) and (30) have shown, these coe cients can be computed entirely in terms of pure smoothing calculations. A four-dimensional Haar pure smoothing basis is a function that is constant (= 4 l ) within a hypercube and zero outside of it. The resulting transport coe cients are volume integrals of the overlap between such a hypercube in destination parametric space and the object which is a projection of a hypercube in source parametric space into the destination space 3 .
Problems with Transport Coe cient Computation
As the preceding section suggests, using Haar wavelets turns transport coe cient computation into volume integral evaluation. There are two practical problems that complicate the computation of that volume.
Some Source Points Do Not Project Into Destination Space
The source hypercube de nes a range of positional and directional coordinates q s . Not all of these coordinates may map to points in the destination plane, much less the destination quadrilateral. This complicates any attempt at direct evaluation of the transport integrals.
The Projected Hypercube Has Curved Sides
Even if all points in the source hypercube map to the destination plane, the nature of the resulting volume, is not trivial. Needless to say, the projection of a source parametric hypercube into destination parametric space is not a hypercube. If, however, we could choose coordinate systems such that the source hypercube mapped to a polytope in destination space, we could take advantage of computational geometric techniques to rst clip it against the destination hypercube and then compute the volume of the resulting polytope. Unfortunately, this is not possible because the source hypercube does not project to a polytope.
Consider the coordinate systems described in Section 4.1. Even if we choose rectilinear parametric $ object mappings, the source object to destination object transform involves a projection. Hence, at best, the q s ! q d mapping has a nonlinear dependence on the directional components.
As a result, the projection of the source hypercube into destination parametric space has curved sides. Furthermore, the curvature is such that we cannot guarantee that the convex hull of the polytope formed by projecting the 16 corners of the source hypercube into destination space contains the hypervolume 4 .
Integration Techniques
For these reasons, we must resort to multidimensional numerical integration schemes. Before considering candidate techniques, we rst make an observation about the dimensionality required for numerical integration.
Reducing the Dimensionality
As (28) indicates, the computation of transport coe cients is intrinsically four-dimensional: two directional integrals and two positional integrals. If we take the two outermost integrals over direction and restrict our discussion to pure Haar smoothing components ( j = k = 0, as (31) permits), it is then evident that We are now in a position to evaluate the coordinate mappings given in Section 4.1 to see which of them makes A jk ( d ; d ) easy to compute. All the mappings transform lines of constant u or v to lines in object space, so any of them would work for the source parametric to source object mapping. Only rectilinear and perspective mappings, however, transform arbitrary lines in object space to lines in parametric space. If we choose either of them for our destination object to destination parametric mappings, computation of A jk ( d ; d ) amounts to clipping the projected quadrilateral to the spatial support of B k using a conventional polygon clipping algorithm and computing the resulting area. This allows us to reduce the dimensionality that we need to integrate numerically from four to two.
Numerical Quadrature
Regardless of the number of dimensions, numerical integration techniques are all based on some form of quadrature:
where N samp is the number of samples. Figure 5 shows how the RMD varies for the same parameters as Figure 4 .
From these plots, we can draw several conclusions:
The two gures are qualitatively similar: a method that does well by one metric generally does well by the other. This gives us some con dence that these metrics are valid. Increasing the degree of extrapolation for Romberg (2D) integration generally makes matters worse. This is presumably a result of the discontinuities in the integrand we discussed above.
Quasi-random methods give similar and comparatively good results. This reinforces the ndings of Keller 11] . The most surprising observation, however, is how well the straightforward 2D trapezoidal rule does. For the RED metric, it is comparable with the best of the other methods, quasirandom, and for the RMD metric it does noticeably better for short integration times.
For this reason, we are favouring use of the 2D trapezoidal method in transport coe cient computation. It remains to be seen, however, if other methods are possible which might be more suitable for an integrand with such discontinuities as we have.
Example of Transport
For a test con guration, we imagine light shining through the square stained glass window shown in Figure 11 . As illustrated in Figure 6 , the incident light shines down with a distribution peaking at an angle of 45 from the horizontal, di used by the glass according to a distribution proportional to the 4th power of the cosine of the angle between the propagation direction and the peak direction. The light is transported to the oor and is collected there. Figure 12 shows the complete, inversely-transformed 4D results. Each of the small images represents the spatial variation of radiance in the xed direction given by the image's position in the matrix. Figure 13 is a detailed view of the brightest part of Figure 12 . This computation of 32 32 32 32 coe cients (in red, green, and blue channels) compressed by 95% required 12.4 hours of CPU time on an IBM RS/6000 POWERserver 560 workstation.
Needless to say, this is impractical for a single frame, but the result is reusable. Figure 14 shows several frames generated with an otherwise conventional raytracer modi ed to treat a wavelet radiance distribution as a \4-D texture". Each frame is generated from a di erent camera position. Given the di use nature of the problem, the resulting images look adequate and contain none of the \noise" common to the usual Monte Carlo approach to this sort of problem.
Compression Strategies
Representing a maximumlevel of resolution l max on a surface requires 16 lmax+1 possible wavelet coe cients. Clearly, compression is called for. In Section A.7, we describe how wavelet properties provide an L 2 -optimal compression strategy { thresholding low-magnitude coe cients. In this case, the data was single-channel and single dimensional (i.e., each wavelet coe cient's support was unique).
For wavelet radiance, we are dealing with multichannel data (typically RGB) in four dimensions. We not only want to guarantee a good approximation of the data with the compressed coe cients, but also e cient use of storage and fast reconstruction. Let us consider the import of these practical considerations and give an example of compression. We will also discuss how compression a ects transport coe cient storage.
Multichannel Grouping
As we mentioned in Section 2, we have been treating data monochromatically throughout this paper. In practical applications, however, we must evaluate (27) for all three (or however many) channels. Having assumed a non-participating medium, the transport coe cients T jk are achromatic. Evaluation of (27) simply means multiplying each element of a (now) 3-vector b s j by the same value of T jk and accumulating the result in another 3-vector b d k .
In the absence of the need for compression, it would be convenient to group all channels of b s j into a single group, rather than create a separate representation for each channel. In the presence of compression, however, each channel has its own threshold. If one component is above its threshold but the other two are below theirs, saving the latter is a waste of storage. This would be mitigated, however, if there were a high degree of correlation between the magnitudes of the coe cients. Certainly, a wavelet representation of white light given o by a luminaire displays a high degree of correlation. When this light is re ected o a surface of varying spectral re ectivity, however, that correlation will be diminished. By how much depends on the nature of the surface.
We have two choices here: to group or not to group multichannel data. For the time being, we have chosen the former { believing that there is su cient correlation in most situations to justify grouping. This de nitely requires further study.
Hashing Coe cients
Given a sparse set of wavelet radiance coe cients fb k g, we need to store them in a way that facilitates the mapping of the nonstandard multiresolution index k ! b k needed to perform the transport operation (27). The obvious way to do this is with a hash table. Not knowing the set of destination indices fkg in advance prohibits perfect hashing, so it is necessary that l max 1 2 3 4 5 6 7 8 9 10 Number of Bits 9 14 18 23 27 31 35 40 44 48 The total number of bits required is then 4 + dlog 2 (l max + 1)e + 4l max . Table 1 
Hashing Nodes Instead of Coe cients
In one dimension, a node in the wavelet pyramid contains a single wavelet coe cient. In four dimensions, such a node has one pure wavelet ( = 15) coe cient and fourteen mixed wavelet/smoothing ( 2 f1 : : : 14g) coe cients. (Recall that the pure smoothing ( = 0) coe cient may be reconstructed from the node's ancestors and does not need to be kept at the node.) All coe cients at a given node correspond to basis functions with the same (Haar) or similar (other bases) support.
We might therefore expect to nd a higher degree of correlation in magnitude between coe cients that belong to the same node and coe cients that do not. This suggests that we can reduce the index storage overhead by hashing entire nodes rather than individual coe cients. Figure 15 shows the e ect of compressing nodes of the wavelet representation of the radiance by di ering ratios prior to transport in the above example. It is evident that considerable compression is possible. Although beyond the scope of this paper, more sophisticated reconstruction techniques could be applied to remove the artifacts visible for high compression.
Example of Radiance Compression

Storing Transport Coe cients
The above application, radiative transport between two polygons, does not require the storage of transport coe cients. In other situations, however, storing them may be desirable. In this section we will outline the considerations to be made in deciding whether or not they should be stored, and if so, how?
Like form factors in radiosity, the transport coe cients are dependent only upon geometry. If the same geometry occurs in several di erent instances, precomputing the transport coe cients means they only have to be computed once.
Counterbalancing the argument for storing coe cients is the observation that, assuming wavelet compressibility, b s j is sparse. This means that only those elements of T jk for which we have nonzero b s j values need to be computed.
If we decide to store transport coe cients, we face another problem: T jk is large. If l max is the maximum level of resolution on the source surface, there are 16 lmax+1 possible values of j (for Haar). Assuming the same resolution is required for the destination surface, T jk would require 256 lmax+1 elements. If represented as a conventional array, l max = 3 would exhaust a 32-bit address space! Fortunately, T jk is also sparse in this sense: for a given j, the number of destination basis functions B k that it a ects is much smaller than the number of possible values of k. If we do decide to put T jk in a lookup table, that table will have to be sparse, in which case the nodal compression strategies we discussed in Section 5.3 would also apply to stored transport coe cients.
Conclusions
We have shown how a wavelet representation in Nusselt coordinates leads to simpli ed computation of radiative transport and surface interaction. The results are applicable to any wavelet basis, although the Haar basis provides for an easier implementation, and they apply to any surface whose characteristics can be represented with a BRDF or BTDF. We have also presented an e cient computational scheme for transport coe cients using a combined geometric and numerical algorithm and discussed compression strategies for radiance and transport coe cients.
We are continuing work with improved transport coe cient integration techniques and plan to take further advantage of wavelet representations, such as knowledge of the destination's re ective properties, to reduce the amount of computation required and allow us to go to ner resolutions. We are incorporating wavelet radiative transport and surface interaction into the global illumination scheme described in 13].
A One-Dimensional Wavelet Properties
In this appendix, we will review some of the properties of wavelets that make them particularly suitable for the representation of radiance. The standard reference on wavelets is Daubechies 4] , from which much of this appendix is derived. We will con ne ourselves here to one-dimensional wavelets. Section 3.1 will extend these properties to multiple dimensions.
A.1 Scaling Functions and Wavelets
Wavelets are built from scaling functions, which we de ne by enumerated dilations and translations of a base scaling function (x) of the form: 
A.4 Biorthogonal Wavelets
We can construct biorthogonal bases by using four functions instead of two: wavelets lm and lm and smoothing functions lm and~ lm . These are de ned de ned, respectively, by four sets of coe cients: fh j g, fh j g, fg j g, and fg j g. fh j g determines fg j g and fh j g determines fg j g. If done consistently, the primal and dual components are entirely interchangeable. In the rest of this section, we'll assume the more general biorthogonality, since we can always treat orthogonal wavelets as a special case of biorthogonal wavelets.
A.5 Wavelet Projections and Approximation
Let us discuss the ability of a wavelet representation to approximate an arbitrary function f. Let The transform leaves us with 2 l ?1 wavelet coe cients (dark gray in Figure 10 ) and 1 smooth-ing coe cient (light gray). The hierarchical arrangement of these coe cients is sometimes referred to as the \wavelet pyramid".
A.7 Wavelet Compression
Even with the wavelet pyramid, we are still dealing with N coe cients. We have not saved any storage (yet). This gives us a convenient error metric. It also tells us that the optimal compression scheme discards the coe cients with smaller magnitudes rst { a thresholding process. 
