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Abstract
The maximally chaotic K-systems are dynamical systems which have nonzero Kolmogorov
entropy. On the other hand, the hyperbolic dynamical systems that fulfil the Anosov C-
condition have exponential instability of phase trajectories, mixing of all orders, countable
Lebesgue spectrum and positive Kolmogorov entropy. The C-condition defines a rich class
of maximally chaotic systems which span an open set in the space of all dynamical systems.
The interest in Anosov-Kolmogorov C-K systems is associated with the attempts to under-
stand the relaxation phenomena, the foundation of the statistical mechanics, the appearance
of turbulence in fluid dynamics, the non-linear dynamics of the Yang-Mills field as well as
the dynamical properties of gravitating N-body systems and the Black hole thermodynam-
ics. In this respect of special interest are C-K systems that are defined on Reimannian
manifolds of negative sectional curvature and on a high-dimensional tori. Here we shall
review the classical- and quantum-mechanical properties of maximally chaotic dynamical
systems, the application of the C-K theory to the investigation of the Yang-Mills dynamics
and gravitational systems as well as their application in the Monte Carlo method.
1 Invited talk at the International Bogolyubov Conference ”Problems of Theoretical and Mathematical
Physics” at the Steklov Mathematical Institute, Moscow-Dubna, September 9-13, 2019.
ar
X
iv
:2
00
1.
01
78
5v
1 
 [h
ep
-th
]  
6 J
an
 20
20
1 Introduction
It seems natural to define the maximally chaotic dynamical systems as systems that have
nonzero Kolmogorov entropy [1, 2]. A large class of maximally chaotic dynamical systems
was constructed by Anosov [3]. These are the systems that fulfil the C-condition. The
Anosov C-condition leads to the exponential instability of phase trajectories, to the mixing
of all orders, countable Lebesgue spectrum and positive Kolmogorov entropy. The uniqueness
of the Anosov C-condition lies in the fact that it allows to define a rich class of maximally
chaotic systems that span an open set in the space of all dynamical systems. The examples
of maximally chaotic systems were discovered and discussed in the earlier investigations by
Artin, Hadamard, Hedlund, Hopf, Birkhoff and others [9, 13, 14, 16, 15, 18, 19, 20, 21, 22,
23, 24, 25, 26] as well as in more recent investigations [51, 52, 53, 54, 55, 56, 57, 58, 59, 60,
61, 62, 63, 12]. Here we shall introduce and discuss the classical- and quantum-mechanical
properties of maximally chaotic dynamical systems, the application of the C-K theory to
the investigation of the gauge and gravitational systems as well as their application in the
Monte Carlo method.
In recent years the alternative concept of maximally chaotic systems was developed in
series of publications [40, 41, 42, 43, 43, 44, 45, 46] and references therein. It is based
on the analysis of the quantum-mechanical properties of the black holes physics and on the
investigation of the so called out-of-time correlation functions. In general the two- and many-
point thermodynamical correlation functions decay exponentially. It was observed that the
thermodynamics of black holes exhibits extraordinary property of fast relaxation and of the
exponential growth of the out-of-time correlation functions. Such chaotic behaviour has
come to be referred to as ”scrambling,” and it has been conjectured that black holes are the
fastest scramblers in nature. The influence of chaos on the time dependent commutator of
two observables can develop no faster than exponentially with the exponent 2pi
β
t = 2piTt,
which is growing linearly in temperature 1/β = T and time t. This maximal linear growth is
saturated in gravitational and dual to the gravity systems [40, 41, 42]. One of our aims is to
calculate out-of-time correlation functions in the case of C-K systems and to check if their
quantum-mechanical correlation functions grow exponentially and if the exponent grows
linearly with temperature. That can help to understand better the concept of maximally
chaotic dynamical systems and their role in thermalisation phenomena.
This review is organised as follows. In the second section we shall discuss the classification
of the dynamical systems (DS) by the increase of their statistical-chaotic properties [25, 26].
These are ergodic, mixing, n-fold mixing and finally the K-systems, which have mixing of
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all orders and nonzero Kolmogorov entropy. This consideration defines the hierarchy of DS
by their increasing chaotic/stochastic properties, with maximally chaotic K-systems on the
”top”. The question is: Do the maximally chaotic systems exist? The hyperbolic C-systems
introduced by Anosov represent a large class of K-systems defined on the Riemannian man-
ifolds of negative sectional curvature and on high-dimensional tori.
We shall consider the general properties of the C-systems in the third section. From
the C-condition it follows that C-systems have very strong instability of their trajectories
and, in fact, the instability is as strong as it can be in principle [3, 19]. The distance
between infinitesimally close trajectories increases exponentially and on a closed phase space
of the dynamical system this leads to the uniform distribution of almost all trajectories
over the whole phase space. The dynamical systems which fulfil the C-condition have very
extended and rich ergodic properties [3]. The C-condition, in most of the cases, is a sufficient
condition for the dynamical system to be a K-system as well. In this sense the C-systems
provide extended and rich list of concrete examples of K-systems. The other important
property of the C-systems is that in ”between” the uniformly distributed trajectories there
is a countable set of periodic trajectories. The set of points on the periodic trajectories is
everywhere dense in the phase space. The periodic trajectories and uniformly distributed
trajectories are filling out the phase space of a C-system in a way very similar to the rational
and irrational numbers on the real line.
The hyperbolic geodesic flow on Riemannian manifolds of negative sectional curvature will
be considered in fourth section [3, 14, 16, 15, 18]. It was proven by Anosov that the geodesic
flow on closed Riemannian manifold of negative sectional curvature fulfils the C-condition
and therefore defines a large class of maximally chaotic systems with nonzero Kolmogorov
entropy. This result provides a powerful tool for the investigation of the Hamiltonian systems.
If the time evolution of a classical physical system under investigation can be reformulated
as the geodesic flow on the Riemannian manifold of negative sectional curvature, then all
ergodic/chaotic properties of the C-K systems can be ascribed to that physical system. The
C-K systems have a tendency to approach the equilibrium state with exponential rate which
is proportional to the entropy. The larger the entropy is, the faster a physical system tends
to its equilibrium.
In the fifth section we shall consider the classical and quantum dynamics of the Yang-Mills
fields [27, 28, 29, 30, 31, 32, 36, 37, 38, 40, 41, 43, 44, 45, 46]. In the case of space homo-
geneous gauge fields the Yang-Mills equations become equivalent to the classical-mechanical
system, the Yang-Mills classical mechanics (YMCM), which has finite degrees of freedom.
2
Using energy and momentum conservation integrals the system can be reduced to a system
of lower dimension, and the fundamental question is if the residual system has additional
hidden conserved integrals. The evolution of the YMCM can be formulated as the geodesic
flow on a Riemannian manifold with the Maupertuis’s metric. The investigation of the
sectional curvature demonstrates that it is negative on the equipotential surface and gen-
erates exponential instability of the trajectories. The numerical integration also confirms
this conclusion. The natural question which arrises here is to what extent the classical
chaos influences the quantum-mechanical properties of the gauge fields. The corresponding
quantum-mechanical system represents and defines a quantum-mechanical matrix system
[31, 32]. We shall discuss its spectral properties and the traces of the classical chaos in its
quantum-mechanical regime.
The interesting application of the Anosov C-systems theory was found in the investigation
of the relaxation phenomena in stellar systems like globular clusters and galaxies [47, 49].
Here again one can use the Maupertuis’s metric in order to reformulate the evolution of
N-body system in Newtonian gravity as a geodesic flow on a Riemannian manifold. Inves-
tigation of the sectional curvature allows to estimate the average value of the exponential
divergency of the phase trajectories and the relaxation time toward the Maxwellian distribu-
tion of the stars velocities in elliptic galaxies and globular clusters [47]. This time is by few
orders of magnitude shorter than the Chandrasekchar binary relaxation time [48, 50]. The
difference is rooted in the fact that in this approach one can take into account the long-range
interaction of stars through their collective contribution into the sectional curvature which
defines the relaxation time.
Of special interest are continuous C-systems which are defined on the two-dimensional
surfaces embedded into the hyperbolic Lobachevsky plane of constant negative curvature
[10]. An example of such system has been defined in a brilliant article published in 1924
by the mathematician Emil Artin [9]. The dynamical system is defined on the fundamental
region of the Lobachevsky plane that is obtained by the identification of points congruent
with respect to the modular group SL(2, Z), a discrete subgroup of the Lobachevsky plane
isometries SL(2, R) [5, 6, 7, 8]. The fundamental region in this case is a hyperbolic triangle,
a non-compact region of a finite area. The geodesic trajectories are bounded to propagate on
the fundamental hyperbolic triangle and are exponentially unstable. In classical regime the
exponential divergency of the geodesic trajectories resulted into the universal exponential
decay of the classical correlation functions [10, 86, 87, 88, 89, 90]. The Artin symbolic
dynamics, the differential geometry and group-theoretical methods of Gelfand and Fomin
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[85] are used to investigate the exponential decay rate of the classical correlation functions
in the seventh section [10].
There is a great interest in considering quantisation of the hyperbolic dynamical systems
and investigation of their quantum-mechanical properties. This subject is very closely related
to the investigation of quantum mechanics of classically chaotic systems in gravity [40, 42, 41].
In the eighth section we shall study the behaviour of the correlation functions of the Artin
hyperbolic dynamical system in the quantum-mechanical regime. In order to investigate
the behaviour of the correlation functions in the quantum-mechanical regime it is necessary
to know the spectrum of the system and the corresponding wave functions. In the case of
the modular group the energy spectrum has continuous part, which is originating from the
asymptotically free motion inside an infinitely long channel extended in the vertical direction
of the fundamental region, as well as infinitely many discrete energy states corresponding to
a bounded motion at the ”bottom” of the fundamental triangle [91, 92, 93, 94, 95, 97, 98, 99,
104, 100, 101]. The spectral problem has deep number-theoretical origin and was partially
solved in a series of pioneering articles [91, 92, 93, 94]. It was solved partially because the
discrete spectrum and the corresponding wave functions are not known analytically. The
general properties of the discrete spectrum have been derived by using Selberg trace formula
[93, 94, 95, 97, 98, 99]. Numerical calculations of the discrete energy levels were performed for
many energy states [104, 100, 101]. In the eighth section we shall describe the quantisation
of the Artin system and shall review the derivation of the Maass wave functions describing
the continuous spectrum.
Having in hand the explicit expression of the wave functions one can analyse the quantum-
mechanical behaviour of the correlation functions in order to investigate the traces of the
classical chaos in quantum-mechanical regime [11]. In the ninth section we shall consider the
correlation functions of the Louiville-like operators and shall demonstrate that all two- and
four-point correlation functions decay exponentially with time, with the exponents which
depend on temperature. Alternatively to the exponential decay of the correlation functions
the square of the commutator of the Louiville-like operators separated in time grows expo-
nentially [11]. This growth is reminiscent to the local exponential divergency of trajectories
of the Artin system when it was considered in the classical regime. The exponential growth
of the commutator does not saturate the condition of maximal growth which was conjectured
to be linear in temperature in the case of the gravitational systems and BH thermodynamics
[40, 41, 42]. In calculation of the quantum-mechanical correlation functions a perturbative
expansion is used in which the high-mode Bessel’s functions are considered as perturbations.
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It has been found that calculations are stable with respect to these perturbations and do
not influence the final results. The reason is that in the integration region of the matrix
elements the high-mode Bessel’s functions are exponentially small.
In the tenth section we shall demonstrate that the Riemann zeta function zeros [4] define
the position and the widths of the resonances of the quantised Artin hyperbolic system [12]. A
possible relation of the zeta function zeros and quantum-mechanical spectrum was discussed
in the passed, David Hilbert seems to have proposed the idea of finding an eigenvalue problem
whose spectrum contains the zeros of ζ(s) [63]. The quantum-mechanical resonances have
more complicated pole structure compared to that in the case of a pure discrete spectrum
and can be adequately described in terms of the scattering S-matrix theory. We shall use the
S-matrix approach to analyse the scattering phenomenon in quantised Artin system. As it
was discussed above, the Artin dynamical system is defined on the fundamental region of the
modular group on the Lobachevsky plane. It has a finite area and an infinite extension in the
vertical direction that correspond to a cusp. In quantum-mechanical regime the system can
be associated with the narrow infinitely long waveguide stretched out to infinity along the
vertical axis and a cavity resonator attached to it at the bottom. That suggests a physical
interpretation of the Maass automorphic wave function in the form of an incoming plane
wave of a given energy entering the resonator and bouncing back to infinity. As the energy
of the incoming wave comes close to the eigenmodes of the cavity a pronounced resonance
behaviour shows up in the scattering amplitude. The condition of the absence of incoming
waves allows to find the position of the pole singularities [12]. The poles of the S-martrix are
located in the energy complex plane and are expressed in terms of zeros un of the Riemann
zeta function ζ(12 − iun) = 0, n = 1, 2, .... as
E = En − iΓn2 = (
u2n
4 +
3
16)− i
un
2 ,
where En is the energy and Γn is the width of the n’th resonance. The conclusion is that
the energy spectrum is quasi-discrete, consisting of smeared levels of width Γn [12].
In the last, eleventh, section we shall turn our attention to the investigation of the second
class of the C-K systems that is defined on high-dimensional tori [3]. In order that the auto-
morphisms of a torus fulfils the C-condition it is necessary and sufficient that the evolution
operator T has no eigenvalues on a unit circle and the determinant is equal to one. Therefore
T is an automorphism of the torus onto itself. All trajectories with rational coordinates, and
only they, are periodic trajectories of the automorphisms of a torus. The entropy of the
C-system on a torus is equal to the logarithmic sum of all eigenvalues that lie outside of the
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unit circle [3, 55, 56, 58, 59, 60, 61]: h(T ) = ∑|λβ |>1 ln |λβ|. It was suggested in 1986 [68] to
use the C-K systems defined on a torus to generate high quality pseudorandom numbers for
Monte-Carlo method [64, 65, 66, 67, 68, 80, 81]. Usually pseudorandom numbers are gener-
ated by deterministic recursive rules [68, 64, 65, 66, 67]. Such rules produce pseudorandom
numbers, and it is a great challenge to design pseudorandom number generators that pro-
duce high quality sequences. Although numerous RNGs introduced in the last decades fulfil
most of the requirements and are frequently used in simulations, each of them has some weak
properties that influence the results [79] and are less suitable for demanding MC simulations
[75]. The high entropy MIXMAX generator suggested in [68, 69, 70, 71] was implemented
into the Geant4/CLHEP and ROOT scientific toolkits at CERN [73, 75, 76, 74].
The Appendix A contains the extended discussion of the C-condition, the definition of
the exponentially expanding and contracting foliations.
In [3] Anosov demonstrated how any C-cascade on a torus can be embedded into a certain
C-flow. The Appendix B describes the Anosov construction that allows to embed a discrete
time evolution on a torus into an evolution that is continuous in time. The embedding was
defined by a specific identification of the phase space coordinates and by construction of the
corresponding C-flow on a smooth Riemannian manifold of higher dimension. In Anosov
construction the C-flow was not a geodesic flow. Here we were interested in analysing
the geodesic flow on the same Riemannian manifold. We present the calculation of the
corresponding sectional curvatures and demonstrate that the geodesic flow has different
dynamics and hyperbolic components.
The Appendix C describes the details of the computer implementation of the torus
automorphisms, the computation of the periods of generated random sequences for Monte
Carlo simulations. In a typical computer implementation of the torus automorphisms the
initial vector will have rational components. If the denominator is taken to be a prime
number, then the recursion is realised on extended Galois field GF [pN ] and allows to find
the period of the trajectories in terms of p and the properties of the characteristic polynomial
of the evolution operator.
The Appendix D presents the derivation of the explicit formulas for the Kolmogorov
entropy in case of torus automorphisms. The Appendix E presents the discussion of the
properties of the periodic trajectories and their density distribution as a function of Kol-
mogorov entropy.
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2 Hierarchy of Dynamical Systems and Kolmogorov Entropy
In ergodic theory the dynamical systems (DS) are classified by the increase of their statistical-
chaotic properties. Ergodic systems are defined as follows [25, 26]. Let x = (q, p) be a point
of the phase space x ∈ M of the Hamiltonian systems. The canonical coordinates are
denoted as q = (q1, ..., qd) and p = (p1, ..., pd) are the conjugate momenta. The phase space
M is equipped with a positive Liouville measure dµ(x) = ρ(q, p)dq1...dqddp1...dpd, which is
invariant under the Hamiltonian flow. The operator T tx = xt defines the time evolution of
the trajectory which was launched from the point x of the phase space. The ergodicity of
the DS takes place if [21] 2:
lim
t→∞
1
t
∫ t
0
dtf(T tx) =
∫
M
f(x)dx, (2.1)
where f(x) is a function/observable defined on the phase space M . So time averages equal
to space averages in this case. It follows then that
lim
t→∞
1
t
∫ t
0
dtf(T tx)g(x)dx =
∫
M
f(x)dx
∫
M
g(x)dx. (2.2)
Consider the function f = χA on the phase space which is equal to one on a set A ⊂M and
to zero outside, similar function g = χB for a set B ⊂M , then
lim
t→∞
1
t
∫ t
0
dt µ[T tA ∩B] = µ[A]µ[B], (2.3)
that is a part of the set A which falls into the set B is in average proportional to their
measures. The systems with stronger chaotic properties has been defined by Gibbs [20, 25].
The mixing takes place if for any two sets
lim
t→∞µ[T
tA ∩B] = µ[A]µ[B], (2.4)
that is a part of set A which falls into the set B is proportional to their measures. Alterna-
tively
lim
t→∞
∫
f(T tx)g(x)dx =
∫
M
f(x)dx
∫
M
g(x)dx, (2.5)
which means that the two-point correlation function tends to zero:
Dt(f, g) = lim
t→∞〈f(T
tx)g(x)〉 − 〈f(x)〉〈g(x)〉 = 0, (2.6)
and is known in physical language as the factorisation property of the two-point correlation
functions. The n-fold mixing takes place if for any n sets
lim
tn,...,t1→∞
µ[T tnAn ∩ ....T t2A2 ∩ T t1A1 ∩B] = µ[An]...µ[A2]µ[A1]µ[B] (2.7)
2In what follows we shall be writing dx instead of dµ(x) in order to compactify the expressions.
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or alternatively
Dt(fn, ..., f1, g) = lim
tn,...,t1→∞
〈fn(T tnx).....f1(T t1x)g(x)〉 − 〈fn(x)〉.....〈f1(x)〉〈g(x)〉 = 0. (2.8)
A class of dynamical systems which have even stronger chaotic properties was introduced
by Kolmogorov in [1, 2]. These are the DS which have a non-zero entropy, so called quasi-
regular DS, or simply K-systems. In order to define the Kolmogorov entropy let us consider
a discrete time evolution operator T nx = xn, n = 0, 1, 2, ... Let α = {Ai}i∈I ( I is finite or
countable) be a measurable partition of the phase space M into the nonintersecting subsets
Ai which cover the whole phase space M , that is
µ(M \ ⋃
i∈I
Ai) = 0, µ(Ai
⋂
Aj) = 0, i 6= j , (2.9)
and define the entropy of the partition α as
h(α) = −∑
i∈I
µ(Ai) lnµ(Ai). (2.10)
If two partitions α1 and α2 differ by a set of measure zero, then their entropies are equal.
The refinement partition α
α = α1 ∨ α2 ∨ ... ∨ αk (2.11)
of the collection of partitions α1, ..., αk is defined as the intersection of all their composing
sets Ai:
α =
{ ⋂
i∈I
Ai | Ai ∈ αi for all i
}
. (2.12)
The entropy of the partition α with respect to the automorphisms T is defined as a limit
[1, 2, 23, 51, 53, 54]:
h(α, T ) = lim
n→∞
h(α ∨ Tα ∨ ... ∨ T n−1α)
n
, n = 1, 2, ... (2.13)
This number is equal to the entropy of the refinement β = α ∨ Tα ∨ ... ∨ T n−1α which
was generated during the iteration of the partition α by the automorphism T . Finally the
entropy of the automorphism T is defined as a supremum:
h(T ) = sup
{α}
h(α, T ), (2.14)
where the supremum is taken over all partitions {α} of M . It was proven that the K-
systems have mixing of all orders: K-mixing ⊃ infinite mixing, ⊃,..n-fold mixing,..⊃ mixing
⊃ ergodicity [1, 2, 23, 51, 53, 54]. The calculation of the entropy for a given dynamical
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system seems extremely difficult. The theorem proven by Kolmogorov [1, 2] tells that if one
finds the so called ”generating partition” β, then
h(T ) = h(β, T ), (2.15)
meaning that the supremum in (2.14) is reached on a generating partition β. In some cases
the construction of the generating partition β allows an explicit calculation of the entropy
of a given dynamical system [57, 62].
In summary, the above consideration allows to define the hierarchy of DSs with their
increasing chaotic properties and with the maximally chaotic K-systems on the ”top”. The
question is: Do maximally chaotic systems exist? The hyperbolic C-systems introduced by
Anosov [3] represent a large class of K-systems and have additional ergodic properties. We
shall consider the C-systems in the next section.
3 Hyperbolic Anosov C-systems
In the fundamental work on geodesic flows on closed Riemannian manifolds Qn of negative
curvature [3] Dmitri Anosov pointed out that the basic property of the geodesic flow on such
manifolds is the uniform instability of all trajectories, which in physical terms means that in
the neighbourhood of every fixed trajectory the trajectories behave similarly to the trajectories
in the neighbourhood of a saddle point (see Fig. 1). In other words, the hyperbolic instability
of the dynamical system T t which is defined by the equations 3
x˙ = f(x) (3.16)
takes place for all solutions δx ≡ ω of the deviation equation
ω˙ = ∂f
∂x
∣∣∣∣∣
x(t)=T tx
ω (3.17)
in the neighbourhood of each phase trajectory x(t) = T tx, where x ∈ M . The exponential
instability of geodesics on Riemannian manifolds of constant negative curvature has been
studied by many authors, beginning with Lobachevsky and Hadamard and especially by
Artin [9], Hedlund [14], and Hopf [16]. The concept of exponential instability of a dynamical
system trajectories appears to be extremely rich and Anosov suggested to elevate it into a
fundamental property of a new class of dynamical systems which he called C-systems4. The
brilliant idea to consider dynamical systems which have local and homogeneous hyperbolic
3It is understood that the phase space manifold M is equipped by the invariant Liouville measure [3].
4The letter C is used because these systems fulfil the ”C condition” (13.179)[3].
9
xy
t
Figure 1: The integral curves in the case of saddle point x˙ = −x, y˙ = y are exponentially
contracting and expanding near the solution x = y = 0. A similar behaviour takes place in
the neighbourhood of almost all trajectories of the C-system [3] as one can get convinced in-
specting the solutions (4.29) and (4.30) of the Jacobi variation equation (4.21) with negative
sectional curvature (4.28).
instability of all trajectories is appealing to the intuition and has very deep physical content.
The richness of the concept is expressed by the fact that the C-systems occupy a nonzero
volume in the space of dynamical systems [3]5 and have a non-zero Kolmogorov entropy.
Anosov provided an extended list of C-K systems [3]. The important examples of the C-K
systems are: i) the geodesic flow on the Riemannian manifolds of variable negative curvature
and ii) C-cascades - the iterations of the hyperbolic automorphisms of tori.
In the forthcoming sections we shall consider these maximally chaotic systems in details
and the application of the C-K systems theory to the investigation of the Yang-Mills dynam-
ics, the N-body problem in gravity and in the Monte Carlo method. We shall consider the
quantum-mechanical properties of the maximally chaotic dynamical systems as well and in
particular the DSs which are defined on the closed surfaces of constant negative curvature
imbedded into the Lobachevsky hyperbolic plane, the Artin DS [9].
4 The Geodesic Flow on Manifolds of Negative Curvature
Let us consider the stability of the geodesic flow on a Riemannian manifold Q with local with
coordinates qα ∈ Q where α = 1, 2, ...., 3N . The functions qα(s) ∈ Q define a one-parameter
integral curve γ(s) on a Riemannian manifold Q and the corresponding velocity vector
uα = dq
α
ds
, α = 1, 2, ...., 3N . (4.18)
The proper time parameter s along the γ(s) is equal to the length, while the Riemannian
metric on Q is defined as
ds2 = gαβdqαdqβ,
5This is in a contrast with the integrable systems, where under arbitrary small perturbation δf(x) of
(3.16) the integrability will be destroyed, as it follows from the KAM theory.
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and therefore
gαβu
αuβ = 1. (4.19)
A one-parameter family of deformations assumed to form a congruence of world lines qα(s)→
qα(s, υ). In order to characterise the infinitesimal deformation of the curve γ(s) it is conve-
nient to define a separation vector δqα = ∂qα
∂υ
dυ, where δqα is a separation of points having
equal distance from some arbitrary initial points along two neighbouring curves.
The resulting phase space manifold (q(s), u(s)) ∈ M has a bundle structure with the
base q ∈ Q and the spheres S3N−1 of unit tangent vectors uα (4.19) as fibers. The integral
curve γ(s) fulfils the geodesic equation
d2qα
ds2
+ Γαβγ
dqβ
ds
dqγ
ds
= 0 (4.20)
and the relative acceleration depends only on the Riemann curvature:
D2δqα
ds2
= −Rαβγσuβδqγuσ. (4.21)
The above form of the Jacobi equation is difficult to analyse, first of all because it is written
in terms of covariant derivatives Duα = duα + Γαβγuβdqγ. And secondly because it is writ-
ten in terms of separation of points on trajectories instead of distance between trajectories.
Following Anosov it is convenient to represent the Jacobi equation in terms of simple deriva-
tives. The norm of the deviation δq has the form |δq|2 ≡ gαβδqαδqβ and its second derivative
is
d2
ds2
|δq|2 = 2gαβδqαD
2δqβ
ds2
+ 2gαβ
Dδqα
ds
Dδqβ
ds
. (4.22)
Using (4.21) we shall get the Anosov form of the Jacobi equation
d2
ds2
|δq|2 = −2Rαβγλδqαuβδqγuλ + 2|Dδq
ds
|2 = −2K(q, u, δq) |u ∧ δq|2 + 2|δu|2 (4.23)
where K(q, u, δq) is the sectional curvature in the two-dimensional directions defined by the
velocity vector uα and the deviation vector δqβ :
K(q, u, δq) = Rαβγσδq
αuβδqγuσ
|u ∧ δq|2 . (4.24)
One can decompose the deviation vector δq into longitudinal and transversal components
δqα = δqα⊥ + δqα‖ , where δq‖ describes a translation along the geodesic trajectories and has
no physical interest, the transversal component δq⊥ describes a physically relevant distance
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between original and infinitesimally close trajectories |uδq⊥| = 0. Such decomposition allows
to rederive the Jacobi equation only in terms of transversal deviation6:
d2
ds2
|δq⊥|2 = −2K(q, u, δq⊥) |δq⊥|2 + 2|δu⊥|2. (4.25)
Because the last term is positive definite the following inequality takes place for relative
acceleration:
d2
ds2
|δq⊥|2 ≥ −2K(q, u, δq⊥) |δq⊥|2. (4.26)
If the sectional curvature is negative and uniformly bound from above by a constant κ:
K(q, u, δq⊥) ≤ −κ < 0, where κ = min
(q,u,δq⊥)
|K(q, u, δq⊥)| (4.27)
then
d2
ds2
|δq⊥|2 ≥ 2κ |δq⊥|2. (4.28)
The phase space of solutions of the second-order differential equation is divided into two
separate sets Xq and Yq7 . The set Yq consists of the solutions with positive first derivative
d
ds
|δq⊥(0)|2 > 0
and exponentially grows with s→ +∞
|δq⊥(s)| ≥ 12 |δq⊥(0)|e
√
2κs, (4.29)
while the set Xq consists of the solutions with negative first derivative
d
ds
|δq⊥(0)|2 < 0
and decay exponentially with s→ +∞
|δq⊥(s)| ≤ 12 |δq⊥(0)|e
−√2κs. (4.30)
6The area spanned by the bivector is simplifies |u∧δq⊥|2 = |u|2|δq⊥|2−|uδq⊥|2 = |δq⊥|2, because |u|2 = 1
and |uδq⊥| = 0.
7It follows from the variation equation (4.28) and the boundary condition imposed on the deviation δq⊥
and its first derivative dds |δq⊥|2 that for all s the d
2
ds2 |δq⊥|2 > 0, therefore |δq⊥|2 is a convex function and
its graph is convex downward. Thus the variation equation has no conjugate points because if δq(s1) = 0,
δq(s2) = 0 and s1 6= s2 then δq(s) ≡ 0 for s1 ≤ s ≤ s2. The sets Xq and Yq are defined as follows. The set
Xq consists of the vectors (δq(s), dδq(s)ds )→ 0 when s→ +∞ and the set Yq of the vectors (δq(t), dδq(s)ds )→ 0
when s→ −∞. If (δq(s), dδq(s)ds )s=0 ∈ Xq then the first derivative is negative dds |δq⊥|2 < 0 for all s. As well
if (δq(s), dδq(s)ds )s=0 ∈ Yq then dds |δq⊥|2 > 0 for all s (see Appendix A).
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This proves that the geodesic flow on closed Riemannian manifold of negative curvature fulfils
the C-conditions, is therefore maximally chaotic and tends to equilibrium with exponential
rate. We shall define a relaxation time as
τ = 1/
√
2κ , (4.31)
which is inversely proportional to the Kolmogorov entropy.
5 The Yang-Mills Classical and Quantum Mechanics
For space-homogeneous gauge fields ∂iAak = 0, i, k = 1, 2, 3 the Yang-Mills system reduces
to a classical mechanical system with the Hamiltonian of the form [27, 28, 30, 31, 32]
H =
∑
i
1
2TrA˙iA˙i +
g2
4
∑
i,j
Tr[Ai, Aj]2, (5.32)
where the gauge field Aai (t) depends only on time, i = 1, 2, 3, the index a = 1, ..., N2 − 1 for
SU(N) group and in the Hamiltonian gauge A0 = 0 the Gaussian constraint has the form
G = [A˙i, Ai] = 0. (5.33)
It is natural to call this system the Yang-Mills Classical Mechanics (YMCM). It is a me-
chanical system with 3 · (N2 − 1) degrees of freedom. It is important to investigate classical
equations of motion of this class of non-Abelian gauge fields, the properties of the separate
solutions and of the system as a whole. In particular its integrability versus chaotic proper-
ties of the system. The YMCM has a number of conserved integrals: the space and isospin
angular momenta
mi = ijkAaj A˙ak, na = fabcAai A˙ai , i = 1, 2, 3 a = 1, ..., N2 − 1 (5.34)
in total 3 + (N2 − 1) integrals, plus the energy integral (5.32) (the na = 0 is the constraint
(5.33) ). The question is if there exist additional conservation integrals. If the number
of integrals coincides with the number of degrees of freedom, then the system is exactly
integrable and its trajectories lie on high-dimensional tori, if there are less integrals, then
the trajectories lie on a manifold of a larger dimension, and if there is no conserved integrals
at all, then the trajectories will cover the whole phase space.
Let us consider in details the case of the SU(2) gauge group by introducing the angular
variables which allow to separate the angular motion from the oscillations by using the
substitution
A = O1EOT2 , (5.35)
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Figure 2: A single trajectory of the YMCM system integrated over a large time interval.
The trajectory scatters on the equipotential surface x21x22 + x22x23 + x23x21 = 1, densely filling
the interior region and making visible the six channels of the equipotential surface on which
a trajectory scatters.
where E = (x(t), y(t), z(t)) is a diagonal matrix and O1, O2 are orthogonal matrices in Euler
angular parametrisation. In this variables the Hamiltonian (5.33) will take the form
HFS =
1
2(x˙
2 + y˙2 + z˙2) + g
2
2 (x
2y2 + y2z2 + z2x2) + TYM , (5.36)
where TYM is the rotational kinetic energy of the the Yang-Mills ”top” spinning in space
and isospace. The question is whether the YMCM system (5.36) is an integrable system
or not [28, 30, 31]. The general behaviour of the colour amplitudes (x(t), y(t), z(t)) in time
is characterised by rapid oscillations, decrease in some colour amplitudes and growth in
others, colour ”beats” [28] Fig.2. The strong instability of the trajectories with respect to
small variations of the initial conditions in the phase space led to the conclusion that the
system is stochastic and non-integrable. The search of the conserved integrals of the form
F (px, py, pz, x, y, z) fulfilling the equation {F,HFS} = 0 also confirms their absence, except
the Hamiltonian itself. The evolution of the YMCM can be formulated as the geodesic
flow on a Riemannian manifold with the Maupertuis’s metric (see the details in the next
section). The investigation of the sectional curvature demonstrates that it is negative on
the equipotential surface and generates exponential instability of the trajectories Fig.2. The
solutions of an YMCM system in an arbitrary coordinate system (after Lorentz boost) are
nonlinear plane waves Aaµ(k · x) with a nonzero square of the wave vector k2 = µ2 [27]
chaotically oscillating in space-time.
The natural question which arrises here is to what extent the classical chaos influences
the quantum-mechanical properties of the gauge fields. The significance of the answer to this
question consists in the following. In field theory, e.g. in QED, the electromagnetic field is
represented in the form of a set of harmonic oscillators whose quantum-mechanical properties
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(as of an integrable system) are well known, and the interaction between them is taken into
account by perturbation theory. Such an approach excellently describes the experimental
situation. In QCD the state of things is quite different. The properties of the YMCM as of a
C-K-system, cannot be established to any finite order of the perturbation theory. Therefore
to understand QCD it seems important to investigate the quantum-mechanical properties of
the systems which in the classical limit are maximally chaotic.
The natural question arising now is what quantum-mechanical properties does the system
with the Hamiltonian (5.32) possess if in the classical limit ~ → 0 it is maximally chaotic.
What is the structure of the energy spectrum and of the wave functions of quantised gauge
system, if in the classical limit it is maximally chaotic. The Schro¨dinger equation for the
gauge field theory in the A0 = 0 gauge has the following form;
1
2
∫
d3x[− δ
2
δAai δA
a
i
+Hai Hai ]Ψ[A] = EΨ[A], (5.37)
where Hai = 12ijkG
a
jk(A) and the constraint equations are:
[δab∂i + gfacbAci ]
δ
δAbi
Ψ[A] = 0. (5.38)
In case of space-homogeneous fields the equations will reduce to the Yang-Mills quantum-
mechanical system (YMQM) with finite degrees of freedom which defines a special class of
quantum-mechanical matrix models [31, 32]. At zero angular momentum mˆi = 0 (5.34) the
YMQM Schro¨dinger equation takes the form (equations (20) and (21) in [32]){
− 12D
−1∂iD∂i +
g2
2 (x
2
1x
2
2 + x22x23 + x23x21)
}
Ψ = EΨ, (5.39)
where D(x) = |(x21 − x22)(x22 − x23)(x23 − x21)|. Using the substitution
Ψ(x) = 1√
D(x)
Φ(x) (5.40)
and the fact that the D(x) is a harmonic function ∂2iD(x) = 0 the equation can be reduced
to the form
−12∂
2
i Φ +
1
2
∑
i<j
( 1
(xi − xj)2 +
1
(xi + xj)2
+ g2x2ix2j
)
Φ = EΦ. (5.41)
The analytical investigation of this Schro¨dinger equation is a challenging problem because
the equation cannot be solved by separation of variables as far as all canonical symmetries are
already extracted and the residual system possess no continuous symmetries. Nevertheless
some important properties of the energy spectrum can be established by calculating the
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volume of the classical phase space defined by the condition H(p, q) ≤ E. It follows that
classical phase space volume is finite and the energy spectrum of YMQM system is discrete
[31, 32]. Typically the classically chaotic systems have no degeneracy of the energy spectrum,
the energy levels ”repulse” from each other similar to the distribution of the eigenvalues of
the matrices with randomly distributed elements [33, 34, 35].
In the next section we shall consider the N -body problem in classical Newtonian gravity
analysing the geodesic flow on a Riemannian manifold equipped with the Maupertuis metric.
6 Collective Relaxation of Stellar Systems
The N -body problem in Newtonian gravity can be formulated as a geodesic flow on Rieman-
nian manifold with the conformal Maupertuis metric [47]
ds2 = (E − U)dρ2 = W
3N∑
α=1
(dqα)2, U = −G∑
a<b
MaMb
|~ra − ~ra| , (6.42)
where W = E − U and {qα} are the coordinates of the stars:
{qα} = {M1/21 ~r1, .....,M1/2N ~rN}, α = 1, ..., 3N. (6.43)
The equation of the geodesics (4.20) on Riemannian manifold with the metric gαβ = Wδαβ
in (6.42) has the form
d2qα
ds2
+ 12W
(
2∂W
∂qγ
dqγ
ds
dqα
ds
− gαγ ∂W
∂qγ
gβδ
dqβ
ds
dqδ
ds
)
= 0 (6.44)
and coincides with the classical N-body equations when the proper time interval ds is replaced
by the time interval dt of the form ds =
√
2Wdt. The Riemann curvature in (4.21) for the
Maupertuis metric has the form
Rαβγδ =
1
2W [Wβγgαδ −Wαγgβδ −Wβδgαγ +Wαδgβγ]−
− 34W 2 [WβWγgαδ −WαWγgβδ −WβWδgαγ +WαWδgβγ] +
+ 14W 2 [gβγgαδ − gαγgβδ]WσW
σ, (6.45)
where Wα = ∂W/∂qα , Wαβ = ∂W/∂qα∂qβ and the scalar curvature is
R = 3N(3N − 1)
[
− 4W3NW 2 − (
1
4 −
1
2N )
(∇W )2
W 3
]
(6.46)
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and 4W = ∂2W/∂qα∂qα, ∇W = (∂W/∂qα)(∂W/∂qα). Let us now calculate the sectional
curvature (4.24):
Rαβγσδq
αuβδqγuσ = 12W [ 2|uW
′′
δq||uδq| − |δqW ′′δq||uu| − |uW ′′u||δqδq| ]−
− 34W 2 [ 2|uW
′ ||W ′δq||uδq| − |δqW ′||W ′δq||uu| − |uW ′ ||W ′u||δqδq| ] +
+ 14W 2 [ |uδq|
2 − |uu||δqδq| ] |W ′W ′ |. (6.47)
For the normal deviation q⊥ we have |uδq⊥| = 0 and taking into account that the velocity is
normalised to unity |uu| = 1 we have
Rαβγσδq
α
⊥u
βδqγ⊥u
σ =
( 3
4W 2 |uW
′|2 − 14W 2 |W
′
W
′ | − 12W |uW
′′
u|
)
|δq⊥|2
− 12W |δq⊥W
′′
δq⊥|+ 34W 2 |δq⊥W
′|2. (6.48)
Using the average value of the velocity and deviation taken in the form
uαuβ = 13N g
αβ|uu|, δqα⊥δqβ⊥ =
1
3N g
αβ|δq⊥|2 (6.49)
we shall get the following expression:
Rαβγσδq
α
⊥u
βδqγ⊥u
σ =
[
− 13N
4W
W 2
− (14 −
1
2N )
(∇W )2
W 3
]
|δq⊥|2, (6.50)
which is proportional to the scalar curvature (6.46). As the number of stars in galaxies is
very large, N  1, we shall get that the dominant term in sectional curvature (6.50) is
negative:
K(q, u, δq) = Rαβγσδq
αuβδqγuσ
|δq⊥|2 = −
1
4
(∇W )2
W 3
< 0. (6.51)
Finally the deviation equation (4.26) will take the form
d2
dt2
|δq⊥|2 ≥ (∇W )
2
W
|δq⊥|2, (6.52)
where we used the relation ds =
√
2Wdt. Thus the relaxation time can be defined as
τ =
√
W
(∇W )2 . (6.53)
Now one can estimate the relaxation time of the elliptic galaxies and globular clusters
τ ≈ 108yr
(
v
10km/s
)(
n
1pc−3
)−2/3( M
M
)−1
(6.54)
by substituting the corresponding mean values for the velocities v, densities n and masses of
the stars M [47]. This time is by few orders of magnitude shorter than the Chandrasekchar
binary relaxation time [48, 49, 50].
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7 Correlation Functions of Classical Artin System
Of special interest are continuous C-systems which are defined on closed surfaces on the
Lobachevsky plane of constant negative curvature. An example of such system has been de-
fined in a brilliant article published in 1924 by the mathematician Emil Artin. The dynamical
system is defined on the fundamental region of the Lobachevsky plane which is obtained by
the identification of points congruent with respect to the modular group SL(2, Z), a discrete
subgroup of the Lobachevsky plane isometries SL(2, R). The fundamental region in this
case is a hyperbolic triangle. The geodesic trajectories are bounded to propagate on the
fundamental hyperbolic triangle. The area of the fundamental region is finite and gets a
topology of sphere by ”gluing” the opposite edges of the triangle as it is shown on Fig.3
and Fig.8. The Artin symbolic dynamics, the differential geometry and group-theoretical
methods of Gelfand and Fomin will be used to investigate the decay rate of the classical and
quantum mechanical correlation functions. The following three sections are devoted to the
Artin system and are based on the results published in the articles [10, 11, 12].
Let us start with the Poincare model of the Lobachevsky plane, i.e. the upper half of the
complex plane: H={z ∈ C, =z > 0} supplied with the metric (we set z = x+ iy)
ds2 = dx
2 + dy2
y2
(7.55)
with the Ricci scalar R = −2. Isometries of this space are given by SL(2,R) transformations.
The SL(2,R) matrix (a,b,c,d are real and ad− bc = 1 )
g =
 a b
c d

acts on a point z by linear fractional substitutions z → az+b
cz+d . Note also that g and −g give
the same transformation, hence the effective group is SL(2,R)/Z2. We’ll be interested in
the space of orbits of a discrete subgroup Γ ⊂ SL(2,R) in H. Our main example will be
the modular group Γ = SL(2,Z). A nice choice of the fundamental region F of SL(2,Z)
is displayed in Fig.1. The fundamental region F of the modular group consisting of those
points between the lines x = −12 and x = +12 which lie outside the unit circle in Fig.1. The
modular triangle F has two equal angles α = β = pi3 and the third one is equal to zero, γ = 0,
thus α+β+γ = 2pi/3 < pi. The area of the fundamental region is finite and equals to pi3 and
gets a topology of sphere by ”gluing” the opposite edges of the triangle. The invariant area
element on the Lobachevsky plane is proportional to the square root of the determinant of
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the metric (7.55):
dµ(z) = dxdy
y2
. (7.56)
Thus area(F) = ∫ 12− 12 dx ∫∞√1−x2 dyy2 = pi3 . Following the Artin construction let us consider the
model of the Lobachevsky plane realised in the upper half-plane y > 0 of the complex plane
z = x+ iy ∈ C with the Poincare´ metric which is given by the line element (7.55).
The Lobachevsky plane is a surface of a constant negative curvature, because its curvature
is equal to R = gikRik = −2 and it is twice the Gaussian curvature K = −1. This metric has
two well known properties: 1) it is invariant with respect to all linear substitutions which
form the group g ∈ G of isometries of the Lobachevsky plane8:
w = g · z ≡
 a b
c d
 · z ≡ az + b
cz + d, (7.57)
where a, b, c, d are real coefficients of the matrix g and the determinant of g is positive,
ad − bc > 0. The geodesic lines are either semi-circles orthogonal to the real axis or rays
perpendicular to the real axis. The equation for the geodesic lines on a curved surface has
the form (4.20), where the Christoffer symbols are evaluated for the metric (7.55). The
geodesic equations take the form
d2x
dt2
− 2
y
dx
dt
dy
dt
= 0 , d
2y
dt2
+ 1
y
(
dx
dt
)2
− 1
y
(
dy
dt
)2
= 0,
and they have two solutions:
x(t)− x0 = r tanh (t) , y(t) = rcosh(t) ← orthogonal semi-circles
x(t) = x0, y(t) = et ← perpendicular rays . (7.58)
Here x0 ∈ (−∞,+∞), t ∈ (−∞,+∞) and r ∈ (0,∞). By substituting each of the above
solutions into the metric (7.55) one can get convinced that a point on the geodesics curve
moves with a unit velocity (4.19)
ds
dt
= 1. (7.59)
In order to construct a compact surface F on the Lobachevsky plane, one can identify all
points in the upper half of the plane which are related to each other by the substitution
(7.57) with the integer coefficients and a unit determinant. These transformations form a
modular group SL(2,Z). Thus two points z and w are ”identical” if:
w = mz + n
pz + q , d =
 m n
p q
 , d ∈ SL(2,Z) (7.60)
8G is a subgroup of all Mo¨bius transformations.
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Figure 3: The fundamental region F is the hyperbolic triangle ABD, the vertex D is at
infinity of the y axis. The edges of the triangle are the arc AB, the rays AD and BD.
The points on the edges AD and BD and the points of the arks AC with CB should be
identified by the transformations w = z+1 and w = −1/z in order to form the Artin surface
F¯ by ”gluing” the opposite edges of the modular triangle together Fig.4. The modular
transformations (7.60) of the fundamental region F create a regular tessellation of the whole
Lobachevsky plane by congruent hyperbolic triangles. K is the geodesic trajectory passing
through the point (x, y) of F in the ~v direction.
with integers m, n, p, q constrained by the condition mq − pn = 1. The SL(2,Z) is the
discrete subgroup of the isometry transformations SL(2,R) of (7.57)9. The identification
creates a regular tessellation of the Lobachevsky plane by congruent hyperbolic triangles in
Fig. 3. The Lobachevsky plane is covered by the infinite-order triangular tiling. One of
these triangles can be chosen as a fundamental region. That fundamental region F of the
above modular group (7.60) is the well known ”modular triangle”, consisting of those points
between the lines x = −12 and x = +12 which lie outside the unit circle in Fig. 3. The area
of the fundamental region is finite and equals to pi3 . Inside the modular triangle F there
is exactly one representative among all equivalent points of the Lobachevsky plane with
the exception of the points on the triangle edges which are opposite to each other. These
points can be identified in order to form a closed surface F¯ by ”gluing” the opposite edges
of the modular triangle together. On Fig. 3 one can see the pairs of points on the edges
of the triangle which are identified. Now one can consider the behaviour of the geodesic
trajectories defined on the surface F¯ of constant negative curvature. Let us consider an
arbitrary point (x, y) ∈ F and the velocity vector ~v = (cos θ, sin θ). These are the coordinates
9The modular group SL(2,Z) serves as an example of the Fuchsian group [5, 7]. Recall that Fuchsian
groups are discrete subgroups of the group of all isometry transformations SL(2,R) of (7.57). The Fuchsian
group allows to tessellate the hyperbolic plane with regular polygons as faces, one of which can play the role
of the fundamental region.
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of the phase space (x, y, θ) ∈M, and they uniquely determine the geodesic trajectory as the
orthogonal circleK in the whole Lobachevsky plane. As this trajectory ”hits” the edges of the
fundamental region F and goes outside of it, one should apply the modular transformation
(7.60) to that parts of the circle K which lie outside of F in order to return them back to
the F . That algorithm will define the whole trajectory on F¯ for t ∈ (−∞,+∞).
Let us describe the time evolution of the physical observables {f(x, y, θ)} which are
defined on the phase space (x, y, θ) ∈ M, where z = x + iy ∈ F¯ and θ ∈ S1 is a direction
of a unit velocity vector. For that one should know a time evolution of geodesics on the
phase spaceM. The simplest motion on the ray CD in Fig.3, is given by the solution (7.58)
x(t) = 0, y(t) = et and can be represented as a group transformation (7.57):
z1(t) = g1(t) · i =
 et/2 0
0 e−t/2
 · i = iet , t ∈ (−∞,+∞). (7.61)
The other motion on the circle of a unit radius, the arc ACB on Fig.3, is given by the
transformation
z2(t) = g2(t) · i =
 cosh(t/2) sinh(t/2)
sinh(t/2) cosh(t/2)
 · i = i cosh(t/2) + sinh(t/2)
i sinh(t/2) + cosh(t/2) . (7.62)
Because the isometry group SL(2,R) acts transitively on the Lobachevsky plane, any geodesic
can be mapped into any other geodesic through the action of the group element g ∈ SL(2,R)
(7.57), thus the generic trajectory can be represented in the following form:
z(t) = gg1(t) · i =
aet/2 be−t/2
cet/2 de−t/2
 · i, z(t) = iaet + b
icet + d . (7.63)
This provides a convenient description of the time evolution of the geodesic flow on the
whole Lobachevsky plane with a unit velocity vector (7.59). In order to project this motion
into the closed surface F¯ one should identify the group elements g ∈ SL(2,R) which are
connected by the modular transformations SL(2,Z). For that one can use a parametrisation
of the group elements g ∈ SL(2,R) defined in [85]. Any element g can be defined by the
parameters (τ, ω2)
(τ, ω2), τ ∈ F , ω2 = e
iθ
√
y
, 0 ≤ θ ≤ 2pi, (7.64)
where τ = x + iy are the coordinates in the fundamental region F and the angle θ defines
the direction of the unit velocity vector ~v = (cos θ, sin θ) at the point (x, y) (see Fig.3). The
functions {f(x, y, θ)} on the phase space M can be written as depending on (τ, ω2) and
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the invariance of the functions with respect to the modular transformations (7.60) takes the
form10
f(τ ′, ω′2) = f
(
mτ + n
pτ + q , (pτ + q)ω2
)
= f(τ, ω2). (7.65)
The evolution of the function {f(τ, u)}, where u = e−2iθ, under the geodesic flow g1(t) (7.61)
is defined by the mapping
τ ′ = τ cosh(t/2) + u τ sinh(t/2)cosh(t/2) + u sinh(t/2) , u
′ = u cosh(t/2) + sinh(t/2)cosh(t/2) + u sinh(t/2) , (7.66)
The evolution of the observables under the geodesic flow g2(t) (7.62) has a similar form,
except of an additional factor i in front of the variable u. These expressions allow to define
the transformation of the functions {f(x, y, u)} under the time evolution as f(x, y, u) →
f(x′, y′, u′) where
x′ = x′(x, y, u, t), y′ = y′(x, y, u, t), u′ = u′(u, t). (7.67)
By using the Stone’s theorem this transformation of functions can be expressed as an action
of a one-parameter group of unitary operators Ut:
Utf(g) = f(ggt). (7.68)
Let us calculate transformations which are induced by g1(t) and g2(t) in (7.61)-(7.62). The
time evolution is given by the equations (7.66) and (7.67):
U1(t)f(τ, u) = f
(
τ cosh(t/2)+u τ sinh(t/2)
cosh(t/2)+u sinh(t/2) ,
u cosh(t/2)+sinh(t/2)
cosh(t/2)+u sinh(t/2)
)
,
U2(t)f(τ, u) = f
(
τ cosh(t/2)+iu τ sinh(t/2)
cosh(t/2)+iu sinh(t/2) ,
u cosh(t/2)−i sinh(t/2)
cosh(t/2)+iu sinh(t/2)
)
. (7.69)
A one-parameter family of unitary operators Ut can be represented as an exponent of the
self-adjoint operator Ut = exp(iHt), thus we have
Utf(g) = eiHtf(g) = f(ggt) (7.70)
and by differentiating it over the time t at t = 0 we shall get Hf = −i ddtUtf |t=0, that allows
to calculate the operators H corresponding to the U1(t) and U2(t). Differentiating over time
in (7.69) we shall get for H1 and H2:
2H1 =
y
u
(
∂
∂x
+ i ∂
∂y
)
− i ∂
∂u
− uy
(
∂
∂x
− i ∂
∂y
)
+ iu2 ∂
∂u
2iH2 =
y
u
(
∂
∂x
+ i ∂
∂y
)
− i ∂
∂u
+ uy
(
∂
∂x
− i ∂
∂y
)
− iu2 ∂
∂u
. (7.71)
10This defines the automorphic functions, the generalisation of the trigonometric, hyperbolic, elliptic and
other periodic functions [5, 8].
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Introducing annihilation and creation operators H− = H1 − iH2 and H+ = H1 + iH2 yields
H+ = yu
(
∂
∂x
+ i ∂
∂y
)
− i ∂
∂u
, H− = −uy
(
∂
∂x
− i ∂
∂y
)
+ iu2 ∂
∂u
(7.72)
and by calculating the commutator [H+, H−] we shall get H0 = u ∂∂u and their sl(2, R) algebra
is:
[H+, H−] = 2H0, [H0, H+] = −H+, [H0, H−] = H−. (7.73)
We can also calculate the expression for the invariant Casimir operator:
H = 12(H+H− +H−H+)−H
2
0 = −y2(∂2x + ∂2y) + 2iy∂xu∂u = −y2(∂2x + ∂2y)− y∂x∂θ. (7.74)
Consider a class of functions which fulfil the following two equations:
H0f(x, y, u) = −N2 f(x, y, u), H−f(x, y, u) = 0, (7.75)
whereN is an integer number. The first equation has the solution fN(x, y, u) = ( 1uy )
N/2ψ(x, y) =
ωN2 ψ(x, y) and by substituting it into the second one we shall get
Nψ(τ, τ) + (τ − τ)∂ψ(τ, τ)
∂τ
= 0. (7.76)
By taking ψ(τ, τ) = (τ − τ)NΦ(τ , τ) we shall get the equation ∂Φ
∂τ
= 0, that is, Φ is a
anti-holomorphic function and f(ω2, τ, τ) takes the form11
f(ω2, τ, τ) = ωN2 (τ − τ)NΦ(τ) =
1
ω2N
Φ(τ). (7.77)
The invariance under the action of the modular transformation (7.65) will take the form
Φ(mτ + n
pτ + q ) = Φ(τ)(pτ + q)
N (7.78)
and Φ(τ) is a theta function of weight N [5, 8]. The invariant integration measure on the
group G is given by the formula [18, 85]
dµ = dxdy
y2
dθ (7.79)
and the invariant product of functions on the phase space (x, y, θ) ∈M will be given by the
integral
(f1, f2) =
∫ 2pi
0
dθ
∫
F
f1(θ, x, y)f2(θ, x, y)
dxdy
y2
. (7.80)
11The factors (2i)N have been absorbed by the redefinition of Φ.
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It was demonstrated that the functions on the phase space are of the form (7.77), where
τ = x+ iy and (τ−τ)2i = y, thus the expression for the scalar product will takes the following
form:
(f1, f2) =
∫ 2pi
0
dθ
∫
F
Φ1(τ) Φ2(τ)
1
|ω2|2N
dxdy
y2
= 2pi
∫
F
Φ1(τ) Φ2(τ)yN−2dxdy, (7.81)
where N ≥ 2. This expression for the scalar product allows to calculate the two-point
correlation functions under the geodesic flow (7.61)-(7.63).
A correlation function can be defined as an integral over a pair of functions in which the
first one is stationary and the second one evolves with the geodesic flow:
Dt(f1, f2) =
∫
M
f1(g)f2(ggt)dµ. (7.82)
By using (7.66) and (7.67) one can represent the integral in the following form [31]:
Dt(f1, f2) = =
∫ 2pi
0
∫
F
f1[x, y, θ] f2[x′(x, y, θ, t), y′(x, y, θ, t), θ′(θ, t)]
dxdy
y2
dθ. (7.83)
From (7.68), (7.69) and (7.66), (7.69) it follows that
f1(ω2, τ, τ) = 1ω2N Φ1(τ), (7.84)
f2(ω′2, τ ′, τ ′) = 1ωN2 (cosh(t/2)+e−2iθ sinh(t/2))N Φ2
(
τ cosh(t/2)+e−2iθ τ sinh(t/2)
cosh(t/2)+e−2iθ sinh(t/2)
)
.
Therefore the correlation function takes the following form:
Dt(f1, f2) =
∫ 2pi
0
dθ
∫
F
Φ1(τ)Φ2(τ ′)
yN−2dxdy
(cosh(t/2) + e−2iθ sinh(t/2))N .
The upper bound on the correlations functions is
|Dt(f1, f2)| ≤
∫ 2pi
0
dθ
∫
F
|Φ1(τ)Φ2(τ ′)| | y
N−2dxdy
(cosh(t/2) + e−2iθ sinh(t/2))N |
and in the limit t→ +∞ the correlation function exponentially decays:
|Dt(f1, f2)| ≤ MΦ1Φ2() e−
N
2 |t| . (7.85)
If the surface metric is of a general form, ds2 = dx2+dy2
Ky2 , with curvature K < 0, then in the
last formula the exponential factor will be
|Dt(f1, f2)| ≤ MΦ1Φ2() e−
N
2 K|t| (7.86)
and the characteristic time decay (4.31), (6.53) [68, 72] will take the form
τ0 =
2
NK
. (7.87)
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The decay time of the correlation functions is shorter when the surface has a larger negative
curvature or, in other words, when the divergency of the trajectories is stronger.
The earlier investigation of the correlation functions of Anosov geodesic flows was per-
formed in [86, 87, 88, 89, 90] by using different approaches including Fourier series for the
SL(2, R) group, zeta function for the geodesic flows, relating the poles of the Fourier trans-
form of the correlation functions to the spectrum of an associated Ruelle operator, the meth-
ods of unitary representation theory, spectral properties of the corresponding Laplacian and
others. In our analyses we have used the time evolution equations, the properties of auto-
morphic functions on F and estimated a decay exponent in terms of the space curvature and
the transformation properties of the functions [10].
8 Quantum-mechanical Artin System
In the previous section we described the behaviour of the correlation functions/observables
which are defined on the phase space of the Artin system and demonstrated the exponential
decay of the classical correlation functions with time. In this section we shall describe the
quantum-mechanical properties of classically Artin system which is maximally chaotic in
its classical regime. There is a great interest in considering quantisation of the hyperbolic
dynamical systems and investigating their quantum-mechanical properties [31, 32]. Here
we shall study the behaviour of the correlation functions of the Artin hyperbolic dynamical
system in quantum-mechanical regime [11, 12]. This subject is very closely related with the
investigation of quantum mechanics of classically non-integrable systems.
In classical regime the exponential divergency of the geodesic trajectories resulted into
the universal exponential decay of its classical correlation functions [72, 10]. In order to
investigate the behaviour of the correlation functions in quantum-mechanical regime it is
necessary to know the spectrum of the system and the corresponding wave functions. In the
case of the modular group the energy spectrum has continuous part, which is originating
from the asymptotically free motion inside an infinitely long ”y -channel” extended in the
vertical direction of the fundamental region as well as infinitely many discrete energy states
corresponding to a bounded motion at the ”bottom” of the fundamental triangle. The
spectral problem has deep number-theoretical origin and was partially solved in a series of
pioneering articles [91, 92, 93, 94]. It was solved partially because the discrete spectrum and
the corresponding wave functions are not known analytically. The general properties of the
discrete spectrum have been derived by using Selberg trace formula [93, 94, 95, 97, 98, 99].
Numerical calculation of the discrete energy levels were performed for many energy states
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[104, 100, 101].
Here we shall describe the quantisation of the Artin system [11, 12]. The derivation of the
Maass wave functions [91] for the continuous spectrum will be reviewed in details. We shall
use the Poincare´ representation for Maass non-holomorphic automorphic wave functions.
By introducing a natural physical variable y˜ for the distance in the vertical direction on
the fundamental triangle
∫
dy/y = ln y = y˜ and the corresponding momentum py we shall
represent the Maass wave functions (8.119) in the form which is appealing to the physical
intuition:
ψp(x, y˜) = e−ipy˜ +
θ( 12+ip)
θ( 12−ip)
eipy˜ + 4
θ( 12−ip)
∑∞
l=1 τip(l)Kip(2piley˜) cos(2pilx). (8.88)
The first two terms describe the incoming and outgoing plane waves. The plane wave e−ipy˜
incoming from infinity of the y axis on Fig. 4 ( the vertex D) elastically scatters on the
boundary ACB of the fundamental triangle F and reflected backwards eipy˜. The reflection
amplitude is a pure phase and is given by the expression in front of the outgoing plane wave
eipy˜:
θ(12 + ip)
θ(12 − ip)
= exp [i ϕ(p)]. (8.89)
The rest of the wave function describes the standing waves cos(2pilx) in the x direction
between boundaries x = ±1/2 with the amplitudes Kip(2pily), which are exponentially de-
creasing with index l. The continuous energy spectrum is given by the formula
E = p2 + 14 . (8.90)
The wave functions of the discrete spectrum have the following form [91, 92, 93, 94, 100,
101, 104]:
ψn(z) =
∞∑
l=1
cl(n)Kiun(2piley˜)

cos(2pilx)
sin(2pilx)
, (8.91)
where the spectrum En = 14 + u
2
n and the coefficients cl(n) are not known analytically but
were computed numerically for many values of n [100, 101, 104].
Having in hand the explicit expression of the wave function one can analyse a quantum-
mechanical behaviour of the correlation functions defined in [40]:
D2(β, t) = 〈A(t)B(0)e−βH〉, D4(β, t) = 〈A(t)B(0)A(t)B(0)e−βH〉 (8.92)
C(β, t) = −〈[A(t), B(0)]2e−βH〉 , (8.93)
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where the operators A and B are chosen to be of the Louiville type [11]:
A(N) = e−2Ny˜, N = 1, 2, ..... (8.94)
Analysing the basic matrix elements of the Louiville-like operators (8.94) we shall demon-
strate that all two- and four-point correlation functions (8.92) decay exponentially with time,
with the exponents which depend on temperature Fig.5 and Fig.6. These exponents define
the decorrelation time td(β).
Alternatively to the exponential decay of the correlation functions (8.92) the square of
the commutator of the Louiville-like operators separated in time (8.93) grows exponentially
Fig.7 [11]. This growth is reminiscent of the local exponential divergency of trajectories in
the Artin system when it was considered in the classical regime [10]. The exponential growth
Fig.7 of the commutator (8.93) does not saturate the condition of maximal growth (8.96)
C(β, t) ∼ K(β) e 2piχ(β) t (8.95)
of the correlation functions which is conjectured to be linear in temperature T = 1/β:
C(β, t) ∼ K(β) e 2piβ t, χ(β) = β. (8.96)
In calculation of the quantum-mechanical correlation functions a perturbative expansion was
used in which the high-mode Bessel’s functions in (8.88) and (8.91) are considered as pertur-
bations. It has been found that calculations are stable with respect to these perturbations
and do not influence the final results. The reason is that in the integration region of the
matrix elements (9.124) the high-mode Bessel’s functions are exponentially small.
Let us consider the geodesic flow on F described by the action (7.55)
S =
∫
ds =
∫ √x˙2 + y˙2
y
dt (8.97)
and the equations of motion
d
dt
x˙
y
√
x˙2 + y˙2
= 0, d
dt
y˙
y
√
x˙2 + y˙2
+
√
x˙2 + y˙2
y2
= 0. (8.98)
Notice the invariance of the action and of the equations under time reparametrisations
t → t(τ). The presence of this local gauge symmetry indicates that we have a constrained
dynamical system [96]. A convenient gauge fixing which specifies the time parameter t to be
proportional to the proper time, is archived by imposing the condition
x˙2 + y˙2
y2
= 2H , (8.99)
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Figure 4: The incoming and outgoing plane waves. The plane wave e−ipy˜ incoming from
infinity of the y axis, the vertex D, elastically scatters on the boundary ACB of the funda-
mental triangle F on Fig. 3, the bottom of the Artin surface F¯ . The reflection amplitude
θ(12 + ip)/θ(
1
2 − ip) is a pure phase and is given by the expression in front of the outgoing
plane wave eipy˜. The rest of the wave function describes the standing waves in the x direction
between boundaries x = ±1/2 with the amplitudes, which are exponentially decreasing. On
the right figure is an artistic image of the Artin surface, as far as it cannot be smoothly
embedded into R3.
where H is a constant. In this gauge the equations (8.98) will take the form [96]
d
dt
( x˙
y2
) = 0, d
dt
( y˙
y2
) + 2H
y
= 0. (8.100)
Defining the canonical momenta as px = x˙y2 , py =
y˙
y2 , conjugate to the coordinates (x, y),
one can get the geodesic equations (8.100) in the Hamiltonian form:
p˙x = 0, p˙y = −2H
y
. (8.101)
The Hamiltonian will take the form
H = 12y
2(p2x + p2y) (8.102)
and the corresponding equations will take the following form:
x˙ = ∂H
∂px
= y2px, y˙ =
∂H
∂py
= y2py (8.103)
p˙x = −∂H
∂x
= 0, p˙y = −∂H
∂y
= −y(p2x + p2y) = −
2H
y
,
and they coincide with (8.101). The advantage of the gauge (8.99) is that the Hamiltonian
(8.102) coincides with the constraint.
Now it is fairly standard to quantize this Hamiltonian system by replacing in (8.102)
px = −i ∂∂x , py = −i ∂∂y and considering time independent Schro¨dinger equation Hψ = Eψ.
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The resulting equation explicitly reads:
−y2(∂2x + ∂2y)ψ = Eψ. (8.104)
On the lhs one easily recognises the Laplace operator [91, 92, 93, 94, 95, 97, 98, 99](with an
extra minus sign) in Poincare metric (7.55). It is easy to see that the Hamiltonian is positive
semi-definite Hermitian operator:
−
∫
ψ∗(x, y) y2(∂2x + ∂2y)ψ(x, y)
dxdy
y2
=
∫
(|∂xψ(x, y)|2 + |∂yψ(x, y)|2)dxdy ≥ 0. (8.105)
It is convenient to introduce parametrization of the energy E = s(1− s) and to rewrite the
Schro¨dinger equation as
−y2(∂2x + ∂2y) ψ(x, y) = s(1− s) ψ(x, y). (8.106)
As far as E is real and semi-positive and parametrisation is symmetric with respect to
s↔ 1− s it follows that the parameter s should be chosen within the range
s ∈ [1/2, 1] or s = 1/2 + iu, u ∈ [0,∞]. (8.107)
One should impose the ”periodic” boundary condition on the wave function with respect to
the modular group
ψ(az + b
cz + d) = ψ(z),
 a b
c d
 ∈ SL(2, Z) (8.108)
in order to have the wave function which is properly defined on the fundamental region F¯
shown in Fig. 3 . Taking into account that the transformation T : z → z + 1 belongs to
SL(2, Z), one has to impose the periodicity condition ψ(z) = ψ(z + 1) and get the Fourier
expansion ψ(x, y) = ∑∞n=−∞ fn(y) exp(2piinx). Inserting this into Eq. (8.106), for the Fourier
component fn(y) one can get d
2fn(y)
dy2 + (s(1− s)− 4pi2n2)fn(y) = 0 . For the case n 6= 0 the
solution which exponentially decays at large y reads fn(y) =
√
yKs− 12 (2pin|y|) and for n = 0
one simply gets f0(y) = c0ys + c
′
0y
1−s. Thus the solution can be represented in the form
[91, 92, 93, 94, 95, 97, 98, 99]
ψ(x, y) = c0ys + c
′
0y
1−s +√y
∞∑
n=−∞
n 6=0
cnKs− 12 (2pin|y|) exp(2piinx), (8.109)
where the coefficients c0, c
′
0, cn should be defined in such a way that the wave function will
fulfil the boundary conditions (8.108). Thus one should impose also the invariance with
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respect to the second generator of the modular group SL(2, Z), that is, with respect to
the transformation S : z → −1/z : ψ(z) = ψ(−1/z). This functional equation defines
the coefficients c0, c
′
0, cn. Another option is to start from a particular solution and perform
summation over all nonequivalent shifts of the argument by the elements of SL(2, Z), that
is using the Poincare´ series representation [5, 6, 91, 92, 93, 94, 95, 97, 98, 99]. Let us
demonstrate this strategy by using the simplest solution (8.109) with c0 = 1, c
′
0 = 0:
ψ(z) = ys = (=z)s .
The Γ∞ is the subgroup of Γ = SL(2, Z) generating shifts z → z + n, n ∈ Z. Since ys
is already invariant with respect to Γ∞, one should perform summation over the conjugacy
classes Γ∞\Γ. There is a bijection between the set of mutually prime pairs (c, d) with
(c, d) 6= (0, 0) and the set of conjugacy classes Γ∞\Γ. The fact that the integers (c, d) are
mutually prime integers means that their greatest common divisor (gcd) is equal to one:
gcd(c, d) = 1. As a result, it is defined by the classical Poincare´ series representation [5, 6]
and for the sum of our interest we get
ψs(z) ≡ 12
∑
γ∈Γ∞\Γ
(=(γz))s = 12
∑
(c,d)∈Z2
gcd(c,d)=1
ys
((cx+ d)2 + c2y2)s , (8.110)
where, as explained above, the sum on r.h.s. is taken over all mutually prime pairs (c, d).
To evaluate the sum one should multiply both sides of the eq. (8.110) by ∑∞n=1 1n2s ≡ ζ(2s)
[91] so that the wave function will be expressed in terms of the Eisenstein series:
ζ(2s)ψs(z) =
1
2
∑
(m,k)∈Z2
(m,k)6=(0,0)
ys
((mx+ k)2 +m2y2)s . (8.111)
The evaluation of the sum can be now performed explicitly, and it allows to represent the
(8.111) in the following form:
ζ(2s)ψs(x, y) = ζ(2s)ys +
√
piΓ(s− 12)ζ(2s− 1)
Γ(s) y
1−s +
+√y 4pi
s
Γ(s)
∞∑
l=1
τs− 12 (l)Ks− 12 (2pily) cos(2pilx), (8.112)
where the modified Bessel’sK function is given by the expressionKiu(y) = 12
∫∞
−∞ e
−y cosh teiutdt
and τip(n) =
∑
a·b=n
(
a
b
)ip
. By using Riemann’s reflection relation
ζ(s) =
pis−
1
2 Γ
(
1−s
2
)
Γ
(
s
2
) ζ(1− s) (8.113)
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and introducing the function
θ(s) = pi−sζ(2s)Γ(s) (8.114)
we get an elegant expression of the eigenfunctions obtained by Maass [91]:
θ(s)ψs(z) = θ(s)ys + θ(1− s) y1−s + 4√y
∞∑
l=1
τs− 12 (l)Ks− 12 (2pily) cos(2pilx). (8.115)
This wave function is well defined in the complex s plane and has a simple pole at s = 1.
The physical continuous spectrum was defined in (8.107), where s = 12 + iu, u ∈ [0,∞],
therefore
E = s(1− s) = 14 + u
2. (8.116)
The continuous spectrum wave functions ψs(x, y) are delta function normalisable [91, 92, 93,
94, 97, 95]. The wave function (8.115) can be conveniently represented also in the form
ψ 1
2+iu
(z) = y 12+iu +
θ(12 − iu)
θ(12 + iu)
y
1
2−iu +
4√y
θ(12 + iu)
∞∑
l=1
τiu(l)Kiu(2pily) cos(2pilx), (8.117)
where K−iu(y) = Kiu(y), τ−iu(l) = τiu(l) . The physical interpretation of the wave function
becomes more transparent if one introduce the new variables
y˜ = ln y, p = −u, E = p2 + 14 , (8.118)
as well as the alternative normalisation of the wave function ψp(x, y˜) ≡ y− 12ψ 1
2+iu
(z)
ψp(x, y˜) = e−ipy˜ +
θ(12 + ip)
θ(12 − ip)
e+ipy˜ + 4
θ(12 − ip)
∞∑
l=1
τip(l)Kip(2piley˜) cos(2pilx). (8.119)
The first two terms describe the incoming and outgoing plane waves. The plane wave e−ipy˜
incoming from infinity of the y axis on Fig.4 ( the vertex D) elastically scatters on the
boundary ACB of the fundamental region F . The reflection amplitude is a pure phase and
is given by the expression in front of the outgoing plane wave eipy˜
θ(12 + ip)
θ(12 − ip)
= exp [i ϕ(p)]. (8.120)
The rest of the wave function describes the standing waves cos(2pilx) in the x direction
between boundaries x = ±1/2 with the amplitudes Kip(2pily), which are exponentially de-
creasing with index l.
In addition to the continuous spectrum the system (8.106) has a discrete spectrum [91,
92, 93, 94, 97, 95]. The number of discrete states is infinite: E0 = 0 < E1 < E2 <
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.... → ∞, the spectrum is extended to infinity - unbounded from above - and lacks any
accumulation point except infinity. The wave functions of the discrete spectrum have the
form [91, 92, 93, 94, 104, 100, 101]
ψn(z) =
∞∑
l=1
cl(n)
√
y Kiun(2pily)

cos(2pilx)
sin(2pilx)
, (8.121)
where the spectrum En = 14 + u
2
n and the coefficients cl(n) are not known analytically, but
were computed numerically for many values of n [104, 100, 101]. Having explicit expressions
of the wave functions one can analyse the quantum-mechanical behaviour of the correlation
functions, which we shall investigate in the next sections.
9 Quantum Mechanical Correlation Functions
The two-point correlation function is defined as:
D2(β, t) = 〈A(t)B(0)e−βH〉 = ∑n〈n|eiHtA(0)e−iHtB(0)e−βH |n〉 =
= ∑n,m ei(En−Em)t−βEn〈n|A(0)|m〉〈m|B(0)|n〉. (9.122)
The energy eigenvalues (8.116) are parametrised by n = 12 + iu, En =
1
4 +u
2 and m = 12 + iv,
Em = 14 + v
2, thus [11]
D2(β, t) = ∫+∞0 ∫+∞0 du dv ei(u2−v2)t−β( 14+u2) (9.123)∫
F ψ 12−iu(z)Aψ 12+iv(z) dµ(z)
∫
F ψ 12−iv(w)B ψ 12+iu(w) dµ(w) ,
where the complex conjugate function is ψ∗1
2+iu
(z) = ψ 1
2−iu(z). Defining the basic matrix
element as
Auv =
∫
F
ψ 1
2−iu(z)Aψ 12+iv(z) dµ(z) =
∫ 1/2
−1/2
dx
∫ ∞
√
1−x2
dy
y2
ψ 1
2−iu(z)Aψ 12+iv(z) (9.124)
for the two-point correlation function one can get
D2(β, t) =
∫ +∞
−∞
ei(u
2−v2)t−β( 14+u2)Auv Bvu dudv. (9.125)
In terms of the new variables (8.118) the basic matrix element (9.124) will take the form
Apq =
∫ 1/2
−1/2
dx
∫ ∞
1
2 log(1−x2)
dyψ∗p(x, y) (e−
1
2yAe
1
2y)ψq(x, y). (9.126)
The matrix element (9.124), (9.126) plays a fundamental role in the investigation of the
correlation functions because all correlations can be expressed through it. One should choose
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also appropriate observables A and B. The operator y−2 seems very appropriate for two
reasons. Firstly, the convergence of the integrals over the fundamental region F will be
well defined. Secondly, this operator is reminiscent of the exponentiated Louiville field since
y−2 = e−2y˜ . Thus the interest is in calculating the matrix element (9.126) for the observables
in the form of the Louiville-like operators [11]:
A(N) = e−2Ny (9.127)
with matrix element
Apq(N) =
∫ 1/2
−1/2 dx
∫∞
1
2 log(1−x2) dy ψ
∗
p(x, y) e−2Ny ψq(x, y),
N = 1, 2, ... (9.128)
The other interesting observable is A = cos(2piNx), N = 1, 2, .... The evaluation of the above
matrix elements is convenient to perform using a perturbative expansion in which the part
of the wave function (8.119) containing the Bessel’s functions and the contribution of the
discrete spectrum (8.121) is considered as a perturbation. These terms of the perturbative
expansion are small and don’t change the physical behaviour of the correlation functions.
The reason behind this fact is that in the integration region =z  1,=w  1 of the matrix
element (9.124) the Bessel’s functions decay exponentially. Therefore the contribution of
these high modes is small (analogues to the so called mini-superspace approximation in the
Liouville theory). In the first approximation of the wave function (8.119) for the matrix
element one can get [11]
Apq(N) = 2
F1( 12 ,N+i p−q2 ; 32 ; 14)
2N+i(p−q) +
2F1( 12 ,N+i p+q2 ; 32 ; 14)
2N+i(p+q) e
−iϕ(q)
+ 2F1(
1
2 ,N−i p+q2 ; 32 ; 14)
2N−i(p+q) e
iϕ(p) + 2F1(
1
2 ,N−i p−q2 ; 32 ; 14)
2N+i(p−q) e
i(ϕ(p)−ϕ(q)), (9.129)
where the reflation phase ϕ(p) was defined in (8.120). Thus
D2(β, t) =
∫ +∞
−∞
ei(p
2−q2)t−β( 14+p2)Apq(N)Aqp(M) dpdq . (9.130)
The correlation function is for two Louiville-like fields in the power N and M respectively.
This expression is very convenient for the analytical and numerical analyses. It is expected
that the two-point correlation function decay exponentially [40]
D2(β, t) ∼ K(β) e−
t
td(β) , (9.131)
where td(β) is the decorrelation time and defines one of the characteristic time scales in the
quantum-mechanical system. The exponential decay of the two-point correlation function
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Figure 5: The exponential decay of the two-point correlation function D2(β, t) as a function
of time at temperature β = 1. The points are fitted by the curve K(β) exp (−t/td(β)). The
exponent td(β) has a well defined high and low temperature limits. The limiting values in
dimensionless units are td(0) ≈ 0.276 and td(∞) ≈ 0.749. The temperature dependence of
K(β) is shown on the l.h.s. graph.
with time at different temperatures is shown on Fig.5. The dependence of the exponent
td(β) and of the prefactor K(β) as a function of temperature are presented in Fig.5. As one
can see, at high and low temperatures the decorrelation time tends to the fixed values. The
corresponding limiting values in dimensionless units are shown on the Fig.5.
It was conjectured in the literature [40] that the classical chaos can be diagnosed in
thermal quantum systems by using an out-of-time-order correlation functions as well as by
the square of the commutator of the operators which are separated in time. The out-of-time
four-point correlation function of interest was defined in [40] as follows:
D4(β, t) = 〈A(t)B(0)A(t)B(0)e−βH〉 = ∑n,m,l,r ei(En−Em+El−Er)t−βEn
〈n|A(0)|m〉〈m|B(0)|l〉〈l|A(0)|r〉〈r|B(0)|n〉.
The other important observable is the square of the commutator of the Louiville-like opera-
tors separated in time [40]
C(β, t) = 〈[A(t), B(0)]2e−βH〉 . (9.132)
The energy eigenvalues we shall parametrise as n = 12 + iu, m =
1
2 + iv,l =
1
2 + il and
r = 12 + ir, thus from (9.132) we shall get [11]
D4(β, t) = ∫+∞−∞ ei(u2−v2+l2−r2)t−β( 14+u2)Auv BvlAlr Bru dudvdldr . (9.133)
In terms of the variables (8.118) the four-point correlation function (9.133) will take the
following form:
D4(β, t) = ∫+∞−∞ ei(p2−q2+l2−r2)t−β( 14+p2)Apq(N)Aql(M)Alr(N)Arp(M) dpdqdldr. (9.134)
As it was suggested in [40], the most important correlation function indicating the traces of
the classical chaotic dynamics in quantum regime is (9.132)
C(β, t) = −D4(β, t) +D′4(β, t) +D′′4(β, t)−D′′′4 (β, t). (9.135)
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Figure 6: The exponential decay of the correlation function D4(β, t) as a function of
time at β = 1. The rest of the functions D′4(β, t),D′′4(β, t),D′′′4 (β, t) demonstrate a similar
exponential decay ∼ exp (− t
t4d(β)). The temperature dependence of the exponent t4d(β)
has a well defined high and low temperature limits and is shown on the r.h.s. graph. The
corresponding limiting values of the function t4d(β) in dimensionless units are t4d(0) = 0, 112
and t4d(∞) = 0, 163. The behaviour of the exponent td(β) of the two-point correlation
function is shown on the Fig.5.
In the case of the Artin system one can get [11]
D′4(β, t) +D′′4(β, t) = 2
∫ +∞
−∞
e−β(
1
4+p
2) cos (q2 − r2)t
Apq(N)Aql(M)Alr(N)Arp(M) dpdqdldr (9.136)
and
D4(β, t) +D′′′4 (β, t) = 2
∫ +∞
−∞
e−β(
1
4+p
2) cos (p2 − q2 + l2 − r2)t
Apq(N)Aql(M)Alr(N)Arp(M) dpdqdldr. (9.137)
The Fig.6 shows the behaviour of the four-point correlation D4(β, t) as the function of the
temperature and time. All four correlation functions decay exponentially:
D4(β, t) ∼ K(β) e−
t
t4d(β) . (9.138)
The four-point correlation functions D4(β, t) do not have a simple exprssion in terms of the
two-point correlation functions D2(β, t), as one can see from the data presented on Fig.5
and Fig.6. Turning to the investigation of the commutator (9.132), (9.135) it is convenient
to represent it in the following form [11]:
C(β, t) = 2
∫+∞
−∞ e
−β( 14+p2) {cos (q2 − r2)t− cos (p2 − q2 + l2 − r2)t}
Apq(N)Aql(M)Alr(N)Arp(M) dpdqdldr, (9.139)
where (9.136) and (9.137) have been used. It was conjectured in [40] that the influence of
chaos on the commutator C(β, t) can develop no faster than exponentially:
C(β, t) ≈ f(β) e 2piβ t, (9.140)
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Figure 7: Time evolution of the correlation function C(β, t) (9.139) at temperature β =
0.1. For the short time intervals the function C(β, t) exponentially increases with time.
This behaviour is reminiscent to the exponential divergency of the classical trajectories
in hyperbolic dynamical systems. As one can see, the exponent χ(β) which defines the
behaviour of the correlation function of the operators separated in time in the commutator
(9.139), (9.141) slowly decreases with β. Such behaviour of the correlation function C(β, t)
does not saturate the maximal growth future (9.140) which is linear in β.
with the exponent 2pi
β
t = 2piTt, which is growing linear in temperature 1/β = T and time t.
Calculating the function C(β, t) one can check if in case of classically chaotic Artin system
the grows is exponential:
C(β, t) ∼ f(β) e 2piχ(β) t, (9.141)
and if the exponent χ(β) grows linearly with β.
The results of the integration are presented on the Fig.7. This beautifully confirms the
fact that the correlation function C(β, t) indeed grows exponentially with time as it takes
place in its classical counterpart. As one can see, the exponent χ(β) defining the behaviour
of the commutator C(β, t) in (9.139) and (9.141) slowly decreases with β. Such behaviour
of the commutator C(β, t) does not saturate the maximal growth of the correlation function
which is linear in β.
In order to check if the results are sensitive to the truncation of the high modes of the
Maass wave function (8.115) one can include the high modes into the integration of the basic
matrix element Auv in (9.124). It has been found that their influence on the behaviour of
the correlation functions is negligible. The numerical values of the exponents t(β) and χ(β)
are changing in the range of few percentage and do not influence the results. In summary,
all two and four-point correlation functions decay exponentially. The commutator C(β, t) in
(9.139) and (9.141) grows exponentially with exponent which is almost constant Fig.7. This
behaviour does not saturate the condition of the maximal growth (9.140).
10 Artin Resonances and Riemann Zeta Function Zeros
Here we shall demonstrate that the Riemann zeta function zeros define the position and
the widths of the resonances of the quantised Artin dynamical system [12]. As it was
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Figure 8: The Arin system is defined on a non-compact surface F¯ of constant negative
curvature which has a topology of sphere with a cusp on the north pole which is stretched
to infinity. The deficit angles on the vertices of the Artin surface can be computed using the
formula 2pi − α, thus ∫ K√gd2ξ = (−1)pi3 + (2pi − 2pi3 ) + (2pi − 2pi2 ) + (2pi − 0) = 4pi.
discussed in previous sections the Artin dynamical system is defined on the fundamental
region of the modular group on the Lobachevsky plane. It has a finite area and an infinite
extension in the vertical direction that correspond to a cusp Fig.8. In classical regime the
geodesic flow on this non-compact surface of constant negative curvature represents one of
the most chaotic dynamical systems, has mixing of all orders, Lebesgue spectrum and non-
zero Kolmogorov entropy. In quantum-mechanical regime the system can be associated with
the narrow infinitely long waveguide stretched out to infinity along the vertical axis and a
cavity resonator attached to it at the bottom. That suggests a physical interpretation of the
Maass automorphic wave function in the form of an incoming plane wave of a given energy
entering the resonator, bouncing and scattering to infinity. As the energy of the incoming
wave comes close to the eigenmodes of the cavity a pronounced resonance behaviour shows
up in the scattering amplitude [12].
We already presented above (8.119) the Maass wave function [91] in terms of the natural
physical variable y˜, which is the distance in the vertical direction on the Lobachevsky plane
ln y = y˜, and of the corresponding momentum p [11]. The plane wave e−ipy˜ incoming from
infinity D of the y axis on Fig.3, Fig.4 and Fig.8 elastically scatters on the boundary ACB
of the fundamental triangle F . The reflection amplitude is a pure phase and is given by the
expression in front of the outgoing plane wave eipy˜ :
S =
θ(12 + ip)
θ(12 − ip)
= exp [2 i δ(p)]. (10.142)
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Figure 9: The system can be described as a narrow (10.145) infinitely long waveguide
stretched to infinity along the vertical dierection and a cavity resonator attached to it at the
bottom ACB.
The other terms of the wave function describes the standing waves cos(2pilx) in the x di-
rection between the boundaries x = ±1/2 with the amplitudes Kip(2piley˜), which are expo-
nentially decreasing with index l. The continuous energy spectrum is given by the formula
[11]
E = p2 + 14 . (10.143)
In physical terms the system can be described as a narrow infinitely long waveguide stretched
out to infinity along the vertical dierection and a cavity resonator attached to it at the bottom
ACB (see Fig.4 and Fig.8). In order to support this interpretation we can calculate the
area of the Artin surface which is below the fixed coordinate y0 = ey˜0 :
Area(F0) =
∫ 1
2
− 12
dx
∫ y0
√
1−x2
dy
y2
= pi3 − 2e
−y˜0 = Area(F)− e−y˜0 , (10.144)
and confirm that the area above the ordinate y˜0 is exponentially small: e−y˜0 . The horizontal
( dy = 0) size of the Artin surface also decreases exponentially in the vertical direction:
L0 = 2
∫
ds = 2
∫ √dx2 + dy2
y
=
∫ 1
2
− 12
dx
y0
= e−y˜0 . (10.145)
One can suggest therefore the following physical interpretation of the Maass wave function
(8.119): The incoming plane wave e−ipy˜ of energy E = p2 + 14 enters the ”cavity resonator”,
bouncing back into the outgoing plane wave at infinity eipy˜. As the energy of the incoming
wave E = p2 + 14 close to the eigenmodes of the cavity resonator one should expect a
pronounced resonance behaviour of the scattering amplitude [12].
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To trace such behaviour let us consider the analytical continuation of the Maass wave
function (8.119) to the complex energies E. The analytical continuation of the scattering
amplitudes as a function of the energy E considered as a complex variable allows to establish
important spectral properties of the quantum-mechanical system. In particular, the method
of analytic continuation allows to determine the real and complex S-matrix poles. The real
poles on the physical sheet correspond to the discrete energy levels and the complex poles
on the second sheet below the cut correspond to the resonances in the quantum-mechanical
system [106] . The asymptotic form of the wave function can be represented in the following
form:
ψ = A(E) eipy˜ +B(E) e−ipy˜, p =
√
E − 1/4. (10.146)
In order to make the functions A(E) and B(E) single-valued one should cut the complex
plane along the real axis [106] starting from E = 1/4. The complex plane with a cut so
defined a physical sheet. To the left from the cut, at energies E0 < 1/4, the wave function
takes the following form:
ψ = A(E) e−
√
|E−1/4|y˜ +B(E) e
√
|E−1/4|y˜, (10.147)
where the exponential factors are real and one of them decreases and the other one increases
at y˜ → ∞. The bound states are characterised by the fact that the corresponding wave
function tends to zero at infinity y˜ → ∞. This means that the second term in (10.147)
should be absent, and a discrete energy level E0 < 1/4 corresponds to a zero of the B(E)
function [106]:
B(E0) = 0. (10.148)
Because the energy eigenvalues are real, all zeros of B(E) on the physical sheet are real.
Now consider a system which is unbounded and its energy spectrum has a continuous part
[106]. The energy spectrum can be quasi-discrete, consisting of smeared levels of a width Γ.
In describing such states one should describe the wave packet moving to infinity, thus only
outgoing waves should be presence at infinity. This boundary condition involves complex
quantities and the energy eigenvalues in general are also complex [106]. With such boundary
conditions the Hermitian energy operators can have complex eigenvalues of the form [106]
E = E0 − iΓ2 , (10.149)
where E0 and Γ are both real and positive. The condition which defines the complex energy
eigenvalues (10.149) reduces to the requirement that at E = E0− iΓ2 the incoming wave e−ipy˜
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Figure 10: The resonances En − iΓn2 are located under the right hand side of the real axis.
in (10.146) should be absent [106]:
B(E0 − iΓ2 ) = 0. (10.150)
The point E0 − iΓ2 is located under the right hand side of the real axis, see Fig.13. In order
to reach that point without leaving the physical sheet one should move from the upper side
of the cut anticlockwise. However in that case, the phase of the wave function changes
its sign and the outgoing wave transforms into the incoming wave. In order to keep the
outgoing character of the wave function one should cross the cut strait into the second
sheet Fig.13. Expanding the function B(E) near the quasi-discrete energy level (10.149) as
B(E) = (E − E0 + iΓ2 )b+ ... one can get
ψ ≈ b∗(E − E0 − iΓ2 )e
ipy˜ + b(E − E0 + iΓ2 )e
−ipy˜ (10.151)
and the S-matrix will take the following form [106]
S = e2iδ = E − E0 − iΓ/2
E − E0 + iΓ/2e
2iδ0 , (10.152)
where e2iδ0 = b∗/b. One can observe that moving throughout the resonance region the phase
is changing by pi.
Let us now consider the asymptotic behaviour of the wave function (8.119) at large y˜.
The conditions (10.148) and (10.150) of the absence of incoming wave takes the form [12]:
θ(12 − ip) = 0 (10.153)
and due to (8.114):
θ(12 − ip) =
ζ(1− 2ip)Γ(12 − ip)
pi
1
2−ip
= 0. (10.154)
The solution of this equation can be expressed in terms of zeros of the Riemann zeta function
[4]:
ζ(12 − iun) = 0, n = 1, 2, .... un > 0. (10.155)
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Thus one should solve the equation
1− 2ipn = 12 − iun . (10.156)
The location of poles is therefore at the following values of the complex momenta
pn =
un
2 − i
1
4 , n = 1, 2, ..... (10.157)
and at the corresponding complex energies (10.143) :
E = p2n +
1
4 = (
un
2 −
1
4 i)
2 + 14 =
u2n
4 +
3
16 − i
un
4 . (10.158)
Thus one can observe that there are resonances (10.149)
E = En − iΓn2 (10.159)
at the following energies and of the corresponding widths (10.158) [12]:
En =
u2n
4 +
3
16 , Γn =
un
2 . (10.160)
The ratio of the width to the energy tends to zero [4]:
Γn
En
= un2 /(
u2n
4 +
3
16) ≈
2
un
→ 0 (10.161)
and the resonances become infinitely narrow. The ratio of the width to the energy spacing
between nearest levels is
Γn
En+1 − En =
2un
(un+1 + un)(un+1 − un) ≈
1
un+1 − un . (10.162)
As far as the zeros of the zeta function have the property to ”repel”, the difference un+1−un
can vanish with small probability [107, 108]. One can conjecture the following representation
of the S-matrix (10.142):
S = e2i δ =
θ(12 + ip)
θ(12 − ip)
=
∞∑
n=1
E − En − iΓn/2
E − En + iΓn/2 e
2iδn (10.163)
with yet unknown phases δn. In order to justify the above representation of the S-matrix
one can find the location of the poles on the second Riemann sheet by using expansion of
the S-matrix (10.142) at the ”bumps” which occur along the real axis at energies
En =
u2n
4 +
3
16 . (10.164)
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The expantion will take the following form:
S|E≈En =
θ(12 + i
√
E − 14)
θ(12 − i
√
E − 14)
|E≈En =
θ(12 + i
√
En − 14) + θ
′(12 + i
√
En − 14) (E − En)
θ(12 − i
√
En − 14) + θ′(12 − i
√
En − 14) (E − En)
=
E − En + θ(12 + i
√
En − 14)/θ
′(12 + i
√
En − 14)
E − En + θ(12 − i
√
En − 14)/θ′(12 − i
√
En − 14)
θ
′(12 + i
√
En − 14)
θ′(12 − i
√
En − 14)
≡ E − E
′
n − iΓ′n/2
E − E ′n + iΓ′n/2
e2iδ
′
n ,
(10.165)
where
E
′
n − iΓ
′
n/2 = En −
θ(12 − i
√
En − 14)
θ′(12 − i
√
En − 14)
, e2iδ
′
n =
θ
′(12 + i
√
En − 14)
θ′(12 − i
√
En − 14)
, (10.166)
thus
E
′
n − En = −<
θ(12 − i
√
En − 14)
θ′(12 − i
√
En − 14)
, − iΓ′n/2 = −=
θ(12 − i
√
En − 14)
θ′(12 − i
√
En − 14)
(10.167)
and all quantities E ′n , Γ
′
n/2 and δ
′
n are real. Considering the first ten zeros of the zeta function
which are known numerically [107, 108] one can calculate the position of the resonances and
their widths using the approximation formulas (10.167) and get convinced that the energies
and the widths of the resonances given by the exact formula (10.160) and the one given by the
approximation formulas (10.167) are consistent within the two precent deviation. Alternative
attempts of the physical interpretation of the zeros of the Riemann zeta function, as well as
the Po´lya-Hilbert conjecture and further references can be found in [105].
11 C-cascades and MIXMAX Random Number Generator
In this section we shall turn our attention to the investigation of the second class of the C-K
systems defined on high dimensional tori [3]. The automorphisms of a torus are generated
by the linear transformation
xi →
n∑
j=1
Tijxj, (mod 1), (11.168)
where the integer matrix T has a determinant equal to one Det T = 1. In order for the
automorphisms of the torus (11.168) to fulfil the C-condition it is necessary and sufficient
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Figure 11: The automorphisms on a two-torus. The a) depicts the parallel lines along the
eigenvectors and b) depicts their positions after the action of the automorphism.
that the matrix T has no eigenvalues on the unit circle. Thus the spectrum {Λ = λ1, ..., λn}
of the matrix T should fulfil the following two conditions [3]:
1) Det T = λ1λ2....λn = 1
2) |λi| 6= 1, ∀i. (11.169)
Because the determinant of the matrix T is equal to one, the Liouville’s measure dµ =
dx1...dxm is invariant under the action of T . The inverse matrix T−1 is also an integer
matrix because Det T = 1. Therefore T is an automorphism of the torus onto itself. All
trajectories with rational coordinates (x1, ..., xn), and only they, are periodic trajectories of
the automorphisms of the torus (11.168). The above conditions (11.169) on the eigenvalues
of the matrix T are sufficient to prove that the system belongs to the class of Anosov
C-systems and therefore has mixing properties defined above (2.4)- (2.8). Because the C-
systems have mixing of all orders [3] it follows that the C-systems are exhibiting the decay
of the correlation functions of any order. The entropy of the Anosov automorphisms on a
torus (11.168), (11.169) can be calculate and is equal to the sum [3, 55, 56, 58, 59, 60, 61]:
h(T ) =
∑
|λβ |>1
ln |λβ|. (11.170)
Thus the entropy h(T ) directly depends on the spectrum of the operator T . This fact allows
to characterise and compare the chaotic properties of dynamical C-systems quantitatively
computing and comparing their entropies.
A strong instability of trajectories of a dynamical C-system leads to the appearance of sta-
tistical properties in its behaviour [52]. As a result the time average f¯N(x) = 1N
∑N−1
n=0 f(T nx)
of the function f(x) on phase space M behaves as a superposition of quantities which are
statistically weakly dependent. Therefore for the C-systems on a torus it was demonstrated
that the fluctuations of the time averages from the phase space integral 〈f〉 = ∫M f(x)dx
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multiplied by
√
N have at large N →∞ the Gaussian distribution [52]:
lim
N→∞
µ
{
x :
√
N
(
f¯N(x)− 〈f〉
)
< z
}
= 1√
2piσf
∫ z
−∞
e
− y2
2σ2
f dy. (11.171)
The quantity
√
N
f¯N(x) − 〈f〉
 converges in distribution to the normal random variable
with standard deviation σf
σ2f =
+∞∑
n=−∞
[〈f(x)f(T nx)〉 − 〈f(x)〉2]. (11.172)
We were able to express it in terms of entropy
σ2f =
+∞∑
n=−∞
M2
128pi4 e
−4nh(T ) = M
2
128pi4
e4h(T ) + 1
e4h(T ) − 1 . (11.173)
During the Meeting Igor ask me if the C-K systems have temperature? It seems to me that
in accordance with the above result one can associate the σf with the temperature if one
compare the above Gaussian distribution with Gibbs distribution kT = σf .
It follows from the Anosov results that these hyperbolic C-systems are K-systems as
well and are therefore maximally chaotic. It was suggested in 1986 in [68] to use the C-K
systems defined on a torus to generate high quality pseudorandom numbers for Monte-Carlo
method. The modern powerful computers open a new era for the application of the Monte-
Carlo Method [64, 65, 66, 67, 68, 80, 81] for the simulation of physical systems with many
degrees of freedom and of higher complexity. The Monte-Carlo simulation is an important
computational technique in many areas of natural sciences, and it has significant application
in particle and nuclear physics, quantum physics, statistical physics, quantum chemistry,
material science, among many other multidisciplinary applications. At the heart of the
Monte-Carlo (MC) simulations are pseudo Random Number Generators (RNG).
Usually pseudo random numbers are generated by deterministic recursive rules [68, 64,
65, 66, 67]. Such rules produce pseudorandom numbers, and it is a great challenge to design
pseudo random number generators that produce high quality sequences. Although numerous
RNGs introduced in the last decades fulfil most of the requirements and are frequently used
in simulations, each of them has some weak properties which influence the results [79] and
are less suitable for demanding MC simulations which are performed for the high energy
experiments at CERN and other research centres. The RNGs are essentially used in high
energy experiments at CERN for the design of the efficient particle detectors and for the
statistical analysis of the experimental data [75].
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Figure 12: The tangent vector ω ∈ Rx at x ∈M2 is decomposable into the sum Rx = Xx⊕Yx
where the spaces Xx and Yx are defined by the eigenvectors of the 2 × 2 matrix T (2, 0)
(11.174). It is exponentially contracting the distances on Xx and expanding the distances
on Yx (details are given in Appendix A).
In order to fulfil these demanding requirements it is necessary to have a solid theoretical
and mathematical background on which the RNG’s are based. RNG should have a long
period, be statistically robust, efficient, portable and have a possibility to change and adjust
the internal characteristics in order to make RNG suitable for concrete problems of high
complexity. In [68] it was suggested that Anosov C-systems [3], defined on a high dimensional
torus, are excellent candidates for the pseudo-random number generators. The C-system
chosen in [68] was the one which realises linear automorphism T defined in (11.168). For
convenience in this section the dimension n of the phase space M is denoted by N . A
particular matrix chosen in [77] was defined for all N ≥ 2. The operators T (N, s) are
parametrised by the integers N and s
T (N, s) =

1 1 1 1 ... 1 1
1 2 1 1 ... 1 1
1 3 + s 2 1 ... 1 1
1 4 3 2 ... 1 1
...
1 N N − 1 N − 2 ... 3 2

(11.174)
Its entries are all integers Tij ∈ Z and Det T = 1. The spectrum and the value of the
Kolmogorov entropy can be calculated. It is defined recursively, since the matrix of size
N + 1 contains in it the matrix of the size N . The only variable entry in the matrix is
T32 = 3 + s, where s should be chosen such that to avoid eigenvalues lying on a unit circle.
In order to generate pseudo-random vectors xn = T nx, one should choose the initial vector
x = (x1, ..., xN), called the “seed”, with at least one non-zero component to avoid fixed
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CLHEP is structured in a set of packages independent of any external package (interdependencies within
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The 2.4 series is now the default.
With 2.4.0.0, MixMax is the default generator used by HepRandom.
As of the 2.3.0.0 release, cmake is the ONLY build system.
As of the 2.3.1.0 release, a modern compiler which supports -std=c++11 is REQUIRED.
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The HepLorentzVector(double t) constructor is explicit as of CLHEP 2.1.2.5.
Because of a change to ThreeVector, the 2.1.x.y releases do not work with Geant4 9.3 or earlier.
They do, however, work with Geant4 9.4 and later.
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As of the 2.1.2.0 release, cmake is the default build system.
No further development is expected for the CLHEP library, except for bug fixes.
HepPDT, HepMC, and StdHep packages are no longer included.
HepMC and HepPDT have migrated to standalone external LCG packages.
The 2.2.x.y releases enable thread safety when c++11 extensions are selected with cmake -
DCLHEP_BUILD_CXXSTD=ON
Figure 13: The eigenvalue distribution of T (N, s) and of T−1(N, s). All eigenvalues are lying
outside of the unit circle. On the r.h.s. is the MIXMAX ge r tor implem nted as the
default engine into the Geant4/CLHEP toolkit at CERN.
point of T , which is at the origin. The eigenvalues of the T matrix (11.174) are widely
dispersed for all N , see Fig.13 from reference [69]. The spectrum is ”multi-scale”, with
trajectories exhibiting exponential instabilities at different scales [68]. The spectrum of the
operator T (N, s) has two real eigenvalues for even N and three for odd N , all the rest of the
eigenvalues are complex and lying on leaf-shaped curves. It is seen that the spectrum tends
to a universal limiting form as N tends to infinity, and the complex eigenvalues 1/λ (of the
inverse operator) lie asymptotically on the cardioid curve Fig.13 which has the representation
r(φ) = 4 cos2(φ/2) (11.175)
in the polar coordinates λ = r exp(iφ). From the above analytical expression for eigenvalues
it follows that the eigenvalues satisfying the condition 0 < |λφ| < 1 are in the range −2pi/3 <
φ < 2pi/3 and the ones satisfying the condition 1 < |λφ| are in the interval 2pi/3 < φ < 4pi/3.
One can conjecture that there exists a limiting infinite-dimensional dynamical system with
continuous space coordinate and discrete time with the above spectrum. The entropy of
the C-K system T (N, s) can now be calculated for large values of N as an integral over
eigenvalues (11.175):
h(T ) =
∑
α
ln | 1
λα
| = ∑
−2pi/3<φi<2pi/3
ln(4 cos2(φi/2) → N
∫ 2pi/3
−2pi/3
ln(4 cos2(φ/2)dφ2pi =
2
pi
N
(11.176)
and to confirm that the entropy increases linearly with the dimension N of the operator
T (N, s). In the paper [69] the period of the trajectories of the system T (N, s) was found
which is characterised by a prime number p12 . In [69] the necessary and sufficient criterion
12The general theory of Galois field and the periods of its elements can be found in [78, 84, 83, 82].
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were formulated for the sequence to be of the maximal possible period:
τ = p
N − 1
p− 1 ∼ e
(N−1) ln p. (11.177)
It follows then that the period of the trajectories exponentially increases with the size of
the operator T (N, s). Thus the knowledge of the spectrum allows to calculate the entropy
(11.176) and the period (11.177) of the trajectories. The number of periodic trajectories of
a period less than τ behaves as
pi(τ) ∼ exp (2Nτ
pi
)/τ. (11.178)
In summary we have the spectrum given by (11.175), the entropy by (11.176), the period
on a rational sublattice by (11.177) and the corresponding density by (11.178) of the C-K
system T (N, s).
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13 Appendix A
The systems with discrete time [3] is defined as a cascade on the d-dimensional compact
phase space Md is induced by the diffeomorphisms T : Md → Md. The iterations are
defined by a repeated action of the operator {T n,−∞ < n < +∞}, where n is an integer
number. The tangent space at the point x ∈ Md is denoted by Rdx and the tangent vector
bundle by R(Md). The diffeomorphism {T n} induces the mapping of the tangent spaces
T˜ n : Rdx → RdTnx. The C-condition requires that the tangent space Rdx at each point x of the
d-dimensional phase space Md of the dynamical system {T n} should be decomposable into
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Ylw
γ
Σ lw
X kw Σw
k
+
γ -
w
Expanding foliation
Contracting foliation
Figure 14: At each point w of the C-system the tangent space Rmw is decomposable into a
direct sum of two linear spaces Y lw and Xkw. The expanding and contracting geodesic flows are
γ+ and γ−. The expanding and contracting invariant foliations Σlw and Σkw are transversal
to the geodesic flows and their corresponding tangent spaces are Y lw and Xkw.
a direct sum of the two linear spaces Xkx and Y lx with the following properties [3]:
C1. Rdx = Xkx
⊕
Y lx (13.179)
C2. a)|T˜ nξ| ≤ a|ξ|e−cn for n ≥ 0; |T˜ nξ| ≥ b|ξ|e−cn for n ≤ 0, ξ ∈ Xkx ,
b)|T˜ nη| ≥ b|η|ecn for n ≥ 0; |T˜ nη| ≤ a|η|ecn for n ≤ 0, η ∈ Y lx,
where the constants a,b and c are positive and are the same for all x ∈Md and all ξ ∈ Xkx ,
η ∈ Y lx. The length |...| of the tangent vectors ξ and η is defined by the Riemannian metric
on Md. The linear spaces Xkx and Y lx are invariant with respect to the derivative mapping
T˜ nXkx = XkTnx, T˜ nY lx = Y lTnx and represent the contracting and expanding linear spaces (see
Fig.14). The C-condition describes the behaviour of all trajectories T˜ nω on the tangent
vector bundle ω ∈ Rdx. Anosov proved that the vector spaces Xkx and Y lx are continuous
functions of the coordinate x and that they are the target vector spaces to the foliations Σk
and Σl which are the surfaces transversal to the trajectories T nx on Md (see Fig.14). The
contracting and expanding foliations Σkx and Σlx are invariant with respect to the cascade
T n in the sense that, under the action of these transformations a foliation transforms into a
foliation [3].
14 Appendix B
In [3] Anosov demonstrated how any C-cascade on a torus can be embedded into a certain
C-flow. The embedding was defined by the identification (14.180) and the corresponding
C-flow on a smooth Riemannian manifold Wm+1 with the metric (14.187) was defined by
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Figure 15: The identification of the W 2×{0} with W 2×{1} by the formula (w, 1) ≡ (Tw, 0)
of a cylinder W 2 × [0, 1], where [0, 1] = {u | 0 ≤ u ≤ 1}. The resulting compact manifold
W 3 has a bundle structure with the base S1 and fibres of the type W 2. The manifold W 3
has the local coordinates w˜ = (w1, w2, u) .
the equations (14.182). We are interested here to analyse the geodesic flow on the same
Riemannian manifold Wm+1. The geodesic flow has different dynamics (14.188 ) and as we
shall demonstrate below has very interesting hyperbolic components different from (14.182).
Let us consider a C-cascade on a torus Wm and increase its dimension m by one unit
constructing a cylinder Wm× [0, 1], where [0, 1] = {u | 0 ≤ u ≤ 1}, and identifying Wm×{0}
with Wm × {1} by the formula:
(w, 1) ≡ (Tw, 0). (14.180)
Here T is diffeomorphism:
wi →∑Ti,jwj, (mod 1). (14.181)
The resulting compact Riemannian manifold Wm+1 has a bundle structure with the base S1
and fibres of the type Wm. The manifold Wm+1 has the local coordinates w˜ = (w1, ..., wm, u)
shown on Fig.15. The C-flow T t on the manifold Wm+1 is defined by the equations [3]
dw1
dt
= 0 , ...., dw
m
dt
= 0, du
dt
= 1. (14.182)
For this flow the tangent space Rm+1w˜ can be represented as a direct sum of three subspaces:
contracting and expanding linear spaces Xkw˜,Y lw˜ and Zw˜:
Rm+1w˜ = Xkw˜ ⊕ Y lw˜ ⊕ Zw˜. (14.183)
The linear space Xkw˜ is tangent to the fibre Wm × u and is parallel to the eigenvectors
corresponding to the eigenvalues which are lying inside the unit circle 0 < |λα| < 1 and
Y lw˜ is tangent to the fibre Wm × u and is parallel to the eigenvectors corresponding to the
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eigenvalues which are lying outside of the unit circle 1 < |λβ|. Zw˜ is collinear to the phase
space velocity (14.182). Under the derivative mapping of the (14.182) the vectors (14.189)
from Xkw˜ and Y lw˜ are contracting and expanding:
|T˜ tv1| = λt2 |v1|, |T˜ tv2| = λt1 |v2|. (14.184)
This identification of contracting and expanding spaces proves that (14.182) indeed defines
a C-flow [3].
It is also interesting to analyse the geodesic flow on a Riemannian manifold Wm+1. The
equations for the geodesic flow on Wm+1
d2w˜µ
dt2
+ Γµνρ
dw˜ν
dt
dw˜ρ
dt
= 0 (14.185)
are different from the flow equations defined by the equations (14.182) and our goal is to
learn if the geodesic flow has also the properties of the C-flow. The answer to this question
is not obvious and requires investigation of the curvature structure of the manifold Wm+1.
If all sectional curvatures are negative then geodesic flow defines a C-flow [3]. For simplicity
let us consider the automorphisms of a two-dimensional torus which is defined by the 2× 2
matrix T (2, 0) (11.174). The metric on the corresponding manifold W 3 can be defined as
[26]
ds2 = e2u[λ1dw1 + (1− λ1)dw2]2 + e2u[λ2dw1 + (1− λ2)dw2]2 + du2 = gµνdw˜µdw˜ν ,
where 0 < λ2 < 1 < λ1 are eigenvalues of the matrix T (2, 0) and fulfil the relations λ1λ2 =
1, λ1 + λ2 = 3. The metric is invariant under the transformation
w1 = 2w′1 − w′2, w2 = −w′11 + w
′2, u = u′ − 1 (14.186)
and is therefore consistent with the identification (14.180). The metric tensor has the form
gµν(u) =

λ2+2u1 + λ2+2u2 (1− λ1)λ1+2u1 + (1− λ2)λ1+2u2 0
(1− λ1)λ1+2u1 + (1− λ2)λ1+2u2 (1− λ1)2λ2u1 + (1− λ2)2λ2u2 0
0 0 1
 (14.187)
and the corresponding geodesic equations take the following form:
w¨1 + 2 (λ1−1) lnλ1
λ1+1 w˙
1u˙− 4 (λ1−1) lnλ1
λ1+1 w˙
2u˙ = 0
w¨2 − 2 (λ1−1) lnλ1
λ1+1 w˙
2u˙− 4 (λ1−1) lnλ1
λ1+1 w˙
1u˙ = 0 (14.188)
u¨+ (1−λ
4u+4
1 ) lnλ1
λ2u+21
w˙1w˙1 + 2 (1+λ
4u+3
1 )(λ1−1) lnλ1
λ2u+21
w˙1w˙2 +
+ (1−λ
4u+2
1 )(λ1−1)2 lnλ1
λ2u+21
w˙2w˙2 = 0.
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One can get convinced that these equations are invariant under the transformation (14.186).
In order to study a stability of the geodesic flow one has to compute the sectional curvatures.
We shall choose the orthogonal frame in the directions of the linear spaces X1w˜, Y 1w˜ and Zw˜.
The corresponding vectors are:
v1 = (λ1 − 1, λ1, 0), v2 = (λ2 − 1, λ2, 0), v3 = (0, 0, 1) (14.189)
and in the metric (14.187) they have the lengths:
|v1|2 = (λ1 − λ2)2λ2u2 , |v2|2 = (λ1 − λ2)2λ2u1 , |v3|2 = 1. (14.190)
The corresponding sectional curvatures are:
K12 =
Rµνλρv
µ
1 v
ν
2v
λ
1v
ρ
2
|v1 ∧ v2|2 = ln
2 λ1
K13 =
Rµνλρv
µ
1 v
ν
3v
λ
1v
ρ
3
|v1 ∧ v3|2 = − ln
2 λ2 (14.191)
K23 =
Rµνλρv
µ
2 v
ν
3v
λ
2v
ρ
3
|v2 ∧ v3|2 = − ln
2 λ1.
It follows from the above equations that the geodesic flow is exponentially unstable on the
planes (1,3) and (2,3) and is stable in the plane (1,2). This behaviour is dual to the flow
(14.182) which is unstable in (1,2) plane and is stable in (1,3) and (2,3) planes. The scalar
curvature is
R = Rµνλρgµλgνρ = 2(K12 +K13 +K23) = −2 ln2 λ1 = −2h(T )2, (14.192)
where h(T ) is the entropy of the automorphism T (2, 0).
15 Appendix C
In a typical computer implementation of the automorphism (14.181) the initial vector will
have rational components ui = ai/p, where ai and p are natural numbers. Therefore it is
convenient to represent ui by its numerator ai in computer memory and define the iteration
in terms of ai [78]:
ai →
N∑
j=1
Tij aj mod p. (15.193)
If the denominator p is taken to be a prime number [78], then the recursion is realised on
extended Galois field GF [pN ] [82, 83] and allows to find the period of the trajectories in
terms of p and the properties of the characteristic polynomial P (x) of the matrix T [78].
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If the characteristic polynomial P (x) of matrix T is primitive in the extended Galois field
GF [pN ], then [78, 83, 84]
T q = p0 I where q =
pN − 1
p− 1 , (15.194)
where p0 is a free term of the polynomial P (x) and is a primitive element of GF [p]. Since our
matrix T has p0 = DetT = 1, the polynomial P (x) of T cannot be primitive. The solution
suggested in [69] is to define the necessary and sufficient conditions for the period q to attain
its maximum are the following:
1. T q = I (mod p), where q = pN−1
p−1
2. T q/r 6= I (mod p), for any r which is a prime divisor of q .
The first condition is equivalent to the requirement that the characteristic polynomial is
irreducible. The second condition can be checked if the integer factorisation of q is available
[69], then the period of the sequence is equal to (15.194) and is independent of the seed.
There are precisely p− 1 distinct trajectories which together fill up all states of the GF [pN ]
lattice:
q (p− 1) = pN − 1. (15.195)
In [69] the actual value of p was taken as p = 261 − 1, the largest Mersenne number that
fits into an unsigned integer on current 64-bit computer architectures. For the matrix of
the size N = 256 the period in that case is q ≈ 104600. The algorithm which allows the
efficient implementation of the generator in actual computer hardware, reducing the ma-
trix multiplication to the O(N) operations was found in [69]. The other advantage of this
implementation is that it allows to make ”jumps” into any point on a periodic trajectory
without calculating all previous coordinates on a trajectory, which typically has a very large
period q ≈ 104600. This MIXMAX random number generator is currently made available in
a portable implementation in the C language at hepforge.org [73] and was implemented into
the Geant4/CLHEP and ROOT toolkits at CERN [75, 76, 74].
16 Appendix D
The most convenient way to calculate the entropy of a C-system automorphisms on a torus
is to integrate over the phase space the logarithm of the volume expansion rate λ(w) of a
l-dimensional infinitesimal cube which is embedded into the foliation Σlw. The derivative
map T˜ maps the linear space Y lw into the Y lTw and if the rate of expansion of the volume of
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the l-dimensional cube is λ(w), then [3, 23, 54, 57, 62]
h(T ) =
∫
Wm
ln λ(w)dw. (16.196)
Here the volume of the Wm is normalised to 1. For the automorphisms on a torus (11.168)
the coefficient λ(w) does not depends of the phase space coordinates w and is equal to the
product of eigenvalues {λβ} with modulus larger than one (8.116):
λ(w) =
l∏
β=1
λβ (16.197)
and obtain the formula (11.170) for the entropy.
17 Appendix E
The entropy defines the variety and richness of the periodic trajectories of the C-systems
[3, 59, 60, 61]. The C-systems have a countable set of everywhere dense periodic trajectories
[3]. The Em cover of the torus Wm allows to translate every set of points on torus into a
set of points on Euclidean space Em and the space of functions on torus into the periodic
functions on Em. To every closed curve γ on a torus corresponds a curve φ : [0, 1]→ Em for
which φ(0) = φ(1) mod 1 and if φ(1) − φ(0) = (p1, ..., pm), then the corresponding winding
numbers on a torus are pi ∈ Z.
Let us fix the integer number N , then the points on a torus with the coordinates having a
denominator N form a finite set {p1/N, ..., pm/N}. The automorphism (11.169) with integer
entries transform this set of points into itself, therefore all these points belong to periodic
trajectories. Let w = (w1, ..., wm) be a point of a trajectory with the period n > 1. Then
T nw = w + p, (17.198)
where p is an integer vector. The above equation with respect to w has nonzero determinant,
therefore the components of w are rational.
Thus the periodic trajectories of the period n of the automorphism T are given by the
solution of the equation (17.198), where p ∈ Zm is an integer vector and w = (w1, ..., wm) ∈
Wm. As p varies in Zm the solutions of the equation (17.198) determine a fundamental
domain Dn in the covering Euclidian space Em of the volume µ(Dn) = 1/|Det(T n − 1)|.
Therefore the number of all points Nn on the periodic trajectories of the period n is given
by the corresponding inverse volume [55, 56, 58, 59, 60]:
Nn = |Det(T n − 1)| = |
m∏
i=1
(λni − 1)|. (17.199)
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Using the theorem of Bowen [60, 61] which states that the entropy of the automorphism T
can be represented in terms of Nn defined in (17.199):
h(T ) = lim
n→∞
1
n
lnNn , (17.200)
one can derive the formula for the entropy (11.170) for the automorphism T in terms of its
eigenvalues:
h(T ) = lim
n→∞
1
n
ln(|
m∏
i=1
(λni − 1)|) =
∑
|λβ |>1
ln |λβ|. (17.201)
Let us now define the number of periodic trajectories of the period n by pi(n). Then the
number of all points Nn on the periodic trajectories of the period n can be written in the
following form:
Nn =
∑
l divi n
l pi(l), (17.202)
where l divides n. Using again the Bowen result (17.200) one can get
Nn =
∑
l divi n
lpi(l) ∼ enh(T ). (17.203)
This result can be rephrased as a statement that the number of points on the periodic
trajectories of the period n exponentially grows with the entropy.
Excluding the periodic trajectories which divide n (for example T nw = T l2(T l1w), where
n = l1l2 and T liw = w) one can get the number of periodic trajectories of period n which
are not divisible. For that one should represent the pi(n) in the following form:
pi(n) = 1
n
( ∑
l divi n
l pi(l)− ∑
l divi n, l<n
l pi(l)
)
(17.204)
and from (17.204) and (17.203) it follows that
pi(n) ∼ e
nh(T )
n
(
1−
∑
l divi n, l<n l pi(l)∑
l divi n l pi(l)
)
∼ e
nh(T )
n
, (17.205)
because the ratio in the bracket is strictly smaller than one. This result tells that a system
with larger entropy ∆h = h(T1) − h(T2) > 0 is more densely populated by the periodic
trajectories of the same period n:
pi1(n)
pi2(n)
∼ en ∆h. (17.206)
The next important result of the Bowen theorem [60, 61] states that∫
Wm
f(w)dµ(w) = lim
n→∞
1
Nn
∑
w∈Γn
f(w), (17.207)
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where Γn is a set of all points on the trajectories of period n. The total number of points in
the set Γn we defined earlier as Nn.
This result has important consequences for the calculation of the integrals on the manifold
Wm, because, as it follows from (17.207), the integration reduces to the summation over all
points of periodic trajectories. It is appealing to consider periodic trajectories of the period
n which is a prime number. Because every infinite subsequence of convergent sequence
converges to the same limit we can consider in (17.207) only terms with the prime periods.
In that case Nn = npi(n) and the above formula becomes:
∫
Wm
f(w)dµ(w) = lim
n→∞
1
npi(n)
pi(n)∑
j=1
n−1∑
i=0
f(T iwj), (17.208)
where the summation is over all points of the trajectory T iwj and over all distinct trajectories
of period n which are enumerated by index j. The wj is the initial point of the trajectory j
13. From the above consideration it follows that the convergence is guaranteed if one sums
over all trajectories of the same period n. One can conjecture that all pi(n) trajectories at the
very large period n contribute equally into the sum (17.208), therefore the integral (17.208)
can be reduced to a sum over fixed trajectory
1
n
n−1∑
i=0
f(T iw). (17.209)
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