Abstract. Following the proof of the purity conjecture for weakly separated collections, recent years have revealed a variety of wider examples of purity in different settings. In this paper we consider the collection A I,J of sets that are weakly separated from two fixed sets I and J. We show that all maximal by inclusion weakly separated collections W ⊂ A I,J are also maximal by size, provided that I and J are sufficiently "generic". We also give a simple formula for the cardinality of W in terms of I and J. We apply our result to calculate the cluster distance and to give lower bounds on the mutation distance between cluster variables in the cluster algebra structure on the coordinate ring of the Grassmannian. Using a linear projection that relates weak separation to the octahedron recurrence, we also find the exact mutation distances and cluster distances for a family of cluster variables.
Introduction
In 1998, Leclerc and Zelevinsky introduced the notion of weakly separated collections while studying quasicommuting families of quantum minors (see [5] ). They raised the "purity conjecture", which states that all maximal by inclusion collections of pairwise weakly separated subsets of [n] := {1, 2 . . . , n} have the same cardinality. This conjecture was proven independently in [6] and [1] . Since then, it motivated the search for other instances of the purity phenomenon. Such instances have been found in [2] using a novel geometric-combinatorial model called combined tilings. Furthermore, the work of [6] showed that all maximal weakly separated collections can be obtained from each other by a sequence of mutations. It was also shown by Scott [9, 10] that collections of Plücker coordinates labeled by maximal weakly separated collections form clusters in the cluster algebra structure on the coordinate ring of the Grassmannian.
In this paper, we study a new instance of the purity phenomenon for the collection A I,J associated with pairs I, J of subsets of [n] . Such a collection arises naturally when one studies a notion of cluster distance between two cluster variables, and specifically variables that are Plücker coordinates in the cluster algebra structure on the coordinate ring of the Grassmannian. This purity result allows us to compute this distance for any "generic" pair of cluster variables. We further reformulate this distance in the context of general cluster algebras.
Let us first motivate the need for a notion of distance in a cluster algebra, concentrating on the example of the Grassmannian. A pair of Plücker coordinates can appear together in the same cluster if and only if they are labeled by weakly separated subsets of [n] . For Plücker coordinates that do not appear together in the same cluster, we would like to estimate how close they are to being weakly separated. In a more general sense, it would be beneficial to have a notion that would measure how close are two cluster variables from appearing in the same cluster. When they do appear in the same cluster we say that the distance between them is zero.
Section 2 develops this notion (defined in equation (1)) and introduces the notions of being weakly separated and "generic" mentioned above. Section 3 states our main results. Section 4 provides the necessary background on domains inside and outside simple closed curves and plabic graphs, used in the proof of our main result. We prove Theorem 3.5 in Section 5. In Sections 6, 7 and 8 we develop some tools that will be useful to us in Section 9 where we prove Theorems 3.2 and 3.8. Finally, Section 10 gives a formula for the mutation distance (introduced in [3] ) for a family of pairs of cluster variables and relates the corresponding optimal sequence of mutations with that of the octahedron recurrence.
Preliminaries
For 0 ≤ k ≤ n, we denote by For two subsets I, J ⊂ [n] we write I < J if max(I) < min(J). We say that I surrounds J if I \ J can be partitioned as I 1 I 2 such that I 1 < J \ I < I 2 . We denote by I J the symmetric difference (I \ J) ∪ (J \ I).
Definition 2.1 ([5]). Two sets S, T ⊂ [n] are called weakly separated if at least one of the following holds:
• |S| ≤ |T | and S surrounds T ;
• |T | ≤ |S| and T surrounds S.
Remark 2.2. This definition has a particularly simple meaning when I and J have the same size. Consider a convex n-gon with vertices labeled by numbers 1 through n. Then it is easy to see that two subsets I and J of the same size are weakly separated iff the convex hull of the vertices from the set I \ J does not intersect the convex hull of the vertices from the set J \ I.
Definition 2.3. A collection C ⊂ 2
[n] is called weakly separated if any two of its elements are weakly separated. It is called maximal weakly separated if it is weakly separated and is not contained in any other weakly separated collection.
Definition 2.4 (see [2]). A collection A ⊂ 2
[n] is called a pure domain if all maximal (by inclusion) weakly separated collections of sets from A have the same size. In this case, the size of all such collections is called the rank of A and denoted rkA.
The following two surprising results go under the name "purity phenomenon" and were conjectured in [5] and [9] , respectively. Both of them were proven independently in [6] and in [1] : Theorem 2.5. The collection 2
[n] is a pure domain of rank n 2 + n + 1.
Theorem 2.6. The collection
[n] k is a pure domain of rank k(n−k)+1.
The latter result has a stronger version that relates pairs of maximal weakly separated collections by an operation that is called a mutation.
Proposition 2.7 (see [5] , [9] ). Let S ∈
[n] k−2 and let a, b, c, d be cyclically ordered elements of [n] \ S. Suppose a maximal weakly separated collection C contains Sab, Sbc, Scd, Sda and Sac. Then C = (C \ {Sac}) ∪ {Sbd} is also a maximal weakly separated collection.
Here by Sab we mean S ∪ {a, b}. We say that C and C as above are connected by a mutation 2 . Theorem 2.8 (see [6] ). The collection [n] k is a pure domain of rank k(n − k) + 1. Moreover, any two maximal weakly separated collections in [n] k are connected by a sequence of mutations.
2 Such a mutation is usually called a square move. There is a more general notion of a cluster mutation, but it is beyond the scope of this paper.
Remark 2.9. The list of collections known to be pure domains is not restricted to just 2
[n] and
[n] k . In [6] both Theorem 2.5 and Theorem 2.6 above can be seen as special cases of the purity phenomenon for the collections inside a positroid, while in [1] these collections are inside and outside of a generalized cyclic pattern. Note that in both [6] and [1] , the collections are required to lie, in a sense, inside and outside a specific simple closed curve (see Definition 4.2 and Remark 4.9). In this paper we present a new instance of the purity phenomenon which does not fit into this context, see Figure 2 . The domains that we discuss arise naturally when dealing with distances between cluster variables in the cluster algebra structure on the coordinate ring of the Grassmannian.
Definition 2.10. For n ≥ k ≥ 0, the Grassmannian Gr(k, n) (over R) is the space of k-dimensional linear subspaces in R n . It can be identified with the space of real k × n matrices of rank k modulo row operations. The k × k minors of k × n-matrices form projective coordinates on the Grassmannian, called the Plücker coordinates, that are denoted by ∆ I , where I ∈ Theorem 2.11 (see [9, 10] ). For C ⊂
[n] k , C is a maximal weakly separated collection iff the set of Plücker coordinates {∆ I } I∈C is a cluster in the cluster algebra structure on the coordinate ring of Gr(k, n).
This theorem associates maximal weakly separated collections with clusters, and k-tuples in
[n] k with cluster variables, which are the Plücker coordinates. Two cluster variables can appear in the same cluster iff they are weakly separated. This trait leads to the following natural question: Given any pair of cluster variables -how far are they from appearing in the same cluster? More formally, let I, J ∈
[n] k . Define:
such that both C 1 and C 2 on the right hand side are weakly separated collections. Theorem 2.6 implies that d(I, J) = 0 iff I and J are weakly separated, in which case we can take C 1 = C 2 to be any maximal weakly separated collection containing I and J. Thus, d(·, ·) measures how close a pair of k-tuples is to being weakly separated. This notion can be extended to any cluster algebra, by replacing k(n − k) + 1 with the rank of the algebra and letting C 1 and C 2 be clusters. This defines a distance between cluster variables. Another (and different) notion of distance between clusters was studied in [7] . 
Definition 2.12. For any pair of k-tuples I, J ∈
[n] k we define the domain A I,J ⊂
[n] k to be the collection of all k-tuples that are weakly separated from both I and J.
We can now define d(·, ·) equivalently as follows:
The optimal collection C on the right hand side of (2) would be just C 1 ∩ C 2 for the optimal pair C 1 and C 2 in (1). The equivalence of the two definitions follows from Theorem 2.6. Example 2.13. Let I = {1, 2, 4}, J = {3, 5, 6} ∈ . Since I and J are not weakly separated, max |C| | C ⊂ A I,J is weakly separated < k(n − k) + 1 = 10.
This maximum actually equals 8 and is achieved at
Let us consider another pair I = {1, 3, 5}, J = {2, 4, 6} ∈ . This time, the maximal size of a weakly separated collection in A I, J is 6 and the only such collection is B 3,6 . Hence, d( I, J) = (k − 1)(n − k − 1) = 4. Note that this value is the largest one that d(·, ·) can take for n = 6 and k = 3. This example can be generalized to any k with n = 2k: for I := {1, 3, . . . , 2k − 1}, we will see in Lemma 7.1 that A I,Ī = B k,2k and thus d(I,Ī) = (k − 1)(n − k − 1).
Thus finding the maximal size of a weakly separated collection in A I,J enables us to calculate d(I, J). In this paper, we go further and show that for any "generic" pair I and J, A I,J is a pure domain, and .
we find its rank. This not only gives us the value of d(I, J) for such pairs, but also introduces a new class of pure domains with a different structure from the previously known classes.
Main results
In this section we state our main result, which deals with the purity of A I,J for balanced pairs I, J. We first discuss the case in which I and J form a complementary pair of sets (so I ∈ be a set. Then I and its complement I partition the circle (with numbers 1, 2, . . . , 2k) into an even number of intervals I = P 1 ∪ P 3 ∪ . . . ∪ P 2u−1 , I = P 2 ∪ P 4 ∪ . . . ∪ P 2u for some u ≥ 1, where P i are intervals for any 1 ≤ i ≤ 2u and P 1 < P 2 < P 3 < · · · < P 2u−1 < P 2u (these inequalities are "modulo 2k"). We say that {P i } 2u i=1 are the intervals associated with I. We also let p i := |P i | be their cardinalities and say that (p 1 , p 2 , . . . , p 2u ) is the partition of the circle associated with I. We say that I is balanced if for any i = j ∈ [2u] we have p i + p j < k.
See Figure 1 for examples of balanced and non-balanced sets. . We have (p 1 , . . . , p 6 ) = (1, 2, 2, 2, 3, 2). Since I is balanced, the size of this collection equals 12+0+1+1+1+3+1 = 19. The white and black triangles form a plabic tiling from [6] . The whole collection lies outside a simple closed polygonal chain S that we introduce in Section 9. This chain S depends on W, unlike the ones in [6] and [1, 2] .
For an even number t, we denote by P t the collection of all sets I for which 2u = t (2u is taken from the definition above). Clearly, I and I are weakly separated iff I ∈ P 2 . In addition, note that if I ∈ P 4 then it is not balanced, since p 1 + p 3 = p 2 + p 4 = k. We study the structure of A I,I and d(I, I) for I ∈ P 4 in the last section and relate them to the octahedron recurrence. Below is our main result for the complementary case.
be balanced and let (p 1 , p 2 , . . . , p 2u ) be the partition of the circle associated with I. Then A I,I is a pure domain of rank
In other words, any maximal (by inclusion) weakly separated collection W ⊂ A I,I has size given by (3).
Remark 3.3. This theorem fails for some non-balanced sets. But note that if the set I is chosen uniformly at random then it is clear that I will be balanced with probability close to 1 for large values of k, so the "balancedness" property can be thought of as the analogue of being a "generic" set. . A more elaborate example for Theorem 3.2 is given in Figure 2 .
Another interesting instance of purity that we have discovered is the following "left-right purity phenomenon" which also does not lie inside just one simple closed curve as we have noted in Remark 2.9. For a positive integer n, denote by LR([0, n]) the collection of all subsets I ⊂ [0, n] := {0, 1, . . . , n} such that I contains exactly one of the elements 0 and n. Then we obtain the following description of maximal weakly separated collections inside LR([0, n]): Theorem 3.5.
(1) The domain LR([0, n]) is a pure domain of rank
(2) For each maximal weakly separated collection W ⊂ LR([0, n]) and for all m = 0, . . . , n − 1 there is a unique set S m ⊂ [n − 1] of size m such that both S m ∪ {0} and S m ∪ {n} belong to W. For these sets, we have
Remark 3.6. There is a simple bijection φ :
that just removes the zero: φ(I) := I \ {0} for I ∈ LR([0, n]). It is a bijection because 0 ∈ I iff n ∈ φ(I). Moreover, if two sets from LR([0, n]) were weakly separated then their images are also going to be weakly separated, but the converse is not true. To give a counterexample, consider n = 4 and take two sets I, J ∈ LR([0, 4]) defined by I = {0, 2, 3}, J = {1, 4}. They are not weakly separated, but their images φ(I) = {2, 3} and φ(J) = {1, 4} are. This is why Theorem 3.5 is not a simple consequence of Theorem 2.5. . We say that I and J form a balanced pair if the set I is balanced.
form a balanced pair and let I, J, k be as above. Let (p 1 , p 2 , . . . , p 2u ) be the partition of the circle associated with I. Then A I,J is a pure domain of rank
Note that the additional term m(n − m) − k 2 is nothing but the difference of ranks rk
. In terms of the distance d(I, J), we have the following 
If I and J do not form a balanced pair then
The first part of this theorem follows from Theorem 3.8. For the second part, we have an even stronger upper bound, see Theorem 10.3.
Further notations and background
We denote by < i the cyclically shifted linear order on [n]:
Recall that for two sets A, B ⊂ [n] we write A < B whenever max(A) < min(B). In addition, we write A ≺ i B if
4.1. Pure domains inside and outside a simple closed curve. In this subsection we discuss the approaches of [6, Section 9] and [2] regarding domains inside and outside simple closed curves. We start with defining a map that appears in both of the papers and justifies the geometric intuition that we are using, for example, while thinking about simple closed curves. Let us fix n vectors ξ 1 , ξ 2 , . . . , ξ n ∈ R 2 so that the points (0, ξ 1 , . . . , ξ n ) are the vertices of a convex n + 1-gon in clockwise order. Define:
We identify a subset I ⊂ [n] with the point i∈I ξ i in Z n . Note that if two subsets I and J are weakly separated then the corresponding points are different. Indeed, suppose |I| ≤ |J| and I surrounds J. The latter implies that there exists a vector v ∈ R 2 such that for any i ∈ I and j ∈ J, v, ξ i < v, ξ j , where ·, · denotes the standard inner product in R 2 . Since |I| ≤ |J|, we have
and therefore i∈I ξ i = j∈J ξ j . Now if we have a sequence S = (S 0 , S 1 , . . . , S r = S 0 ) of subsets, we can always view it as a piecewise linear closed curve ζ S obtained by concatenating the line-segments connecting consecutive points S i−1 and S i for i = 1, 2 . . . , r. We will see that if S satisfies certain properties then the corresponding curve will be simple (i.e. non self-intersecting). Let us consider the easiest example of such a curve: Definition 4.1. (see [2] ) A simple cyclic pattern is a sequence S = (S 1 , S 2 , . . . , S r = S 0 ) of subsets of [n] such that (1) S is weakly separated; (2) the sets in S are pairwise distinct; A h := {S i | S i is a slope and |S i | = h}, From the geometric point of view, the following proposition holds:
(1) For a simple cyclic pattern S, the curve ζ S is non-self-intersecting, and therefore it subdivides Z n into two closed regions
Besides simple cyclic patterns we will also need generalized cyclic patterns. However, we will only need them for the case when all sets from S have the same size, so we give simplified versions of a definition and a theorem from [2] . For a generalized cyclic pattern, we define D S to be the set of all X ⊂ [n] that are weakly separated from all elements in S such that the size of X is the same as the size of the elements in S. This is another restriction on sizes which does not appear in [2] .
Unfortunately, there is no definition of D (1) and (2) below, the curve ζ S is non-self-intersecting, and therefore it subdivides Z n into two closed regions
In this case we define the domains
Theorem 4.7 (see [2] ). Let S be a generalized cyclic pattern (with subsets of the same size) satisfying the following two properties: 
Grassmann necklaces and decorated permutations.
In this subsection, all the definitions and results are from [6] and [8] . We now define Grassmann necklaces and several objects associated with them. A Grassmann necklace is an important instance of a generalized cyclic pattern, and one reason for that is that for the case of Grassmann necklaces the ranks of D 
It is easy to check that every connected Grassmann necklace is a generalized cyclic pattern. Every non-connected Grassmann necklace I can be transformed into a generalized cyclic pattern denoted I
• by removing all the adjacent repetitions from I.
Remark 4.9. It follows also from [6] that the collection D in I • admits a simpler description:
In other words, D It turns out that a convenient way of encoding a Grassmann necklace is to use decorated permutations.
is a permutation π ∈ S n together with a coloring function col from the set of fixed points {i | π(i) = i} to {1, −1}. For i, j ∈ [n], {i, j} forms an alignment in π if i, π(i), π(j), j are cyclically ordered (and all distinct). The number of alignments in π is denoted by al(π), and the length (π : ) is defined to be k(n − k) − al(π).
We now describe a bijection between Grassmann necklaces and decorated permutations. Given a Grassmann necklace I, define π : I = (π I , col I ) as follows:
• If I i+1 = I i and i / ∈ I i (resp., i ∈ I i ) then π I (i) = i and col I (i) = 1 (resp., col I (i) = −1). We refer the reader to [6] for the construction of the inverse of this map.
We define (I) to be (π Note that Theorem 2.6 is a special case of the theorem above, by setting
for all i (the entries are taken modulo n).
Plabic graphs.
Another reason for the importance of Grassmann necklaces is that there is an especially nice geometric intuition that helps to understand the structure of the corresponding weakly separated collections. In this subsection, we continue citing the results from [6] and [8] . • A strand cannot be a closed loop in the interior of G.
• If a strand passes through the same edge twice then it must be a simple loop that starts and ends at a boundary leaf.
• Given any two strands, if they have two edges e and e in common then one strand should be directed from e to e while the other strand should be directed from e to e.
Any strand in a reduced plabic graph G connects two boundary vertices. We associate a decorated permutation (also called strand permutation) π : G = (π G , col G ) with G for which π G (j) = i if the strand that starts at a boundary vertex j ends at a boundary vertex i. We say that such strand is labeled by i. If π G (i) = i then i must be connected to a boundary leaf v, and col(i) = +1 if v is white and col(i) = −1 if v is black.
Let us now describe three types of moves on a plabic graph that preserve its decorated permutation:
(M1) Pick a square with trivalent vertices alternating in colors as in Figure 4 . Then we can switch the colors of all the vertices. Theorem 4.15 (see [8] ). Let G and G be two reduced plabic graphs with the same number of boundary vertices. Then π G = π G if and only if G can be obtained from G by a sequence of moves (M1)-(M3).
We conclude this subsection with a theorem from [6] that describes the relation between reduced plabic graphs and weakly separated collections. We first describe a certain labeling of the faces by subsets of [n] . Given a reduced plabic graph G, we place i inside every face F that appears to the left of the strand i. We apply this process for every i ∈ [n], and the label of F is the set of all i's placed inside F . We denote by F(G) the collection of labels that occur on each face of the graph G. It was shown in [8] that all the faces in G are labeled by the same number of strands. Theorem 4.16 (see [6] ). For a decorated permutation π : I and the corresponding Grassmann necklace I, a collection C is a maximal weakly separated collection inside D I if and only if it has the form C = F(G) for a reduced plabic graph G with strand permutation π I . In particular, a maximal weakly separated collection C in
has the form C = F(G) for a reduced plabic graph G with strand permutation
The canonical decorated permutation associated with
, A denotes the complement of A. We can always cyclically shift A and A in order to have 1 ∈ A, 2k ∈ A. In such a case A and A are of the form A = P 1 ∪ P 3 ∪ . . . ∪ P 2u−1 , A = P 2 ∪ P 4 ∪ . . . ∪ P 2u for some u ≥ 1, where P i are intervals for any 1 ≤ i ≤ 2u and P 1 < P 2 < P 3 < · · · < P 2u−1 < P 2u .
Our running example is going to be A = {1, 2, 3, 7, 8} ∈ [4, 6] , [7, 8] , [9, 10] } are the intervals associated with A (see Definition 3.1) and their lengths are
For each k ≤ n we let τ k,n be the permutation defined by (5) . We view permutations as maps [n] → [n] so if σ and π are two permutations of [n] then (σ • π)(i) = σ(π(i)). Finally, we write each permutation in one-line notation as follows:
and that by A A,A we denote the collection of all subsets in [2k] k that are weakly separated from both A and A. For example, the set A = {1, 2, 3, 7, 8} is not balanced because p 1 + p 2 = 6 and 6 is not strictly less than 5.
By τ A we denote the following permutation:
We say that the permutation τ A • τ k,2k is the canonical decorated permutation associated with A A,A . For A = {1, 2, 3, 7, 8} from the example above, we have k = 5 so the permutation τ 5,10 is We denote by I(τ A • τ k,2k ) the Grassmann necklace that corresponds to τ A •τ k,2k and call it the canonical Grassmann necklace associated with A. For A = {1, 2, 3, 7, 8} as above, its canonical Grassmann necklace
) is the sequence of sets written in the rows of the table in Figure 7 .
Remark 4.17. Note that {i, j} is an alignment (see Definition 4.10) in τ A • τ k,2k iff both τ k,2k (i) and τ k,2k (j) belong to the same set P m for some 1 ≤ m ≤ 2u. Therefore, 
Proof of Theorem 3.5
Recall that
Let W ⊂ LR([0, n]) be any weakly separated collection. We call sets of the form
left subsets of W, while sets of the form
will be called right subsets of W. For A, B ⊂ [n−1], we say that A is to the right (resp., to the left) of B if B \ A < A\ B (resp., A \ B < B \ A).
We start with the proof of the second part: we will construct inductively a sequence of sets
so that |S m | = m and S m ∪ {0} and S m ∪ {n} are weakly separated from W for any 0 < m < n. In such a case, if W is maximal then S m ∪ {0}, S m ∪ {n} ∈ W. The base case holds as S 0 clearly satisfies these requirements. Suppose we have a sequence S 0 ⊂ S 1 ⊂ · · · ⊂ S m satisfying the desired properties. By the inductive hypothesis, S m ∪{n} is weakly separated from L ∪ {0} for any left subset L, which implies that S m is to the right of all left subsets. Therefore, there exists an element j ∈ [n − 1] \ S m such that S m ∪ {j } is to the right of all left subsets (we can just take j to be the maximal element of [n − 1] \ S m ).
Let j be the minimal element such that S m+1 := S m ∪ {j} is still to the right of all left subsets in W.
In order to prove the inductive step, we will show that the following holds for any L and R, where L is a left subset in W and R is a right subset in W:
The parts (a) and (b) hold since S m+1 is to the right of L.
In order to verify (c) and (d), we need to show that S m+1 is to the left R. Assume to the contrary that R is a right subset that is not to the right of S m+1 . By the induction hypothesis, R was to the right of S m (since S m ∪ {0} and R ∪ {n} were weakly separated). It means that j / ∈ R and that there is an element i < j that belongs to R \ S m . Let us choose the maximal such i so that
We chose j to be the minimal element so that S m ∪ {j} is to the right of all left subsets, which means that we did not choose i for some reason. Thus there is a left subset L such that i / ∈ L and L\S m contains some element k > i. If k > j then we would not choose j, so k ≤ j.
We get a contradiction: L should be to the left of R (since L ∪ {0} and R ∪ {n} are weakly separated) but
Therefore our assumption was wrong and S m+1 is to the left of all right subsets. This implies that (c) and (d) hold and thus finishes the induction argument. In order to finish the proof of the second part of Theorem 3.5, the only thing left to show is that if W is maximal then S m is unique for all m. Assume in contradiction that for some 0 ≤ m ≤ n, S m is not unique. Therefore, there exist two different sets A, B ⊂ [n − 1] such that |A| = |B|, and
Since A ∪ {0} and B ∪ {n} are weakly separated, A must be to the left of B. However, the same argument for B ∪ {0} and A ∪ {n} implies that B is to the left of A. This implies that A = B, a contradiction. This finishes the proof of the second part of Theorem 3.5. Now to prove the first part, let W ⊂ LR([0, n]) be a maximal weakly separated collection, and let S 0 ⊂ S 1 ⊂ · · · ⊂ S n−1 be the unique sequence of sets obtained in the second part. Consider the following simple cyclic pattern inside [n]:
First, let us determine which subsets of [0, n] are contained in D P . We consider four cases depending on whether a subset contains 0 and/or n:
In this case L should be to the left of S m for all m because {0} ∪ L should be weakly separated from S m ∪ {n}.
It is easy to check that this criterion is also sufficient in order to have ({0} ∪ L) ∈ D P . (2) (R ∪ {n}) ∈ D P . In this case R should be to the right of S m for all m because R ∪ {n} should be weakly separated from S m ∪ {0}. This criterion is also sufficient. (3) ({0} ∪ T ∪ {n}) ∈ D P . Let k = |T | and consider the set S k . If T = S k then there are elements t, s ∈ [n−1] such that t ∈ T \S k and s ∈ S k \ T . If t < s then we have
In other words, {0} ∪ S k has smaller size than {0} ∪ T ∪ {n} and does not surround {0} ∪ T ∪ {n}, so they are not weakly separated. But in order to have {0} ∪ T ∪ {n} ∈ D P , it must be weakly separated from {0} ∪ S k ∈ P, a contradiction. If s < t then we apply a similar argument, only now we
Similarly to the case (3) above, this happens if and only if T = S k .
We now determine the domains D in P and D out P . For 1 ≤ h ≤ n the slopes of P of size h are
Recall that X h := {X ∈ D P | |X| = h and S ≺ X for an odd number of S ∈ A h }, Y h := {X ∈ D P | |X| = h and S ≺ X for an even number of S ∈ A h }.
We would like to show that for each h, the only two elements of D P that belong to X h are S h (if h < n) and {0} ∪ S h−2 ∪ {n} (if h > 1), that is, the subsets of types (3) and (4) . Take any subset X ∈ D P with |X| = h. The only two slopes of size h are {0} ∪ S h−1 and S h−1 ∪ {n}. If X is of type (1) (resp., (2)) meaning that X = {0} ∪ L (resp., X = R ∪ {n}) then X is to the left (resp., to the right) of both of the slopes in A h . Therefore in these two cases X belongs to Y h . If X is of types (3) or (4) then the slope {0} ∪ S h−1 is to the left of X while the slope S h−1 ∪ {n} is to the right of X, so X ∈ X h . To sum up, Let us substitute rkD in P = n − 1 + |P| and make the cancellations:
Unlike P, this number does not depend on the sequence S 0 , . . . , S n−1 , so LR([0, n]) is pure and its rank is n 2 + n + 1. This finishes the proof of Theorem 3.5.
Isomorphic generalized necklaces
Recall from Section 4.1 that given a Grassmann necklace I = (I 1 , I 2 , . . . , I n ) we denote by I
• a generalized cyclic pattern obtained from I by removing all adjacent repetitions: we remove I k from I iff I k = I k−1 . We call a generalized cyclic pattern of the form I
• a reduced Grassmann necklace. These reduced Grassmann neckalces form a nice class of generalized cyclic patterns for which we know the ranks of D In this section we want to generalize this class to those generalized cyclic patterns which differ from a reduced Grassmann necklace by a simple relabeling of elements of [n].
Definition 6.1. Let S = (S 0 , S 1 , . . . , S r = S 0 ) be a generalized cyclic pattern satisfying the following properties:
(1) for all 0 ≤ t < r, there exist numbers i t = j t such that S t \S t+1 = {i t } and S t+1 \ S t = {j t }; (2) the numbers i 1 , . . . , i r are pairwise distinct and the numbers j 1 , . . . , j r are pairwise distinct; (3) {i 1 , . . . , i r } = {j 1 , . . . , j r }. In this case S is called a Grassmann-like necklace.
Note that the property (3) follows from (1) and (2). Property (3) allows us to denote N(S) := {i 1 , . . . , i r } = {j 1 , . . . , j r }. Definition 6.2. Two generalized cyclic patterns S = (S 0 , S 1 , . . . , S r = S 0 ) and C = (C 0 , C 1 , . . . , C r = C 0 ) with S i , C i ⊂ [n] are called isomorphic if there exists a permutation γ ∈ S n such that:
• γ( Given a Grassmann-like necklace S, we can associate with it two (decorated) permutations σ : = (σ, col S ) and π : = (π, col S ) in S n as follows. If we order the elements of N(S) in increasing order N(S) = {q 1 < q 2 < . . . < q r } then for all t ∈ [r] we put σ(q t ) = i t , π(q t ) = j t .
For i /
∈ N(S), we leave σ(i) = π(i) = i with col S (i) = +1 (resp., col S (i) = −1) if i ∈ S k (resp., i / ∈ S k ) for all k ∈ [r]. Note that if σ = id and N(S) = [n] then S is just a connected Grassmann necklace. For a (decorated) permutation (γ, col S ), denote the corresponding reduced Grassmann necklace by C
• (γ, col S ) (see the bijection after Definition 4.8).
Theorem 6.3. Let S be a Grassmann-like necklace. Then σ −1 is an isomorphism between S and the reduced Grassmann necklace C
Proof. Let S be a maximal weakly separated collection of subsets from
[r] k so that S ⊂ S. Consider the reduced plabic graph G corresponding to S. It has some faces labeled by the sets from S, and these faces form a simple closed curve (see [2] ); in particular, the face labeled by S t and the face labeled by S t+1 share either a vertex or an edge for each t ∈ [r]. By uncontracting vertices into edges we get r edges e 0 , . . . , e r−1 such that e t lies between faces labeled by S t and S t+1 . Let O denote the (topological) circle that passes through the midpoints of e 0 , . . . , e r−1 and does not cross other edges of G. We have that the strand labeled by i t enters the circle O through the edge e t while the strand labeled by j t exits the circle O through this edge. The faces outside O belong to D out S so they are weakly separated from all sets in D in S (see [2] ). Now we want to do the following: we consider the part G out of G outside O and the part G in inside O. We would like to think of G in as a separate plabic graph (note that it has exactly r vertices on the boundary -the midpoints of e 0 , . . . , e r−1 ). We add n − r boundary leaves to the boundary of G in so that the midpoint of each e i would be labeled by q i (recall that N(S) = {q 1 < q 2 < . . . < q r }). We make each of these boundary leaves black or white according to the color function col S that we constructed earlier.
Let us make the following claims:
be the same as G with G in replaced by another reduced plabic graph G in 1 with decorated permutation σ −1 π. Then G 1 is reduced and has the same decorated permutation as G. The first claim is clear from the definition of a reduced plabic graph (Definition 4.14). The second claim is also easy to show: if i t = σ(q t ) = π(q s ) = j s and if (γ, col S ) is the decorated permutation of G in then γ(q s ) = q t . But q t = σ −1 π(s) which proves the second claim. Finally, the third claim follows from the results of [6] that any two reduced plabic graphs with the same decorated permutation are connected by a sequence of square moves: G in and G in 1 are connected by a sequence of square moves and each of them changes neither the reducedness of G nor its decorated permutation.
The three claims above show that reduced plabic graphs with decorated permutation equal to σ −1 π are literally the same as reduced plabic graphs that can occur inside S. It remains to note that the strand labeled by i in G is labeled by σ −1 (i) in G in when we ignore G out . Thus σ −1 is an isomorphism between S and C(σ −1 π).
Description of the elements in A I,J
We now proceed to the last steps needed to prove Theorems 3.2 and 3.8. We are going to prove only the stronger Theorem 3.8 since we get almost no extra complications.
Throughout Sections 7 and 8, for fixed I and J, if R ∈
[n] m then we denote proj(R) ∈
[2k] k its image after ignoring all the elements from I J. If there is no confusion, we also denote proj(R) by R. For a number r ∈ [n], if r ∈ I J then we denote by r the unique element in the set proj(r). For three sets A, B, C ⊂ [n], we say that A ⊂ B on
Recall that A I,J is the collection of subsets in
[n] m that are weakly separated from both I and J. Also recall that I and J partition the circle [2k] into intervals (P 1 , P 2 , . . . , P 2u ) of lengths (p 1 , p 2 , . . . , p 2u ) where P 2i+1 ⊂ I and P 2i ⊂ J. Finally, recall that I, J form a balanced pair iff p i + p j < k for all i = j ∈ [2u]. The following lemma describes the elements of A I,J for a balanced pair I, J.
form a balanced pair. Let R ∈ A I,J be weakly separated from both I and J. Then there exists a four-tuple of cyclically ordered elements α < β ≤ γ < δ ≤ α of [n] such that Moreover, each of proj[α, β) and proj(γ, δ] is contained in a single interval associated with I and J: proj(γ, δ] ⊂ P l and proj[α, β) ⊂ P r for some r, l ∈ [2u].
Remark 7.2. If I and J do not form a balanced pair, A I,J contains more complicated elements. This is the main motivation for introducing this notion.
We call P l and P r the (resp., left and right) endpoints of R. The collection P l+1 , . . . , P r−1 of all other intervals that are contained in R is called the internal part of R: we have (P l+1 ∪ · · · ∪ P r−1 ) ⊂ proj R.
Proof. Since I, J, R are all of the same size, we can use Remark 2.2 as a definition of weak separation. Let c I (resp., c J ) be the (combinatorial) chords separating I \ R from R \ I (resp., J \ R from R \ J). We view c I and c J as directed arrows so that I \ R is to the left of c I and R \ I is to the right of c I . There are five possible ways (see Figure 8 ) to position c I and c J relative to each other.
Note that for the three circles on the top of Figure 8 , we have nothing to prove: properties (1)-(4) clearly hold with numbers α, β, γ, δ chosen to lie at the endpoints of the arrows; and since we have either I ⊂ J or J ⊂ I on both (α, β) and (γ, δ), each of these intervals has to map under proj to a subset of an interval P i for some i.
The only thing left to show is that the two cases on the bottom of Figure 8 lead to a contradiction. Consider the bottom-left circle. In this case (I ∩ J) ⊂ R, therefore | R| ≤ k. Moreover, we have I, J ⊂ R between the arrows. But note that since I and J are complementary, the part of the circle above the red arrow has to lie inside a single interval P i for some i, because for this part we have J ⊂ R ⊂ I and thus J = ∅ above the red arrow. Similarly, I = ∅ below the blue arrow, thus the part of the circle below the blue arrow is contained inside a single interval P j for some j. Since I, J form a balanced pair, p i +p j < k and since on the rest of the intervals R = I ∪ J, it follows that | R| > k, a contradiction. The bottom-right case is treated in an analogous way with all the inequalities reversed, e.g. we first note that R ⊂ (I ∪ J) and in the end get a contradiction with the fact that | R| < k since it is only contained in at most two intervals.
Chord separation
In this section, we prove a few technical results on plabic graphs that we will use later to prove Theorem 3.8. Their proofs are written in the language of plabic tilings of [6] , which are the objects dual to reduced plabic graphs. We refer the reader to either of [6, 4] for the background.
Lemma 8.1. Let G be a reduced plabic graph with decorated permutation τ k,n , for 1 ≤ k ≤ n − 1, and suppose that e is an edge such that the strands labeled 1 and n traverse e in the opposite directions. Then either e is a boundary edge or its endpoints are of different colors.
Proof. Consider the plabic tiling dual to G. Then the edge e * dual to e connects two sets T ∪ 1 and T ∪ n for some T ∈ . We claim that e * is either a boundary edge or belongs to the intersection of a black and a white clique. Suppose that e * is not a boundary edge, thus we may assume that it belongs to some clique C. If C is white then its boundary vertices listed in cyclic order are K ∪ x 1 , K ∪ x 2 , . . . , K ∪ x r for some x 1 < x 2 < · · · < x r and K ∈ 
. In either case, 1 and n have to belong to {x 1 , x 2 . . . , x r } and the only way for this to happen is if x 1 = 1 and x r = n. Therefore e * belongs to the boundary of the corresponding clique C. Since e * is not a boundary edge itself, there must be some other clique C with a boundary edge e * , and C must be of a different color than C. This finishes the proof of Lemma 8.1. Lemma 8.2. Let G be a reduced plabic graph with decorated permutation τ k,n , for 1 ≤ k ≤ n − 1. Then there exists a unique edge e such that the strands labeled 1 and n traverse e in the opposite directions.
Proof. It is clear that such an edge e exists because the strands 1 and n have to intersect when 1 < k < n − 1, and for k = 1 or k = n − 1 there is a boundary edge that satisfies the requirements of the lemma. So we only need to prove uniqueness. Suppose e 1 and e 2 are such edges, and let T ∪ 1, T ∪ n be the labels of faces adjacent to e 1 and S ∪ 1, S ∪ n be the labels of faces adjacent to e 2 . Then the four sets T ∪ 1, T ∪ n, S ∪ 1, S ∪ n must be weakly separated. Since S and T have the same size and S = T , it follows that there exist integers s, t such that s ∈ S \ T and t ∈ T \ S. If s < t then T ∪ 1 is not weakly separated from S ∪ n and if t < s then T ∪ n is not weakly separated from 1 ∪ S. We get a contradiction.
We now review a result of the second author [4] . As we have already noted in Remark 2.2, it follows that if |S| = |T | then they are chord separated if and only if they are weakly separated. In general, S and T may be chord separated but not weakly separated, for example, if S = {1, 3} and T = {2}. It turns out that the purity phenomenon also occurs for chord separation:
Theorem 8.4 ([4]). Every maximal by inclusion chord separated collection W ⊂ 2
[n] is also maximal by size:
It is also shown in [4] that maximal chord separated collections correspond to admissible families of reduced trivalent plabic graphs. That allows us to prove the following generalization of Theorem 3.5, part (2):
[n] is a maximal by inclusion chord separated collection, and let U ⊂ V ⊂ [2, n − 1] be such that
Let u = |U | and v = |V | be their sizes. Then there exists a sequence
Proof. Consider the admissible family Σ * = (Σ 0 , Σ 1 , . . . , Σ n ) of triangulated plabic tilings that corresponds to W. The collection of vertices of the tiling Σ k is denoted by Vert(Σ k ) ⊂
[n] k and satisfies
Let us explain the meaning of admissible. Take any 0 < k < n and any edge e ∈ Σ k with endpoints T, T ⊂ [n] (in the dual trivalent plabic graph of Σ k , T and T are labels of two faces sharing an edge). Then admissible means that T ∪ T and T ∩ T must belong to W as well, so T ∪ T ∈ Vert(Σ k+1 ) and T ∩ T ∈ Vert(Σ k−1 ).
We are now ready to define the sequence
. By Lemma 8.2, for each u ≤ k ≤ v there is a unique edge e k in the plabic graph dual to Σ k+1 such that the strands labeled 1 and n traverse e k in the opposite directions. Thus the edge e * k connects two sets T ∪ 1 and T ∪ n for some T ∈
[n] k . In this case, we set S k := T . We need to show why U = S u and V = S v and why S k−1 ⊂ S k for each u < k ≤ v. The first two claims are clear since the edge e * k is unique but by Lemma 8.1, there are edges in Σ u+1 and Σ v+1 that connect U ∪ 1 with U ∪ n and V ∪ 1 with V ∪ n respectively. Now let u < k ≤ v and we would like to see why S k−1 ⊂ S k . By the definition of S k−1 , there is an edge e k−1 in Σ k that connects S k−1 ∪ 1 with S k−1 ∪ n. If k = 1 then all the triangles in Σ k are white, so e k−1 belongs to the boundary of some white triangle in Σ k . Otherwise 1 < k < n − 1 so e k−1 belongs to the intersection of a white triangle with a black triangle in Σ k . In both cases, we get that e k−1 is an edge of a white triangle in Σ k . We know that S k−1 ∪ 1 and S k−1 ∪ n are vertices of this white triangle, thus there is an integer a ∈ [n] such that S k−1 ∪ a is the third vertex of this white triangle. By the admissibility condition, the sets
are the vertices of a black triangle in Σ k+1 . In particular, there is an edge in Σ k+1 connecting S k−1 ∪{1, a} with S k−1 ∪{a, n}. By Lemma 8.2, such an edge is unique and is therefore equal to e k+1 , which implies that S k = S k−1 ∪ a and so S k−1 ⊂ S k . We are done with the proof of Lemma 8.5.
Proof of Theorem 3.8
In this section, we are going to show that for any balanced pair
is a pure domain of rank
9.1. Plan of the proof. Let W be a maximal weakly separated collection inside A I,J . The sets I and J partition the circle [2k] into 2u intervals (P 1 , P 2 , . . . , P 2u ) for some u ≥ 1. Here P i ∈
[2k] k for all i = 1, . . . , 2u. We set p i := |P i |.
Our proof is going to consist of several quite involved steps, so we start with the outline of these steps. The first one is Lemma 9.1. For each 1 ≤ i ≤ 2u, there exists a sequence of subsets
and, moreover, any set in W is weakly separated from any S ∈ A I,J that satisfies the following conditions: (a) (I ∩ J) ⊂ S ⊂ (I ∪ J); (b) if P l and P r are the endpoints of S then S ∩P l = S l t and S ∩P r = S r q for some 0 ≤ t ≤ p i and 0 ≤ q ≤ p r . This lemma is going to be an application of Lemma 8.5 together with Lemma 7.1. Now consider all the sets S ∈ A I,J satisfying conditions (a) and (b). It is easy to see that such sets form a generalized cyclic pattern S = (S 1 , . . . , S 2k ) that we now define. First, note that the map proj is a bijection between the sets S ∈ . Consider a set S m satisfying (a)-(b). We have
Then we can define "the next" set S m+1 by defining its projection:
Clearly, every subset S ∈ A I,J satisfying conditions (a) and (b) appears somewhere in this sequence S = (S 1 , S 2 , . . . , S 2k ). Here S 1 is chosen so that its left endpoint is P 1 and S 1 ∩ P 1 = P 1 . It is clear that S is a generalized cyclic pattern. • τ k,2k ), the Grassmann necklace corresponding to the canonical decorated permutation τ I •τ k,2k associated with I.
The Grassmann necklace I(τ I • τ k,2k ) has a unique preimageÎ under proj that consists of sets satisfying (a). It is then clear thatÎ and S are isomorphic as well and that (Î) = (τ I • τ k,2k ). By Lemma 9.2 and Remark 4.17, it follows that
Substituting this into (6) yields
Finally, using the geometric definition of domains D Proof of Lemma 9.1. For any 1 ≤ i ≤ 2u, let e i , h i ∈ [2k] be such that P i = [e i , h i ] as a circular interval. Let e i , h i ∈ [n] be such that proj( e i ) = e i − 1 and proj( h i ) = h i + 1. Then define
It is clear that this is a chord separated collection since the relation of being chord separated is preserved with respect to shifting and omitting elements. Also note that e i and h i belong to the symmetric difference of I and J, so 1, p i belong to φ i (I ∪ J) but not to φ i (I ∩ J). Let U = φ i (I ∩ J) and V = φ i (I ∪ J) \ {1, p i }. Our goal is to apply Lemma 8.5 to φ i (W), U and V . In order to do that we need to show the following Lemma 9.4. The collection φ i (W) is chord separated from the eight sets
Proof. Since P i is an interval associated with I and J, it follows that either I ∩ P i = ∅, J ∩ P i = P i or vice versa. These two cases are symmetric so let us assume that I ∩ P i = ∅ and J ∩ P i = P i . But then we get e i − 1, h i + 1 ∈ I. Lifting all this from [2k] to [n] yields that φ i (I) = 1 ∪ U ∪ p i and φ i (J) = V . We need to see why the rest six subsets from (7) are chord separated from W.
Suppose for example that 1 ∪ U is not chord separated from some R ∈ φ i (W). Since 1 ∪ U ∪ p i is chord separated from R, there must be
Let d, f, g ∈ P i be their preimages under φ i , and let R be the image of some R ∈ W. We get that d, f, g, h i ∈ [n] are cyclically ordered so that
Let α, β, γ, δ ∈ [n] be the integers for R from Lemma 7.1. Since
We therefore have either J ⊂ R ⊂ I or I ⊂ R ⊂ J on (α, β). We know that d ∈ I, d ∈ R which means that we have J ⊂ R ⊂ I on (α, β) and in particular d ∈ J so d = 1 and d = e i . If d ∈ (α, β) then the same is true for f . We get a contradiction since f ∈ J \ I while we have J ⊂ I on (α, β). Thus we get that d ∈ (γ, δ). This is impossible because then proj(γ, δ) would intersect all the intervals associated with I and J which contradicts Lemma 7.1. We have shown that φ i (W) is weakly separated from 1 ∪ U . The proof that U ∪ p i is weakly separated from φ i (W) is absolutely similar. Suppose now that U is not weakly separated from some R ∈ φ i (W). Then there exist a < b < c < d ∈ [ p i ] such that either a, c ∈ U \ R and b, d ∈ R \ U or vice versa. In the first case, we get that 1 ∪ U is not weakly separated from R, and in the second case we get that U ∪ p i is not weakly separated from R. In either case we get a contradiction with what we have previously shown and thus the four sets U, 1 ∪ U, U ∪ p i , 1 ∪ U ∪ p i are weakly separated from φ i (W).
The proof for the remaining four sets from (7) follows from the fact that the relation of chord separation is preserved under replacing all subsets in W by their complements. We are done with the proof of Lemma 9.4. Lemma 9.5. Let R ∈ W be a set and consider the numbers α < β ≤ γ < δ ≤ α given by Lemma 7.1. Then for each 1 ≤ i ≤ 2k, there exist two numbers b i ∈ [α, β) and a i ∈ (γ, δ] such that the (combinatorial) chord through a i and b i separates R \ S i from S i \ R and the same chord separates R \ S i−1 from S i−1 \ R. More specifically, a i and
Proof. Note that we do not know yet that R and S i are weakly separated, as this is the result of Lemma 9.1. Of course, if we separate R \ S i from S i \ R by a chord, we can immediately deduce Lemma 9.1 from this because their sizes coincide. Let R ∈ A I,J . We define a i and b i as follows: the interval [a i , b i ] is any maximal (by inclusion) interval satisfying
subject to the conditions
Note that there exists at least one interval [a i , b i ] satisfying (9), namely, [δ, α] on which by Lemma 7.1 we have I ∪ J ⊂ R (recall that S i and S i−1 satisfy condition (a) by definition).
We are going to show that for thus defined a i , b i we also get
Suppose this is false: there is some element c ∈ R ∩ (b i , a i ) such that c ∈ S i ∩ S 
By Lemma 7.1, the set proj[α, β) is contained in P r ⊂ [2k] which is the right endpoint of R. Recall the notation P r = [ e r , h r ] from the beginning of this section. We have that b i < d < c all belong to P r so let us apply φ r to them to get elements
We know that c ∈ [α, β) and proj[α, β) ⊂ P r which actually implies that 1 < b i < d < c < p r . Let R := φ r (R). Now, we know that d ∈ S i ∪ S i−1 but d ∈ R. We will assume that d ∈ S i for simplicity, the case d ∈ S i−1 is completely analogous.
By the definition of S i , there is an index t ∈ [0, p r ] such that
Hence we have d ∈ S r t \ R and c ∈ R \ S r t , and we know that R is chord separated from S r t , 1 ∪ S r t , S r t ∪ p r , 1 ∪ S r t ∪ p r . Therefore we have either 1 ∈ R or p r ∈ R, because otherwise if 1 ∈ R and p r ∈ R, R would not be chord separated from S r t ∪ p r . So suppose 1 ∈ R. Then in order for 1 ∪ S r t and R to be chord separated, we must have 2, . . . , d − 1 ∈ R \ S i r . Applying the inverse of φ implies that the integers e r < α ≤ d < c < β ≤ h r are cyclically ordered and e r , d ∈ R, c, h r ∈ R.
Moreover, on [ e r , d] we must have R ⊂ I ∪ J in order for 2, . . . , d − 1 ∈ R \ S i r . Note that e r ∈ I ∪ J by definition. The fact that e r ∈ R means that e r ∈ [δ, α] where I ∪ J ⊂ R. Therefore [δ, α] ⊂ ( e r , d]. It follows that on [δ, α] we have R = I ∪ J. Thus the set R is contained in I ∪ J (on [n]) and hence proj R contains at least k elements. Since δ ∈ ( e r , d], the image proj(γ, δ) belongs to either P r or P r−1 . The conclusion is, the images of (γ, δ), [δ, α] , and (α, β) under proj are all contained in two intervals P r , P r−1 associated with I and J. But on the remaining interval [β, γ] we have R ⊂ I ∩ J so proj R contains no elements on the complement of P r ∪ P r−1 . We get a contradiction since proj R has at least k elements but is supported on just two intervals associated with I, J which form a balanced pair. We are done with the case 1 ∈ R. The case p r ∈ R follows by replacing each set with its complement. We are done with Lemma 9.5 and thus with Lemma 9.1.
Proof of Lemma 9.2. Define 0 = q 0 , q 1 , . . . , q 2u = 2k to be the partial sums of p i 's: (2), . . . , γ(2k)) defined in such a way that for every 1 ≤ i ≤ 2u and for every 0 ≤ t ≤ p i we have Because τ I and τ k,2k are involutions, it follows that
, and we are done by Theorem 6.3.
Proof of Lemma 9.3. We need to prove W ⊂ D Next, we want to show the first inclusion W ⊂ D out S . In other words, for any R ∈ W we need to show that the point in R 2 corresponding to R lies outside the simple closed curve ζ S corresponding to S. Note that S has to satisfy some additional properties from Theorem 4.7 in order for ζ S to be non self-intersecting. These properties are:
(1) S contains no quadruple S p−1 , S p , S q−1 , S q such that {S p−1 , S p } = {Xi, Xk} and {S q−1 , S q } = {Xj, Xl}, where i < j < k < l; (2) S contains no quadruple S p−1 , S p , S q−1 , S q such that {S p−1 , S p } = {X\i, X\k} and {S q−1 , S q } = {X\j, X\l}, where i < j < k < l. It is clear that S satisfies both of them, because for each X of size k − 1 (resp., k + 1), there are at most two elements S p , S q in S that contain (resp., are contained in) X.
The question of whether R lies inside or outside of ζ S is not immediately clear because ζ S is in general not a convex polygon, so it can happen that there is no line in R 2 separating R from ζ S . We now give a simple sufficient condition for a point in R 2 to be outside of a polygonal closed curve in R 2 .
Lemma 9.6. Let ·, · be the usual inner product in R 2 and let v ∈ R 
After we take the inner product of both sides with w i , we get
On the other hand, by the properties of w i
This implies that all the inequalities are actually equalities meaning that t = 0 so v ∈ L.
We would like to use now Lemma 9.6 to prove Lemma 9.3. To do that, we are going to use the geometric definition of D in S . We need to construct vectors w i , 1 ≤ i ≤ 2k, that satisfy the requirements of Lemma 9.6. We do this with the help of Lemma 9.5. Namely, number the elements of I J by (t 1 , t 2 , . . . , t 2k ) in cyclic order. Consider a convex n-gon with vertices ξ 1 , . . . , ξ n ∈ R 2 such that the vectors (
would be the vertices of a regular 2k-gon. The edges of the curve ζ S are exactly line segments connecting S i−1 to S i for some i. For each such edge we have a vector ξ a i − ξ b i from Lemma 9.5. Let w i be a unit vector that is orthogonal to ξ a i − ξ b i so that the orientation of (ξ a i − ξ b i , w i ) would be positive. Let w be the vector orthogonal to ξ α + ξ β − ξ γ − ξ δ . The fact that the inner product w i , w is always positive for all i ∈ [2k] follows from the following observations:
• I, J form a balanced pair;
• each of proj(γ, δ] and proj[α, β) is contained in a single interval associated with I; • the union (γ, δ]∪[α, β) contains less than k elements of {t 1 , t 2 , . . . , t 2k }. Indeed, the last claim together with the way we arranged the vertices of our n-gon ensures that the angle between w and w i is strictly less than π/2.
Finally, since the numbers a i , b i satisfy properties (1)-(4) in the statement of Lemma 9.5, we get that the vectors w i satisfy the requirements of Lemma 9.6. This finishes the proof of Lemma 9.3 and hence we are also done with the proof of Theorem 3.8 (which implies Theorem 3.2).
The unbalanced case
In the previous sections, we found the exact value of d(·, ·) for balanced pairs. In this section, we concentrate on the unbalanced case. As we mentioned in Remark 3.3, the purity phenomenon does not necessarily hold. However, we can still provide a lower bound for the size of the maximal weakly separated collections inside the domain, and as a result, to obtain an upper bound on d(·, ·) for the unbalanced case. This bound is described in Theorem 10.3.
In addition, in Theorem 10.4, we evaluate the exact value of d(·, ·) for a wide family of unbalanced pairs. Recall that for an even positive integer t, P t is the collection of all sets I for which I and I partition the circle into t intervals. In this section we concentrate on the structure of P 4 . This case is particularly interesting, since t = 4 is the minimal t for which I, I ∈ P t are not weakly separated. While sets I ∈ P 4 can never be balanced, we were still able to find the exact value of d(I, I) as well as the maximal possible cardinality of a weakly separated collection in A I,I . Moreover, we also find the value of D(I, I), the mutation distance between I and I introduced in [3] . The following definition and problem were introduced in [3] . . Note that in the definition above, we consider only mutations that are square moves (that were discussed in previous sections). There are more general types of mutations, which are beyond the scope of this paper. 
Then a maximal (by size) weakly separated collection in A A,A is of size at least
Note that by subtracting (10) from 1 + k 2 we get an upper bound on d (A, A) .
is the partition of the circle associated with A (so u = 2). Then the following three statements hold:
(1) A maximal weakly separated collection in A A,A is of size at most 2k +
, and this bound is tight. .
In order to prove theorem 10.4, we start by presenting a certain projection of weakly separated collections in A A,A into R 3 . Given n > 0 and 4 positive integers x, y, z, w that satisfy x+y +z +w = n, we define the projection φ x,y,z,w : 2
[n] → R 4 such that
be a weakly separated collection. Then φ x,y,z,w (C) lies in the intersection of R 4 with the hyperplane x 1 + x 2 + x 3 + x 4 = k, so φ x,y,z,w (C) is, in fact, lying in a space isomorphic to R 3 . For simplicity, from now on we denote φ x,y,z,w by φ, unless we would like to specify the values of x, y, z, w. In the next two lemmas we described certain important properties of φ. (that is, the pyramid consists of the elements φ(J)+ 4 i=1 t i α i such that t i ≥ 0 for all i). Then for all I ∈ C, φ(I) cannot lie in the interior of P . Similarly, φ(I) cannot lie in the interior of −P (which is defined as φ(J) +
Proof. Assume in contradiction that there is an element I ∈ C such that φ(I) lies in the interior of P . Therefore φ(I) = φ(J) + 4 i=1 t i α i such that either t 1 , t 3 > 0 or t 2 , t 4 > 0 (or both). Indeed, otherwise if t i = t i+1 = 0 for some i = 1, 2, 3, 4 then φ(I) would lie on the boundary of P . Thus without loss of generality we may assume that t 1 , t 3 > 0. Then
and hence there exist i 2 , i 4 ∈ I \ J and j 1 , j 3 ∈ J \ I such that j 1 < i 2 < j 3 < i 4 . This contradicts the assumption that C is weakly separated. We can similarly prove the statement for −P , so we are done. (2) S ∪ {a, b}, S ∪ {b, c}, S ∪ {c, d}, S ∪ {a, d}, S ∪ {a, c} ∈ C.
LetĈ be the collection that is obtained from C by applying a square move on S ∪ {a, c}, soĈ = (C \ S ∪ {a, c}) ∪ (S ∪ {b, d}). Then the following holds:
( (2) Otherwise, φ(C) = φ(Ĉ).
Proof. The first claim is clear, so we consider the second claim. Without loss of generality, there are 4 cases that we need to check: (1) a, b, c, d belong to the same interval. In this case φ(S ∪ {a, c}) = φ(S ∪ {b, d}). In all the cases, φ(C) = φ(Ĉ) so we are done.
We are now ready to present the proof of Theorem 10.4. Throughout the proof, we let φ := φ p 1 ,p 2 ,p 3 ,p 4 .
Proof. Let C,Ĉ ∈
[2k] k be two maximal weakly separated collections that contain A and A respectively (since A and A are not weakly separated, C =Ĉ). Denote by (11) C 0 = C → C 1 → C 2 → . . . → C m =Ĉ the shortest sequence of square moves that transforms C intoĈ. Note that φ(A) = (p 1 , 0, p 3 , 0), φ(A) = (0, p 2 , 0, p 4 ) and p 1 + p 3 = p 2 + p 4 = k. Since rotating A and A (modulo 2k) and switching between them has no effect on the result, we can assume without loss of generality that 0 < p 2 , p 3 , p 4 ≤ p 1 (and hence p 3 ≤ p 1 , p 2 , p 4 ). Let P and Q be the square pyramids consisting of the points φ(A) + 4 i=1 t i α i and φ(A) + 4 i=1 t i (−α i ) respectively, such that t i ≥ 0 for all i. We use α i 's from Lemma 10.5. By this lemma, all the points in φ(C) cannot lie in the interior of P (so they lie either on the surface or outside the pyramid). Similarly, all the points in φ(Ĉ) cannot lie in the interior of Q. Recall that p 1 − p 4 + p 3 = p 2 , p 4 ≤ p 1 , and hence φ(A) = φ(A) + (p 1 − p 4 )α 3 + p 4 α 4 + p 3 α 2 and φ(A) lies in the interior of the pyramid P . Therefore, the interior of P ∩ Q does not contain points of φ(C) or φ(Ĉ). Let Z be the set of points that lie in the intersection of the interior of Q with the set {x | x = φ(A) + t i α i + t i+1 α i+1 for i ∈ {1, 2, 3, 4}, 0 ≤ t i , t i+1 ∈ Z} (we define i+1 = 1 for i = 4). Note that Z consists of all the "integral" points on the boundary of P , that lie in the interior of Q (an integral point is a point for which all the four t i 's are integers).
Lemma 10.6 implies that for any 0 ≤ i ≤ m − 1, either φ(C i ) = φ(C i+1 ), or φ(C i+1 ) is obtained from φ(C i ) by taking a point O ∈ φ(C i ) and adding to it (or subtracting form it) α 1 + α 3 = (−1, 1, −1, 1) . By the lemma, the latter option is possible only if all the four points O + α 1 , O + α 2 , O + α 3 , O + α 4 (or all the four points O − α 1 , O − α 2 , O − α 3 , O − α 4 ) are in φ(C i ). Recall that the image of φ lies in the 3-dimensional space F that formed by the vectors in R 4 whose sum is k. Let N be the plane that is orthogonal to the line t(−1, 1, −1, 1) in F . Finally, let g : F → N be the orthogonal projection onto N . By Lemma 10.6 and the discussion above, 1, −1, 1) . Consider now the sequence in (11). Clearly, g(φ(A)) ∈ g(φ(C)) ∩ g(Z). The set A must be mutated at some stage in the sequence, since A / ∈ C m . Therefore, from the discussion above, each one of g(φ(A) + α 1 ), g(φ(A) + α 2 ), g(φ(A) + α 3 ) and g(φ(A) + α 4 ) must lie in g(φ(C j )) for some j. By (12) we get that each one of them lies in g(φ(C)), and therefore corresponds to an element E i in C (for i = 1, 2, 3, 4 respectively). For each such i, if g(φ(E i )) ∈ g(Z) then E i lies above (or on the surface) of P , and does Figure 9 . For example, the top horizontal line has p 3 +1 integer points, as indicated in the description of Figure 9 . Figure 11 . The left two figures are rotations of the shape formed by the intersection of the pyramids P and Q for the case p 1 = 4, p 2 = 3, p 3 = 2, p 4 = 3. The right figure shows the remainder of the pyramid P after we removed the portion which intersects with Q for the case p 1 = 6, p 2 = 3, p 3 = 1, p 4 = 4.
We conclude this section with the proof of Theorem 10.3.
Proof of Theorem 10.3. In order to prove this theorem, it is enough to construct a weakly separated collection in A A,A of cardinality (10) . Let S i = [s, . . . , s + p i − 1] be an interval in the partition of the circle associated with A, and let x < y ∈ S i . Define T i to be the collection In order to prove the theorem, it is enough to show that
is a weakly separated collection in A A,A (note that from the definition of T i , M ij and B i , all the k-tuples in the union are different). First, it is easy to see that every k-tuple in C is weakly separated from both A and A. This holds since for any I ∈ C, I \ A is either an interval, or a union of two intervals such that no element of A\I lies in between them (from one of the two sides). The same holds for A. Hence C ⊂ A A,A . We now need to show that C is weakly separated. Now, if M ij is nonempty for some pair i < j, i = j − 1, then a i + b j ≥ k. This implies that for all other nonempty sets of the form M uv , either we always have u = i, or we always have v = j. From here, by simple case analysis, it is easy to verify that C is indeed weakly separated, and we are done.
