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Describing the microscopic details of the interaction of magnets and spin-polarized currents is key
to achieve control of such systems at the microscopic level. Here we discuss a description based on
the Keldysh technique, casting the problem in the language of open quantum systems. We reveal
the origin of noise in the presence of both field-like and damping like terms in the equation of motion
arising from spin conductance.
I. INTRODUCTION
The spin transfer torque (STT) is one of the most stud-
ied spintronics effects [1], in particular due to its appli-
cations in storage devices. Indeed, the magnetization
direction of a ferromagnetic layer, acting as a bit, can be
flipped by means of a spin-polarized current, inducing a
torque [2, 3].
The dynamics of the macroscopic magnetization in
presence of a magnetic field is usually described by the
Landau-Lifshitz-Gilbert (LLG) equation, which can be
introduced by phenomenological arguments [4, 5]. In the
LLG equation, two types of terms are usually considered.
The first type includes the torque exerted by the total ef-
fective magnetic field (the torque is perpendicular to both
the magnetization and the magnetic field), whereas the
second type takes care of damping effects (the torque is
perpendicular to both the magnetization and to its time
derivative). In the context of the STT literature, polar-
ized currents appear as additional terms, which may have
both a field-like or a damping-like character, depending
whether they act as the torques of the first or second
type [6–15]. In hybrid ferromagnetic-metal systems[16–
18], the coupling of the electrical current to the macro-
scopic degree of freedom of the magnetization is obtained
by an exchange interaction. Furthermore, the interface
between the ferromagnet and the metal is described by
an effective spin-mixing conductance[7, 17, 19]. Within
such approach, the dynamics of the magnetization re-
mains purely quasiclassical and the focus is on the diffu-
sive aspects of the charge and spin dynamics of the free
carriers.
In recent years, the advances in fast time-resolved mea-
surements have showed that the magnetization dynamics
of a nanomagnet crossed by a polarized current presents
a stochastic behaviour at a short time interval [20–23].
In such regime, the arising noise should not be such to
disturb the device operation, and it could even be engi-
neered to help the magnet switching, reducing dissipative
effects and heating of the material [24]. In this respect,
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it is fundamental to root the phenomenological quanti-
ties in the LLG equation in a microscopic description of
the magnet as well as of the current, able to take into
account noise and quantum effects in the dynamics.
The effort of deriving a microscopic description has
been carried out by means of different approaches.
In [25], a model was constructed, based on a tunnel-
ing Hamiltonian between two normal metal layers sepa-
rated by a magnet, adopting the Keldysh formalism [26]
to account for the interaction between the magnet and
the spin current. The form of the Hamiltonian contains
coupling constants that remain to be determined based
on phenomenological considerations. In [27], instead, an
explicit exchange interaction Hamiltonian between free
propagating electrons and a localized magnetic impurity
is considered. The dynamics is then described by means
of the associated scattering matrix, while considering the
idealised case of a current made of single electrons arriv-
ing at the impurity site separately at given times. This
is a powerful model for a single magnet, but it presents
some difficulties in extending it to more general instances,
including coupling to multiple magnets or the presence
of electron-electron interaction.
In this paper we combine the two approaches and
adopt the Hamiltonian of Ref. [27] using the Keldysh
technique (see e.g. the book by Rammer [28] for a peda-
gogical introduction), formulated in the context of func-
tional integrals [29, 30], to obtain a systematic perturba-
tive expansion around the semiclassical limit represented
by the LLG equation. Differently from previous investi-
gations we highlight the presence of both field-like and
damping-like noise contributions, and connect them di-
rectly to the spin-mixing conductance, which is expressed
in terms of the transmission scattering amplitudes for
electrons with opposite spin polarization. This is po-
tentially important for extending our treatment to more
complex scattering regions, whose behavior may, nev-
ertheless, be described in terms of the spin-dependent
transmission scattering amplitudes.
The layout of the paper is the following. In section
II we introduce the Hamiltonian of the problem and dis-
cuss the application of the Keldysh method to derive an
equation of motion for the magnet. In section III a nu-
merical example is studied and compared with existing
results obtained in complementary approaches. Finally,
conclusions are discussed shortly.
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2FIG. 1. Conceptual scheme of the device. Electrons move
across a magnet with total angular momentum ~J under the
action of a spin potential difference ∆µs. In the magnetic
region, they experience a spin-dependent potential V+ :=
d · (λ0 +J λ/2) and V− := d · (λ0−J λ/2), depending whether
their spin is parallel or anti-parallel to the magnetization vec-
tor ~J , where d is the magnet length.
II. THE MODEL HAMILTONIAN
The system we model is depicted in Fig. 1. Electrons
flow along the x¯ direction across a magnet with total
angular momentum ~J of nanoscopic physical size, yet
comprising a large number of constituents J ∼ 104. The
electronic current is polarized, due to a spin potential
difference ∆µs. The complete Hamiltonian reads [27]:
H = − ∂
2
x¯
2m
+ γ ~B · ~J + δ(x¯) (λ0 + λ ~J · ~s), (1)
where the first term is the electron kinetic energy for a
particle propagating along a one-dimensional quantum
channel, ~B is a weak external magnetic field, ~s is the
electron spin. We have taken the approximation that
the magnetic region is much smaller than the length of
the channel, hence the interaction takes only place at the
position x¯ = 0 of the magnet; the actual magnetization is
given by ~M = γ ~J , where γ ' |e|/m is the gyromagnetic
ratio of the electron and we have chosen units such that
~ = 1.
A generic observable will evolve in time with the prop-
agator Uˆt,t0 from the initial time t0 to an arbitrary time
t:
〈Oˆ(t)〉 = tr
[
Uˆ†t,t0 Oˆ Uˆt,t0 ρˆ(t0)
]
, (2)
where ρˆ(t0) is the density matrix for the initial state of
the system, and Uˆ†t,t0 = Uˆt0,t. The Keldysh method thus
exploits this symmetry to introduce forward and back-
ward paths in time; the expectation value (2) is obtained
by means of an action S and a function O, integrated
over bosonic and fermionic degrees of freedom:
〈Oˆ(t)〉 =
∫
D[b¯+, b¯−, ψ¯+, ψ¯−, b+, b−, ψ+, ψ−]O ei S (3)
where the complex variable b± and its conjugate b¯± refer
to the bosonic field, and the Grassman numbers ψ±, ψ¯±
refer to the fermionic field. The integration is carried out
over the paths t→ b±(t) and t→ ψ±(t) in both the for-
ward (+) and backward (-) direction of the propagation
in time. This formalism produces four propagators in
time, two for each time branch and two connecting across
them, only three of which are independent. For bosons,
the number of propagators is reduced by the Keldysh
rotation [26]:
bcl =
b+ + b−√
2
, bq =
b+ − b−√
2
, (4a)
b¯cl =
b¯+ + b¯−√
2
, b¯q =
b¯+ − b¯−√
2
. (4b)
going under the name of classical and quantum parts,
respectively.
In our case, the fermionic degrees of freedom are the
variables of the electrons, and we can treat the magnet
spin J as a bosonic field by means of a Holstein-Primakoff
(HP) transformation [31]:
Jˆ+ := J
√2− bˆ† bˆ
J
 bˆ√
J
, (5a)
Jˆ− := J
bˆ†√
J
√2− bˆ† bˆ
J
 , (5b)
Jˆz := J − bˆ† bˆ (5c)
where bˆ† and bˆ are bosonic creation and annihilation op-
erators obeying canonical commutation rules.
The zero-boson state hence represents the classical
limit in which the nano-magnet is perfectly aligned to
a given axis, identified with zˆ. The presence of boson
excitations introduces quantum fluctuations of the mag-
net spin around this classical axis. In this representa-
tion, the interaction between the magnet and the elec-
trons can be depicted by the Feynman vertices in Fig. 2a
and b: the one-boson vertex is of the order 1/
√
J , while
the two-boson vertex is of the order 1/J . For a typical
nanomagnet [27], we can consider only the terms up to
the 1/J-order, that is the Feynman diagrams shown in
Fig. 2c-e. This allows to consider the semiclassical limit
of the HP transformation as:
Jˆ+ =
√
2 J bˆ+O
(
1√
J
)
, (6a)
Jˆ− =
√
2 J bˆ† +O
(
1√
J
)
, (6b)
Jˆz = J − bˆ† bˆ. (6c)
3FIG. 2. Feynman vertices and diagrams included in our ex-
pansion. (a) single-boson vertex, (b) two-boson vertex, (c)
“tadpole” diagram (d), (e) boson self-energy diagrams.
In order to derive the equation of motion for the
magnetization, we have proceeded as follows [29, 30].
The Hamiltonian (1) has been rewritten taking into ac-
count explicitly the linearised HP transformation (6), and
three terms have been recognised: H0e= − ∂
2
x¯
2m + (λ0 +
λJsz) δ(x¯), which contains the electronic part at fixed
magnetic spin, Hm = γ
J
2
(
B+bˆ
† +B−bˆ
)
+γBz
(
J − bˆ†bˆ
)
that describes the coupling of ~J to the magnetic field,
and, the interaction term Hb, containing all the rest. The
Hamiltonians H0e and Hm are used to obtain the initial
states, then Hb is used as a perturbative correction. The
electronic degrees of freedom are traced out, originating
the corrections represented by the Feynman diagrams in
figures 2(c-e). We have thus found a functional integral
expression for the magnet observables in the form:
〈Oˆ(t)〉 =
∫
D[I1, I2] e
− ∫ dt I21(t)+I22(t)2
×
∫
D[b¯cl, b¯q, bcl, bq]O(b¯cl, bcl)
×ei{
∫
dt b¯q[i ∂tbcl+f(bcl,θ,I1,I2)]+h.c.}, (7)
where θ is the angle between the current polarization axis
and the magnetization direction ~J ; the function f is ob-
tained from the sum of the contributions in the Feynman
diagrams in figure 2(c-e). The explicit calculations are
reported in the Appendix. Here, I1, I2 are two auxiliary
time functions that allows us to linearize the Keldysh
action with respect to bq and b¯q [32]. The semiclassical
limit is taken by performing the integration of Eq. (7)
with respect to bq, b¯q:
〈Oˆ(t)〉 =
∫
D[I1, I2] e
− ∫ dt I21(t)+I22(t)2 ∫ D[b¯cl, bcl]O(b¯cl, bcl)δ [i ∂tbcl + f(bcl, θ, I1, I2)] δ [−i ∂tb¯cl + f¯(bcl, θ, I1, I2)] ,
(8)
where δ is the Dirac function. This implies that{
i ∂tb
cl + f(bcl, θ, I1, I2) = 0,
−i ∂tb¯cl + f¯(bcl, θ, I1, I2) = 0 (9)
are the equations of the motion. The generic function
t 7→ Ii(t) in the functional integral is weighted by the
factor e
∫ − I21(t)+I22(t)2 dt, as in the Martin-Siggia-Rose ac-
tion [33]: the weight is the multivariate Gaussian dis-
tribution probability, with zero mean value and unitary
variance:
〈Ii(t)〉 = 0, 〈Ii(t1) Ij(t2)〉 = δ(t1 − t2) δij , (10)
that is, Ii must be considered as Langevin terms in the
equation of motion. The presence of these stochastic
terms is not surprising, since it is the typical situation of
the open quantum systems: when some degrees of free-
dom are traced over, a stochastic behaviour appears.
Finally, the equation of motion for the magnet can be
cast in the LLG form, where the coefficients are expressed
in terms of microscopic quantities:
∂t ~J = γ ~B × ~J + CF zˆ′ × ~J + CD ~J × (zˆ′ × ~J) (11)
where zˆ′ is the polarization axis of the incoming electrons:
zˆ′ × ~J and ~J × (zˆ′ × ~J) are a field-like and a damping-
like term (compare with LLG equation), that produce
respectively a precession around the polarization current
direction zˆ′ and an alignment to it. The corresponding
microscopic coefficients CF and CD are given by:
CF = <C1 + − cos θ=C2 I1 + <C2 I2
sin θ
, (12a)
CD =
=C1
J
+
cos θ<C2 I1 + =C2 I2
sin θ J
, (12b)
where the Ci depend on the scattering matrix and in-
crease with the spin potential difference ∆µs. In par-
ticular, C1 is the contribution of the tadpole diagram
Fig. 2(c), while C2 corresponds to the boson self-energy
diagrams which are higher order corrections in 1/
√
J
Fig. 2(d-e). This term disappears in the macroscopic
limit J → +∞, while it gives contribution also at zero
temperature (both quantum and thermal noise). Com-
paring our results with the simpler model in [25], we ob-
tained that the scattering of the electrons from the local-
ized magnet results in both field-like and damping-like
stochastic correlated terms, as well as a more complex
expression for the noise. We may further notice that
4field-like and damping-like contributions originate from
the real (see <C1 and <C2) and imaginary (see =C1 and
=C2) parts of the coefficients C1 and C2. The presence
of the real and imaginary parts is physically due to the
different phase shift, upon scattering from the magnet,
experienced by electrons with opposite spin orientation.
The microscopic coefficients C1 and C2, whose explicit
expression is given in the next Section (see Eqs (14a)-
(14b)), are then the result of the interference between the
transmission processes for electrons with opposite spin.
This interference gives rise to the so-called spin-mixing
conductance [19], which appears whenever paramagnetic
conductors are coupled with ferromagnetic metals.
III. NUMERICAL EXAMPLE
We now turn to solving the equation of motion (11) we
have obtained in the previous section. It is convenient to
tackle this by numerical methods. For a comparison to
the results in Ref. [27], we adopt in our solution the same
parameters and initial conditions. In this example, an ex-
ternal magnetic field ~B is only applied at the beginning
of the dynamics, and it is assumed that the timescale
for the dynamics is much shorter than any thermaliza-
tion time: for these reasons, the magnetic field and the
temperature are relevant only for determining the initial
state. This is the Gibbs ensemble associated to the un-
perturbed magnet Hamiltonian Hm [27], characterized
by the probability distribution:
P (zˆ, t = 0) = C e−β E = C eβ ~M · ~B = C eβ γ J zˆ· ~B (13)
where E is the magnetic energy and C is a normalization
constant C−1 = 4pi sinh(β B γ J)/(β B γ J).
We considered a polarized current along the zˆ′ axis
coming from the left to the right: ∆µRspin = 0 and
∆µLspin =: ∆µspin. Under these conditions, we have
C1 = t↓(kF ) t∗↑(kF )
∆µspin λm
4pi kF
, (14a)
C2 = t↓(kF ) t∗↑(kF )λ
√
∆µspinm
pi 16 F
, (14b)
where t↑↓(kk) is the transmission coefficient for the
electrons with spin parallel and anti-parallel with re-
spect to ~J , respectively, evaluated at the Fermi wave-
length (the calculations are reported in the Appendix).
In [27] it is assumed that ne = 1.5 · 105 electrons with
fixed spin up come from the left to right in a time
tn, which is typically of the order of the nanosecond.
Since the density current associated to a plane wave
Ψ(x¯) = Ae±i |k| x¯ is I = 1m = (Ψ∗ ∂x¯Ψ) = ± 1m |k| |A|2,
we must have ∆µspin = 2pi ne/tn. The actual numerical
values are reported in Table I.
With the adopted choice of the numerical values of
the parameters C22 is negligible with respect to C1 to a
Element Value Dimensions
t↑(kF ) 0.067− 0.251 i
t↓(kF ) 0.924− 0.265 i
∆µspin 9.990× 10−29 J s/tn energy
C1 (3.312 + 5.509 i)/tn time
−1
C2 (0.009 + 0.014 i)/
√
tn time
−1/2
B 0.05 T magnetic field
~B direction (θ, φ) = (2.8, 1.0)
T 1 K temperature
TABLE I. To reproduce the simulation in [27], we consider
λ0 = 3.36 · 10−28J m, λ = 5.76 · 10−32J m, J = 104 and kF =
13.6 nm−1; furthermore ∆µspin = 2pi 1.5 · 105/tn.
FIG. 3. Mean value trajectory of ~J/J during the time interval
[0, tn].
first approximation. We will see that this is inappropri-
ate around the switching time t ∼ tn, and the quantum
fluctuations become the main contribution to noise.
Fixing C2 = 0 and choosing the θ = 0 axis parallel to
the current polarization, the solution of the equation of
motion (11) is easily found:{
θS(t, θ0) = θ(t) = 2 cot
−1 [cot ( θ02 ) e=C1 t] ,
φS(t, φ0) = φ(t) = <C1 t+ φ0, (15)
where θ0 and φ0 are the angles for t = 0. Observe that
θ(t) is a decreasing function that, for t → +∞, goes to
0; this represents the damping effect. The trajectory of
the average (over all the possible pairs of initial values θ0
and φ0 chosen in the Gibbs ensemble of Eq. (13)) value
of ~J is traced in Fig. 3.
We take into account the fluctuations of J in Fig. 4,
where we show the time-dependent probability distri-
bution p(θ, φ; t), with the initial condition p0(θ, φ) =
p(θ, φ; t = 0) = P (zˆ, t = 0) sin θ. The time evolution
for p(θ, φ) is derived by considering the evolution of each
trajectory:
p(θ, φ; t) = p0[θS(−t, θ), φS(−t, φ)]
×
∣∣∣∣∂[θS(−t, θ), φS(−t, φ)]∂(θ, φ)
∣∣∣∣, (16)
5(a) The initial probability
distribution.
(b) The distribution for
t = 0.3 · tn.
(c) The distribution for
t = 0.5 · tn.
(d) The distribution for t = tn.
FIG. 4. The probability distribution for (θ, φ) in radians.
(a) Mean value. (b) Fluctuation.
FIG. 5. Mean value and standard deviation of ~J/J during
the time interval [0, tn].
where |∂(θS , φS)/∂(θ, φ)| is the absolute value of the Ja-
cobian determinant; this expression has been used to ob-
tain the contour plots in Fig. 4.
The mean value and the standard deviation of the three
components of ~J are summarized in the plots of Fig. 5b,
where they are represented as a function of time. As ex-
pected based on the values of C1 and C
2
2 , these figures are
similar to the analogous ones in Ref. [27]; in particular,
the behaviour of the fluctuations in Fig. 5b is mostly due
to the propagation of the initial fluctuations. The only
discrepancy in this comparison is the fact that the proba-
bility density in Fig. 4d shows smaller fluctuations. This
is not surprising, since for large t damping suppresses all
the fluctuations because all the trajectories converge to
θ = 0: the quantum noise becomes relevant.
As anticipated, quantum fluctuations become impor-
tant in the long-time limit, in which, due to damping,
the angle θ(t) remains close to θ = 0, i.e. the magnet is
almost aligned to the spin of the current. This allows to
derive two equations for θ and φ from the Eq. (11) as
θ′(t) = −=C1 sin θ − [I1(t)<C2 cos θ + I2(t)=C2] ,
(17a)
φ′(t) = <C1 − I1(t)=C2 cos θ − I2(t)<C2
sin θ
. (17b)
The first equation can be linearised with respect to θ by
taking the small angle approximation:
θ′(t) ' −=C1 θ − I1(t)<C2 − I2(t)=C2. (18)
Since the last term is a linear combination of two in-
dependent Gaussian stochastic processes, it can be cast
as a single one with average 〈I(t)〉 = 0 and correlation
〈I(t1) I(t2)〉 = |C2|2 δ(t1 − t2). Therefore, Eq. (18) re-
duces to an Ornstein-Uhlenbeck process, whose corre-
sponding Fokker-Planck equation is:
∂tp(θ, t) = =C1 ∂θ[θ p(θ, t)] + |C2|
2
2
∂2θp(θ, t), (19)
whose stationary solution is a Gaussian distribution with
zero mean value and variance |C2|2/(2=C1). We refer to
the Appendix for the details on the derivation. The vari-
ance is of the order ' 5 · 10−5 in our numerical example,
thus giving a standard deviation consistent with the dif-
ference between our figure 4d and the numerical solution
in Ref. [27].
The dynamic equation for φ (17b) has a similar struc-
ture:
φ′(t) = <C1 + I˜(t), (20)
governed by a stochastic process with 〈I˜(t)〉 = 0, and
〈I˜(t1) I˜(t2)〉 = δ(t1 − t2) =C
2
2 cos
2 θ+<C22
sin2 θ
. The variance at
θ = 0 diverges, as one could expect since in this limit
the angle φ is not defined anymore, thus ensuring that
the trajectory t 7→ (θ(t), φ(t)) of the stochastic process
remains continuous. We also remark that in Refs. [27, 34]
the diffusion constant for the nano-magnet has been esti-
mated to be of the order of 105 s−1, which is comparable
with the thermal noise at T ∼ 3 K [34, 35]). This is also
captured by out treatment: for a flipping time tn ∼ 1 ns,
we find |C2|2 ∼ 3× 105 s−1.
In our derivation we have assumed that the full sys-
tem consisting of the electrons and the nano-magnet is
not isolated: such interaction with the environment (or
with a continuously measuring device) enforces it not to
remain in a superposition of different positions [36–38].
In principle, however, the Keldysh formalism can be ex-
ploited also when relaxing this assumption (refer to the
Appendix).
IV. CONCLUSION
We have introduced a simple model for the description
of noise in STT based on the Keldysh technique. This
6has allowed us to derive the equation of motion for a
nanomagnet interacting with a spin-polarized current; for
each term we are able to trace a microscopic origin, and
we have made an explicit connection with the spin mixing
conductance. We found a good agreement with the model
in [34], focusing on the scattering matrix approach in the
relevant limit.
Thanks to this versatile method, one can extend the
treatment to more involved examples, such as those ad-
dressing multiple magnets and their correlation that find
application in the read/write process, and potential ex-
tension to quantum information processing in a solid
state architecture.
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Appendix A: The many-body model
As in Ref. [27], we considered electrons only moving in
the x¯ direction. In principle, the model of Eq. (1) is easily
generalizable: if the electric current flows in a device with
nanometric transverse dimensions, one can quantize the
electron state along y¯ and z¯ and consider the eigenstates
along these directions as current channels [39]. The only
complication is that the magnetic scattering center in
x¯ = 0 would produces mixing between the channels.
The Keldysh formalism will allow us to treat that
model directly in the many-body framework, provided
that we translate the magnet degrees of freedom in terms
of boson fields. As in Ref. [25], we will consider the
Holstein-Primakoff bosonization defined in Eq.(5). By
this we consider a semi-classical approximation for the
magnet dynamics, in the limit of large J and slight de-
viation from a coherent state. We then confine to states
that are thus combination of few bosons states to en-
sure that the condition 〈Jˆx,y〉  J) holds. In turn, this
implies that
〈bˆ〉√
J
,
〈bˆ†〉√
J
= O
(
1√
J
)
, 〈bˆ† bˆ〉  J. (A1)
The many-body Hamiltonian Hˆ = Hˆm +Hˆ0e +Hˆb is then
rewritten in this limit.
The starting point is to identify the scattering states
associated to the electronic Hamiltonian Hˆ0e [39]:
Ψ|k|s(x) = N
×
{
|s〉 ei |k| x¯ + rˆ(k) |s〉 e−i |k| x¯, x¯ < 0,
tˆ(k) |s〉 ei |k| x¯, x¯ > 0, (A2a)
Ψ−|k|s(x) = N
×
{
tˆ(k) |s〉 e−i |k| x¯, x¯ < 0,
|s〉 e−i |k| x¯ + rˆ(k) |s〉 ei |k| x¯, x¯ > 0. (A2b)
Here N is a real normalization constant [40] and |s〉 are
spinors. This implies that the transmittivity and reflec-
tivity coefficients are spinor operators in the form
〈s1 | rˆ(k) | s2〉 =
(
r↑(k) 0
0 r↓(k)
)
, (A3a)
〈
s1
∣∣ tˆ(k) ∣∣ s2〉 = (t↑(k) 00 t↓(k)
)
(A3b)
with respect to the zˆ-quantization axis and
rs(k) =
1
−1 + i |k|m (λ0+λ s J/2)
, (A4a)
ts(k) =
1
1 + i m (λ0+λ s J/2)|k|
; (A4b)
for convenience we will use the notations s =↑↓ and s = ±
with the same meaning. The states Ψks constitute a basis
for electrons (respectively coming from left to right and
from right to left):
Hˆ0eΨks = ks Ψks, ks = k =
k2
2m
, s = ±. (A5)
Then the many-electron free Hamiltonian is written as
Hˆ0e =
∑
ks
k cˆ
†
ks cˆks, (A6)
where cˆks creates an electron in the state Ψks. We stress
that the choice to consider an expansion based on the
scattering eigenfunctions Ψks is a key technical point to
be exploited later on in our discussion.
The interaction term Hˆb containing the bˆ, bˆ
† operators
can be considered as a perturbation. Indeed, while Hˆ0e
contains the terms λ0 and λJ (that can be even consid-
ered of the similar order – see Fig. 1), it is easy to check
that Hˆb is given by the sum of terms that contain a sin-
gle bosonic operator (bˆ or bˆ†) which is of the order λ
√
J
(and then suppressed by a factor 1/
√
J with respect to
λJ) and a term proportional to bˆ bˆ† which is of the order
λ (and then suppressed by a factor 1/J with respect to
λJ).
The incoming current is polarized with respect to an
axis denoted zˆ′ to distinguish it from the one of the mag-
net zˆ. The spin states in these two reference frames are
related by the rotation
Uˆ(θ, φ) |s〉 = |s′〉 , (A7a)〈
s′1
∣∣∣ Uˆ ∣∣∣ s′2〉 = 〈s1 ∣∣∣ Uˆ ∣∣∣ s2〉
=
(
e−i φ/2 cos θ2 −e−i φ/2 sin θ2
ei φ/2 sin θ2 e
i φ/2 cos θ2
)
(A7b)
where Uˆ = e−i sˆz φ e−i sˆy θ, with polar and azimuthal an-
gle θ and φ, respectively. The creation operator cˆ†ks is
associated to an electron in the state |k, s〉, and similarly
for cˆ†ks′ :
cˆ†ks1 =
∑
s′2
〈s′2 | s1〉 cˆ†ks′2 =
∑
s′2
〈
s′2
∣∣∣ Uˆ† ∣∣∣ s′1〉 cˆ†ks′2 . (A8)
7Since the eigenvalues of H0e do not depend on s, we may
write the electronic Hamiltonian (A6) in the same form
in the two reference frames.
Then we assume that the incoming electrons density
matrix is that of a thermal state
ρˆs
′,d
0 =
1
Zs′,d exp
[
−β
∑
k
(
k − µs′,d
)
cˆ†d|k|,s′ · cˆd|k|,s′
]
,
(A9)
where the index d = ± describes the direction of the
electronic motion [41].
The operator that annihilates (creates) an electron in
x with spin s is given by
ψˆs(x) =
∑
k
Ψks(x; s) cks, ψˆ
†
s(x) =
∑
k
Ψ∗ks(x; s) c
†
ks,
(A10)
where Ψks(x; s) := 〈s|Ψks(x), therefore
ψˆs(0) = N
∑
k
ts(k) cks, ψˆ
†
s(0) = N
∑
k
t∗s(k) c
†
ks.
(A11)
The interaction Hamiltonian can then be written as
Hˆb = λ
∑
s1s2
∫
dx¯
[
−1
2
bˆ† bˆ σ3s2s1 +
√
2 J
2
σ+s2s1 bˆ
†
+
√
2 J
2
σ−s2s1 bˆ
]
ψˆ†s2(x¯) ψˆs1(x¯) δ(x¯), (A12)
where σ1, σ2, σ3 are the Pauli matrices, and σ± = σ1 ±
iσ2. This contains a degeneration lifting of the two spin
levels, as well as Jaynes-Cummings terms. These de-
scribe the situation in which the spin flip of an electron
creates or annihilates a bosonic excitation, accounting for
the conservation of the total angular momentum. Inte-
gration over x¯ gives the expression
Hˆb =
∑
s′2s
′
1k2k1
{
bˆ† bˆMs2s1k2k1(‖) cˆ
†
k2s′2
cˆk1s′1
+
[
bˆMs2s1k2k1(⊥) cˆ
†
k2s′2
cˆk1s′1 + h.c.
]}
= Hb‖ +Hb⊥, (A13)
where we have also used the basis transformation (A8).
The Hamiltonian can be separated into two contribu-
tions, depending on the relative orientation with respect
to the zˆ axis. The coefficient of the parallel contribution
is given by
Ms′2 s′1k2 k1(‖) := −
λ
4
N2
[
t∗+(k2) t+(k1)Ls
′
2s
′
1
+ (‖)
+t∗−(k2) t−(k1)Ls
′
2s
′
1− (‖)
]
, (A14)
with
Ls′2s′1+ (‖) =
(
1 + cos θ − sin θ
− sin θ 1− cos θ
)
, (A15a)
Ls′2s′1− (‖) =
(
cos θ − 1 − sin θ
− sin θ −1− cos θ
)
. (A15b)
This term is associated to the vertex in Fig. 2(b). The
coefficient for the perpendicular contribution is
Ms′2 s′1k2 k1(⊥) = λ
√
2 J
2
N2 t∗−(k2) t+(k1)Ls
′
2s
′
1(⊥), (A16)
with
Ls′2s′1(⊥) = e−i φ
(
sin θ
2 − sin2 θ2
cos2 θ2 − sin θ2 .
)
. (A17)
This term is associated to the vertex in Fig. 2(a).
Appendix B: Keldysh action
In the Keldysh formalism [29], the magnet-electron ac-
tion for our system is given by
S=
∫ +∞
−∞
dt
(
b¯+ i ∂t b+ +
∑
ks′
(ψ¯+)ks′ i ∂t (ψ+)ks′
−H[b¯+, ψ¯+, b+, ψ+]
)
−
∫ +∞
−∞
dt
(
b¯− i ∂t b− +
∑
ks′
(ψ¯−)ks′ i ∂t (ψ−)ks′
−H[b¯−, ψ¯−, b−, ψ−]
)
=
∫
dtL (B1)
where b± are numbers that correspond to the bosonic
degrees of freedom and ψ± are Grassmann numbers for
fermions modes. The Keldysh rotation can be applied
to reduce the number of propagators: we apply the rota-
tion (4) for bosons, while for fermions we use the Larkin-
Ovchinnikov notation [29]:
ψ1 =
ψ+ + ψ−√
2
, ψ2 =
ψ+ − ψ−√
2
, (B2a)
ψ¯1 =
ψ¯+ − ψ¯−√
2
, ψ¯2 =
ψ¯+ + ψ¯−√
2
. (B2b)
The action is the sum of four components: Sm, S0e,
Sb‖, Sb⊥. The first term of the Lagrangian L contains
terms associated to the magnet only:
Lm = b¯+ i ∂t b+ −Hm[b¯+, b+]− b¯− i ∂t b− +Hm[b¯−, b−],
(B3)
which yields the action:
Sm =
∫
dt
(
b¯cl b¯q
)( 0 i ∂t + γ Bz
i ∂t + γ Bz 0
)(
bcl
bq
)
−
∫
dt
[
γ
√
J√
2
B+
(
b¯+ − b¯−
)
+
γ
√
J√
2
B− (b+ − b−)
]
=
∫
dt
[
b¯q (i ∂t + γ Bz) b
cl − γ
√
J B+ b¯
q
]
+ h.c.,
(B4)
where the first integral has been evaluated by parts.
8The purely electronic contribution is written as
L0e =
∑
ks′
(ψ¯+)ks′ i ∂t (ψ+)ks′ −H0e[ψ¯+, ψ+]
−
∑
ks′
(ψ¯−)ks′ i ∂t (ψ−)ks′ +H0e[ψ¯−, ψ−].
(B5)
For both arms of the Keldysh contours, the Grassman
numbers are indexed to take into account the spin, the
direction of the electronic motion, and the momentum.
We then introduce:
ψ¯ =
((
ψ¯1↑′+ ψ¯2↑′+
) (
ψ¯1↓′+ ψ¯2↓′+
)
(
ψ¯1↑′− ψ¯2↑′−
) (
ψ¯1↓′− ψ¯2↓′−
))
(B6)
and
ψ =

(
ψ1↑′+
ψ2↑′+
)
(
ψ1↓′+
ψ2↓′+
)
(
ψ1↑′−
ψ2↑′−
)
(
ψ1↓′−
ψ2↓′−
)

, (B7)
where ↑′↓′ refer to spin along zˆ′, ± to the electron mo-
tion direction and each ψis′d is a block indexed by the
momentum |k|:
ψ¯is′± =
(
ψ¯is′±|k1| ψ¯is′±|k2| · · ·
)
, (B8a)
ψis′± =
ψis′±|k1|ψis′±|k2|
...
 . (B8b)
With this notation, the electronic action is written as
S0e =
∫
dt
∑
ks
(
ψ¯1ks ψ¯2ks
)(i ∂t − k 0
0 i ∂t − k
)
×
(
ψ1ks
ψ2ks
)
=
∫
dt ψ¯ Gˇ−10 ψ, (B9)
where
Gˇ−10 = Iˆ4 ⊗ Gˆ−10 ⊗ γˆcl (B10)
with Iˆ4 the 4×4-identity matrix and we use the standard
notation:
γˆcl =
(
1 0
0 1
)
, γˆq =
(
0 1
1 0
)
, (B11a)(
Gˆ−10 (t)
)
|k1||k2|
= δ12 (i ∂t − k1) , (B11b)
where for simplicity we wrote δ12 instead of δ|k1||k2|. We
remark how the classical gamma matrix is diagonal in
the Keldysh space, while the quantum gamma matrix
flips the Keldysh components.
Finally, we consider the interaction terms, distinguish-
ing between the parallel and perpendicular contributions.
From Hb‖ we obtain
Sb‖ = −
∫
dt
∑
s′2s
′
1k2k1
1
2
Ms′2s′1k2k1(‖)
[(
b¯cl bcl + b¯q bq
)
× (ψ¯1k2s′2 ψ1k1s′1 + ψ¯2k2s′2 ψ2k1s′1)
+
(
b¯cl bq + b¯q bcl
) (
ψ¯2k2s′2 ψ1k1s′1 + ψ¯1k2s′2 ψ2k1s′1
)]
=
= −1
2
∫
dt ψ¯
[(
b¯cl bcl + b¯q bq
)Mˆ(‖)⊗ γˆcl
+
(
b¯cl bq + b¯q bcl
)Mˆ(‖)⊗ γˆq]ψ, (B12)
where
Mˆ(‖) :=

Mˆ↑′↑′++ (‖) Mˆ↑
′↓′
++ (‖) Mˆ↑
′↑′
+− (‖) Mˆ↑
′↓′
+− (‖)
Mˆ↓′↑′++ (‖) Mˆ↓
′↓′
++ (‖) Mˆ↓
′↑′
+− (‖) Mˆ↓
′↓′
+− (‖)
Mˆ↑′↑′−+ (‖) Mˆ↑
′↓′
−+ (‖) Mˆ↑
′↑′
−− (‖) Mˆ↑
′↓′
−− (‖)
Mˆ↓′↑′−+ (‖) Mˆ↓
′↓′
−+ (‖) Mˆ
′↓↑′
−− (‖) Mˆ↓
′↓′
−− (‖)

(B13)
and(
Mˆs′2s′1d2d1(‖)
)
|k2|,|k1|
:=Ms′2s′1d2|k2|,d1|k1|(‖), d1, d2 = ±;
(B14)
From Hb⊥ we obtain
Sb⊥ = − 1√
2
×
∫
dt ψ¯
 ∑
α=cl,q
[
bα Mˆ(⊥) + b¯α Mˆ†(⊥)
]
⊗ γˆα
ψ,
(B15)
with analogous meaning of the symbols.
The total action is given by the sum of the four terms
above, and can be cast in the form
S= Sm + S0e + Sb‖ + Sb⊥
= Sm +
∫
dt ψ¯
[
Gˇ−10 + Qˇ(b¯
cl, b¯q, bcl, bq)
]
ψ
= Sm +
∫
dt ψ¯
[
Gˇ−10 + Qˇb⊥ + Qˇb‖
]
ψ. (B16)
The equation of motion for the magnet is obtained by
tracing over the fermionic degrees of freedom:∫ D[ψ¯ ψ]∏
s′d tr
[
ρs
′d
0
]
× exp
{
i
∫
dt ψ¯
[
Gˇ−10 + Qˇ(b¯
cl, b¯q, bcl, bq)
]
ψ
}
=
=
1∏
s′d tr
[
ρs
′d
0
] det [i (Gˇ−10 + Qˇ(b¯cl, b¯q, bcl, bq))]
=det
[
Iˇ + Gˇ0 Qˇ(b¯
cl, b¯q, bcl, bq)
]
=etr ln[Iˇ+Gˇ0 Qˇ(b¯
cl,b¯q,bcl,bq)] = ei Sm−e , (B17)
9where in the first identity the Gaussian integrals have
been used and, in the second, the fact that det
[
i Gˇ−10
]
=∏
s′d tr
[
ρs
′d
0
]
.
In the semi-classical limit, we may expand the loga-
rithm:
Sm−e =−i tr ln
[
Iˇ + Gˇ0 Qˇ(b¯
cl, b¯q, bcl, bq)
]
'−i tr [Gˇ0 Qˇ(b¯cl, b¯q, bcl, bq)]
+
i
2
tr
{[
Gˇ0 Qˇ(b¯
cl, b¯q, bcl, bq)
]2}
'−i tr [Gˇ0 Qˇb⊥]− i tr [Gˇ0 Qˇb‖]
+
i
2
tr
[
Gˇ0 Qˇb⊥ Gˇ0 Qˇb⊥
]
, (B18)
where we took into account only terms up to the second
order in 1/
√
J . In particular, the first term is the low-
est order term: we have a free electron propagator and a
vertex with a single boson; the fermions degrees of free-
dom are traced over and then we can represent it with
the Feynman diagram in Fig. 2(c). The other two terms
are corrections (both of the same order): in particular,
in the second term we have a single fermionic line and
a two-boson vertex (Fig. 2(d)), while the third term is
composed by two fermionic lines and two single-boson
vertices (Fig. 2(e)).
The Green functions matrix is given by:
Gˇ0 =

Gˆ0↑′+ 0 0 0
0 Gˆ0↓′+ 0 0
0 0 Gˆ0↑′− 0
0 0 0 Gˆ0↓′−
 , (B19a)
Gˆ0s′d =
(
GˆR0s′d Gˆ
K
0s′d
0 GˆA0s′d
)
, s′ =↑′, ↓′, d = ±,
(B19b)
where the four retarded Green functions are equal:
GˆR0↑′↓′± =: Gˆ
R
0 , with[
GˆR0 (t
′, t)
]
|k2||k1|
= −i δ21 θ(t′ − t) e−i k1 (t′−t)
= Rk1(t
′ − t) δ21 F.T.−−−→
(
− k1 + i 0+
)−1
δ21;
(B20)
similarly for the advanced Green functions: GˆA0↑′↓′± =:
GˆA0 , with[
GˆA0 (t
′, t)
]
|k2||k1|
= i δ21 θ(t− t′) e−i k1 (t′−t)
= Ak1(t
′ − t) δ21 F.T.−−−→
(
− k1 − i 0+
)−1
δ21,
(B21)
while for s′ =↑′, ↓′ and d = ±, the Keldysh Green func-
tions are given by[
GˆK0s′d(t
′, t)
]
|k2||k1|
=
= −i δ21
[
1− 2ns′dF (k1)
]
e−i k1 (t
′−t) = Ks
′d
k1 (t
′ − t) δ21
F.T.−−−→ −2pi i δ21
[
1− 2ns′dF (k1)
]
δ(− k1). (B22)
The Green functions GˆA,R0 evaluated in the scattering
states have the same simple form as the plane wave func-
tions; the dependence on (θ, φ) is contained in the inter-
action matrices M .
It is useful to observe that we must have the causality
condition [29]
S[b¯cl, bcl, b¯q = 0, bq = 0] = 0; (B23)
in particular we have no linear terms in bcl.
Appendix C: Linear terms in b
The non vanishing linear terms in the b¯, b-expansion
are given by (see Eq. (B18)):
S1 = −i tr
[
Gˇ0 Qˇb⊥
]
=
= −i tr
[
Gˇ0
{
− 1√
2
[
bq Mˆ(⊥) + b¯q Mˆ†(⊥)
]
⊗ γˆq
}]
=
=
i√
2
∑
s′d
tr
[
bqGK0s′dMs
′s′
dd (⊥)
]
+ h.c. =
=
1√
2
∫
dt bq
∑
|k1||k2|s′d
δ21
[
1− 2ns′dF (k1)
]
·
·λN2
√
2 J
2
t∗↓(|k2|) t↑(|k1|) s e−i φ
sin θ
2
+ h.c. =
= −N
2
√
J λ
2
∫
dt bq e−i φ sin θ ·
·
∑
|k|d
[
n↑
′d
F (k)− n↓
′d
F (k)
]
t∗↓(k) t↑(k) + h.c. =
= −C∗1
√
J
∫
dt bq e−i φ sin θ + h.c.; (C1)
in the zero temperature and low differential potential lim-
its [42]:
C1 =
N2 λm t∗↑(kF ) t↓(kF )
2 kF
(
∆µLspin + ∆µ
R
spin
)
. (C2)
In particular the nanomagnet action up to the first
order is given by Sm+S1. Then, for this action, by using
the relations J+/
√
J = bcl, J−√
J
= b¯cl and Jz+O
(
1
J
)
= J ,
the equation of motion (9) reads:{
(i ∂t + γ Bz) b
cl − γ√J B+ − C1
√
J ei φ sin θ = 0,
complex conjugate,
(C3)
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that is:
∂tJx,y = γ [ ~B × ~J ]x,y + <C1 [zˆ′ × ~J ]x,y
+
=C1
J
[ ~J × (zˆ′ × ~J)]x,y; (C4)
this equations are completed by the condition ~J ·∂t ~J = 0
(indeed Jˆz = J up to the 1/
√
J order), which gives rise
to
∂t ~J = γ ~B × ~J + <C1 zˆ′ × ~J + =C1
J
~J × (zˆ′ × ~J). (C5)
Observe that, in the limit λ → 0, the potential seen
by the electrons does not depend on their spins and
t∗↑(kF ) t↓(kF ) = |t∗↑(kF )|2; in particular the imaginary
part of C1 disappears and, for ~B = 0, the magnet clas-
sical motion is simply a precession around the current
polarization axis. This is not surprising: in this case the
magnet cannot mix the electrons channels (producing,
for example, a spin flip on an electron coming from left
to right taken from the larger spin population) and the
“dissipative” damping-like term disappears.
Appendix D: Quadratic corrections in b
We consider the quadratic corrections in b¯, b. They are
suppressed by a factor 1/
√
J with respect to the linear
terms. We can consider corrections up to quadratic terms
(see the expansion (6)).
At this order, we have Feynman diagrams with both
one and two fermionic propagators. In particular, the
one propagator term is (see Eq. (B18)):
S2−1 = −i tr
[
Gˇ0 Qˇb‖
]
, (D1)
and the two-fermionic propagator term have the form:
S2−2 =
i
2
tr
[
Gˇ0 Qˇb⊥ Gˇ0 Qˇb⊥
]
. (D2)
Before describing the calculations of these two terms
(see section D 2, D 3 and D 4), we will show in the next
section what kind of corrections they give rise to in the
equation of motion (C5).
In particular we will see that they produce, among
others, a term that is quadratic in bq. To include it in
our dynamics equation we will show that it is mathe-
matically indistinguishable from a linear action provided
you include some stochastic terms. This is not surpris-
ing from a physical point of view, since, when we trace
over some degrees of freedom, a pure state can be not
distinguishable from a mixed state.
1. Corrections to the motion equation
As we will see in the next sections, the term with the
single fermionic propagator is of the form
S2−1 =
∫
dt B˜2−1z b¯
cl bq + h. c.. (D3)
Comparing with the magnetic action (B4), we see that
the contribution to the equation of motion of this term
can be considered as a correction (which depends on the
angle θ between the magnet and the polarizzazion of the
current) to the z-component of the external magnetic
field. Anyway the form of the Eq. (C3) remains un-
changed. This equation is valid when we are in a (mov-
ing) frame of reference such that the number of bosons
is negligeable with respect to J . If we assume that the
system decoheres in a classical spin coherent state in a
time that is much shorter with respect to the magnet-
dynamics typical times, we can consider also Jz = J at
any time and then ~J · ∂t ~J = 0. This means that the
contribution of the term (D3) to the dynamics equation
is zero (since it is parallel to ~J at any time).
The two-fermionic propagator action S2−2 gives rise to
two terms: one with both classical and quantum bosonic
legs Scl-q (evaluated in the section D 3) and one with two
quantum legs Sq-q (see section D 4).
In particular it turns out:
Scl-q= i
∫
dt1
∫
dt2
(
b¯cl(t1) b¯
q(t1)
)
×
(
0 DA(t1 − t2)
DR(t1 − t2) 0
)(
bcl(t2)
bq(t2)
)
, (D4)
where the D-functions depend on the electronic dynam-
ics. From the fermions point of view, they are the spin-
spin response functions of the Kubo formula.
In the typical situations the magnet dynamics is much
slower than the fermionic dynamics; for example, in the
reference [27] the typical flipping times for the magnet are
of the order of the nanosecond, while the typical electrons
Fermi energy F is given by some electronvolts, that is
the typical frequencies are of the order of F ∼ 1016 s−1.
As we will see, this means that we can expand D in fre-
quency:
D(ω) ∼ D0 + ωD1; (D5)
the first order in ω gives rise to a Gilbert damping term
(the calculation is similar to that proposed in [25]) , but
it quite suppressed in our assumption and we will not
consider it in the following.
The terms =DA0 = =DR0 give rise to an action of the
form: ∫
dt B˜cl-q b¯cl bq + h.c. (D6)
and we can repeat the same considerations for the ac-
tion (D3).
The terms <DA0 = −<DR0 give rise to an action of the
form:
i
∫
dt<DA0 (θ) b¯cl bq + h.c. (D7)
They produce two terms, <DR0 Jx and <DR0 Jy, that must
be added respectively to the right side of the first and the
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second equation in (C4) [43]. In particular, if ~J ·∂t ~J = 0,
we must have again that this terms are zero. Indeed in
the moving reference frame we chose, it must be
Jz = J, Jx = Jy = ∂tJz = 0. (D8)
Finally we consider the Sq-q component of the action;
for simplicity we assume the low temperature and differ-
ential potential limits, but the generalization is easy. For
compactness, we write
cq =
√
pimλ2 J N4
8
(
|∆µLspin|+ |∆µRspin|
)
e−i φ
t↑ t∗↓√
F
bq,
(D9)
and, as we will see in the appendix D 4, it turns out:
Sq-q = i
∫
dt
[
4 c¯q cq − sin2 θ (c¯q + cq)2] . (D10)
This term is not any longer linear in bq and then we
cannot apply the considerations done in the section C
directly. To linearize this term we will use the Hubbard-
Stratonovich transformation (you can compare the fol-
lowing calculations with the simpler case in [25]).
We have:
ei Sq-q = e−
∫
dt[4 c¯q cq−sin2 θ (c¯q+cq)2]
= e
− 12
(
cq c¯q
)
A
(
c¯q
cq
)
(D11)
where
A = 2
(
2− sin2 θ − sin2 θ
− sin2 θ 2− sin2 θ
)
⊗ It, (D12a)
A = U†
[
4
(
cos2 θ 0
0 1
)
⊗ It
]
U, (D12b)
U =
1√
2
(
1 1
1 −1
)
⊗ It (D12c)
and It is the identity over times. Then, if we put
c1 := 2 cos θ (c
q + c¯q) /
√
2, (D13a)
c2 := 2 (c
q − c¯q) /(i
√
2), (D13b)
we obtain
ei Sq-q = e−
1
2
∫
dt(|c1|2+|c2|2)
=
∫
D[y∗, y] e−
∫
dt
|y1|2+|y2|2
2 e−
i
2
∫
dt(c¯1 y1+c¯2 y2+h.c.)
=
∫
D[y∗, y] e−
∫
dt
|y1|2+|y2|2
2
×e− i2
∫
dt
[
4√
2
(cos θ<y1+i<y2)c¯q+h.c.
]
=
∫
D[I1, I2] e−
∫
dt
I21+I
2
2
2
×e−[(C∗2 I1+i C∗2 cos θ I2)
√
J e−i φ bq+h.c.], (D14)
where in the second equality we used the Hubbard and
Stratonovich transformation, in the last equality we in-
tegrated over =yi putting Ii := <yi and
C2 :=
√
pimλ2N4
4 F
(
|∆µLspin|+ |∆µRspin|
)
t∗↑ t↓. (D15)
By comparing with the dynamic equation for b (9), we
get immediately the equation of motion for ~J (11).
2. One fermionic propagator
The non-vanishing one propagator term is given by:
S2−1 = −i tr
{
Gˇ0
[
−1
2
(
b¯cl bq + b¯q bcl
)Mˆ(‖)⊗ γˆq]}
=
i
2
∑
s′d
tr
[(
b¯cl bq + b¯q bcl
)
GK0s′dMs
′s′
dd (‖)
]
=
i
2
∑
s′d
∫
dt b¯cl bq tr
[
GK0s′dMs
′s′
dd (‖)
]
+ h.c.
=
1
2
∫
dt b¯cl bq
∑
|k1||k2|s′d
δ21
×
[
1− 2ns′dF (k1)
]
Ms′s′d|k2|,d|k1|(‖) + h.c. =
=
λN2
4
∫
dt b¯cl bq
∑
|k|d
{[
n↑
′d
F (k)− n↓
′d
F (k)
]
× [|t↑(k)|2 (cos θ + 1) + |t↓(k)|2 (cos θ − 1)]
−
[
1− 2n↓′dF (k)
] [|t↑(k)|2 − |t↓(k)|2]}+ h.c.,
(D16)
where we have used the property
M↑′↑′|k||k|(‖) = −M↓
′↓′
|k||k|(‖)−
λ
2
N2
[|t↑(k)|2 − |t↓(k)|2] .
(D17)
Then, comparing with the magnetic action (B4), we see
that it can be considered a correction to the z-component
of the external magnetic field. The low temperature and
low differential potentials limit can be evaluated easily.
3. cl-q two fermionic propagator
The second order term with two fermionic propagators
is:
S2−2 =
=
i
4
tr
{
Gˇ0
 ∑
α2=q,cl
[
bα2 Mˆ(⊥) + b¯α2 Mˆ†(⊥)
]
⊗ γˆα2

×Gˇ0
 ∑
α1=q,cl
[
bα1 Mˆ(⊥) + b¯α1 Mˆ†(⊥)
]
⊗ γˆα1
}.
(D18)
The terms that do not contain at least a bq or a b¯q
vanish (see e.g. the causality condition (B23)) and we
have:
S2−2 = Scl-q + Sq-q. (D19)
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For the cl-q term, if we write
Aˇα :=
[
bα Mˆ(⊥) + b¯α Mˆ†(⊥)
]
⊗ γˆα = Aˆα ⊗ γˆα (D20)
where α = q,cl, we have
Scl-q =
i
4
tr
[
Gˇ0 Aˇ
cl Gˇ0 Aˇ
q + Gˇ0 Aˇ
q Gˇ0 Aˇ
cl
]
=
i
2
tr
[
Gˇ0 Aˇ
cl Gˇ0 Aˇ
q
]
=
i
2
∑
1,2,3,4
[
GˆR0 (1, 2) Aˆ
cl(2, 3) GˆK0 (3, 4) Aˆ
q(4, 1)
+GˆK0 (1, 2) Aˆ
cl(2, 3) GˆA0 (3, 4) Aˆ
q(4, 1)
]
= i
∫
dt1
∫
dt2
∑
ab
bcla (t1)Dab(t1, t2) b
q
b (t2),
(D21)
where e.g. 1 = (s′1, d1, |k1|, t1) and ba, bb = b, b¯. In par-
ticular:
Dab(t1, t2) =
1
2
∑
s′1,d1,|k1|,
s′2,d2,|k2|,
3,4
[
GˆK0 (2, 1)Mˆa(⊥; 1, 3)GA0 (3, 4)Mˆb(⊥; 4, 2)
+GˆR0 (2, 1)Mˆa(⊥; 1, 3)GK0 (3, 4)Mˆb(⊥; 4, 2)
]
=
∑
d1,s
′
1,|k1|,
s′2,|k2|
S(t1 − t2)Ms
′
1s
′
2
a|k1||k2|(⊥, t1)M
s′2s
′
1
b|k2||k1|(⊥, t2)
∼
∑
d1,s
′
1,|k1|,
s′2,|k2|
S(t1 − t2)Ms
′
1s
′
2
a|k1||k2|(⊥)M
s′2s
′
1
b|k2||k1|(⊥);
(D22)
in the last approximation we used the fact that the
fermionic dynamics is much faster than the bosonic
one [44] and we have defined:
S(t1 − t2) := 1
2
[
K
s′1
|k1|d1(t2 − t1)A|k2|(t1 − t2)
+R|k1|(t2 − t1)Ks
′
2
|k2|d1(t1 − t2)
]
F.T.−−−→
1
2
∫
dt ei ω t
[
K
s′1
|k1|d1(−t)A|k2|(t) +R|k1|(−t)K
s′2
|k2|d1(t)
]
=
1
2
∫
d
2pi
[
K
s′1
|k1|d1()A|k2|(+ ω)
+R|k1|(− ω)Ks
′
2
|k2|d1()
]
= i
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
|k1| − |k2| + ω − i 0+
= i
[
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
]
fˆ(|k1| − |k2| + ω)
(D23)
where we used relations (B20), (B21) and (B22). Since
we have [L(⊥)]2 = 0, the terms that multiplies b b and
b¯ b¯ disappear and we may adjust the surviving terms to
obtain the expression (D4). In particular the term that
multiplies b¯cl bq is
DA(ω) =
∑
d,s′1,|k1|,
s′2,|k2|
i
n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
|k1| − |k2| + ω − i 0+
×(M†)s′1s′2|k1||k2|(⊥)M
s′2s
′
1
|k2||k1|(⊥)
= i
λ2 J2N4
2
∑
d,s′1,|k1|,
s′2,|k2|
|t↑(k1) t↓(k2)|2
×n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
|k1| − |k2| + ω − i 0+
(L†)s′1s′2(⊥)Ls′2s′1(⊥).
(D24)
Instead the term that multiplies bcl b¯q is:
DR(ω) =
∑
d,s′1,|k1|,
s′2,|k2|
i
n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
|k1| − |k2| − ω − i 0+
×Ms′1s′2|k1||k2|(⊥) (M†)
s′2s
′
1
|k2||k1|(⊥)
= i
λ2 J2N4
2
∑
d,s′1,|k1|,
s′2,|k2|
|t↑(k1) t↓(k2)|2
×n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
|k1| − |k2| + ω + i 0+
(L†)s′1s′2(⊥)Ls′2s′1(⊥).
(D25)
We may now assume that   ω, where  are the
typical electrons energies [45]:
S(ω) = i
[
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
]
fˆ(|k1| − |k2| + ω)
∼ i
[
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
]
×
[
fˆ(|k1| − |k2|) + ω fˆ ′(|k1| − |k2|)
]
F.T.←−−−
i
[
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
] [
δ(t1 − t2) fˆ(|k1| − |k2|)
+i δ′(t1 − t2) fˆ ′(|k1| − |k2|)
]
= S0 + S1, (D26)
and here S1 is the term that contain the first order Dirac
delta derivative.
We concentrate here on the term S0. By using the
formula of SokhotskiPlemelj, it gives rise to:
D0ab(t1 − t2) =
i
∑
d1,s′1,s
′
2
∫ ∞
0
d|k1|
∫ ∞
0
d|k2|
[
n
s′1d1
F (|k1|)− ns
′
2d1
F (|k2|)
]
×δ(t1 − t2)
[
i pi δ(|k1| − |k2|) + P
1
|k1| − |k2|
]
×Ms′1s′2a|k1||k2|(⊥)M
s′2s
′
1
b|k2||k1|(⊥). (D27)
13
The non vanishing terms are:
<DA0 (t1 − t2) = −pi δ(t1 − t2)
×
∑
d,s′1,s
′
2
∫ ∞
0
d
[
n
s′1d
F ()− ns
′
2d
F ()
]
×m
2 
(M†)s′1s′2|k||k| (⊥)Ms′2s′1|k||k|(⊥)
= −δ(t1 − t2) pi λ
2 J N4m
4
cos θ
×
∑
d
∫ ∞
0
d
[
n↑
′d
F ()− n↓
′d
F ()
] |t↑(k) t↓(k)|2

,
(D28a)
=DA0 (t1 − t2) = δ(t1 − t2)
λ2 J N4m
8
∑
d
∫ ∞
0
d1√
1
×
∫ ∞
0
d2√
2
{
n↑
′d
F (1) + n
↓′d
F (1)
+
[
n↑
′d
F (1)− n↓
′d
F (1)
]
cos θ
−n↑′dF (2)− n↓
′d
F (2) +
[
n↑
′d
F (2)− n↓
′d
F (2)
]
cos θ
}
×|t↑(k1) t↓(k2)|2 P 1
1 − 2 , (D28b)
<DR0 = −<DA0 , =DR0 = =DA0 (D28c)
(it is easy to check that in the low temperature limit, we
may integrate it analytically).
4. q-q two fermionic propagator
Reproducing the steps analogous to the previous case,
we get
Sq-q =
i
4
tr
[
Gˇ0 Aˇ
q Gˇ0 Aˇ
q
]
= i
∫
dt1
∫
dt2
∑
ab
bqa(t1)Dab(t1 − t2) bqb (t2)
(D29)
where
Dab(t1 − t2)
=
∑
d,s′1,s
′
2
|k1|,|k2|
S(t1 − t2)Ms
′
1s
′
2
a|k1||k2|(⊥)M
s′2s
′
1
b|k2||k1|(⊥)
(D30)
and
S(t) :=
1
4
[
K
s′1d
|k1|(−t)K
s′2d
|k2|(t) +R|k1|(−t)A|k2|(t)
+A|k1|(−t)R|k2|(t)
]
=
1
4
{
K
s′1d
|k1|(−t)K
s′2d
|k2|(t)−
[
R|k1|(−t)−A|k1|(−t)
]
× [R|k2|(t)−A|k2|(t)]}
=
1
4
[
K
s′1d
|k1|(−t)K
s′2d
|k2|(t)
−
K
s′1d
|k1|(−t)
1− 2ns′1dF (|k1|)
K
s′2d
|k2|(t)
1− 2ns′2dF (|k2|)
]
F.T.−−−→ 1
4
∫
d
2pi
[
K
s′1d
|k1|()
×Ks′2d|k2|(+ ω)−
K
s′1d
|k1|()
1− 2ns′1dF (|k1|)
K
s′2d
|k2|(+ ω)
1− 2ns′2dF (|k2|)
]
=
pi
2
δ(|k1| − |k2| + ω)
×
{
1−
[
1− 2ns′1dF (|k1|)
] [
1− 2ns′2dF (|k2|)
]}
.
(D31)
We may simplify the expression by observing that:
1− 2nµF () = tanh
β (− µ)
2
, (D32a)
1− tanhx tanh y = coth(x− y) [tanhx− tanh y] ,
(D32b)
from which
S(ω)
= pi δ(|k1| − |k2| + ω) coth
β (µs
′
1d − µs′2d + ω)
2
×
[
n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
]
; (D33)
in particular, Sq-q is given by the sum of three terms:
• a term i ∫ dt1 ∫ dt2 bq(t1) D˜+(t1− t2) bq(t2), where:
D˜+(ω) = pi
λ2 J N4
2
∑
d,s′1,|k1|,
s′2,|k2|
t∗↓(k1) t
∗
↓(k2)
×t↑(k1) t↑(k2) δ(|k1| − |k2| + ω)
× coth β (µ
s′1d − µs′2d + ω)
2
×
[
n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
]
Ls′1s′2 Ls′2s′1 ; (D34)
• a term i ∫ dt1 ∫ dt2 b¯q(t1) D˜−(t1 − t2) b¯q(t2), where
D˜−(ω) is the complex conjugate of D˜−(ω):
D˜−(ω) = D˜∗+(ω) (D35)
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• a term i ∫ dt1 ∫ dt2 b¯q(t1)DK(t1− t2) bq(t2), where:
DK(ω)
= pi
λ2 J N4
2
∑
d,s′1,|k1|,
s′2,|k2|
[
n
s′1d
F (|k1|)− ns
′
2d
F (|k2|)
]
×
[
coth
β (µs
′
1d − µs′2d + ω)
2
δ(|k1| − |k2| + ω)
×|t↑(k1) t↓(k2)|2 (L†)s′1s′2 Ls′2s′1
+ coth
β (µs
′
1d − µs′2d − ω)
2
δ(|k1| − |k2| − ω)
×|t↓(k1) t↑(k2)|2 Ls′1s′2 (L†)s′2s′1
]
. (D36)
It is interesting to observe that, if we consider the equi-
librium limit, that is µs
′d = F , since L2(⊥) = 0 and
tr[L† L] = 1, we have (see relations (D24) and (D25))
the fluctuation-dissipation theorem:
DKeq(ω) = coth
β ω
2
[
DReq(ω)−DAeq(ω)
]
.
Now we consider again the limit ω → 0:
S(t1 − t2) = pi
2
δ(t1 − t2) δ(|k1| − |k2|)
×
{
1−
[
1− 2ns′1dF (|k1|)
] [
1− 2ns′2dF (|k2|)
]}
(D37)
and then for Dab we have
• the term proportional to bq bq:
D˜+(t1 − t2)
= δ(t1 − t2)
∑
d,s′1,s
′
2
|k1|,|k2|
pi
2
δ(|k1| − |k2|)
×
{
1−
[
1− 2ns′1dF (|k1|)
] [
1− 2ns′2dF (|k2|)
]}
×Ms′1s′2|k1||k2|(⊥)M
s′2s
′
1
|k2||k1|(⊥)
= −δ(t1 − t2) pimλ
2 J N4
8
e−2 i φ sin2 θ
×
∑
d
∫ ∞
0
d

[
t∗↓(k) t↑(k)
]2 [
n↑
′d
F ()− n↓
′d
F ()
]2
(D38)
and in the low temperature and differential poten-
tials limit[
n↑
′d
F ()− n↓
′d
F ()
]2
=
[
n↑
′d
F ()− n↓
′d
F ()
]
sign(µ↑
′d − µ↓′d)
∼ δ(− F )|µ↑′d − µ↓′d|; (D39)
• the term proportional to b¯q b¯q, that is D˜−(t1−t2) =
D˜∗+(t1 − t2);
• the term proportional to b¯q bq:
DK(t1 − t2)
= 2 δ(t1 − t2)
∑
d,s′1,s
′
2
|k1|,|k2|
pi
2
δ(|k1| − |k2|)
×
{
1−
[
1− 2ns′1dF (|k1|)
] [
1− 2ns′2dF (|k2|)
]}
× (M†)s′1s′2|k1||k2| (⊥)Ms′2s′1|k2||k1|(⊥)
= δ(t1 − t2) pimλ
2 J N4
8
∑
d
∫ ∞
0
d

|t↓(k)|2
×|t↑(k)|2
{[
n↑
′d
F ()− n↓
′d
F ()
]2 (−2 sin2 θ)
+4
[
n↑
′d
F () + n
↓′d
F ()− 2n↑
′d
F ()n
↓′d
F ()
]}
(D40)
and in the low temperature and differential poten-
tials limit, where
(
ns
′d
F
)2
= ns
′d
F :[
n↑
′d
F ()− n↓
′d
F ()
]2 (−2 sin2 θ)
+4
[
n↑
′d
F () + n
↓′d
F ()− 2n↑
′d
F ()n
↓′d
F ()
]
= 2
[
n↑
′d
F ()− n↓
′d
F ()
]2 (
2− sin2 θ)
= 2 |µ↑′d − µ↓′d| (2− sin2 θ) δ(− F ). (D41)
Appendix E: Fokker-Planck equation
Here we briefly review the relation between Langevin
and Fokker-Planck equations [46, 47]. If we have a
stochastic differential equation of the form
dX t = µ(X t, t) dt+ σ(X t, t) dW t, (E1)
whereX t is an N -dimensional column vector of unknown
functions, W t is an M -dimensional column vector of in-
dependent standard Wiener processes, µ is called drift
vector, σ is an N ×M -dimensional matrix and
D :=
1
2
σ σt (E2)
is called diffusion tensor, we have that Eq. (E1) is equiv-
alent to the probability density equation (Fokker-Planck
equation):
∂p(x, t)
∂t
= −
N∑
i=1
∂
∂xi
[µi(x, t) p(x, t)]
+
N∑
i,j=1
∂2
∂xi ∂xj
[Dij(x, t) p(x, t)] , (E3)
if the Ito¯ regularization is assumed.
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