We prove in nite-time extensions of invariance principles for certain random walks with essentially compact state spaces. The extensions are uniform-like in time since they use the d-metric of the Bernoulli theory and imply the classical results. These are then generalized to couplings involving an isomorphism between the processes. In general a Doebin-type condition is needed to hold for the walks but relaxation of this is indicated.
Introduction
In this paper we consider the stability/approximation properties of certain Markov Processes in the light of a new notion, the -congruence. The rst results are essentially extensions of ( nite time) invariance principles for these processes to in nite-time versions. The extensions are uniform in time in the sense that the future separation of paths is not discounted. The results are all of the following type: if we have a random walk converging weakly to a di usion process then under certain ergodicity conditions the walks in fact converge in the d-metric of the Bernoulli theory. Intuitively this means that almost all of the paths of the two processes can be coupled together for all positive times except on a set of times of very small density. Under mild extra assumptions this extends to -congruence which in addition to this closeness also incorporates an isomorphism between the processes. A theorem of our type implies the invariance principle. Moreover the notion is applicable to various deterministic dynamical systems that exhibit chaotic behavior. Hence it can be viewed as a unifying concept in the studies of random and pseudo-random phenomena (see OW] , where the concept of -congruence is introduced and E] for application to certain deterministic systems).
Outline of the results
Invariance principles or functional limit theorems in their basic form describe the weak convergence of measures on certain function spaces. These spaces accomodate the paths of random walks and the limit measure is concentrated on the paths of a di usion process. The topology is usually either that of uniform convergence or the Skorokhod topology. In this paper we choose the former and de ne our random variables to have continuous paths.
From now on let C T = C( 0; T]; M) where M is separable space with metric d and fP n g, P 2 P(C 1 ), the space of probability measures de ned on C 1 . Given T < 1 let fP n T g and P T denote the restrictions of these measures to C T .
The basic form of an invariance principle is that of Donsker's theorem:
1. 
Here uniform closeness of paths is replaced by closeness except on a set of times of small density. Once the processes under consideration have su cient mixing properties this turns out to be the "correct" uniform-like in nite-time strengthening of the mode of convergence in invariance principles which also subsumes earlier in nite-time extensions.
Obviously weak convergence implies d T -convergence but the converse is in general false. Here we will prove that for some processes weak convergence implies even d-convergence.
To show that this is a genuine strengthening of the mode of convergence we have the following result.
1.3 Theorem: If fP n T g is tight then d(P n ; P) ! 0 implies that P n T ) P T . Proof: Let fX n t g and X t denote the processes. Since a single probability measure is tight, this holds for P T as well. Let G; G n C T be the collections of =3-regular paths in this sense.
If d(P n ; P) < 2 9T 2 for n n 1 then d T (P n ; P) < 2 9T 2 for these n. Hence 9 n T on C T C T and E n C T C T such that on it 1 T Z T 0 d(X n t ; X t )dt < 2 9T 2 and n T (E n ) 1 ? 2 9T 2 ; 8n n 1 :
d(X n t (! 1 ); X t (! 2 )) < 3T + 2 3 < so (P n T ; P T ) < 8n n 0 _ n 1 : Since M is separable so is C T and weak convergence follows.
To illustrate the general line of reasoning in the extensions we present the following simple special case. 3 1.4 Theorem: Let f(X n t ; P n )g be a sequence of symmetric random walks with step size 1=n on R/Z. Then if (B t ; P) is the Brownian Motion on R/Z we have d(P n ; P) ! 0 as n ! 1. Idea of the proof: We make use of the well known results that characterize the convergence of a transition probability P x (X t 2 A) to the stationary measure. Under Doeblin or quasi-compactness condition this convergence is exponential and independent of x. If this holds uniformly over the tail of the transition probability sequence then we can specify a time T u such that jP n x (X T u 2 A i ) ? P y (B T u 2 A i )j m(A i ) for all sets A i that are "nice" and for all x,y and n n 0 . The collection fA i g is taken to be a regular cover of the state space. But for any nite T c the processes with starting points on the set A i at time T u can be coupled -close uniformly for T u ; T u + T c ] if the diameter of A i 's is small enough (this follows immediately from Donsker's Theorem). Hence we get a good coupling independent of the distance of x and y in the d T -sense (T = T u + T c ). These nite-time couplings can then be concatenated using a standard ergodic theoretic argument to yield the d-convergence result.
To do this in detail we rst consider the exponential convergence results and state the exact condition for the uniformity in that. In section 3 the extension argument is presented rigorously in the absolutely continuous and discrete cases. The two invariance principles that our results are mainly aimed to extend are those for random walks in a bounded domain in R n by Stroock and Varadhan ( SV]) and for geodesic random walks on compact manifolds by J rgensen ( J]). The reason is that our ergodicity conditions are most naturally satis ed in these set-ups. Since the theorems involve rather general but still lengthy and technical assumptions we do not reproduce their statements here but refer the reader to the original sources. In section 4 the d-convergence results are coupled with the Bernoulli theory and a further strengthening in the form of -congruence is shown. Hence this is yet another context in which this concept applies (for other treatments of the topic see OW] and E]). Finally we exemplify the extension of the results to processes with non-compact state spaces by investigating the Ornstein-Uhlenbeck-process.
Convergence to the invariant measure
In this section we present theorems that characterize the convergence of a Markov transition probability as the time parameter approaches in nity. These are extensions of results in BB] where we refer for most of the proofs.
2.1 Let M be a compact, connected metric space, m a nite measure , 6 0 on B(M). Let p(t; x; y) be a measurable Markov transition density function satisfying for some t 0 > 0: fP t g is the transition semigroup ( P t+s = P t P s ; s; t > 0): In the following we denote P nt 0 by P n .
2.2 Lemma: Let be a bounded signed Borel measure on M with (M) = 0: Then for all n 0 k P n k (1 ? m(M)) n k k where k k is the total variation norm on M.
Lemma 2.2 implies the existence of a unique probability measure s.t. P t = t > 0. It has measurable density with respect to m and . 2.5 We proceed to modify the results above to the case of a nite state aperiodic, irreducible Markov chain X n . Let M = fx i g N i=1 and let p n xy be a n-step Markov transition probability, x; y 2 M; n 2 N. Let X t denote the continuous time extension of X n de ned naturally as:
Lemma
where h is the intertransition time and M t is the -eld generated by X s ; s 2 0; t]. Hence P x is a measure on C 1 . We will assume that for some n 0 2 N:
= min x;y2M P x (X n 0 = y) 2 (0; 1=jMj]
(iv) K = max x;y2M P x (X n 0 = y) < 1:
De nition: Let be a bounded signed measure on M. Then for t 2 R + we de ne a measure on M by P t (y) = X x2M (x)P x (X t = y):
We can verify the semigroup property of P t by the Chapmann-Kolmogorov equation. Again denote P m = P mn 0 : Hence k P 1 k (1 ? jMj)k k and the result follows.
Lemma 2.3 holds with the obvious changes and t 0 = n 0 . For the proof we argue:
Since X x (x)P x (X t = y) = X x P n+1 (x)P x (X t?(n+1)n 0 = y) and 1
which by the invariance if implies the result.
Again this lemma immediately implies the analog of the convergence Theorem 2.4 with p(t; x; y) replaced by P x (X t = y) and (A) = (iii) = inf x;y2M;h2(0;h 0 ) p h (t 0 ; x; y) > 0 (iv) K = sup x;y2M;h2(0;h 0 ) p h (t 0 ; x; y) < 1
We call the critical condition (iii) the Uniform Doeblin Condition.
One can easily show that lemmas 2.2 and 2.3 hold for the family under consideration and conclude the existence of invariant measures h with densities h and 2.7 Theorem: There are positive constants C and , independent of h such that jp h (t; x; y) ? h (y)j Ce ? t h (y) and kP h x ? h k Ce ? t hold for all t t 0 ; h 2 (0; h 0 ) and x; y 2 M. 2.8 For the uniform extension of 2.5 to a family of discrete valued Markov processes fX h t ; t 0g h>0 with state spaces M h we assume in addition to 2.1 (i) and (ii) that
Using these and the discrete version of Lemma 2.3 we can establish immediately Theorem 2.7 with p h (t; x; y) replaced by P x (X h t = y) and M by M h .
Remarks: 1. In the results above the main assumptions are the Doeblin condition and its uniform generalization. (i) and (ii) are guaranteed for any conservative process but since we need our processes to have richer ergodic properties the other conditions are required. For non-degenerate di usion processes (iv) is almost vacuous due to well known results on the decay of the heat kernel and we do not discuss it subsequently.
2. Verifying the Doeblin condition requires additional information on the processes. A necessary condition for the di usion is that if L 0 denotes the adjoint of L with respect to m the problem L 0 = 0; R dm = 1 must have a strictly positive solution. If the di usion is a Brownian motion this is true since then =constant. Even more can be said: by our assumption on the non-degeneracy of the di usion we can de ne an equivalent metric on M using 2 . Then the generator will be in local coordinates 3. For the random walks the Uniform Doeblin condition can in some cases be established using for example a monotonicity argument. To illustrate this we consider a family of walks on R with i.i.d increments X n i f n ; f n being the symmetric unimodal density of the n th walk. For simplicity assume that EX n i = 0; E(X n i ) 2 = 1=n 2 8i: Denote the density of S n n 2 = P n 2 i=1 X n i by F n : We know that ( n 2 f n )(x) ! (x), the density of N(0; 1). By the unimodality of f n ; F n (x); x 0 is monotone decreasing. Choose n 0 is such that F n (1=2) > 0 8n n 0 : Then F n (x) 8x 2 ?1=2; 1=2); n n 0 : If S n m is the induced walk on R/Z then clearly F n (x) 8x; n n 0 where F n is the transition density of the induced random walk.
The d-convergence
Let (X h t ; P h ) be a random walk on a compact metric statespace (M h ; d). As before the parameter h is essentially the intertransition time. We assume the existence of an invariance principle of the form: P h n x n ) P x when h n ! 0 and x n ! x 2 M (laws are for paths in C T with initial distributions x n and x ). P is the unique law of a di usion process X on (M; d). It is convenient to view M h 's to be embedded in M and the metric to have diameter one. Both the invariance principles of SV] and that of J] are of this type although their proofs di er considerably. In J] an exponentially distributed intertransition time is also considered but since this is an easy variant we do not include it. One reason is that for technical simplicity we prefer the random walks to take values on C T instead of D T . Nothing in our approach however prevents one from extending them to for example to birth and death processes.
We distinguish two cases according to whether the distribution of the random walk increments is absolutely continuous or singular with respect to the uniform probability measure m on M. The latter case is argued with a slightly more complicated argument and we will indicate the variation in the proof of Theorem 3.2.
We are now ready to state the rst main result of this section.
3.1 Theorem: Let the di usion process (X t ; P ) and the random walk family f(X h t ; P h h )g with absolutely continuous transition probability measure be as above. Here ; h are the invariant measures with densities ; h with respect to m. Suppose that the conditions in the sections 2.1 and 2.6 also hold and that h ! m-a.s. Then d(P h h ; P ) ! 0: Proof: Since the argument is rather long we will break it into several steps.
Step 1: Let p(t; x; y) and p h (t; x; y) be the densities of the transition probabilities with respect to m. Fix small > 0, then by theorems 2.4 and 2.7 9T u ; h 0 > 0 such that max jp(t; x; y) ? (y)j
; jp h (t; x; y) ? h (y)j h (y) < 400 8t T u ; 0 < h h 0 ; x; y 2 M. By Egorov's theorem we can nd E M; m (E) < 200K where K is as in section 2 for t 0 = T u and h 1 h 0 such that j h (y) ? (y) Step 2: Choose T c > 0 such that T u =(T u + T c ) < =8. Let Step 3 Step 4: By induction we get a family of measures on C Clearly these are again Markovian couplings. Furthermore denote the coupling where the initial distributions are the stationary ones simply by h NT and the limit measure by h 1 .
Let us now consider the dynamical system (C 1 C 1 ; B; h T T ; h 1 ). As usual t 's are the shifts along paths. In Section 4 they will be shown to be Bernoulli. Hence they are in particular weak-mixing and h T T is ergodic (e.g. P]). But In the discrete case the Doeblin condition again implies the exisence of an invariant measure but now the absence of densities changes the argument slightly. The essential di erence between the proofs of Theorem 3.1 and the next one is that in the former the projections of couplings x h T u at t = T u concentrate on the diagonal of M M whereas in the following argument we only get an appoximate match of paths at time T u due to the discreteness of the state space. The notation is as in the previous proof.
3.2 Theorem: Let f(X h t ; P h h )g be a family of discrete random walks with invariant measures f h g such that h ) where is the invariant measure of the di usion limit (X t ; P ). Then d(P h h ; P ) ! 0. Proof:
Step 1 Step 2 entropies. This might correspond to some kind of intrinsic unpredictability in a viewers mechanism but its nal interpretability remains to be seen.
Finally we point out that a completely di erent kind of argument might yield an extension of these d-convergence results to the case where the processes do not have good ergodic properties. For example in the case of a symmetric random walk on the real line Donsker's theorem gives a nite time coupling with a Brownian motion. One could extend the de nition of the d-metric to this case but it is presently not known if an in nite-time coupling between these processes is possible and if it is, whether the degree of transience of the process is relevant.
