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Abstract
Streaming services provided by data centers (DCs) have become increasingly popular. The quality of streaming services greatly
depends on network conditions, though, such as available bandwidth and delay time characteristics. To realize high quality stream-
ing services, selecting an appropriate access network among available ones is necessary. However, in wireless LANs, a station
(STA) simply selects an access point (AP) with the maximum received signal strength to connect to the Internet. Therefore, the
service quality will deteriorate when access from STAs is concentrated in a speciﬁc AP. In this paper, we propose a server-based
ﬂow allocation scheme based on collectable information in DC networks to enable high quality streaming services. This scheme
collects information, including the packet loss rate of existing ﬂows as well as the available bandwidth of access networks, and
then allocates a streaming ﬂow to an appropriate access network based on the collected information. We show the eﬀectiveness of
this approach through simulation evaluations.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Program Chairs.
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1. Introduction
Streaming services over the Internet is now one of the major services provided by data centers (DCs). Internet
users can enjoy many forms of content, including movies and music, delivered by such services through widespread
access networks such as wireless LANs located in coﬀee shops, commuter stations, and airports anytime, anywhere.
The quality of streaming services greatly depends on network conditions such as available bandwidth and delay
time characteristics1. To realize high quality streaming services, selecting an appropriate access network among the
available ones is necessary. However, in wireless LANs which are worldwide access networks, a station (STA) simply
selects an access point (AP) with the maximum received signal strength (RSS) to connect to the Internet. Therefore,
the quality of services will deteriorate when access from STAs is concentrated in a speciﬁc AP2.
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Fig. 1. Proposed scheme
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Fig. 2. Uniﬁed Central Congestion Control Architecture
In this context, an AP selection strategy has been proposed to enable eﬃcient utilization of wireless network
resources3. This approach autonomously selects an AP to be connected by STAs based on the available bandwidth
of wireless networks. Each STA collects available bandwidth information from connectable APs and then selects an
appropriate AP based on the collected information. This approach enables eﬀective use of wireless network resources
among STAs, but the quality of services will be degraded when congestion occurs in core networks even if wireless
access networks provide good conditions. Therefore, to achieve a high quality service, an appropriate AP must be
selected based on network conditions in core networks in addition to those in access networks.
In this paper, we propose a server-based ﬂow allocation scheme based on collectable information in DC networks to
achieve high quality streaming services. This scheme collects information, including the packet loss rate of existing
ﬂows as well as the available bandwidth of access networks, and then allocates a streaming ﬂow to an appropriate
access network based on the collected information. We have demonstrated the eﬀectiveness of this approach through
simulation evaluations.
2. Proposed Scheme
This scheme allocates a streaming ﬂow to an appropriate access network based on collectable information in DC
networks as shown in Fig. 1. The information is collected by Uniﬁed Central Congestion Control Architecture (UC3)4
which uniformly manages congestion information in networks as shown in Fig. 2. A Transport Connection Manager
(TCM) located in DC networks collects congestion information such as the number of existing ﬂows, ﬂow character-
istics, and the available bandwidth from routers and servers in DC networks as well as APs in access networks, and
then notiﬁes the servers of appropriate ﬂow settings satisfying the quality of service requirements from applications
based on the collected information to provide ﬂow allocation to an appropriate path, server-controlled handover, and
so on.
In this scheme, two kinds of information are collected to perform ﬂow allocation. One is the available bandwidth
of access networks. The servers are periodically notiﬁed of the available bandwidth information from APs through
TCM in the DC networks so that they can determine an appropriate access network satisfying a required rate from a
client. The APs add the available bandwidth information in the header of ACK packets sent from STAs to the servers
located in the same DC networks to report it. The other is the packet loss rate of existing ﬂows. This is collected
from the servers through TCM in the DC networks to select an appropriate access network with good conditions for
a transmission path from the servers to the STAs. The servers measure it from existing ﬂows toward the same access
networks.
When an STA demands a streaming service, it sends a request packet with connectable AP information to a server.
The server receiving the request packet selects an appropriate AP with the lowest packet loss rate among the con-
nectable APs with an available bandwidth satisfying the required rate. If the STA is now connecting to a diﬀerent AP,
the server informs it of the appropriate AP information. The STA receiving the appropriate AP information reconnects
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Fig. 3. Simulation topology
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Fig. 4. Location of STAs
to the notiﬁed AP and again sends a request packet. Through these procedures, the proposed scheme achieves a high
quality streaming service through server-based ﬂow allocation taking into consideration the network conditions in
both access and core networks.
3. Simulation Model
To investigate the eﬀectiveness of our scheme, we evaluated it through simulations using Network Simulator ns-35
after implementing the proposed scheme. Figure 3 shows the simulation topology. In this simulation, 25 STAs are
communicating with the server through 4 APs at the beginning of the simulation. To bias the load of APs, each STA is
located and connected to a nearby AP as shown in Fig. 4. Namely, many STAs connect to AP1. We assume that each
AP is operated by a diﬀerent service provider — i.e., there are diﬀerent access networks — providing a data rate of
54 Mb/s (per IEEE 802.11g) with diﬀerent radio channels to prevent interference among the APs. Five seconds after
the simulation starts, additional STAs are connected to the APs one by one at intervals of 1 second. The total number
of STAs is 33. All STAs can connect to all APs.
Each STA requests a streaming service with the same data rate, which ranges from 0.8 to 1.8 Mb/s. The transport
layer protocol employed is NewReno TCP. In this simulation, we evaluated the total throughput performance of the
proposed scheme as compared with that of conventional schemes which select an AP based on either RSS or the
available bandwidth. The ﬁrst type of conventional scheme is deﬁned as a conventional (signal) scheme and the
second type is deﬁned as a conventional (bandwidth) scheme. In the conventional (signal) scheme, the additional
STAs are certainly connected to AP1, while they are connected to APs according to selection algorithms in the other
schemes.
4. Simulation Results
Here, we show simulation results and discuss the eﬀectiveness of the proposed scheme as compared with the
conventional schemes. Figure 5 shows the total throughput performance of the proposed and conventional schemes
when the number of additional STAs varies from 0 to 8. The required rate of streaming service is set to 1 Mb/s.
When the number of additional STAs is small (from 1 to 3), there is no diﬀerence in the total throughput between the
proposed and conventional (bandwidth) schemes because these schemes select AP2 since there is no congestion in the
core networks. On the other hand, when the number of additional STAs is larger than 3, the proposed scheme achieves
higher throughput than the conventional schemes. In this case, although congestion occurs on the transmission paths
through AP1 or AP2 in the core networks, the conventional scheme (bandwidth) selects AP2 because its available
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bandwidth is adequate. However, the proposed scheme selects AP3 where congestion does not occur in core networks
by eﬀectively using the packet loss rate information.
Next, Fig. 6 shows the total throughput performance of the proposed and conventional schemes when the required
rate varies from 0.8 to 1.8 Mb/s. Here, the number of additional STAs is set to 5. As shown, the proposed scheme
enables higher throughput than the conventional schemes regardless of the required rate. In particular, when the
required rate is set from 1.0 to 1.6 Mb/s, the diﬀerence in the total throughput between the proposed and conventional
schemes is large. This is because the proposed scheme can eﬀectively utilize an available bandwidth by selecting the
appropriate transmission path where congestion does not occur in the core networks.
5. Conclusion
In this paper, we have proposed a server-based ﬂow allocation scheme based on collectable information in DC
networks to enable high quality streaming services. Simulation evaluations have indicated that the proposed scheme
provides higher throughput than conventional schemes by selecting an appropriate AP based on network conditions
in both access and core networks. In our future work, we will consider eﬀective ways to apply this approach in a real
environment, such as where streaming ﬂows with diﬀerent required rates coexist.
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