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Abstract
The Golomb-Welch conjecture (1968) states that there are no e-perfect Lee codes in Zn for n ≥ 3
and e ≥ 2. This conjecture remains open even for linear codes. A recent result of Zhang and Ge
establishes the non-existence of linear e-perfect Lee codes in Zn for infinitely many dimensions n, for
e = 3 and 4. In this paper we extend this result in two ways. First, using the non-existence criterion
of Zhang and Ge together with a generalized version of Lucas’ theorem we extend the above result for
almost all e (i.e. a subset of positive integers with density 1). Namely, if e contains a digit 1 in its base-3
representation which is not in the unit place (e.g. e = 3, 4) there are no linear e-perfect Lee codes in
Zn for infinitely many dimensions n. Next, based on a family of polynomials (the Q-polynomials), we
present a new criterion for the non-existence of certain lattice tilings. This criterion depends on a prime
p and a tile B. For p = 3 and B being a Lee ball we recover the criterion of Zhang and Ge.
I. INTRODUCTION AND PRELIMINARIES
Let Z and Zq denote the ring of integer numbers and integers modulo q, respectively. For any
two words x = (x1, . . . , xn) and y = (y1, . . . , yn), the Lee metric (also known as Manhattan or
`1 metric) is given by
d(x, y) =
{ ∑n
i=1 min {|xi − yi|, q − |xi − yi|} for x, y ∈ Znq ,∑n
i=1 |xi − yi| for x, y ∈ Zn.
An e-perfect Lee code is a subset C ⊆ Znq (or C ⊆ Zn) such that for each x ∈ Znq (or x ∈ Zn)
there is a unique c = c(x) ∈ C satisfying d(x, c) ≤ e. If in addition C is an additive subgroup of
Znq (or Zn) we say that C is a linear e-perfect Lee code. When q ≥ 2e+1, the natural projection
pi : Zn → Znq (taking modulo q in each coordinate) establishes a correspondence between e-
perfect Lee codes in Zn and e-perfect Lee codes in Znq . This correspondence preserves linearity.
In this paper we denote by Bn(e) the n-dimensional Lee ball of radius e centered at the origin,
that is, Bn(e) = {x ∈ Zn : d(x, 0) ≤ e}; and set k(n, e) = #Bn(e). The set of all linear
e-perfect Lee codes in Zn is denoted by LPL(n, e).
The Lee metric was introduced for transmission of signals over noisy channels in [13] for
codes with alphabet Zp with p a prime number, then it was extended to alphabets Zq (q ∈ Z+)
and Z in [5], [6]. One of the most central question on codes in the Lee metric is regarding the
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2existence of such codes. In [6], Golomb and Welch showed that there are e-perfect Lee codes
C ⊆ Z2 for each value of e ≥ 1, and there are 1-perfect Lee codes C ⊆ Zn for each value of
n ≥ 2. They also proved that for fixed dimension n ≥ 3, there is a radius en > 0 (en unspecified)
such that there are no e-perfect Lee codes C ⊆ Zn for e ≥ en and conjectured that it is possible
to take en = 2 (i.e. no e-perfect Lee codes in Zn exist for n ≥ 3 and e ≥ 2). This conjecture has
been the main motive power behind the research in the area. A recent survey of papers on the
Golomb-Welch conjecture is provided in [10]. Next we mention some of them. Explicit bounds
for en for periodic perfect Lee codes were obtained by K. A. Post [17], namely en = n− 1 for
3 ≤ n ≤ 5 and en =
√
2
2
n− 1
4
(3
√
2− 2) for n ≥ 6; and by P. Lepisto¨ [14] who proved that an
e-perfect Lee code must satisfy n ≥ (e + 2)2/2.1 if e ≥ 285. Recently, P. Horak and D. Kim
[10] proved that the above results hold in general, that is, without the restriction of periodicity.
The Golomb-Welch conjecture was also proved for dimensions 3 ≤ n ≤ 5 and radii e ≥ 2 [4],
[21], [7] and for (n, e) = (6, 2) [8]. Recently, several papers have focus on the study of the
Golomb-Welch conjecture for fixed radius e and large dimensions n. The case e = 2 has been
treated in [11], [12] and [19]. In the linear case, it is proved that LPL(n, 2) = ∅ for infinitely
many dimensions n. A new criterion for the non-existence of perfect Lee codes was presented
by T. Zhang and G. Ge in [22] and it was used for the authors to obtain non-existence results
for radii e = 3 and e = 4. This criterion states that if a pair (n, e) of positive integers verifies
the congruence system (3) and k(n, e) is squarefree, then LPL(n, e) = ∅ (Theorem 1). In this
paper, we say that a pair (n, e) satisfies the Zhang-Ge condition when it is a solution of the
system (3). Then, we define the Zhang-Ge set associated with e, denoted by ZG(e), as the set of
positive integers n such that (n, e) satisfies the Zhang-Ge condition. Determining the cardinality
of the Zhang-Ge set ZG(e) brings us information about LPL(n, e).
This paper is organized as follows. In Section II we present an argument showing that the
condition k(n, e) be squarefree can be omitted in the Zhang-Ge criterion, that is, n ∈ ZG(e) is a
sufficient condition to guarantee LPL(n, e) = ∅ (Theorem 3). This result implies that LPL(n, 3) =
∅ and LPL(n, 4) = ∅ for infinitely many dimensions n (Corollaries 3 and 4). Then, we proved
that if the base-3 representation of e contains either no digit 1 or a unique digit 1 which is in the
unit place, then ZG(e) = ∅ (Propositions 1 and 2); and this is, in fact, the only cases where this
happens (Theorem 5). To finish Section II we derive some congruences for k(n, e) and other
related quantity p(n, e) (Proposition 4) which are used in the next sections and prove that (under
certain conditions) if the Zhang-Ge set ZG(e) is non-empty, it contains infinitely many elements
(Corollary 6). In Section III we obtain a classification of the Zhang-Ge sets (Theorem 5) and
prove one of the main result of this paper: there is a density-1 subset E ⊆ Z+ (containing e = 3
and e = 4) such that for every e ∈ E we have that LPL(n, e) = ∅ for infinitely many values
of n (Theorem 6 and Proposition 10). In Section IV, for each k ≥ 1, we associate with each
finite subset B ⊆ Zn, an homogeneous polynomial of degree 2k: the Q-polynomial of B. Some
explicit formulas for the Q-polynomials as a linear combination of monomial symmetric functions
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3(Proposition 12) and linear combination of power sum symmetric functions (Proposition 13) are
derived. The later is used to obtain a general criterion for the non-existence of certain lattice
tilings (Theorem 7). This criterion can be applied to prove not only non-existence results in the
Lee metric but also to other types of metrics such as the `p-metrics which are also of interest
[2] (see Example 5 for an application to the Euclidean metric). A specialization of this criterion
to the perfect Lee codes is given in Proposition 15: the p-condition of non-existence, where
p is an arbitrary odd prime. The 3-condition of non-existence is equivalent to the Zhang-Ge
condition which was studied in the first sections of this paper. Other choices of p provide new
non-existence criteria for perfect Lee codes. For instance, using the 5-condition of non-existence
we can extend Theorem 6 to other radii such as e = 2, 6 and 7 (i.e. for these values of e, no
linear perfect e-error-correcting Lee codes exist for infinitely many dimensions n).
II. THE ZHANG-GE SETS AND SOME CONGRUENCES FOR k(n, e) AND p(n, e)
A. An extension of the Zhang-Ge theorem without the squarefree restriction
Let Bn(e) = {x ∈ Zn : d(x, 0) ≤ e} and k(n, e) = #Bn(e). It is well known [6] that
k(n, e) =
∑min{n,e}
i=0 2
i
(
n
i
)(
e
i
)
. Since
(
n
i
)
= 0 for i > n and
(
e
i
)
= 0 for i > e we can also write
k(n, e) =
N∑
i=0
2i
(
n
i
)(
e
i
)
(1)
for any N ≥ min{n, e} (in this paper we usually choose N = 3m − 1 for large enough m). Let
p(n, e) =
∑e
i=1 2
i
∑e−i+1
j=1 j
2
(
e−j
i−1
)(
n−1
i−1
)
. Rearranging the sum and using that
(
a
b
)
= 0 for b > a
we obtain the expression
p(n, e) =
e∑
i=0
2i2k(n− 1, e− i) (2)
for every n, e ≥ 1. In other words p(n, e) is the coefficient of xe of the convolution of the
generating functions f(x) =
∑∞
i=0 2i
2xi and g(x) =
∑∞
i=0 k(n − 1, i)xi. This observation is
useful in order to obtain a generalization of the Zhang-Ge theorem (Theorem 1) in Section IV.
We say that a pair of positive integers (n, e) satisfies the Zhang-Ge condition if it verifies the
following system {
k(n, e) ≡ 3 or 6 (mod 9),
p(n, e) ≡ 0 (mod 3). (3)
Definition 1. The Zhang-Ge set of e ≥ 1 is the set
ZG(e) = {n ≥ 1 : (n, e) satisfies the Zhang-Ge condition}.
We also denote the set of all linear e-perfect Lee codes C ⊆ Zn by LPL(n, e).
The following result of T. Zhang and G. Ge establishes a necessary condition for the non-
existence of perfect Lee codes.
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4Theorem 1 ([22, Theorem 7]). If n ∈ ZG(e) and k(n, e) is squarefree, then LPL(n, e) = ∅
Remark 1. In [22] the authors impose the extra condition n ≥ e in the statement of the theorem
above. However this condition is not used in their proof and the result is valid also for n < e.
A possible reason is because, in some corollaries of this theorem, they used Equation (1) for
k(n, e) with N = e. However, as mentioned above, the formula k(n, e) =
∑e
i=0 2
i
(
n
i
)(
e
i
)
holds
also for e > n.
For the case e = 3 and e = 4, we have the following corollary:
Corollary 1 ([22, Corollaries 8 and 9]). If k(n, 3) is squarefree and n ≡ 12 or 21 (mod 27) then
LPL(n, 3) = ∅. If k(n, 4) is squarefree and n ≡ 3, 5, 21 or 23 (mod 27) then LPL(n, 4) = ∅.
Next we present an argument to show that the squarefree condition in Theorem 1 and Corollary
1 can be skipped. We start by stating one of the main tool to prove the non-existence of linear
perfect Lee codes.
Theorem 2 ([9, Theorem 6]). Let B be a subset of Zn. Then, there is a lattice tiling of Zn by
B if and only if there is an abelian group G of order |B| and a homomorphism φ : Zn → G
such that the restriction of φ to B is a bijection.
Corollary 2. LPL(n, e) 6= ∅ if and only if there is an abelian group G and a homomorphism
φ : Zn → G such that φ|Bn(e) : Bn(e)→ G is a bijection.
As in the proof of [19, Theorem 3], the main idea to obtain a version of Theorem 1 without
the squarefree condition is to compose the homomorphism given in Theorem 2 with a suitable
homomorphism ψ : G→ Zp for some prime p. The following lemma is a direct consequence of
the structure theorem for finite abelian groups.
Lemma 1. Let G be an abelian group. If |G| = pm with gcd(p,m) = 1, then there is an onto
homomorphism ψ : G→ Zp. In particular, ψ is an m-to-1 map.
Theorem 3. If n ∈ ZG(e) then LPL(n, e) = ∅.
Proof. Since k(n, e) ≡ 3 or 6 (mod 9), we can write k(n, e) = 3m with m ∈ Z+ and 3 - m.
Now we assume, by contradiction, that LPL(n, e) 6= ∅. By Theorem 2, there exist an abelian
group G of order k(n, e) and a homomorphism φ : Zn → G such that its restriction φ|Bn(e) :
Bn(e) → G is bijective. By Lemma 1, there is an m-to-1 homomorphism ψ : G → Z3. Then,
the composition f = ψ ◦φ : Zn → Z3 is a homomorphism verifying that its resctriction f |Bn(e) :
Bn(e)→ Z3 is an m-to-1 map. We denote by ai = f(ei) where {e1, . . . , en} is the standard basis
for Zn. For each value of s ∈ {0, 1, 2} we have exactly m values of b = (b1, . . . , bn) ∈ Bn(e)
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5such that f(b) =
∑n
i=1 biai ≡ s (mod 3). Therefore∑
b∈Bn(e)
(
n∑
i=1
biai
)2
≡ m · (02 + 12 + 22) ≡ −m (mod 3).
The first sum equals p(n, e) · (∑ni=1 a2i ) [22, Theorem 7]. Then, it is a multiple of 3 because
p(n, e) ≡ 0 (mod 3), but m is not, which is a contradiction.
In the same way as the authors of [22] obtained Corollary 1 from Theorem 1, the following
corollary can be obtained from Theorem 3.
Corollary 3. If n ≡ 12 or 21 (mod 27) then LPL(n, 3) = ∅. If n ≡ 3, 5, 21 or 23 (mod 27)
then LPL(n, 4) = ∅.
Corollary 4. The Zhang-Ge sets ZG(3) and ZG(4) have infinitely many elements.
The first goal is to determine when the Zhang-Ge set ZG(e) is either empty or non-empty.
For those values of e for which this set is non-empty, we also want to determine if this set is
either finite or infinite.
B. Cases where the Zhang-Ge set ZG(e) is empty
Here we apply classical Lucas’ theorem on binomial coefficients to show some cases where
ZG(e) = ∅. Lucas’ theorem states that if p is a prime number, a = ∑h−1j=0 ajpj with aj ∈ {0, 1, 2}
and b =
∑h−1
j=0 bjp
j with bj ∈ {0, 1, 2}, then
(
a
b
) ≡ ∏h−1j=0 (ajbj) (mod p). First we prove that if
the base-3 representation of e does not contain a digit 1 then ZG(e) = ∅. The following lemma
shows an important multiplicative property of k(n, e).
Lemma 2. Let n =
∑h−1
j=0 nj · 3j and e =
∑h−1
j=0 ej · 3j with nj ∈ {0, 1, 2} and ej ∈ {0, 1, 2}.
Then k(n, e) ≡∏h−1j=0 k(nj, ej) (mod 3).
Proof. Using Lucas’ Theorem and (−1)3j = −1 for all j ≥ 0 we have:
k(n, e) =
3h−1∑
i=0
2i
(
n
i
)(
e
i
)
≡
3h−1∑
i=0
(−1)i
(
n
i
)(
e
i
)
≡
2∑
ih−1=0
· · ·
2∑
i0=1
{
h−1∏
j=0
(−1)ij
(
nj
ij
)(
ej
ij
)}
=
h−1∏
j=0
(
2∑
i=0
(−1)i
(
nj
i
)(
ej
i
))
≡
h−1∏
j=0
(
2∑
i=0
2i
(
nj
i
)(
ej
i
))
≡
h−1∏
j=0
k(nj, ej) (mod 3).
Proposition 1. If the base-3 representation of e contains no digit 1, then k(n, e) 6≡ 0 (mod 3)
for all n ≥ 1. In particular, ZG(e) = ∅.
Proof. Let n =
∑h−1
j=0 nj · 3j and e =
∑h−1
j=0 ej · 3j with nj ∈ {0, 1, 2} and ej ∈ {0, 2}. By
Lemma 2, to prove that 3 - k(n, e) it suffices to prove that 3 - k(nj, ej) for every j, 0 ≤ j < h.
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6There are two cases to consider. If ej = 0 then k(nj, ej) = 1 6≡ 0 (mod 3) and if ej = 2 then
k(nj, ej) = 2n
2
j + 2nj + 1 6≡ 0 (mod 3) for nj = 0, 1, 2.
Next we prove that if the base-3 representation of e contains exactly one digit 1 and it is in
the unit place then ZG(e) = ∅. In Section III we prove that these two cases are the only ones
for which it happens. We start with some preliminary lemmas.
Lemma 3. Let n, i, h and s be positive integers such that s ≥ h, n − 1 = ∑s−1j=0 nj3j where
every nj ∈ {0, 1, 2}, and i < 3h−1. Then
i) k(n− 1, 2 · 3h−1 + i) ≡ (−1)nh−1 · k(n− 1, i) (mod 3).
ii) k(n− 1, 3h−1 + i) ≡ (1− nh−1) · k(n− 1, i) (mod 3).
Proof. By Lemma 2 and the fact that k(nj, 0) = 1 for every j, we have k(n− 1, 2 · 3h−1 + i) ≡
k(nh−1, 2) · k(n − 1, i) (mod 3) and k(n − 1, 3h−1 + i) ≡ k(nh−1, 1) · k(n − 1, i) (mod 3).
The conclusion follows from the fact that k(nh−1, 1) = 2nh−1 + 1 ≡ 1 − nh−1 (mod 3) and
k(nh−1, 2) = 2n2h−1 + 2nh−1 + 1 ≡ (−1)nh−1 (mod 3) for 0 ≤ nh−1 ≤ 2.
Lemma 4. Let h > 1, n ≡∑h−1i=0 ni3i + 1 (mod 3h) with ni ∈ {0, 1, 2}, and e = 2 · 3h−1 + e′
with 0 ≤ e′ < 3h−1. If nh−1 = 2 or ni 6= 2 for some i : 1 ≤ i ≤ h− 2 then
p(n, e) ≡ (−1)nh−1 · p(n, e′) (mod 3).
If nh−1 6= 2 and ni = 2 for each i : 1 ≤ i ≤ h− 2 then
p(n, e) ≡ (−1)nh−1 · p(n, e′) + 2(2− nh−1)
∑
0≤i<3
i 6≡e (mod 3)
k(n− 1, i) (mod 3).
Proof. Using Equation (2) we write p(n, e) =
∑e
i=0 2i
2k(n − 1.e − i). Since i2 ≡ 1 (mod 3)
when i 6≡ 0 (mod 3), we have
p(n, e) ≡ 2 ·
∑
0≤i≤e
i 6≡0 (mod 3)
k(n− 1, e− i) ≡ 2 ·
∑
0≤i≤e
i 6≡e (mod 3)
k(n− 1, i) (mod 3). (4)
We split this sum in three parts
p(n, e) ≡ 2 ·
∑
2·3h−1≤i≤e
i 6≡e (mod 3)
k(n− 1, i) + 2 ·
∑
3h−1≤i<2·3h−1
i 6≡e (mod 3)
k(n− 1, i) + 2 ·
∑
0≤i<3h−1
i 6≡e (mod 3)
k(n− 1, i) (mod 3).
By Equation (4), Lemma 3 and the fact that e ≡ e′ (mod 3), for the first sum we have
2 ·
∑
2·3h−1≤i≤e
i 6≡e (mod 3)
k(n− 1, i) ≡ (−1)nh−1 · 2 ·
∑
0≤i≤e′
i 6≡e (mod 3)
k(n− 1, i) = (−1)nh−1 · p(n, e′) (mod 3),
and for the second sum we have∑
3h−1≤i<2·3h−1
i 6≡e (mod 3)
k(n− 1, i) ≡ (1− nh−1) ·
∑
0≤i<3h−1
i 6≡e (mod 3)
k(n− 1, i) (mod 3).
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7Thus,
p(n, e) ≡ (−1)nh−1 · p(n, e′) + 2(2− nh−1) ·
∑
0≤i<3h−1
i 6≡e (mod 3)
k(n− 1, i) (mod 3). (5)
Note that for t > 1 we have:∑
0≤i<3t
i 6≡e (mod 3)
k(n− 1, i) =
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, 2 · 3t−1 + i) +
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, 3t−1 + i) +
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, i)
≡ (−1)nt−1
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, i) + (1− nt−1)
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, i) +
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, i)
≡ (2− nt−1 + (−1)nt−1)
∑
0≤i<3t−1
i 6≡e (mod 3)
k(n− 1, i) (mod 3) (6)
Using Equations (5) and (6) with t = h− 1, h− 2, . . . , 1 we obtain:
∑
0≤i<3h−1
i 6≡e (mod 3)
k(n− 1, i) ≡
h−2∏
i=1
(2− ni + (−1)ni) ·
∑
0≤i<3
i 6≡e (mod 3)
k(n− 1, i), (7)
where the product above is 1 when h = 2. Combining Equations (5) and (7) we obtain:
p(n, e) ≡ (−1)nh−1 · p(n, e′) + 2(2− nh−1) ·
h−2∏
i=1
(2− ni + (−1)ni) ·
∑
0≤i<3
i 6≡e (mod 3)
k(n− 1, i) (mod 3).
The conclusion follows from the fact that
∏h−2
i=1 (2 − ni + (−1)ni) ≡ 1 (mod 3) if n1 = n2 =
· · · = nh−2 = 2 and
∏h−2
i=1 (2− ni + (−1)ni) ≡ 0 (mod 3) otherwise.
Lemma 5. Let h > 1, n ≡∑h−1i=0 ni3i + 1 (mod 3h) with n0 ∈ {0, 1, 2} and n1 = · · · = nh−1 =
2. Let e =
∑h−1
i=0 ei3
i with e0 = 1 and ei ∈ {0, 2} for 1 ≤ i ≤ h− 1. Then p(n, e) ≡ 2 (mod 3).
Proof. Let E = {1 + ∑h−1i=1 ei3i : h ≥ 0, e1, · · · , eh−1 ∈ {0, 2}}. We prove this lemma by
induction on e ∈ E . If e = 1 then p(n, 1) = 2k(n− 1, 0) = 2. Now we suppose that e ∈ E with
e > 1 and write e = 2 · 3t−1 + e′ with 1 < t ≤ h and 0 ≤ e′ < 3t−1. It is clear that e′ ∈ E and
e′ < e. Thus, by inductive hypothesis we have p(n, e′) ≡ 2 (mod 3). Since n− 1 = ∑t−1i=0 ni3i
(mod 3t) with nt−1 = 2 (because t ≤ h) and ni ∈ {0, 1, 2} for 0 ≤ i < t − 1, we can use
Lemma 4 together with the inductive hypothesis to obtain:
p(n, e) ≡ (−1)nt−1p(n, e′) = p(n, e′) ≡ 2 (mod 3).
Proposition 2. If the base-3 representation of e contains exactly one digit 1 and it is in the unit
place then p(n, e) 6≡ 0 (mod 3) for all n ≥ 1. In particular ZG(e) = ∅.
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8Proof. Let n be a positive integer and E be the subset of positive integers whose base-3
representation contains exactly one digit 1 and it is in the unit place. Let n− 1 = ∑∞i=0 ni3i be
the base-3 representation of n − 1 with each ni ∈ {0, 1, 2}. To prove this lemma we proceed
again by induction on e ∈ E . If e = 1 we have p(n, e) = 2 6≡ 0 (mod 3). Now we consider
e ∈ E with e > 1 and write e = 2 ·3h−1 +e′ with 0 ≤ e′ < 3h−1 and h > 1. It is clear that e′ ∈ E
and e′ < e. Thus, by inductive hypothesis we can assume p(n, e′) 6≡ 0 (mod 3). We note that
n − 1 ≡∑h−1i=0 ni3i (mod 3h) with each ni ∈ {0, 1, 2} and consider two cases. If nh−1 = 2 or
ni 6= 2 for some i ∈ {1, . . . , h−2} we apply Lemma 4 to obtain p(n, e) ≡ (−1)nh−1p(n, e′) 6≡ 0
(mod 3). If nh−1 ∈ {0, 1} and n1 = · · · = nh−2 = 2, by Lemma 5 we have p(n, e′) ≡ 2 (mod 3)
and by Lemma 4 we have:
p(n, e) ≡(−1)nh−1 · p(n, e′) + 2(2− nh−1)(k(n− 1, 0) + k(n− 1, 2))
≡(−1)nh−1 · p(n, e′) + (−1)nh−1(1 + 2n2 − 2n+ 1)
=(−1)nh−1(p(n, e′) + 2n2 − 2n+ 2)
≡(−1)nh−1(2n20 − 2n0 + 1) 6≡ 0 (mod 3).
By convenience, we define the following function.
Definition 2. For n ≥ 1 we consider its base-3 representation n = ∑h−1i=0 ni3i with each ni ∈
{0, 1, 2}. The function δ3 : Z+ → N ∪ {∞} is given by
δ3(n) =
{
max{i : ni = 1} if ni = 1 for some i ≥ 0,
∞ if ni 6= 1 for all i ≥ 0.
The following corollary is a consequence of Propositions 1 and 2.
Corollary 5. Let e ≥ 1. If δ3(e) = 0 or δ3(e) =∞ then ZG(e) = ∅.
C. The Davis-Webb theorem and congruence formulas for k(n, e) and p(n, e)
We proved that ZG(e) = ∅ if δ3(e) ∈ {0,∞}. In the next section we prove that ZG(e) 6= ∅ if
0 < δ3(e) <∞. One ingredient of the proof is a generalization of Lucas’ Theorem on binomial
coefficients given by Davis and Webb in [3]. For p prime and 0 ≤ a, b < p the Davis-Webb
symbol is defined by 〈ab〉 =
(
a
b
)
if a ≥ b and 〈ab〉 = p if a < b (we note that in this case
(
a
b
)
= 0).
For 0 ≤ a, b, c, d < p the Davis-Webb symbol is defined by
〈
a,b
c,d
〉
=
(
ap+b
cp+d
)
if ap + b ≥ cp + d
and
〈
a,b
c,d
〉
= p
〈
b
d
〉
otherwise.
Theorem 4 ([3, Theorem 1]). Let p be a prime number and a ≥ b be natural numbers. If
a =
∑m−1
i=0 aip
i and b =
∑m−1
i=0 bip
i with m ≥ 2, 0 ≤ ai, bi < p and am−1 > 0, then(
a
b
)
≡
〈
am−1,am−2
bm−1,bm−2
〉
·
(
m−2∏
i=1
〈
ai
bi
〉−1 · 〈ai,ai−1bi,bi−1 〉
)
(mod p2). (8)
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9Remark 2. If 0 ≤ bi ≤ ai < p, then
〈
ai
bi
〉
=
(
ai
bi
)
is coprime with p and
〈
ai
bi
〉−1 · 〈ai,ai−1bi,bi−1 〉 has
no p in the denominator. If 0 ≤ ai < bi < p, then
〈
ai
bi
〉−1 · 〈ai,ai−1bi,bi−1 〉 = 〈ai−1bi−1〉 is an integer.
Therefore, by Equation (8), if
〈
am−1,am−2
bm−1,bm−2
〉
= p2 or
〈
ai
bi
〉−1 · 〈ai,ai−1bi,bi−1 〉 ≡ 0 (mod p2) for some
i ∈ {1, . . . ,m− 2} then (a
b
) ≡ 0 (mod p2).
In general Equation (8) does not hold when a < b. For example if a = p2 + p + 1 and
b = 2p2 + p + 1 then the right hand side of Equation (8) is
〈
1,1
2,1
〉 · 〈11〉−1 〈1,11,1〉 = p but (ab) = 0.
The next simple result will be used in the next section and it is true even if a < b.
Proposition 3. Let p be a prime number, a =
∑m−1
i=0 aip
i and b =
∑m−1
i=0 bip
i with m ≥ 2,
0 ≤ ai, bi < p and am−1 = bm−1, then Equation (8) holds.
Proof. By Theorem 4, it is enough to prove that〈
am−1,am−2
am−1,bm−2
〉
·
(
m−2∏
i=1
〈
ai
bi
〉−1 · 〈ai,ai−1bi,bi−1 〉
)
≡ 0 (mod p2) (9)
whenever a < b. If bm−2 > am−2 we have
〈
am−1,am−2
am−1,bm−2
〉
= p2 and Equation (9) holds. Otherwise,
there is an integer i, 1 ≤ i ≤ m − 2 such that am−1 = bm−1, am−2 = bm−2, . . . , ai = bi and
ai−1 < bi−1. In this case we have
〈
ai
bi
〉−1 ·〈ai,ai−1bi,bi−1 〉 = 〈ai,ai−1ai,bi−1〉 = p2 and Equation (9) holds.
Example 1. Let p be a prime number, a = p2 + p+ 1 and b = 2p2 + p+ 1. Since a =
∑3
i=0 aip
i
and b =
∑3
i=0 bip
i with a3 = b3 = 0 (and a2 = a1 = a0 = b1 = b0 = 1, b2 = 2) we can apply
Proposition 3 to obtain
(
a
b
) ≡ 〈0,10,2〉 · 〈12〉−1 〈1,12,1〉 · 〈11〉−1 〈1,11,1〉 (mod p2).
Next we apply Theorem 4 and Proposition 3 to deduce some congruences for k(n, e) and
p(n, e). Then, we use these congruences to prove that if a Zhang-Ge set ZG(e) contains an
element of special type, it contains infinitely many elements (Corollary 6).
Lemma 6. Let n,m, h and a be positive integers satisfying h ≥ m+2 and 3m+1 ≤ n < 2 ·3m+1.
If i < 3h, then
(
3h+1a+n
i
) ≡ (n
i
)
(mod 9).
Proof. Let a ∈ Z+ and write 3h+1a+ n = ∑h+kj=0 nj3j and i = ∑h+kj=0 ij3j with ij, nj ∈ {0, 1, 2},
for some k ≥ 1 and nh+k 6= 0. By our hypothesis we have nm+1 = 1, nj = 0 for m+ 2 ≤ j ≤ h
and ij = 0 for h ≤ j ≤ h + k. First we suppose 2 · 3m+1 ≤ i < 3h (in particular n < i) and
consider the set of indices J = {j : m + 2 ≤ j ≤ h− 1, ij 6= 0}. If the set J is non-empty we
consider j = max J . Since nj+1 = nj = ij+1 = 0, we have
〈
nj+1
ij+1
〉−1
·
〈
nj+1,nj
ij+1, ij
〉
=
〈
0,0
0,ij
〉
= 9.
Then, by Theorem 4 we conclude that
(
3h+1a+n
i
) ≡ 0 = (n
i
)
(mod 9). If the set J is empty we
have i < 3m+2 (because i < 3h). Since nm+2 = im+2 = 0, nm+1 = 1 and im+1 = 2 (because
2 · 3m+1 ≤ i < 3m+2), we have
〈
nm+2
im+2
〉−1
·
〈
nm+2,nm+1
im+2, im+1
〉
=
〈
0,1
0,2
〉
= 9 and by Theorem 4 we
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conclude that
(
3h+1a+n
i
) ≡ 0 = (n
i
)
(mod 9). Now we suppose i < 2 · 3m+1, this is equivalent to
ij = 0 for j > m+ 1 and im+1 ≤ 1 = nm+1. Applying Theorem 4 we have(
3h+1a+ n
i
)
≡ 〈nh+k,nh+k−10,0 〉
(
h+k−1∏
j=m+3
〈nj
0
〉−1 〈nj ,nj−1
0,0
〉) · 〈00〉−1 〈0,nm+10,im+1 〉
·
〈
nm+1
im+1
〉−1 〈
nm+1,nm
im+1,im
〉
·
(
m∏
j=1
〈
nj
ij
〉−1 〈
nj ,nj−1
ij ,ij−1
〉)
(mod 9).
We have
〈nh+k,nh+k−1
0,0
〉 (∏h+k−1
j=m+3
〈nj
0
〉−1 〈nj ,nj−1
0,0
〉) · 〈00〉−1 = 1, because all its terms are equal to
1. Since 0 ≤ im+1 ≤ nm+1 ≤ 1, we have
〈
0,nm+1
0,im+1
〉
=
〈
nm+1
im+1
〉
= 1. Thus(
3h+1a+ n
i
)
≡
〈
nm+1,nm
im+1,im
〉
·
(
m∏
j=1
〈
nj
ij
〉−1 〈
nj ,nj−1
ij ,ij−1
〉)
≡
(
n
i
)
(mod 9),
where in the last congruence we use Theorem 4 if i ≤ n or Proposition 3 if i > n (since in this
case we have im+1 = nm+1 = 1).
Proposition 4. Let m be a natural number and n, e and h be positive integers such that 3m+1 ≤
n < 2 · 3m+1, e < 3h and h ≥ m+ 2. Then, the following congruences hold for every a ≥ 1:
(i) k(3h+1a+ n, e) ≡ k(n, e) (mod 9);
(ii) p(3ha+ n, e) ≡ p(n, e) (mod 3).
Proof. By Lemma 6 (and using e ≤ 3h− 1) we have k(3h+1a+n, e) = ∑3h−1i=0 2i(3h+1a+ni )(ei) ≡∑3h−1
i=0 2
i
(
n
i
)(
e
i
)
= k(n, e) (mod 9), which proves (i). To prove (ii) we use Equation (4) and
Lemma 2 to obtain:
p(3ha+ n, e) ≡ 2 ·
∑
0≤i≤e
i 6≡e (mod 3)
k(3ha+ n− 1, 3h · 0 + i) ≡ 2 ·
∑
0≤i≤e
i 6≡e (mod 3)
k(a, 0) · k(n− 1, i)
≡ 2 ·
∑
0≤i≤e
i 6≡e (mod 3)
k(n− 1, i) ≡ p(n, e) (mod 3).
Corollary 6. Let e ≥ 1. If ZG(e) ∩ {3m+1, 3m+1 + 1, . . . , 2 · 3m+1 − 1} 6= ∅ is non-empty for
some m ≥ 0, it has infinitely many elements. Moreover, if n ∈ ZG(e) with 3m+1 ≤ n < 2 · 3m+1
and h = max{m+ 3, blog3(e)c+ 1} then 3h · N+ n ⊆ ZG(e).
III. CLASSIFICATION OF THE ZHANG-GE SETS ZG(e) AND NON-EXISTENCE RESULTS FOR
PERFECT LEE CODES
In this section we prove that the Zhang-Ge set ZG(e) contains infinitely many elements if
0 < δ3(e) <∞ (see Definition 2) and obtain a non-existence result for linear perfect Lee codes
(Theorem 6). By Corollary 6 it suffices to prove it contains an element n with 3m+1 ≤ n < 2·3m+1
for some m ≥ 0. We start with the case δ3(e) = 1.
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A. The case δ3(e) = 1
Note that δ3(e) = 1 if and only if e = a+ 32b with a ∈ {3, 4, 5} and b ≥ 0 with δ3(b) =∞.
Proposition 5. Let e = a+32b with a ∈ {3, 5} and b ≥ 0 satisfying δ3(b) =∞. Then 12 ∈ ZG(e).
Proof. We have to prove that k(12, e) ≡ 3 or 6 (mod 9) and p(12, e) ≡ 0 (mod 3). We
note that k(12, e) is a degree-12 polynomial with rational coefficients. Multiplying it by 12!
we obtain the integer coefficients polynomial f(e) = 12! · k(12, e) = 4096e12 + 24576e11 +
585728e10+2703360e9+25479168e8+85966848e7+402980864e6+919142400e5+2188865536e4
+2940850176e3+3130103808e2+1799331840e+479001600. Since 35 | 12!, 36 - 12!, 3·12! ≡ 2·36
(mod 37) and 6 · 12! ≡ 36 (mod 37), we have that k(12, e) ≡ 3 or 6 (mod 32) if and only if
f(e) ≡ 36 or 2 · 36 (mod 37). We note that e ≡ 3 or 5 (mod 32) if and only if e ≡ a + 32b
(mod 37) for some a ∈ {3, 5} and b : 0 ≤ b < 35. By a direct calculation we confirm that
for these 486 possible values of a + 32b we have f(a + 32b) ≡ 36 or 2 · 36 (mod 37). Thus,
k(12, e) ≡ 3 or 6 (mod 9) whenever e ≡ 3 or 5 (mod 9). Since p(12, 3) = 732 ≡ 0 (mod 3),
p(12, 5) = 45870 ≡ 0 (mod 3) and p(12, 2 · 3h−1 + i) ≡ ±p(12, i) (mod 3) for h > 2 and
0 ≤ i < 3h−1 (Lemma 4), we have that p(12, e) ≡ 0 (mod 3) for every e of the form e = 3 + 9b
or e = 5 + 9b with b ≥ 0 and δ3(b) =∞.
Proposition 6. Let e = 4 + 32b with b ≥ 0 and δ3(b) =∞. Then, 3 ∈ ZG(e).
Proof. We consider the polynomial f(e) = 3! · k(3, e) = 8e3 + 12e2 + 16e + 6 and note that
k(3, e) ≡ 3 or 6 (mod 32) if and only if f(e) ≡ 9 or 18 (mod 33). If e = 4 + 32b with b ≥ 0
and δ3(b) = ∞, then e ≡ 4 or 22 (mod 33). Since f(4) = 774 ≡ 18 (mod 33) and f(22) =
91350 ≡ 9 (mod 33) we have that f(e) ≡ 9 or 18 (mod 33) if e ≡ 4 or 22 (mod 33). This
implies that k(3, e) ≡ 3 or 6 (mod 9) if e ≡ 4 or 22 (mod 33). In particular k(3, 4 + 32b) ≡
3 or 6 (mod 32) for every b ≥ 0 satisfying δ3(b) = ∞. Since p(3, 4) = 276 ≡ 0 (mod 3) and
p(3, 2 · 3h−1 + i) ≡ ±p(3, i) (mod 3) for h > 2 and 0 ≤ i < 3h−1 (Lemma 4), we have that
p(3, 4 + 9b) ≡ 0 (mod 3) for every b ≥ 0 satisfying δ3(b) =∞.
The following corollary is a direct consequence of Propositions 5 and 6 and Corollary 6.
Corollary 7. If δ3(e) = 1 then the Zhang-Ge set ZG(e) has infinitely many elements.
B. The case δ3(e) = 2
Note that δ3(e) = 2 if and only if e = a+33b with 9 ≤ a < 18 and b ≥ 0 such that δ3(b) =∞.
Proposition 7. Let e = a+ 33b with 9 ≤ a < 18, b ≥ 0 and δ3(b) =∞. Then, 12 ∈ ZG(e).
Proof. The proof is similar to the proof of Proposition 5 and we give only a sketch. Consider
the polynomial f(e) = 12! ·k(12, e) = 4096e12+24576e11+ · · ·+479001600. If e = a+33b with
9 ≤ a < 18 and δ3(b) = ∞, then e ≡ a or 2 · 33 + a (mod 34) (because b ≡ 0 or 2 (mod 3)).
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Let A = {a′ : 9 ≤ a′ < 18 or 63 ≤ a′ < 72}. We have that e ≡ a′ (mod 34) for some a′ ∈ A if
and only if e ≡ a′+ 34b′ (mod 37) with a′ ∈ A and 0 ≤ b′ < 33. By direct calculation we check
that f(a′ + 34b′) ≡ 36 or 2 · 36 (mod 37) for every a′ ∈ A and 0 ≤ b′ < 33. This implies that
f(e) ≡ 36 or 2·36 (mod 37) for every e ≡ a′+34b′ (mod 37) with a′ ∈ A and 0 ≤ b′ < 33. Thus
k(12, e) ≡ 3, 6 (mod 32) if e ≡ a′ (mod 34) for some a′ ∈ A. In particular k(12, e) ≡ 3 or 6
(mod 9) for every e = a+33b with 9 ≤ a < 18 and δ3(b) =∞. Since p(12, a) ≡ 0 (mod 3) for
9 ≤ a < 18 and p(12, 2 · 3h−1 + i) ≡ ±p(12, i) (mod 3) for h > 3 and 0 ≤ i < 3h−1 (Lemma
4) we have that p(12, a+ 33b) ≡ 0 (mod 3) if 9 ≤ a < 18 and δ3(b) =∞.
Corollary 8. If δ(e) = 2 then the Zhang-Ge set ZG(e) has infinitely many elements.
C. The case 2 < δ3(e) <∞
The arguments used in the proofs of Propositions 5, 6 and 7 require intermediate computations.
So, it becomes infeasible when n is large. Thus we need a new argument to approach the case
2 < δ3(e) < ∞. In this part we consider e ≥ 0 such that δ3(e) = m + 1 ≥ 3 and prove that
n = 3m+1 + 3m ∈ ZG(e). Note that 3m+1 ≤ n < 2 · 3m+1 and Corollary 6 is applicable. We start
with some preliminaries lemmas.
Lemma 7. Let n = 3m+1 + 3m with m ≥ 1. Then (n
i
) 6≡ 0 (mod 9)⇔ i/3m−1 ∈ {0, 1, 2, 3, 6, 9,
10, 11, 12}. Moreover, in this case we have
(
n
i
)
≡

1 (mod 9) if i/3m−1 ∈ {0, 12};
3 (mod 9) if i/3m−1 ∈ {1, 2, 10, 11};
4 (mod 9) if i/3m−1 ∈ {3, 9}.
6 (mod 9) if i/3m−1 = 6
Proof. If i > n we have i/3m+1 > 12 and
(
n
i
)
= 0 ≡ 0 (mod 9). We assume now that i ≤ n
and consider the base-3 representation of i given by i =
∑m+1
j=0 ij3
j with im+1 ∈ {0, 1} and
ij ∈ {0, 1, 2} if 0 ≤ j ≤ m. By Theorem 4 we have(
n
i
)
≡ η(im+1, im, im−1) ·
m−1∏
j=1
〈
0
ij
〉−1 〈
0,0
ij ,ij−1
〉
(mod 9), (10)
where η(im+1, im, im−1) =
〈
1,1
im+1,im
〉
· 〈1im〉−1 〈1,0im,im−1〉. By direct computation we have
η(im+1, im, im−1) ≡

0 (mod 9) if (im+1, im, im−1) = (0, 2, 2), (0, 2, 1), (0, 1, 2), (0, 1, 1);
1 (mod 9) if (im+1, im, im−1) = (1, 1, 0), (0, 0, 0);
3 (mod 9) if (im+1, im, im−1) = (1, 0, 2), (1, 0, 1), (0, 0, 2), (0, 0, 1);
4 (mod 9) if (im+1, im, im−1) = (1, 0, 0), (0, 1, 0);
6 (mod 9) if (im+1, im, im−1) = (0, 2, 0).
We consider three cases:
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If (im+1, im, im−1) = (0, 2, 2), (0, 2, 1), (0, 1, 2), (0, 1, 1) then
(
n
i
) ≡ 0 (mod 9) (by Equation
(10)).
If (im+1, im, im−1) = (1, 0, 2), (1, 0, 1), (0, 0, 2), (0, 0, 1) then η(im+1, im, im−1) = 3. By Equation
(10) we have
(
n
i
) 6≡ 0 (mod 9) if and only if 〈0ij〉−1 〈0,0ij ,ij−1〉 6≡ 0 (mod 3) ∀j : 1 ≤ j ≤ m−1,
if and only if ij−1 = 0 ∀j : 1 ≤ j ≤ m− 1, if and only if i/3m−1 = im+1 · 32 + im · 3 + im−1 ∈
{11, 10, 2, 1}.
If (im+1, im, im−1) = (1, 1, 0), (1, 0, 0), (0, 2, 0), (0, 1, 0), (0, 0, 0) then η(im+1, im, im−1) = 1, 4
or 6. We consider two subcases. If ij−1 = 0 for every j, 1 ≤ j ≤ m − 1, then
(
n
i
) ≡
η(im+1, im, im−1) 6≡ 0 (mod 9). If there exists ij−1 6= 0 with 1 ≤ j ≤ m − 1, we consider
j maximal with respect to this property. Note that im−1 = 0 and
〈
0
ij
〉−1 〈
0,0
ij ,ij−1
〉
=
〈
0,0
0,ij−1
〉
= 9.
By Equation (10) we have
(
n
i
) ≡ 0 (mod 9). Thus, (n
i
) 6≡ 0 (mod 9) if and only if i/3m−1 =
im+1 · 32 + im · 3 + im−1 ∈ {0, 3, 6, 9, 12}.
By the three cases considered above we conclude that
(
3m+1+3m
i
) 6≡ 0 (mod 9) if and only if
i/3m−1 ∈ {0, 1, 2, 3, 6, 9, 10, 11, 12}.
We note that if m ≥ 2 then 23m−1k ≡ (−1)k (mod 9). Thus, we have the following corollary.
Corollary 9. If n = 3m+1 + 3m, m ≥ 2 then
k(n, e) =
n∑
i=0
2i
(
n
i
)(
e
i
)
≡ 1− 3
(
e
3m−1
)
+ 3
(
e
2 · 3m−1
)
− 4
(
e
3 · 3m−1
)
+ 6
(
e
6 · 3m−1
)
− 4
(
e
9 · 3m−1
)
+ 3
(
e
10 · 3m−1
)
− 3
(
e
11 · 3m−1
)
+
(
e
12 · 3m−1
)
(mod 9). (11)
Proposition 8. Let n = 3m+1 + 3m, m ≥ 2 and e be a positive integer such that δ3(e) = m+ 1.
Then, k(n, e) ≡ 3, 6 (mod 9).
Proof. Write e =
∑h−1
i=0 ei3
i with h ≥ m+ 4 and ei ∈ {0, 2} for m+ 1 < i ≤ h− 1, em+1 = 1
and ei ∈ {0, 1, 2} for 0 ≤ i < m + 1. We consider k ∈ {0, 1, 2, 3, 6, 9, 10, 11, 12} and write
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k = k2 · 32 + k1 · 3 + k0 with k2 ∈ {0, 1} and k1, k0 ∈ {0, 1, 2}. By Proposition 3 we have:(
e
k · 3m−1
)
≡ 〈eh−1,eh−20,0 〉 ·
(
h−2∏
j=m+3
〈ej
0
〉−1 〈ej ,ej−1
0,0
〉) · 〈em+20 〉−1 〈em+2,em+10,k2 〉 · 〈em+1k2 〉−1 〈em+1,emk2,k1 〉
· 〈emk1 〉−1 〈em,em−1k1,k0 〉 · 〈em−1k0 〉−1 〈em−1,em−2k0,0 〉 ·
(
m−2∏
j=1
〈ej
0
〉−1 〈ej ,ej−1
0,0
〉)
≡ 〈em+2,em+10,k2 〉 〈em+1,emk2,k1 〉 〈emk1 〉−1 〈em,em−1k1,k0 〉 〈em−1k0 〉−1 〈em−1,em−2k0,0 〉
=
〈
em+2,1
0,k2
〉
· 〈emk1 〉−1 〈1,emk2,k1〉 · 〈em−1k0 〉−1 〈em,em−1k1,k0 〉 · 〈em−20 〉−1 〈em−1,em−2k0,0 〉
≡
(
em+2 · 34 + 1 · ·33 + em · 32 + em−1 · 3 + em−2
0 · 34 + k2 · 33 + k1 · 32 + k0 · 3 + 0
)
(mod 9). (12)
Let e˜ = em+2 · 34 + 33 + em · 32 + em−1 · 3 + em−2. By Corollary 9 and Equation 12 we have
k(n, e) ≡ 1−3
(
e˜
3
)
+3
(
e˜
6
)
−4
(
e˜
9
)
+6
(
e˜
18
)
−4
(
e˜
27
)
+3
(
e˜
30
)
−3
(
e˜
33
)
+
(
e˜
36
)
(mod 9).
Since em+2 ∈ {0, 2} and em, em−1, em−2 ∈ {0, 1, 2} we have that 27 ≤ e˜ ≤ 53 or 189 ≤ e˜ ≤ 215.
By direct calculation, using the above congruence formula for k(n, e), we obtain
k(3m+1 + 3m, e) ≡
{
3 (mod 9) if 27 ≤ e˜ ≤ 35 or 207 ≤ e˜ ≤ 215;
6 (mod 9) if 36 ≤ e˜ ≤ 53 or 189 ≤ e˜ ≤ 206.
Next we prove that p(3m+1 + 3m, e) ≡ 0 (mod 3) if δ3(e) = m + 1 ≥ 3. We prove first a
preliminary lemma.
Lemma 8. Let n = 3m+1 + 3m, m ≥ 2, h ≥ m + 2 and j < 3h. If j = ∑h−1i=0 ji3i with each
ji ∈ {0, 1, 2} then
k(n− 1, j) ≡ (1− jm+1) · (−1)j0+j1+···+jm−1 (mod 3).
In particular k(n− 1, j) (mod 3) does not depend on jm.
Proof. Since n − 1 = ∑m+1i=0 ni3i with nm+1 = 1, nm = 0 and ni = 2 for 0 ≤ i ≤ m − 1,
by Lemma 2 we have k(n − 1, j) ≡ k(1, jm+1) ·
∏m−1
i=0 k(2, ji) (mod 3), where k(1, jm+1) =
2jm+1+1 ≡ 1−jm+1 (mod 3) and k(2, ji) = 2j2i +2ji+1 ≡ (−1)ji (mod 3) for 0 ≤ ji ≤ 2.
Lemma 9. Let n = 3m+1 + 3m with m ≥ 2 and e and h be positive integers such that δ3(e) =
m+ 1 and h− 1 > m+ 1. Then p(n, 2 · 3h−1 + e) ≡ p(n, e) (mod 3).
Proof. We have n− 1 = ∑h−1i=0 ni3i with ni = 0 for m+ 1 < i ≤ h− 1, nm+1 = 1, nm = 0 and
ni = 2 for 0 ≤ i ≤ m − 1. Since nh−1 = 0 and nh−2 6= 2 (because h − 2 ≥ m + 1), applying
Lemma 4 we obtain p(n, 2 · 3h−1 + e) ≡ (−1)nh−1p(n, e) ≡ p(n, e) (mod 3).
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Proposition 9. Let n = 3m+1 + 3m, m ≥ 2 and e be a positive integer such that δ3(e) = m+ 1.
Then, p(n, e) ≡ 0 (mod 3).
Proof. By applying Lemma 9 several times, it suffices to prove this proposition for the case
e < 2 · 3m+1. In this case, by Equation (4), we have
p(n, e) ≡ 2 ·
∑
0≤j≤e
j 6≡e (mod 3)
k(n− 1, j) ≡ 2 ·
∑
3m+1≤j≤e
j 6≡e (mod 3)
k(n− 1, j) + 2 ·
∑
0≤j<3m+1
j 6≡e (mod 3)
k(n− 1, j) (mod 3).
By Lemma 8, since e < 2 · 3m+1, we have that k(n − 1, j) ≡ 0 (mod 3) for 3m+1 ≤ j ≤ e.
Thus, we have
2 ·
∑
3m+1≤j≤e
j 6≡e (mod 3)
k(n− 1, j) ≡ 0 (mod 3),
and by Lemma 8
2 ·
∑
0≤j<3m+1
j 6≡e (mod 3)
k(n− 1, j) = 2 ·
∑
0≤j′<3m
j 6≡e (mod 3)
2∑
jm=0
k(n− 1, j′ + jm · 3m)
≡ 2 ·
∑
0≤j′<3m
j 6≡e (mod 3)
3 · k(n− 1, j′) ≡ 0 (mod 3).
Therefore p(n, e) ≡ 0 (mod 3).
The following classification of the Zhang-Ge sets is a consequence of Corollaries 5, 7 and 8,
and Propositions 8 and 9.
Theorem 5. Let e ≥ 1. Then,
• ZG(e) = ∅ if δ3(e) = 0 or δ3(e) =∞;
• ZG(e) has infinitely many elements if 1 ≤ δ3(e) <∞.
We apply our results to the non-existence of perfect Lee codes. Propositions 5, 6, 7, 8 and 9
bring us explicit elements for the Zhang-Ge set ZG(e) (depending on e). If we combine these
propositions together with Corollary 6 we obtain the following theorem.
Theorem 6. If the radius e ≥ 1 verifies 1 ≤ δ3(e) <∞ then LPL(n, e) = ∅ for infinitely many
dimensions n. Moreover, if `(e) = blog3(e)c+ 1 we have
• if δ3(e) = 1 and e ≡ 3, 5 (mod 9) then LPL(n, e) = ∅ for n ≡ 12 (mod 3max{4,`(e)});
• if δ3(e) = 1 and e ≡ 4 (mod 9) then LPL(n, e) = ∅ for n ≡ 3 (mod 3max{3,`(e)});
• if δ3(e) = 2 then LPL(n, e) = ∅ for n ≡ 12 (mod 3max{4,`(e)});
• if δ3(e) = m+ 1 ≥ 3, then LPL(n, e) = ∅ for n ≡ 3m+1 + 3m (mod 3max{m+3,`(e)}).
The density of a subset E ⊆ Z+ is defined as dens(E) = limN→∞ E∩{1,2,...,N}N when this limit
exists. Next we prove that the set of radii e ≥ 1 for which we prove that LPL(n, e) = ∅ for
infinitely many values of n has density 1.
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Proposition 10. The set E = {e ≥ 1 : 1 ≤ δ3(e) <∞} has density 1.
Proof. Let N ≥ 1 and h ≥ 1 such that 3h−1 ≤ N < 3h. We have
1 ≥#{e ≤ N : 1 ≤ δ3(e) <∞}
N
= 1− #{e ≤ N : δ3(e) = 0}
N
− #{e ≤ N : δ3(e) =∞}
N
≥1− #{e < 3
h : δ3(e) = 0}
3h−1
− #{e < 3
h : δ3(e) =∞}
3h−1
= 1− 2
h−1
3h−1
− 2
h
3h−1
Since h = blog3(N)c+ 1→∞ when N →∞, from the inequalities above, dens(E) = 1.
IV. BEYOND THE ZHANG-GE CONDITION: THE Q-POLYNOMIALS
In this section we introduce a family of homogeneous polynomials and extend some results
from [12], [19] and [22].
Definition 3. Let B ⊆ Zn with B finite and k ∈ Z+. The Q-polynomial associated with B of
order k is QkB(x) :=
∑
b∈B〈x, b〉2k where x = (x1, . . . , xn) and 〈, 〉 denotes the standard inner
product of Rn. When B = Bn(e) we write Qk(n,e)(x) instead of QkBn(e)(x).
By definition QkB(x) is the homogeneous polynomial in n variables of degree 2k (i.e. a 2k-
homogeneous polynomial) given by QkB(x1, . . . , xn) :=
∑
b∈B(b1x1 + · · · + bnxn)2k. We are
interested in the case when B = −B, that is, when B is symmetric with respect to the origin.
In this case it is easy to see that
∑
b∈B〈b, x〉2k+1 = 0 for all k ≥ 0 and for this reason we only
consider even exponents.
We note that these polynomials have been used in very special cases to prove the non-existence
of perfect Lee codes. For example the case k = 1 was considered in [22] where the authors
prove the non-existence of linear perfect Lee codes by the formula
Q1(n,e)(x) = p1(n, e) · S2(x), (13)
where p1(n, e) =
∑e
i=0 2i
2k(n−1, e−i) (see Equation (2)) and S2(x) =
∑n
i=1 x
2
i . An expression
for the case e = 2 was obtained in [12] to prove the non-existence of 2-error correcting codes.
This expression is given by
Qk(n,2)(x) = pk(n, 2) · S2k(x) +
k−1∑
t=1
ct · S2(k−t)(x) · S2t(x), (14)
where pk(n, 2) = 4k + 4n+ 2, S2t(x) =
∑n
i=1 x
2t
i and ct = 2 ·
(
2k
2t
)
for 1 ≤ t < k. This formula
was also used in [19]. We note that in these papers the unique necessary information about the
numbers ct to obtain the non-existence results is that they are integers. In this section we deduce
a general expression for Qk(n,e)(x) and obtain a new criterion for the non-existence of linear
perfect Lee codes which generalizes Theorem 3.
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A. Multivariate symmetric polynomials
In this part we review some basic results on multivariate symmetric polynomials with focus on
the Q-polynomials. A good reference on symmetric polynomials is the book of MacDonald [15].
As usual Sn denotes the set of all permutations θ of the set [n] = {1, . . . , n} and R[x1, . . . , xn]
denotes the set of all polynomials in the variables x1, . . . , xn and coefficients in the ring R (here
R = Z or R = Q). Let θ be a permutation of Sn. For x = (x1, . . . , xn) we denote by θx the n-
tuple θx := (xθ(1), xθ(2), · · · , xθ(n)) and for B ⊆ Zn we denote by θB the set θB = {θb : b ∈ B}.
When θB = B for all θ ∈ Sn, we say that B is Sn-invariant. A polynomial f in n variables
is called symmetric when f(θx) = f(x) for every θ ∈ Sn. First we prove that the polynomials
Qk(n,e)(x) are symmetric polynomials.
Proposition 11. Let B ⊆ Zn be a finite and Sn-invariant set. The Q-polynomial QkB(x) is an
homogeneous symmetric polynomial of degree 2k. In particular, the polynomials Qk(n,e)(x) are.
Proof. If λ ∈ R then QkB(λx) =
∑
b∈B〈b, λx〉2k =
∑
b∈B λ
2k〈b, x〉2k = λ2kQkB(x). This proves
that QkB(x) is an homogeneous polynomials of degree 2k. To prove that Q
k
B(x) is a symmetric
polynomial we consider θ ∈ Sn. Since B is Sn-invariant, the map b→ θb establishes a bijection
on B. Thus,
QkB(θx) =
∑
b∈B
〈b, θx〉 =
∑
b′∈θB
〈b′, θx〉 =
∑
b∈B
〈θb, θx〉 =
∑
b∈B
〈b, x〉 = QkB(x)
which proves that the polynomial QkB(x) is symmetric.
We denote by Λin(R) the set of all i-homogeneous symmetric polynomials in R[x1, . . . , xn]
where R = Z or R = Q. The fundamental theorem of symmetric polynomials states that every
symmetric polynomial in Z[x1, . . . , xn] can be written in a unique way as a polynomial in the
elementary symmetric functions e1, e2, . . . , en (given by ek(x) :=
∑
1≤i1<···<ik≤n xi1 · · ·xik) with
integer coefficients. From which it can be proved that every polynomial in Λin(Z) can be written
as a Z-linear combination of the polynomials et := et11 e
t2
2 · · · etnn with t = (t1, t2, · · · , tn) ∈ Nn
satisfying t1 + 2t2 + · · · + ntn = i. Newton’s identities express each elementary symmetric
function as a polynomial in the power sum symmetric functions Sk(x) =
∑n
i=1 x
k
i with rational
coefficients. Consequently, each polynomial in Λin(Z) can be written as a Q-linear combination
of the power sum symmetric functions Sλ := Sλ1Sλ2 · · ·Sλ` where λ = (λ1, λ2, · · · , λ`) runs
over all partitions of i (i.e. λ satisfies λ1 + λ2 + · · · + λ` = i and λ1 ≥ λ2 ≥ · · · ≥ λ` ≥ 1).
Since Qk(n,e)(x) ∈ Λ2kn (Z) (Proposition 11), there are rational numbers pk(n, e) and cλ such that
Qk(n,e)(x) = pk(n, e) · S2k +
∑
λ
cλ · Sλ,
where λ = (λ1, . . . , λ`) runs over all partitions of 2k with length ` > 1. Our first goal is to
prove that the numbers pk(n, e) and cλ are integers, to find an explicit expression for pk(n, e)
and to prove that Sλ = 0 when some coordinate of λ is odd.
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B. Explicit formulas for the Q-polynomials
Here we deduce some explicit formulas for the Q-polynomials. Let i = (i1, . . . , in) ∈ Nn and
k = i1+ · · ·+in. We denote the corresponding multinomial coefficient by
(
k
i
)
= k!
i1!···in! and by x
i
the monomial xi = xi11 · · ·xinn . In order to indicate that j = (j1, . . . , jr) is a partition of k we use,
as usual, the notation j ` k. The length of j will be denoted by `(j) = r. Let P(k, s) denote the
set of all partitions j ` k with `(j) ≤ s. The minimum of two integers a and b will be denoted
by a ∧ b := min{a, b}. We say that two n-tuples x, y ∈ Nn are Sn-equivalent when x = θy for
some θ ∈ Sn and denote it by x ∼ y. It is easy to see that the Sn-equivalence is an equivalence
relation. Before deducing a formula for the Q-polynomials we need some preliminary lemmas.
Lemma 10. Let i, j ∈ Nn, k = i1 + · · · + in and B ⊆ Zn. If B is an Sn-invariant subset and
i ∼ j, then (2k
2i
)
=
(
2k
2j
)
and
∑
b∈B b
2i =
∑
b∈B b
2j .
Proof. The first equality is clear. To prove the second equality we consider θ ∈ Sn such that
i = θj. Since B is Sn-invariant, the map b→ θb induces a bijection on B. Thus,∑
b∈B
b2i =
∑
b∈B
(θb)2i =
∑
b∈B
(θb)2·θj =
∑
b∈B
b
2jθ(1)
θ(1) · · · b
2jθ(n)
θ(n) =
∑
b∈B
b2j11 · · · b2jnn =
∑
b∈B
b2j.
Definition 4. If B ⊆ Zn and j ∈ Nn we denote by B(j) = ∑b∈B bj .
Lemma 11. Let B ⊆ Zn such that B = −B. If i = (i1, . . . , in) ∈ Nn satisfies
∑
b∈B b
i 6= 0 then
is is even for every s, 1 ≤ s ≤ n.
Proof. By contradiction, we suppose that is is odd for some s ∈ {1, . . . , n} and consider the map
φs : B → B which changes the sign of the s-th coordinate. We have that φs is a bijection (because
B = −B) and φs(b)i = −bi (because is is odd). Thus
∑
b∈B b
i =
∑
b∈B φs(b)
i = −∑b∈B bi and
then
∑
b∈B b
i = 0.
Definition 5. A subset B ⊆ Zn is regular if it is Sn-invariant and B = −B. If in addition,
every b ∈ B has at most e non-zero coordinates, for some positive integer e, we say that B is
e-regular.
Note that every `p-ball (1 ≤ p ≤ ∞) given by Bnp (e) = {x ∈ Zn : p
√|x1|p + · · ·+ |xn|p ≤ e}
is a regular set and the Lee ball Bn(e) is e-regular. Next we derive a formula for the Q-polynomial
associated with a regular set B as a linear combination of symmetric monomials.
Remark 3. Let k ∈ Z+, j be a partition of k and x = (x1, . . . , xn) be an n-tuple. From here on
we use the standard convention of defining xj = 0 when `(j) > n and xj = xj
∗
when `(j) < n,
where j∗ is the n-tuple which coincides with j in the first `(j) coordinates and is zero in the
remaining n− `(j) coordinates.
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Proposition 12. Let B ⊆ Zn be a regular set. Then,
QkB(x) =
∑
j∈P(k,n)
(
2k
2j
)(∑
b∈B
b2j
)
m2j(x),
where
m2j(x) =
∑
s∼j
x2s
is the monomial symmetric function associated with the partition 2j ` 2k. Moreover, if B is
e-regular the sum corresponding to QkB(x) can be restricted to the partitions j ∈ P(k, n ∧ e).
Proof. Applying the multinomial theorem to 〈b, x〉2k = (b1x1 + . . .+ bnxn)2k we obtain:
(b1x1 + . . .+ bnxn)
2k =
∑
i1+···+in=2k
(2k)!
i1! · · · in! · b
i1
1 · · · binn · xi11 · · ·xinn =
∑
i1+···+in=2k
(
2k
i
)
bixi.
Substituting the above value in QkB(x) =
∑
b∈B〈b, x〉2k we obtain
QkB(x) =
∑
b∈B
( ∑
i1+···+in=2k
(
2k
i
)
bixi
)
=
∑
i1+···+in=2k
(
2k
i
)(∑
b∈B
bi
)
xi. (15)
Since B = −B, by Lemma 11, every non-zero term in the last sum of Equation (15) corre-
sponds to even values of i. For these values, we can write i = 2j where j = (j1, . . . , jn) ∈ Nn
satisfying j1 + . . .+ jn = k. Then,
QkB(x) =
∑
j1+...+jn=k
(
2k
2j
)(∑
b∈B
b2j
)
x2j =
∑
j1+...+jn=k
j1≥j2≥···≥jn
(∑
h∼j
(
2k
2h
)(∑
b∈B
b2h
)
x2h
)
. (16)
Since B is Sn-invariant, by Lemma 10 and Equation (16) (see also Remark 3) we have:
QkB(x) =
∑
j∈P(k,n)
(∑
h∼j
(
2k
2j
)(∑
b∈B
b2j
)
x2h
)
=
∑
j∈P(k,n)
(
2k
2j
)(∑
b∈B
b2j
)(∑
h∼j
x2h
)
=
∑
j∈P(k,n)
(
2k
2j
)(∑
b∈B
b2j
)
m2j(x). (17)
If B is e-regular, every b ∈ B has at most e non-zero coordinates and we have ∑b∈B b2j = 0
when `(j) > e. Then, we can rewrite Equation (17) as
QkB(x) =
∑
j∈P(k,n∧e)
(
2k
2j
)(∑
b∈B
b2j
)
m2j(x) (18)
The augmented monomial symmetric functions are defined by m˜j(x) := t1!t2! · · · tj1 ! ·mj(x),
where j = (j1, . . . , j`) is a partition of some positive integer k and th = #{i : ji = h}
for 1 ≤ h ≤ j1. In [16], M. Merca obtain a nice expression for the expansion of augmented
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monomial symmetric functions into power sum symmetric functions which we state below. A
partition of [`] = {1, . . . , `} is a set of the form ν = {ν1, . . . , νr}, where the νi are non-empty
disjoint sets (for 1 ≤ i ≤ r) whose union is [`]. We denote by P` the set of all partitions of [`].
For j = (j1, . . . , j`) ` k and ν ∈ P` the symbol j ∗ ν is used to denote the new partition of k
whose parts are given by
∑
j∈νi jj , 1 ≤ i ≤ |ν|.
Lemma 12 ([16, Theorem 2]). Let k be a positive integer and j = (j1, . . . , j`) be a partition of
k. Then
m˜j(x) =
∑
ν∈P`
µ(ν) · Sj∗ν(x), (19)
where µ(ν) =
∏|ν|
i=1(−1)|νi|−1(|νi| − 1)! and St(x) =
∏r
i=1
(∑n
j=1 x
ti
j
)
denotes the power sum
symmetric functions associated with the partition t = (t1, . . . , tr) ` k.
Let j = (j1, . . . , j`) ` k and th denote the quantity th = #{i : ji = h} for 1 ≤ h ≤ j1.
The reduced multinomial coefficient
(
k
j
)′
is defined as
(
k
j
)′
= 1
t1!t2!···tj1 !
· (k
j
)
. This coefficient
matches the number of set paritions ν = {ν1, . . . , νt} ∈ Pk such that t = t1 + . . . + tj1 and
#{i : |νi| = h} = th for 1 ≤ h ≤ j1 (see [1], pp. 823). In particular the reduced multinomial
coefficients are positive integers1.
Proposition 13. Let B ⊆ Zn be a regular set. Then,
QkB(x) = pk(B) · S2k(x) +
∑
j∈P ′(k)
cj(B, k) · S2j(x), (20)
where P ′(k) = {j : j ` k, j 6= (k)}, cj(B, k) is an integer number for every j ∈ P ′(k), and
pk(B) is given by
pk(B) =
∑
j∈P(k,n)
(
2k
2j
)′
·
(∑
b∈B
b2j
)
· (−1)`(j)−1 · (`(j)− 1)!. (21)
Moreover, if B is e-regular we have
pk(B) =
∑
j∈P(k,n∧e)
(
2k
2j
)′
·
(∑
b∈B
b2j
)
· (−1)`(j)−1 · (`(j)− 1)!. (22)
Proof. We use Equation (17) together with the relation
(
2k
2j
)
m2j(x) =
(
2k
2j
)′
m˜2j(x) to express
QkB(x) in terms of the augmented monomial symmetric functions. Then, we use Lemma 12 to
express it in terms of the power sum symmetric functions as follows:
QkB(x) =
∑
j∈P(k,n)
 ∑
ν∈P`(j)
(
2k
2j
)′
·
(∑
b∈B
b2j
)
· µ(ν) · S2j∗ν(x)
 . (23)
1In [1] the reduced multinomial coefficient is denoted by (k; t1, . . . , tj1)
′ instead of
(
k
j
)′
, where j = (j1, . . . , j`) and
th = #{i : ji = h} for 1 ≤ h ≤ j1.
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Developing Equation (23) we obtain the Q-polynomial QkB(x) written as a Z-linear combination
of power sum symmetric functions of the form S2j with j ` k. In order to obtain an expression
for the main coefficient (i.e. the coefficient corresponding to the partition j = (k)), we note
that 2j ∗ ν = (2k) if and only if ν = {{1, 2, . . . , `(j)}}. Thus, we obtain Equation (21) by
noting that the only term which contributes to the main coefficient in the inner sum of Equation
(23) is the corresponding to ν = {{1, 2, . . . , `(j)}} and for this value of ν we have µ(ν) =
(−1)`(j)−1(`(j) − 1)!. If B is e-regular we proceed in a similar way but using Equation (18)
instead of Equation (17) and we obtain Equation (22).
Now we consider the case B = Bn(e). In this case pk(B) will be denoted by pk(n, e). The
following proposition provides a more explicit formula to compute pk(n, e).
Proposition 14. Let k(n, e) =
∑n∧e
i=0 2
i
(
n
i
)(
e
i
)
(with the convention that
(
a
b
)
= 0 when a < 0)
and pk(n, e) be the main coefficient2 of the Q-polynomial Qk(n,e)(x). Then:
pk(n, e) =
n∧e∑
`=1
∑
j`k
`(j)=`
(
2k
2j
)′
· (−1)`−1 · (`− 1)! ·
 ∑
i1+···+i`+1=e
2`i2j11 · · · i2j`` k(n− `, i`+1)
 . (24)
Proof. By Equation (22), it suffices to prove that∑
b∈Bn(e)
b2j =
∑
i1+···+i`+1=e
2` · i2j11 · · · i2j`` · k(n− `, i`+1), (25)
for every j = (j1, . . . , j`) ` k with ` ≤ n ∧ e. Let b = (b1, . . . , bn) ∈ Bn(e). We define is = |bs|
for 1 ≤ s ≤ ` and b′ = (b`+1, . . . , bn). We have that |b| ≤ e if and only if |b′|+ i1 + . . .+ i` ≤ e.
Then,
∑
b∈Bn(e)
b2j =
∑
i1+···+i`≤e
 ∑
b′∈Bn−`(e−
∑`
s=1 is)
(±i1)2j1 · · · (±i`)2j`

=
∑
i1+···+i`≤e
2` · i2j11 · · · i2j``
 ∑
b′∈Bn−`(e−
∑`
s=1 is)
1

=
∑
i1+···+i`+1=e
2` · i2j11 · · · i2j`` · k(n− `, i`+1).
Remark 4. Equation (25) has a nice interpretation in terms of generating functions. In [17], Post
consider the generating function Sn(x) =
∑∞
i=0 k(n, i)x
i which is given by Sn(x) =
(1+x)n
(1−x)n+1
if n ≥ 0 and Sn(x) = 0 if n < 0. We consider here, the generating function Fj(x) given by
2That is, the coefficient corresponding to S2k(x).
September 25, 2018 DRAFT
22
Fj(x) =
∑∞
i=0 i
jxi if j ∈ Z+ and Fj(x) = Fj1(x) · · ·Fj`(x) if j = (j1, . . . , j`). By the convolution
formula, we have that 2−` ·∑b∈Bn(e) b2j is the coefficient of xe of the product F2j(x) · Sn−`(x).
We note that when ` > n we have k(n− `, c) = 0 and when ` > e and i1, . . . , i`+1 are natural
numbers such that i1 + · · · + i`+1 = e, we have that i2j11 · · · i2j`` k(n − `, i`+1) = 0. Thus, it is
possible to write Equation (24) as
pk(n, e) =
∑
j`k
(
2k
2j
)′
· (−1)`−1(`− 1)!
 ∑
i1+···+i`+1=e
2`i2j11 · · · i2j`` k (n− `, i`+1)
 , (26)
where ` = `(j) (the length of the partition j). In order to avoid considering several cases, the
above expression is convenient when we are looking for an explicit expression for pk(n, e) and
a given value of k.
Example 2. For k = 1, the only partition of k is j = (1) whose length is ` = 1. Then, Equation
(26) reduces to
p1(n, e) =
∑
i1+i2=e
2 · i21 · k(n− 1, i2) =
e∑
i=0
2i2k(n− 1, e− i), (27)
which coincides with the expression considered by Zhang and Ge in Equation (13).
Example 3. For k = 2, the only partition of length ` = 1 is j = (2). The corresponding term
is given by
∑
i1+i2=e
2 · i41 · k(n− 1, i2). The only partition of length ` = 2 is j = (1, 1). Since(
4
2,2
)′ · (−1)1 · 1! = −3, the corresponding term is given by −3 ·∑i1+i2+i3=e 4i21i22k(n − 2, i3).
Then,
p2(n, e) = 2 ·
∑
a+b=e
a4k(n− 1, b)− 12 ·
∑
a+b+c=e
a2b2k(n− 2, c) (28)
Example 4. For k = 3, the only partition of length ` = 1 is j = (3). The corresponding term is∑
i1+i2=e
2i61k(n− 1, i2). There is only one partition of 3 of length ` = 2 which is given by j =
(2, 1). Since
(
6
4,2
)′ ·(−1)1 ·1! = −15, the corresponding term is −15∑i1+i2+i3=e 4i41i22k(n−2, i3).
There is also only one partition of 3 of length ` = 3 which is given by j = (1, 1, 1). Since(
6
2,2,2
)′ · (−1)2 · 2! = 30, the corresponding term is 30∑i1+···+i4=e 8i21i22i23k(n− 3, i4). Then,
p3(n, 3) = 2
∑
a+b=e
a6k(n−1, b)−60
∑
a+b+c=e
a4b2k(n−2, c)+240
∑
a+b+c+d=e
(abc)2k(n−3, d) (29)
C. A criterion for the non-existence of perfect Lee codes
In this part we deduce a general criterion for the non-existence of certain lattice tilings
(depending on a prime number p). Then, we apply this criterion to the non-existence of linear
perfect Lee codes.
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Theorem 7. Let p > 2 be a prime. If B ⊆ Zn is a regular set such that |B| = pm with p - m
and the following congruences are satisfied:{
pk(B) 6≡ 0 (mod p) for 1 ≤ k < p−12
pk(B) ≡ 0 (mod p) for k = p−12
(30)
then there is no lattice tiling of Zn by B.
Proof. By contradiction, suppose that there is a lattice tiling of Zn by B. Then, by Theorem
2, there is an abelian group G and an homomorphism φ : Zn → G such that the restriction
φ|B : B → G is a bijection. By Lemma 1, there is a surjective homomorphism φ′ : G → Zp.
Then, the restriction of the homomorphism ψ := φ′ ◦ φ : Zn → Zp to B is an m-to-1 map. Let
ξ be a primitive root modulo p. We have the following congruences modulo p:∑
b∈B
ψ(b)2k ≡ m ·
(
p−1∑
i=1
i2k
)
≡ m ·
(
p−2∑
j=0
(ξj)2k
)
≡ m ·
(
p−2∑
j=0
(ξ2k)j
)
≡
{
1−ξ2k(p−1)
1−ξ2k ≡ 0 if 0 < 2k < p− 1;
m(p− 1) ≡ −m if 2k = p− 1. (31)
Let {e1, . . . , en} be the standard basis of Rn. We consider the n-tuple x = (x1, . . . , xn) ∈ Zn
such that xi ≡ ψ(ei) (mod p) and 0 ≤ xi < p for 1 ≤ i ≤ n. We have that QkB(x) =∑
b∈B (
∑n
i=1 bixi)
2k
=
∑
b∈B ψ
2k (
∑n
i=1 biei) =
∑
b∈B ψ
2k(b). Thus, by Proposition 13 and
Equation (31) we have that
pk(B) · S2k(x) +
∑
j∈P ′(k)
cj(B, k) · S2j(x) ≡ 0 (mod p) (32)
for 1 ≤ k < p−1
2
and
p p−1
2
(B) · Sp−1(x) +
∑
j∈P ′( p−12 )
cj
(
B,
p− 1
2
)
· S2j(x) 6≡ 0 (mod p). (33)
Using Equations (30) and (32), and the fact that if j = (j1, . . . , j`) ∈ P ′(k) then S2j1(x) | S2j
with j1 < k (because ` > 1), it is easy to prove by induction that S2k ≡ 0 (mod p) for
1 ≤ k < p−1
2
. This implies that S2j(x) ≡ 0 (mod p) for every j ∈ P ′
(
p−1
2
)
and Equation (33)
becomes
p p−1
2
(B) · Sp−1(x) 6≡ 0 (mod p),
which is a contradiction because by hypothesis we have that p p−1
2
(B) ≡ 0 (mod p).
We are mainly interested in Lee codes, however Theorem 7 can be applied also to codes with
respect to the `p metric (1 ≤ p ≤ ∞) since the balls for these metrics are regular sets. In the
following example we prove the non-existence of certain `2-codes.
Example 5. There are no linear perfect 8-error-correcting codes in Z3 with respect to the
Euclidean (`2) metric. Indeed, the ball B = {b ∈ Z3 :
√
b21 + b
2
2 + b
2
3 ≤ 8} has cardinality
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|B| = 2109 and we can apply Theorem 7 with p = 3 (and m = 703). Equation (30) is equivalent
to p1(B) ≡ 0 (mod 3). By direct calculation we have p1(B) =
∑
b∈B b
2
1 = 26688 ≡ 0 (mod 3).
Let p = 2q+1 be a prime (with q ∈ Z+). We say that a pair of positive integers (n, e) satisfies
the p-condition of non-existence if it verifies the following system
k(n, e) ≡ tp (mod p2) for some t : 1 ≤ t < p;
pi(n, e) 6≡ 0 (mod p) for every i : 1 ≤ i < p−12 ;
p p−1
2
(n, e) ≡ 0 (mod p).
(34)
The following proposition is a direct corollary of Theorem 7.
Proposition 15. If (n, e) verifies the p-condition of non-existence for some prime p > 2, then
LPL(n, e) = ∅.
In Section III we proved that if e satisfies 1 ≤ δ3(e) <∞, there are infinitely many dimensions
n such that LPL(n, e) = ∅ (Theorem 6). This result was obtained using the Zhang-Ge condition
(Equation 3) which is equivalent to the 3-condition of non-existence. It is possible to extend this
result to other values of e considering the p-condition of non-existence for other primes p 6= 3.
For example, using the 5-condition of non-existence we can extend the above result to the case
e = 2, see [18, Theorem 1]. For this case, since the formulas for p1(n, e) and p2(n, e) can
be obtained directly from the Kim’s formula (Equation (14)), it is not necessary to use the full
potential of Equation (26). To finish this section, we use the 5-condition of non-existence together
Equation (26) to prove that there are infinitely many dimensions n such that LPL(n, e) = ∅ for
e = 6 and 7.
Proposition 16. If n ≡ 22, 47, 72, 97 or 122 (mod 125), then LPL(n, 6) = ∅.
Proof. By direct calculation using Equations (1), (27) and (28) we obtain:
k(n, 6) = (4n6 + 12n5 + 70n4 + 120n3 + 196n2 + 138n+ 45)/45,
p1(n, 6) = (8n
5 + 60n4 + 280n3 + 720n2 + 1032n+ 630)/15,
p2(n, 6) = (8n
5 + 180n4 + 1480n3 + 6360n2 + 14232n+ 13230)/15.
Since N ≡ 5, 10, 15 or 20 (mod 25) ⇔ 45N ≡ 25, 50, 75 or 100 (mod 125) and N ≡ 0
(mod 5) ⇔ 15N ≡ 0 (mod 25), the pair (n, 6) satisfies the 5-condition of non-existence if
and only if it verifies the following system of congruences:
4n6 + 12n5 + 70n4 + 120n3 + 196n2 + 138n+ 45 ≡ 25, 50, 75 or 100 (mod 125),
8n5 + 60n4 + 280n3 + 720n2 + 1032n+ 630 6≡ 0 (mod 25),
8n5 + 180n4 + 1480n3 + 6360n2 + 14232n+ 13230 ≡ 0 (mod 25).
Since every integer solution of this system is also a solution modulo 125, it suffices to check
the possible solutions with 0 ≤ n < 125. Then, the solutions are the positive integers n such
that n ≡ 22, 47, 72, 97 or 122 (mod 125).
Proposition 17. If n ≡ 13, 23, 38, 48, 63, 73, 88, 98, 113 or 123 (mod 125), then LPL(n, 7) = ∅.
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Proof. By direct calculation using Equations (1), (27) and (28) we obtain:
k(n, 7) = (8n7 + 28n6 + 224n5 + 490n4 + 1232n3 + 1372n2 + 1056n+ 315)/315,
p1(n, 7) = (8n
6 + 72n5 + 440n4 + 1560n3 + 3512n2 + 4488n+ 2520)/45,
p2(n, 7) = (8n
6 + 216n5 + 2240n4 + 13080n3 + 44912n2 + 85704n+ 70560)/45.
Since N ≡ 5, 10, 15 or 20 (mod 25) ⇔ 315N ≡ 25, 50, 75 or 100 (mod 125) and N ≡ 0
(mod 5)⇔ 45N ≡ 0 (mod 25), the pair (n, 7) satisfies the 5-condition of non-existence if and
only if it verifies the following system of congruences:
8n7 + 28n6 + 224n5 + 490n4 + 1232n3 + 1372n2 + 1056n+ 315 ≡ 25, 50, 75, 100 (mod 125)
8n6 + 72n5 + 440n4 + 1560n3 + 3512n2 + 4488n+ 2520 6≡ 0 (mod 25)
8n6 + 216n5 + 2240n4 + 13080n3 + 44912n2 + 85704n+ 70560 ≡ 0 (mod 25)
As in the proof of Proposition 16, we can restrict the possible values of n to 0 ≤ n < 125.
Then, the solutions of the above system are the positive integers n such that n ≡ 13, 23, 38, 48,
63, 73, 88, 98, 113 or 123 (mod 125).
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SUPPLEMENTARY APPENDIX
In this appendix we present the intermediate computation used to prove some results of this
paper (specifically in Propositions 5, 6, 7, 8, 16 and 17, Lemma 7 and Example 5). The software
used to implement the algorithms is SAGE [20].
Intermediate computation in Section III
a) Computation for Proposition 5: First we calculate the integer coefficient polynomial
f(e) = 12! · k(12, e) = 12!∑12i=0 2i(12i )(ei) with the following code:
Next, we check that for the 486 elements of the form e = a + 32b with a ∈ {3, 5} and
0 ≤ b < 35, we have f(e) ≡ 36 or 2 · 36 (mod 37). We consider the list L consisting of all the
elements e verifying this property and check that the length of L is exactly 486.
Finally, we compute p(12, 3) and p(12, 5) and check that both values are multiple of 3.
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b) Computation for Proposition 6: This proposition follows similar ideas as in the proof of
Proposition 5. Some intermediate calculus used in the proof of Proposition 6 is showed below
(we use the same algorithm for k(n, e) and p(n, e) as used for Proposition 5).
c) Computation for Proposition 7: Here we use the same code to compute f(e) = 12! ·
k(12, e) = 12!
∑12
i=0 2
i
(
12
i
)(
e
i
)
as in Proposition 5. We define A = {a′ : 9 ≤ a′ < 18 or 63 ≤
a′ < 72} and have to check that f(a′ + 34b′) ≡ 36 or 2 · 36 (mod 37) for every a′ ∈ A and
0 ≤ b′ < 33. We check that it is true for each value of a′ + 34b′ (there are 18 · 33 = 486
possibilities).
We use the same code for k(n, e) and p(n, e) as in Proposition 5 and check that p(12, a) ≡ 0
(mod 3) for 9 ≤ a < 18.
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d) Computation for Lemma 7: We define the Davis-Webb symbols and η(im+1, im, im−1) =〈
1,1
im+1,im
〉
·〈1im〉−1 〈1,0im,im−1〉. Then, we compute η(im+1, im, im−1) for (im+1, im, im−1) = (0, 0, 0),
(0, 0, 1), (0, 0, 2), (0, 1, 0), (0, 1, 1), (0, 1, 2), (0, 2, 0), (0, 2, 1), (0, 2, 2), (1, 0, 0), (1, 0, 1), (1, 0, 2),
(1, 1, 0). We rename the variables in the SAGE code: a = im+1, b = im and c = im−1.
e) Computation for Proposition 8: We have n = 3m+1+3m, m ≥ 2 and e = ∑h−1i=0 ei3i with
h ≥ m+4 and ei ∈ {0, 2} for m+1 < i ≤ h−1, em+1 = 1 and ei ∈ {0, 1, 2} for 0 ≤ i < m+1.
We define e˜ = em+2 ·34 +33 +em ·32 +em−1 ·3+em−2 and proved that k(n, e) ≡ F (e˜) (mod 9)
where F (e˜) = 1− 3(e˜
3
)
+ 3
(
e˜
6
)− 4(e˜
9
)
+ 6
(
e˜
18
)− 4( e˜
27
)
+ 3
(
e˜
30
)− 3( e˜
33
)
+
(
e˜
36
)
. At the end of the
proof of Proposition 8 we check that F (e˜) ≡
{
3(mod 9) if 27 ≤ e˜ ≤ 35 or 207 ≤ e˜ ≤ 215;
6(mod 9) if 36 ≤ e˜ ≤ 53 or 189 ≤ e˜ ≤ 206.
For this purpose we use the following SAGE code:
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Intermediate computation in Section IV
f) Computation for Example 5: We consider the Euclidean ball B = {b ∈ Z3 :
√
b21 + b
2
2 + b
2
3 ≤
8} and calculate its cardinality and p1(B) =
∑
b∈B b
2
1 by the following routine:
g) Computation for Proposition 16: First we calculate k(n, 6), p1(n, 6) and p2(n, 6) using
the following routine:
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Then we check the values of n : 0 ≤ n < 125 verifying the system
45k(n, 6) ≡ 25, 50, 75 or 100 (mod 125);
15p1(n, 6) 6≡ 0 (mod 25);
15p2(n, 6) ≡ 0 (mod 25).
h) Computation for Proposition 17: First we calculate k(n, 7), p1(n, 7) and p2(n, 7).
Then we check the values of n : 0 ≤ n < 125 verifying the system
315k(n, 7) ≡ 25, 50, 75 or 100 (mod 125);
45p1(n, 6) 6≡ 0 (mod 25);
45p2(n, 6) ≡ 0 (mod 25).
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