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Resumen
El presente artículo realiza una revisión del tema, representación y cla-
sifi cación de de relaciones de pertenencia entre los nodos de una red 
social. Para ello, se abordan aspectos sobre Procesamiento de Lenguaje 
Natural, Minería de Texto, Recuperación de Información y Entidades 
Nombradas. Se hace una descripción de cada una de ellas y se referencian 
y discuten trabajos académicos destacados que se han desarrollado en 
dicho tema.
Palabras clave: Red social, nodos, pertenencia, Procesamiento de Len-
guaje Natural, entidades nombradas.
Abstract
In this paper a review is conduced about representation and classifi cation 
of  membership among nodes belonging to a social network. For this 
purpose, topics such as Natural Language Processing, Text Mining, In-
formation Retrieval and Named Entities are considered description and 
survey of  outstanding approaches is carry out in each topic.
Key words: social network, nodes, membership, Natural Language Pro-
cessing, named entities.
1. Introducción
Los servicios de redes sociales involucran a millones de usuarios en línea. 
Aunque el concepto de una red social se ha establecido desde comienzos 
del siglo 20 [1],  tan solo en los últimos años se ha comenzado a masifi car 
su uso en internet gracias a servicios como Facebook, Twitter o Linkedin. 
Su número de visitantes únicos en Latinoamérica pasó de 53.248.000 en 
2008 [2] a 139.000.000 en 2013[3, 4].  
La información que puede extraerse de dichos servicios presenta ca-
racterísticas importantes para los investigadores de diferentes áreas, y por 
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lo tanto, su crecimiento también permite contar con repositorios de información cada 
vez más grandes como los de las universidades de Arizona [5] y Stanford [6], el proyecto 
Ancora [7], el American National Corpus  [8] y Molinero en Español [9], entre otros. La 
cantidad de información hace que la calidad de la misma pueda disminuirse, y en ocasio-
nes, los márgenes de error no sean los adecuados.
La resolución de preguntas en estas grandes colecciones concernientes a ubicar una 
persona como miembro de una comunidad, debe considerar por un lado el uso de téc-
nicas para reconocimiento de entidades nombradas (todo término o palabra que corres-
ponde a un nombre propio que identifi ca una entidad del mundo real y no se encuentra 
en los diccionarios [10]), y por el otro, técnicas para establecer si dichas entidades perte-
necen a la comunidad o más genéricamente a un dominio de investigación, o descartarlas 
en su defecto.  A esta temáticamente se le podría denominar búsqueda de relaciones de 
pertenencia.
En el presente artículo se presentan los avances en dicho tema. Para ello, se ha 
dividido el trabajo en tres secciones: En la primera sección se explicará el marco de 
las relaciones de pertenencia y las entidades nombradas dentro del Procesamiento de 
Lenguaje Natural (PLN). En una segunda sección, se presenta el estado del arte sobre 
la identifi cación de relaciones de pertenencia en redes sociales, el modelo matemático 
con que se estudia el tema y las métricas propuestas. Y en la última sección se presentan 
las herramientas para el apoyo en tareas de PLN. El artículo fi naliza con las conclusio-
nes del estudio.
2. Procesamiento de Leguaje Natural
El término se utiliza para describir la función que cumplen los sistemas de hardware y de 
software dedicados a analizar el lenguaje hablado o escrito. [11]. 
Dentro de las técnicas asociadas al procesamiento de lenguaje natural se encuen-
tran la minería de texto y la extracción de texto e información, que se defi nen a 
continuación:  
2.1 Minería de texto
La minería de texto es el proceso de extraer patrones interesantes a partir de grandes 
colecciones de textos para descubrir conocimiento [12]. Es también el descubrimiento de 
reglas de asociación importantes dentro de un corpus de texto [13]. Usualmente se utili-
zan en corpus de gran tamaño, como es el caso de la información obtenida de servicios 
de redes sociales, u otros servicios soportados en internet.
En relación al tema de estudio, aparece en el año  2004,  en las memorias de IEEE/
WIC/ACM International Conference,  un estudio sobre inferencias en conversaciones de 
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chat [14] utilizando técnicas de minería de texto, con el objeto de determinar el tema 
principal en una sala de chat. En dicho estudio se observa un análisis completo de la 
situación, incluyendo manejo de ruido, expresiones concisas y dinámicas, texto cam-
biante, etc. Los autores utilizan el modelo de clasifi cación de texto SVM (Máquina de 
Vectores de Soporte [15]) dejando planteada la posibilidad de manejar los participantes 
del chat como una red social.
Posteriormente en el año 2006, Feldman publica un libro [16] sobre minería de tex-
to con una recopilación de trabajos, técnicas y herramientas para minería de texto. Sin 
embargo, en él todavía no se contemplaban aplicaciones a dominios de redes sociales.
A partir del 2008, con el auge de las redes sociales en Internet como Facebook y Twit-
ter, se proponen estudios sobre técnicas de minería de texto para extraer información 
en dichas redes. En la mayoría de ellos se acude a una copia de los datos fuera de línea 
(descargados de diferentes servicios de redes sociales ), se procesan y analizan dichos 
datos, y en ocasiones se ofrecen herramientas para su visualización. Hay un patrón en 
tales trabajos y es la aceptación de las técnicas y métricas propuestas por X. Chunyan 
[17] quince años atrás, sobre el manejo de redes sociales con base en grafos.  Hui [18] 
por ejemplo, propone utilizar técnicas de minería de texto para extraer grupos con in-
tereses comunes dentro de una red de blogs. Fard [19] utiliza el mismo concepto para 
descubrir grupos criminales. Nieto [20] presenta un trabajo similar en español (enten-
diendo que cada lenguaje tiene sus propias reglas y los trabajos difi eren en metodología, 
algoritmos y enfoque).  Todos ellos comienzan a utilizar datos expuestos en los servi-
cios de redes sociales, con las técnicas de Waserman, pero incorporando mejoras para 
cada lenguaje y escenario.  
En el año 2010, se presenta un libro con casos de estudio sobre minería aplicada 
a redes sociales [21].  El trabajo se basa en las memorias y artículos presentados en el 
MSN-DS 2009 de Atenas, Grecia (Minning Social Networks for Decision Supports Work-
shop), considerado el primer evento internacional sobre minería de texto aplicada a las 
redes sociales.  El libro muestra el uso del análisis de redes sociales para el descubri-
miento de patrones sobre ellas mismas.
A comienzos de 2010 aparecen trabajos con técnicas variadas [21, 22]. Wu [23] por 
ejemplo propone un método de detección de patrones de texto a través de la utilización 
de un “multígrafo dirigido”, previamente enunciado por Feldman [16]; adicionalmente 
se desarrolla un algoritmo basado en la distancia de las palabras clave; el método se 
aplica en la detección de plagio de documentos  y correos electrónicos fraudulentos 
escritos por la mima persona, obteniendo resultados destacados.  
Recientemente, Rusell [24] planteó en 2011 un trabajo para extraer información de 
redes sociales, basado en etiquetas de HTML5, con javascript;  dicho trabajo fue vali-
dado y extendido por M. Fire [25] en 2013, soportado con tecnología Ajax. 
Mónica Andrea  Niño Barón • Sonia  Ordóñez Salinas
53INGENIERÍA   • VOL. 18 • NO. 1 • ISSN 0121-750X • E-ISSN : 2344-8393 • UNIVERSIDAD DISTRITAL FRANCISCO JOSÉ DE CALDAS
2.1.1 Preprocesamiento de texto
El preprocesamiento de texto es una de las tareas iniciales y primordiales en las activida-
des de procesamiento del lenguaje natural; sus actividades más importantes son: elimi-
nación del ruido o eliminación de palabras no relevantes [26], identifi cación de la raíz de 
las palabras ( llamado “lematización” o “stemming”) y la ruptura del texto en párrafos 
y palabras, lo cual es llamado tokenizacion [27].  Manning [28, 29] sintetiza diferentes 
técnicas para cada una de dichas actividades.
El preprocesamiento de texto suele cambiar según el lenguaje. En algunos de ellos 
como el inglés, las reglas para conjugación de verbos son simples pero los verbos en oca-
siones pueden actuar como sustantivos; en español es común evitar el sujeto, o utilizar 
verbos auxiliares, las excepciones a las reglas del lenguajes son muy extensas y muchas pa-
labras suelen ser nombres propios, verbos y sujetos a la vez.  En alemán, la mayoría de las 
palabras son a su vez compuestas por otras, algo que no es usual en otros lenguajes. Otros 
de ellos utilizan incluso códigos diferentes, lo cual hace a cada uno especial. Igualmente, 
el dominio del problema (el campo al cual se aplicará la técnica) puede variar. Por ejem-
plo, el vocabulario especializado de una u otra profesión hacen variar la técnica entre sí. 
Hay pocas coincidencias entre trabajos, pero es posible determinar algunas tenden-
cias. En cuanto a lematización en español e inglés se suele utilizar el algoritmo de Porter, 
basado en las reglas comunes del lenguaje y condicionales simples. Para la tokenización 
en español e inglés se suele separar por palabras o por frases sencillas, y para la lematiza-
ción se suele utilizar tesauros y ontologías.
2.1.2  Entidades nombradas (NE)
En 2005 hubo una serie de trabajos como el de Peng [30] para extraer entidades nom-
bradas en un corpus grande de texto, el de Tomita [31], que presenta un algoritmo 
para reconocimiento de entidades nombradas con un sistema jerárquico de palabras, 
el trabajo de Diamantaras [32]  que  utiliza un sistema de clasifi cación “linear binario” 
para determinar entidades nombradas en un texto, y el de Pu-Jen [33], que propone un 
método no supervisado para detectar entidades nombradas basado en el análisis del 
documento completo.
En 2008, Todorovic [34] desarrolla un algoritmo basado en cadenas ocultas de 
Markov para el reconocimiento de entidades nombradas de tipo persona, localización 
y  organización; en 2009, Jianhan [35] , se presenta un trabajo sobre un framework para 
reconocimiento de entidades nombradas escalable diseñado para Web.
Appice en el 2010 [36] publica un trabajo que abarca extracción de entidades nombra-
das en  literatura biomédica.  Es importante resaltarlo debido a que cada posible diccio-
nario técnico representa diferentes retos en un determinado algoritmo. 
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En el 2011 Jung [37]  propuso un método para la identifi cación de entidades nom-
bradas en microtextos, partiendo de la agrupación de los mismos y ya que la red social 
se encuentra automáticamente construida, los vínculos sociales son utilizados como base 
para extraer de una mejor manera las entidades nombradas. También  Bollegala [38] 
realiza estudios sobre la identifi cación de entidades nombradas en microtextos o textos 
breves que se publican en redes sociales como Twitter y Facebook.   Otros estudios como 
el de Tkatchenko [39] propone un enfoque semi-supervisado para la construcción de 
conjuntos de entrenamiento para la clasifi cación de entidades nombradas. Para su desa-
rrollo se usó una taxonomía de entidades nombradas llamada BBN [40] , un umbral de al 
menos 40 artículos de Wikipedia, y un subconjunto de las 400 palabras en minúscula más 
frecuentes, del corpus Reuters. 
Otros trabajos relacionados con entidades nombradas se refi eren a la búsqueda e 
identifi cación de seudónimos de personas en la Web [38], mediante la extracción de pa-
trones léxicos y su posterior clasifi cación. 
2.1.3  Extracción y representación de relaciones    
 de asociación. 
La tesis doctoral de Jimenez Ruiz [41] desarrolla un estudio sobre un modelo formal para 
la extracción de reglas difusas, plantean varias propuestas para la extracción del conoci-
miento de bases de datos, utilizando teorías de subconjuntos difusos.  Proponen nuevas 
reglas para la descripción de la relación entre dos conjuntos de ítems; por último plantean 
un procedimiento para la extracción de reglas de asociación. 
Existe otro estudio realizado por Uday Kiran [42], sobre la extracción de reglas de 
asociación soportado en  elementos diferentes o “raros” (el autor se basa en la teoría 
de que en cualquier dominio de problema los casos comunes son los más sencillos de 
analizar pero aportan menor precisión, mientras que las excepciones inciden más en la 
precisión de un caso de uso, es decir, que se le debe asignar mayor ponderación a las 
palabras o frases menos comunes en una colección [24, 43]). El autor asigna un peso a 
cada palabra o frase mediante su frecuencia en la colección; calcula la cantidad de veces 
que aparece cada palabra en su documento y multiplica dicho valor por una frecuencia 
inversa, que incluya el resto de palabras de la colección para darle mayor relevancia a las 
palabras cuando sean más relevantes por fuera del documento.   Esta técnica es conocida 
como TF-IDF [44, 45].
2.1.4  Clasifi cación de información
Dentro de los algoritmos de clasifi cación supervisada, para  texto, se encuentran las SVM 
(Máquinas de Vectores de Soporte, método lineal basado  en la maximización de la sepa-
ración entre dos clases distintas de vectores proyectados en espacios de mayor dimensio-
nalidad [15]), ANN (Redes Neuronales Artifi ciales [46], que son algoritmos que simulan 
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el comportamiento neuronal, en los cuales aparecen estructuras de información llamada 
nodos o neuronas, enlazadas entre sí por medio conexiones), Regresión Logística [47] 
(técnica en la cual los valores de clasifi cación se seleccionan por aproximación a partir de 
una serie de funciones dependientes del modelo), Naive-Bayes ( basado en inferencias 
probabilísticas de la teoría de Bayes) [16], KNN( Clasifi cación por similitud con los veci-
nos más cercanos [48]) y árboles de decisión [15] (construidos con técnicas de teoría de la 
información y análisis de entropía de los datos). Cada uno de ellos presenta características 
diferentes de rendimiento según su uso [15]. 
Por otra parte se encuentran los grafos conceptuales [49] (como formalismo estruc-
turado y clasifi cado como estructura conceptual) permiten representar conocimiento a 
través de aristas entre dos tipos de nodos: conceptos y relaciones, palabras y símbolos 
propios de la lógica matemática y del lenguaje natural. 
2.1.5 Relaciones entre entidades nombradas
Existen diferentes tipos de relaciones entre miembros de un mismo conjunto y entre los 
conjuntos en sí mismos. Cuando se tiene una muestra o corpus con una serie de entidades 
nombradas, es deseable determinar cuál (o cuáles) debe actuar como conjuntos, y cuáles 
deben actuar como objetos pertenecientes a dicho conjunto. 
Existen trabajos al respecto, como el desarrollado en 2004 por Hasegawa  [50], que 
defi nía cinco pasos en el proceso de asociación entre entidades nombradas: marcar las 
entidades nombradas (en inglés se utiliza el término tagging), identifi car casos recurrentes, 
medir la cantidad de similitudes dentro del contexto, hacer conjuntos de pares y etiquetar 
cada conjunto de pares; en 2005 Cheng [33] utiliza el mismo concepto de pares de enti-
dades nombradas, pero ponderando cada par según la similitud en todo el corpus (asig-
nando un valor de cero cuando no hay sufi ciente similitud y un valor alto en la medida en 
que dicho par de entidades nombradas fuese más encontrado dentro de los documentos). 
Al obtener un alto grado de precisión, es un modelo que se utiliza actualmente.  En 2007, 
Hirano [51] propone adicionar un mecanismo de aprendizaje supervisado al proceso, 
el cual mejora en un 4.4% la precisión.  En 2011, Tkatchenko [39] propone utilizar un 
clasifi cador con aprendizaje semi-supervisado basado en SVM para establecer relaciones 
entre entidades nombradas dentro de Wikipedia. El trabajo ofrece niveles de precisión 
cercanos a 1 (100%) al aplicar el clasifi cador sobre 18 clases, lo cual es un resultado des-
tacable.
2.2 Recuperación de información
A nivel internacional, hay trabajos, en el que se hace estudios comparativos entre méto-
dos para extracción de atributos de personas en la Web (en inglés) [52]. En este estudio, 
se realizan entre otros experimentos, la recuperación “superfi cial”, en el que se extraen 
etiquetas de marcado HTML y se intenta obtener entidades nombradas desde allí; se 
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compara contra una búsqueda en profundidad. La comparación entre los métodos se 
hace en términos de las medidas de desempeño Recall y Precision.  
Douglas y Gong [53], plantean una técnica de desambiguación de nombres por medio 
de Hierachical Clustering  (Agrupación Jerárquica), que utiliza la combinación de algunos 
métodos planteados por Artiles [54], Manning [28], Schütze [29] y Elmacioglu [55], con 
la técnica de aprendizaje SVM (Cristianini [56] ).
En 2010 se reportan casos de estudio  [23, 57, 58] sobre la recuperación de informa-
ción en redes sociales, mezclando técnicas ya conocidas pero sin planteamientos especia-
les. En 2011 continuó la misma tendencia [59, 60].
En cuanto a aplicaciones en español, existen avances en Extracción de Información 
basado en técnicas específi cas, como el planteado por Ropero [61] (Método general de 
Extracción de información basado en el uso de Lógica Borrosa: aplicación en portales 
Web). 
3. Identifi cación de relaciones en redes sociales
Jamail [62] defi ne una red social como una estructura social entre actores en su mayoría 
personas u organizaciones. Dicha estructura se basa en vínculos sociales, económicos, y 
de cualquier otra índole.
3.1 Modelo computacional
En el desarrollo de modelos computacionales de redes sociales, recientes estudios se han 
enfocado en diseño y elaboración de servicios que permitan enriquecer con diferentes 
componentes tecnológicos, como celulares, GPS, etc. El proyecto realizado por Jung-Tae 
[63], pretende ofrecer formas más inteligentes y activas para intercambios en el sistema 
de información. Está compuesto por un integrador de servicios sociales, ubicación y una 
ontología social, ayudando a la interpretación semántica de los usuarios y su información 
de manera casi automática. Como herramientas para la representación de la ontología 
se utilizó XFN (XHTML Friends Network) y OWL  (Ontology Web Language) para la mo-
difi cación de relaciones. También en el 2010, se publica un libro  escrito por Furht [57] 
en el que se observan las tecnologías y aplicaciones para el manejo de redes sociales, se 
presentan casos de estudio y se estudian las tendencias a nivel operativo de las diferentes 
herramientas.  
3.2 Métricas para establecer relaciones en una red social
En 2003, James Moody de la Universidad de Ohio [64],  comienza a analizar las redes 
sociales desde el punto de vista jerárquico, manejando matemáticamente el tema como 
árboles.  En este estudio, más social y antropológico, se establece además el concepto de 
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cohesión estructural, según la capacidad de extraer miembros del grupo sin que el grupo 
se divida. En el estudio se presenta un algoritmo simple para determinar dicha medida.
Ulrik Bandes [65] habla de herramientas de análisis para fenómenos sociales y esta-
blece la centralidad como una de las herramientas, basada en la ruta más corta defi nida 
en teoría de grafos. Newman [66] establece la centralidad (intermediación, cercanía o 
grado) que se ha utilizado para evaluar las redes sociales desde un modelo matemático. 
Defi ne, basado en la teoría de grafos, el nodo más importante (central) según la suma de 
sus conexiones.  
Se ha avanzado poco en buscar nuevas métricas o algoritmos para perfeccionar las 
anteriores. Las teorías de grafos han sido aceptadas como herramientas de análisis, y los 
algoritmos que se utilizan tienen más de 20 años de utilización y aceptación.  Por tanto, se 
entienden como aceptadas las siguientes métricas para establecer y cuantifi car relaciones 
en una red social, entendida como un grafo:
Centralidad (intermediación, cercanía, grado): La centralidad es un atributo es-
tructural de los nodos en una red. Se trata de un valor asignado al nodo debido a su 
posición estructural en la red. Por ejemplo en un grafo en forma de estrella, el nodo 
central ocupa un valor máximo de centralidad, mientras que los nodos de las puntas 
ocupan un valor de centralidad inferior.[67] 
Conectividad (puente).  Un “punto de quiebre” de un grafo es un conjunto de aris-
tas que, al ser removidas, dejan el grafo inconexo. Un puente es un punto de quiebre 
de una arista [68]. 
Coefi ciente de agrupamiento: El coefi ciente de agrupamiento (clustering coeffi cient) 
de un vértice en un grafo  es la medida para cuantifi car el nivel de interconexión de 
dicho nodo con sus vecinos [69]
Densidad: La densidad de un grafo defi ne la cantidad de posibles aristas (relaciones) 
utilizadas en él. Técnicamente, un grafo puede tener una densidad entre 0 (cuando 
ningún nodo está conectado) y 1 (cuando todos los nodos están conectados con to-
dos los demás nodos). Es decir, que un grafo denso es un grafo en el que el número 
de aristas está cercano al número máximo de aristas. Lo opuesto, un grafo con solo 
algunas aristas, es un grafo disperso [10] . 
3.3 Estructuras para la representación de redes sociales
El estudio de las redes sociales ha dado origen al diseño de modelos que permitan repre-
sentar de alguna manera el conocimiento y las relaciones entre ellas. 
Para la representación de las redes sociales generalmente se utilizan métodos formales 
(matemáticas y grafos), ya que permiten representar las descripciones de las redes de for-
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ma compacta y sistemática, así mismo utilizar herramientas informáticas para el análisis 
de la red de datos [62].  Igualmente, para la representación de las relaciones en las redes 
sociales, las herramientas más conocidas son los grafos y las matrices.
3.3.1 Grafos 
Junhua [70] defi ne un grafo como un conjunto de nodos  (actores) y un conjunto de 
líneas  (relaciones) que conectan los nodos.
Según Jamali [62] el uso de los grafos en redes sociales pequeñas es muy útil, mientras 
que en redes grandes su lectura e interpretación se hace compleja. Ramanathan [71] con-
sidera que las los grafos son útiles para la representación binaria de las relaciones entre 
nodos, pero no cuando existe  propiedades de grupo diferentes.
3.3.2  Estructuras vectoriales y modelos estadísticos
Shoaib [72]  desarrolló una ontología que representa la personalización en sitio de las 
redes sociales, permite el almacenamiento de usuarios, grupos, mensajes, perfi l de los 
acontecimientos en formato de máquina para poder procesarlos después. Utiliza fuentes 
externas a la red social para la personalización del sitio de los usuarios de la red y cargue 
de perfi les, los cuales están almacenados de manera semántica. Este estudio se ha hecho 
solo para la academia.
3.3.3  Herramientas para el apoyo en tareas del    
 procesamiento de Lenguaje natural
Cuando se realizan tareas de procesamiento de lenguaje natural, se dedica un tiempo 
considerable en la selección y evaluación de herramientas para la realización de dichas 
tareas. Lobur [73] realizó una evaluación de Natural Language Toolkit y su utilización en el 
campo educativo en el curso de lingüística computacional de la Lviv Polytechnic National 
University, concluyendo que una alta proporción de la muestra de estudiantes, que no con-
taban con conocimientos en programación, adquirieron habilidades en el Procesamiento 
de Lenguaje Natural.
En la Universidad Nacional  de Colombia se desarrolló una guía metodológica para 
la selección de técnicas de depuración de datos [74]. Dicha guía está justifi cada sobre 
los siguientes postulados: ninguna métrica es adaptable a todos los conjuntos de datos, 
es poco probable que se resuelva pronto la pregunta de cuál de los métodos, debe uti-
lizarse para una determinada tarea de depuración. La tarea de depuración de datos, es 
altamente dependiente de los datos y no es evidente que exista una técnica que domine 
a todas las demás en todos los conjuntos de datos.  Y defi ne dentro de la metodología 
técnicas para detección de duplicados, corrección de valores faltantes y detección de 
valores atípicos. 
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4. Conclusiones
Para el descubrimiento de reglas de asociación en un texto, se deben cumplir con las 
siguientes etapas: preprocesamiento de texto, identifi cación de entidades nombradas, re-
presentación de relaciones de asociación, clasifi cación de la información y establecimien-
to de relaciones de pertenecía entre las entidades nombradas.  Así mismo si se desean 
identifi car relaciones entre los miembros o nodos de las redes sociales, se requiere que 
la información o el texto a analizar este estructurado o tenga una representación formal. 
Esto puede ser una fuente de trabajos futuros, ya que se hace importante explorar téc-
nicas en cualquier etapa de las mencionadas anteriormente, enmarcándolo en un idioma 
determinado y en un dominio de problema específi co.
En lo que respecta a la representación de relaciones en redes sociales, se puede reali-
zar utilizando diferentes estructuras, como son: grafos, estructuras vectoriales y modelos 
estadísticos, aunque se encuentra abierta la posibilidad de representar relaciones con di-
ferentes técnicas.
Son muchos los trabajos encontrados en el ámbito del procesamiento de lenguaje 
natural aplicado a las redes sociales; es un tema que está en vigor y amerita profundizarlo. 
Así mismo en la práctica es posible encontrar aplicabilidad o cualquier avance en ramas 
como el mercadeo (inteligencia de negocios, fuerza de ventas, tendencias y preferencias), 
en educación (metodologías basadas en tendencias, establecimiento de nuevas técnicas) y 
seguridad, este último siendo el más estudiado hasta ahora.
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