The main objective of this study is to provide a compact source of reference for the researchers who want to use decision tree which is an important tool of data mining technology in their area of work. With this aim in mind, we compared widely used decision tree algorithms to classify types of thyroid disease and compared their performances according to six performance metrics (ACC(%), MAE, PRE, REC, FME, and Kappa Statistic). We hope that this study can provide a useful overview of the current work of this field and highlight how to apply decision tree algorithms as a tool of data mining technology.
The disease of thyroid is originally categorized as either functional or structural. The functional classification that is initial biological investigation of thyroid disorders includes euthyroid (normal), hyperthyroid (overactive) and hypothyroid (underactive) shown as in Figure 1 . The structural categorizations are performed consistent with the morphology of the gland defined either by palpation (physical examination) or by some visualizing methods such as ultrasonography (USG) that utilizes sound waves or scintigraphy which makes use of radioactive materials [4] . The functional state of the thyroid is essential and it denotes the basis for diagnosis and therapy in most thyroid diseases. According to Figure 1 , Euthyroidism implies standard production of thyroid hormones by the thyroid and standard levels in the circulation and at the cellular stage [5] [6] . Hyperthyroidism is defined clinical symptomatology resulting from overmuch circulating and intracellular thyroid hormones and Hypothyroidism occurs almost always because of nonexistence thyroid hormone production and insufficient replacement therapy [7] [8] . The classification of thyroid diseases is regarding the identification of new disease existences, better understanding of the molecular and immune systmes accountable for failings, and disease evolution. American Thyroid Association presents that the classification "… had to be surveyed intermittently and reviewed as additional information might require." Accordingly, the precise diagnosis of thyroid dysfunctions established on clinical and laboratory tests is a significant work [9] . Laboratory tests on serum examples have to be employed to define the existence of hyperthyroidism or hypothyroidism. But, it is difficult to determine on the structural classification of the disease with these tests. For example, a patient categorized as deceiving hyperthyroidism with regard to the serum hormone level may possess a thyroid gland of nodular form or diffuse form and the structural characteristic decides the treatment protocol. http://www.ispacs.com/journals/ojids/2016/ojids-00002/ International Scientific Publications and Consulting Services Thyroid dysfunction diagnosis is a significant classification problem and it also demonstrates a difficulty to diagnose by traditional parametric and nonparametric statistical methods such as discriminant analysis, logistic regression, k-nearest-neighbor, mathematical modelling and etc. [3] since they perform well only when the basic assumptions are satisfied. The effectiveness of these methods relies on a great amount on the various assumptions or conditions under which models are established. Researches must know both data properties and model capabilities before they can effectively apply the model. Consequently, recent improvements in diagnosis of diseases indicate that diagnostic expert systems can support to researchers to make a diagnosis effectively. Therefore, the main objective of this study is to compare the well-known decision tree algorithms such as J 48, CART, NBTree, BFTree, LADTree, REPTree, RANDOMTree, RANDOM FOREST, LMT, FT, and DS in diagnosing thyroid disease. These algorithms are performed on thyroid data set created by a specialist. The thyroid data set analyzed with a different viewpoint by using different types of decision tree algorithms used on previous researches. Also, their performances are comprised according to six performance metrics (ACC (%), MAE, PRE, REC, FME, and Kappa Statistic). This paper is structured as follows: the following second section gives the necessary background information about the decision trees classification methods. The third section explains the decision trees algorithms used in this study. The fourth section is reserved for explanation of the experiment and discussion. Finally, the last section is the conclusion part.
Background

Literature review on diagnosis of thyroid diseases
A search for literature on diagnosis of thyroid diseases indicates that different data mining and artificial intelligence methods such as fuzzy logic, artificial neural networks, fuzzy neural networks, support vector machine, immune recognition system, etc. have been used to determine the type of thyroid given as in Table  1 . Based on the results of literature review, very little progress has been used by the decision trees to diagnose of thyroid diseases. In literature, Lavanya and Usha Rani [19] investigated the performance of decision tree classifiers on different medical data sets. The performance analysis indicated that CART has the highest performance for classification of medical data for this data set. Also, Margret et al. [20] paid attention into the diagnosis of thyroid disorders using decision tree attribute splitting rules. As a result of this study, the thyroid data set classified into three classes of thyroid disorders.
Decision tree
Decision Trees are the most popular architectures widely used in data mining [31] . These architectures use a divide-and-conquer strategy in order to partition the instance space into decision regions. At first, a root node is designated by using a test. Then, the value of related test attribute splits the data set and, the process http://www.ispacs.com/journals/ojids/2016/ojids-00002/
International Scientific Publications and Consulting Services is repeated until the determined stopping criterion is provided. At the end of the tree, each node is named as leaf node. Each leaf node denotes the class. Also, each branch indicates a path defined as a decision rule. The classification is handled by using each decision rule for a new sample [32] . As a summary, the decision tree architectures consist of a root node, branches, internal nodes, and leaf nodes. There are three main steps for classification by using decision trees: The first step is the learning process. The model is constructed on the training data. Hence, this model is presented by classification rules. In the second step, a test is selected in order to calculate the model accuracy. The model is accepted according to the value of this test. If this value is considerably accepted, the model could be used for the classification of a new datum. At last, the third step includes the usage of the model for a classification or prediction of a new data ( Figure 2 ). There are different kinds of algorithms for the construction of decision trees such as CART, C4.5, etc [33] [34] [35] . The differences among the algorithms are formed due to the selected criteria for the test attribute. In subsections, some basic information is given about the decision tree algorithms used in the study.
3 Decision tree algorithm
J 48
J 48 is modified version of C 4.5 [34] . The principle of this algorithm is to use divide-and-conquer strategy. Also, it uses pruning for the construction of the tree in order to avoid over-fitting problem. Maximum gain information is used as a splitting criterion. It calculates overall entropy of the training data and entropy for each attribute according to classes. Then it takes the differences between overall entropy and entropy achieved for each attribute. This value is called as the gain information. Then, the attribute which has the highest gain information is selected for splitting. The formulas for entropy and gain information are given below, respectively:
where S is a training set explained in terms of k attributes, and 12 {C ,C ,...,C } n C  defines n classes.
CART
Classification and Regression Trees (CART) is a kind of statistical technique [33] . It is a tree structure technique that produces binary trees. Each internal nodes has two outgoing edges according to the selected test attribute. There are various types of impurity criteria by using CART such as Gini Index, Symmetric Gini Index, Twoing, Ordered Twoing, Class Probability for Classification Tree, Least Squares, Least Absolute Deviation for Regression Trees, Multi Variable Splitting Criterion and The Linear Combinations Method. For example, Gini Index is an impurity-based criterion. The pruning of the constructed tree is done [37] . The decision tree constructed by NBTree algorithm uses Naïve Bayes Classifiers. The tree contains univariate splits. This algorithm uses Bayes rule in order to find the probability of each class given the instance. This algorithm assumes that the attributes are conditionally independent given the label. NBTree classifier generally has higher accuracy rate than a naïve Bayes classifier.
BFTree
Best-First decision tree (BFTree) learning process uses the procedure defined for standard decision trees [38] . It handles categorical and numerical variables. While standard decision tree induction process expands in dept-first order, the best-first decision tree induction process expands the "best" node first.
LADTree
LADTree is a classification method. In this approach, decision trees are combined with the predictive accuracy of boosting into a set of classification rules [39] . Then, they are adapted to the multiclass LogitBoost and AdaBoost. LogitBoost algorithm is fused with AdaBoost induction. Multi-class alternating decision trees are built by using this structure. A single variable is selected for the splitter node. The algorithm aims to minimize the least squares between the working return and the mean value of the examples.
REPTree
REPTree is decision tree learner which builds a decision and regression tree [35] . The gain information is used in order to split the data set. It prunes the tree in order to reduce error pruning. The main purpose is not only to decrease the effectiveness of the noisy instances but also to decrease the complication in the classification progress. REPTree is a fast algorithm.
RANDOMTree
RANDOMTree is a multiple random tree algorithm [40, 41] . A non-tested attribute is selected randomly from the whole data set without using a training set. A limit is predefined. The tree has been constructed until the depth of the tree exceeds this predefined limit. If the depth of the tree exceeds this limit, it stops. The training set is used in order to update the statistics of each node. The class attribute contains different classes. Each node sets down the number of records classified as different classes. The same process is applied for the classification by using a decision tree. Each data record is read in order to update multiple random trees. It is necessary to complete one scan of the data. The classification of a datum x is performed by averaging the probability outputs from multiple random trees.
Random forest
Random Forest is a group of tree predictors [42] . A random vector is used. It is sampled independently by using the same distribution θ k is handled from the old vectors θ 1 , θ 2 , … , θ k−1 . X is defined as an input vector. The construction of the tree is handled on the training set by using the random vector θ k . The resulting is defined with h (X, θ k ). If a large numbers of trees are generated, they are voted in order to find the most http://www.ispacs.com/journals/ojids/2016/ojids-00002/
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LMT
Logistic Model Trees (LMT) associates tree induction and logistic regression technique [43] . It constructs a single tree. It contains binary splits on numeric attributes, multi-way splits on nominal ones, and logistic regression models at the leaves. The logistic regression states at each parent node and a leaf node gathers all parent models for estimating a probability for each classes. Also, a trimming process is used to generalize the model.
FT
Functional Trees (FT) is a kind of multivariate tree [44] . They are able to explore multiple representation way by using decision tests. This algorithm works as a multivariate tree learning algorithm. Decision nodes with multivariate tests, leaf nodes made predictions using linear functions are used for generating the functional trees. This algorithm can handle missing values. It can be applied into binary, numerical or categorical data.
Decision stump
Decision Stump (DS) is a single level decision tree [45] . It is a kind of machine learning model. The decision tree constructed by DS consists of one root node and this node connects to the leaf nodes. Just a single input attribute is used in order to make a prediction. It is regularly employed with a bagging or boosting algorithm.
Experimental study
The main purpose is to search the best classification approach for thyroid disease diagnosis by making the comparison of decision tree algorithms. In the line of this purpose, the experiments are conducted to compare different kinds of decision tree algorithms given in the previous section. The steps used in the study are stated as the following subsections.
Normalization
In this study, min-max normalization is performed as a data transformation technique. It is a kind of linear transformation. Let A is an attribute, minA and maxA are the minimum and the maximum values of this attribute. This normalization technique maps a value v of A into ′ in a new range [newminA, newmaxA] by using the following formula [46, 47] :
In this case, min-max normalization maps a value v of A into ′ in a new range between 0 and 1. The following simplified formula is used for min-max normalization min ' max min
Training and testing process
CART, NBTree, BFTree, ADTree, REPTree, Random Tree, Random Forest, LMT, FT, DS algorithms were used for the experiment. The WEKA framework was used in order to implement these algorithms. The computational experiments have been performed on a system with 1.60GHz Core (TM) i5, 4GB RAM and running on Windows 7.
In the training and testing process, 10-fold cross validation was performed on the dataset. Five performance metrics were handled for comprising the algorithms given below: http://www. Recall (REC) measure the capability of a prediction model for selecting the samples from the same class.
 
TruePositive
REC
TruePositive FalseNegative
Whereas a true positive can be defined as a positive sample identified with the same label correctly, a false positive can be defined as a negative sample identified incorrectly with the positive label. Also, a true negative means that a negative sample identified with the same label correctly. On the other hand, a false negative is a positive sample identified with the negative label incorrectly.
F-Measure (FME)
is the harmonic mean of precision and recall. 2* *  
PRE REC FME PRE REC (4.9)
Mean Absolute Error (MAE) can be explained as the average of the absolute values of the prediction errors. It demonstrates the deviations from the true probability by calculating the absolute value of differences. 
Results and discussion
The comparison of the decision tree algorithms performed on Thyroid Data is shown in Table 2 . NBTree has the highest accuracy rate. Accuracy rate of this algorithm is 75%. It is seen that NBTree is the most powerful classifier for this sample. This result shows that the thyroid disease of a new patient is predicted successfully with an acceptable ratio 75%. J48 and LADTree has the same accuracy rate as 66.25%. The aim of this test is to determine whether there is any difference among the algorithms effect or not. With four algorithms and six performance metrics (ACC (%), MAE, PRE, REC, FME, and Kappa Statistic), the test statistic distributed with 2 10 X is obtained as 29.401. p value is equal to 0.001. It is seen that p value is below 0.05 (p=0.001<0.05) alpha level significance. The null hypotheses were rejected. It is concluded that the algorithms have differences. The results of pairwise comparisons for eleven algorithms are showed in Table 3 . It is seen that the pairwise comparison between DS-LMT (p=0.019<0.05), DS-BFTree (p=0.012<0.05), DSLADTree (p=0.002<0.05), DS-NBTree (p=0.000<0.05), CART-LMT (p=0.037<0.05), CART-BFTree (p=0.024<0.05), CART-LADTree (p=0.040<0.05), CART-NBTree (p=0.000<0.05), RandomTreeLADTree (p=0.012<0.05), RandomTree-NBTree (p=0.001<0.05), FT-LADTree (p=0.045<0.05), FTNBTree (p=0.007<0.05), and REPTree-NBTree (p=0.012<0.05) are significant. 40% of these significant comparisons include NBTree. http://www.ispacs.com/journals/ojids/2016/ojids-00002/
International Scientific Publications and Consulting Services The comparison of decision tree algorithms with respect to runtime is shown in Figure 3 . REPTree, Random Tree, and Decision stump are faster than others. LMT algorithm takes a long time even though small data set is used. While J 48 and LADTree has the same accuracy rate, J48 is faster than LADTree. It is seen in Table 4 In the literature, it is seen that generally C4.5 and CART algorithms are used on medical data set [16, 18] . They have good enough performances on medical datasets. However, NBTree is the most powerful classifier in our case. On the other hand, J48 is more interpretable. It is the modified version of C4.5 in WEKA. The tree generated by J48 is given in Figure 3 . This tree can be used to classify a new patient according to rules generated from this tree structure. The rules are given in Table 5 . Also, it is seen that there are confidence values for each rule in this Table. The analyst can set a minimum confidence level of 60%. As a result, the rule 9 cannot be reported for the classification. It means that the rules which have higher confidence values than the minimum confidence level, they cannot be used in order to make the classification. 
Conclusion
This study suggests the practice of decision tree method for the classification of the thyroid disease. To decide the finest classifier of thyroid disease, current decision tree algorithms are compared with respect to average classification accuracy, precision value, recall value, F-measure and mean absolute error. Experimental studies were employed with thyroid data collected from a hospital by a general surgeon. NBTree has the highest accuracy rate with the value of 75%. Also, Friedman Two Way Analysis of Variances by Ranks Test is performed in order to determine that there is any difference among the algorithms effect or not. With four algorithms and six performance metrics (ACC(%), MAE, PRE, REC, FME, and Kappa Statistic), it is seen that p value is below 0.05 (p=0.001<0.05) alpha level significance. It is concluded that the algorithms have differences. Hence, pairwise comparisons are done for eleven algorithms. 40% of http://www.ispacs.com/journals/ojids/2016/ojids-00002/ International Scientific Publications and Consulting Services these significant comparisons include NBTree. The running times of the algorithms are compared. It is seen that J48 is more speedy and interpretable than the NBTree is. As a result, it is obtained that decision tree learning has an ability to make prediction in order to diagnose the thyroid disease of a patient. For the feature research, some intelligent techniques such as fuzzy logic, artificial neural networks or their hybrid techniques as adaptive neuro-fuzzy inference system can be used for classification of the thyroid disease.
