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Abstract
We report the direct observation of neutrinos produced in the carbon-nitrogen-oxygen
(CNO) fusion cycle in the Sun with the Borexino detector at the Laboratori Nazionali del Gran
Sasso in Italy. This is the first experimental evidence of the existence of such reaction sequence
in a star. The CNO solar neutrino interaction rate is 7.2 +3.0−1.7 counts per day per 100 tonnes of
target at 68% C.L., corresponding to a flux of neutrinos on Earth of 7.0 +3.0−2.0 ×108 cm−2 s−1. The
absence of CNO signal is disfavoured at 5.0σ.
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Stars are fueled by and evolve through nuclear fu-
sion reactions. For most of their lifetime the key pro-
cess is the fusion of hydrogen into helium, which is
believed to happen in the star’s core through two
theoretically well understood mechanisms. One is
initiated by the direct fusion of two protons into a
deuteron, with the emission of a neutrino (ν) and a
positron, and is known as the pp chain. The other
is catalysed by the presence of heavier nuclei in the
stellar plasma, such as carbon, nitrogen, and oxygen,
and is therefore known as the CNO cycle (see Fig. 1,
upper plot). Both the pp chain and the CNO cy-
cle are associated with the production of energy and
the emission of a rich spectrum of electron neutri-
nos [1, 2], shown in Fig. 1, lower plot.
Nuclear physics and stellar evolution show that
the relative importance of these mechanisms depends
mostly on stellar mass and on the abundance of el-
ements heavier than helium in the core (“metallic-
ity”). For stars similar to the Sun, but heavier than
about 1.3M [3], the energy production rate is dom-
inated by the CNO cycle, while the pp chain prevails
in lighter, cooler stars. Due to the large number of
massive stars and their rapid evolution, the CNO cy-
cle is believed to be the primary mechanism for the
stellar conversion of hydrogen into helium in the Uni-
verse.
The CNO cycle is thought to contribute to the en-
ergy production in the Sun at the level of 1%, with a
large uncertainty related to poorly known metallicity.
Metallicity is relevant for two reasons: i) “metals”
directly catalyse the CNO cycle, and ii) they affect
the plasma opacity, indirectly changing the temper-
ature of the core and modifying the evolution of the
Sun and its density profile. We notice, in addition,
that in the Sun the 16O lifetime at the core’s tem-
perature is much longer than the solar age [4]. This
makes the CNO sub-cycle II (see Fig. 1, upper plot)
sub-dominant in the Sun.
Solar neutrinos are the only tool to directly probe
the nuclear reactions in the Sun’s core. In particular,
the CNO neutrino flux depends on the metallic con-
tent of the solar core, which is a tracer of the initial
chemical composition of the Sun at the time of its
formation, being the core essentially decoupled from
the surface by the existence of a radiative zone, with
no mixing. CNO neutrinos are the only probe of that
initial condition.
The neutrinos produced by the solar pp chain have
been extensively studied since the early 70’s lead-
ing to the discovery of matter-enhanced neutrino
flavour conversion [5]. Recently, the Borexino experi-
ment has published a comprehensive study of the pp
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Figure 1: Upper plot : the double CNO cycle in the Sun,
where sub-cycle I is dominant. The colored arrows indi-
cate the reaction rates integrated over the Sun’s volume.
The rate of 17O(α, p)14N reaction is below the low end
of the color scale (dashed arrow). Lower plot : energy
spectra of solar neutrinos from the pp chain (grey, pp,
pep, 7Be, 8B, and hep) and CNO cycle (in colour). The
two dotted lines indicate electron capture [9, 10, 11]. For
mono-energetic lines the flux is given in cm−2 s−1.
chain [6].
In this paper, we reach another milestone in so-
lar neutrino physics, by reporting on the first direct
detection of the CNO neutrinos produced by the Sun
and by experimentally proving, for the first time, that
the catalysed hydrogen fusion envisaged by Bethe
and Weizsa¨cker in the 30’s indeed exists [7, 8].
This result provides the first direct experimental
indication of the quantitative relevance of the CNO
cycle in the Sun and paves the way to the solu-
tion of the long standing “solar metallicity prob-
lem” [2], i.e., the scientific puzzle that originated
when a re-determination of the surface metallicity
of the Sun indicated a lower value than previously
assumed: standard solar models incorporating lower
metal abundances (SSM-LZ) [12] meet difficulties in
reproducing the results from helioseismology, which
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are better reproduced by assuming a higher metal
content (SSM-HZ). Despite detailed studies, a defi-
nite solution is still missing and this puzzle remains
an open problem in solar physics.
The observation of CNO neutrinos reported here
is therefore of the utmost relevance. On one hand,
it is an important experimental confirmation of the
overall solar picture; on the other, it proves that an
improved future measurement could determine the
metallicity of the Sun’s core directly, providing a key
element for solar physics.
Borexino detector and data
Borexino is a large volume liquid scintillator experi-
ment specifically designed to detect solar neutrinos.
It is located underground at the Laboratori Nazion-
ali del Gran Sasso in Italy, where the cosmic muon
flux is suppressed by a factor of ∼106. The detec-
tor active core consists of approximately 280 tonnes
of liquid scintillator contained in a spherical nylon
vessel of 4.25 m radius. This vessel is surrounded by
2212 photomultiplier tubes (PMTs) mounted on the
inner surface of a 6.85 m radius stainless steel sphere.
A large Water Tank (WT) around the latter sphere
shields external radiation and tags residual cosmic
muons. More details on the Borexino detector can
be found in Appendix and in [13].
Neutrinos interact in Borexino via elastic scatter-
ing off electrons. A small flash of light is emitted
when electrons deposit the imparted kinetic energy
in the scintillator, and is collected by the PMTs. The
total number of detected photoelectrons and their ar-
rival times are used to reconstruct the neutrino en-
ergy and its interaction point in the detector, respec-
tively. The energy and spatial resolution in Borexino
has slowly deteriorated over time due to the steady
loss of PMTs (the average number of active channels
in Phase-III is 1238) and it is currently σE/E ≈6%
and σx,y,z ≈11 cm for 1 MeV events in the center of
the detector.
The time profile of the scintillation light provides a
powerful way to distinguish among different particle
types (α, β−, and β+) via pulse-shape discrimination
methods [14, 15] and is essential for the selection of
210Po α decays used to constrain 210Bi background,
as discussed below.
In spite of the very high number of solar neutrinos
reaching the Earth (≈6× 1010 ν cm−2 s−1) their inter-
action rate is low, namely few tens of counts per day
(cpd) in 100 tonnes (t) of scintillator. This makes
their detection challenging, especially because the
neutrino signal cannot be easily disentangled from ra-
dioactive backgrounds. Borexino’s success rests on its
unprecedented radio-purity, attained thanks to an ex-
tensive effort to develop dedicated purification tech-
niques and strict cleaning protocols, combined with
the accurate selection of materials [16].
Borexino Phase-I (2007-2010) and Phase-II (2012-
2016) were focused on the detailed study of neutrinos
from the pp chain [6, 17, 18]. The goal of Phase-III,
which started in July 2016 after thermally stabilizing
the detector, is to detect the even more elusive neu-
trinos coming from the so-far-undetected CNO cycle.
This paper is based on data collected during Borex-
ino Phase-III, from July 2016 to February 2020, cor-
responding to 1072 days of livetime. The event sam-
ple is filtered by applying the selection criteria de-
scribed in [15] to reduce events due to residual ra-
dioactive impurities, cosmic muons, cosmogenic iso-
topes, electronics noise, and external gamma back-
ground. The latter is significantly suppressed by
selecting events occurring within an innermost vol-
ume of scintillator (fiducial volume, FV) defined by a
cut on the reconstructed radius and vertical position
(r < 2.8 m and -1.8 m<z < 2.2 m). Data are analysed
in the energy interval from 320 to 2640 keV.
The counting rate of events surviving the selec-
tion as a function of their visible energy is shown
in Fig. 2. The data distribution is understood to be
the sum of solar neutrino components and of residual
backgrounds due to the decays of radioactive contam-
inants of the scintillator (85Kr, 210Bi, 210Po, 40K) and
of cosmogenic 11C, and to γ-rays from the decays of
40K, 214Bi, and 208Tl in the materials external to the
scintillator. These backgrounds have been character-
ized in Phase-II [15] and their rates range between a
few and tens of cpd per 100 t , to be compared with
the expected CNO signal of a few cpd per 100 t . The
key backgrounds for this study are 11C and 210Bi. To-
gether with pep neutrinos, they represent the main
obstacle to the extraction of the CNO signal, as dis-
cussed in the next section. The background due to
the elastic scattering of antineutrinos from 40K de-
cays inside the Earth is found negligible, taking into
account also the local geology [19]. The yellow ver-
tical band in Fig. 2 highlights the region where the
CNO neutrino counts are maximized with respect to
the background.
CNO neutrino detection strategy
and the 210Bi challenge
Neutrinos from the CNO cycle have a broad energy
spectrum ranging between 0 and 1740 keV (see Fig. 1,
lower plot). Consequently, the energy of recoiled elec-
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Figure 2: Energy distribution of Borexino events (black
points) and spectral fit (magenta). CNO-ν, 210Bi , and
pep-ν are highlighted in solid red, dashed blue, and dot-
ted green, respectively. All other components are in
grey. The yellow band represents the region with the
largest signal-to-background ratio for CNO-ν.
trons is a rather featureless continuous distribution
that extends up to 1517 keV (see Fig. 2). In this
work, the three CNO neutrino components (Fig. 1)
were treated as a single contribution by fixing the ra-
tio between them according to the SSM prediction.
Several backgrounds contribute to the same energy
interval with a rate comparable to or larger than the
signal. An elaborate multivariate fit, needed to disen-
tangle all the contributions, follows a procedure sim-
ilar to that adopted in [6, 15, 20] and described in
Appendix.
The CNO analysis is affected by two additional
complications: the similarity between the CNO-ν re-
coil electron and the 210Bi β− spectra and the strong
correlation of both with the pep-ν recoil electron
spectrum. In addition, the data are polluted by cos-
mogenic 11C in the high energy part of the CNO
spectrum. The three-fold-coincidence (TFC) tagging
technique for 11C described in [15] is essential to make
the CNO detection possible.
As discussed at length in [21], the sensitivity to
CNO neutrinos is low unless the 210Bi and pep-ν rates
are constrained in the fit. The pep-ν rate can be
constrained at the level of 1.4% using the solar lu-
minosity1, robust assumptions on the pp to pep neu-
trino rate ratio, existing solar neutrino data [22, 23],
and the most recent oscillation parameters [24]. The
other main background for the CNO-ν measurement
comes from the β decays of 210Bi [21]. Bismuth-210
has a short half-life (5.013 days) but its decay rate is
1The luminosity of the Sun depends very weakly on
CNO neutrinos, so the constraint is robust independently of
any reasonable assumption on the role of CNO neutrinos in the
Sun.
supported by 210Pb through the sequence:
210Pb
β−−−−−−−→
22.3 years
210Bi
β−−−−→
5 days
210Po
α−−−−−−→
138.4 days
206Pb .
(1)
We note that the endpoint energy of the 210Pb β-
decay is 63.5 keV, well below the analysis threshold
(320 keV). Therefore, the determination of the 210Bi
content must rely on measuring 210Po [25]. The α
particles from 210Po decay, selected event-by-event by
means of pulse-shape discrimination, are ideal tracers
of 210Bi , although the technique works only if secular
equilibrium in sequence (1) is achieved. It is hence
crucial to understand under what conditions such an
equilibrium is established.
Since 2007, the data have shown that out-of-
equilibrium components of 210Po were present in the
fiducial volume. A dedicated effort was implemented
to study and ultimately remove these components,
reaching sufficient equilibrium in one sub-volume of
the detector, which made the result reported in this
paper possible. We distinguish between a scintilla-
tor 210Po component (210PoS) sourced by 210Pb in
the liquid and assumed to be stable in time and
in equilibrium with 210Bi, and a vessel component
(210PoV).2 The origin of 210PoV for this dataset is
understood to be 210Pb deposited on the inner sur-
faces of the vessel. The daughter 210Po may detach
and move into the scintillator by diffusion or following
slow convective currents. It is important to note that,
as explained in details below, there is no evidence of
210Pb itself leaching out from those surfaces, because
the rate of 210Bi observed in the scintillator has not
significantly changed over several years.
The diffusion coefficient of radon in the scintilla-
tor is of the order of 2× 10−9 m2/s [26]. Taking this
value to be similar for polonium, the average distance
travelled by a 210Po atom in one half-life is of the or-
der of 20 cm, significantly less than the minimum dis-
tance between the vessel and the FV (approximately
1 m). We can conclude that the effect of diffusion is
negligible for both 210Po and 210Bi . However, Borex-
ino data show that slow convective currents caused
by temperature gradients and variations may indeed
carry the 210Po into the FV. The same effect does not
occur for the short-lived 210Bi , which decays before
reaching the FV.
Prior to 2016, Borexino was neither equipped with
thermal insulation nor active temperature control.
Convective currents were substantial, because of sea-
sonal temperature variations and human activities af-
2Another component of 210Po , well visible in the data after
the initial filling of 2007 and the purification campaigns of 2011,
has completely decayed away and is not relevant here.
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Figure 3: 210Po rate in Borexino in cpd per 100 t (rainbow color scale) as a function of time in small cubes of about
3 tonnes each ordered from the bottom, “0”, to the top, “58”, along the vertical direction (Latest update: May 2020).
All cubes are selected inside a sphere of radius r = 3 m. The red curve with its red scale on the right represents the
average temperature in the innermost region surrounding the nylon vessel. The dashed vertical lines indicate the most
important milestones of the temperature stabilisation program: 1. Beginning of the “Insulation Program”; 2. Turning
off of the water recirculation system in the Water Tank; 3. First operation of the active temperature control system; 4.
Change of the active control set point; 5. Installation and commissioning of the Hall C temperature control system. The
white vertical bands represent different DAQ interruptions due to technical issues.
fecting the temperature of the experimental Hall at
the Gran Sasso Laboratory. The large fluctuations of
the 210Po activity in the FV induced by these cur-
rents are shown in Fig. 3, where the 210Po rate in dif-
ferent detector positions is plotted as a function of
time. It is evident that before 2016 the 210Po counts
in the FV were both high (> 100 cpd per 100 t)
and highly unstable, on time scales shorter than the
210Po half-life, because of sizeable fluid movements,
which prevented the separation of PoS from PoV.
In order to eliminate convection, a stable posi-
tive vertical thermal gradient needs to be established.
The Borexino installation atop a cold floor in contact
with the rock, acting as an infinite thermal sink, of-
fers a unique opportunity to achieve such a gradient,
once the detector is insulated against instabilities of
the experimental Hall air temperature.
To tackle this problem, thermal insulation of
the detector was completed in December 2015 and
an active temperature control system was installed
in January 2016 [27]. The insulating material
placed around the WT (thermal conductivity about
0.03 W/m/K) significantly increased the total ther-
mal resistance against temperature variations in the
experimental Hall. The active control system reli-
ably compensates for any change in the WT dome
temperature with precision of 0.07 ◦C.
The temperature of the rock beneath the detector
is 7.5◦C, while the top of the detector has a typical
temperature of 15.8◦C, that establishes a stable pos-
itive gradient of the order of about 0.5 ◦C per meter.
A long-lasting vertical stratification implies a small
vertical convection. In addition, the insulation
smooths out lateral temperature gradients, which fur-
ther decrease fluid velocity and vertical mixing. A
residual seasonal modulation of the order of 0.3◦C/6
months is still visible in the detector and in the rock
below it, but its effect is small for the purpose of this
paper.
This extensive effort to improve thermal stabil-
ity paid off: the 210Po rate initially decreased and
reached its lowest value in a region that we named
Low Polonium Field (LPoF), in the upper detector
hemisphere around z ' +80 cm. The existence of this
volume is compatible with fluid dynamics simulation
results obtained in [28]. This region is understood to
be almost free of 210PoV delivered by convective cur-
rents. This fact is also highlighted in Fig. 3, where
the LPoF is identified as a clearly visible and rela-
tively stable blue region starting to appear in May
2017.
210Bi constraint
The amount of 210Bi in the scintillator is determined
from the minimum value of the 210Po rate in the
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LPoF through the relation
R(210Pomin) = R(
210Bi) + R(210PoV), (2)
where, as discussed above, the 210Bi rate is equal
to 210PoS according to secular equilibrium. Since
210PoV is always positive, 210Pomin yields an upper
limit for the 210Bi rate.
The 210Po content is not spatially uniform within
the LPoF but exhibits a clear minimum without a
sizable plateau around it. This yields a robust upper
limit on the value of 210Bi. However, this method
does not provide any proof that 210PoV is strictly
zero. Had there been a spatially extended minimum
210Po rate, this would have yielded a measurement
of the true 210Bi rate.
The minimum 210Po rate was estimated from the
210Po distribution within the LPoF (see Fig. 4) with
2D and 3D fits using two methods whose results
agree. The first method uses a maximum likelihood
approach to fit a simple paraboloid, while the sec-
ond uses a Bayesian approach, with non-informative
priors, that also fits a paraboloid but employs spline-
based-interpolations to account for more complexity
along the z-axis.
It is worth noticing that the spatial position of
the minimum is very stable over the whole analy-
sis period (it slowly moves by less than 20 cm per
month), reinforcing the evidence that the detector is
in a fluid dynamical quasi-steady condition and that
the 210Po rate minimum is not a statistical fluctua-
tion. The analysis performed using the independent
techniques mentioned above gives consistent results
of R(210Pomin) = (11.5 ± 1.04) cpd per 100 t. The
error includes the systematic uncertainty of the fit as
discussed in Appendix.
The 210Bi rate can then be extrapolated over the
whole FV, provided that it is uniform in the FV dur-
ing the time period over which the estimation is per-
formed.
We studied the 210Bi spatial distribution by sep-
arating its radial and angular components. Lacking
the possibility to individually tag 210Bi events, the
analysis is performed selecting β-like events in en-
ergy windows where the bismuth contribution is max-
imized. The angular distribution of selected events
was studied using a Spherical Harmonics decomposi-
tion (implemented with HEALPix [29]). The radial
uniformity was studied using polynomial distortions
of the r distribution of β-like events. The distribution
was found to be uniform within errors. The overall
systematic uncertainty associated to possible spatial
non-uniformity of 210Bi is conservatively estimated
from this analysis as 0.78 cpd per 100 t. We underline
Figure 4: Three-dimensional view of the 210Po activity
inside the entire nylon vessel (see colour code). The
innermost blue region contains the LPoF (black grid).
The white grid is the software-defined fiducial volume.
that the 210Bi uniformity in Phase-III is consistent
with what is expected because of the large mixing
present in the detector before the thermal insulation.
It is also supported by the 2D and 3D fluid dynamic
numerical simulations performed with Fluent [30].
We have carefully studied the time stability of the
rate of β-like events. The excellent stability allows
us to observe the 3.3% annual modulation of the so-
lar neutrino rate (dominated by 7Be-ν) due to the
eccentricity of the Earth’s orbit. This level of stabil-
ity crucially confirms the hypothesis that 210Pb does
not detach from the vessel surface, since a varying
210Bi background would blur the annually modulated
signal, as discussed in Appendix.
In summary, the 210Bi rate used as a constraint in
the CNO-ν analysis is:
R(210Bi) ≤ (11.5± 1.3) cpd per 100 t, (3)
which includes the statistical and systematic un-
certainties in the 210Po minimum determination
and the systematic uncertainty related to the
210Bi uniformity hypothesis (added in quadrature).
Results and conclusions
We performed a multivariate analysis, simultaneously
fitting the energy spectra in the window between
320 keV and 2640 keV and the radial distribution of
the selected events, with details given in Appendix.
The following rates are treated as free parameters:
CNO neutrinos, 85Kr, 11C, internal and external 40K,
external 208Tl and 214Bi, and 7Be neutrinos. The
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Figure 5: Left. Counting analysis. The vertical axis is the number of events allowed by the data for CNO-ν and
backgrounds in ROI; on the left, the CNO signal is minimum and backgrounds are maximum, while on the right, CNO
is maximum and backgrounds are minimum. It is clear from this figure that CNO cannot be zero. Right. CNO-ν rate
negative log-likelihood profile directly from the multivariate fit (dashed black line) and after folding in the systematic
uncertainties (black solid line). Histogram in red: CNO-ν rate obtained from the counting analysis. Finally, the blue,
violet, and grey vertical bands show 68% confidence intervals (C.I.) for the SSM-LZ and SSM-HZ [2, 21] predictions and
the Borexino result (corresponding to black solid-line log-likelihood profile), respectively.
pep neutrino rate is constrained to (2.74 ± 0.04) cpd
per 100 t by multiplying the standard likelihood with
a symmetric Gaussian term. The upper limit to
the 210Bi rate obtained from eq. 3 is enforced asym-
metrically by multiplying the likelihood with a half-
Gaussian term, i.e., leaving the 210Bi rate uncon-
strained between 0 and 11.5 cpd per 100 t .
The reference spectral and radial distributions
(PDFs) of each signal and background species to be
used in the multivariate fit are obtained with a com-
plete Geant4-based Monte Carlo simulation [15, 31].
The results of the multivariate fit for data in which
the 11C has been subtracted with the TFC technique
are shown in Fig. 2. The p-value of the fit is good
(0.3) demonstrating the fair agreement between data
and the underlying fit model. The corresponding neg-
ative log-likelihood for CNO-ν, profiled over the other
neutrino fluxes and background sources, is shown in
Fig. 5 (dashed black line in the right panel). The
best fit value is 7.2 cpd per 100 t with an asymmetric
confidence interval of -1.7 cpd per 100 t and +2.9 cpd
per 100 t (68% C.L., statistical error only), obtained
from the quantile of the likelihood profile.
We have studied several possible sources of sys-
tematic error following an approach similar to the
one used in [6, 15]. We have investigated the impact
of varying fit parameters (fit range and binning) on
the result by performing 2500 fits in different con-
ditions and found it to be negligible with respect
to the CNO statistical uncertainty. We also consid-
ered the effect of different theoretical 210Bi shapes
from [32, 33, 34] and found that the CNO result is
robust with respect to the selected one [32]. Differ-
ences are included in the systematic error. We have
performed a detailed study of the impact of possible
deviations of the energy scale and resolution from the
Monte Carlo model: non-linearity, non-uniformity,
and variation in the absolute magnitude of the scintil-
lator light yield have been investigated by simulating
several million Monte Carlo pseudo-experiments with
deformed shapes and fitting them with the regular
non-deformed PDFs. The magnitude of the deforma-
tions was chosen to be within the range allowed by
the available calibrations [35] and by two ”standard
candles” (210Po, 11C) present in the data. The over-
all contribution to the total error of all these sources
is -0.5/+0.6 cpd per 100 t.
Other sources of systematic error investigated
in the previous precision measurement of the pp
chain [6], such as, fiducial volume, scintillator den-
sity, and lifetime were found to be negligible with
respect to the large CNO statistical uncertainty.
The log-likelihood profile including all the errors
combined in quadrature is shown in Fig. 5, right
(black solid line). The asymmetry of the profile is
due to the applied half-Gaussian constraint on the
210Bi , see eq. (3). Thanks to this 210Bi constraint,
the profile is relatively steep on the left side of the
minimum. The shallow shape on the right side of the
profile reflects the mild sensitivity to distinguish the
spectral shapes of 210Bi and CNO. From the corre-
sponding profile-likelihood we obtain a 5.1σ signifi-
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cance of the CNO observation. Additionally, a hy-
pothesis test based on a profile likelihood test statis-
tic [36] using 13.8 million pseudo-data sets with the
same exposure of Phase-III and systematic uncertain-
ties included (see Appendix) excludes the no-CNO
signal scenario with a significance better than 5.0σ
at 99.0% C.L.
The 68% confidence interval (C.I.) of the CNO-
ν interaction rate accounting also for the systematic
uncertainties is [5.5 - 10.2] cpd per 100 t. This interval
is fully compatible with both SSM-HZ and SSM-LZ
predictions (see Fig. 5). The rate can be converted to
a flux of CNO-ν on Earth of 7.0 +3.0−2.0 × 108 cm−2 s−1,
assuming MSW conversion in matter [37], neutrino
oscillation parameters from [38], and a density of elec-
trons in the scintillator of (3.307± 0.015)× 1031 e−
per 100 t.
We underline that the sensitivity to CNO neutri-
nos mainly comes from a small energy region between
780 keV and 885 keV (region of interest, ROI, see yel-
low band in Fig. 2), where the signal-to-background
ratio is maximal [21]. In this region, the count rate
is dominated by events from CNO and pep neutrinos
and by 210Bi decays. The remaining backgrounds
contribute less than 20% (see Fig. 5, left plot). A
simple counting analysis confirms that the number
of events in the ROI exceeds those expected from
all known backgrounds, leaving room for CNO neu-
trinos, as depicted in Fig. 5, left. In this simplified
approach (described in detail in Appendix), we use
the 210Bi rate as determined in eq. 3 applying a sym-
metric Gaussian penalty and assuming an analytical
description of the background model and the detec-
tor response. The output of this counting analysis,
after accounting for statistical errors and systematic
uncertainties associated to the detector response and
background rates, provides a nice confirmation of the
existence of CNO neutrinos. The associated signifi-
cance (' 3.5σ) is clearly smaller than that obtained
with the main analysis given the simplified nature of
this approach.
In conclusion, we exclude the absence of a CNO so-
lar neutrino signal with a significance of 5.0σ, a result
stemming from a robust multivariate fit of the data
and independently confirmed by the simple counting
analysis in the ROI. This is the first direct detection
of CNO solar neutrinos.
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Appendix
A Experimental setup and neu-
trino detection technique
The Borexino detector [13] was designed and built
to achieve the utmost radio-purity at its core. It is
made of an unsegmented Stainless Steel Sphere (SSS)
mounted within a large Water Tank (WT). The SSS
contains the organic liquid and supports the photo-
multipliers (PMTs), while the water shields the SSS
against external radiation and is the active medium
of a Cherenkov muon tagger. A schematic drawing is
shown in Fig. 6.
Within this SSS, two thin (125µm) nylon vessels
separate the volume in three shells of radii 4.25 m,
5.50 m, and 6.85 m, the latter being the radius of the
SSS itself.
The inner nylon vessel (IV), concentric to the SSS,
contains a solution of Pseudocumene (PC) as solvent
and PPO (2,5-diphenyloxazole) as fluor dissolved at
a concentration of about 1.5 g/l. The second and the
third shells are filled with a buffer liquid comprised
of a solution of DMP (dimethylphthalate) in PC.
The purpose of this double buffer is to shield the IV
against γ radiation emitted by contaminants present
in the PMTs and the steel, while the outer nylon ves-
sel prevents the diffusion of emanated Radon into the
IV. The total amount of liquid within the SSS is ap-
proximately 1300 tonnes, of which about 280 tonnes
are the active liquid scintillator.
The IV scintillator density is slightly smaller than
that of the buffer liquid, yielding an upward buoyant
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force. The IV is therefore anchored to the bottom of
the SSS through thin high molecular weight polyethy-
lene cords, thus minimising the amount of material
close to the scintillator and keeping the IV in stable
mechanical equilibrium.
Figure 6: Cutout of the Borexino detector.
The SSS is equipped with nominally 2212 8” PMTs
that collect scintillation light emitted when a charged
particle, either produced by neutrino interactions or
by radioactivity, releases energy in the scintillator.
Most of the PMTs (1800) are equipped with light
concentrators (Winston cones) for an effective optical
coverage of 30%. Scintillation light is detected at ap-
proximately 500 photoelectrons per MeV of electron
equivalent of deposited energy. In organic liquid scin-
tillators, the light yield per unit of deposited energy
is affected by ionisation quenching [40]. Alpha par-
ticles, characterised by higher ionisation rates along
their path, experience more quenching compared to
electrons and thus, produce less scintillation light.
The distribution of photon arrival times on PMTs al-
lows the reconstruction of the location of the energy
deposit by means of time-of-flight triangulation and
the determination of the particle type by exploiting
the pulse shape [15].
The very nature of the scintillation emission makes
it impossible to distinguish the signal emitted by elec-
trons scattered by neutrinos from that produced by
electrons emitted in nuclear β decays or Compton-
scattered by γ rays. Therefore, the radioactive back-
ground must be kept at or below the level of the ex-
pected signal rate, which for the total solar neutrino
spectrum is of the order of a few events per tonne per
day and, in the case of CNO neutrinos, two orders of
magnitude smaller. Taking into account that typi-
cal materials (air, water, metals) are normally con-
taminated with radioactive impurities at the level of
10,000 or even 100,000 decays per tonne per second,
this requirement is indeed a formidable challenge.
The scintillator procurement procedure was de-
veloped to minimize its 14C(β−, Q= 156 keV) con-
tent. Carbon-14 is cosmogenically activated in at-
mospheric carbon and an irreducible radioactive con-
taminant in organic hydrocarbons. The scintillator
was delivered to the Gran Sasso laboratory in special
tanks following procedures conceived to avoid con-
tamination and to minimise the exposure to cosmic
rays, which also produce other long living isotopes.
Once underground, it was purified following various
steps in plants specifically developed over more than
10 years for this purpose and installed close to the de-
tector. The purification during the 2007 initial scin-
tillator fill was done mainly by distillation and coun-
terflow sparging using low-argon-krypton nitrogen. A
dedicated purification campaign in 2010 - 2011 pro-
cessed the scintillator through several cycles of ultra-
pure water extraction. These purification techniques
are described in [41], [42], and [15].
This effort paid off: the extreme purity of the
scintillator and the careful selection of the material
surrounding it (nylon, plastic supports of the nylon
vessels, steel, and PMT glass in particular), the use
of carefully selected components (valves, pumps, fit-
tings, etc.) together with special care during de-
tector construction and installation yielded unprece-
dented low values of radioactive contaminants in the
active scintillator. In addition, through the selec-
tion of a fiducial volume, the residual external gamma
ray background is substantially reduced further. All
Borexino results owe directly to this unprecedented
radio-purity.
The Water Tank is itself equipped with 208 PMTs
to detect Cherenkov light emitted by muons cross-
ing the water. The capability to detect muons, to
reconstruct their tracks through the scintillator was
crucial to identify and tag cosmogenic contaminants
(i.e. short living nuclei produced by muon spallation
with scintillator components [43, 44]), especially 11C
background. Muon tagging allows Borexino to also
efficiently detect cosmogenic neutrons [45], which oc-
casionally are produced with high multiplicity, an-
other crucial ingredient in 11C tagging.
B Thermal insulation system and
control
The thermal stability of the Borexino detector is re-
quired to avoid undesired background variations due
to the mixing of the scintillator inside the Inner Ves-
sel. This mixing is caused by convective currents in-
duced by temperature changes due to human activi-
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Figure 7: The Borexino Water Tank after the comple-
tion of the thermal insulation and the active tempera-
ture control system deployment.
ties in the underground Hall and to seasonal effects.
A significant upgrade of the detector in this respect
was carried out.
Between May and December 2015, 900 m2 of ther-
mal insulation was installed on the outside of the
Borexino Water Tank. In addition, the system used
to recirculate water inside the WT was stopped in
July 2015 to contribute to the inner detector thermal
stability and allow its fluid to vertically stratify.
The thermal insulation consists of two layers: an
outer 10 cm layer of Ultimate Tech Roll 2.0 mineral
wool (thermal conductivity at 10◦C of 0.033 W/m/K)
and an inner 10 cm layer of Ultimate Protect wired
Mat 4.0 mineral wool reinforced with Al foil 65 g/cm2
with glass grid on one side (thermal conductivity at
10◦C of 0.030 W/mK). The thermal insulation ma-
terial is anchored to the WT with 20 m long nails
on a metal plate attached to the tank (5 nails/m2).
In addition, an active temperature control system
(ATCS) was completed in January 2016. In Figure 7
the Borexino WT is shown wrapped in thermal insu-
lation.
A system of 66 probes with 0.07◦C resolution, the
position of which is shown in Fig. 8, monitors the
temperature of Borexino. They are arranged as fol-
lows: 14 protruding 0.5 m radially inward into the
SSS (ReB probes) and in operation since October
2014, measure the temperature of the outer part of
the buffer liquid (OB); 14 mounted 0.5 m radially
outward from the SSS (ReW probes) and in oper-
ation since April 2015, measure the temperature of
the water; 20 installed between the insulation layer
and the external surface of the WT (WT probes)
are in operation since May 2015; 4 located inside a
pit underneath the Borexino WT are in operation
since October 2015; 14 on the Borexino detector WT
dome installed in early 2016. The average temper-
Figure 8: Distribution of temperature probes around
and inside the Borexino detector. For simplicity, the
probes on the WT dome and in the pit below the de-
tector are not shown.
ature since 2016 of the floor underneath the detec-
tor in contact with the rock is 7.5◦C, while at the
top of the detector it is 15.8◦C. This temperature
difference corresponds to a naturally-driven gradient
∆T/∆z > 0 ∼ 0.5◦C/m. Ensuring this gradient does
not decrease it is the key to reducing convective cur-
rents, scintillator mixing, and consequently stabiliz-
ing the 210Po background for the CNO analysis.
Out of the last 14 probes, three are part of the
Active Temperature Control System (ATCS) kept in
operation during the present data taking. The ATCS
consists of a water based system made with copper
tube coils installed on the upper part of the detector’s
dome. The coils are in contact with the WT steel,
with the addition of an Al layer to enhance the ther-
mal coupling. A 3 kW electric heater, a circulation
pump, a temperature controller, and an expansion
tank are connected to the coils. The ATCS trims the
natural thermal gradient and is essential to eliminate
convection motion.
The Outer Detector head tank (a 70-liter vessel
connected with the 1346 m3 volume of the SSS) is
used as a sensitive detector thermometer. After the
thermal insulation system installation the head tank
had to be refilled with 289 kg of PC because of the
detector overall cooling and corresponding shrinkage.
Calibration established the sensitivity of this ther-
mometer to be of the order of 10−2 ◦C per 100 mm
change of fluid height.
The deployment of both the thermal insulation and
the temperature control systems were quickly effec-
tive in stabilizing the inner detector temperature.
As of 2016 the heat loss due to the thermal insu-
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Figure 9: Temperature as a function of time in different
volumes of the Borexino detector. The vertical dashed
lines show: the activation of the temperature control
system on the dome of the Water Tank, the set-point
change, and the activation of the air control system in
the experimental Hall.
lation system was equal to 247 W. Yet, changes of
the experimental Hall temperature induced residuals
variations in the top buffer probes of the order of
0.3◦C/6 months. To further reduce these effects an
active system to control the seasonal changes of the
air temperature entering the experimental Hall and
surrounding the Borexino WT was designed and in-
stalled in 2019. It consists of a 70 kW electrical heater
installed inside the inlet air duct, which has a capac-
ity 12000 m3/h (in normal conditions). The heater is
deployed just a few meters before the Hall main door.
The temperature control is based on a master/slave
architecture with a master PID controller that acts
on a second slave PID controller. Probes deployed
around the WT monitor the temperature of the air.
After commissioning, a set point temperature for the
master PID of 14.5◦C is chosen. This system controls
the temperature of the inlet air within approximately
0.05◦C.
The thermal insulation, active temperature control
of the detector, and the Hall C air temperature con-
trol have enabled remarkable temperature stability
of the detector. Figure 9 shows the temperature time
profile read by all probes since 2016. A stable tem-
perature gradient was clearly established as needed
to avoid mixing of the scintillator.
C The Low Polonium Field and its
properties
After the completion of the thermal insulation
(Phase-III), the Bismuth-210 background activity is
measured from the 210Po activity assuming secular
equilibrium of the A = 210 chain. The measured
210Po rate is the sum of two contributions: a scin-
Figure 10: The rate of 210Po in cylinders of 3 m radius
and 10 cm height located along the z axis from -2 m to
2 m, as a function of time with 1 month binning. The
dashed lines indicate the z coordinate of the fiducial
volume. The markers show the positions of the center
of the LPoF obtained with two fit methods: paraboloid
(red) and spline (white). Both fit methods follow the
dark blue minimum of the 210Po activity well.
tillator 210Po component supported by the 210Pb in
the liquid (210PoS), which we assume to be stable
in time and equal to the intrinsic rate of 210Bi in
the scintillator, and a vessel component (210PoV).
The latter has a 3D diffusive-like structure given by
polonium detaching from the Inner Vessel and mi-
grating into the fiducial volume. The origin of this
component is the 210Pb contamination of the ves-
sel. The 210Po migration process is driven by resid-
ual convective currents. A rough estimation of the
migration length λmig obtained by fitting the spa-
tial distribution of 210Po, is found to range between
50 and 100 cm, which corresponds to a migration co-
efficient Dmig = (1.0 ± 0.4) × 10−9 m2 s−1 (where
we have used the relation λmig =
√
DmigτPo with
the 210Po lifetime, τPo = 199.7 days). This value is
slightly lower than the diffusion coefficient Ddiff ∼
1.5×10−9 m2 s−1 (corresponding to a diffusion length
λdiff ∼ 20 cm), predicted by the Stokes-Einstein for-
mula [46] and observed for heavy atoms in hydrocar-
bons [26]. We interpret this difference as due to the
presence of residual convective motions in Phase-III.
These motions are localized in small regions and cre-
ate a diffusive-like structure with an effective migra-
tion length λmig & λdiff .
The α’s from 210Po decays are selected event-
by-event with a highly efficient α/β pulse shape
discrimination neural network method based on
a Multi-layer Perceptron (MLP) [47]. The re-
sulting three-dimensional 210Po activity distribution
(Fig. 4), named the Low Polonium Field (LPoF), ex-
hibits an effective migration profile with an almost
stable minimum located above the detector equator
(dark blue regions in Fig. 10). The qualitative shape
and approximate position of the LPoF is reproduced
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Figure 11: Distribution of 210Po events after the blind
alignment of data using the z0 from the paraboloidal fit
(red markers in Fig. 10). The red solid lines indicate the
paraboloidal fit within 20 tonnes with Eq. 4.
by fluid dynamical numerical simulations reported
in [28].
Assuming azimuthal symmetry around the de-
tector z-axis, confirmed by 3D analysis, the
210Po minimum activity is determined by fitting
LPoF with a 2D paraboloidal function:
d2R(210Po)
d(ρ2)dz
=
[
R(210Pomin)EMLP +Rβ
]×
×
(
1 +
ρ2
a2
+
(z − z0)2
b2
)
,
(4)
where ρ2 = x2 + y2, a and b are the paraboloid axes,
z0 is the position of the minimum along the z axis,
E and MLP are the efficiency of energy and MLP
cuts used to select α’s from 210Po decays, and Rβ is
the residual rate of β events after the selection of α’s.
The fit is initially performed in data bins of 2 months,
but compatible results are obtained using the bins of
1 month. Figure 10 shows the result of the z0 mini-
mum position as a function of time. The minimum
slowly moves along the z direction by less than 20 cm
per month. In order to perform a better estimation
of the 210Po minimum, we sum up all the time bins
after aligning the 3D distributions with respect to z0.
Possible intrinsic biases, due to the minimum deter-
mination in different time intervals, have been mini-
mized by blindly aligning the data from each time bin
according to the z0 inferred from the previous time
interval.
The distribution of 210Po events after applying this
procedure is shown in Fig. 11, where the LPoF struc-
ture is clearly visible. The final fit is then per-
formed on 20 tonnes of this aligned data set con-
taining about 5000 210Po events. From this fit we
extract the 210Po minimum. This value might still
have a small contribution from the vessel compo-
nent (eq. 2), i.e. R(210Bi) ≤ R(210Pomin). There-
fore this method provides only an upper limit for
the 210Bi rate. A companion analysis was performed
using a 3D paraboloidal function. The 2D and 3D
fits were performed with a standard binned likeli-
hood and a Bayesian approach using non-informative
priors. In particular, the latter was implemented
withMultiNest [48, 49, 50], a nested sampling al-
gorithm.
In addition, because the shape of the LPoF might
show more complexity along the z-axis than a simple
paraboloidal shape, a Bayesian framework was also
used to perform the fit with a cubic spline along the z
axis. Splines are piecewise polynomials connected by
knots. The number of knots defines the complexity of
the curve. To prevent over-fitting, a Bayesian factor
analysis was used to decide on the most appropriate
number of knots for the data set. While it was found
that the splines were, in general, a better fit to the
data (Bayes factor > 102), the final result is compati-
ble to the simpler model within statistical uncertain-
ties. This result has been further cross-checked by
fitting the 210Po distribution along different angular
directions with a family of analytical functions found
as solution of the Fick diffusion equation [51] for the
migration of decaying 210Po . Possible biases have
been quantified by testing the fit model on simulated
LPoF patterns based on numerical fluid dynamical
simulations. They were found to be negligible for
our purpose.
D Spatial uniformity and time sta-
bility of 210Bi
The 210Bi independent constraint inferred from the
LPoF can be extended over the whole fiducial volume
if, and only if, the 210Bi itself is uniform in space.
Observation of the time stability of 210Bi rate, not
strictly required if the time periods of the LPoF and
main analyses are the same, can additionally cross-
check the overall robustness of the data set.
We have evidence that at the beginning of Borexino
Phase-II, after the purification campaign performed
from 2010 to mid-2011, the 210Bi was not uniform:
the cleanest part of the scintillator was concentrated
on the top, partially out of the fiducial volume3. For
this reason, at the beginning of Phase-II the ap-
parent 210Bi rate was higher and slowly decreased
in time as mixing was taking place, thanks to the
strong pre-insulation convective currents. This de-
creasing trend stopped in early 2016 suggesting that
the mixing had completed. Numerical fluid dynami-
3The purification was performed in loop, taking the scin-
tillator out from the bottom, purifying it, and re-inserting it
from the top.
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Figure 12: Angular power spectrum of observed β
events (black points) compared with 104 uniformly dis-
tributed events from Monte Carlo simulations at one
(dark pink) and two σ C.L. (pink). Data are compati-
ble with a uniform distribution within the uncertainty
of 0.59 cpd per 100 t . Inset : Angular distribution of
the β events in an optimized energy window.
cal simulations, performed using as input the velocity
field obtained from 210Po movements during the pre-
insulation time, confirm this hypothesis.
A more conservative approach, which uses heuristic
arguments based on the effective migration of ions
as measured from LPoF, suggests that 210Bi at the
beginning of Phase-III (mid-2016) must be uniform
at least within a volume scale of about 20 m3. This
argument is also verified by means of fluid dynamics
numerical simulations.
All the a priori arguments and qualitative studies
described above are confirmed a posteriori by look-
ing at the β event rate in optimized energy windows
where the 210Bi signal-to-background ratio is maxi-
mal. The observed non-uniformity is then conserva-
tively assigned only to 210Bi , contributing about 15%
to the overall rate in the selected energy window.
In order to test the spatial uniformity of the 210Bi
rate in the fiducial volume and to associate a sys-
tematic uncertainty to its possible non-uniformity, we
split the spatial distribution into radial and angular
components.
Figure 12 shows the angular power spectrum of ob-
served β events (black points). The dark pink and
pink bands are the allowed 1σ and 2σ regions re-
spectively, obtained from 104 Monte Carlo simula-
tions of uniformly distributed events. The analysis
is performed with the HEALPix [29] software pack-
age, available, e.g., for cosmic microwave background
analysis.
Figure 13 shows the linear fit to the r3 distribution
of the β events, expected to be flat for uniform spatial
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Figure 13: Normalized radial distribution of β events
r/r0 (black points), where r0 = 2.5 m is the radius of the
sphere surrounding the analysis fiducial volume. The
linear fit of the data (red solid line) is shown along with
the 1σ (yellow) and 2σ (green) C.L. bands. The data are
compatible with a uniform distribution within 0.52 cpd
per 100 t .
distribution, from which we determine the allowed
residual non-uniformity along the radial direction.
All these studies show no evidence for a sizeable
non-uniformity of the 210Bi distribution inside the
fiducial volume. In particular, the rate measured
in the LPoF is fully consistent with that measured
in the total fiducial volume. This evidence further
supports a very small systematic uncertainty on the
210Bi independent constraint. Combining in quadra-
ture the uncertainties from the radial (0.52 cpd per
100 t ) and angular (0.59 cpd per 100 t ) components,
we obtain a systematic error associated with the
210Bi spatial uniformity of 0.78 cpd per 100 t .
Finally, we checked the 210Bi rate time stability
applying two methods on the observed rate of β
events in the optimized energy windows: (i) we stud-
ied the range of possible polynomial distortions; (ii)
we performed a Lomb-Scargle spectral decomposi-
tion (see [52] and references therein). We found no
evidence of any relevant time variation besides the
expected annual modulation due to solar neutrinos
(7Be-ν’s contribute>60% to the β rate in the selected
energy windows). Actually, the fact that we are able
of seeing the tiny 3.3% sinusoidal variation induced
by the eccentricity of the Earth’s orbit around the
Sun, is in itself a further proof of the excellent time
stability of the 210Bi rate.
We note that, even after complete mixing, the true
210Bi rate is not perfectly constant in time, as it must
follow the decay rate of the parent 210Pb (τ = 32.7 y).
This effect is not detectable over the ∼3 years time
period of our analysis, but for substantially longer
periods it could be used for better constraining the
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210Bi by fitting its long-lived temporal trend.
E Details of the CNO analysis
The analysis presented in this work is based on
the data collected from June 2016 to February
2020 (Borexino Phase-III) and is performed in
a fiducial volume (FV) defined as r < 2.8 m and
−1.8 m<z < 2.2 m (r and z being the reconstructed
radial and vertical position, respectively). The total
exposure of this data-set corresponds to 1072 days ×
71.3 tonnes.
In Borexino, the energy of each event is given by
the number of collected photoelectrons, while its po-
sition is determined by the photon arrival times at the
PMTs. The energy and spatial resolution in Borexino
has slowly deteriorated over time due to the steady
loss of PMTs (the average number of active channels
in Phase-III is 1238) and it is currently σE/E ≈6%
and σx,y,z ≈11 cm for 1 MeV events in the center of
the detector.
Events are selected by a sequence of cuts, which
are specifically designed to veto muons and cosmo-
genic isotopes, to remove 214Bi - 214Po fast coinci-
dence events from the 238U chain, noise, and external
background events. The fraction of neutrino events
lost by this selection criteria is measured with cali-
bration data to be of the order of 0.1% and is there-
fore negligible. More details on data selection can be
found in [15].
The main backgrounds surviving the cuts and af-
fecting the CNO analysis are: 210Bi and 210Po in
secular equilibrium with 210Pb which, as discussed
thoroughly in the previous paragraphs, have a rate
in Borexino Phase-III of ≤ (11.5± 1.3) cpd per 100 t ;
210PoV from the vessel; 85Kr (β, Q-value = 687 keV);
40K (β and γ, Q-value = 1460 keV), 11C (β+, Q-
value = 960 keV; τ = 30 min), which is continuously
produced by cosmic muons crossing the scintillator;
γ rays emitted by 214Bi, 208Tl, and 40K from materi-
als external to the scintillator (buffer liquid, PMTs,
stainless steel sphere, etc.).
CNO neutrinos are disentangled from residual
backgrounds through a multivariate analysis, which
includes the energy and radial distributions of the
events surviving the selection. Data are split into two
complementary data sets: the TFC-subtracted spec-
trum, where 11C is selectively filtered out using the
three-fold coincidence algorithm (TFC) [53, 14] and
the TFC-tagged spectrum, enriched in 11C. The ref-
erence shapes, i.e. the probability distribution func-
tions (PDFs) for signal and backgrounds used in the
fit, are obtained through a complete Geant4-based
Monte Carlo code [31], which simulates all physics
processes occurring in the scintillator, including en-
ergy deposition, photon emission, propagation, and
detection, generation and processing of the electronic
signal. The simulation takes into account the evolu-
tion in time of the detector response and produces
data that are reconstructed and selected following the
same pipeline of real data. The relevant input param-
eters of the simulation, mainly related to the optical
properties of the scintillator and of the surrounding
materials, have been initially obtained through small-
scale laboratory tests and subsequently fine-tuned on
calibration data, reaching an agreement at the sub-
percent level [35]. Data is then fitted as the sum of
signal and background PDFs: the weights of this sum
(the energy integral of the rates with zero threshold
of each component in Borexino) are the only free pa-
rameters of the fit. The details of the multivariate
fit tool, used also to perform other solar neutrino
analysis in Borexino, are described thoroughly in [6]
and [15]. Differently from the previous comprehen-
sive pp chain analysis the fit is performed performed
between 320 and 2640 keV, thus excluding the contri-
bution of 14C decays and its pile-up. This choice is
motivated by the loss of energy and position resolu-
tions due to the decreased number of active channels
in Phase-III, which has an impact mainly in the low
energy region.
In addition to the energy shape, other informa-
tion is exploited to help the fit to disentangle the sig-
nal from background: the 11C β+ events are tagged
by TFC, and contributions from the external back-
grounds (208Tl, 214Bi, and 40K) are further con-
strained thanks to their radial distribution.
In order to enhance the sensitivity to CNO neutri-
nos, the pep neutrino rate is constrained to the value
(2.74 ± 0.04) cpd per 100 t derived in [22, 23] with a
global fit to solar neutrino data and imposing the
pp/pep ratio and the solar luminosity constraint. As
discussed in the main text, the spectral fit has little
capability to disentangle events due to CNO neutrino
interactions and 210Bi decay. Therefore, we use the
results of the independent analysis on the 210Po dis-
tribution in the LPoF to set an upper limit to the
210Bi rate of (11.5± 1.3) cpd per 100 t .
The results of the simultaneous multivariate fit are
given in Fig. 14, showing the TFC-subtracted and
TFC-tagged energy spectra, and in Fig. 15, demon-
strating the fit of the radial distribution. The fit is
performed in the energy estimator Nhits (defined as
the sum of all photons triggering a PMT, normalized
to 2000 active PMTs) and the results are reported
also in keV. The p-value of the fit is 0.3, demonstrat-
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Figure 14: Full multivariate fit results for the TFC-subtracted (left) and the TFC-tagged (right) energy spectra with
corresponding residuals. In both figures the magenta lines represent the resulting fit function, the red line is the CNO
neutrino electron recoil spectrum, the green dotted line is the pep neutrino electron recoil spectrum, the dashed blue line
is the 210Bi beta spectrum, and in grey we report the remaining background contributions.
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Figure 15: Radial distribution of events in the multi-
variate fit. The red line is the resulting fit, the green
line represents the internal uniform contribution and the
blue line shows the non-uniform contribution from the
external background.
ing fair agreement between data and the underlying
fit model. The fit clearly prefers a non-zero CNO
neutrino rate as shown in the log-likelihood profile of
Fig. 5 (dashed black curve).
Many sources of possible systematic errors have
been considered.
The systematic error associated to the fit proce-
dure has been studied by performing 2500 fits with
slightly changed conditions (different fit ranges and
binning) and was found to be negligible with respect
to the statistical uncertainty.
Since the multivariate analysis relies critically on
the simulated PDFs of signal and backgrounds, any
mismatch between the realistic and simulated energy
shapes can alter the result of the fit and bias the sig-
nificance on the CNO neutrinos. In order to study the
impact of these possible mismatches, we simulated
over a million of pseudo-data sets with the same expo-
sure of Phase-III, injecting deformations in the signal
and background shapes, following [54]. Each data-set
is then fitted with the standard non-deformed PDFs.
The study was performed injecting different values of
CNO including the one obtained by our best fit. We
studied the impact of the following sources of defor-
mations:
• Energy response function: inaccuracies in the
energy scale (at the level of ' 0.23%) and in the
description of non-uniformity and non-linearity
of the response (at the level of ' 0.28% and
' 0.4%, respectively). The size of the applied
deformations has been chosen in the range al-
lowed by calibration data and by data from spe-
cific internal backgrounds (11C and 210Po) taken
as reference “standard candles”;
• Deformations of the 11C spectral shape induced
by cuts to remove noise events, not fully taken
into account by the Monte Carlo PDFs (at the
level of 2.3%);
• Spectral shape of 210Bi: we have studied the sys-
tematic error associated to the shape of the for-
bidden β-decay of 210Bi simulating data with al-
ternative spectra (found in [33] and in [34]) with
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respect to the default one [32]. Differences in the
shapes may be as large as 18%;
From this Monte Carlo study we evaluate the CNO
systematic error due to a mismatch between real and
simulated PDFs to be -0.5/+0.6 cpd per 100 t . This
uncertainty is deduced by comparing the CNO out-
put distributions from toy Monte Carlo’s with and
without injecting systematic distortions as described
above.
In order to evaluate the significance of our result
in rejecting the no-CNO hypothesis, we performed a
frequentist hypothesis test using a profile likelihood
test statistics q defined following Ref. [36] as:
q = −2 log L(CNO = 0)L(CNO) , (5)
where L(CNO = 0) and L(CNO) is the maximum
likelihood obtained by keeping the CNO rate fixed to
zero or free, respectively. Figure 16 shows the q dis-
tribution obtained from 13.8 millions of pseudo-data
sets simulated with deformed PDFs (see discussion
above) and no-CNO injected (q0, grey curve). In the
same plot, the theoretical q0 distribution in case of
no PDF deformation is shown (blue curve). The re-
sult on data obtained from the fit is the black line
(qdata = 30.05).
The plot in Fig. 16 allows us to reject the CNO = 0
hypothesis with a significance better than 5.0σ at
99.0% C.L. [55]. This construction is consistent with
the significance evaluation of 5.1σ, reported in the
main text, by means of the quantiles of the profile
likelihood folded with the systematic uncertainty.
In Figure 16, we also provide as reference the q dis-
tribution (red) obtained with one million pseudo-data
sets including systematic deformations and injected
CNO rate equal to 7.2 cpd per 100 t, i.e., our best fit
value.
A cross-check of the main analysis has been per-
formed with a nearly independent method (counting
analysis), in which we simply count events in an op-
timized energy window (region of interest, ROI) and
subtract the contributions due to known backgrounds
in order to reveal the CNO signal. This method
is simpler, albeit less powerful, with respect to the
multivariate fit and is less prone to possible correla-
tions between different species. However, while the
multivariate analysis implicitly checks the validity of
the background model by the goodness of the fit, the
counting analysis relies completely on the assumption
that there are no unknown backgrounds contributing
to the ROI.
The counting analysis is based on a different en-
ergy estimator than the multivariate analysis (Npe,
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Figure 16: Distribution of the test statistics q (eq. 5)
from Monte Carlo pseudo-data sets. The grey distribu-
tion q0 is obtained with no CNO simulated data and
includes the systematic unceartainty. The black verti-
cal line represents qdata = 30.05. The corresponding
p-value of q0 with respect to qdata gives the significance
of the CNO discovery (>5.0σ at 99% C.L.). For compar-
ison, in blue is the q0 without the systematics. The red
histogram represents the expected test statistics distri-
bution for injected CNO rate equal to 7.2 cpd per 100 t,
i.e. our best fit value.
the total charge of all hits, normalized to 2000 active
channels) and relies on a different response function
(analytically derived, instead of Monte Carlo based)
to determine the percentage of events for each of the
signal and background species falling inside the ROI.
The chosen ROI, (780 - 885) keV, is obtained optimiz-
ing the CNO signal-to-background ratio. An advan-
tage of this method is that in the ROI some of the
backgrounds which affect the multivariate analysis
(like 85Kr and 210Po) are not present or contribute
less than 2% (e.g. external backgrounds). The count
rate is dominated by CNO, pep, and 210Bi (80%),
with smaller contributions from 7Be neutrinos and
residual 11C (18%). The rate of pep neutrinos and
210Bi are constrained to the same values used in the
multivariate fit. Note that while in the spectral fit
the 210Bi rate is left free to vary between 0 up to
(11.5± 1.3) cpd per 100 t (the upper limit determined
in the LPoF analysis), the counting analysis conser-
vatively constrains it to the maximum value with a
Gaussian error of 1.3 cpd per 100 t . The 7Be neutrino
rate is sampled uniformly between the LZ and the
HZ values predicted by the Standard Solar Model [12]
with 1σ error, while the 11C rate is obtained from the
average Borexino Phase-II results with an additional
conservative error of 10% deriving from uncertainties
on the energy scale (quenching of the 1 MeV annihila-
tion γ’s). The CNO rate is obtained by subtracting
all background contributions defined above and by
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propagating the uncertainties by randomly sampling
their rates from Gaussian distributions with proper
widths. Note that the uncertainty related to the en-
ergy response (which affects the percentage of the
spectrum of each component falling in the ROI) also
contributes to the total error associated to the count
rate of each species.
The CNO rate obtained with this method is
demonstrated by the red histogram in Fig. 5. The
mean value and width of the distribution are
(5.6± 1.6) cpd per 100 t , confirming the presence of
CNO at the 3.5σ level.
The counting analysis shows that the core of the
sensitivity to CNO neutrinos in Borexino mainly
comes, as expected, from a narrow energy region in
which the contributions from CNO, pep, 210Bi are
dominant over the residual backgrounds, as discussed
in [21]. The multivariate fit, on the other hand, ef-
fectively exploits additional information contained in
the data with a substantial enhancement of the CNO
solar neutrino signal significance.
References
[1] J.N. Bahcall. Neutrino Astrophysics. Cambridge
University Press, 1989.
[2] N. Vinyoles, A. M. Serenelli, F. L. Villante,
S. Basu, J. Bergstro¨m, M.C. Gonzalez-Garcia,
M. Maltoni, C. Pen˜a-Garay, and N. Song. As-
trophys. J., 835(2):202, 2017.
[3] M. Salaris and S. Cassisi. Evolution of Stars and
Stellar Populations. John Wiley & Sons Ltd.,
2005.
[4] C. Angulo et al. Nuclear Physics A, 656(1):3–
183, 1999.
[5] A. B. McDonald. Nobel lecture: year 2015.
www.nobelprize.org, 2015.
[6] M. Agostini et al. Nature, 562(7728):505–510,
2018.
[7] H. A. Bethe. Physical Review, 55(5):434–456,
1939.
[8] C. F. Weizsa¨cker. Physik. Zeit., (38), 1937.
[9] J. N. Bahcall. Physical Review D, 41(10):2964–
2966, 1990.
[10] L. C. Stonehill, J. A. Formaggio, and R. G. H.
Robertson. Physical Review C, 69(1), 2004.
[11] F.L. Villante. Physics Letters B, 742:279–284,
2015.
[12] A. M. Serenelli, W. C. Haxton, and C. Pen˜a-
Garay. The Astrophysical Journal, 743(1):24,
2011.
[13] G. Alimonti et al. Nuclear Instruments and
Methods in Physics Research Section A: Acceler-
ators, Spectrometers, Detectors and Associated
Equipment, 600(3):568–593, 2009.
[14] G. Bellini et al. Phys. Rev. D, 89(11):112007,
2014.
[15] M. Agostini et al. Physical Review D, 100(8),
2019.
[16] G. Alimonti et al. Astrop. Phys., 16:205–2034,
2002.
[17] M. Agostini et al. Nature, 512(7515):383–386,
2014.
[18] G. Bellini et al. Physical Review Letters,
107(14), 2011.
[19] M. Agostini et al. Phys. Rev. D, 101:012009,
2020.
[20] X.F. Ding. Journal of Instrumentation,
13(12):P12018–P12018, 2018.
[21] M. Agostini et al. arXiv:2005.12829, May 2020.
[22] F. Vissani. World Scientific. Solar Neutrinos, pp.
121-141 (2019).
[23] J. Bergstro¨m, M.C. Gonzalez-Garcia, M. Mal-
toni, C. Pen˜a-Garay, A.M. Serenelli, and
N. Song. JHEP, 2016:132, 2016.
[24] F. Capozzi, E. Lisi, A. Marrone, and A. Palazzo.
J.Phys.Conf.Ser., 1312, 2019.
[25] F.L. Villante, A. Ianni, F. Lombardi,
G. Pagliaroli, and F. Vissani. Physics Let-
ters B, 701(3):336–341, 2011.
[26] M. Wojcik, W. Wlazlo, G. Zuzel, and
G. Heusser. Nucl. Instrum. Meth. A, 449:158–
171, 2000.
[27] D. Bravo-Bergun˜o et al. Nucl. Instrum. Meth.
A, 885:38–53, 2018.
[28] V. Di Marcello, D. Bravo-Bergun˜o, R. Mereu,
F. Calaprice, A. Di Giacinto, A. Di Lu-
dovico, Aldo Ianni, Andrea Ianni, N. Rossi,
and L. Pietrofaccia. Nucl. Instrum. Meth. A,
964:163801, 2020.
16
[29] Krzysztof M. Gorski, Benjamin D. Wandelt,
Frode K. Hansen, Eric Hivon, and Anthony J.
Banday. 1999.
[30] Software Ansys FLUENT, www.ansys.com.
[31] M. Agostini et al. Astropart. Phys., 97:136–159,
2018.
[32] H. Daniel. Nuclear Physics, 31:293–307, 1962.
[33] A.Grau Carles and A.Grau Malonda. Nuclear
Physics A, 596(1):83–90, 1996.
[34] I.E. Alekseev et al. arxiv:2005.08481.
[35] H. Back et al. JINST, 7:P10018, 2012.
[36] G. Cowan, K. Cranmer, E. Gross, and O. Vitells.
Eur. Phys. J. C, 71:1554, 2011. [Erratum:
Eur.Phys.J.C 73, 2501 (2013)].
[37] P.C. de Holanda, W. Liao, and A.Yu. Smirnov.
Nuclear Physics B, 702(1-2):307–332, 2004.
[38] F. Capozzi, E. Lisi, A. Marrone, and A. Palazzo.
Progress in Particle and Nuclear Physics,
102:48–72, 2018.
[39] Ju¨lich Supercomputing Centre. Jureca: Modu-
lar supercomputer at ju¨lich supercomputing cen-
tre. Journal of large-scale research facilities,
4(A132), 2018.
[40] J. B. Birks. The theory and practice of scintilla-
tion counting / by J.B. Birks. Pergamon Press
Oxford [England], 1964.
[41] J. Benziger et al. Nucl. Instrum. Meth. A,
587:277–291, 2008.
[42] G. Alimonti et al. Nucl. Instrum. Meth. A,
609:58–78, 2009.
[43] G. Bellini et al. JCAP, 05:015, 2012.
[44] G. Bellini et al. JCAP, 08:015, 2013.
[45] G. Bellini et al. JINST, 6:P05005, 2011.
[46] C. Miller Cruickshank. Royal Society, 106, 1924.
[47] A. Hoecker, P. Speckmayer, J. Stelzer, J. Ther-
haag, and H. von Toerne, E.and Voss. PoS,
ACAT:040, 2007.
[48] F. Feroz, M.P. Hobson, E. Cameron, and A.N.
Pettitt. 2013.
[49] F. Feroz, M. P. Hobson, and M. Bridges.
Monthly Notices of the Royal Astronomical So-
ciety, 398(4):1601–1614, 2009.
[50] F. Feroz and M. P. Hobson. Monthly Notices of
the Royal Astronomical Society, 384(2):449–463,
2008.
[51] Adolf Fick. Annalen der Physik, 170(1):59–86,
1855.
[52] M. Agostini et al. Astropart. Phys., 92:21–29,
2017.
[53] G. Bellini et al. Phys. Rev. Lett., 108:051302,
2012.
[54] Robert D. Cousins and Virgil L. Highland. Nucl.
Instrum. Meth. A, 320:331–335, 1992.
[55] L. D. Brown, T. T. Cai, and A. DasGupta. Sta-
tistical science, 16(2):101–133, 2001.
17
