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Abstract 
The aim of this paper is to explore differences in the long term and short term relationship between bilateral exchange rate 
development of the Czech koruna and international trade flows with various groups of products. We consider the major trading 
partners of the Czech Republic (Germany, Slovakia, Poland, France, Italy and Austria) and selected product categories, 
determined on the basis of SITC classification over the period 1993–2013. We employ the Johannsen cointegration test to 
analyze the long term relationship and a vector error correction model to explore the short term effects. Our findings suggest that 
most of product groups related with exchange rate in the long term. A positive effect of depreciation was revealed for most of the 
categories. The short term coefficient revealed almost no relationship. 
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1. Introduction 
Regarding to importance of effect of currency development in trade balance improving, exchange rate has been 
focused in economic policy making in recent years. According to Abeysinghe and Yeak (1998), policies 
prescriptions have generally assumed that currency devaluation stimulates exports and curtail imports. Therefore 
devaluation is likely to contribute to inflationary pressures. However, questionable is an effect of this monetary 
instrument on the trade balance. 
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The impacts of devaluation on the trade balance can be, by and large, analyzed by price and volume effects. A 
traditional method of assessing the impact of currency devaluation on the trade balance has been one of estimating 
the Marshall-Lerner condition, which states that the sum of export and import demand elasticity has to be at least 
one and then the currency devaluation will have a positive impact on the trade balance. As devaluation of the 
currency means a reduction in the price of exports, quantity demanded for these will increase. At the same time, 
price of imports will rise and their quantity demanded will decrease.  
In general, the Marshall–Lerner condition is not met in the short run and devaluation deteriorates the trade 
balance initially, because goods tend to be inelastic in the short run. In the long run, consumers can adjust to the new 
prices, and trade balance will improve. The short run deterioration and long run improvement after depreciation 
resemble the letter “J” (Magee, 1973). Junz and Rhomberg (1973) has attributed the J-curve phenomenon to lags in 
the recognition of exchange rate changes, in the decision to changes of real variables, in delivery time, in the 
replacement of inventories and materials, and in production. Krueger (1983) has explained the phenomenon by the 
fact that at the time an exchange rate change occurs, goods already in transit and under contract have been 
purchased, and the completion of those transactions dominates the short term change in the trade balance.  
According to literature review by Bahmani-Oskoee and Ratha (2004), although it is expected that devaluation 
should result in increased exports, reduced imports, and an improvement in the overall trade balance. This has 
definitively been shown not to be the case. Many countries do not respond as predicted. The findings are mixed and 
depend on region and period under estimation as well as data and methodology used. Some studies confirmed 
negative relationship and some studies confirmed even no long term relationship. Baek (2013) notes that different 
results can be caused by different structure of foreign trade, as the elasticity of trading goods is the basic 
precondition to fulfill the Marshall-Lerner condition. 
The aim of this study is to examine short and long run effects of exchange rate changes on trade flows in the 
context of disaggregated industry data of the Czech trade balance. For this purpose, a cointegration test and a vector 
error correction model are used. The industries examined in the paper are determined on the basis of SITC 
classification. The dataset used in this study covers period from 1993 to 2013. Hence, this study provides additional 
evidence on the effect of exchange rate development on the different industry-level trade flows in the context of 
emerging market.  
2. Literature Review  
The literature concerning the J-curve issue tends to fall into one of the following categories (Baek, 2013):  
x studies that used aggregate trade data;  
x studies that employed disaggregate trade data at bilateral level 
x studies that used disaggregate trade data at industry/commodity level. 
The first type of studies concentrates on the use of aggregate export and import data between a country and the 
rest of the world in assessing the effectiveness of currency devaluation (e.g., Bahmani-Oskooee, 1986; Felmingham, 
1988; Mahdavi and Sohrabian, 1993). Different results of this group of studies could be related to aggregation bias 
of data. These studies usually employ an effective exchange rate, which does not need reflect that a country´s 
currency could appreciate against one currency and simultaneously depreciate against another currency (Bahmani-
Oskoee and Brooks, 1999). The weighted averaging will therefore smooth out the effective exchange rate 
fluctuations, yielding an insignificant link between the effective exchange rate and the total trade balance. 
Furthermore, as Rose and Yellen (1989) argue, one needs to construct a proxy for the world income, which can be 
partly misleading as well. Therefore many other studies apply bilateral exchange rates and bilateral trade balance 
data between a country and its major trading partners (e.g., Wilson, 2001; Arora et al., 2003; Bahmani-Oskooee and 
Ratha, 2004).  
Since publication of the study by Bahmani-Oskooee and Ardalani (2006), there has been a growing body of 
literature that argues that the second group of studies may still suffer from the aggregation bias problem. Significant 
exchange rate impacts with some industries/commodities in a country could be more than offset by insignificant 
exchange rate effects with others, thereby resulting in an insignificant exchange rate impact and vice versa. 
Therefore the newest studies disaggregate data to industry level as well (Bahmani-Oskooee et al. 2010; Bahmani-
Oskooee and Hegerty, 2011). 
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Although quite many studies on the J-curve effect have been published just few focus on Central and Eastern 
European countries. Using generalized impulse response functions, Hacker and Hatemi (2004) tested the J-curve for 
three transitional Central European countries (Czech Republic, Hungary and Poland) in their bilateral trade with 
respect to Germany. Their findings suggest that for the Czech Republic there are some characteristics associated 
with the J-curve effect. In particular, trade balance deteriorates within a few months after depreciation and then rises 
to a long run equilibrium value higher than the initial one. 
An extensive study for emerging Europe (Bulgaria, Croatia, Cyprus, Czech Republic, Hungary, Poland, 
Romania, Russia, Slovakia, Turkey and Ukraine) was written by Bahmani-Oskooee and Kutan (2007). They used 
monthly data over the period January 1990 and June 2005 and applied ARDL cointegration approach and 
corresponding error correction model. They found empirical support for the J-curve effect (short run deterioration 
combined with long run improvement) in Bulgaria, Croatia and Russia. In the Czech Republic, they did not find out 
any characteristics or signs of the J-curve effect existence.  
Hsing (2009) examined the J-curve for bilateral trade between Croatia, Czech Republic, Hungary, Poland, 
Slovakia, Slovenia and the USA. This paper came to conclusion that the J-curve is not empirically confirmed for any 
of these six countries. Trade balance in Central and Eastern European countries were studied also by Lopes and 
Sequiera (2010). They assessed the existence of an S-curve pattern, which represents the relationship between trade 
balance and the terms of trade using cross correlation. Empirical results support the existence of this curve for 
Slovenia, Hungary and for the Czech Republic. 
Theoretical assumptions were confirmed for the Czech Republic in bilateral trade flows with Germany and 
Poland by Šimáková (2012). The relationship between trade balance and exchange rate was tested in case of 
Visegrad Group using Johannsen cointegration test and vector error correction model. A recent study by Nusair 
(2013) tested the J-curve phenomenon for 17 transition economies using monthly data over the period 1991–2012 
along with conditional autoregressive distributed lag bounds cointegration approach and error correction modelling. 
The results based on aggregated data and real effective exchange rate suggest evidence the J-curve phenomenon 
support for Armenia, Georgia and Ukraine, but not for the Czech Republic.  
In summary, the existing empirical literature on the J-curve phenomenon concerning the Czech Republic and its 
international trade is very limited. Results of the few previously published studies indicate almost no evidence for 
the J-curve effect, i.e. no effect of the CZK depreciation on the Czech trade balance. In addition, none of them is 
made in third-generation way. As compared to other papers we use the most recent available data on international 
trade on the industry level to avoid the aggregation bias problem which can influence the results. The Czech 
Republic is good subject of examination, as it is a very open economy, which is evidenced by increase of the share 
of merchandise trade on GDP from 74.1 % in 1993 to 151.9 % in 2012. In addition, according to OECD (2011) can 
be stated that small open economies trade tends to be more impacted by exchange rate changes than larger 
economies. Therefore, this study substantially contributes to scientific discussion in this field and fills the gap in 
literature about bilateral trade in industry-level data. 
3. Model and Data Specification 
Following the recent studies (e.g. Bahmani-Oskooee and Kutan, 2009), equation (1) is adopted in empirical 
modelling of long term relationship between exchange rates and trade balance. In order to detect the long term co-
movement among the variables, the cointegration procedure developed by Johansen (1997) is used. This avoids the 
main criticism of early studies, whose results could suffer from regression problem because of non-stationary data.  
 
    ελ ln ERγ lnYβ ln Yαln TB ttf,td,tt         (1) 
  
where TB is a measure of the trade balance in time period t defined as the ratio of exports of the Czech Republic 
to country f over the Czech imports from country f in a SITC product group. Yd is measure of the Czech industrial 
production (proxy for monthly Czech income) set in index form to make it unit free (Bahmani-Oskoee, 1991); Yf is 
the index of industrial production in trading partner f and ER is the bilateral exchange rate. The exchange rate is 
defined in a manner that an increase reflects a depreciation of the CZK. 
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Since an increase in foreign income Yf  is expected to increase the Czech exports to respective country, an 
estimate of γ is expected to be positive. On the other hand, since an increase in Czech income Yd is expected to 
increase the Czech imports, therefore an estimate of β is expected to be negative. Finally, estimate of λ is expected 
to be positive as the trade balance of respective industry is to improve due to CZK depreciation. 
In order to test the short run relationship a short term dynamics are incorporated into the long run model. 
According to Hsing (2009) we apply the following modified error correction model: 
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All time series used for estimation are on the monthly frequency and covers the period from 1993 to 2013. Data 
of industrial production and exchange rate are obtained from the OECD iLibrary statistical database. Data of imports 
and exports flows are obtained from the Czech Statistical Office. Estimated product groups are determined on the 
basis of SITC classification: 
x T0: Food and live animals; 
x T1: Beverages and tobacco; 
x T2: Crude materials, inedible, except fuels; 
x T3: Mineral fuels, lubricants and related materials; 
x T4: Animal and vegetable oils, fats and waxes; 
x T5: Chemicals and related products; 
x T6: Manufactured goods; 
x T7: Machinery and transport equipment; 
x T8: Miscellaneous manufactured articles; 
x T9: Commodities and transactions not classified elsewhere in the SITC. 
4. Empirical Analysis 
Average shares of the individual industry-level groups and selected trading partners on total merchandise trade 
are reported in Table 1. The selection of trading partners was based on the total share on the Czech trade balance. 
The shares of selected countries are placed in the first line of the table as TT. 
Table 1. Average shares of product groups on international trade with analyzed countries (in %, 1993–2013). 
 AT DE FR IT PL SK 
TT 4.96 31.47 4.12 4.37 4.87 8.62 
T0 4.19 20.27 3.05 4.12 10.13 15.18 
T1 3.72 12.82 3.31 8.98 5.76 23.94 
T2 12.00 25.06 1.90 4.99 5.65 8.13 
T3 8.40 14.32 0.26 0.49 7.37 14.59 
T4 5.92 29.30 1.22 2.50 10.74 19.01 
T5 4.39 28.17 5.12 5.02 6.87 10.73 
T6 5.48 33.86 3.36 5.24 6.82 1.33 
T7 3.82 34.56 5.30 4.19 2.93 5.56 
T8 5.23 35.15 3.17 4.85 4.13 6.93 
T9 6.84 35.69 1.62 2.49 3.61 12.80 
 
To reduce the skewness and heteroscedasticity and to stabilize variability, all time series were adjusted by 
logarithmic transformation. Integration of time series was determined using the augmented Dickey-Fuller test 
recommended by Engle and Granger (1987). The augmented Dickey-Fuller test for each individual time series 
confirmed the presence of unit roots, i.e. the first-difference stationarity was found for all variables. According to 
Balke and Fomby (1997), non-stationarity on levels is the basic precondition of cointegration between variables.  
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Since the choice of the lag orders of the variables in the vector error correction model specification can have a 
significant effect on the inference drawn from the model, we sequentially determined the appropriate lag length for 
each variable. The number of lags can differ across the trading partners due to different character and elasticity of 
trading goods and time lags in the consumers search for acceptable, cheaper alternatives (Auboin and Ruta, 2012). 
When the optimal lag order is determined, we can perform cointegration analysis and test existence of a stable long 
run equilibrium between non-stationary variables. The optimal lags for each estimated trading partner within 
different product groups are reported in Table 2. In the same table, one can see results of the Johansen cointegration 
test, where r states for number of cointegration equation.  
Table 2. Number of lags and cointegration equations. 
Product group AT lag AT r DE lag DE r FR lag FR r IT lag IT r PL lag PL r SK lag SK r 
T0 3 1 4 2 4 1 4 2 2 2 2 1 
T1 3 1 4 1 2 1 4 1 2 1 2 1 
T2 3 1 4 1 4 1 4 1 2 2 2 1 
T3 3 0 5 1 5 1 4 1 2 1 2 1 
T5 3 1 4 1 5 1 13 1 2 1 1 1 
T6 13 0 13 1 2 1 13 0 2 2 17 2 
T7 13 1 13 2 2 1 15 1 2 1 17 2 
T8 13 1 13 1 4 0 15 1 2 1 2 1 
Note: Trading groups T4 and T9 were excluded from the analysis due to data inconsistency.  
 
As seen from Table 2, a lag structure differs more across different product categories than across different trading 
partners. In general, higher lags are typical for groups of manufactured goods, machinery and transport equipment 
and miscellaneous manufactured articles. These categories of goods are supposed to be purchased under long term 
contracts and it usually takes more time to adapt to new price conditions. 
Not all time series were found to be cointegrated. Rather unstable parameters were detected for product groups 
T3 and T6 traded with Austria, T6 traded with Italy and T8 with France. These product groups are not supposed to 
be in the long term relationship with exchange rate development according to this analysis. Hence, we decided to 
proceed with assessing the long term coefficient estimates for all of the models for which there exists evidence of a 
cointegrating relationship. Results can be seen in Table 3. 
Table 3. Estimated long run coefficients of trade models (standard errors in parentheses).  
 AT DE FR IT PL SK 
Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER 
T0 15.6  −2.77  1.08   9.91 −1.16  1.24   24.84 −19.7  6.73  3.97  −0.25  0.92   8.44 −1.51  1.51   −3.06 1.99  −1.38  
 (3.57) (2.31) (0.29) (3.09) (3.92) (4.78) (6.20) (9.53) (6.73) (0.75) (0.89) (0.10) (2.43) (1.28) (0.21) (0.78) (0.65) (0.64) 
T1  −0.32 −1.03  −1.01  12.14 −14.97  −0.21  −0.7 3.07 0.12   −4.81 7.01 0.25   −2.07 0.16  0.46   −7.6 5.53  0.63  
 (0.48) (0.39) (0.02) (1.76) (2.51) (0.07) (1.22) (2.02) (0.11) (0.55) (1.31) (0.08) (2.16) (1.18) (0.07) (1.34) (1.12) (1.09) 
T2  −2.32 5.99  0.82   −0.31 0.46  0.09   4.11 6.62  2.87   0.96 1.44  0.81   1.87 −0.82  0.77   1.07 −1.03  0.38  
 (0.98) (1.45) (0.21) (0.29) (0.51) (0.04) (0.73) (1.83) (0.45) (0.12) (0.28) (0.04) (0.47) (0.29) (0.06) (0.36) (0.29) (0.29) 
T3  − −  −   1.23 1.76  0.09  −1.19 6.13  0.14   6.69 −1.25  −0.02   −0.09 −0.57  −0.10   0.89 −2.29  1.61  
    (0.81) (1.23) (0.02) (0.53) (1.51) (0.05) (0.75) (2.14) (0.10) (2.45) (1.31) (0.08) (1.08) (0.90) (0.89) 
T5  −2.09 0.46  −0.93   −8.68 10.41  0.91   −1.26 0.29  0.25   3.16 0.94 −0.94   −0.12 −0.00  0.23   −1.82 0.68  −0.16  
 (0.32) (0.28) (0.03) (2.23) (3.37) (0.18) (0.57) (0.84) (0.12) (0.75) (0.75) (0.15) (0.51) (0.26) (0.04) (0.32) (0.27) (0.26) 
T6  − −  −   −1.11  2.14 0.03   0.14 0.81  0.05   − −  −  −0.59 0.48  0.28   1.71 −1.87  0.28  
    (1.57) (1.96) (0.30) (0.31) (0.44) (0.11)    (0.39) (0.21) (0.05) (0.61) (0.51) (0.15) 
T7  −8.14 3.99  −1.57   −30.3 30.1  −4.39   −3.78 2.91  −0.60   −4.85 −2.92  −0.57   10.98 −6.67  1.74   −1.78 0.87  4.75  
 (1.61) (1.22) (0.16) (6.79) (9.81) (0.87) (0.24) (0.69) (0.13) (0.68) (1.01) (0.20) (2.38) (1.49) (0.30) (0.39) (0.37) (0.43) 
T8  −8.14 3.99  −1.57   4.49 −10.76  0.14   − −  −   −4.85 −2.92 −0.57   10.99 −6.67  1.74   −1.02 0.42  2.29  
 (1.61) (1.23) (0.16) (1.95) (2.87) (0.23)    (0.67) (1.01) (0.19) (2.39) (1.48) (0.30) (0.48) (0.40) (0.39) 
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When we focus on foreign income, most of cases met the theoretical assumption and confirm its long term 
positive relationship with Czech trade balance development. The negative coefficients were confirmed almost in 
every product group traded with Poland. On the industry-level we do find the long term negative coefficient for all 
trading flows in product group T0 except Slovakia. On the other hand Czech income was expected to be negative. 
This statement is valid for most of time series, but for traded group T0 were detected totally different results. In the 
country level we do find exemptions in trading with Poland and Italy.  
In estimation of coefficient of exchange rate we found out that theoretical assumption does not suit to trading 
partner Austria. On the other hand, this presumption applies across almost every product group, but definitely does 
not valid for machinery and transport equipment. This segment of international trade has significant share on total 
trade turnover, but it has to be said, that it is characteristic by high presence of natural hedging, which means that 
their imports and exports are mainly realized in euro currency. 
As indicated before, the short run effects of depreciation are reflected in the coefficient estimates obtained for the 
lagged value of the first differenced exchange rate variable. These estimated values can be seen in Table 4. The J-
curve phenomenon is not supported by estimated coefficients of exchange rates. The results are similar to other 
studies concerned on the Czech Republic. Despite revealed long term relationship, there does not exist support for 
the J-curve effect. Moreover, only some short term coefficients are statistically significant. The most of the 
statistically significant coefficients are revealed for Germany. This trading partner represents more than 30% of total 
Czech trade turnover. These coefficients show positive short term relationship between CZK and T2, T3 and T8 
traded groups. On the other hand, there were estimated negative significant coefficient for traded groups T1, T5, T7 
and T8 traded with Italy. 
Table 4. Estimated short run coefficients of exchange rate. 
 Δ1 Δ 2 Δ 3 Δ 4 Δ 5 Δ 6 Δ 7 Δ 8 Δ 9 Δ 10 Δ 11 Δ 12 Δ 13 Δ 14 Δ 15 Δ 16 Δ 17 
T0 
AT 0.13 −0.02 0.08 
DE −0.01 0.05** 0.02 0.01 
FR 0.11 −0.05 −0.02 0.04 
IT 0.07 0.03 −0.05 −0.02 
PL −0.07 −0.01 
SK 0.02 −0.01 
T1 
AT 0.19 0.08 −0.14 
DE −0.04 −0.08 −0.08** −0.06** 
FR −0.05 0.01 
IT 0.04 −0.14** −0.15** −0.09 
PL 0.20 0.20 
SK −0.19* −0.05 
T2 
AT 0.23 0.19 0.02 
DE 0.07 0.05** 0.07** 0.02 
FR 0.01 0.01 −0.07 −0.01 
IT 0.08 0.08 −0.07 0.12** 
PL −0.09 0.01 
SK −0.01 0.02 
T3 
DE 0.04** 0.03** 0.02** 0.04** 0.04** 
FR 0.14* 0.10 0.13* 0.42* −0.09* 
IT −0.01 −0.11 −0.07 −0.11 
PL 0.03 −0.01** 
SK 0.06** 0.01 
T5 
AT −0.20 −0.14 0.06 
DE −0.01 −0.08 −0.01 −0.01 
FR 0.23 0.39 0.13 −0.34 −0.02 
IT −0.22* −0.18** −0.17** −0.13* −0.17* −0.08 −0.11* −0.05 −0.12* −0.19** −0.18** −0.00 −0.11* 
PL −0.14* −0.04 
SK −0.05 
T6 
DE −0.01 −0.02 0.04 0.02 −0.00 0.01 0.04 −0.00 0.00 0.06 0.04 0.05* 0.03 
FR 0.04 −0.06 
PL −0.03 −0.01 
SK −0.04 −0.02 
T7 
AT 0.16 0.25 0.01 −0.01 −0.15 −0.22 −0.22 −0.17 −0.13 −0.17 −0.33* −0.16 0.12 
DE 0.03 0.03 0.01 0.02 0.01 −0.03 −0.02 −0.00 0.01 0.00 0.04* 0.04* −0.01 
FR −0.11 −0.15** 
IT −0.08 −0.32* −0.22** −0.11 −0.20* −0.17* 0.01 0.01 0.02 −0.03 −0.07 0.06 −0.06 −0.03 −0.07 
PL 0.05 −0.01 
SK 0.07 0.14 0.09 −0.04 −0.07 0.04 0.08 0.08 0.07 0.24 0.20 0.18 0.22 0.04 0.14 0.18* 0.12 
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T8 
AT 0.16 0.25 0.01 −0.01 −0.15 −0.22 −0.22 −0.17 −0.13 −0.17 −0.33** −0.16 0.12 
DE 0.03 0.03 0.01 0.02 0.01 −0.03 −0.02 −0.00 0.01 0.00 0.04** 0.04** −0.01 
IT −0.08 −0.32* −0.22** −0.11 −0.19* −0.17* 0.01 0.01 0.02 −0.03 −0.07 0.06 −0.06 −0.03 −0.07 
PL 0.05 −0.01 
SK 0.02 0.05 
Note: ** and * denote significance at the 5% and 10% levels, respectively.  
5. Conclusions 
The aim of this study was to examine the short and long run effects of exchange rate development on trade flows 
in the context of disaggregated industry data of bilateral trade between the Czech Republic and its major trading 
partners. Special attention was given to assess the characteristic of the J-curve effect in different product groups and 
empirically identify whether Czech international trade on industry-level could benefit from depreciation of CZK. 
For this purpose, the Johansen cointegration test and the vector error correction model were used. We included ten 
product groups based on SITC classification into the analysis.  
By relying on a relatively new approach of testing this relationship, we show that long term effect of CZK 
depreciation is mostly in accordance with theoretical assumptions. Therefore, depreciation is supposed to improve 
most of the industry-level trade balances. On the other hand, the results show that there exist almost no short term 
effects and the significant short term effects can not be generalized either across countries or product groups. 
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