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Abstract
We show that if a planar system of differential equations admits an inverse integrating factor V
deﬁned in a neighborhood of a singular point with exactly one zero eigenvalue then V vanishes
along any separatrix of the singular point. Additionally we prove that if K is a compact - or
-limit set that contains a regular point (or has an elliptic or parabolic sector if not), and if V
is deﬁned on a neighborhood of K, then V vanishes at at least one point of K (and on all of
K if V is real analytic or Morse).
© 2005 Elsevier Inc. All rights reserved.
1. Introduction and background
We consider two-dimensional autonomous systems of real differential equations of
the form
x˙ = P(x, y), y˙ = Q(x, y), (1)
where P(x, y) and Q(x, y) are C1 functions deﬁned on an open set U ⊂ R2. The
vector ﬁeld associated to system (1) will be denoted X = P(x, y)x +Q(x, y)y ; its
divergence is divX := P/x + Q/y.
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This paper deals with one of the main problems that arises in the study of system
(1), namely, to give a complete description of the asymptotic behavior of its solutions.
Deﬁnition 1.1. An inverse integrating factor for system (1) in U is a C1 solution
V : U ⊂ R2 → R of the linear partial differential equation
XV = V divX , (2)
where X = P(x, y)x +Q(x, y)y .
Remark 1.2. The partial differential equation (2) has a solution in a neighborhood of
any regular point, but not necessarily elsewhere. In [5] it is shown that if system (1)
is analytic in a neighborhood N ⊂ U of a critical point that is either a strong focus, a
non-resonant hyperbolic node, or a Siegel hyperbolic saddle, then there exists a unique
analytic inverse integrating factor on N .
Remark 1.3. If V is an inverse integrating factor of system (1) then the zero set of V,
V −1(0) := {(x, y) | V (x, y) = 0}, is composed of trajectories of (1). For by Eq. (2)
that deﬁnes V, X is orthogonal to the gradient vector ﬁeld ∇V along the zero set of
V. In fact it is easy to see that for any point p ∈ U , if (t;p) is the orbit of (1) that
satisﬁes (0, p) = p, then
V ((t;p)) = V (p) exp
(∫ t
0
divX ◦ (s;p) ds
)
. (3)
Thus if V (p) = 0 then V ((t;p)) = 0 for all t.
The name “inverse integrating factor" arises from the fact that if V solves Eq. (2),
then its reciprocal is an integrating factor for system (1) on U \ V −1(0). That is, the
system
x˙ = P(x, y)
V (x, y)
, y˙ = Q(x, y)
V (x, y)
(4)
obtained from (1) by a rescaling of the independent variable has zero divergence, where
deﬁned. If W is any simply connected component of U \ V −1(0), then the condition
div (X /V ) ≡ 0, which is precisely equivalent to (2), implies that X /V is Hamiltonian
on W, i.e., there exists a C2 single-valued function H : W → R such that (4) is of
the form x˙ = −Hy , y˙ = Hx . Since Hamiltonian systems are area-preserving, hence
have no limit cycles, and systems (1) and (4) are topologically equivalent, it follows
immediately that, in the presence of an inverse integrating factor V, any limit cycle of
(1) lies either in V −1(0) or in a component of U \V −1(0) that is not simply connected.
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Using the machinery of de Rham cohomology, Giacomini, Llibre, and Viano eliminated
the latter possibility [6].
In addition to containing any limit cycle lying in U, the zero set of V is also
often connected to the separatrices of critical points in U. To understand why, recall
that solutions of (1) that map to themselves under the action of a Lie group are
invariant solutions for the Lie group. It is a fact that if Y = (x, y)x + (x, y)y is
the inﬁnitesimal generator of a nontrivial local Lie group of symmetries of (1) then
the function
V (x, y) = X ∧ Y := P(x, y)(x, y)−Q(x, y)(x, y)
is an inverse integrating factor of (1). It is obvious that every invariant solution of (1)
which remains invariant under the action of the group with inﬁnitesimal generator Y
must satisfy V (x, y) = 0. In other words, inverse integrating factors must vanish on
invariant solutions.
Based on these ideas, Bluman and Anco [4] argue heuristically that separatrices
should also lie in V −1(0), for separatrices
“are solution curves that behave topologically differently in relation to neighbor-
ing solution curves, i.e., separate topologically distinct solution curves. A one-
parameter Lie group of transformations admitted by (1) induces a continuous
deformation of the solutions of (1) to other solutions of (1). But two solutions of
(1) that are topologically distinct cannot be continuously deformed to each other
and, hence, cannot be mapped into each other under the group.”
Of course, any saddle loop in a Hamiltonian system is composed of separatrices not
lying in the zero set of the trivial inverse integrating factor V ≡ 1. Nevertheless, the
idea has merit, and in [3] Berrone and Giacomini showed that, under mild additional
hypotheses, the separatrices of hyperbolic saddle-points lying in U are contained in
V −1(0), and extended this result by showing that if  is a compact limit set all of
whose critical points are hyperbolic saddle-points, then under mild conditions  ⊂
V −1(0) holds.
The main results of this paper are generalizations and extensions of the results of
Berrone and Giacomini [3] and of Giacomini et al. [6].
2. The effect of the ﬂow on area elements
A key ingredient in the proof of our results is the concept of an integral invari-
ant, introduced by Poincaré [10] for arbitrary dimension, and its relation to inverse
integrating factors, as described in Lemma 2.2 below.
We denote by (t; (x0, y0)) the solution of (1) passing through the point (x0, y0) ∈ U
at t = 0; (t;D) will denote the image of a domain D ⊂ U under the time-t map of
the ﬂow generated by the solutions of system (1).
Let D denote the topological boundary of a domain D ⊂ U . Since trajectories in
the phase plane do not intersect, (t; D) is the boundary of (t;D). It is clear that
(t;D) is diffeomorphic to D and that (t;D) ⊂ U whenever D ⊂ U .
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Deﬁnition 2.1. Let  : U ⊂ R2 → R be a non-zero integrable function on U. The
integral
∫
(t;D)
(x, y) dx dy (5)
is an integral invariant of system (1) if for any measurable set D ⊂ U the integral is
independent of t.
The function  is called the density of the integral invariant, based on the obvious
hydrodynamic interpretation. Given a function , it is generally non-trivial to verify
that the integral invariant condition
∫
D
(x, y) dx dy =
∫
(t;D)
(x, y) dx dy
holds for all measurable D ⊂ U because the ﬂow (t; ·) generated by system (1) is
required. The obvious exception is the Hamiltonian case, where (x, y) = 1 is always
the density of an integral invariant because of the area-preserving property of the ﬂow.
Various versions of the following result can be found in such books as [2,9,11]. We
state it in a form suited to our needs, and provide the short proof.
Lemma 2.2. Let U be an open subset of R2, let V : U → R be a C1 function, and
deﬁne a C1 function  : U \V −1(0)→ R by  = 1/V . Then V is an inverse integrating
factor of system (1) in U if and only if the integral (5) is an integral invariant for
system (1) on U \ V −1(0).
Proof. Given any ﬁxed measurable set D ⊂ U \ V −1(0), deﬁne
I (t;D) :=
∫
(t;D)
(x, y) dx dy .
We claim that the derivative of I with respect to t exists and is given at t = 0 by the
expression
I˙ (0;D) =
∫
D
[X ()+  divX ](x,y)=(x0,y0)dx0 dy0 . (6)
The lemma follows directly from (6). For if I (t;D) is independent of t for any mea-
surable set D ⊂ U \ V −1(0), then the integrand in (6) must vanish identically on
U \ V −1(0), so that X (V ) − V divX = 0 for all (x, y) ∈ U \ V −1(0), which implies
that V is an inverse integrating factor of system (1) in U. Conversely, if V solves (2),
then  = 1/V solves X ()+  divX = 0 for all (x, y) ∈ U \ V −1(0), which because
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(1) is autonomous implies that I˙ (t;D) ≡ 0 for every measurable set D ⊂ U \ V −1(0),
so that I (t;D) is an integral invariant of system (1).
To prove the claim, we regard the ﬂow (t; (x0, y0)) := (1(t; (x0, y0)),2(t;
(x0, y0))) as a smooth change of variables x = 1(t; (x0, y0)), y = 2(t; (x0, y0))
so that by the change of variables formula I (t;D) becomes
I (t;D) =
∫
D
(1(t; (x0, y0)),2(t; (x0, y0))) J (t; (x0, y0)) dx0 dy0, (7)
where J (t; (x0, y0)) = (x, y)/(x0, y0) is the Jacobian determinant. By Lemma 6 of
§3.5 of [1],
J (t; (x0, y0)) = exp
(∫ t
0
divX ◦ (s; (x0, y0)) ds
)
. (8)
Thus the integrand in (7) is differentiable, and since the domain of integration is
independent of t, I (t;D) is differentiable with respect to t and its derivative is given
by
I˙ (t;D) =
∫
D
d
dt
[(1,2)J ] dx0 dy0 . (9)
Applying the chain rule, the fact that ˙1(t; (x0, y0)) = P(1,2) and ˙2(t; (x0, y0)) =
Q(1,2), and (8), we obtain
d
dt
(J ) = J
[
(1,2)
x
P (1,2)+
(1,2)
y
Q(1,2)+  divX (1,2)
]
.
(10)
Inserting (10) into (9) and evaluating at t = 0 yields (6) (using 1(0; (x0, y0)) = x0,
2(0; (x0, y0)) = y0 and J (0; (x0, y0)) = 1). 
3. Main results
Eq. (2) immediately implies that if p is any critical point of (1) in U such that
divX (p) = 0, then V (p) = 0. In the next theorem we expand this property by taking
a topological point of view. For the statement of the theorem we recall the concept of
a sector of X at an isolated singularity p. Let p be a singularity of X and suppose
there exists a simple closed curve C with the following properties: (i) C ∪ Int(C) ⊂ U
(where Int(C) denotes the interior of C, the bounded component of its complement);
(ii) C ∪ Int(C) contains precisely one singularity of X , the singularity p, which lies
in Int(C); and (iii) there exists a point q ∈ C such that (t; q) remains in C ∪ Int(C)
for all t0 or, respectively, for all t0, and tends to p as t → ∞ (respectively,
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Fig. 1. Hyperbolic, parabolic and elliptic sectors.
as t → −∞). Then C ∪ Int(C) decomposes into ﬁnitely many sectors, each one of
elliptic, hyperbolic, or parabolic type. “Canonical” sectors are shown in Fig. 1. The
reader is cautioned, however, that in the generality in which we are working hyperbolic
sectors could contain (countably many) elliptic portions, parabolic sectors could contain
hyperbolic and elliptic portions, and elliptic sectors could contain hyperbolic portions.
Consult §VII.8 of [7] for a complete discussion, or see [1].
Theorem 3.1. Let p be any critical point of system (1) at which there is an elliptic or
parabolic sector. If V is any inverse integrating factor deﬁned on a neighborhood of
p, then V (p) = 0.
The examples in the last section will show that if p is a rotation point (every
neighborhood contains a closed orbit) or has only hyperbolic sectors then V (p) need
not be zero.
Proof of Theorem 3.1. If  is a measurable subset of R2, we let A() denote its area
and Cl() its topological closure.
Let U˜ be the neighborhood of p where V is deﬁned. Choose any point q ∈ U˜ lying
in the interior of a sector at p that is not hyperbolic, but outside the hyperbolic portion
of that sector, if any exists, and reverse the ﬂow if necessary so that {p} is the -limit
set of q. If V (q) = 0 then by Remark 1.3 and continuity of V, V (p) = 0. If V (q) = 0,
let D ⊂ U˜ be any closed disk centered at q that lies wholly within the sector containing
q (but disjoint from the hyperbolic portion of that sector) and is such that V does not
vanish on D. Multiply V by −1 if necessary so that V is positive on D. Again by
Remark 1.3, V does not vanish on the (forward) saturation of D under the ﬂow , so
the integral in the following paragraph is well deﬁned. Because D lies in a sector at
p that is not hyperbolic, {p} is also the -limit set of every point in D, so clearly the
area A((t;D))→ 0 as t → ∞.
Let I (D) = ∫(t;D)  dx dy be the integral invariant for system (1) given by Lemma
2.2. For any ﬁxed t0, by the Mean Value Theorem for Integrals there exists a point
pt ∈ (t;D) such that
I (D) = (pt ) · A((t;D)) .
As t increases without bound, A((t;D)) → 0 but I (D) is ﬁxed, hence (pt ) →
∞, which in turn implies that V (pt ) → 0. Since pt → p, by continuity of V,
V (p) = 0. 
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Remark 3.2. A practical use of this theorem is the following. Suppose system (1) is
real analytic and has an inverse integrating factor V that is deﬁned in a neighborhood of
a singularity p that is known to be an antisaddle, say because the jacobian determinant
det dX (p) > 0. If V (p) = 0, then p must be a center. This principle is illustrated in
Example 4.4.
We will denote by (p) (respectively, (p)) the -limit set (respectively, the
-limit set) of the orbit of system (1) through the point p ∈ U ⊂ R2. By the
Poincaré–Bendixson Theorem, the -limit set of an orbit of system (1) whose neg-
ative semi-orbit −(t;p) := {(t;p) | t0} lies in a bounded domain must be ei-
ther (i) a singular point; (ii) a limit cycle, or (iii) a union of singular points and
homoclinic and heteroclinic orbits joining them, and similarly for the
-limit set.
Deﬁnition 3.3. Let U˜ ⊂ R2 be an open set and Y a C1 vector ﬁeld on U˜ . Let C be
a C1 simple closed curve lying in U˜ . We say that C is a cycle without contact of Y
if there are no singular points of Y on C and Y is nowhere tangent to C.
Clearly any orbit of system (1) crossing a cycle without contact has exactly one
point in common with it.
The -neighborhood of a set K ⊂ R2 is the set U(K) := ∪p∈KU(p), where for any
point p ∈ R2, U(p) denotes the -neighborhood of p, the set of all points at distance
less than  from p.
In order to prove our next result, we shall need some results of differential topology
that we state here brieﬂy. Let f : Rn → Rm be a C1 map. We call x ∈ Rn a regular
point if f is submersive at x; otherwise x is a critical point and f (x) is a critical value.
If y ∈ Rm is not a critical value then it is called a regular value, even if y /∈ f (Rn).
Regular values are often used to deﬁne manifolds because if f is Cr with r1 and
y ∈ f (Rn) is a regular value then, as a simple consequence of the inverse function
theorem, f−1(y) is a Cr submanifold of Rn of codimension qn, where f has rank
q at every point of f−1(y). We recall here (see for instance [8]) Sard’s Theorem: Let
f : Rn → Rm be a Cr map. If r > max{0, n−m} then the set of critical values of f
has measure zero in Rm.
This theorem implies that, under these hypotheses, the set of regular values of f
is dense in Rm. We emphasize here that the differentiability requirements of Sard’s
theorem are necessary and play a central role in our results. Of course all these concepts
extend naturally to manifolds instead of simply the Euclidean spaces Rn and Rm, but
this is sufﬁcient for our proposes.
Finally, we recall that a function f is called a Morse function if all its critical points
are nondegenerate, i.e., the associated Hessian matrix has maximal rank at all the
critical points. For Morse functions it is well known, see [8] for instance, that the set
of critical points is discrete, that is, has no accumulation points.
Theorem 3.4. Let K be any compact - or -limit set of system (1) that contains
a regular point, and let V be any inverse integrating factor of (1) deﬁned in some
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neighborhood of K. Depending on the smoothness of V, the following statements hold:
(1) There exists a point p in K such that V (p) = 0.
(2) If V is C2, then either K contains a point that is an accumulation point of isolated
critical points of V or K ⊂ V −1(0).
(3) If V is real analytic or Morse, then K ⊂ V −1(0).
Proof. Let N ⊂ U be a compact neighborhood of K on which V is deﬁned. Reverse
the ﬂow if necessary so that K is an -limit set. It is well known that there exists a
cycle without contact C ⊂ N for system (1) such that
(i) K ⊂ Int(C) (the bounded component of the complement of C) or K ⊂ Ext(C)
(the unbounded component of the complement of C);
(ii) K = (p) for every point p ∈ C;
(iii) there is exactly one open connected set D0 whose topological boundary D0 is
K ∪ C; and
(iv) for every point p ∈ D0, (t;p) tends to K as t → +∞ and (t;p) eventually
leaves D0 with decreasing t, crossing C.
Consult, for example, Lemma 2 of §24.3 of [1], whose proof shows that C may be
chosen to lie in N . D0 is topologically an annulus (for example, if K is a saddle
point union a homoclinic loop and D0 is a subset of its interior) or an annulus with
its inner boundary pinched once (for example, if K is a saddle point union a pair
of homoclinic loops forming a Figure Eight and D0 is a subset of the unbounded
connected component of the plane bounded by K), or pinched several times.
If V vanishes at any point of C then by Remark 1.3 and continuity of V, V vanishes
at every point of K. Therefore we proceed on the supposition that V is non-zero on C,
hence is non-zero on D0.
Let D := {(t;p) | p ∈ C and 0 t1}. It is clear that the area A((t;D)) is
deﬁned for all t0.
For each n ∈ Z+ let Un denote the 1n -neighborhood of K. Since K is compact
and composed of trajectories of (1), it is clear that A(Un) exists and A(Un) → 0 as
n → ∞. In addition, since for all n ∈ Z+ there exists tn such that (tn; C) ⊂ Un it
follows that (tn;D) ⊂ Un and in consequence A((t;D)) < A(Un) for t tn. Thus
A((t;D))→ 0 as t → ∞.
The last paragraph in the proof of Theorem 3.1 applies as before, with the single
modiﬁcation that we use compactness to conclude that there is a sequence of times
tn → ∞ and a point p ∈ K to which the corresponding sequence ptn tends. Exactly
as before this implies that V (p) = 0. This establishes point (1).
Now suppose additionally that V, hence  = 1
V
(where deﬁned), is C2, and for
simplicity of notation relabel the point ptn as pn. If, for any n, (pn) is not a regular
value of , then apply Sard’s Theorem (§3.1 of [8]) and continuity of  to replace pn
by a point pˆn lying in Un and such that (pˆn) > (pn)− 1. Replace the original point
pn with pˆn and drop the accents, so that now for every n, (pn) is a regular value of
. Then for each n the pre-image M̂n := −1〈(pn)〉 of (pn) is a codimension-one
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submanifold of U ⊂ R2, hence is a union of ovals and embedded copies of R. Let Mn
denote the connected component of M̂n that contains pn.
We consider two cases. First suppose that there exists a number J ∈ Z+ for which
there is a subsequence nj ∈ Z+, nj → ∞, and a set of points qnj such that qnj ∈
(D0 ∩Mnj ) \ UJ . Then a subsequence of the sequence qnj converges to some point
q ∈ D0 \K , and V (q) = 0. By virtue of (iv) and the fact that V vanishes all along the
positive semi-orbit +(t; q), K ⊂ V −1(0).
In the case that no such J exists, for each j ∈ Z+ there exists a number Nj ∈ Z+
so that nNj implies that Mn ⊂ Uj . This implies that for all sufﬁciently large n, each
set Mn is an oval. There are two possibilities.
• There is an inﬁnite sequence of indices nj such that none of the ovals Mnj is
contractible to a point in D0. In this case, for any p ∈ K there is a sequence of
points pnj ∈ Mnj such that pnj → p. (For given any  > 0, for j sufﬁciently large
(Unj ∩D0) \U(p) is simply connected, hence Mnj cannot be conﬁned to it, else it
would be contractible in D0.) Thus V (p) = 0, so K ⊂ V −1(0).
• For all sufﬁciently large n, each set Mn is contractible to a point in D0. Then for all
sufﬁciently large n, Int(Mn) ⊂ D0 and contains a critical point qn of V. It is easy to
see that the set {qn} must contain an inﬁnite collection of isolated critical points of
V, which accumulates at a point q ∈ K . This establishes point (2), and, if V is real
analytic or Morse, point (3). 
Remark 3.5. Let K be a compact - or -limit set of system (1) that contains a
regular point, and let f be a smooth function that is deﬁned on a neighborhood of
K and, like inverse integrating factors, possesses the property that f−1(0) is an in-
variant curve of (1). Even assuming that f−1(0) has non-empty intersection with
K, it need not follow as for inverse integrating factors that K ⊂ f−1(0). See
Example 4.1.
The following result appears in Theorem 3.1 of [3].
Theorem 3.6 (Berrone and Giacomini). If p0 is a hyperbolic saddle-point of system
(1), then any inverse integrating factor V deﬁned in a neighborhood of p0 vanishes on
all four separatrices of p0 provided that V (p0) = 0.
This result does not hold, in general, for non-hyperbolic singularities, as Example
4.2 shows. (Example 4.4 shows that the hypothesis that V (p0) be zero is essential.)
It does generalize for saddle or saddle-node singularities with exactly one non-zero
eigenvalue, as we now demonstrate. For the proof we will need a lemma which is
implicit in [3].
Lemma 3.7. Let p0 be a singularity of a C1 vector ﬁeld X and let V be an inverse in-
tegrating factor for X deﬁned on a neighborhood of p0. If divX (p0) > 0 (respectively,
divX (p0) < 0) then V (q) = 0 at every point q for which (q) = {p0} (respectively,
for which (q) = {p0}).
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Proof. If divX (p0) > 0 then V (p0) = 0. There is a neighborhood N of p0 on which
divX is strictly positive. For any point q for which (q) = {p0}, choose T so that
the trajectory (t; q) is in N for tT . Now apply formula (3) with p replaced by
q1 := (T ; q). We have V (q1) = 0 else |V ((t; q1))| increases without bound as
t → +∞, in contradiction to the continuity of V and the fact that V (p0) = 0. But if
V (q1) = 0, then by the same formula (3), V (q) = 0. 
Theorem 3.8. Suppose p0 is an isolated singularity of a C1 vector ﬁeld X , and that
V is an inverse integrating factor for X deﬁned in a neighborhood of p0. If the linear
part dX (p0) has exactly one zero eigenvalue, then V vanishes along any separatrix of
X at p0.
Proof. The hypothesis that there be exactly one non-zero eigenvalue implies that p0 is
a node, a saddle, or a saddle-node, and that divX (p0) = 0, so that it is automatic that
V (p0) = 0. That V vanishes along the stable separatrix (in the case of a saddle-node)
or separatrices (in the case of a saddle) follows immediately from the lemma.
By an afﬁne change of coordinates the system is
x˙ = x + (x, y), y˙ = (x, y),
where  and  are higher order terms. To show that V vanishes along the strong
unstable manifold we may simply repeat verbatim the proof of Theorem 3.6 given in
[3] for the hyperbolic case, simply replacing their 	 with the number 0. 
Remark 3.9. It is interesting to note where the proof of Theorem 3.6 given in [3]
fails for the center stable manifold (for a saddle-node) or center manifold (for a saddle):
in their equation (31) the coefﬁcient of w′(X) is zero and there is no differential
equation.
We ﬁnish this section by stating a corollary of Theorems 3.6 and 3.8. Note that the
set  need not be a limit set.
Corollary 3.10. Let  be a polycycle (or graphic) of system (1) and let V be any
inverse integrating factor of (1) deﬁned in some neighborhood of . Assume that the
critical points of (1) that belong to  are hyperbolic saddles p1, p2, . . . , pn or saddles
and saddle-nodes q1, q2, . . . , qm with exactly one zero eigenvalue. If the separatrices
of  are such that they always connect either pk with pj and V (pk) = 0 or pk with
qj or qk with qj then  ⊂ V −1(0).
4. Examples and conjecture
In this section we present examples to illustrate the theorems, and to show that some
of the hypotheses are certainly essential.
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Fig. 2. System of Example 4.1.
Example 4.1. This example shows that the conclusion of Theorem 3.4 can fail to hold
for V replaced by a function f whose zero set is invariant and has non-empty intersection
with K, but is not an inverse integrating factor.
Consider the system
x˙ = 16x + 36y − x3 + xy2 − 4y3, y˙ = −32x + 2x3 − 2x2y + 6xy2 .
For i ∈ {1, 2}, deﬁne fi(x, y) = x2+(y+(−1)i3)2−25. The circles Ci := f−1i (0) are in-
variant and together form the separatrices of saddle points at (±4, 0). See
Fig. 2. The set K is composed the saddles and an arc of each circle, the portion
of C1 in the lower half-plane and of C2 in the upper half-plane; it is the -limit set
of every point that lies in the lens-shaped region that it bounds (except the hyperbolic
unstable focus at the origin), but is not wholly contained in either f−11 (0) or f−12 (0).
A counterexample for which f−1(0) is an embedded copy of R1 rather than of S1
is given by the system
x˙ = 12x(x + y − 2), y˙ = y(24− 12x − 2y − 3x2 − 5xy − 2y2) .
Now K is the triangle formed by the three invariant lines x = 0, y = 0, and 3x+2y−6 =
0, surrounding a hyperbolic unstable focus at (1, 1).
Example 4.2. This example shows that Theorem 3.6 does not hold if the singularity
p is not semi-hyperbolic, i.e., when dX (p) has two zero eigenvalues.
Start with the canonical linear saddle x˙ = x, y˙ = −y, which has inverse integrating
factor V (x, y) ≡ 1. Rescale the system by the function f (x, y) = x2+y2 to obtain the
new saddle x˙ = (x2 + y2)x, y˙ = −(x2 + y2)y which possesses the inverse integrating
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factor W(x, y) = f (x, y)V (x, y) = x2+y2. Of course, W is zero at the singularity but
is non-zero along the separatrices.
Example 4.3. This example shows that V may vanish on only a proper subset of a
center manifold.
Consider the system x˙ = x2, y˙ = y, and let X denote the corresponding vector ﬁeld.
For any choice of k ∈ R, the graph Wk of the function
fk(x) :=
{
0 if x0,
eke− 1x if x > 0
is a C∞ center manifold at (0, 0), passing through the point (x, y) = (1, k). The
function V (x, y) = x2y is an inverse integrating factor for X on R2, and vanishes all
along the three separatrices of the saddle-node at (0, 0) in accordance with Theorem
3.8, but vanishes all along Wk only for the speciﬁc choice k = 0.
Example 4.4. This example shows that the hypotheses in Theorems 3.1 and 3.4 that
{p} and K be limit sets are essential: an inverse integrating factor can vanish on a proper
subset of the set of singularities, and on a proper subset of the set of polycycles, of
vector ﬁeld X . It also shows that the hypothesis in Theorem 3.6 that V vanish at p0
is essential.
Consider the system
x˙ = 8x + 16y + 12x2 − 24xy + 24y2 − 36x3 − 4x2y − 42xy2 − 16y3
+4x4 + 8x3y − 18x2y2 − 18y4 + 12x5 + 12x3y2,
y˙ = −16x + 8y − 12xy − 24y2 + 42x3 + 54xy2 − 6y3
−12x4 + 4x3y + 17x2y2 + 21y4 − 14x5 − 14x3y2 (11)
and the corresponding vector ﬁeld X . The exact location and topological type of the
singularities that lie in the coordinate axes are quickly found to be a hyperbolic unstable
focus at the origin O : (0, 0) and a hyperbolic saddle at S : (1, 0). It is readily veriﬁed
that an inverse integrating factor for system (11) is the polynomial function
V (x, y) := (y2/2+ x − x3/3− 2/3)(x2 + y2) ,
whose zero set consists of the isolated point O : (0, 0) and a non-compact curve that
self-intersects at the singularity S : (1, 0) to form a loop that surrounds (0, 0), and
additionally contains two branches at S that run to inﬁnity; in short, V −1(0) consists
of the two singularities O and S and the separatrices of S. See Fig. 3.
The remaining singularities can be found by numerical means. Exactly two of
them, which we denote A and B, lie inside the saddle-loop formed by the zero-set
of V. Their locations are approximately (x, y) .= (−0.42767, 1.38294) and (x, y) .=
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Fig. 3. System of Example 4.4.
(−0.48,−0.12), respectively. Since detX is positive at A, by Remark 3.2 A is a cen-
ter. (The divergence is changing sufﬁciently fast near A that one must locate A fairly
precisely in order to obtain a numerical value of the divergence that is close to the
true value of zero.) Since detX is negative at B, B is a hyperbolic saddle. The sys-
tem has exactly one other singularity, a hyperbolic saddle D whose coordinates are
(x, y)
.= (−1.724,−1.340). The phase portrait is indicated in Fig. 3. Thus system (11)
has two antisaddles, three saddles, and two polycycles, but the inverse integrating factor
V vanishes on only one of antisaddle and one polycycle, the ones that omega limit
sets, and on only one saddle. Moreover, a separatrix (at B) along which V does not
vanish limits on a critical point (the focus O) at which V does vanish.
The hypothesis in Theorem 3.4 that V be real analytic does not seem to be essential.
Thus we have the following well-known conjecture.
Conjecture 4.5. Let K be any compact - or -limit set of system (1), and let V be
any C1 inverse integrating factor of (1) deﬁned in some neighborhood of K. Then
K ⊂ V −1(0).
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