



































































































































During	the	light-independent	reactions	of	the	photosynthetic	process,	the	RuBisCO	enzyme	is	responsible	for	incorporating	inorganic	carbon	into	biomolecules.	However,	this	enzyme	is	a	very	slow	catalyst	and	suffers	from	an	opposing	side-reaction	that	leads	to	an	energy-consuming	salvage	pathway.	The	enzymatic	limitations	of	RuBisCO	have	driven	microorganisms	to	develop	carbon	concentration	mechanisms	(CCM)	to	augment	their	photosynthetic process. A	characteristic feature of CCMs is the packing of large amounts ofRuBisCO	complexes	in	micro-compartments,	such	as	carboxysomes	in	cyanobacteria	and	the	pyrenoid	in	eukaryotic	algae	[Meyer	et	al.,	2016].		The	RuBisCO	structure	of	the	Chlamydomonas	reinhardtii	alga	has	been	determined	to	atomic	resolution	by	X-ray	crystallography	[Taylor	et	al.,	2001].	However,	the	3D	organization	of	RuBisCO	complexes	in	its	pyrenoid	is	still	poorly	understood.	While	a	CET	study	of	C.	reinhardtii	pyrenoids	observed	RuBisCO	complexes	in	configurations	similar	that	of	closely	packed	spheres,	resolution	limitations	precluded	detailed	analysis	of	their	local	geometric	organization	[Engel	et	al.,	2015].		On	the	other	hand,	ribosomes	are	large	macromolecular	machines	that	synthetize	proteins	by	translating	messenger	RNA	(mRNA)	into	polypeptide	chains.	Supramolecular	ensembles	of	ribosome	particles	translating	a	single	mRNA	molecule	are	called	polysomes.	Interestingly,	polysomes	have	been	observed	to	adopt	characteristic	structures,	which	are	highly	conserved	across	species	and	cellular	environments.	Cryo-electron	tomograms	of	cytosolic	polysomes	from	bacteria	and	of	human	cells	revealed	remarkably	similar	polysome	structures	[F.	Brandt	et	al.,	2009,	2010],	while	structural	similarities	of	membrane-bound polysomes,	both	on	the	ER	surface	and	in	yeast	mitochondria,	have	also	been	observed	in	CET	studies	[Pfeffer	et	al.,	2012;	Pfeffer,	Woellhaf,	et	al.,	2015].			However,	detailed	characterization	of	polysome	structures	and	understanding	of	their	function	in	the	translation	process	remains	elusive,	as	it	requires	in	situ	identification	of	polysome	structures.	Since	detection	of	these	flexible	supramolecular	structures	in	tomograms	of	macromolecule-rich	environments	is	a	challenging	task,	previous	CET	studies	have	been	restricted	to	local	analysis	of	polysome	structures,	i.e.,	only	the	relative	3D	configuration	of	neighboring	ribosomes	in	a	polysome	sequence	has	been	analyzed	(e.g.	figure	1.2	A).		
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is	formed	by	two	mechanisms,	amplitude	and	phase	contrast	[Reimer	&	Kohl,	2008].	(1)	Amplitude	contrast	is	produced	by	differences	in	the	number	of	detected	electrons	between	adjacent	areas	in	the	image	plane.	Since	highly	dense	regions	in	the	sample	strongly	scatter	electrons,	the	objective	aperture	and	an	energy	filter	can	be	used	to	block	elastically	and	inelastically	scattered	electrons,	respectively.	Therefore,	areas	on	the	image	plane	corresponding to low and high density regions in the sample will register different amountsof	electrons.	This	type	of	contrast	increases	as	the	aperture	radius	decreases.	(2)	Phase	contrast	is	produced	by	constructive	and	destructive	interference	of	phase-shifted	electron	waves	on	the	image	plane.	Electron	waves	become	phase	shifted	by	scattering	events	as	they	traverse	the	sample.	Images	produced	by	phase	contrast	are	projections	of	the	electrostatic	potential	of	the	sample,	convoluted	with	the	inverse	Fourier	transform	of	the	contrast	transfer	function	(CTF),	the	CTF	is	the	product	of	acquisition	parameters	(e.g.	acceleration	voltage	and	defocus	value)	and	imaging	conditions	in	the	TEM	(e.g.	electron	beam	coherence	and	spherical	aberration)	[Lucić	et	al.,	2005].	Furthermore,	the	image	detector	records	the	amplitude	of	the	electron	wave	function,	squared,	i.e.	the	probability	of	an	electron	being	detected	at	any	particular	pixel.	It	is	noteworthy	that	both	amplitude	and	phase	contrast	are	damped	by	the	modulation	transfer	function	(MTF)	of	the	image	detector	
	Figure	2.1:	Cross-section	diagram	of	a	TEM.	The	diagram	shows	all	major	components	of	a	typical	TEM,	including	a	two-lens	condenser	system	(C1	and	C2)	and	a	magnetic	prism	acting	as	an	energy	filter	[Krivanek	et	al.,	1995].	Adapted	from	[Schweikert,	2004].		Historically,	the	defocus	value used	to	record	micrographs	of	frozen-hydrated	samples	established	a	practical	limit	on	the	maximum	resolution	attainable.	Resolution	was	
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application	of	high	pressure,	acting	as	a	physical	cryo-protectant	that	lowers	the	melting	point	of	water.		Samples	above	1	µm	in	thickness	are	virtually	intransparent	to	electrons	[Lucić	et	al.,	2013]	and	require	thinning	under	cryo-conditions.	Sample	thinning	can	be	achieved	by	cutting	with	a	cryo-ultramicrotome. However, this methodology usually introduces compressionartifacts	and	crevasse	deformations	in	the	sample	[Han	et	al.,	2008].	A	compression-free	strategy	for	sample	thickness	reduction	is	cryo-focused	ion	beam	(cryo-FIB)	milling,	where	a	focused	beam	of gallium	ions	is	used	to	ablate	material	at	a	selected	region	of	the	sample,	creating	electron	transparent	windows	where	thickness	typically	ranges	from	100	to	300	nm	[Schaffer	et	al.,	2015].		





































































































for	statistical	analysis	of	the	structure	of materials.	Given	a	set	of	N	particles	in	a	volume	V,	the	RDF	𝜌(𝑟),	describes	how	density	changes	as	a function	of	radial	distance	from	a	reference	particle,	and	represents	the	probability	of	finding	the	center	of	a	particle	at	a	distance	r	from	another	particle.	The	RDF	can	be	expressed	as	[Takeshi	&	Billinge,	2012]:		 𝜌 𝑟 = 𝜌L𝑔 𝑟 = 1𝑁4𝜋𝑟; 𝛿(𝑟 − 𝑟BP)PB 	 (2.2)	where	𝛿	is	the	Dirac	delta	function,	𝑟BP 	the	center-to-center	distance	between	the	𝑖#$	and	𝑗#$	particles,	and	𝜌L = 𝑁 𝑉	is	the	number	density	of	the	system.	The	function	𝑔 𝑟 	is	called	the	pair	distribution	function.	The	atomic	RDF	of	a	material	can	be	experimentally	determined	by	radiation	diffraction	measurements	(e.g.	X-ray	crystallography),	it	is	connected	by	a	Fourier	transform	to	the	total	scattering	structure	function,	also	known	as	the	structure	factor	[Takeshi	&	Billinge,	2012].	Figure	2.6	shows	examples	of	RDFs	for	amorphous	and	crystalline	materials.		
	Figure	2.6:	Radial	distribution	functions	of	crystalline	and	amorphous	materials.	(A)	RDF	of	amorphous	metals	compared	to	a	theoretical	RDF	of	random	close	packing	of	particles.	(B)	Theoretical	model	and	experimentally	acquired	perovskite	RDF.	Experimental	RDFs	were	determined	by	radiation	diffraction	experiments.	Adapted	from	[Cargill	III,	1975;	Louca	&	Takeshi,	1999].		
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from	vertex	𝑗	to	vertex	𝑖	if	there	is	an	edge	(𝑗, 𝑖) ∈ 𝐸.	Furthermore,	weighted	graphs	assign	a	‘weight’	value	𝑤B,P 	to	each	edge	(𝑗, 𝑖),	representing	a	distance	or	similarity	measure	between	the	connected	nodes.	Figure	2.7	depicts	examples	of	simple	graphs.		Here,	the	term	topology	graph	is	used	to	denote	a	graph	that	describes	the	local	organization	of	objects	in	3D	space.	Given	a	set	of	vectors	 𝐭Y, … , 𝐭Z ,	where	each	vector	𝐭[ =(x[, y[, z[)	represents	a	3D	point,	a	topology	graph	aims	to	model	the	spatial	neighborhoods	of	the	3D	point	set.	Local	neighborhoods	can	be	modeled	by	defining	a	graph	with	a	vertex	set	𝑉 = 1,… , n ,	and	connecting	vertices	corresponding	to	spatially	adjacent	3D	vector	pairs.	There	are	two	commonly	used	approaches	to	create	this	type	of	graphs	[von	Luxburg,	2007]:	(1)	The	𝜖-neighborhood	graph,	where	nodes	are	connected	if	their	pairwise	distance	is	smaller	𝜖,	i.e.	 𝑖, 𝑗 ∈ 𝐸	if		 𝐭[ − 𝐭` < 𝜖.	(2)	The	k-nearest	neighbor	graph	connects	vertex	i	with	vertex	j,	if	point	𝐭`	is	one	of	the	k-nearest	neighbors	of	𝐭[.	Both	strategies	allow	the	creation	of	directed	and	undirected	graphs.	For	the	purpose	of	describing	the	organization	of	detected	macromolecular	complexes	in	tomographic	space,	this	work	defines	a	topology	graph	as	a	𝜖-neighborhood	graph.	Spatial	neighborhoods	of	𝜖-nm	radius	for	each	𝐭[,	a	3D	point	associated	with	the	position	of	a	detected	complex,	can	be	easily	detected	using	a	k-dimensional tree.	k-dimensional	trees	are	space	partitioning	structures	[Bentley,	1975]	capable	of	performing	efficient	near-neighbor	queries	in	sets	of	points,	when	the	number	of	points	n	is	much	larger	than	2b ,	where	k	indicates	dimensionality	[Indyk	et	al.,	2004].	Given	that	the	amount	of	detected	macromolecules	in	a	tomogram	is	usually	well	above	2c,	k-dimensional	trees	are	well	suited	for	this	particular	application.			
















the	algorithm	to	converge	to	a	stable solution	[Bishop,	2006;	Pearl,	1988].	Despite	theoretical	reservations,	in	particular,	the	well-known	NP-hardness	of	probabilistic	inference	in	arbitrary	graphs	[Cooper,	1990;	Shimony,	1994],	loopy	belief	propagation	has	been	applied	successfully	on	a	variety	of	computer-vision	problems	[Blake	et	al.,	2011;	Freeman	et	al.,	2000;	B.	J.	Frey	et	al.,	2001].	Moreover,	loopy	belief	propagation	has	also	been shown to provide exceedingly good empirical results in error-correcting	codes	[Berrou	et	al.,	1993;	Kschischang	&	Frey,	1998;	McEliece	et	al.,	1998].	It	is	worth	mentioning	that	the	optimality	of	loopy	belief	propagation	and	the	structural	characteristics	of	the	underlying	graph	that	allow	convergence	to	reasonable	approximations	are	still	being	investigated	[Murphy	et	al.,	1999;	Weiss	&	Freeman,	2001a].		
2.7	Photosynthesis	
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2010].	It	has	been	suggested	that	polysome	topologies	contribute	to	the	prevention	of	non-native	interactions	between	nascent	polypeptides	[F.	Brandt	et	al.,	2009],	and	the	optimization	of	the	folding	process	by	providing	ample	space	for	the	folding	machinery	to	access	nascent	proteins	and	shield	them	from	the	crowded	environment	of	the	cytosol	[Hartl	&	Hayer-Hartl,	2009].	Another	interesting	topological	feature	of	cytosolic	polysomes	is the sequestering of the mRNA	into the core of the supramolecular arrangement, possiblyshielding	the	mRNA	molecule	from	RNases	during	elongation slowdown	[Buchan	&	Stansfield,	2007;	Sivan	et	al.,	2007].		
	Figure	2.11:	Polysome	topologies	observed	by	CET.	(A)	Diagram	of	a	polysome	structure,	small	(s)	and	large	(L)	ribosomal	subunits	assemble	on	the	mRNA,	translating	from	the	5’	end	to	the	3’end	of	the	mRNA	molecule.	Neighbors	of	the	𝑖#$	ribosome	in	the	polysomic	sequence	are	termed	i+1	and	i-1	at	position	on	the	5’	and	3’	sides,	respectively.	(B)	Planar	and	helical	topologies	of	cytosolic	bacterial	polysomes,	tomographic	cross-sections	(left)	and	surface	models	(right)	of	observed	polysomes,	large	subunits	in	blue	and	light	blue,	small	subunits	in	yellow,	red	cones	point	to	the	peptide	exits,	scale	bars:	50	nm.	(C)	Helical	(C.1)	and	planar	(C.2,	
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	Here,	the	proposed	strategy	for	local	geometric	analysis	is	formally	described.	Given	a	set	of	particles	𝑃 = 𝑝Y, . . . ,𝑝C ,	of	a	macromolecular	complex,	as	localized	by	template	matching,	where	each	particle	𝑝B = (𝐭𝐢, R[)	is	described	by	a	position	𝐭𝐢 ∈ ℝ𝟑	(3D	vector)	and	orientation	R[ ∈ 𝑆𝑂(3)	(rotation	matrix)	of	the	detected	macromolecular	complex	in	the	tomographic	coordinate	system.	The	objective	is	to	identify	predominant	geometric	configurations	of	spatially	adjacent	pairs	of	particles,	by	analyzing	the	distribution	of	
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relative	(pairwise)	3D	position	vectors,	and	relative	rotations	(geometric	features)	derived	from	the	local	neighborhood	of	each	particle	in	tomographic	space.		The	proposed	local	geometric	analysis	is	performed	by	the	following	steps:	(1)	Identification	of	particle	neighborhoods	and	geometric	feature	computation.	(2)	Statistical	cluster analysis and extraction of mode peaks from	the 3D position vector distribution. (3)A	position	peak	is	selected	for	further	inspection	of	the	associated	distribution	of	relative	rotations,	finally,	rotation	clustering	and	cluster	peak	extraction	is	performed.	Once	a	rotation	mode	has	been	extracted	from	the	geometric	feature	distribution	of	a	previously	selected	3D	position	peak,	the	corresponding	geometric	configuration	of	particle	pairs	can	be	fully	characterized.	Figure	4.1	exemplifies	the	proposed	workflow	for	a	set	of	RuBisCO	complex	particles,	detected	in	a	pyrenoid	tomogram	of	a	C.	reinhardtii	cell.	
	Figure	4.1:	Local	geometric	analysis	workflow,	exemplified	on	an	input	set	of	RuBisCO	complex	particles	detected	in	a	pyrenoid	tomogram	of	a	C.	reinhardtii	cell.	(A)	Source	pyrenoid	tomogram	of	a	C.	reinhardtii	cell.	(B)	A	set	of	RuBisCO	complex	particles	yielded	by	template	matching	on	the	source	tomogram	(3D	positions	rendered	as	black	spheres),	detected	particle	neighborhoods	are	depicted	as	red	circles.	(C-D)	Cluster	analysis	and	peak	extraction	of	3D	position	vectors.	(D)	1D	Gaussian	analogy	of	the	peak	extraction	strategy.	Since	the	depicted	likelihood	cutoff	is	set	to	a	value	corresponding	to	1𝜎	distance	from	the	mean,	the	extracted	peak	approaches	68%	of	the	cluster.	(E)	Cluster	analysis	of	relative	rotation	distributions	associated	to	position	peaks.	(F)	Peak	extraction	of	rotation	clusters	yields	subpopulations	of	geometric	features	describing	specific	particle	pair	configurations.	RuBisCO	complex	model	from	[Taylor	et	al.,	2001],	large	subunits:	blue	and	light	blue,	small	subunit:	orange.			
(1) Identification	of	particle	neighborhoods	and	geometric	feature	computation.	Initially,	the	set	of	input	particle	positions	 𝐭𝟏, . . . , 𝐭𝐧 	is	used	to	detect	the	radial	neighborhood	around	each	particle	𝑝B ∈ 𝑃.	Once	particle	neighborhoods	have	been	identified,	relative	3D	position	vectors	𝐩𝐢,𝐣 ∈ ℝ𝟑	and	relative	rotations	R[,` ∈ 𝑆𝑂(3)	of	
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adjacent	particle	pairs	(𝑝B ,𝑝P ∈ 𝑃)	are	computed	to	generate the	geometric	feature	distribution	of	input	set	P.	
	





	Given	a	set	of	particles	P,	the	initial	step	of	the	proposed	analysis	is	the	detection	of	radial	neighborhoods	from	the	distribution	of	particle	positions	 𝐭𝟏, . . . , 𝐭𝐧 .	The	radial	neighborhood	of	a	particle	𝑝B ∈ 𝑃,	denoted	as	𝑁‹(𝑖),	is	defined	as	the	set	of	neighboring	particles	within	a	r	nm	radius,	i.e.	𝑁‹ 𝑖 = 	𝑝P ∈ 𝑃: r > 𝐭𝐢 − 𝐭𝐣 	 .	A	k-dimensional	tree	[Bentley,	1975]	of	particle	position	vectors	is	used	to	efficiently	calculate	the	3D	range	queries	required	for	detecting	large	amounts	of	neighborhood	sets	𝑁‹ .			Two	types	of	geometric	features	are	calculated	for	every	𝑁‹ 𝑖 ,𝑝B ∈ 𝑃,	relative	3D	position	vectors	𝐩𝐢,𝐣	and	relative	rotations	R[,`,	for	all	neighboring	particles:	The	relative	3D	position	vector	𝐩𝐢,𝐣	between	reference	particle	𝑝B 	and	a	neighboring	particle	𝑝P ∈ 𝑁‹ 𝑖 ,	can	be	defined	as	a	vector	between	centers	of	mass:		 𝐩𝐢,𝐣 = 𝑅B• 𝐭𝐣 − 𝐭𝐢 	 (4.1)	
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	In	cases	where	the	reference	structure	is	symmetric,	it	is	necessary	to	map	the	distribution	of	3D	position	vectors	to	a	symmetrized	space	before	cluster	analysis.	The	point	group	symmetry	of	the	reference	particle	defines	a	set	of	rotation	operations,	which	can	be	used	to	produce	a	series	of	symmetrically	equivalent	vectors	for	each	𝐩𝐢,𝐣,	e.g.	C6	symmetry	would	imply	6	equivalent	vectors,	while	D4	implies	8.	Each	symmetry-associated	rotation	R𝐚,’ ∈𝑆𝑂(3)	can	be	fully	characterized	by	two	parameters:	(1)	a	symmetry	axis	𝐚 = (x“, y“, z“),	defining	a	rotation	axis	in	the	orthonormal	basis	of	the	reference	structure,	and	(2)	a	rotation	angle	α = ϰ	 ∗ c—L°ℱ ,	where	ℱ	is	the	associated	fold	number	and	0 ≤ ϰ < ℱ,ϰ ∈ ℤ.	Using	these	parameters,	a	rotation	matrix	can	be	directly	computed:		 R𝐚,’ = cos α + 𝑥w;[1 − cos α ] 𝑥w𝑦w 1 − cos α − 𝑧wsin	(α) 𝑥w𝑧w 1 − cos α + 𝑦wsin	(α)𝑥w𝑦w 1 − cos α + 𝑧wsin	(α) cos α + 𝑦w;[1 − cos α ] 𝑦w𝑧w 1 − cos α − 𝑥wsin	(α)𝑥w𝑧w 1 − cos α − 𝑦wsin	(α) 𝑦w𝑧w 1 − cos α + 𝑥wsin	(α) cos α + 𝑧w;[1 − cos α ] 	 (4.3)		By	exhaustive	sampling	of	ϰ	factors	and	symmetry	axes	a,	followed	by	multiplication	of	the	resulting	rotation	matrices	R𝐚,’	with	a	position	vector	𝐩𝐢,𝐣,	i.e.	R𝐚,’𝐩𝐢,𝐣,	all	symmetrically	equivalent	vectors	can	be	generated.		Once	symmetrically	equivalent	representations	of	the	position	vector	distribution	have	been	generated,	it	is	possible	to	define	a	suitable	space	for	cluster	analysis.	One	approach	is	to	use	all	symmetrically	equivalent	representations	of	the	vector	distribution,	and	subsequently	adjust	clustering	parameters,	in	particular	parameters	related	to	the	amount	of	expected	clusters	in	the	distribution.	This	approach	will	generate	redundant	clusters,	which	need	to	be	merged	in	a	post-processing	step.		
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4.4.2	Cluster	Analysis	of	3D	Vectors	
	Since	the	proposed	methodology	aims	to	segment	the	position	distribution	in	a	similarly	manner	as	k-means	clustering	[Lloyd,	1982],	and	subsequently	use	a	3D	Gaussian	function	to	represent	each	cluster,	it	is	theoretically	equivalent	to	directly	fit	a	3D	Gaussian	mixture	model	(GMM)	to	the	position	distribution.	The	probability	density	function	of	a	Gaussian	mixture	model	is:		 P¤¥¥ 𝐩 = w†	𝒩(𝐩; 𝛍𝐱, Σ†)bx¨Y 	 	(4.4)		where	𝐩	is	a	3D	random	vector,	the	vector	mean	𝛍𝐱	and	covariance	matrix	Σ†	are	the	statistical	parameters	for	𝑥#$	Gaussian	component,	corresponding	to	vector	cluster	C†,	while	w†	denotes	component	weight.	A	GMM	is	fitted	to	the	distribution	of	3D	position	vectors	using	an	expectation-maximization	procedure	[Dempster	et	al.,	1977].		
4.4.3	Peak	Extraction	of	3D	Vector	Clusters	









1					𝜆 = 𝐪𝟏 ∙ 𝐪𝟐	
2					if	𝜆 < 0	then	




4.5.3	Peak	Extraction	of	Rotation	Clusters		Once	relative	rotations	have	been	clustered,	a	Bingham	distribution	is	fitted	to	each	cluster	set	CŠ	and	cluster	peaks	are	extracted	by	likelihood	cutoffs.	The	antipodally	symmetric	Bingham	distribution	on	quaternion	space	is	a	zero-mean	Gaussian	function	conditioned	to	lie	on	the	surface	of	the	unit	3-sphere	𝕊c ⊂ ℝe	[Glover	et	al.,	2011],	the	probability	density	function	takes	the	form:		 ℬ 𝐪; 	𝚲, V = 	 1𝐹 	exp λ[(v[•𝐪c[¨Y ); 	 	(4.6)		where	q	is	a	random	4D	vector	in	unit	quaternion	space,	F	the	normalization	constant,	𝚲	a	vector	of	3	concentration	parameters	λ[,	and	the	columns	of	the	4x3	matrix	V	are	orthogonal	unit	vectors	v[.	𝚲	and	V	are	defined	so	that	λY ≤ λ; ≤ λc ≤ 0,	where	a	small-magnitude	λ[	indicates	that	the	distribution	is	spread	out	along	direction	v[,	and	a	large-magnitude	λ[	indicates	it	is	highly	peaked	along	v[	[Glover	&	Kaelbling,	2013].	The	parameters	𝚲𝐲	and	VŠ	of	Bingham	functions	fitted	to	clusters	CŠ	are	estimated	using	the	maximum-likelihood	procedure	described	in	[Glover	et	al.,	2011].	Once	Bingham	functions	have	been	fitted,	likelihood	peaks	CŠ©	are	extracted	from	each	cluster	CŠ,	by	selecting	quaternions	with	likelihood	values	above	a	cutoff	𝜖Á:		 CŠ© = 𝐪𝐢,𝐣 ∈ CŠ: ℬ 𝐪𝐢,𝐣 𝚲𝐲, VŠ ≥ 𝜖Á	 	 (4.7)	




fitted,	the	use	of	a	likelihood	cutoff	was	proposed	for	cluster	peak	extraction,	allowing	identification	of	particle	pairs	associated	with	local	modes	in	the	geometric	feature	distribution.		Similar	geometry-based	analyses	have	been	previously	applied	to	describe	the	relative	arrangement of neighboring ribosomes within polysomes. In [F.	Brandt	et	al.,	2009],	characterization	of	the	geometric	arrangement	between	ribosome	particles	in	cytosolic	bacterial	polysomes	used	k-means	clustering	of	center-to-center	vectors	to	identify	clusters	of	3’	and	5’	polysomic	neighbors.	Subsequently,	the	distribution	of	relative	rotations	associated	with	each	center-to-center	vector	clusters	was	dissected	by	k-means	clustering	in	quaternion	space.	Theoretically	speaking,	k-means	clustering	is	not	a	suitable	method	for	rotation	clustering	in	quaternion	space,	as	it	assumes	Euclidean	distance	between	data	points.	This	assumption	does	not	hold	in	quaternion	space,	since	this	space	is	a	manifold	defined	on	the	surface	of	the	4D	unit	hypersphere.	In	practice	however,	this	methodology	successfully	identified	characteristic	‘top-to-top’	and	‘top-to-bottom’	ribosome	pair	configurations	of	polysomic	neighbors.	A	similar	study	of	cytosolic	polysomes	in	human	cells	[F.	Brandt	et	al.,	2010]	applied	hierarchical	clustering	of	geometric	features	with	a	distance	metric	that	combined	a	center-to-center	vector	distance	and	a	quaternion-based	distance	by	using	a	weighted	sum	model.	This	approach	aimed	at	3D	vector	and	rotation	clustering	in	a	single	step,	as	opposed	to	the	proposed	methodology,	which	conceptually	decouples	3D	vector	and	rotation.	It	is	important	to	point	out	that	this	type	of	analyses	rely	on	previous	detection	of	macromolecular	complexes,	therefore	sensitivity	and	specificity	of	template	matching	results	are	issues	that	need	to	be	addressed	beforehand.		A	salient	characteristic	of	the	above-mentioned	analysis	is	the	efficient	detection	of	particle	neighborhoods.	Particle	neighborhoods	are	detected	by	near-neighbor	queries	in	a	k-dimensional	tree	structure,	constructed	from	the	3D	positions	of	n	input	particles.	This	allows	efficient	identification	of	local	neighborhoods	from	large	and	densely	clouds	of	points.	Near-neighbor	queries	in	a	3D	k-dimensional	tree	have	an	average	time	of	O(log	n)	[Freidman	et	al.,	1977]	and	a	worst-case	time	of	𝑂(3𝑛Y:ÂÃ)	[D.	T.	Lee	&	Wong,	1977],	significantly	outperforming	the	O(3n)	running	time	of	a	naïve	linear	search.			The	two	major	contributions	of	this	analysis	are	quaternion-based	clustering	and	statistical	description	of	rotation	distributions.	(1)	This	analysis	uses	a	quaternion-based	metric	for	rotation	clustering.	This	metric	accurately	describes	similarity	between	elements	of	the	
SO(3)	group,	since	it	is	proportional	to	the	geodesic	distance	between	quaternions	on	the	surface	of	the	unit	hypersphere.	Accordingly,	spectral	clustering	was	chosen	for	its	ability	to	operate	in	non-flat	manifolds	[von	Luxburg,	2007].	(2)	Bingham	functions	are	used	to	describe	rotation	distributions	in	quaternion	space.	The	Bingham	function	accurately	represents	the	antipodal	symmetry	of	this	space,	and	is	the	maximum	entropy	distribution	on	the	quaternion	hypersphere	that	matches	the	sample	inertia	matrix	𝐸 𝐪𝐪• ,	where	q	is	a	unit	quaternion	[Mardia,	1975],	thus	it	may	be	better	suited	to	represent	a	noisy	quaternion	distribution	than	other	models	[Glover	&	Kaelbling,	2013].			It	is	important	to	mention	that	global	fitting	of	distribution	functions	to	clusters	(i.e.	subsets	of	the	distribution)	can	lead	to	artificially	sharpened	distribution	fits.	This	issue	can	
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5.6	In	situ	Structure	of	the	RuBisCO	Complex		The	‘positive’	class	was	subsequently	subjected	to	a	final,	two-tier	subtomogram	alignment	step,	producing	final	averages	of	the	RuBisCO	complex.	In	the first	step,	subtomogram	were	unbinned	to	their	original	0.342	nm	pixel	size	and	realigned	using	FRM.	Once	all	nine	tomograms	were	FRM	aligned,	a	second	RS	alignment	step	was	used	to	refine	shift	and	rotation	parameters.	Both	alignment	procedures	enforced	De	symmetry.	Cross-resolution	estimates	per	tomogram	ranged	from	FSCL.c = 20	A	to	FSCL.c = 24	A,	while	the	average	produced	by	merging	subtomogram	sets	from	the	top	two	performing	tomograms	yielded	a	resolution	of	FSCL.c = 16	A	(figure	5.6).	These	top	two	tomograms	were	selected	by	visual	inspection	of	the	resulting	averages,	and	cross-resolution	FSC	curves.	The	reference	atomic	model	used	for	estimating	resolution	was	derived	from	PDB	entry	1GK8	[Taylor	et	al.,	2001].	






































shape	of	the	RuBisCO	complex	is	a	factor	in	the	arrangement	of	near	neighbors,	as	expected	given	the	high	density	of	RuBisCO	complexes	in	the	pyrenoid.		Neighboring	complexes	do	not	appear	to	be	highly	ordered.	Even	though	predominant	position	clusters	within	the	first	NN	shell	account	for	a	significant	percentage	of	the	shell	(~88%),	position	clusters	have	large	standard	deviations	(> 2 nm) when compared to theradius	of	the	RuBisCO	complex	(~5− 6.75	nm).	While	relative	rotation	distributions	associated	with	position	cluster	do	have predominant	modes,	most	of	the	remaining	distribution	remains	highly	disorganized.	Moreover,	relative	rotation	clusters	also	exhibit	angular	variance	above	4°.	Since	only	a	small	percentage	(~30%)	of	the	first	NN	shell	displays	order	under	both	relative	position	and	rotation,	is	reasonable	to	conclude	that	there	is	a	high	degree	of	flexibility	in	particle	dimer	arrangements.	These	findings	are	consistent	with	a	relatively	amorphous	pyrenoid	matrix.	Using	a	CCD-acquired	tomographic	dataset,	a	model	based	on	close-packing	of	spheres	was	proposed	to	describe	the	organization	of	RuBisCO	complexes	in	the	pyrenoid	[Engel	et	al.,	2015].	Expansion	of	this	preliminary	analysis	with	the	high-resolution	data	presented	here	has	elucidated	a	highly	dense	and	unorganized	first	NN	shell.	Moreover,	the	shape	of	the	radial	distribution	functions	of	RuBisCO	particles	(figure	5.8	A)	is	characteristic	of	liquid	substances,	peaks	gradually decrease	as	radial	distance	increases,	completely	disappearing	within	few	factors	of	the	particle	diameter,	i.e.,	a	distribution	with	clear	short-range	order	but	lacking	long-range	order.	In	contrast,	the	radial	distribution	function	of	crystalline	materials	displays	both	decrease	and	increase	of	peak	values,	with	peaks	being	clearly	discernable	at	significantly	higher	radial	distances	[Zallen,	1998].	Furthermore,	the	lack	of	long-range	order	and	high	flexibility	observed	in	the	relative	position	and	orientation	distributions,	supports	the	idea	that	the	pyrenoid	matrix	is	a	dynamic	and	fluid-like	environment,	perhaps	allowing	flexible	hexagonal	and	cubic	close-packing	configurations	to	appear	transiently.	Moreover,	this	could	imply	that	first	NN	shells	are	not	always,	perhaps	rarely,	fully	saturated,	suggesting	that	unit	cell	configuration	of	12	neighbors	might	be	commonplace,	as	proposed	by	previous	CET	studies	of	the	C.	reinhardtii	pyrenoid	[Engel	et	al.,	2015].	However,	since	a	measure	of	sensitivity	and	specificity	of	the	‘positive’	particle	class	is	difficult	to	obtain,	this	study	is	not	suitable	to	reliably	calculate	the	average	number	of	neighbors	in	the	first	NN	shell	and	quantify	its	variance.	It	is	noteworthy	that	the	local	geometric	analysis	presented	here,	greatly benefited	from	efficient	detection	of	particle	neighborhoods	(section	4.3).	Since	pyrenoid	matrices	have	a	high	concentration	of	RuBisCO	complexes	(figure	2.9	B,	figure	5.1),	each	pyrenoid	tomogram	provided	a	large	number	of	RuBisCO	particles	(~20,000),	yielding	a	highly	densely	cloud	of	particle	position	points	(figure	5.5).	Thus,	detection	of	RuBisCO	neighborhoods	using	near-neighbor	queries	with	k-dimensional	trees	[Bentley,	1975]	allowed	computation	of	a	large	number	geometric	features	(i.e.	center-to-center	vectors	and	relative	rotations)	in	affordable	time.		Considering	that	the	RuBisCO	linker	protein	EPYC1	is	highly	abundant	in	the	pyrenoid	and	has	been	shown	to	directly	bind	RuBisCO	[Mackinder	et	al.,	2016],	a	density	between	neighboring	RuBisCO	complex	is	expected	to	be	visualized	in	dimer	averages.	However,	it	is	possible	that	dimer	flexibility	(only	~5− 10%	of	the	orientation	distributions	is	ordered)	precludes	detection	of	this	small	33	kDa	protein	by	subtomogram	averaging.	Furthermore,	test	samples	from	the	distributions	of	3D	position	vectors	and	relative	rotations	(section	5.7)	are	far	too	small	to	provide	sufficient	signal	that	would	allow	visualization	of	such	a	
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(2) Topology	graph	construction.	The	input	of	the	polysome	detection	method	is	a	set	of	ribosome	particles	P	from	a	single	tomogram.	The	initial	step	of	the	detection	phase	is	to	generate	a	neighborhood	graph	using	the	set	of	3D	ribosome	positions	𝐭𝟏, . . . , 𝐭𝐧 	as	vertices.	Edge	weights	are	derived	from	our	previously	constructed	𝑃vÎÏÐ	model.		
























	The	aim	of	𝑃vÎÏÐ	is	to	capture	prior	knowledge	of	the	local	organization	of	polysomes;	it	approximates	the	probability	density	function	of	an	mRNA	molecule	being	translated	by	two	spatially	adjacent	ribosome	particles.	𝑃vÎÏÐ.	The	model	𝑃vÎÏÐ i, j 	is	a	function	of	the	relative	geometric	arrangement	of	particles	𝑝B 	and	𝑝P .	Given	a	training	dataset	of	ribosome	particles,	the	local	distribution	of	particles	is	inspected	to	extract	exit-to-entry	vectors,	i.e.	3D	vectors	between	the	mRNA	exit	site	of	the	reference	particle	𝑝B ,	to	the	mRNA	entry	site	of	the	neighboring	particle	𝑝P .	The	objective	is	to	extract	the	cluster	of	exit-to-entry	vectors	corresponding	to	the	polysomic	neighbors	on	the	5’	side	of	the	reference	particle.			Subsequently,	the	relative	rotations	corresponding	to	the	5’	vector	cluster	are	extracted.	Once	the	5’	vector	and	rotation	distributions	have	been	identified,	parametric	density	functions	are	fitted,	labeled	𝑃ÕÖi 	and	𝑃‹D#	respectively.	By	assuming	statistical	independence	between	𝑃ÕÖi 	and	𝑃‹D# ,	a	simplified	model	can	be	used:		 	 𝑃vÎÏÐ i, j = 	 𝑃ÕÖi 𝑝B ,𝑝P ×	𝑃‹D# 𝑝B ,𝑝P 	 											(6.2)		
6.4	Graphical	Model	for	Probabilistic	Polysome	Detection	
	The	objective	of	the	polysome	detection	method	can	be	stated	as	classification	of	input	ribosome	particles	𝑃 = 𝑝Y, . . . ,𝑝C 	into	polysome	subsets,	i.e.	inferring	a	polysome-label	𝑥B 	for	each	ribosome	particle	𝑝B .	The	probability	of	states	𝑋 = 𝑥Y, … , 𝑥C 	given	observations	P	can	be	expressed	as	𝑃 𝑋 𝑃 ∝ 𝑃 𝑃 𝑋 𝑃 𝑋 ,	thus	the	calculation	of	MAP-associated	states	takes	the form:		 	 𝑥∗ = arg	max	Ò𝑃 𝑃 𝑋 𝑃 𝑋 	 (6.3)		Where	𝑃(𝑃|𝑋)	and	𝑃(𝑋)	are	the	observation	likelihood	and	label	prior	respectively.			The	polysome-label	is	further	defined	as	the	index	of	the	ribosome	particle	at	the	3’	end	of	the	polysome	sequence,	thus,	each	variable	𝑥B 	can	take	any	value	in	our	label	space	𝐿 ={1,… ,𝑛}.		
6.4.1	Topology	Graph	of	Ribosomes	
	The	topology	graph	describes	the	overall	organization	of	input	ribosome	particles	P	in	the	coordinate	system	of	tomogram.	A	neighborhood	graph	𝐺 = (𝑉,𝐸)	is	derived	from	P,	where	the	set	of	vertices	𝑉 = {1,… ,𝑛}	represents	particles.	An	ordered	pair	(𝑖, 𝑗) ∈ 𝐸	represents	a	
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directed	edge	connecting	vertices	𝑖, 𝑗 ∈ 𝑉.	The	neighborhood	graph	G	is	constructed	by	connecting	vertices	if	the	corresponding	ribosome	particles	are	spatially	adjacent,	i.e.	an	edge	(i,j)	is	created	if	 𝐭𝐢 − 𝐭𝐣 ≤ 𝑟vwx .	The	radial	parameter	𝑟vwx 	should	be	large	enough	to	connect	polysomic	neighbors,	but	small	enough	to	yield	a	𝜖-neighborhood	graph.	Range	queries	for	extraction	of	near-neighboring	particles	within	𝑟vwx 	are	computed	by	querying	a	k-dimensional	tree	[Bentley,	1975]	constructed	from	3D	positions	 𝐭𝟏, . . . , 𝐭𝐧 .	In	this	context,	directed	edges	can	be	understood	as	possible	mRNA	connections,	in	a	3’	to	5’	direction.			As	𝑃vÎÏÐ(𝑖, 𝑗)		models	the	probability	of	particle	𝑝P 	being	the	polysomic	neighbor	of	𝑝B 	on	its	5’	side,	the	likelihood	function	can	be	expressed	as:		 	 𝑃 P X = ξ x[ τ 𝑥B , ixÞ∈𝐱 	 (6.4)		Where	𝜉(𝑖)	is	the	probability	of	𝑝B 	being	at	the	3’	end	of	a	polysome,	i.e.	the	probability	of	a	polysome-label	i	.	While	𝜏(𝑖, 𝑗)	denotes	the	probability	of	an	mRNA	path	from	particle	𝑝B 	(3’	side)	to	particle	𝑝P .	Using	graph	G,	𝜉(𝑖)	can	be	defined	as:		 	 ξ i = 1− Páâãä j, i`∈ã [ 	 (6.5)		Here	𝑁(𝑖)	refers	to	the	set	of	neighbors	of	i	which	contribute	to	its	in-degree,	i.e.	the	set	of	vertices	j	for	which	there	is	an	edge	(𝑗, 𝑖) ∈ 𝐸.		Estimation	of	𝜏(𝑖, 𝑗)	considers	the	most	probable	mRNA	path	between	vertices.	The	most	probable	path	from	vertex	i	to	vertex	j,	denoted	here	as	a	vertex	sequence	𝑃𝐴𝑇𝐻B→P ,	can	be	computed	using	Dijkstra’s	shortest	path	algorithm	[Dijkstra,	1959]	by	setting	edge	weights	as	the	negative	log	of	𝑃vÎÏÐ,	i.e.,	𝑤(𝑖, 𝑗) = −log	(𝑃vÎÏÐ(𝑖, 𝑗)). Assuming	edges	to	be	statistically	independent,	the	probability	of	traversing	𝑃𝐴𝑇𝐻B→P 	becomes:		 	 τ i, j = −exp w(v³, v³tY)éê∈ëä•ìí→î 	 (6.6)		Where	v³ ∈ PATH[→`	indicates	the	𝑘#$	vertex	in	the	sequence	and	v³tY	the	next	vertex	in	the	5’	direction.	figure	6.1	illustrates	a	simple	topology	graph,	exemplifying	computation	of	𝜉	and	τ.	
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	Figure	6.2:	Illustration	of	a	simple	Topology	graph.	(A)	Depiction	of	polysome-label	probability	ξ(s),	explicitly	showing	N(s)	(dashed	line).	(B)	Using	Dijkstra’s	shortest	path	algorithm	to	find	the	path	that	minimizes	the	sum	of	weights	(dashed	line),	corresponding	to	the	path	with	the	largest	mRNA	probability𝑃𝐴𝑇𝐻ñ→B .		















PmRNA(i, j) = e−w(i,j) w(i, j) = − log(PmRNA(i, j))
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clusters	of	mRNA	exit-to-entry	vectors,	corresponding	to	neighboring	ribosomes	on	the	5’	and	3’	polysome	directions	from	the	reference	ribosome	(figure	6.3	A).	A	3D	Gaussian	density	function	in	Cartesian	space	(𝑃ÕÖi)	was	fitted	to	the	5’	cluster	of	183	vectors	(figure	6.3	B).	The	distribution	of	relative	rotations	corresponding	to	the	5’	vector	cluster	is	bimodal,	describing	both	t-t	and	t-b	configurations.	To	model	this	orientation	distribution,	we	define 𝑃‹D# as mixture model of two Bingham	distributions; one Bingham	densityfunction	was	fitted	to	the	31	quaternions	of	the	t-b	cluster,	while	the	second	was	fitted	to	152	quaternions	of	the	t-t	cluster.		





































































































































































































































































the	likelihood	of	mRNA	connection,	based	on	previously	constructed	models	of	the	local	geometric	signature	of	polysome	topologies.	Graph	theory	was	used	to	define	polysome	detection	as	a	classification	problem	on	a	MRF.	Finally,	loopy	belief	propagation	is	used	to	cluster	ribosome	particles	into	polysomes.		We assessed the performance of the method on simulated and experimental tomograms of
E.	coli	lysates.	Quantitative	evaluation	shows	encouraging	results,	in	particular	in	terms	of	prediction	accuracy	(>96%).		Moreover,	the	method	was	able	to	retrieve	pseudo-helical	and	pseudo-planar	topologies	from	ribosome-rich	environments	of	bacterial	lysate	[F.	Brandt	et	al.,	2009]:	30S	subunits	are	buried	within	the	supramolecular	structure,	bringing	mRNA	exit	and	entry	sites	from	adjacent	ribosomes	in	close	proximity.	The	50S	subunits	are	arranged	outwards	towards	the	cytosol,	exposing	the	tRNA	entry	site	and	peptide	exit	site.	It	has	been	suggested	that	these	characteristic	topologies	provide	protection	from	mRNA	decay	by	sequestering	the	mRNA	molecule	inside	the	polysome	structure,	shielding	it	from	RNases	[Arnold	et	al.,	1998],	while	the	positions	of	the	50S	subunits	provide	space	for	the	co-translational	folding	machinery,	protecting	nascent	polypeptides	from	potentially	toxic	aggregation	[Deuerling	et	al.,	1999;	Teter	et	al.,	1999]	in	the	highly	crowded	cellular	environment.	Furthermore,	detected	ER-associated	polysomes	are	also	in	good	agreement	with	previously	observed	topologies	of	circular,	spiral,	and	curved	polysome	arrangements	[S.	Y.	Lee	et	al.,	1971;	Palade,	1964].	Neighboring	40S	subunits	tend	to	minimize	the	distance	between	their	mRNA	exit	and	entry	sites,	bringing	the	mRNA	molecule	into	a	smoothly	curved	path,	while	the	60S	subunits	point	their	peptide	exit	sites	towards	the	ER-membrane,	exposing	their	nascent	polypeptides	to	the	translocation	machinery	[Pfeffer	et	al.,	2012].	Interestingly,	detected	topologies	of	cytosolic	polysomes	in	tomograms	of	bacterial	lysate	and	mammalian	microsomal	preparations	were	remarkably	similar,	and	in	agreement	with	those	observed	in	CET	studies	of	human	cells	[F.	Brandt	et	al.,	2010],	indicating	that	this	methodology	may	also	enable	structural	analysis	of	polysomes	under	physiological	conditions.	Moreover,	this	method	was	successfully	applied	in	a	cryo-FIB	milled	tomogram	from	the	nuclear	periphery	of	a	HeLa	cell,	with	the	aim	of	detecting	polysomes	bound	to	the	nuclear	envelope	and	the	ER	[Mahamid	et	al.,	2016].						Theoretically	speaking,	since	the	polysome	detection	method	assumes	statistical	independence	of	graph	edges,	the	probability	of	an	mRNA	path	tends	to	collapse	as	the	path	length	increases.	This	methodological	property	could	preclude	detection	of	long	polysomes,	while	the	presence	of	this	systemic	bias	remains	to	be	evaluated,	it	could	explain	why	the	majority	of	80S	ribosome	particles	were	classified	as	monosomes	or	assigned	to	small	polysomes,	with	only	few	inferred	polysomes	larger	than	6	ribosomes	long.	However,	subtomogram	analysis	of	the	predicted	polysome	and	monosome	classes	does	not	suggest	a	significant	bias,	averages	of	ribosome	particles	from	cytosolic	and	ER-associated	polysomes	classes	show	clear	densities	co-localizing	with	polysomic	neighbors,	as	opposed	the	monosome	average.	Subsequent	comparison	of	polysome	averages	with	their	corresponding	monosome	class	average,	show	a	significant	density	difference	at	the	tRNA	P-site,	consistent	with	passive	and	actively	translating	ribosomes.	It	is	noteworthy	that	the	relative	concentration	of	false	positive	80S	particles	was	significantly	higher	in	the	monosome	class	and	in	small	polysomes	(2	–	3	ribosome	long),	as	expected	since	their	local	geometric	configurations	are	unlikely	to	correlate	with	𝑃vÎÏÐ.	Furthermore,	the	proposed	method	was	applied	to	detect	yeast	cytosolic	polysomes	in	tomograms	of	monosome	and	
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Abbreviations		 2D		 	 two-dimensional	3D		 	 three-dimensional	3PG	 	 3-phosphoglycerate	aa-tRNA	 	 aminoacyl	tRNA	AC3D	 	 auto-focused	classification	ADP	 	 adenosine	diphosphate	ATP	 	 adenosine	triphosphate	C.	reinhardtii	 Chlamydomonas	reinhardtii	CCD	 	 charged	coupled	device	CCM	 	 carbon	concentration	mechanism	CET	 	 cryo-electron	tomography	CPCA	 	 constrained	principal	component	analysis	CPU	 	 central	processing	unit	cryo-FIB	 	 cryo-focused	ion	beam	CTF	 	 contrast	transfer	function	E.	coli	 	 Escherichia	coli	EF-G	 	 elongation	factor	G	EF-Tu	 	 elongation	factor	Tu	EM	grid	 	 electron	microscopy	grid	EPYC1	 	 essential	pyrenoid	component	1	ER	 	 	 endoplasmic	reticulum	FEG	 	 field	emission	gun	FN		 	 false	negative	FP	 	 	 false	positive	FRM	 	 fast	rotation	matching	FSC	 	 Fourier	shell	correlation	G3P	 	 glyceraldehyde-3-phosphate	GB		 	 Gigabyte	GMM	 	 Gaussian	mixture	model	MAP	 	 maximum	a	posteriori	MRF	 	 Markov	random	field	mRNA	 	 messenger	ribonucleic	acid	MTF	 	 modulation	transfer	function	NADPH	 	 nicotinamide	adenine	dinucleotide	phosphate	NE		 	 nuclear	envelope	NMR	 	 nuclear	magnetic	resonance	NN		 	 near-neighbor	NPC	 	 nuclear	pore	complex	PDB	 	 protein	data	bank	Pi	 	 	 inorganic	phosphate	RAM	 	 Random-access	memory	rbcL 	 RuBisCO	large	subunit	RBCS	 	 RuBisCO	small	subunit	RCA1	 	 RuBisCO	activase	
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