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Individuals who join an organization often adopt its characteristic behaviors, but does the same effect extend to nearby nonmembers, and
is this process impeded or enhanced by the competition between organizations? This article argues that organizations inﬂuence the behavior of both members and proximate nonmembers in a process we term
“organizational leakage” and that competition between organizations
moderates the impact of any one of them on individual behavior. This
article ﬁnds, using the Add Health data, that an individual’s location
in an organizational ecology is an important predictor of his or her behavior, even while controlling for other factors, including membership.
Organizations, and organizational competition, affect individual behavior.
Organizations are unique social entities that exhibit behaviors (Argote and
Greve 2007; Gavetti, Levinthal, and Ocasio 2007), possess identities (Albert
and Whetten 1985; Gioia et al. 2010), and exert a powerful normative in1
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ﬂuence over their members (Alexander, Zucker, and Brody 1970; Zucker
1977). Organizations are also embedded in environments (see Scott 2004)
and are inﬂuenced both by events taking place in other organizations (Davis
1991; Strang and Soule 1998) and by the knowledge of new recruits (DiMaggio
and Powell 1983). Finally, organizations are in competition with each other,
both for members (McPherson 1983; McPherson and Ranger-Moore 1991)
and for customers (Hannan and Freeman 1989). Thus, organizations directly
affect the behaviors of both individual members and other organizations. But
can organizations also inﬂuence socially proximate nonmembers, and is the
organizational inﬂuence on individual behaviors moderated by competition
between organizations?
We argue that the answer to both of these questions is yes. Organizational
boundaries are porous, which allows new behaviors to enter the organization from the outside, while also permitting behaviors to leak out of the organization into the local social environment. Proximity to an organization
in social space should thus make these leaking behaviors more available
and attractive to individuals who are not members of that organization,
as long as both are part of the same local context. Moreover, organizations
compete with each other for members, for resources, and for clients; and
when individuals are exposed to the behaviors of many different organizations (i.e., high organizational competition), the inﬂuence of any one organization will be diminished. As a result, the behaviors of individuals can be
fully understood only when placed in the context of organizations and the
competition between them.
We begin by describing previous research on organizations, their effects
on individual behavior, and their interactions with their environment. Organizations have a uniquely powerful ability to generate and maintain norms,
thereby inﬂuencing member behavior. We then introduce McPherson’s
(1983) afﬁliational ecology or “Blau space” model and extend it by linking
organizational competition to individual-level behavior. Blau space allows
us to model ecological forces and to capture “casual contact,” or interpersonal
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contacts that are impractical or impossible to measure with conventional social network instruments. We argue that individuals are more likely to exhibit behaviors that are common in a cohesive organization that competes
for their time, regardless of whether they are members of that organization.
We further argue that the strength of this effect is moderated by the degree
of competition the individual experiences: when one is being competed over
by several organizations, the degree of inﬂuence that any one organization
exerts over individual behavior is reduced. We then introduce ﬁve scope
conditions that limit the applicability of our argument. In brief, our argument applies to organizations that are structurally cohesive and to behaviors that enjoy normative consensus in their host organizations, that can be
observed in nonorganizational contexts, and that are potentially usable to
those outside the organization. Additionally, we argue that organizational
competition moderates these effects only when the organizations are competing over the same individuals. Finally, we demonstrate the utility of our
model by using the Add Health data to predict individual behaviors (both
conventional and delinquent) within a set of 81 independent organizational
ecologies identiﬁed using extracurricular activity membership. The results
are consistent with our hypotheses and suggest important avenues for future research on organizations, norms, and social contagions.
BACKGROUND AND THEORY

Individual Behavior, Organizations, and the Environment
Organizations are distinctive social entities (e.g., Perrow 1979, 2002; Coleman 1982, 1990), which can be viewed as “a particular kind of social actor,
capable of behaving in a purposeful, intentional manner” (King, Felin, and
Whetten 2010, p. 291). Organizations exhibit behavior (Argote and Greve 2007;
Gavetti et al. 2007), possess identities (Albert and Whetten 1985; Gioia et al.
2010), and enact their own scripts (Gioia and Poole 1984). Moreover, organizations are often viewed as actors by individuals (e.g., Scott and Meyer 1994) and
possess their own unique cultures (Ouchi and Wilkins 1985).
In addition to having attitudes and behaviors at the organizational level,
the members of an organization frequently possess characteristic patterns of
attitudes and behaviors. Organizations tend to foster social identities (Tajfel
1982; Ashforth and Mael 1989; Ellemers, Spears, and Doosje 2002), and these
identities are often associated with speciﬁc behaviors (e.g., Ashforth and Mael
1989; Eccles and Barber 1999; Barber, Eccles, and Stone 2001). Many behaviors, though not all, are characteristic of particular organizations or organizational identities, and organizations of the same type (i.e., members of an
“organizational ﬁeld”; see DiMaggio and Powell 1983) often host similar
individual behaviors. These characteristic behaviors can become norms
(Friedkin 2001), which often (but not invariably; see Feldman 1984; Kitts
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2006) support the objectives of the organization. The development of norms
depends on perceptions of the situation (Alexander et al. 1970): persons who
identify themselves as members of an organization transmit group norms to
new members more quickly, maintain the norms more reliably, and resist
the encroachment of rival norms more effectively than others (Zucker 1977).
These norms are legitimated, and thereby entrenched, by both formal and
informal authorization from superordinate individuals as well as by implicit
or explicit endorsement from peers (Suchman 1995; Johnson, Dowd, and
Ridgeway 2006). As a consequence, organizations are uniquely effective
at transmitting and maintaining norms, and organizational culture is quite
stable (Harrison and Carroll 2002).
While organizational culture is resistant to change, organizations are not
static entities. Rather, they are embedded in environments and their boundaries are porous to outside inﬂuences (see Scott 2004). The diffusion of ideas
and behaviors between organizations can occur via several mechanisms
(Strang and Soule 1998) and has been used to explain a wide variety of speciﬁc outcomes (e.g., Holden 1986; Davis 1991; Conell and Cohn 1995), as
well as organizational isomorphism (DiMaggio and Powell 1983) more generally. Organizations also serve as foci around which social network ties
form (Feld 1981), and these networks allow organization leaders to monitor
the environment (Useem 1984) and inﬂuence organizational proﬁtability
and success (Uzzi 1997; Ingram and Roberts 2000).
Just as porous boundaries permit behaviors to enter the organization,
they also allow organizational behaviors and attitudes to exit into the environment by altering the actions of members across a variety of settings
(see Rotchford and Roberts 1982). Kohn and Schooler (1978) use longitudinal data to ﬁnd that job complexity leads to greater intellectual ﬂexibility
in nonjob tasks and that job characteristics inﬂuence current intellectual
and personality traits expressed in nonemployment situations (Kohn and
Schooler 1982). Similarly, Hanks (1981) ﬁnds that participation in voluntary organizations in adolescence leads to heightened political activity in
early adulthood. McFarland and Thomas (2006) ﬁnd that adolescent involvement in politically salient voluntary organizations (e.g., debate team,
French club) predicts political activity in adulthood, while involvement in
other types of voluntary organizations (e.g., cheerleading) does not (see also
Wilson and Musick 1999). Adolescent involvement in extracurricular clubs
has been shown to shape identities (Ashforth and Mael 1989; Hornsey 2008)
as well as current and future educational, occupational, and substance use
outcomes (Eccles and Barber 1999; Barber et al. 2001). Research using an
adult population (Brady, Verba, and Schlozman 1995) ﬁnds that involvement in organizations that promote “civic skills,” such as public speaking,
leads to greater levels of political activity. Thus, both for-proﬁt and voluntary organizations are able to affect the behaviors of their current and for790
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mer members outside of organizational settings. Moreover, this appears to
be a function of the organization’s characteristics (e.g., job complexity, political salience) rather than solely a result of involvement in an organization,
regardless of its characteristics or norms.
The existing research on organizations and individual-level behavior is
substantial, but it can be extended in at least two respects: by examining
the effects of organizations on nonmembers and by attending to the simultaneous impact of multiple organizations on individuals. First, research has
focused on how organizations affect member behaviors, both inside and
outside of the organization, but the porous boundaries that allow practices
to enter an organization can also permit the practices and norms (i.e., culture) of an organization to leak out into the surrounding social network.
Members do not cease exhibiting organization-typical behaviors whenever
they are outside of the organization; instead they carry these behaviors into
recreational, familial, and other settings. Mere exposure to a behavior is often sufﬁcient to produce positive attitudes toward it (e.g., Zajonc 1968;
Saegert, Swap, and Zajonc 1973; Brockner and Swap 1976; Swap 1977;
Moreland and Zajonc 1982), making adoption of organizational behaviors
by nonmembers more likely. Organizations have a powerful ability to develop and maintain norms (Zucker 1977), and many of these norms will
have been legitimated within the organization. The adherence of organization members to these norms and their corresponding behaviors outside of
organizational contexts implicitly endorses these behaviors to nonmembers
(Walker, Thomas, and Zelditch 1986). This endorsement encourages nonmembers to view these behaviors as valid (i.e., socially appropriate), leading
to feelings of propriety (i.e., that a behavior is appropriate for oneself ), and
further encourages behavioral adoption (Walker and Zelditch 1993; Zelditch and Walker 2003). The organization therefore legitimates and stabilizes the behaviors of members and then, through members, exerts a consistent inﬂuence over nonmember behavior. While nonmembers certainly
exert inﬂuence on members in return, this inﬂuence is not consistent across
all nonmembers and lacks the legitimacy and stabilization provided by an
organization. As a result, behaviors will tend to spread more readily from
members to the nonmember population than the reverse. Exposure to organizational behaviors can occur via direct association, such as when an
organization member has an ongoing relationship (e.g., friends, romantic
partners) with a nonmember, but this is not the only vector. There is also casual contact wherein nonmembers who share the same settings with members
(e.g., eating in the same restaurant, waiting at the same bus stop) are exposed
to the behaviors of members without an ongoing relationship. Casual contact
allows nonmembers to observe and adopt many behaviors in the absence of
an ongoing relationship with an organizational member. Moreover, the number of people who are in casual contact with organization members is likely to
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greatly exceed the total number who have ongoing relationships with members, thereby magnifying the scope of organizational inﬂuence. Some research (e.g., Giordano 2003; Crosnoe et al. 2008; Frank et al. 2008; Frank,
Muller, and Mueller 2013; Sun et al. 2013) has already begun to uncover
the importance of casual contact. Unfortunately, these efforts are limited,
both in their ability to speak to a variety of types of casual contact and in their
reliance on data that are rarely available (discussed more fully below). As
such, there is considerable room for additional work on casual contact. Finally, nonmembers who are indirectly connected to members via short chains
of intermediaries (e.g., if a member is a “friend of a friend”) are more likely
to hear about and adopt organization-typical behaviors secondhand. In all
of these cases, socially proximate nonmembers will have greater exposure
to, and an increased likelihood of adopting, organization-typical behaviors.
In contrast, when a nonmember has few or no associates who are members,
has infrequent or no casual contact with members, and is connected to members only via long chains of intermediaries, he will have lower exposure to,
and a decreased likelihood of adopting, organization-typical behaviors. Thus,
in a process that we term “organizational leakage,” both members and nonmembers are more likely to engage in organization-typical behaviors when
the organization is part of the local social context (discussed more extensively
below).2 If organizations affect the behavior of socially proximate nonmembers (i.e., if organizational leakage occurs), then efforts to predict individual
behaviors must take organizational inﬂuences into account.3
Second, research on how organizations affect member behavior has typically focused on one organization at a time, but the world contains multiple
organizations and individuals are likely to be exposed to leakage from several organizations simultaneously. Since individuals have limited time and
attention to devote to behaviors, persons who are exposed to multiple organizations are unlikely to be able to fully adopt the characteristic (i.e., normative) behaviors of all of those organizations. Moreover, the presence of multiple organizations will produce conﬂicting endorsements, greatly weakening
the ability of any one organization’s behaviors to be legitimated. Thus, when
individuals are exposed to leakage from several organizations, the relative in2
Organizational leakage is similar to, but more general than, the “religious network spillover” hypothesis (e.g., Borgonovi 2008), which argues in part that higher religiosity in an
area (e.g., a county or country) changes the behavior of religious and nonreligious individuals (Kelley and De Graaf 1997; Ruiter and De Graaf 2006; Lim and MacGregor
2012; but see also Ruiter and De Graaf 2010; Van der Meer, Te Grotenhuis, and Pelzer
2010). We agree that group behaviors can spread to nonmembers, but we view leakage as
a property of organizations generally rather than of religious organizations speciﬁcally.
3
This expectation is consistent with existing models of norm formation and equilibrium
in social networks that explicitly include exogenous effects (e.g., Friedkin and Johnsen
1997; Friedkin 2001).
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ﬂuence that any one organization exerts will be reduced, even if the organizations and individuals are unaware that competition exists.4 Understanding
individual behavior thus requires attention not just to organizations but to
the competitive ecology of organizations.
To evaluate these ideas we need a method that can capture organizational
leakage while simultaneously accounting for the effect of competition. This
is especially difﬁcult because organizational leakage can occur via casual
contact, which is difﬁcult to measure in a precise manner. These requirements are met with the assistance of the next element of our theoretical
structure: Blau space.
Blau Space and the Ecology of Afﬁliation
We use Blau space to capture the social proximity of individuals and organizations, to measure casual contact between individuals, and to model the
competitive ecology of those organizations. Blau space, named in honor of
Peter M. Blau, is a k-dimensional system in which each dimension is a sociodemographic parameter and each point is represented by a set of k coordinates (McPherson 1983; McPherson and Ranger-Moore 1991). Each set of
coordinates represents a unique combination of sociodemographic characteristics, and both individuals and organizations can be represented in Blau
space at coordinates that correspond to these combinations. Blau space can
be used as a probabilistic description of social networks when network data
are either unavailable or incomplete and allows us to model social processes
by focusing on multidimensional propinquity rather than the linear effects
of individual variables.
Blau space can serve as a probabilistic description of social networks because of the prevalence of homophily (Lazarsfeld and Merton 1954), or the
tendency for individuals to associate with those who are similar to themselves (e.g., “birds of a feather ﬂock together”). Homophily is one of the most
robust of all social science ﬁndings (e.g., McPherson, Smith-Lovin, and
Cook 2001; Smith, McPherson, and Smith-Lovin 2014) and plays a significant role in determining association in both the United States (Marsden
1987, 1988; Smith et al. 2014) and elsewhere (Brashears 2008b). As a consequence of homophily, nearness in a Blau space model is positively related to
the likelihood of association across many types of relations, meaning that
our social worlds tend to encompass only small, local regions of Blau space

4
Competition between organizations should reduce organizational leakage of all types
but will most strongly affect behavior. Because behaviors are costly in terms of time, individuals cannot adopt new behaviors without limit. Attitudes, on the other hand, impose relatively lower costs in time and are affected primarily by competition for attention.
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(i.e., individual networks tend to be populated by those who are nearby in a
Blau space model).5
Blau space is also a useful approach to modeling organizations such as
religious groups, recreational clubs, businesses, and professional organizations.6 Organizations exist for a variety of purposes and require a variety of
resources, but they all require members, and this need contributes to a Blau
space model in two important ways. First, organizations recruit new members primarily from among the associates of their existing members; one is
more likely to join an organization that already includes people who are
known. This is true even in for-proﬁt organizations; informal recruiting
via networks is the most common mode of recruitment in the labor market
and is responsible for approximately half of all hires (Granovetter 1995;
Bewley 1999; Marsden and Gorman 2001). However, the networks of members are constrained by homophily at the individual level and thus connect
to others who are nearby in Blau space.7 As a result, organizations are localized to particular areas of a Blau space model, known as niches, and most
organization members are drawn from within these niches.
Second, both the amount of time that any one person can devote to his
memberships and the number of persons available in any given segment
of a population (i.e., area in a Blau space model) are limited. As a consequence, organizations whose niches overlap are competing over the same
limited pool of resources (i.e., member time and attention). The larger the
number of organizations that attempt to draw members from the same area
in a Blau space model (i.e., the same population segment), the more competition these organizations experience. Thus, Blau space permits us to construct an ecological model of organizational membership, and the changing
demographics of organizations can be predicted—at least in part—through
a Darwinian process of recruitment and retention.8 Moreover, and in contrast to some other approaches (e.g., Ku, Malhotra, and Murninghan
2005; Kilduff, Elfenbein, and Staw 2010), it is not necessary that organiza5
Blau space is not real in a physical sense, but is simply a useful model, and care should
be taken to avoid reifying Blau space.
6
Blau space has usually been used to analyze “voluntary associations,” but as is clear in
McPherson’s original (1983) treatment, the theory applies to all social organizations. Voluntary associations are simply a useful test case for this more general theory.
7
Weak ties (Granovetter 1995) are often less constrained by homophily than strong ties,
but stronger ties provide larger amounts (Aral and Van Alstyne 2011) of better-tailored
(Marin 2012) information and thus are often more important to recruitment events. Nevertheless, both types of ties depend on foci (Feld 1981) and therefore tend to be homophilous on characteristics associated with that focus.
8
This model is similar to population ecology models (e.g., Hannan and Freeman 1989)
because both analogize to biological ecology. Blau space emphasizes competition for
members, whereas population ecology focuses on competition for customers. See also
Hannan, Carroll, and Polos (2003).
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tions be aware that they are competing. As long as two organizations are
exploiting the same ﬁnite pool of resources, they are in competition and will
affect one another’s fortunes.
The degree of competition in a region of a Blau space has predictable effects on organizational memberships. In areas of high competition, current
members are more likely to leave the organization (Popielarz and McPherson 1995; McPherson and Rotolo 1996), drawn off by connections to others
in competing groups. Likewise, recruitment efforts will be less successful as
rival organizations pursue the same individuals. In contrast, areas of relatively low competition will produce more successful recruitment and less attrition. Over time the niches of organizations drift away from areas of high
competition (i.e., population segments that are being recruited by many organizations) and toward areas of low competition (i.e., population segments
that are being recruited by few, or no, organizations), eventually reaching
equilibrium where the available resources have been divided between the
competing organizations.9 However, periodic changes in the quantity of potential members (i.e., the carrying capacity of the system) will generate shifts
in the positions of organization niches (McPherson and Ranger-Moore
1991) and prevent a static equilibrium. Organizations rely on individuals
for their survival, and changes in the number and location of individuals
in Blau space will produce changes in the location of organizational niches.
The Blau space model was constructed to explain the membership characteristics of organizations but has been used to explain individual familiarity with, and fondness for, cultural products (Mark 2003), such as musical
styles (Mark 1998; Bonikowski 2010). In other words, cultural products,
such as musical styles, can be modeled as competing for fans in much the
same way that organizations compete for members, and in theory a wide variety of phenomena can be modeled in similar fashion (McPherson 2004).
Despite its broad theoretical potential, the Blau space model has been primarily used to explain why individuals join certain groups or adopt certain
types of music, both of which can be viewed as memberships of one sort or
another. It has not been used to detect the leakage of organizational norms
and behaviors into the networks that surround the organization or to proxy
for casual contact, and we use it for these purposes.
Organizational Leakage, Context Effects, and Casual Contact
As described above, organizational leakage is a process by which individuals who are regularly exposed to organizational culture in their environment
become more likely to exhibit organization-typical behaviors. Organiza9
Organizations may also be able to develop symbiotic relationships, but this is beyond
the scope of this article. See Shi et al. (2017) for an investigation of these issues.
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tional leakage can thus be viewed as a type of context effect; nonmembers
are likely to engage in the behaviors common in organizations that share
their context. Context effects have a long history in social science (see Blalock 1984; Abbott 1997) but have often been criticized for assuming a form
of “social telepathy” (Erbring and Young 1979). In other words, there must
be a mechanism that allows the context to inﬂuence the individual. Social
networks are a particularly valuable approach to solving this problem. In
this method, inﬂuence is thought to move through ongoing interpersonal
relationships, and thus measuring these relationships (i.e., network ties)
permits one to understand how a context affects individual behavior (e.g.,
Marsden and Friedkin 1993; Kirke 2004; Centola 2010; Mercken et al.
2010; Friedkin and Johnsen 2011; Bond et al. 2012). This solves the social
telepathy problem, but there are several difﬁculties that limit the utility of
this approach. First, network data are notoriously time intensive to collect
(e.g., McCarty, Killworth, and Rennell 2007), and the average person maintains networks of a few hundred (McCarty et al. 2001; Roberts et al. 2008;
DiPrete et al. 2011) to nearly two thousand (Killworth et al. 1990) others. As
a result, it is impractical or impossible to accurately measure all of the relationships through which inﬂuence can ﬂow. This problem is exacerbated by
the need to collect data from all members of the study population in order to
correctly estimate inﬂuence effects (Lewis, Gonzalez, and Kaufman 2012).
Second, while network methods are appropriate for measuring ongoing relationships, they are much less likely to capture the impact of casual contact.
When we observe others engaging in behavior, it makes that behavior more
cognitively accessible for us (i.e., it comes to mind more readily) and makes
it appear more acceptable (i.e., endorses the behavior), even when those
others are not people with whom we have a relationship. For example, children who observe people smoking in movies are more likely to smoke themselves, even though they do not know the smokers personally (Dalton et al.
2003; Sargent 2005), and mere exposure has long been known to positively
inﬂuence attitudes toward behaviors (Zajonc 1968; Saegert et al. 1973;
Brockner and Swap 1976; Swap 1977; Moreland and Zajonc 1982). While
network measures can capture inﬂuence conveyed by stable, ongoing relationships, they cannot detect the effects of casual contact. Given that in a
day we typically observe the behaviors of many others with whom we have
no ongoing relationships, casual contact represents an important channel of
inﬂuence. Casual contact has already received some limited attention, although much work remains to be done. Sun et al. (2013) found that adults
tend to encounter the same strangers (i.e., casual contacts) on a predictable
basis. Giordano (2003) showed that many types of relationships inﬂuence
adolescents, including family members, direct associates, romantic partners, and, crucially, unconnected but salient others most often referred to
as “crowds” (see also Brown, Eicher, and Petrie 1986; Eder and Parker
796
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1987). While the impact of crowds on individuals is often viewed as an identity effect and does not require association between members of a crowd,
this work nevertheless suggests channels of inﬂuence other than the interpersonal ties measured by network analysis (see also Frank 2009). An excellent stream of research, utilizing adolescents, has identiﬁed the importance
of “local positions” (Field et al. 2006; Frank et al. 2008), or recurring patterns of copresence in foci (Feld 1981). In the school context, each course selected by an adolescent constrains the other courses that can ﬁt in his or her
schedule. Therefore, adolescents tend to sort themselves into particular conﬁgurations of courses where they encounter the same set of others across
multiple classes. Adolescents who are part of one such conﬁguration of
classes share a “local position,” and local positions have been found to inﬂuence academic performance (Crosnoe et al. 2008; Frank et al. 2008) and network composition (Frank et al. 2013). While of high quality, this research
relies on data that are often unavailable and captures only a narrow, but
detailed, slice of an individual’s casual contacts. For example, Sun et al.
(2013) relied on electronic records of public transit access in Singapore while
the literature on local positions has relied on adolescent course rosters. Both
types of data provide excellent detail about the copresence of speciﬁc individuals but are often difﬁcult to obtain as they can raise concerns about invasion of privacy.10 Moreover, even when these data are available, they can
capture casual contacts occurring only via those speciﬁc contexts (e.g., public transport or course schedule) and are unable to speak to casual contacts
occurring in other venues.
Third, research suggests that individuals are sometimes most likely to
adopt the behaviors of individuals to whom they are not directly connected,
instead responding to the actions of disconnected, but structurally similar,
others (e.g., Burt 1980). This effect implies that the mutual awareness and
monitoring common to any social situation may act as a conduit for context
effects even in the absence of ongoing relationships (e.g., friendship ties).11
As a result, while studies have used networks to identify inﬂuence (e.g.,
Coleman, Katz, and Menzel 1966; Christakis and Fowler 2007), they have
often been challenged for assuming that the measured networks are the only,
or primary, channels through which inﬂuence occurs (Van den Bulte and
Lilien 2001; Cohen-Cole and Fletcher 2008a, 2008b).
Finally, while social networks provide a clear channel for inﬂuence that is
frequently absent from context effects, the reason why contact with speciﬁc
10

We do not mean to imply any judgment about the ethics of this research, but only to
note that access to these types of data is sometimes tightly constrained by human subjects
panels.
11
Conventional network methods are capable of measuring structural equivalence, but
identifying equivalences is not the same as explaining how such individuals are able to
inﬂuence one another.
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others encourages adoption of their behavior is left unspeciﬁed. Adoption
could result from simple contagion, as in meme theory (Dawkins [1976]
2006), from a need to conform in order to achieve group approval (Hogg
and Terry 2000), from the objective utility of the behavior (Rogers 2003),
or from some other mechanism. Thus, social networks clarify the route of
inﬂuence, but not necessarily the mechanism of inﬂuence.12
Blau space models provide a practical way to capture the social environment of individuals, including their many unmeasured relationships and casual contacts, thereby supplementing and expanding on traditional network
methods. Persons who are close in a Blau space model are demographically
similar and, because of homophily, are likely to be directly connected to each
other, to be connected by short chains of intermediaries, and to have frequent
casual contact. Put differently, similar individuals are more likely to be sorted
(by structural effects) into the same foci, where they can then develop relationships (e.g., persons of similar socioeconomic status [SES] are more likely
to share neighborhoods than those of disparate SES). While this does not
guarantee that all individuals who are similar are equally available for association, it does explain why similar individuals are more likely to be associates, to have associates in common, and to encounter each other casually than
dissimilar individuals. Blau space models thus capture the organizational
context, while avoiding “social telepathy,” and eliminate or reduce the need
for often unattainable types of network data. Moreover, organizational leakage in Blau space provides a more concrete mechanism of inﬂuence. Organizations provide a reservoir of individuals who possess organizational identities, conform to organizational behaviors, and subsequently both expose
nonmembers to these behaviors and help legitimate them, thereby encouraging adoption. Moreover, the number of organizations competing in an area of
Blau space conditions the amount of inﬂuence any one organization exerts
(see below for a longer discussion of this issue). Finally, our Blau space–based
approach requires only comparatively innocuous, and frequently available,
data on demographics and group membership. As long as we can construct
niches based on member attributes and compare those niches to nonmember
characteristics, we are able to capture casual contact. And while our Blau
space–based method cannot detect copresence with the precision of Sun
et al. (2013) or Frank and his colleagues, it can probabilistically capture casual contact across a wider variety of contexts (e.g., extracurricular activities,
places of residence).

Particular thanks to an anonymous reviewer for bringing this issue more ﬁrmly to our
attention.

12
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Hypotheses
If organization members tend to engage in a particular behavior, individuals within the organization’s Blau space niche are likely both to observe this
behavior and to ﬁnd themselves in a social environment that endorses the
behavior. As a result, the organization-typical behavior is more likely to enter
the behavioral repertoire of those located in the niche and is more likely to be
legitimated by residents of the niche, even if those individuals are not members of the organization whose niche they occupy.
As an example, suppose a business school requires its professors to wear
suits to class. These business professors will be seen dressed in suits on campus but also tend to reside in neighborhoods, eat in restaurants, and otherwise occupy settings populated by individuals with similar characteristics
(i.e., others who are proximate in a Blau space model). These others will observe the professors wearing suits, even if they are not direct associates of
the professors (i.e., casual contact), thereby making this fashion choice both
more cognitively available and more legitimate. In response, some of these
persons may adopt suits of their own and trigger a further cascade of adoptions that popularizes suits throughout the niche. Thus, organizational leakage can make an organization-typical behavior become pervasive throughout the local social world. Further, the presence of the organization helps to
legitimate the norm and protect it against alternatives. Organizations competing over members thus cast a shadow over Blau space; those in the shadow
(i.e., in the niche) are inﬂuenced by the behaviors of the organization to a
greater extent than those outside of the shadow.
Other scholars have made use of the individual’s own Blau space position (i.e., one’s demographic characteristics) in studies of norms and behavior (e.g., Friedkin and Johnsen 1997; Friedkin 2001), but we argue that it is
not the individual’s absolute position in the Blau space model that is important, but rather the individual’s location relative to competing organizations (e.g., whether one is within a particular niche). Since organizations
are in competition, and that competition causes niches to move through
Blau space, one’s proximity to a niche will change over time (i.e., niche locations can change as a result of competition even if individuals remain at
the same coordinates). As a result, it is the competitive ecology in a Blau
space model, rather than the Blau space location itself, that inﬂuences the
likelihood of adopting particular behavioral norms.
In contrast to studies of social contagion that view behaviors as spreading
at will through social ties (e.g., Coleman et al. 1966; Newman, Barabási,
and Watts 2006; Centola and Macy 2007; Christakis and Fowler 2007;
Fowler and Christakis 2008; Flache and Macy 2011; Barash, Cameron,
and Macy 2012), we suggest that organization-typical behaviors are more
“contagious” when an individual is close to that organization and less so
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elsewhere. The adoption and maintenance of a norm are predicated on the
ability of group members to mutually inﬂuence one another, but individuals
who are separated by a path of more than two steps (i.e., the shortest path between them contains more than one intermediary) have a relatively weak impact on each other’s behavior (Friedkin 1983). As a result of homophily, as
distance to the organizational niche in a Blau space model increases, the
probability of even one two-step path declines and the organization loses
its ability to meaningfully inﬂuence individual behavior. Likewise, at greater
distances from an organization’s niche, fewer individuals will consistently exhibit its typical behaviors, thereby reducing the endorsement the behavior receives and its resulting legitimacy. Thus while organization-typical behavior
may still spread throughout a network, organizational leakage provides only
a local advantage and is distinct from more general diffusion models. The
particular power of an organization to encourage the adoption and maintenance of norms does extend beyond its boundaries, but it does not extend
far beyond those boundaries. This leads to the following hypothesis:
NICHE MEMBERSHIP HYPOTHESIS.—Individuals located within a particular
organization’s niche, regardless of their membership in the organization, are
more likely to exhibit behaviors characteristic of that organization than individuals located outside of that organization’s niche.
Competition in a Blau space model is primarily driven by the limited time
that humans can devote to a given activity; any time spent practicing the harmonica, for example, is time not spent playing basketball. In areas of Blau
space where two or more organizational niches overlap, two or more sets
of organization-typical behaviors are competing for the same pool of time.
As a result, an individual who adopts a new behavior may have to displace
an existing behavior, and not all occupants of an organizational niche (i.e.,
nichers) are exposed to equal competitive pressures. We distinguish between
two types of nichers: exclusive nichers, who are within the niche of only a single organization, and manifold nichers, who are within the niches of several
organizations. Exclusive nichers have networks that are largely bounded by
an organization, whereas manifold nichers possess unbounded networks connecting them to multiple organizations. In the former case, individual networks tend to lead to only a single reference group: only one set of behaviors
are routinely cognitively available to, and legitimated for, the individual, because there is only one organization inﬂuencing the individual. As a result, the
individual is more likely to exhibit those behaviors even if she never formally
joins the organization whose niche she occupies. In the latter case, individual
networks lead to several different reference groups, multiple sets of behaviors
are available, and multiple organizational identities and cultures are present
and in direct competition, thereby reducing the inﬂuence felt from any one of
them. As a result, the individual may exhibit the behaviors characteristic of at
least one organization but is less likely to exhibit all the behaviors character800
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istic of any speciﬁc organization or to exhibit only those behaviors. Moreover,
while individuals may be aware of this competition, no such awareness is necessary for these effects to occur: if two organizations are exploiting the same
pool of human time, they are in competition.
Returning to our earlier example, imagine that the suit-wearing business
school professors share their local area of Blau space with a second group:
engineering professors. These engineering professors have settled on jeans
and a collared shirt as standard work attire and will also be seen on campus,
in neighborhoods, restaurants, and other settings populated by similar others.
Because the niche of the business school professors overlaps with the niche
of the engineering professors (i.e., it is composed of demographically similar
individuals), both types of professors will be seen in the same settings and by
the same people. Thus both suits and jeans-and-shirts will be cognitively
available and normatively acceptable to others in the area of overlap, but
individuals cannot wear both styles of dress simultaneously, creating competition between them. And because this diversity of dress reduces the level
of endorsement that either receives, nonmembers are exposed to less (and
less consistent) inﬂuence to dress one way or the other. It may still be likely
that each of these modes of dress will spread to others, but the diversity of
options makes it less likely that any given person in the overlapping area
will, for example, adopt suits speciﬁcally or that suits become dominant generally. This leads to the following hypothesis:
NICHE OVERLAP HYPOTHESIS.—Individuals who are located in only a single niche (i.e., exclusive nichers), regardless of their membership in the organization, are more likely to engage in the organization’s typical behaviors than
are individuals who are located in two or more niches (i.e., manifold nichers).
Our concept of organizational leakage is consistent with social identity
theory (SIT; e.g., Tajfel 1982; Hornsey 2008); organizations foster particular identities (Ashforth and Mael 1989), and these identities produce behaviors (Eccles and Barber 1999; Barber et al. 2001). Moreover, once they develop, these identities can become widely dispersed throughout a “crowd,”
only some of whom are members of the organization (e.g., Newman and
Newman 1976; Brown et al. 1986; Brown and Lohr 1987). However, social
identity theory also predicts that when identity is challenged, individuals
adhere more closely to an identity prototype and maximize their distinctiveness from other groups (e.g., Hogg and Terry 2000; Ellemers et al. 2002).
This would lead to an expectation that organization-typical behaviors should
be exhibited at higher levels in areas of manifold niche overlap, where identities are in conﬂict, than in areas of exclusive niche overlap, where one organizational identity dominates, which is contrary to our expectations. Moreover, SIT’s effects occur when the individual adopts the corresponding
identity (e.g., athlete), whereas our theory requires only contact with the organization.
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Organizational leakage is also consistent with social comparisons theory
(SCT; e.g., Festinger 1954; Goethals 1986); individuals seek to evaluate their
performance and, when objective measures are unavailable, will make use of
comparisons to others. Even when objective measures are available, social
comparisons may still be used and can exert a greater effect on the individual
than objective indicators (Klein 1997). Moreover, while comparisons are made
promiscuously, greater emphasis is placed on comparisons to similar others
(Gilbert, Giesler, and Morris 1995). SCT might therefore lead us to a similar
expectation that individuals will tend to adopt the behaviors of those nearby
in Blau space so as to compare favorably with them. However, later research
indicates signiﬁcant ﬂuidity in the criteria used to select others for social comparisons (Wilson and Ross 2000) and that comparisons are often made to a
set of “typical” others, without regard to their similarity on relevant details
(Mussweiler and Ruter 2003). In other words, SCT argues that individuals
shape their own behavior on the basis of the behaviors of others, as do we,
but is not speciﬁc that the relevant set of others are casual contacts as measured through Blau space. Moreover, SCT does not produce our niche competition effects. Therefore, while our theoretical model has some obvious consistencies with both SIT and SCT, it nonetheless makes distinct predictions
and is not identical to either.13
In summary, we argue that the norms and behaviors common in organizations will spread to those who are socially proximate through a process we
term “organizational leakage” and that this process is moderated by the
competition between organizations. Organizational leakage occurs via ongoing relationships (i.e., network ties), indirect ties, and casual contacts and
is therefore difﬁcult to fully measure with traditional network methods. We
use Blau space modeling to capture casual contact, proximity, and competition and derive a set of hypotheses relating overlap in a Blau space model
to individual behavior (see ﬁg. 1).
Scope Conditions
We deﬁne ﬁve scope conditions for our theory. First, our theory is limited to
structurally cohesive (often face-to-face) groups. Common membership in a
group increases the likelihood of casual contact, but many groups are so
large that it is impossible for any one member to know all of the others.
As a result, normative consensus may emerge primarily at the subgroup level
rather than for the group as a whole. In such cases, the subunits of an organization would qualify as “groups” under our theory and ought to exhibit organizational leakage. Returning to our earlier example, the business school
and engineering school are subunits of a university. Each of these subunits,
13

We also do not regard this work as a test of either SCT or SIT.
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FIG. 1.—Exclusive and manifold nichers in a two-dimensional Blau space with three
competing organizations.

which operate on a face-to-face basis, functions as a separate normative
group from the other even though they are nested within a larger structure.
Similarly, different norms and behaviors might become common in different
branches of a business, especially if they are geographically distant. The critical factor is whether the group as a whole is sufﬁciently well connected and
cohesive as to allow a behavior to become normative throughout. On the basis of prior work (Friedkin 1983), we suggest that organizations in which the
average geodesic path (i.e., shortest path through a network) separating members is of length two or less will be sufﬁciently cohesive. Face-to-face groups,
in which all members are directly acquainted, are a special conforming case.
While we would certainly expect some degree of normative consensus throughout a large organization, often as a result of policy directives, the effects we
describe are limited to structurally cohesive groups or subgroups.
Second, our theory is limited to behaviors about which (sub-)groups exhibit normative consensus. Some groups are functionally homogeneous, fa803
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voring the development of many behavioral norms. Other groups, while cohesive, are functionally heterogeneous, thus favoring the development of
norms applying more narrowly to functionally equivalent individuals (e.g.,
separate norms for professors and department staff). We expect organizational leakage to occur most reliably when the leaking behavior is held widely,
rather than narrowly, by organization members.
Third, in order for ideas or behaviors to leak via casual contact, they must
be observable in other contexts and can therefore be adopted by persons
present in these contexts. Some behaviors, such as the wearing of suits or
polo shirts, will be easily observable in almost any context and thus should
spread quite easily via casual contact. Other behaviors, such as particular
ways of presenting statistical coefﬁcients, may spread readily in certain contexts (e.g., joint meetings between engineering faculty and industry personnel) but not in others (e.g., in restaurants). Finally, some behaviors may never
be exhibited outside of the relevant organization (e.g., norms for interaction
in a faculty meeting) and thus will be unable to spread. We anticipate organizational leakage to occur for a behavior only when it can be observed
in nonorganizational contexts and that it will spread only to those who
are present in those contexts to observe it.
Fourth, leaking behaviors will be adopted by individuals in the local social context only when the behaviors are usable by those individuals. In the
above example, observability is the key criterion as effectively all individuals wear clothing, and thus all individuals could conceivably adopt these
suits or collared shirts. But if the engineering faculty members were to discuss norms of hypothesis testing around staff members in their departments, these behaviors might not spread simply because those persons have
no particular need to formally test hypotheses in the ﬁrst place. That said,
we note that if a behavior is exhibited or otherwise comes up in a setting, it is
likely that it is relevant to at least certain members, or circumstances, of the
context. Additionally, even if exposed individuals do not exhibit the behavior, they are nevertheless exposed to it and will become more favorable to it
because of the mere exposure effect.
Fifth, in order for the effects of niche overlap to be felt, the two niches
must be able to compete for the same individuals; in other words, the organizations must be members of the same organizational ecology. For example, a fraternal organization and a sports organization that have identical
niches and recruit from the same city are members of the same ecology
and are in competition. In contrast, if the same two organizations had identical niches but recruited from different cities, they would not be in competition for the same pool of individuals and therefore would not be members
of the same ecology. Similarly, while niches can be constructed for organizations at a very high level (e.g., national level), these niches imply very little
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concrete interaction between individuals within them, and thus our predicted
effects should be reduced or eliminated entirely.
In the future we believe that several of these conditions can be relaxed.
However, relaxing these scope conditions will require additional theoretical
and empirical work, and so we set it aside pending empirical conﬁrmation
of our existing theory.
DATA, METHODS, AND ANALYTIC STRATEGY

Data
Our data derive from the National Longitudinal Study of Adolescent to
Adult Health (or Add Health), a nationally representative sample of U.S.
adolescents (Harris 2009). These data were gathered by taking a stratiﬁed
sample of high schools (public and private) and then sampling students
from within these schools. The resulting data include measures of basic demographics (e.g., sex, race, national origin), academic performance, living situations, and attitudes and behaviors, as well as social networks. It is an especially good data set for this study because it combines information on a
number of behaviors (e.g., deviant activities such as ﬁghting or vandalizing
property), membership information for a number of groups (permitting the
calculation of niches), and sociometric social network data useful for demonstrating the ability of a Blau space model to capture casual contact. Each
school is also a separate organizational ecology (i.e., an independent Blau
space), yielding a robust test of our hypotheses, and the collection of data from
schools guarantees that the respondents (i.e., students) have frequent physical
access to each other.14 Finally, much of the existing work on casual contact–
like processes, including the research on crowds (e.g., Newman and Newman
1976; Brown et al. 1986; Brown and Lohr 1987; Eder and Parker 1987) and
local positions (e.g., Field et al. 2006; Crosnoe et al. 2008; Frank et al. 2008,
2013), has relied on data on adolescents in general and the Add Health in particular. While our theory is not speciﬁcally about adolescents, the multiple
ecologies contained in the Add Health are essential to a valid test and simplify
comparisons between our work and related efforts. This is therefore an ideal
data set for testing our theory.
The Add Health data were collected longitudinally, but most of the variables required for our analysis are available only in wave 1, which forces us
to use a cross-sectional approach. Our hypotheses can be evaluated without
the use of longitudinal data, and the implications of this limitation are discussed at greater length below. Wave 1 includes both an in-school questionnaire and an in-home interview conducted somewhat later. The in-school
14

We are unaware of any similarly detailed data that contain so many separate ecologies.
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questionnaire was administered to 90,118 students between September 1994
and April 1995 on a single day, determined uniquely for each school, using
paper forms that were distributed to all students present in school on that
day. This attendee sample was then supplemented by 20,745 in-home interviews conducted by a member of the research team between April and December 1995. Respondents to the in-home survey were drawn from the original sampling frame, regardless of their participation in the in-school data
collection. These data were collected using both a face-to-face interview
and an A/CASI (audio computer-assisted self-interview) system that allowed
the respondents to complete sensitive portions of the survey in relative privacy, using headphones to listen to the questions and a computer to respond.
This methodology allowed the adolescents to respond truthfully to questions
about deviant activities such as violence or drug use without being overheard
by others, and the resulting data on deviant behavior are highly reliable. Because we make use of variables from both the in-home and in-school surveys,
our data are limited to those who were respondents in both.
Independent Variables
To test our hypotheses and the underlying theoretical model, we must create a
Blau space for each school that includes both the positions of individuals and
the organization niches. This requires that we ﬁrst select a set of dimensions to
deﬁne the Blau space; second, determine the niche positions of the organizations; and third, identify the positions of individuals relative to the niches.
We deﬁne our Blau space using four variables that affect association:
Add Health Picture Vocabulary Test score (AHPVT) as a proxy for intelligence; body mass index (BMI) as an indicator of physical condition; the interviewer’s assessment of the respondent’s level of physical development
relative to same-age others; and the respondent’s family income as indicated
by a parent, most often the resident mother, as a measure of SES.15 Individuals are located at positions in Blau space corresponding to their unique combinations of characteristics.
We selected these four variables for several reasons.16 First, they are characteristics that affect patterns of association. Adolescents select associates
on the basis of BMI similarity (Crosnoe, Frank, and Mueller 2008; Hayea
15

The AHPVT is an abridged, age-standardized version of the Peabody Picture Vocabulary Test. BMI was calculated from respondent weight and height using the standard
method (e.g., Schaefer, Kornienko, and Fox 2011).
16
An arbitrarily large number of variables can be chosen to create a Blau space, but previous studies have used up to four. For example, McPherson’s organization-level model
(1983) picked age, occupational prestige, education, and sex, while Mark’s individuallevel model (1998) used age, occupational prestige, education, and income. We use four
variables for consistency with prior literature and as a compromise between speciﬁcity
and parsimony.
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et al. 2011; Simpkins et al. 2012), physical development relative to same-age
peers (Stattin and Magnusson 1990; Drapela, Gebelt, and McRee 2006),
family SES (Bearman, Moody, and Stovel 2004; Nathan 2008; Schaefer
et al. 2011), and intelligence (Richardson 1940; Bearman et al. 2004; Burgess, Sanderson, and Umana-Aponte 2011; see also Schaefer et al. 2011;
Barnes et al. 2014). Moreover, both intelligence and SES have been shown
to inﬂuence the assignment of students to academic tracks (Gamoran and
Mare 1989), and these tracks structure friendships (Hallinan and Williams
1989; Kubitschek and Hallinan 1998). We also used exponential random
graph models (see Lusher, Koskinen, and Robins 2013) to conﬁrm that adolescents in our data tend to associate with those like themselves on each of
these characteristics, controlling for demographic variables, organizational
comembership, and network endogeneity effects (see the appendix for details). Therefore, on the basis of both previous scholarship and analysis of
the existing data, we know that these dimensions help structure association
and are appropriate for our study. Second, while Blau space analyses of organizational competition have represented categorical dimensions (e.g., race,
sex) as the percentage of members who belong to a speciﬁc category (e.g., percentage female), this strategy cannot be used to plot the locations of individuals (e.g., an organization can be 60% male and 40% female, but individuals
are male or female). As there are no validated techniques for including categorical dimensions in our individual-level analyses, we select only continuous variables as Blau dimensions. For this reason, we also do not include age
or grade as Blau dimensions. These variables are clearly salient to our population and in principle are interval (age) or ordinal (grade). Nonetheless, academic course selections are constrained by grade, and this variable behaves
more like a categorical variable in practice. Likewise, age is so strongly correlated with grade (r 5 .914, P < .001) that it exhibits the same deﬁciency.
Fortunately, while grade strongly constrains the academic lives of students,
it has a much weaker inﬂuence on voluntary organization participation.
Clubs, such as drama or band, discriminate weakly or not at all on the basis
of grade, while sports (e.g., football) often include both a junior varsity and
varsity division, each of which typically contains a mixture of grades. Omitting potentially salient dimensions (e.g., race and sex) compacts the Blau space,
introducing individuals into a context in the model who do not, socially speaking, belong there. This reduces the extent to which behavior appears to be
inﬂuenced by local context, and thus omitting these dimensions makes our
hypothesized effects harder to detect and our tests more conservative. We
also control for important categorical factors (including age) elsewhere in
our models, thereby determining their direct, as opposed to ecological, effects. Third, we use only demographic variables as dimensions in our Blau
space and do not use other factors such as attitudes; previous research (e.g.,
Mark 1998) has predicted cultural preferences using a demographic Blau
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space, suggesting that demographic factors are more often antecedent to
opinions than the reverse. Finally, the demographic factors we select are
generally not determined by respondent preferences. Parental income and
physical maturation are entirely out of the respondent’s control. Intelligence is largely outside respondent control, although the measure we use
could hypothetically be improved with training. Finally, research suggests
that 68%–83% of the variance in BMI among adolescent girls is attributable to genetics (Duncan et al. 2009), and thus preferences likely have a very
limited impact on BMI. Respondents have limited or no control over their
positions on any single one of these dimensions and by extension have no
effective control over their position as measured using all four. Individual
preferences therefore cannot account for both Blau space position and individual behavior. We do not normalize these dimensions in any way because
any valid normalization would have no impact on the degree of overlap between niches.
Using these four variables to create a Blau space is distinct from including them as independent variables in standard regression analyses because
it relies on a different causal logic and avoids sacriﬁcing social detail on the
altar of linear effects (e.g., McPherson 2004). By using these variables to deﬁne a Blau space, we focus on the individuals’ “action in context” (Abbott
1997, p. 1158) rather than on the aggregation of individuals into variables
(see also White, Boorman, and Breiger 1976; Abbott 1988). What matters
for predicting the outcome is the respondent’s position in Blau space relative to the niches of competing entities. As an analogy, if we were interested
in understanding the health effects of living near a toxic chemical spill, we
would determine the latitude and longitude of the spill as well as of each
household in the area and then use those coordinates to calculate the distances between each household and the toxic chemicals. Short distances
to the spill would likely predict poorer health, and greater distances better
health, but the causal factor is position relative to the spill (i.e., their context)
rather than coordinates. Similarly, our effects are driven by position relative
to the niches (e.g., whether one is overlapped by a niche or niches) rather
than the absolute position in Blau space (e.g., particular values for BMI
or income). Because the niches are located at different combinations of dimensions in each school (i.e., the ecology of each school is independent), any
effects we observe are unlikely to be attributable to speciﬁc combinations of
Blau space parameters. While any of our four Blau space dimensions could
be included as independent variables, and we do so for control purposes,
this speciﬁes a different relationship to our outcome and is not equivalent
to a Blau space approach.
Next, we deﬁne the niches that populate our Blau space by using measures of membership in several voluntary organizations (also referred to
as “groups” for simplicity), including athletic clubs (e.g., baseball/softball,
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football), academic clubs (e.g., math club, German club), artistic clubs (e.g.,
dance, theater), other clubs (e.g., Future Farmers of America), religious
youth group attendance, formal full-time employment, and gangs.17 These
are primarily voluntary organizations but nevertheless are groups with unique
goals, cultures, and identities. For example, most of the athletic clubs are
dedicated to team sports, which require organization and encourage collective sentiment. Likewise, the Add Health asks about participation in a
“named gang,” implying that the group exists independent of speciﬁc individuals and is not just an informal collection of youths. Our data cannot distinguish membership in speciﬁc groups (e.g., working as a waitress from working as a saleswoman), but the proper level of analysis for Blau space is the
“species,” deﬁned as the organizational type, rather than the “individual,”
typically deﬁned as a speciﬁc organization (see also McPherson 1983; Eccles
and Barber 1999). It is well known that organizations that belong to the same
ﬁeld or market often exhibit similar norms and behaviors (e.g., DiMaggio and
Powell 1983; Uzzi and Lancaster 2003). Because each of the adolescent clubs
aggregated into a group is located in the same school and will often share
members (e.g., the same individuals may compete in sports that occur in different seasons), this organizational isomorphism is likely to be especially robust in our case. Empirically, this method is advantageous because not every
speciﬁc organization (e.g., soccer team) is present in every school, but these
organizational species are invariably found in every school. Finally, existing
research has used this method of aggregation and found that adolescents
are more likely to develop a network tie if they share a species membership
(Schaefer et al. 2011), which supports the ecological validity of this approach.
Our aggregation of speciﬁc clubs into club types is thus appropriate theoretically and practically. Roughly 87% of our ﬁnal analytic sample are members
of at least one of the groups described above, and the majority of those who
are not members are still overlapped by one or more niches. In the event that
participation in one group within a species makes participation in another
group in that species more likely (e.g., soccer and baseball), then they are likely
to exhibit similar organization-typical behavior, consistent with our aggregation. In the event that participation in one group makes participation in
17

Participation in religious youth groups may not be wholly under the adolescent’s control
and thus may not be entirely “voluntary,” but this is likely to be the case to a greater or
lesser extent with any extracurricular activity. We include it to provide a more complete
picture of adolescent activity commitments. The Add Health asked a gang membership
question only in wave 2, which was collected approximately 12 months after wave 1, while
all other club membership items were asked only in wave 1. We therefore use the wave 2
data to specify the gang niche in wave 1. Because this question was retrospective (i.e.,
“Have you ever been initiated into a named gang?”), doing so will incorrectly classify only
individuals who were not gang members at wave 1 but became gang members by wave 2.
Otherwise, all data derive from wave 1. Gang membership was determined during the A/
CASI portion of the interview and is highly reliable.
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another group of the same species less likely, they are more likely to exhibit
different behavioral proﬁles, thus punishing our hypotheses. As such, aggregating these groups to the species level is theoretically and practically appropriate and does not unfairly advantage our hypotheses.
Although we calculate niches for a variety of groups, we test our hypotheses by focusing on two types: gangs and athletic clubs. These two groups
are chosen for several reasons. First, they provide examples of both deviant
and nondeviant groups and therefore offer a rigorous test of our hypotheses.
We might reasonably expect that the factors that lead to gang-typical behavior differ from those that lead to athletic-typical behavior, and if our
model can predict both, it suggests that it is general in nature. Second, these
are both face-to-face groups, which should exhibit strong Blau space effects.
Finally, sufﬁcient behavioral measures (described below) are available for
each group, whereas the same types of variables are unavailable for other
groups (e.g., academic clubs). While we can locate the niches of other groups
in our Blau space model, we do not have independent measures of the typical behaviors of these groups to use as a dependent variable. These two
groups are thus appropriate on theoretical, substantive, and methodological grounds. The niches for all group types (i.e., athletic groups, academic
groups, artistic groups, other school groups, religious youth groups, formal
full-time employment, and gangs) are included in our Blau space, and all
are used to determine niche overlap, but we predict the behaviors associated
only with athletic groups and gangs.
Having identiﬁed our groups, we must deﬁne their niches and identify areas of overlap. Following McPherson (1983), our niches are centered on the
mean value of a parameter for a particular group and extend 1.5 SDs above
and below this mean. For example, if athletic clubs have a mean IQ of 102
with an SD of 8, the niche of athletic clubs in the IQ dimension would extend
from 90 to 114. We adopt this niche width because it has been found to provide the best ﬁt in several studies (McPherson 1983; McPherson and SmithLovin 1988; McPherson and Ranger-Moore 1991; McPherson and Rotolo
1996; Mark 1998) and is strikingly close to the optimum niche width for biological organisms (i.e., somewhat more than 1.4 SDs; see Levins 1968).
Some studies have used other niche widths that provided more favorable
results (e.g., Popielarz and McPherson 1995; Bonikowski 2010), and we could
do the same, but we view a niche width of 1.5 SDs as having the greatest prior
justiﬁcation and prefer it to the alternatives.18 Because we use four Blau space
dimensions, our niches are regular four-dimensional polygons. Individuals located within a niche (i.e., whose Blau space coordinates are within 1.5 SDs
of the niche mean in all dimensions) are competed over by that organization
18

Sensitivity analyses show that our results are robust to changes in niche width but improve somewhat if we use larger niches for gangs and smaller niches for athletic groups.
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but are not automatically members. Individuals outside a niche can become
members of that organization, though the likelihood decreases with increasing distance from the niche. Two niches that occupy the same area of Blau
space (e.g., artistic clubs and full-time employment), partly or in whole, are
said to be overlapping, and we distinguish between areas of overlap, where
two or more niches are present, and areas of nonoverlap, where only one
niche is present.
Finally, to test our hypotheses, we created a set of binary independent variables. To test the niche membership hypothesis, we generated a gang nicher
variable and an athletic nicher variable that equal one when the respondent is
within the niche of his or her school’s gang and athletic group, respectively,
and zero otherwise. Because these variables are calculated using each school’s
unique niches (i.e., the niches of each organization type are in different locations in each school), their effects depend on whether one is overlapped
by a particular niche or niches and not on the absolute Blau space parameter values (e.g., whether one has a high PVT score or low BMI).
To test the niche overlap hypothesis, we decomposed the nicher variables
into an additional pair of binary variables for exclusive nichers and manifold nichers. The former equals one when the respondent is in the focal
niche (gang or athletic, depending on the model) for his or her school but
is not within the niche of any other organization. The latter equals one when
the respondent is both within his or her school’s focal niche (gang or athletic,
depending on the model) and also in the niche(s) of one or more of the other
organizations in the ecology (e.g., artistic, athletic, religious youth group). A
single respondent cannot be both a manifold and an exclusive nicher, and
the omitted category is individuals who are outside the focal niche (i.e., nonnichers). We expect that nichers will be more likely to exhibit organizationtypical (gang or athletic) behavior than those outside the niche, but exclusive nichers will exhibit higher levels of the behavior than manifold nichers.
Proportions of our sample that fall into these categories are given in table 1.
Because niches cannot be deﬁned when the number of members is very
small (e.g., a standard deviation cannot be calculated from a single score),
we limit our analyses to schools with three or more gang members, for a total of 81 schools and 8,625 respondents.19
Blau space is a useful tool because of its similarity to a physical space, but
it is not a physical space. As a result, measuring “distance” in a Blau space
model runs the risk of incorporating features that are appropriate physically
but are not appropriate socially. First, prior research (Burt 1991) indicates
that a unit difference in a single dimension (e.g., 5 years of age) can exert a
variable inﬂuence on association across the range of that dimension (e.g., as19

Imposing the same requirement for athletic groups has no effect as there are always at
least three athletic group members in any given school.
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TABLE 1
Descriptive Statistics for the Ecological Variables (N 5 8,625)
Variable

Percentage of Population

Gang nicher . . . . . . . . . . . . . . . . . . . .
Gang manifold nicher . . . . . . . . . . . .
Gang exclusive nicher . . . . . . . . . . . .
Athletic nicher . . . . . . . . . . . . . . . . . .
Athletic manifold nicher . . . . . . . . . .
Athletic exclusive nicher . . . . . . . . . .

22.0
20.4
1.6
60.0
58.9
1.1

sociation between a 12- and 17-year-old is less likely than between a 30- and
35-year-old). Thus, distance calculated in terms of the raw dimension may
be misleading. Second, in contrast to a physical space, the social distance
between point A and point B in a dimension can differ from the distance
between point B and point A (e.g., individuals are more likely to form relationships with those higher in a status hierarchy than with those lower; see
Laumann 1965, 1966; Brashears 2008b). Finally, while physical dimensions
are measured in common units (inches, meters, etc.), Blau space dimensions
are not (BMI units, thousands of dollars, etc.). As a result, while it is mathematically possible to calculate the distance between points separated by two
or more dimensions (i.e., the hypotenuse of a triangle whose legs are in different dimensions), the meaningfulness of this distance is unclear. Moreover,
transforming the dimensions into a common metric (e.g., z-scores) would
not compensate for differences in social meaningfulness. In summary, linear
distance measures in Blau space models incorporate assumptions about social space that are unlikely to be theoretically reasonable.
Empirically, we ﬁnd that most of the manifold nichers are located toward
the center of their niches, while the exclusive nichers appear near the edge.
This is unsurprising as most of the niches are clustered where there are more
individuals to be recruited (i.e., where the carrying capacity is greatest; see
McPherson and Ranger-Moore 1991). Moreover, in our sensitivity analyses
for niche width (see n. 18 above), using smaller niches that are more concentrated on the niche centers did not invariably lead to improvements in ﬁt. As
such, our data are inconsistent with a simple model wherein proximity to
the center of a niche, without regard to competition, predicts behavior. Our
focus on niche overlap (i.e., our nicher, exclusive nicher, and manifold nicher
binary variables), rather than linear distance, is therefore appropriate on theoretical and empirical grounds.
Dependent Variables
Our dependent variables are indices of the frequency with which respondents engage in athletic-related and gang-related activities. We use the
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15-item Add Health delinquency scale as our index of gang-related activities, and thus our index is similar or identical to that used in other studies.20
We created an index of athletic-related behaviors by having three undergraduate coders independently search the Add Health codebook and identify items that captured behaviors they believed to be typical of athletic
clubs. Any variable on which the coders unanimously agreed was included,
resulting in a two-variable (i.e., play an active sport, engage in various
forms of exercise) index of athletic activities (see table 2).21 All items in both
scales measure behavioral frequency (preceding week for athletic activities
and preceding 12 months for delinquency) and are scaled from 0 to 3, where
0 corresponds to “never,” 1 to “1 or 2 times,” 2 to “3 or 4 times,” and 3 to “5 or
more times.” For simplicity, we sum these variables, and thus the indices
capture the number of activities the respondent engages in and the intensity
of engagement. Measures of construct validity support our gang-related activities index (a 5 0.831) as well as our athletic-related activities index (q 5
0.257, P < .001).22
Our dependent variables are measures of organization-typical behavior
but are nonetheless quite generic. For example, it might in some ways be
more compelling if we showed that a behavior unique to a particular group
(e.g., adoption of a speciﬁc type of clothing by all football players) were to
leak into the surrounding social environment. We do not adopt this approach
for two reasons. First, such speciﬁc and idiosyncratic indicators are, by definition, speciﬁc and idiosyncratic and thus are not consistent across schools or
captured in any systematic way in our data. In contrast, athletic-related and
gang-related behaviors should be common to these groups across all of our
schools and are adequately measured. Second, while speciﬁc and idiosyncratic behaviors would be quite useful, they are substantively less interesting
than showing that our model can predict meaningful behaviors, such as the
propensity to exercise (in light of the obesity epidemic) or propensity to engage
in delinquent behavior (which has obvious, potentially lifelong, consequences).
Thus, our selection of these more generic behavioral scales reﬂects methodological demands, data limitations, and a desire to show the substantive importance of organizational leakage.

20

Haynie (2001), who also used the Add Health, employed a 14-variable index of delinquent activity, 12 of which overlap with ours. If we substitute Haynie’s scale for our own,
the results do not change markedly.
21
Employing the same procedure for deviant activities reproduced the Add Health delinquency scale, indicating that this method produces sensible results.
22
Spearman’s rho is used for the athletic-related behaviors index because Cronbach’s alpha produces small values when the number of items is low. As a check, we computed
Cronbach’s alpha for several pairs of items from the gang-related behaviors index,
and the value was always comparable to the athletic-related behaviors index.
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TABLE 2
List of Variables Used in Creating the Dependent Variables (N 5 8,625)
Variable
Deviant activities: In the past 12 months, how often did you:
Paint grafﬁti or signs on someone else’s property or in a public place? . . .
Deliberately damage property that didn’t belong to you? . . . . . . . . . . . . .
Lie to your parents or guardians about where you had been or
whom you were with? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Take something from a store without paying for it? . . . . . . . . . . . . . . . . .
Get into a serious physical ﬁght? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Hurt someone badly enough to need bandages or care from a
doctor or nurse? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Run away from home? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Drive a car without its owner’s permission? . . . . . . . . . . . . . . . . . . . . . . . .
Steal something worth more than $50? . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Go into a house or building to steal something? . . . . . . . . . . . . . . . . . . . . .
Use or threaten to use a weapon to get something from someone? . . . . . .
Sell marijuana or other drugs? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Steal something worth less than $50? . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Take part in a ﬁght where a group of your friends was against
another group? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Act loud, rowdy, or unruly in a public place? . . . . . . . . . . . . . . . . . . . . . .
Deviant activities index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Athletic activities: During the past week, how many times did you:
Play an active sport, such as baseball, softball, basketball, soccer,
swimming, or football? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Do exercise, such as jogging, walking, karate, jumping rope,
gymnastics, or dancing? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Athletic activities index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Mean

SD

.14
.25

.49
.59

.95
.38
.42

1.05
.78
.74

.23
.09
.14
.07
.07
.05
.13
.33

.57
.35
.47
.35
.35
.30
.52
.75

.24
.73
4.22

.58
.91
5.15

1.42

1.14

1.63
3.07

1.04
1.74

Control Variables
We include several control variables in our analyses. First, we include four
social network variables to distinguish the direct inﬂuence of friends from
the effect of niche position. The Add Health asked respondents to identify
their (one or ﬁve) best male and (one or ﬁve) best female friends. These network data provide measures of the respondents’ strongest ties but almost
certainly do not capture all of their ongoing relationships, much less their
casual contacts. Identifying effects from our nicher variables while controlling for these strong ties would indicate that our respondents are being inﬂuenced by social contacts (e.g., classmates and other acquaintances) other
than their closest associates, consistent with organizational leakage. We begin with a variable for the proportion of all close friends (i.e., those identiﬁed
by the Add Health network items) who are afﬁliated with the focal organization; a larger proportion of close friends who are gang or athletic club
members should increase the respondent’s engagement in deviant or athletic activities, respectively (Jussim and Osgood 1989; Matsueda and An814
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derson 1998; Haynie 2001).23 Respondents whose close friends engage in
more deviant or athletic activities should also engage in more of these activities themselves, and so we include the mean level of deviant or athletic activity among the respondent’s close friends as a control.24 The respondent’s
level of sociability may have an independent effect on collective behaviors
(e.g., by determining their level of demographic availability), and we include a measure of the amount of time spent with close friends during the
preceding week. Finally, we include a dichotomous variable for the respondent’s membership status in the focal group to ensure that niche overlap has
an impact net of membership.
Second, drawing on existing research, we include two psychological variables and one availability variable that should directly affect both deviant
and conventional behaviors: quality of parent-child relationship, attachment to school, and level of truancy. These behaviors are thought to exert
their effects on the outcome variables independent of our network or niche
variables. Research suggests that a strong parent-child relationship decreases
the likelihood of engaging in deviant behaviors (Gove and Crutchﬁeld 1982).
Because mothers are often the primary or custodial caregivers, we measure
the quality of the parental relationship using an item capturing the respondent’s closeness to his or her mother. A close attachment to one’s school has
also been found to decrease an adolescent’s deviant behaviors (Dornbusch
et al. 2001), and a strong attachment might also increase engagement in conventional behaviors (e.g., athletic behaviors) that are associated with the
school. We measure attachment to the school using the respondent’s selfreport. Finally, truancy, which by deﬁnition reduces engagement in school,
can lead to increased involvement with delinquent peers and greater deviance (Henry and Huizinga 2007). We measure truancy as the self-reported
frequency of skipping school without an excuse.25
Third, we included three demographic variables: sex, age, and race.26 Sex
is coded 1 if the respondent is female and 0 if male, age ranges from 10 to 19,
23

Substituting a binary variable indicating whether any of the respondent’s friends are in
the focal group produces similar results.
24
We are interested in ecological effects, so we include both the saturation schools, where
all students were recruited, and the nonsaturation schools, where probability sampling
was used. This variation in data structure precludes the use of cross-sectional contagion
models (e.g., Marsden and Friedkin 1993), but our mean activity level variable is a reasonable substitute.
25
Truancy was not included in the deviance index because our coders did not judge it as
being uniquely associated with gangs and it was not part of the Add Health delinquency
scale.
26
Age and grade are strongly correlated (r 5 .914, P < .001) and so cannot both be included
in the same model. We use age because its greater dispersion provides somewhat more
information. Estimating our models using grade instead produces substantively identical
results.
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and race is coded 1 if respondents marked their race as white and 0 otherwise. These variables are included because they inﬂuence association (e.g.,
Marsden 1987, 1988; McPherson and Smith-Lovin 1987; Ibarra 1995; Brashears 2008a; Smith et al. 2014) and, in certain schools, may be directly related to the dependent variables (e.g., if more sports clubs are available for
males than for females).
Finally, we include our four Blau space parameters—AHPVT score, physical maturity, BMI, and family income—as controls. These allow us to distinguish our ecological proximity effects from the linear impact of the variables
making up our Blau space. A statistically signiﬁcant effect for any of these
variables would indicate that a dimension has a direct effect on the outcome
(e.g., higher-PVT individuals are more likely to be deviant), while a lack of
signiﬁcance indicates no direct effect on behavior. The lack of a direct effect
for a given control does not, however, mean that niche position in a Blau
space using that dimension is also nonsigniﬁcant in effect. Descriptive statistics for the control variables are available in table 3.
Analytic Strategy
We test our hypotheses by regressing our nicher variables on engagement in
deviant and athletic behaviors, controlling for other effects. Both of our dependent variables violate the normality assumption of ordinary least squares
regression, so we use negative binomial regression for deviant activities and
ordered logistic regression for athletic activities. Negative binomial regresTABLE 3
Descriptive Statistics for the Independent Variables
Used in the Analysis (N 5 8,625)
Variable

Mean

SD

Min

Max

Gang membership (%) . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Athletic club membership (%) . . . . . . . . . . . . . . . . . . . . . .
Proportion of friends who are in a named gang (%) . . . . .
Proportion of friends who are in an athletic club (%) . . .
Friends’ mean deviant activity . . . . . . . . . . . . . . . . . . . . .
Friends’ mean athletic activity . . . . . . . . . . . . . . . . . . . . .
Time spent with friends . . . . . . . . . . . . . . . . . . . . . . . . . .
Gender (female 5 1) (%) . . . . . . . . . . . . . . . . . . . . . . . . . .
Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Race (white 5 1) (%) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Parent-child relationship . . . . . . . . . . . . . . . . . . . . . . . . . .
Attachment to school . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Truancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
PVT score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Physical maturity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
BMI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Family income (thousands) . . . . . . . . . . . . . . . . . . . . . . . .

3.0
54.6
.2
5.4
.18
.12
2.01
50.5
14.97
67.5
4.54
3.56
.59
103.51
3.41
22.40
49.97

...
...
...
...
.67
.38
.98
...
1.65
...
.77
1.16
1.19
13.93
.83
4.34
52.29

0
0
0
0
0
0
0
0
10
0
1
1
0
13
1
11.25
0

1
1
1
1
11.38
4.8
3
1
19
1
5
5
6
138
5
63.49
999

816

Organizational Leakage
sion allows us to adjust for the positive skew and overdispersion present in
our index of deviant activities (Gardner, Mulvey, and Shaw 1995). Because
the athletic activities index has a restricted range consisting of integer values
(0–6), the ordinal logistic regression model provides a better ﬁt to the data
than the alternatives. In all models, we use robust standard errors to adjust
for clustering on schools in the Add Health data, and we employ sample
weights to control for differential sampling probabilities. The level of aggregation is critical to applying the correct weights, and previous research using
Blau space models has adopted either a national (e.g., McPherson and RangerMoore 1991; Mark 1998; Bonikowski 2010) or a local (e.g., McPherson 1983;
Popielarz and McPherson 1995) level. The choice depends partly on data availability and partly on whether the modeled entities are structurally able to compete. Because schools are constrained to recruit from different school districts
and groups in one school do not compete for members in another, we construct individual Blau space models for each school (i.e., adopt the local level)
and use only the level 1 within-school weight component to correct for design
effects within schools (Chantala and Suchindran 2011). This permits us to
make locally representative statements at the school level, which is appropriate given that the Blau space ecologies of different schools are functionally
independent. Omitting the weights only slightly alters our results, but using
them represents the conservative approach.
Modeling proceeds in three stages. In the ﬁrst stage a model is estimated
for each dependent variable using nicher status as the sole independent variable. A signiﬁcant effect for the nicher status variable would support our
niche membership hypothesis. All control variables, with the exception of
organizational membership status, are also included. In the second stage
we use the exclusive and manifold nicher variables, with the same controls,
to test our niche overlap hypothesis. In the third stage we retain the variables for exclusive and manifold nichers, as well as the previous controls,
but add the control for organizational membership status, providing a more
stringent test of the niche overlap hypothesis. Following these models, we
present a series of additional analyses to rule out alternative explanations
for our ﬁndings. Effects are given as incidence rate or odds ratios (depending on the model) in the text and the table, but untransformed coefﬁcients
are available on request.

RESULTS

Beginning with our control variables, our network, psychological, availability, and demographic controls reveal the anticipated effects (or lack
thereof) on the dependent variables (table 4). Membership in one of the focal
organizations (i.e., gangs or athletic clubs) dramatically increases the likelihood
817
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Ecological inﬂuence:
Nicher . . . . . . . . . . . . . . . .
Manifold nicher . . . . . . . . .
Exclusive nicher . . . . . . . . .
Social network:
Actual membership . . . . . .
Proportion of friends who
are members . . . . . . . . . .
Friends’ mean activity . . . .
Time spent with friends . . .
Individual characteristics:
Gender (female 5 1) . . . . . .
Age . . . . . . . . . . . . . . . . . . .
Race (white 5 1) . . . . . . . .
Parent relationship . . . . . . .
School attachment . . . . . . .
Truancy . . . . . . . . . . . . . . .
PVT score . . . . . . . . . . . . .
Physical maturity . . . . . . . .
2.981 (1.71)
1.04** (.01)
1.23*** (.03)
.69*** (.03)
.94*** (.02)
.89* (.05)
.78*** (.02)
.93*** (.02)
1.20*** (.02)
1.00 (.00)
1.01 (.03)

.69*** (.03)
.94*** (.02)
.89* (.05)
.78*** (.02)
.93*** (.02)
1.20*** (.03)
1.00 (.00)
1.01 (.03)

1.16*** (.05)
1.76*** (.18)

Model 2

2.881 (1.65)
1.04** (.02)
1.23*** (.03)

1.21*** (.05)

Model 1

DEVIANT ACTIVITIES

.71*** (.03)
.95** (.01)
.91* (.04)
.78*** (.02)
.93*** (.02)
1.20*** (.02)
1.00 (.00)
1.02 (.03)

2.951 (1.79)
1.04** (.01)
1.22*** (.03)

2.19*** (.23)

1.10* (.05)
1.28** (.12)

Model 3

.57*** (.04)
.86*** (.02)
.871 (.06)
1.091 (.05)
1.26*** (.03)
.97 (.03)
1.00 (.00)
1.12** (.05)

1.58** (.24)
1.04 (.04)
1.36*** (.04)

1.13* (.07)

Model 4

.57*** (.04)
.86*** (.02)
.871 (.06)
1.091 (.05)
1.26*** (.03)
.97 (.03)
1.00 (.00)
1.12** (.05)

1.56** (.24)
1.05 (.04)
1.36*** (.04)

1.12~ (.07)
1.97** (.44)

Model 5

ATHLETIC ACTIVITIES

TABLE 4
Negative Binomial Regression and Ordered Logistic Regression Analysis of Deviant and Athletic Activities

.67*** (.05)
.88*** (.02)
.881 (.06)
1.11* (.05)
1.18*** (.03)
.98 (.03)
1.00 (.00)
1.10* (.05)

1.24 (.21)
1.03 (.05)
1.37*** (.04)

2.53*** (.17)

1.06 (.07)
1.68* (.40)

Model 6
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NOTE.—N 5 6,390 for models 1, 2, and 3; N 5 8,625 for models 4, 5, and 6. Numbers in parentheses are SEs.
P < .10.
~ P < .05, one-tailed.
* P < .05.
** P < .01.
*** P < .001.

BMI . . . . . . . . . . . . . . . . . .
1.01* (.01)
1.01 (.01)1
1.01 (.00)
1.00 (.01)
1.00 (.01)
1.00 (.01)
Family income . . . . . . . . . .
1.00 (.00)
1.00 (.00)
1.00 (.00)
1.00*** (.00)
1.00*** (.00)
1.00* (.00)
Constant . . . . . . . . . . . . . . . . .
27.99*** (9.71)
27.34*** (9.32)
25.19*** (8.30)
ϰ1 . . . . . . . . . . . . . . . . . . . . . .
23.70 (.46)
23.65 (.46)
22.90 (.48)
ϰ2 . . . . . . . . . . . . . . . . . . . . . .
22.29 (.46)
22.24 (.46)
21.45 (.48)
ϰ3 . . . . . . . . . . . . . . . . . . . . . .
21.38 (.46)
21.33 (.46)
2.51 (.48)
ϰ4 . . . . . . . . . . . . . . . . . . . . . .
2.43 (.47)
2.38 (.47)
.48 (.48)
ϰ5 . . . . . . . . . . . . . . . . . . . . . .
.40 (.47)
.45 (.47)
1.34 (.49)
ϰ6 . . . . . . . . . . . . . . . . . . . . . .
1.29 (.48)
1.34 (.48)
2.25 (.50)
Ln alpha . . . . . . . . . . . . . . . . .
.85 (.05)
.84 (.05)
.81 (.04)
Alpha . . . . . . . . . . . . . . . . . . .
2.33 (.04)
2.32 (.04)
2.25 (.04)
1,136.43
1,460.39
1,248.55
459.36
452.02
789.89
Wald v2 . . . . . . . . . . . . . . . . .
Log likelihood . . . . . . . . . . . . 284,991.41
284,932.17
284,517.71
285,640.25
285,613.80
284,220.49
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of participating in the associated activities. The amount of time spent with
friends produces signiﬁcant increases in the dependent variables across all
models. Having a larger proportion of friends who are members of the focal
group (i.e., gang or athletic club) exerts a positive inﬂuence that approaches
signiﬁcance for deviant activities and is signiﬁcant for athletic activities in
two models (i.e., models 4 and 5).27 The mean level of deviant activities of
one’s friends signiﬁcantly increases one’s own level of deviance in three
models (i.e., models 1–3).
Females and older students are signiﬁcantly less inclined toward both deviance and athletic participation in all models. As expected, a close attachment to one’s school decreases the level of deviance in models 1–3, while it
increases the level of athletic participation in models 4–6. A strong parental
relationship reduces deviance across all models and increases athletic participation in one model (i.e., model 6), while truancy increases deviant behavior
but has no effect on athletic participation. White respondents appear to be somewhat less likely to engage in deviance than nonwhite respondents. Finally, our
four Blau space parameters—AHPVT score, physical maturity, BMI, and family income—are weakly and inconsistently related, if at all, to our dependent
variables. Both physical maturity and family income appear to increase the
level of participation in athletic activities, while BMI has an occasional and
very weak positive impact on engagement in deviant activities. Our Blau
space parameters fail to show any consistent link to the dependent variables,
suggesting that any effects detected for our nicher variables are not the result
of a direct connection between a value of the dimension and the behaviors in
question.
This brings us to the main effects in our models. Do individuals’ ecological
positions in Blau space matter for behavioral outcomes, controlling for the
above direct effects? Our results (table 4) provide clear evidence that they
do. Model 1 indicates that those who are located within the gang niche engage
in signiﬁcantly more deviant activities than nonnichers (b 5 1.207, P < .001),
even while controlling for other factors. Likewise, model 4 shows that those
within the athletic club niche engage in signiﬁcantly more athletic activities
(b 5 1.133, P < .05) than those outside of it. Importantly, these effects are observed even while controlling for the associational and dispositional characteristics described above. Thus, all things being equal, it appears that niche
position does indeed inﬂuence both deviant and conventional behaviors. This
provides support for the niche membership hypothesis.
We then separate the nicher category into binary variables for exclusive and
manifold nichers and include both in our stage 2 analyses (i.e., model 2 and

27

An interaction between niche status and the proportion of member friends was also
tested but had no signiﬁcant effect.
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model 5). This allows us to determine if individual behaviors are affected by
the ecological competition between organizations, as predicted by our niche overlap hypothesis. Model 2 indicates that gang exclusive nichers, those who reside solely within the gang niche, have a substantially greater level of deviance than nonnichers (b 5 1.756, P < .001). Those who are within the gang
niche but who are also overlapped by other niches (i.e., gang manifold nichers)
are also more likely to engage in deviance than nonnichers (b 5 1.164, P <
.001). However, as predicted, the effect on exclusive nichers is greater than
that on manifold nichers (Wald v2 5 16.17, P < .001). Turning to athletic
clubs, we see in model 5 that athletic exclusive nichers engage in signiﬁcantly
higher levels of athletic activities than nonnichers (b 5 1.970, P < .01). Manifold nichers also have higher levels of athletic participation than those outside the niche (b 5 1.120, P < .05 one-tailed), but again the exclusive nicher
effect is signiﬁcantly larger (Wald v2 5 6.15, P < .05). The results conﬁrm the
importance of niche overlap for predicting behavior and indicate that exclusive nichers are more heavily inﬂuenced by their niche location than are manifold nichers, supporting the niche overlap hypothesis. Notably, these mechanisms appear to operate for both legitimate and delinquent activities, and
position relative to the niches appears to have consistent effects across schools
even though the niches may be located in different places in the Blau spaces of
each school.
Although the preceding models supported both of our hypotheses, in stage 3
we add dichotomous variables for gang membership and athletic club membership to model 3 and model 6, respectively, to distinguish the effects of niche
overlap from the effects of membership. As one would expect, including membership reduces the size of our coefﬁcients, but it does not eliminate them. In
model 3 both exclusive nicher status (b 5 1.281, P < .01) and manifold nicher
status (b 5 1.104, P < .05) continue to exert a positive effect on deviance, even
while controlling for gang membership. Moreover, the exclusive nicher effect remains the stronger of the two (Wald v2 5 2.71, P < .05 one-tailed),
as predicted. In model 6, exclusive nichers (b 5 1.683, P < .05) continue to
engage in higher levels of athletic activities, while manifold nichers no longer
differ signiﬁcantly from those outside the niche. While some of the niche effects in the earlier models derived from identifying group members in the
data, niche position nonetheless exerts an independent inﬂuence over both
members and nonmembers, providing continuing support for both of our
hypotheses.28

28

We also estimated models that included interaction effects between membership in the
organization and the manifold and exclusive nicher variables, but the interactions were
nonsigniﬁcant.
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FIG. 2.—Predicted level of engagement in deviant activities

Figures 2 and 3 illustrate the effects of exclusive and manifold nicher statuses on deviant and athletic behaviors, distinguished by the organizational
membership statuses, using predictions generated by models 3 and 6.
In both ﬁgures, the left set of columns shows the predicted levels for nonmembers, while the right set of columns shows the levels for members. Within
these membership statuses, the leftmost column indicates the predicted values
of deviant or athletic activity for nonnichers (the reference group), while the
middle and the rightmost columns give the predicted values for manifold
nichers and exclusive nichers, respectively. The predictions were calculated
using mean values for all control variables. In both ﬁgures, the predicted value
of engagement increases noticeably as we move from nonnichers, to manifold
nichers, to exclusive nichers. These results are completely consistent with our
hypotheses, illustrating the important role that organizational leakage plays in
shaping the behaviors of adolescents.
BLAU SPACE MODELS AND ISSUES OF CAUSALITY

It is appropriate to be concerned about causal direction in research, but
unique features of the Blau space approach as well as ﬁve additional analyses
lend support to our conclusions. First, Blau space models can appear tautological; niches are calculated from the mean characteristics of members, and
thus, by deﬁnition, members will be more common in the niche than outside
of it. However, in our research niches are calculated using an afﬁliation (i.e.,
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FIG. 3.—Predicted level of engagement in athletic activities

organizational membership), but they are used to predict behavior (i.e., athleticrelated and gang-related behaviors). In other words, while it is true by definition that most members of an organization will be found within its niche,
it is not true by deﬁnition that most people who exhibit a particular behavior
will be found within an organization’s niche.
Second, those who engage in a certain type of activity might gravitate toward particular values on the Blau dimensions (e.g., those who enjoy athletic
activity tend to develop a similar BMI) and produce a spurious association
between the two. As discussed above, our Blau space dimensions (i.e., BMI,
PVT score, physical maturity score, and parental income) are largely or completely beyond the control of the respondents. As such, while individuals’ preferences could lead them to join an organization or engage in a particular type
of behavior, they cannot determine Blau space position in one dimension (e.g.,
a preference for academic clubs cannot alter parental income), much less several at once.
Third, our results might be due to the direct effect of the underlying Blau
space dimensions (e.g., parental income). Because we include our dimensions
as control variables, the effects of niche overlap are unlikely to be mistaken
for the direct effects of the dimensions. Additionally, the niches, and niche
overlaps, are not located at the same range of Blau space coordinates in each
school, while the results of overlap are consistent across schools. Table 5 gives
summary statistics for the niche centers (i.e., means) and widths (i.e., standard deviations) for each dimension and focal organization calculated across
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schools. Quite clearly, there is substantial variation both in where the niches
are centered and in the width of the niches from school to school. For example, in the BMI dimension the gang niche is centered on a value ranging from
a low of roughly 15.97 to a high of 32.73, while in the PVT dimension a standard deviation for the athletic group ranges from a low of approximately 8.36
to a high of 27.72. While there is obviously clustering about a central tendency,
there is also considerable diversity.
Nevertheless, to further investigate this possibility we performed a propensity score matching (PSM) analysis (Rosenbaum and Rubin 1983; Rubin
2006). PSM methods simulate an experimental design using observational
data by matching each “treated” individual (e.g., a nicher) to one or more
“untreated” individuals who have similar propensities for being in the treatment group (see Morgan and Winship 2007; Guo and Fraser 2010). This
method has a number of advantages over standard linear models (e.g., Morgan and Todd 2008) and has previously aided in determining causation (e.g.,

TABLE 5
Descriptive Statistics for the Niche Centers and Widths of Blau
Parameters: Gangs and Athletic Groups
Variable
Gang niche:
PVT score:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
Physical maturity:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
BMI:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
Family income:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
Athletic group niche:
PVT score:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
Physical maturity:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
BMI:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
Family income:
Mean . . . . . . . . . . . . . .
SD . . . . . . . . . . . . . . . . .
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Mean

SD

Min

Max

96.92
9.24

10.75
7.33

52.63
0

122.00
53.01

3.29
.60

.56
.43

22.72
2.98

2.83
2.30

34.69
15.35

19.85
18.47

100.76
12.66

8.40
3.29

3.37
.78

.27
.19

22.07
3.87

1.21
.83

19.34
2.32

26.11
6.85

47.56
34.41

23.53
31.29

8.10
4.81

188.32
215.89

2
0
15.97
0
2
0

45.29
8.36
2
0

5
2.12
32.74
9.82
102.45
114.59

119.45
27.72
4.09
1.36
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Lundquist 2004; Diaz and Handa 2006; Trinitapoli and Vaisey 2009; Brand
and Xie 2010). Because our focal niches are in different Blau space locations
in each school, it is possible to ﬁnd a considerable number of treated and untreated individuals with similar propensity scores. This permits us to compare treated (e.g., nicher) and untreated (e.g., nonnicher) individuals who have
similar values on our Blau parameters, and a signiﬁcant difference between
them would be consistent with organizational leakage. We use kernel-based
matching (i.e., propensity score matching based on nonparametric regression; see Guo and Fraser 2010, chap. 7) on our Blau dimensions to identify
several matches for each treated individual. Our results show signiﬁcant differences between the treated and untreated matches for both deviant behavior (t 5 8.269, P < .001) and athletic behavior (t 5 3.742, P < .001). Using an
alternative stratiﬁcation matching procedure on our Blau dimensions in place
of kernel-based matching produces substantively identical results for both deviant behavior (t 5 8.919, P < .001) and athletic behavior (t 5 2.419, P < .05).29
PSM analysis therefore supports our contention that the nicher effects are not
a consequence of respondent values on the underlying Blau dimensions.
Fourth, it could be that organizational niche position is the result of
organization-typical behavior rather than vice versa. For example, early in
childhood, individuals might be interested in particular groups, but as they
age, fewer and fewer remain active members (e.g., many teens have played
soccer, but few are on the high school team). This could leave a large number
of individuals within a group niche who exhibit its typical behaviors but are
not members. Alternatively, it may be that behaviors compete for adherents
and behavioral enthusiasts are more likely to join the corresponding organization. As a result, organizations draw their membership from among those
who already engage in their typical behaviors. Because organizational membership is measured only at wave 1, we cannot use a longitudinal analysis to
resolve this issue. However, if something like the above were to obtain, then
the organizational niche should be located within the niche of the behaviors.
Using the approach described by Mark (1998), we construct niches in each
school for our gang-related and athletic-related behaviors. These niches are
centered on the mean characteristics of those who exhibit high levels of gangrelated and athletic-related behavior and extend 1.5 SDs in each dimension.
We then create a new binary variable for behavioral nichers that equals one
when a respondent is within the focal behavioral niche and zero otherwise.
We estimate a new set of models identical to those in table 4 but with this

29
Stratiﬁcation matching based on the Blau dimensions as well as all remaining covariates continues to support our conclusions (results omitted to save space).

825

American Journal of Sociology
new behavioral nicher binary variable included. We are therefore able to determine if organizational overlap has an effect after controlling for the underlying behavioral niche. The results (table 6) continue to support our hypotheses. As expected, the behavioral nicher variable is a signiﬁcant predictor of
both deviant (models 7–9) and athletic (models 10–12) behaviors. The gang
nicher variable (model 7) remains a signiﬁcant, positive predictor of deviant
behavior (b 5 1.210, P < .01), although the athletic nicher variable loses signiﬁcance (model 10). This suggests that our niche membership hypothesis is
only partially supported. The manifold nicher variables are nonsigniﬁcant for
both deviant (models 8 and 9) and athletic (models 11 and 12) behaviors, although the coefﬁcients remain in the anticipated direction for deviant behaviors. Models 8 and 9 indicate that the gang exclusive nicher variable remains
signiﬁcant for deviant behaviors both when the control for club membership
is omitted (b 5 1.757, P < .001) and when it is included (b 5 1.293, P < .01).
Likewise, models 11 and 12 reveal that the athletic exclusive nicher variable
remains signiﬁcant for athletic behaviors both without (b 5 1.810, P < .001)
and with (b 5 1.534, P < .05 one-tailed) the control for club membership.
This provides continuing support for our niche overlap hypothesis; being exclusively overlapped by an organizational niche produces noticeably stronger
effects from organizational leakage. Therefore, organizational leakage has a
detectable and consistent effect on individual behavior even when controlling for the behavioral niche. Moreover, in model 8 the effect for exclusive
nichers is larger than the effect for behavioral nichers (Wald v2 5 6.87, P <
.01), while in all other models there is no signiﬁcant difference in the size of
their effects. In other words, in all models the effect of being an exclusive organizational nicher is equal to or larger than the effect of being a behavioral
nicher. That our effects of interest are so robust is particularly impressive
given the extensive set of controls we impose in our models.
Finally, we were unable to include age or grade as Blau dimensions despite
their obvious relevance to the population under study, and thus it is possible that including them would somehow disrupt our results.30 Given that the
voluntary organizations included in these data are not especially selective on
grade or age, the most likely way in which these variables could affect our models would be by shaping the academic contexts in which students are lodged
and thus their social networks. However, while some required classes are
strongly associated with particular grades (e.g., Algebra I, English II), others
(e.g., physical education, language courses) are only weakly associated, and
electives (e.g., speech, web design, industrial arts) often contain a heteroge-

30

We did include age as a control variable without disrupting our predicted effects, and
parallel analyses using grade as a control are substantively identical.
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neous mixture of grades and ages. As such, age or grade only imperfectly controls for copresence in these settings and exposure to their inﬂuence. Therefore, we estimate a new series of models that control for the local positions
(Field et al. 2006; Crosnoe et al. 2008; Frank et al. 2008, 2013) of our respondents as proxies for their academic contexts. Data on the local positions of a
limited subset of respondents to the Add Health were obtained (see Muller
et al. 2007), and we estimated four new models (table 7) controlling for these
positions. The ﬁrst two models (models 13 and 14) predict deviant behaviors
while the second two models (models 15 and 16) predict athletic behaviors.
The ﬁrst model in each pair (models 13 and 15) is identical to, respectively,
models 3 and 6 from table 4, with the addition of a control for local position.
The second model in each pair (models 14 and 16) is equivalent to, respectively, models 9 and 12 from table 6, with the addition of a control for local
position. In all cases, using the local position covariate reduces our sample
sizes by 50% or more relative to tables 4 and 6, with the consequent reduction in power. The results of this analysis (table 7) continue to support our hypotheses. Across all models, local position fails to predict the level of deviant
or athletic behavior, suggesting that these characteristics are essentially orthogonal to one’s location within the academic structure. Unsurprisingly,
the behavioral nicher variable is a signiﬁcant positive predictor of both deviant (1.183, P < .05 one-tailed) and athletic (1.342, P < .05) behavior in models
where it appears. The manifold nicher variable is a signiﬁcant positive predictor of deviant behavior only in model 13 (1.187, P < .001) and loses significance in the subsequent model. Manifold nicher status is not a signiﬁcant
predictor of athletic behavior in any model. In contrast, the exclusive nicher
variable is a signiﬁcant positive predictor of both deviant behaviors (model
13: 1.526, P < .05 one-tailed; model 14: 1.568, P < .05) and athletic behaviors
(model 15: 2.661, P < .05; model 16: 2.268, P < .05 one-tailed) in all models.
Overall, this is consistent with our expectation that exclusive nichers should
be more robustly associated with the organization-typical behavior than manifold nichers. As such, in light of both the substantially reduced power and the
inclusion of many controls, we view these results as supportive of our model.
It appears unlikely that our results are an artifact deriving from our inability
to include age or grade as Blau dimensions. Moreover, these results are consistent with our argument that local positions capture a different aspect of casual contact than our method, thereby suggesting that both approaches can be
employed together to achieve greater understanding of the social environment.
None of these supplemental analyses, taken in isolation, can entirely resolve
concerns with alternative causation. But collectively, our additional analyses
eliminate a wide variety of possible alternatives. As a result, it is difﬁcult to see
what mechanisms could account for each school’s unique niche positions, as
well as the degree of overlap between them, producing our hypothesized effects, without actually being the mechanisms we hypothesize.
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Ecological inﬂuence:
Nicher . . . . . . . . . . . . . . . .
Behavioral nicher . . . . . . .
Manifold nicher . . . . . . . . .
Exclusive nicher . . . . . . . . .
Social network:
Actual membership . . . . . .
Proportion of friends
who are members . . . . . .
Friends’ mean activity . . . .
Time spent with friends . . .
Individual characteristics:
Gender (female 5 1) . . . . . .
Age . . . . . . . . . . . . . . . . . . .
Race (white 5 1) . . . . . . . .
Parent relationship . . . . . . .
School attachment . . . . . . .
2.90* (1.58)
1.04** (.01)
1.23*** (.03)
.70*** (.03)
.94*** (.02)
.89* (.04)
.79*** (.02)
.93*** (.01)

.69*** (.03)
.94*** (.02)
.90* (.05)
.79*** (.02)
.93*** (.01)

1.25*** (.09)
1.06 (.06)
1.76*** (.17)

Model 8

DEVIANT ACTIVITIES

2.801 (1.53)
1.04* (.02)
1.23*** (.03)

1.21** (.09)
1.12* (.06)

Model 7

.72*** (.03)
.95*** (.01)
.911 (.04)
.79*** (.02)
.93*** (.02)

2.881 (1.66)
1.03* (.01)
1.22*** (.03)

2.18*** (.23)

1.24*** (.08)
1.01 (.05)
1.29** (.12)

Model 9

.57*** (.04)
.85*** (.02)
.871 (.06)
1.091 (.05)
1.25*** (.03)

1.57** (.24)
1.04 (.04)
1.36*** (.04)

.93 (.09)
1.32** (.12)

Model 10

.57*** (.04)
.85*** (.02)
.871 (.06)
1.091 (.05)
1.25*** (.03)

1.55** (.24)
1.05 (.04)
1.36*** (.04)

1.36*** (.12)
.90 (.08)
1.81** (.40)

Model 11

ATHLETIC ACTIVITIES

.66*** (.05)
.87*** (.02)
.881 (.06)
1.11* (.05)
1.18*** (.03)

1.23 (.21)
1.04 (.05)
1.37*** (.04)

2.53*** (.17)

1.37*** (.11)
.84~ (.08)
1.53~ (.36)

Model 12

TABLE 6
Negative Binomial Regression and Ordered Logistic Regression Analysis of Deviant and Athletic Activities: Behavioral Nicher Controlled
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Model 8

DEVIANT ACTIVITIES
Model 9

Model 10

Model 11

ATHLETIC ACTIVITIES
Model 12

NOTE.—N 5 6,390 for models 7, 8, and 9; N 5 8,691 for models 10, 11, and 12. Numbers in parentheses are SEs.
1
P < .10.
~ P < .05, one-tailed.
* P < .05.
** P < .01.
*** P < .001.

Truancy . . . . . . . . . . . . . . .
1.20*** (.02)
1.20*** (.02)
1.19*** (.02)
.97 (.03)
.97 (.03)
.97 (.03)
PVT score . . . . . . . . . . . . .
1.00 (.00)
1.00 (.00)
1.00 (.00)
1.00 (.00)
1.00 (.00)
1.00 (.00)
Physical maturity . . . . . . . .
1.01 (.03)
1.02 (.03)
1.02 (.03)
1.12** (.05)
1.12** (.05)
1.11* (.05)
1.01 (.01)
1.01 (.01)
1.01 (.01)
BMI . . . . . . . . . . . . . . . . . .
1.01* (.01)
1.01* (.01)
1.011 (.00)
Family income . . . . . . . . . .
1.00 (.00)
1.00 (.00)
1.00 (.00)
1.00*** (.00)
1.00*** (.00)
1.00** (.00)
Constant . . . . . . . . . . . . . . . . .
27.50*** (9.50)
26.61*** (8.96)
24.52*** (8.03)
ϰ1 . . . . . . . . . . . . . . . . . . . . . .
23.63 (.46)
23.56 (.46)
22.81 (.47)
ϰ2 . . . . . . . . . . . . . . . . . . . . . .
22.22 (.46)
22.15 (.46)
21.35 (.48)
ϰ3 . . . . . . . . . . . . . . . . . . . . . .
21.31 (.46)
21.23 (.46)
2.40 (.48)
ϰ4 . . . . . . . . . . . . . . . . . . . . . .
2.36 (.47)
2.29 (.47)
.59 (.48)
ϰ5 . . . . . . . . . . . . . . . . . . . . . .
.47 (.47)
.55 (.47)
1.44 (.49)
ϰ6 . . . . . . . . . . . . . . . . . . . . . .
1.36 (.48)
1.44 (.48)
2.36 (.49)
Ln alpha . . . . . . . . . . . . . . . . .
2.18 (.05)
2.18 (.05)
2.22 (.04)
Alpha . . . . . . . . . . . . . . . . . . .
.84 (.04)
.83 (.04)
.80 (.03)
1,183.01
1,631.47
1,509.39
491.54
484.51
839.01
Wald v2 . . . . . . . . . . . . . . . . .
Log likelihood . . . . . . . . . . . . 284,895.64
284,806.71
284,393.49
285,578.29
285,538.14
284,140.96

Model 7

TABLE 6 (CONTINUED)
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Ecological inﬂuence:
Behavioral nicher . . . . . . . . . . .
Local position . . . . . . . . . . . . . . . .
Manifold nicher . . . . . . . . . . . . . .
Exclusive nicher . . . . . . . . . . . . . .
Social network:
Actual membership . . . . . . . . . . .
Proportion of friends
who are members . . . . . . . . . . .
Friends’ mean activity . . . . . . . . .
Time spent with friends . . . . . . . .
Individual characteristics:
Gender (female 5 1) . . . . . . . . . . .
Age . . . . . . . . . . . . . . . . . . . . . . . .
Race (white 5 1) . . . . . . . . . . . . .
Parent relationship . . . . . . . . . . . .
School attachment . . . . . . . . . . . .
2.46*** (.52)
1.63 (1.39)
1.02 (.02)
1.21*** (.03)
.70*** (.04)
.951 (.03)
.84** (.05)
.78*** (.02)
.94* (.03)

2.46*** (.52)
1.63 (1.42)
1.031 (.02)
1.21*** (.03)
.70*** (.04)
.95 (.03)
.84** (.05)
.77*** (.03)
.94* (.03)

Model 14
1.18~ (.11)
.99 (.01)
1.10 (.08)
1.57* (.34)

DEVIANT ACTIVITIES

.99 (.01)
1.19*** (.06)
1.53~ (.33)

Model 13

.61*** (.07)
.87*** (.03)
.86 (.10)
1.00 (.06)
1.15*** (.05)

1.25 (.31)
.97 (.05)
1.35*** (.07)

2.92*** (.29)

1.02 (.01)
1.10 (.10)
2.66* (1.15)

Model 15

.61*** (.07)
.87*** (.03)
.86 (.10)
1.01 (.06)
1.14*** (.05)

1.23 (.31)
.98 (.05)
1.36*** (.07)

2.90*** (.29)

1.34* (.20)
1.02 (.01)
.89 (.13)
2.27~ (1.07)

Model 16

ATHLETIC ACTIVITIES

TABLE 7
Negative Binomial Regression and Ordered Logistic Regression Analysis of Deviant and Athletic Activities: Local Position Controlled
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NOTE.—Numbers in parentheses are SEs.
1
P < .10.
~
P < .05, one-tailed,
* P < .05.
** P < .01.
*** P < .001.

Truancy . . . . . . . . . . . . . . . . . . . .
PVT score . . . . . . . . . . . . . . . . . .
Physical maturity . . . . . . . . . . . . .
BMI . . . . . . . . . . . . . . . . . . . . . . .
Family income . . . . . . . . . . . . . . .
Constant . . . . . . . . . . . . . . . . . . . . . .
ϰ1 . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϰ2 . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϰ3 . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϰ4 . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϰ5 . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϰ6 . . . . . . . . . . . . . . . . . . . . . . . . . . .
Ln alpha . . . . . . . . . . . . . . . . . . . . . .
Alpha . . . . . . . . . . . . . . . . . . . . . . . .
Wald v2 . . . . . . . . . . . . . . . . . . . . . .
Log likelihood . . . . . . . . . . . . . . . . .
N
2.33 (.05)
.72 (.04)
485.51
241,253.21
3,106

1.23*** (.03)
1.00 (.00)
1.00 (.03)
1.011 (.01)
1.00 (.00)
21.74*** (13.07)

Model 13
1.22*** (.03)
1.00 (.00)
1.01 (.04)
1.01* (.01)
1.001 (.00)
2.44*** (12.41)

Model 14

2.34 (.05)
.71 (.04)
579.56
241,213.87
3,104

DEVIANT ACTIVITIES

TABLE 7 (CONTINUED)

531.16
238,740.64
3,960

24.04 (.98)
22.51 (1.01)
21.56 (1.00)
2.63 (1.00)
.20 (1.00)
1.05 (1.01)

.96 (.05)
.991 (.00)
1.08 (.07)
1.021 (.01)
1.001 (.00)

Model 15

588.87
238,711.34
3,960

23.90 (.95)
22.36 (.98)
21.42 (.97)
2.48 (.96)
.35 (.97)
1.20 (.97)

.96 (.05)
1.00 (.00)
1.08 (.07)
1.021 (.01)
1.00* (.00)

Model 16

ATHLETIC ACTIVITIES
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DISCUSSION

Our research demonstrates that organizations and the competition between
them have a unique impact on individual behavior. Organizations develop
and legitimate their own distinctive identities and cultures that provide a supportive context for organization-typical behaviors. However, this supportive
context is not limited in effect to members but also affects nonmembers who
have frequent contact with the organization or those who belong to it. On the
whole, our results conﬁrm the importance of organizational leakage and suggest that organizational culture plays a critical part in shaping the behavior
of members and nonmembers within the organization’s social locale. As a result, our research has implications for a wide range of sociological concerns.
First, this work speaks to the classic macro-micro problem by showing how
microlevel behaviors are inﬂuenced by mesolevel processes (Marsden 1981;
Coleman 1986). Individuals and organizations have traditionally been treated
as different levels of analysis that respond to different causal mechanisms, but
our results suggest that individuals and organizations interact as part of a single system. Our work shows one promising method for integrating multiple
levels into a single analysis, but we anticipate that many more are possible.
While not directly tested in this article, areas of niche overlap are also important because they may slow the diffusion of new practices. As contagion
becomes more costly to the individual in terms of time or resources, it is also
more likely to be affected by competition in Blau space. In other words, the
diversity of behaviors that compete for limited time in an area of niche overlap makes it less likely that a new entrant (e.g., behavior) will diffuse. Competition is likely to be an especially serious constraint for complex contagions,
which require contacts from multiple others in order to spread to a new individual (Centola and Macy 2007; Barash et al. 2012). In areas of niche overlap
it will be difﬁcult to produce the redundant contacts required by complex contagions. Because only the most simple behaviors are exempt from competition for time and resources, the majority of phenomena that can diffuse through
social networks should be affected by organizational competition.31 Areas of
high niche overlap function as natural barriers to the diffusion of contagions,
separating the social world much as high mountains can separate disparate
cultures. Organizational competition has typically been ignored in studies of
contagion and diffusion, and thus our research represents a signiﬁcant step
forward. Nevertheless, our mechanism of organizational leakage provides a
competitive advantage only to organization-typical behaviors within the organization’s niche and thus is a supplement to, rather than a replacement for,
models of social contagion and diffusion.

31

A contagion that has no impact on behavior or time use is unlikely to be of interest precisely because it has no impact on behavior or time use.
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In addition, our work presents an innovative approach to studying certain
types of context effects. Social context is of long-standing interest to social
scientists (e.g., Durkheim [1851] 1997; Blalock 1984; Abbott 1997) but has
proven extremely difﬁcult to operationalize. When a mechanism is not speciﬁed, social context appears to act as if an occult hand had directly inﬂuenced
the individual behavior. Specifying such a mechanism through conventional
network analysis is partly effective, but measuring the vast number of relevant relationships is prohibitively difﬁcult or, in the case of casual contacts,
nearly impossible. Even if a researcher is able to gather exhaustive data on one
or two relationship types, there remain many other unobserved types through
which inﬂuence can ﬂow. Other methods of capturing casual contact are
available (e.g., local positions) but typically require very detailed data and
are often narrow in the types of contact that they can measure. We therefore
suggest that our approach is most useful either when the data needed for local
position methods are unavailable or when the researcher wishes to capture a
larger fraction of the extant casual contacts. Our approach to context effects
relies on the mechanism of social networks but does not require exhaustive
social network data. Individuals who have similar values on salient variables
are sorted into the same types of positions (e.g., occupations, residential areas)
by structural forces and often choose each other for interaction (McPherson
et al. 2001). They are thus likely to experience similar environmental features
and to have higher rates of friendly and casual contact. Niches in Blau space
capture this wider social context in a probabilistic way and thus provide a
measure of social context that is grounded in the concrete mechanisms of social networks without their prohibitive data requirements. Our approach is
not intended to replace network methods but instead is a supplement (to capture casual contacts) or a useful alternative when network data are not available. We recognize that this type of analysis will be challenging for many researchers to duplicate and so have produced a package named BlauNet for
the R statistical environment that automates niche calculations and performs
many other tasks needed to adopt our methods.32
Our work provides a unique way to model causal effects. In our model,
causation is not a linear function of the underlying parameters (i.e., variables)
that deﬁne our Blau space model because a change in a given parameter is not
invariably linked to a change in behavior. For example, an increase in education will make it more likely that a person will engage in organization A’s
characteristic behaviors only as long as it pushes one more deeply into A’s exclusive niche area. However, education beyond a certain point may remove a
person from A’s exclusive niche, or even manifold niche, and lower the probability of adoption. We also might reasonably expect that organizational leak32

The package is available from https://cran.r-project.org/web/packages/Blaunet/index
.html.
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age will be limited not just by the presence or absence of organizational competition in an area of Blau space (i.e., exclusive vs. manifold nicher) but by the
degree of competition between organizations (i.e., the number of niches overlapping a manifold nicher). We focused on the exclusive/manifold nicher distinction because our schools contain a relatively homogeneous population, so
often either many niches are in competition or there is no competition. In a different empirical case it might be possible to study the impact of degree of competition, but increasing competition will likely have a diminishing effect on behavioral adoption.
As with any research, this effort has certain limitations. Our data are based
on a sample of adolescents and thus are not representative of the population
at large. Nevertheless, most studies of homophily and Blau space have employed adult populations and give us good reason to expect that our model
will apply to adults. We were also limited in our ability to construct indices of
behaviors that corresponded to available organization types. Despite the
availability of data on membership in multiple groups, we were able to construct valid dependent measures only for athletic groups and gangs. At the
same time, the robustness of our effects across both legitimate and illegitimate activities, even when controlling for a variety of possible confounds,
strongly implies that our model is general. Our work is limited because the target behaviors we predict were derived from naturalistic data by our coders
rather than induced experimentally. While experimental inducement of a
leaking behavior would be ideal, it is notoriously difﬁcult to introduce even
a single innovation (e.g., Rogers 2003), much less to successfully introduce
the same innovation dozens of times (i.e., to all of our independent ecologies).
Given that the microfoundations of our theory have already been extensively
documented in laboratory studies (e.g., Zajonc 1968; Alexander et al. 1970;
Saegert et al. 1973; Brockner and Swap 1976; Swap 1977; Zucker 1977;
Moreland and Zajonc 1982), we think that this limitation is acceptable. Finally, while the Add Health data are longitudinal, items measuring organizational membership were asked only during wave 1. Because some amount
of change in niche position is expected over time, we were limited to crosssectional models, preventing us from deﬁnitively ﬁxing the causal direction.
Nonetheless, given the nature of our predictors, the extensiveness of our controls, and our subsequent efforts to rule out alternative explanations, it is unlikely that endogenous artifacts are generating the consistent patterns of
niche overlap and behavior across the schools.
CONCLUSIONS

Our results strongly suggest that the competition between organizations can
affect the behaviors exhibited by the members and nonmembers who are
being competed over. Moreover, this is the case even when controlling for
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network effects, for variables that ought to have a direct effect on behavior,
and for the main effects of the variables that form our Blau space dimensions. Our niche membership hypothesis received partial support, while
our niche overlap hypothesis was repeatedly supported, and as such, our
underlying model and concept of organizational leakage both receive considerable validation.
Future research should explore the effects of using different Blau space
parameters and different numbers of parameters to predict behaviors. Increases in the dimensionality of the system will change the amount of overlap
between niches (Peli and Bruggeman 2006), but there is no theoretical or empirical method for selecting an appropriate set of dimensions. We follow previous work in this regard, selecting four dimensions that are salient to the
population under study, but this is a somewhat arbitrary criterion. Further
research should also use an adult population, but such an effort will require
the collection of new data drawn from multiple independent ecologies that
include measures of group membership, demographics, and adoption of behaviors characteristic of various groups. Additional effort should also be devoted to exploring what types of organizations can be modeled as members
of a common Blau space. Existing work on Blau space relies almost exclusively on voluntary associations/organizations (e.g., McPherson 1983; McPherson and Ranger-Moore 1991; Popielarz and McPherson 1995) or cultural
products (e.g., Mark 1998; Bonikowski 2010), but the model is applicable to
other types of organizations. Such an improvement would also cast additional light on our results; while we identiﬁed individuals who were being competed over by only a single organization (i.e., exclusive nichers), this is at least
partly an illusion. Exclusive nichers in our data are also being competed over
by the school itself and may well be experiencing competition from other
groups that are not captured in our data. Because all of our respondents are
part of the school context and we included niches for the three major nonschool adolescent organization types (i.e., religious organizations, formal employment, and gangs), this is unlikely to affect our results. However, use of the
method in other empirical cases would be aided by an improved understanding of when groups compete. Our model also includes implications for the ability of contagions to diffuse through a population, but we were unable to test
them. Future research should explore whether the diffusion of social contagions is impeded by niche overlap, as we suggest. We ﬁnd that the behaviors
characteristic of an organization are able to inﬂuence nonmembers, but it is
probably not the case that all observable organizational behaviors are prone
to spread beyond the organization’s borders. Future research should identify
the attributes of those behaviors most likely to spread. Finally, while beyond
the scope of this article, it would be interesting to attempt to link our approach
to other methods for capturing casual contacts. For example, researchers could
examine whether proximity in Blau space is associated with sharing the same
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local position (Field et al. 2006; Frank et al. 2008), as well as how local positions
and Blau space proximity interact to produce social networks.
Much work remains to be done, but these results are promising. Our theory and ﬁndings have important implications for organizational theory, diffusion, the study of culture, and social psychology. Moreover, this article
supports the classic sociological insight that organizations are social entities
that can have an effect on the world around them at multiple levels of analysis. It appears that when modeling individual behavior, we should attend
not only to the characteristics of the individuals but also to the entities that
compete for their allegiance.

APPENDIX

Exponential Random Graph Models of Blau Dimensions
Analytic Strategy
We used exponential random graph models (ERGM; see Lusher et al. 2013)
to examine whether the adolescents in our data tend to associate with those
like themselves on each of our Blau dimensions, while controlling for sociality (main) effects, demographic variables, organizational comembership,
and endogenous network effects.
In the ERGM framework the attribute effects belong to one of two types.
First, the modeling of the overall effect of an attribute (e.g., are females more
likely to form ties than males?), sometimes referred to as “sociality” (Goodreau, Kitts, and Morris 2009), is measured at the individual level. The second
type of effect is measured at the dyadic level and captures how the sharing
of an attribute by the two members of a dyad affects the likelihood that they
will form a tie (e.g., are pairs of nodes that share a gender category more likely
to form a tie?). This dyadic attribute effect is used to investigate homophily/
heterophily. The two effects function akin to main effects and interaction effects, respectively, and both types of effects should be included in the model
if one is investigating a given attribute (Goodreau et al. 2009; Lusher et al.
2013).
Moreover, when modeling the effect of an exogenous attribute on tie formation, it is important to demonstrate that the outcome is robust to effects
that are endogenous to the network itself. Endogenous mechanisms include
triadic and higher-order or structural effects, which capture well-established
(or newly theorized) mechanisms of tie formation such as preferential attachment (Goodreau et al. 2009; Lusher et al. 2013).
We performed our ERGM analyses using the two largest schools in the
Add Health, which we pseudonymously refer to as William McKinley High
School (models 1a–4a) and New Utrecht High School (models 1b–4b). Focusing on these two schools is common (Bearman et al. 2004; Haas and Schaefer
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2014; Zhang et al. 2015) in network analysis of Add Health as these larger
schools provide sufﬁcient statistical power to test a variety of complex effects.
In addition, the schools represent two different social contexts: McKinley is
located in a midsized town in the Midwest and is more than 90% white while
New Utrecht is located in a suburb of the West and is ethnically and racially
diverse.
For each school we estimated four sets of nested models, which assess the
tendency to associate on the basis of Blau dimensions while controlling for
sociality effects (models 1a and 1b), demographic variables (models 2a and
2b), organizational comembership (models 3a and 3b), and structural effects
(models 4a and 4b). We have symmetrized the networks, as is relatively
common in the analysis of Add Health data (Goodreau et al. 2009; Schaefer
et al. 2011).33 Missing attribute data were imputed using the multivariate
imputation by the chained equations procedure (Raghunathan et al. 2001;
Buuren 2007).34 All models converged, and diagnostic tests showed they
were not degenerate.
Variables and Measurement
Homophily for continuous variables is measured as the absolute difference
in values between two actors making up the dyad. For example, the lower
the absolute difference on physical maturity between two actors, the more
likely they are to form a tie (i.e., a signiﬁcant and negative coefﬁcient indicates the presence of homophily). We included all of the demographic variables from our main models (i.e., race, gender, and age).
Organizational membership is modeled using a dyadic covariate rather
than absolute difference. Since our expectation is that sharing an organizational membership increases the likelihood of association, it would be inappropriate to model this in terms of absolute difference in number of organizational memberships. In other words, our interest is to capture the effect of
sharing the same organizations, not the same number of organizations. We
therefore calculated the number of organizations shared by each dyad of the
network and used this matrix as a dyadic covariate (see Lusher et al. 2013,
chap. 8) in the model. In addition, we included a main effect variable for the
number of organizations a person belongs to, in order to control for the main
effect of overall organizational activity.

33

Analysis of unsymmetrized or directed data produces consistent results. However, the
diagnostics and goodness of ﬁt are better for the symmetrized data, and many other researchers also symmetrize, so we present those models here.
34
The imputation generated ﬁve data sets, and the analysis was repeated on each one.
The results are consistent across each data set.
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We included two standard structural or endogenous network effects: triadic closure and preferential attachment. Triadic closure refers to the tendency to form a tie to the associate of an associate, creating a closed triangle
of relationships. For example, Mary might be more likely to form a tie to Sue
if Mary and Sue both know Jon. One way to model triadic closure is to include triads as a predictor variable. However, because network data are by
their nature interdependent and the formation of one triad tends to increase
the creation of further triads, this simple triadic parameter tends to be unstable and leads to degeneracy (see Hunter 2007). To deal with this, one may
use a geometrically weighted edge-wise degree distribution (GWESP) term,
which captures the distribution of the number of shared partners for each
tie in the network (Hunter, Goodreau, and Handcock 2008). The term entails a decreasing marginal return for each extra shared partner a pair of
nodes have. To continue our example, the tie between Mary and Sue is more
likely if, besides Jon, they both know two, three, or perhaps four persons;
but each additional shared associate produces a diminishing return in association probability, and at some point additional shared associates make no
signiﬁcant difference to the likelihood of closure.35
Another important network mechanism is preferential attachment, which
refers to the tendency to send ties to those who already have many ties in a
rich get richer or “Matthew” effect (Barabási and Albert 1999). This is measured using the geometrically weighted degree distribution (GWD) term, which
captures the distribution of degrees in the network. The more ties a person
has, the more likely she is to receive a tie. Like the GWESP parameter, the
GWD term attenuates the impact of each additional tie to deal with model
degeneracy (Hunter et al. 2008).
Results
The results are presented in table A1 for William McKinley High School
(WMHS) and table A2 for New Utrecht High School (NUHS). The coefﬁcients of ERGM terms can be interpreted similarly to logistic regression.
They are expressed as odds ratios that indicate how a one-unit increase in
a predictor variable affects the odds of a tie.
The four Blau dimensions are clear predictors of tie formation, controlling
for sociality, demographic variables, organizational comembership, and triadic effects. While the homophily effect size of our dimensions diminishes
slightly as the controls are introduced, they remain signiﬁcant in both
35

Currently there is no principled way of identifying the exact value for the scaling parameter. We set the weighting parameter at 0.25 on the basis of two previous ERGM studies of
Add Health data that used this parameter (Goodreau et al. 2009; Schaefer et al. 2011). The
GWESP parameter using this value performed well in diagnostics.
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TABLE A1
ERG Models of Tie Formation for William McKinley High School
MODEL 1a
b

SE

MODEL 2a
b

SE

MODEL 3a
b

SE

MODEL 4a
b

SE

Edges . . . . . . . . . . . . . . . . . . . . 24.83*** .31 23.11*** .51 22.83*** .51 25.10*** .11
Sociality:
Blau dimensions:
PVT . . . . . . . . . . . . . . . . .
.00
.00
.00
.00
.00
.00
.00
.00
Maturity . . . . . . . . . . . . . .
.00
.02
.01
.02
.01
.02
.01
.01
Income . . . . . . . . . . . . . . .
.00*** .00
.00*** .00
.00** .00
.00*
.00
BMI . . . . . . . . . . . . . . . . .
.00
.00
.01
.00
.01
.00
.01
.00
Demographic controls:
Gender (ref. 5 male) . . . .
.06*
.03
.05
.03
.05** .02
Race (ref. 5 nonwhite) . . .
.20
.19
.21
.19
.18
.13
Age . . . . . . . . . . . . . . . . . .
2.04*** .01 2.05*** .01 2.02*** .01
Organization total . . . . . . . .
2.04*** .01 2.05*** .01
Homophily:
Blau dimensions:
PVT . . . . . . . . . . . . . . . . .
2.02*** .00 2.02*** .00 2.02*** .00 2.02*** .00
Maturity . . . . . . . . . . . . . .
2.14*** .03 2.10*** .03 2.10*** .03 2.08** .02
Income . . . . . . . . . . . . . . .
2.00*** .00 2.00*** .00 2.00*** .00 2.00** .00
BMI . . . . . . . . . . . . . . . . .
2.06*** .01 2.05*** .01 2.05*** .01 2.04*** .01
Demographic controls:
Gender . . . . . . . . . . . . . . .
.26*** .04
.22*** .04
.20*** .04
Race . . . . . . . . . . . . . . . . .
2.16
.20 2.16
.20 2.16
.15
Age . . . . . . . . . . . . . . . . . .
2.71*** .02 2.69*** .02 2.51*** .02
Organization comembers . . .
.66*** .03
.55*** .03
Triadic effects:
Triad closure (GWESP) . . . .
1.58*** .03
Preferential attachment
(GWD) . . . . . . . . . . . . .
2.45*** .00
NOTE.—The high school names used are pseudonyms.
* P < .05.
** P < .01.
*** P < .001.

schools. We can also see that, as expected by our theory, membership in the
same organization increases the likelihood of association and that this effect
remains when demographic similarities and higher-order network effects
are controlled for. Interestingly, we see that the main effect of the number
of organizational memberships is negative, suggesting that the more organizations one belongs to, the fewer ties he or she will have overall. This makes
sense as one’s resources are consumed with organizational duties. However,
it is countered by the robust effect of sharing organizational membership(s);
the more organizations two persons share, the more likely they are to form a
tie. In short, these results are consistent with our expectations and support
the validity of our primary analyses.
Blau dimensions such as income in both schools and PVT in NUHS appear to exert a main effect on tie formation. Gender also appears to exert a
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TABLE A2
ERG Models of Tie Formation for New Utrecht High School
MODEL 1b
b
Edges . . . . . . . . . . . . . . . . . . . .
Sociality:
Blau dimensions:
PVT . . . . . . . . . . . . . . . . .
Maturity . . . . . . . . . . . . . .
Income . . . . . . . . . . . . . . .
BMI . . . . . . . . . . . . . . . . .
Demographic controls:
Gender (ref. 5 male) . . . .
Race (ref. 5 nonwhite) . . .
Age . . . . . . . . . . . . . . . . . .
Organization total . . . . . . . .
Homophily:
Blau dimensions:
PVT . . . . . . . . . . . . . . . . .
Maturity . . . . . . . . . . . . . .
Income . . . . . . . . . . . . . . .
BMI . . . . . . . . . . . . . . . . .
Demographic controls:
Gender . . . . . . . . . . . . . . .
Race . . . . . . . . . . . . . . . . .
Age . . . . . . . . . . . . . . . . . .
Organization comembers . . .
Triadic effects:
Triad closure (GWESP) . . . .
Preferential attachment
(GWD) . . . . . . . . . . . . .

SE

MODEL 2b
b

SE

MODEL 3b
b

SE

MODEL 4b
b

SE

26.61*** .25 28.29*** .51 28.15*** .51 28.56*** .44
.01***
.01
.00***
.00

2.02***
2.06*
2.01***
2.04***

.00
.02
.00
.00

.00
.02
.00
.01

.01***
2.01
.00***
.00

.00
.02
.00
.00

.01***
2.01
.00**
.00

.00
.02
.00
.00

.00***
2.01
.00**
.00

.00
.01
.00
.00

.05*
.02
.75*** .10
.02
.01

.05*
.75***
.02
2.04***

.02
.10
.01
.01

.04*
.64***
.01
2.04***

.02
.08
.01
.01

.00
.02
.00
.01

2.02***
2.05*
2.01***
2.04***

.00
.02
.00
.01

2.01***
2.05*
2.01***
2.04***

.00
.02
.00
.01

.46*** .04
1.34*** .13
2.66*** .03

.44***
1.34***
2.66***
.51***

.04
.13
.03
.03

.39***
1.12***
2.56***
.42***

.03
.11
.02
.03

2.02***
2.05*
2.01***
2.04***

1.94*** .03
2.11*** .20

NOTE.—The high school names used are pseudonyms.
* P < .05.
** P < .01.
*** P < .001.

main effect, with women having more ties than men overall in both schools
and whites tending to have more ties than nonwhites in NUHS, while younger students tend to have more ties in WMHS. In addition to our Blau dimensions, there appears to be homophily on gender and age in both schools, as
well as race in NUHS. Further, we see that structural mechanisms such as
triad closure and preferential attachment exert strong effects on tie formation.
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