Given this information, plus the specific form of the gov erning equation, we c&.n solve for the unknown ~'"
Once the computer program has been written using the technique of quasilinearization, Ne'wton f S convergence method, discrete invariant imbedding, and the usc of sensitivity functions, then we take data from the computer results and analyse it for proper convergence. This data shows that there are definite limits to the usefulness and cap ability of the technique.
One of the results of this study is the observation that it is important to the proper functioning of this problem solving technique that the observations taken on U(x,y) are placed in the most efficient locations with the most efficient geometry in the region of largest effectiveness. Another result deals ','lith the number of observation points used: too few gives insufficient infor mation for proper program functioning, and too many tends to saturate the effectiveness of the observations. 
This paper was born out of a long-term study of cathode ray tubes and their functioning. One equation, which is the example given" in this paper, is an approximation to Poissonts Equation for certain regions of electric fields U(x,y) and charge distribution r(U,x,y)/~ where
Thus, in engineering, we want to be able to solve elliptic problems of the general type
where possible forms of g are shown in Eqs (1) through (3) above.
iv This paper will develop some problem solving techniques for the general case, Eqn (4) . In particular, it explains . the computer progrrun written to solve for the constant a in Eqn (3'), and an analysis of the computer results to establish the validity of the method.
Again, the specific problem form is the general ellip tical equation, Eqn (4) , where U(x,y) is contained in the function space C 2 (R 2 ), where x,y t: R1, a in general is a real vector of unknown quantities, and U(x,Y) = f(x,y) are the known boundary values on the entire boundary of our " I region of definition RC~. The function g will be assumed sufficiently smooth to ensure a unique, continuous solution to Eqn (4) in"R.
The specific example ~hich will be dealt with in detail is called tflinex U and is of the form of Eqn (3). Here VIe use the specific method of this paper to solve for, in this simple caso, the one-dimensional unknown. §;. In this situation we have nbe analytiC solution. §; = V 2 U(x,y)/U(x,y). As will become evident in the Introduction, the in verse nature of solution means that, for example, in Eqn (3) we want to solve for a but first it is necessary t9 find a solution for U(x,y) with a specific guess for .!. The inverseness lies in the method of solution nec essary to find U(x,y).
So

INTRODUCTION
In many problems dealing with the real world, one finds a common situation where the governing equations of the phenomenon are known exce?t for one parameter, scalar or vector (3). Since there are many more forms of problems in need of solutions, one must limit his scope of pursuit toa small, small subset of the entire problem spectrum.
We shall limit ourselves to the specific task of solving Possible physical examples for our studies might be the non-linear magneto-hydrodynamic problem described by where a is a two-dimensional real vector a = (a T ,a 2 ).
A simpler version of this same problem would be L .
1=t . where Un(~) is the value of U derived from using the nth approximation to a, and RHO(i) is the value truten from the lth observation data. It is shown in reference \..11 that the least squares error method can yeild the correct or proper~, and in this paper we accept the method's validity, use it, and observe the results.
Taking the minimum over ~ of the least squares error and rewriting, We can replace (9) by noting that a is the solution of 
Now all the parts fit the jigsaw puzzle.
Taking the necessary derivatives of the'R.L.S.E. func tion S(a), we obtain
We find that these equations have created what are known as the Sensitivity Functions, which we now define as
We have now introduced two more vari.ables which are similar to, and closely related to, U(x,y), namely V and W.
Since simplification is our goal, lel--us now ~xamine the U, V, and W functions.
By repeated differentiation ofEqn (1) and interchanging the order of differentiation, we obtain
a.a. U a. U a. UU a.a. U ~a. Let V be an approximation of U? By Taylor's series expansion about V, we see that
Substituting Eqn (19) into Eqn (t) yeilds (20) which is linear in U + 1.and assumes the original boundary m .
value. In the limit, Remembering that all governing equations must be linearized,we can write the generalized form of the gover ning equation as
where U represents U, U,U , or U with appropriate H ai a i a j , m and S functions.
Since we are developing a computer solution technique, we now need to translate from the continuous to the discrete.
We seek a solution of Eqn (21) at a discrete set of evenly spaced points, (xi,y j ), forming a gild bnthe'untt square R.
We shall choose the points such that the spacing between them (11) Ifl~+1-~ f~ .005 , repeat (3) through (10), .
with ~k+t replacing ~k' otherwise stop.
CHAPTER VIII LINEAR EXA14PLE: ftLINEX"
A detailed analysis of computer results from the linear example follows in Chapter XI.
We will examine the equation (33) V 2 U(x,y) = aU(x,y), where a is scaler.
Assume fixed boundary conditions on the unit square with U 0 LINEX Boundary Conditions
We wish to determine a such that,from a set of observation points in region R, ',"Ie can minimize the least squares criterion 
= a k -( S a/Saa)' a k + 1 (9) testl~+,-~l<.oo5, if true exi t, if false repeat (2) through (9) with updated estimate of ~.
See Chapter IV to understand where the right-hand side of step (8) We use repeated differentation of (43) 
1"1
Therefore, by differentiation we obtain (53) neb)
Newton's method"yields
For each value of (~,bk)' we solve Eqns (44) and (46) Runs were made by both Angel and myself using initial guesses of a as 1.500 and 4.000. Angel ------ 3) The shape (symmetry) of the observation points arrangement. Theoretically, this cannot occur, at least for linear problems.
However, numerical inaccuracies can introduce spurious results.
(2) As the data-arrangement is further from the yorigin symmetry line, the rate of convergence is generally slower. xoxox (3) Data sets arranged symmetrically as in: 00000 xoxox where x is data and 0 is blank, seem to be the most successful arrangements, especially if they follow (2), above, and have from 2 to 6 observation points.
(4) The method used in solving LINEX is based upon the largest matrix size which could fit in the Portland State University IBM 1130 computer (this being 9 x 9) while Angel's work was done using a 17 x 17 array_ This is a ratio of useful non-boundary-value numbers of 49/225 or five times as m~~y points, giving a matrix ratio (squar~-root of pOints ratio) of 2.3 to 1. So there is a very good chance that convergence was slower because of this or, perhaps there is some sort of resonance pheno~enon involved. The "Collected Data Pts." show the effects of bunching the "Individual Data Points" into an expression of relative "size" for a given position. # indicates equivalence.
CHAPTER XIV CONCLUSIONS
By looking at the data interpretation chapters, it is apparent there is a right way and a wrong way of getting fast convergence from .a set of observation points. And, of course, if we can get fast convergence then we have a suc cessful computer solution to the problem at hand.
Quite likely there will be other conditions for successful observation pOints for other geometries. For example, the nonlinear problem discussed in Chapter IX.
Here, since there is a boundary value of 1 all around the unit square, successful data points could be anywhere near the boundary not just near the unit value y-axis as in ttLINEX."
Returning to LINEX, we obtained fast convergence when the observation data points upon U(x,y) were as near to the origin as possible, while still in art XOXOX formation as shown on page 30. This so-called proper spacing must have something to do '!lith our use of the standard five point approximation formula in discretizing our basic formulas.
__~~~r~~~rr~~correct a-value 35 oxo The five point approach has the following .syro..rnetry: xox • ox6 Very similar is our most successful observation data arrange xoxox ment: oxoxo, which is just the negative of the "five point" xoxox symmetry. If other approximation schemes were used, it is quite possible that similar relationships between the approxi mation and the data point symmetries would be found.
Other than symmetry of data paints, we must examine the two important straight lines near which the data points worked best. These are the y-axis and the axis of symmetry The y-axis is easiest to understand. The data near it con tains the most significant digits and woul~ therefore be best for fast convergence. The line of U symmetry is more diffi cult to, understand. Here, if the data,is piled right on the line, as shown on page 33, instead of a very rapid convergence we obtain convergence and then oscillation: K iteration no .........
