Abstract. Recovering structure and motion parameters given a image pair or a sequence of images is a well studied problem in computer vision. This is often achieved by employing Structure from Motion (SfM) or Simultaneous Localization and Mapping (SLAM) algorithms based on the real-time requirements. Recently, with the advent of Convolutional Neural Networks (CNNs) researchers have explored the possibility of using machine learning techniques to reconstruct the 3D structure of a scene and jointly predict the camera pose. In this work, we present a framework that achieves state-of-the-art performance on single image depth prediction for both indoor and outdoor scenes. The depth prediction system is then extended to predict optical flow and ultimately the camera pose and trained end-to-end. Our framework outperforms previous deep-learning based motion prediction approaches, and we also demonstrate that the state-of-the-art metric depths can be further improved using the knowledge of pose.
Introduction
The importance of navigation and mapping to the fields of robotics and computer vision has only increased since its inception. Vision based navigation in particular is an extremely interesting field of research due to its discernible resemblance to human navigation and the wealth of information an image contains. Although creating a machine that understands structure and motion purely from RGB images is challenging, the computer vision community has developed a plethora of algorithms to replicate useful aspects of human vision using a computer. Tracking and mapping remains an unsolved problem, with many popular approaches. Photometric based techniques rely on establishing correspondences across different viewpoints of the same scene and the matching points are then used to perform triangulation. Based on the density of the map, the field can be divided into dense [28] , semi-dense [6] and sparse [26] approaches, each comes with advantages and disadvantages.
Applying machine learning techniques to solve vision problems has been another popular area of research. Great advances have been made in the fields of image classification [20, 12, 13] and semantic segmentation [25, 41] and this has led geometry based machine learning methods to follow suit. The massive growth in neural network driven research has largely been facilitated by the increased availability of low-cost high performance GPUs as well as the relative accessibility of machine learning frameworks such as Tensorflow and Caffe.
In this work we draw from both machine learning approaches as well as SfM techniques to create a unified framework which is capable of predicting the depth of a scene and the motion parameters governing the camera motion between an image pair. We construct our framework incrementally where the network is first trained to predict depths given a single color image. Then a color image pair as well as their associated depth predictions are provided to a flow estimation network which produces an optical flow map along with an estimated measure of confidence in x and y motion. Finally, the pose estimation block utilises the outputs of the previous networks to estimate a motion vector corresponding to the logarithm of the Special Euclidean Transformation SE (3) in R 3 , which describes the relative camera motion from the first image to the second.
We summarise the contributions made in this paper as follows:
-We achieve state-of-the-art results for single image depth prediction on both NYUv2 (indoor) and KITTI (outdoor) datasets. [Section 4: Table 1 and Table 2 ] -We outperform previous camera motion prediction frameworks on both TUM and KITTI datasets. [Section 4: Table 5 and Table 4 ] -We also present the first approach to use a neural network to predict the full information matrix which represents the confidence of our optical flow estimate.
Related Work
Estimating motion and structure from two or more views is a well studied vision problem. In order to reconstruct the world and estimate camera motion, sparse feature based systems [19, 26] compute correspondences through feature matching while the denser approaches [6, 28] rely on brightness constancy across multiple viewpoints. In this work, we leverage CNNs to solve the aforementioned tasks and we summarize the existing works in the literature that are related to the ideas presented in this paper.
Single Image Depth Prediction
Predicting depth from a single RGB image using learning based approaches has been explored even prior to the resurgence of CNNs. In [33] , Saxena et al. employed a Markov Random Field (MRF) to combine global and local image features. Similar to our approach Eigen et al. [5] introduced a common CNN architecture capable of predicting depth maps for both indoor and outdoor environments. This concept was later extended to a multi-stage coarse to fine network by Eigen et al. in [4] . Advances were made in the form of combining graphical models with CNNs [24] to further improve the accuracy of depth maps, through the use of related geometric tasks [3] and by making architectural improvements specifically designed for depth prediction [22] . Kendall et al. demonstrated that predicting depths and uncertainties improve the overall accuracy in [17] . While most of these methods demonstrated impressive results, explicit notion of geometry was not used during any stage of the pipeline which opened the way for geometry based depth prediction approaches. In one of the earliest works to predict depth using geometry in an unsupervised fashion, Garg et al. used the photometric difference between a stereo image pair, where the target image was synthesized using the predicted disparity and the known baseline [8] . Left-right consistency was explicitly enforced in the unsupervised framework of Goddard et al. [10] as well as in the semi-supervised framework of Kuznietsov et al. [21] , which is a technique we also found to be beneficial during training on sparse ground truth data.
Optical Flow Prediction
An early work in optical flow prediction using CNNs was [7] . This was later extended by Ilg et al. to FlowNet 2.0 [14] which included stacked FlowNets [7] as well as warping layers. Ranjan and Black proposed a spatial pyramid based optical flow prediction network [30] . More recently, Sun et al. proposed a framework which uses the principles from geometry based flow estimation techniques such as image pyramid, warping and cost volumes in [36] . As our end goal revolves around predicting camera pose, it becomes necessary to isolate the flow that was caused purely from camera motion, in order to achieve this we extend upon these previous works to predict both the optical flow and the associated information matrix of the flow. Although not in a CNN context [39] showed the usefulness of estimating flow and uncertainty.
Pose Estimation
CNNs have been successfully used to estimate various components of a Structure from Motion pipeline. Earlier works focused on learning discriminative image based features suitable for ego-motion estimation [2, 15] . Yi et al. [40] showed a full feature detection framework can be implemented using deep neural networks. Rad and Lepetit in BB8 [29] showed the pose of objects can be predicted even under partial occlusion and highlighted the increased difficulty of predicting 3D quantities over 2D quantities. Kendall and Cipolla demonstrated that camera pose prediction from a single image catered for relocalization scenarios [16] .
However, each of the above works lack a representation of structure as they do not explicitly predict depths. Our work is more closely related to that of Zhou et al. [42] and Ummenhofer et al. [38] and their frameworks SfM-Learner and DeMoN. Both of these approaches also predict a single confidence map in contrast to ours which estimates the confidence in x and y directions separately. Since our framework predicts metric depths in comparison to theirs we are able produce far more accurate visual odometry and combat against scale drift. CNN SLAM by Tateno et al. [37] incorporated depth predictions of [22] into a SLAM framework. Our method performs competitively with CNN-SLAM as well as ORB-SLAM [27] and LSD-SLAM [6] which have the added advantage of performing loop closures and local/global bundle adjustments despite solely computing sequential frame-to-frame alignments.
Method

Network Architecture
The overall architecture consists of 3 main subsystems in the form of a depth, flow and camera pose network. A large percentage of the model capacity is invested in to the depth prediction component for two reasons. Firstly, the output of the depth network also serves as an additional input to the other subsystems. Secondly, we wanted to achieve superior depths for indoor and outdoor environments using a common architecture 1 . In order to preserve space and to provide an overall understanding of the data flow a high level diagram of the network is shown in Figure 1 . An expanded architecture with layer definitions for each of the subsystems is included in the supplementary materials. Fig. 1 : Overview of our system full pipeline. Please note that we use the notation ← − i j to indicate from j to i
Pose Prediction Block
Depth Prediction
The depth prediction network consists of an encoder and a decoder module. The encoder network is largely based on the DenseNet161 architecture described in [13] . In particular we use the variant pre-trained on ImageNet [32] and slightly increase the receptive field of the pooling layers. As the original input is down-sampled 4 times by the encoder, during the decoding stage the feature maps are up-sampled back 4 times to make the model fully convolutional. We employ skip connections in order to re-introduce the finer details lost during pooling. Since the first down-sampling operation is done at a very early stage of the pipeline and closely resemble the image features, these activations are not reused inside the decoder. Up-project blocks are used to perform up-sampling in our network, which provide better depth maps compared to de-convolutional layers as shown in [22] .
Due to the availability of dense ground truth data for indoor datasets (e.g NYUv2 [34] , RGB-D [35] ) this network can be directly utilised to perform supervised learning. Unfortunately, the ground truth data for the outdoor datasets (KITTI) are much sparser and meant we had to incorporate a semi-supervised learning approach in order to provide a strong training signal. Therefore, during training on KITTI, we use a Siamese version of the depth network with complete weight-sharing, and enforce photometric consistency between the left-right image pairs through an additional loss function. This is similar to the previous approaches [8, 21] and is only required during the training stage, during inference only a single input image is required to perform depth estimation using our network.
Flow Prediction
The flow network provides an estimation of the optical flow along with the associated confidences given an image pair. These outputs combined with predicted depths allow us to predict the camera pose. As part of our ablation studies we integrated the flow predictions of [14] with our depths, however, the main limitation of this approach was the lack of a mechanism to filter out the dynamic objects which are abundant in outdoor environments. This was solved by estimating confidence, specifically the information matrix in addition to the optical flow. More concretly, for each pixel our flow network predicts 5 quantities, the optical flow F = [∆ u, ∆ v] T in the x and y direction, and the quantitiesα,γ andβ , which are required to compute the information matrix (I) or the inverse of the covariance matrix as shown below.
This parametrisation guarantees I is positive-definite and can be used to parametrise any 2 × 2 information matrix. We found that the gradients are much more stable compared to predicting the information matrix directly as the determinant of the matrix is always greater than zero since tanh(β ) = ±1 only whenβ → ±∞.
With respect to the architecuture we borrow elements from FlowNet [7] as well as FlowNet 2.0 [14] . As mentioned in [14] , FlowNet 2.0 was unable to reliably estimate small motions, which we address with two key changes. Firstly, our flow network takes the predicted depth map as an input, allowing the network to learn the relationship between depth and flow explicitly, including that closer objects appear to move more compared to the objects that are further away from the camera. Secondly, we use "warpconcatenation", where coarse flow estimates are used to warp the CNN features during the decoder stage. This appears to resolve small motions more effectively particularly on the TUM [35] dataset.
Pose Estimation
We take two approaches to pose estimation, shown in Figure 2 , an iterative and a fullyconnected(FC). This contrasts the ability of a neural network to estimate using the available information, and the simplicity of a standard computer vision approach using the We detail the two approaches we took to estimating the relative pose alignment between adjacent frames (best viewed in colour). Left shows the iterative approach we took, that incorporates a re-weighted least-squares solver (RWLS) into a pose estimation loop. Right shows our fully-connected (FC) approach, which incorporates a succession of 3 × 3 strided convolutions, followed by several FC layers. available predicted quantities. We use FC layers to provide the network with as wide a receptive field as possible, to compare more equivalently against using the inferred quantities in the iterative approach.
Iterative This approach uses a more conventional method for computing relative pose estimates. We use a standard re-weighted least squares solver based on the residual flow, given an estimate of the relative transformation. More concretely we attempt to minimise the following error function with respect to the relative transformation param-
where e ∈ R 2 is the total residual flow in normalised camera coordinates, the subscript [u,v] indicates only the first two dimensions of the vector are used, x ∈ P 1 is the i th inverse depth coordinate x = u v 1 q T of an ordered point cloud (P 1 ), F← −
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(u i ) and F 
∈ R 6 , which is a member of the Lie-algebra se 3 , and G j is the generator matrix corresponding to the relevant motion parameter. As This pipeline is implemented in Tensorflow [1] it allows us to train the network end to end. Please see the supplementary material for a more detailed explanation.
Fully-Connected Similar to Zhou et al. [42] and Ummenhofer et al. [38] we also constructed a fully connected layer based pose estimation network. This network utilises 3 stacked fully connected layers and uses the same inputs as our iterative method. While we outperform the pose estimation benchmarks of [42] and [38] using this network the iterative network is our recommended approach due to its close resemblance to conventional geometry based techniques.
Loss Functions Depth Losses
For supervised training on indoor and outdoor datasets we use a reverse Huber loss function [22] defined by
where c =
represent the i th predicted and the ground truth depth respectively. For the KITTI dataset we employed an additional photometric loss during training as the ground truth is highly sparse. This unsupervised loss term enforces left-right consistency between stereo pairs, defined by
where I L and I R are the left and right images and D L i and D R i are their corresponding depth maps, π(x) = ((x 0 /x 2 ), (x 1 /x 2 )) T is a normalisation function where x ∈ R 3 , K is the camera intrinsic matrix, π −1 (D, u) = DK −1 (u) is the transformation from pixel to camera coordinates, and T← − RL ∈ SE(3) and T← − LR ∈ SE(3) define the relative transformation matrices from left-to-right and right-to-left respectively. In this case the rotation is assumed to be the identity and the matrices purely translate in the x-direction. Additionally, we use a smoothness term defined by
where ∇ x and ∇ y are the horizontal and vertical gradients of the predicted depth. This provides qualitatively better depths as well as faster convergence. The final loss function used to train KITTI depths is given by
where L B and L S are computed on both left and right images separately.
Flow Loss
The probability distribution of multivariate Gaussian in 2D can be defined as follows.
where I = Σ −1 is the information matrix or inverse covariance matrix Σ −1 . The flow loss L F criterion can now be defined by
where
is the predicted flow, and
is the ground truth flow. This optimises by maximising the log-likelihood of the probability distribution over the residual flow error.
Pose Loss
Given two input images I 1 , I 2 , the predicted depth map D 1 of I 1 and the predicted relative pose ξ← −
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∈ R 6 the unsupervised loss L U and pose loss L P can be defined as
where log e (T) maps a transformation T from the Lie-group SE(3) to the Lie-algebra se 3 , such that log e (T) ∈ R 6 can be represented by its constituent motion parameters, and ξ * ← − 21
is the ground truth relative pose parameters.
Training Regime
We train our network end-to-end on NYUv2 [34] , TUM [35] and KITTI [9] datasets. We use the standard test/train split for NYUv2 and KITTI and define our scene split for TUM. It is worth mentioning that the amount of training data we used is radically reduced compared to [42] and [38] . More concretly, for NYUv2 we use ≈ 3% of the full dataset, for KITTI ≈ 25%. We use the Adam optimiser [18] with an initial learning rate of 1e-4 for all experiments and chose Tensorflow [1] as the learning framework and train using an NVIDIA-DGX1. We provide a detailed training schedule and breakdown in the supplementary material.
Results
In this section we summarise the single-image depth prediction and relative pose estimation performance of our system on several popular machine learning and SLAM datasets. We also investigate the effect of using alternative optical flow estimates from [14] and [31] in our pose estimation pipeline as an ablation study. The entire model contains ≈ 130M parameters. Our depth estimator runs at 5fps on an NVIDIA GTX 1080Ti, while other sub-networks run at ≈30fps.
Depth Estimation
We summarise the results of evaluating our single-image depth estimation of the datasets NYUv2 [34] , RGB-D [35] and KITTI [9] in Tables 1, 2 and 3 respectively using the established metrics of [5] . We train Ours(baseline) model to showcase the improvement we get by purely using the depth loss. This is then extended to use the full end-to-end training loss (depth + flow + pose losses) in the Ours(full) model which demonstrates a consistent improvement across all datasets. Most notably in Tables 2 and 3 for which ground truth pose data was available for training. This validates our approach for improving single image depth estimation performance, and demonstrates a network can be improved by enforcing more geometric priors on the loss functions. We would like to mention that the improvement we gain from Ours(baseline) to Ours(full) is purely due to the novel combined loss terms as the flow and pose sub networks do not increase the model capacity of the depth subnet itself. Additionally we include qualitative results for NYUv2 [34] and KITTI [9] in Figure  3 and 4 respectively. Each of which illustrates a noticeable improvement over previous methods. We also demonstrate that the improvement is beyond the numbers, as our approach generates more convincing depths even when the RMSE may be higher, as is the case in the second row of Figure 3 , where [22] computes a lower RMSE. More impressive still are the results in Figure 4 , where we compare against previous approaches that are both trained on much larger training sets than our own and still show noticeable qualitative and quantitative improvements.
Pose Estimation
To demonstrate the ability of our approach to perform accurate relative pose estimation, we compare our approach on several unseen sequences from the datasets for which ground-truth poses were available. To quantitatively evaluate the trajectories we use the absolute trajectory error (ATE) and the relative pose error (RPE) as proposed in [35] . To mitigate the effect of scale-drift on these quantities we scale all poses to the groundtruth associated poses during evaluation. By using both metrics it provides an Resulting single image depth estimation for several approaches and ours against the ground truth on the dataset NYUv2 [34] . The RMSE for each prediction is included estimate of the consistency of each pose estimation approach. We summarise the results of this quantitative analysis for KITTI [9] in Table 4 and for RGB-D [35] in Table 5 . We include comparisons of the performance against other state-of-the-art pose estimation networks namely SFM-Learner [42] and DeMoN [38] . Additionally we include results from current state-of-the-art SLAM systems also, namely ORB-SLAM2 [26] and LSD-SLAM [6] . Table 3 : The performance of previous state-of-the-art approaches on a randomly selected subset of the frames from the RGB-D dataset [35] . We post separate entries for DeMoN(est) and DeMoN(gt), former is scaled by the estimated scale of their system while the latter is scaled by the median groundtruth depth. The resulting single image depth estimation for several approaches including Zhou et al. [42] (SfM-Learner), Kuznietsov et al. [21] and Ours against a ground truth filled using [23] on the testset of the KITTI dataset [9] . We include the RMSE values for each methods prediction. Filled depths are included for visualisation purposes during evaluation the predictions are evaluated against the sparse velodyne ground truth data
In Table 4 we show the most comparable performance of our approach to state-ofthe-art SLAM systems. We demonstrate a noticeable improvement over SfM-Learner on both sequences in all metrics. We evaluate SfM-Learner on its frame-to-frame tracking performance for adjacent frames (SFM-Learner (1)) and separations of 5 frames (SFM-Learner(5)), as they train their approach to estimate this size frame gap. Even with the massive reduction in accumulation error expected by taking larger frame gaps (demonstrated in reduced ATE) our system still produces more accurate pose estimates. We show the resulting scaled trajectories of sequence 09 in Figure 5 , as well as the relative scaling of each trajectories poses in a box-plot. The spread of scales present for SFM-Learner indicates scale is essentially ignored by their system, with scale drifts ranging across a full log scale, while ORB-SLAM and our approach are barely visible at Resulting trajectories using our iterative approach on 3 additional sequences of KITTI [9] . Sequence 05 shows a failure for our approach, where accumulated drift causes the trajectory to not be well aligned. These sequences are not used for training this scale. Another thing to note is that our scale is centered around 1.0, as we estimate scale directly by estimating metric depths. This seems to provide a strong benefit in terms of reducing scale-drift and we believe makes our system more usable in practice.
In Table 5 we show a significant improvement in performance against existing machine learning approaches across several sequences from the RGB-D dataset [35] . We evaluate against DeMoN [38] in two ways, frame-to-frame (DeMoN(1)) and we again try to provide the same advantage to DeMoN as SfM-Learner by using wider baselines, which they claim improves their depth estimations [38] , using a frame gap of 10 (DeMoN(10)). It can be observed that even with the massive reduction in accumulation error over our frame-to-frame approach, we still manage to significantly out-perform their approach in ATE, even surpassing LSD-SLAM on the sequence fr1-xyz. ORB-SLAM is still the clear winner, as they massively benefit from the ability to perform local bundle-adjustments on the sequences used, which are short trajectories of small scenes. We include an example of a frame from the sequence fr3-walk-xyz in Figure  7 , which shows this scene is not static, but our system has the ability to deal with this through the flow confidence estimates, discussed in Section 4.3 Table 4 : Performance of several approaches evaluated on two sequences of the KITTI dataset [9] . SfM-Learner(1) and SfM-Learner(5) indicates the different frame gaps used to construct the trajectories. The results are separated by SLAM and machine learning approaches. We highlight the strongest results in bold for each type of approach. Table 5 : Performance of pose estimation on several sequences from the RGB-D dataset [35] . DeMoN(1) and DeMoN(10) indicates the trajectories were constructed with a frame gap of 1 and 10 respectively. Both [26] and [6] fail to track on fr2-360-hs. The results are separated by SLAM and machine learning approaches. We highlight the strongest results in bold for each type of approach.
Sequence fr1-xyz fr2-360-hs fr3-walk-xyz 
Ablation Experiments
In order to examine the contribution of using each component of our pose estimation network, we compare the pose estimates under various configurations on sequences 09 and 10 of the KITTI odometry dataset [9] , summarised in Table 6 . We examine the relative improvement of iterating on our pose estimation till convergence, against a single weighted-least-squares iteration, which demonstrates iterating has a significantly positive effect. We demonstrate the improved utility of our flows by replacing our flow estimates with other state-of-the-art flow estimation methods from [14] and [31] in our pose estimation pipeline, and consistently demonstrate an improvement using our approach. We show the result of optimising with and without our estimated confidences, demonstrating quantitatively how important they are to pose estimation accuracy, with significant reductions across all metrics. We also demonstrate qualitatively one of the ways in which estimating confidence improves our pose estimation in Figure 7 . This shows that our system has learned the confidence on moving objects is lower than its surroundings and the confidences of edges are higher, helping our system focus on salient information during optimisation in an approach similar to [6] . Fig. 7 : For a frame pair (I i and I j ) from the sequence fr3-walk-xyz , F← − ji is the estimated optical flow from I i to I j , and C x and C y are the estimated flow confidences in the x and y direction respectively
Conclusion and Further Work
We present the first piece of work that performs least squares based pose estimation inside a neural network. Instead of replacing every component of the SLAM pipeline with CNNs, we argue it's better to use CNNs for tasks that greatly benefit from feature extraction (depth and flow prediction) and use geometry for tasks its proven to work well (motion estimation given the depths and flow). Our formulation is fully differentiable and is trained end-to-end. We achieve state-of-the-art performances on single image depth prediction for both NYUv2 [34] and KITTI [9] datasets. We demonstrate both qualitatively and quantitatively that our system is capable of producing better visual odometry that considerably reduces scale-drift by predicting metric depths.
Supplementary Material I Dataset Evaluation Analysis
In this section we evaluate and analyse the relative performance on each dataset as well as correlations in the dataset and how they relate to overall performance.
I.I NYUv2 [34] The RMSE error on each image of the test set, sorted by our performance on the NYUv2 dataset. We include two competing approaches, as well as marking which side of the line indicates we are better ('We Win') and which we are worse ('We Lose'). Right: The median ground-truth depth of each image in the test set also sorted by our RMSE performance. We include an approximate trend-line to show the relationship between depth and RMSE in our system
The dataset NYUv2 [34] has been a popular benchmark for indoor depth estimation and semantic segmentation since the work of Eigen et al. [4] . We provide several qualitative and quantitative results from the evaluation of our approach in Figures 9, 10 and 22. This shows our strongest, median and worst performing images, as well as each predictions RMSE error in meters. This reveals two insights about our system's performance, and that is we perform stronger on images with closer median depths and that our largest errors occur when we incorrectly estimate the overall scale of the scene. The relationship to median depth is evident in Figure 8 , where the RMSE is strongly correlated to the median scene depth. We also observe a similarly strong correlation in the performance of all three approaches, although our approach is overwhelmingly out performing the competitors.
What conclusions can we draw from these results? Well this is a rather clear result of the choice of error metric in ranking the results. In this case as we rank by the RMSE, we Figure 8 would expect higher depths to be the images with the largest error, as only either very large predictions or very large ground truth values can generate large RMSE values. This also indicates that our network tends to behave conservatively, estimating the scene is closer on average rather than further. This is probably a direct result of the depth value distribution in the training set, potentially biasing the depths towards the lower end. Fig. 11 : The 6 lowest performing images from the NYUv2 [34] testset, based on RMSE error. In general these images contain higher median depth values, but the way in which our network gets it wrong appears to be in estimating the overall scene scale. This quantity is challenging to estimate, and we can observe qualitatively the system still produces believable relative depth estimates I.II KITTI [9] 0 100 200 300 400 500 600 700
Image Index The RMSE error on each image of the test set, sorted by our performance on the KITTI dataset. We include two competing approaches, as well as marking which side of the line indicates we are better('We Win') and which we are worse ('We Lose'). Right: The median ground-truth depth of each image in the test set also sorted by our RMSE performance. We include an approximate trend-line to show the relationship between depth and RMSE in our system
Our most impressive performance is perhaps on the KITTI benchmark dataset [9] . Where as shown in Figure 12 (left), we consistently out-perform the competing approaches on almost all test images. The scale of the depth error had to be changed to log 10 in order to capture the full range of errors. This could be because the competing approaches estimate inverse depth/disparity and invert the predicted values to compute their loss function. This can lead to unstable performance on large distances, due to the non-linearity of this section, as opposed to our approach which is linear to all depths.
Again we include the analysis of the median depths sorted against the RMSE error in Figure 12 (right), as we did for NYUv2. In this case the relationship between error and depth is largely reduced, this is most likely due to the nature of the dataset which contains a very similar spread of data for most images in the training set, as they film similar scenarios. However the relationship is still visible in Figure 13 , where these scenes contain comparitively low depth values, indicating again our system behaves conservatively in estimating depths. 
Input
Ours Ground Truth Fig. 13 : The highest performing 6 images from the KITTI [9] testset, based on RMSE error. Surprisingly not all of these contain a great deal of scale context, in particular rows 2 and 6, where they face a dirt ramp, which is atypical of the predominantly road facing dataset. This indicates strongly that the approach is genuinely learning about the geometry of the scenes The lowest 6 performing images from the KITTI [9] testset, based on RMSE error. Although the RMSE of each of these images is comparitively high, the depth predictions produced are convincing qualitatively I.III Comparison using the architecture of Kuznietsov [21] We replaced the architecture of our depth estimation network using that of Kuznietsov et al. [21] . As it can be seen below by using the full training loss we are able to improve the accuracy of the depth estimation results indicating the generality of the approach. We include the trajectory from sequence 10 of the odometry dataset from KITTI [9] . For the quantitative results please refer to the main paper. The resulting trajectories in Figure 16 , indicate the comparitively strong performance of our approach, and show that our iterative (bottom-left) approach is significantly more accurate than the FC approach (top-right). This trajectory contains no loops, and as such could lead to significant scale drift in some SLAM systems, however in this case the frequent local bundle-adjusts performed by ORB-SLAM seem to have helped to maintain the map quality throughout. Ours (iterative) Fig. 16 : Trajectories of Our method in both configurations, as well as the resulting trajectories of ORB-SLAM(full) [26] and SfM-Learner [42] . We demonstrate comparative quality to ORB-SLAM, and significantly out perform SfM-Learner
II.II RGB-D Trajectories
We show the estimated aligned trajectories for several sequences from the RGB-D dataset [35] , to demonstrate qualitatively performance of our system against previous approaches. We summarise the trajectories in Figure 17 , which demonstrates our comparably favourable performance against the approach DeMoN[38] . This is all despite our method estimating only frame-to-frame relative poses from adjacent frames, while DeMoN(10) is using a larger baseline and thus should estimate a smoother trajectory given the reduction in accumulation error. Ultimately ORB-SLAM [26] is still the clear winner, as it uses information from multiple frames, and iteratively aggregates error across short sections. However as our approach is purely VO we were able to get a trajectory for fr2-360-hs, which we were unable to for ORB-SLAM due to the challenging nature of the camera motion and rapid lighting changes. (10) [38] , for the evaluated sequenced from the RGB-D dataset [35] . We demonstrate a marked improvement upon DeMoN which, although being given a slight advantage in some respects by widening the baseline and reducing accumulated pose error, still performs poorly. However against ORB-SLAM, both methods come up a little short, as ORB-SLAM is able to perform local bundle-adjustments across multiple keyframes, which greatly reduces the overall error.
II.III Comparison With CNN-SLAM
In this table we include a comparison of our approach on the datasets used by CNN-SLAM [37] . We would like to point out that our method performs competitively despite solely computing sequential frame-to-frame alignments and does not (yet) take advantage of the loop closures and local/global bundle adjustments used by the competing methods.
Method
Absolute Fig. 18 : A selection of optical flow predictions made by our framework on the TUM dataset [35] . For a frame pair (I i and I j ) , F← − ji is the estimated optical flow from I i to I j , and C x and C y are the estimated flow confidences in the x and y direction respectively. The first two rows correspond to static scenes where only the camera moves resulting in uniform flow across the image. The third row shows an example of a dynamic scene Fig. 19 : A selection of optical flow predictions made by our framework on the KITTI dataset [9] . Dynamic objects and the objects that do not appear in both frames due to large camera motion have low confidence The encoder takes a global mean subtracted RGB image as an input, during the feature encoding stage the resolution of the activations are reduced by a factor of 16. First downsampling operation is performed using a strided convolutional layer, the next with a max-pooling layer and the final two with average-pooling layers. Up sampling process is performed using the up-project blocks proposed in [22] . Since the first downsampling operation is performed by the very first convolutional layer and closely resemble image features,these activations are not provided to the decoder via a skip connection. It should be noted that ours isn't the first piece of work to predict depth using a DenseNet architecture. Kendall et al. [17] also used a DenseNet variant and the gains that we obtain are predominantly due to the loss functions we employed. Appendix I shows the full breakdown of the architecture The flow network has three streams. The first stream takes the left image and its' predicted depth map as an input, the second stream receives the right image and the corresponding predicted depth map and finally, the third stream receives both the left and right images and their associated depth predictions. Barring the first layer, all other layers of each stream share their weights. During the decoder stage the predicted flow is used to perform warp concatenations, where the right images activations are warped and concatenated with that of the left image. Since we are estimating optical flow in a coarse to fine manner, where the latter layers compute a residual to be added to the initial flow estimate, warp-concatenations help to capture the small displacements more effectively V Pose Network V.I Iterative Re-weighted Approach
IV.II Flow Network
As described in the main body of the paper, we are attempting to minimise the following error function with respect to the relative transformation parameters (ξ← − 21 ∈ R 6 ):
For simplicity, we express the values in terms of normalised camera coordinates. The estimated flow
is computed from the normalised camera coordinate and the current estimated transformation T← −
21
∈ SE(3) as shown in Equation 11 . To simplify the mathematics we can represent the transformation using a matrix exponential as T← − ∈ R 6 , which is a member of the Lie-algebra se 3 , and G j is the generator matrix corresponding to the relevant motion parameter. We can now differentiate the residual function with respect to the motion parameters to generate the following Jacobian
where J i is the i th Jacobian, which can be stacked to form a larger Jacobian matrix J = J This allows us to iteratively reduce the loss function e using a standard Gauss-Newton approach given by
where β is the additive update to the motion parameters ξ← −
, and W is a diagonal weight matrix W = diag({W 1 , W 2 , · · · , W N }). W i = W(u i ) is the i th weight matrix defined by
where C X (u i ) is the i th confidence value in the x-direction, m is a constant that is computed from the residual r i (Equation 11), to be the mean residual magnitude of a single image, and r X (u i ) is the i th residual in the x-direction. This pipeline is implemented in Tensorflow [1] and allows us to train the network end to end.
V.II Network Based Approach
This section was addressed in detail in the main body.
VI Training Procedure VI.I Depth Training
All of the DenseNet-161 layers [13] of the depth nets are initialised using Imagenet [32] pretrained weights. Remainder of the layers are intialised using MSRC [11] initialisation. NYUv2 [34] and TUM [35] models are trained purely using the supervised loss term. The network is regularized using a weight decay of 1e −4 through out training and the learning rate schedule is shown below : Out of ≈ 400,0000 images in the NYU dataset, we only use 12,000 during training. We perform data augmentation 4 times (a total training set of 48000 images) using color shifts, random crops and left-right flips. Although, data augmentation can be implemented during training we noticed a considerable speedup by performing data augmentation offline. The training images and the corresponding ground truth are downsampled by a factor of 2. Hence, the resolution of each training example becomes 320×240. Each training batch contains 8 images and we use 4 GPUs, resulting in a overall batch size of 32. In terms of training speed we observe on average 19.3 examples/sec or 0.415 sec/batch.
For the KITTI dataset we use 10,000 training images. Out of the training images that were defined in [5] we further prune our training set to exclude any images that are part of the odometry test set. We adopt a learning rate schedule which spans for half the duration of the NYU. This is primarily to avoid over fitting as we are now working with a comparatively small training dataset.
Optical Flow Training In order to compute the ground truth optical flow image, for the NYUv2 [34] dataset we first compute the camera pose using the Iterative Closest Point (ICP) algorithm which can then be used with the ground truth depth map to compute optical flow. This process is slightly simplified for the TUM [35] dataset as the ground truth pose is provided. The network is then trained using the optical flow loss criterion. All the layers of the flow network are initialised using the MSRC [11] initialisation and the learning rate schedule is shown in Figure 24 . As it can be seen, the training duration is much smaller compared to the depth network training as the primary objective at this stage is to obtain a crude representation for both optical flow and the information matrix. Complete end-to-end fine tuning happens when the network is trained using the pose loss criterion. Pose Training We optimize the full network end-to-end using the pose loss and demonstrate that the state-of-the art depths can be further improved using the knowledge of pose. We train the network for 20,000 iterations with an initial learning rate of 1e −5 which is halved at the half-way point.
Appendix I
We include a full table description of our depth network, for completeness.
Depth Net
Model Architechture Breakdown 
