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INTRODUCTION
Methods for detecting the presence of a unit root in parametric time series models have lately attracted a good deal of interest in both statistical theory and application. Fuller (1984) and Dickey, Bell & Miller (1986) review muchi of the literature. The latter article provides a helpful practical guide to the use of some of the formal tests.
One major field of application where the hypothesis of a unit root has important implications is economics. This is because a unit root is often a theoretical implication of models which postulate the rational use of information that is available to economic agents. Examples include various financial market variables such as futures contracts (Samuelson, 1965) , stock prices (Samuelson, 1973) , dividends (Kleidon, 1986) , spot and forward exchange rates (Meese & Singleton, 1983) , and even aggregate variables like real consumption (Hall, 1978) . Formal statistical tests of the unit root hypothesis are of additional interest to economists because they can help to evaluate the nature of the nonstationarity that most macroeconomic data exhibit. In particular, they help in determining whether the trend is stochastic, through the presence of a unit root, or deterministic, through the presence of a polynomial time trend. A recent examination of historical economic time series by Nelson & Plosser (1982) , for example, found strong evidence in favour of unit root nonstationarity using the testing procedure of Dickey & Fuller (1979) . Recently, Said & Dickey (1984) have shown that the Dickey-Fuller procedure, which was originally developed for autoregressive representations of known order, remains valid asymptotically for a general ARIMA (p, 1, q) process in which p and q are of unknown orders, that is for an autoregressive integrated moving average process of the indicated order. More specifically, Said & Dickey (1984) show that the Dickey-Fuller regression t test for a unit root may still be used in an ARIMA (p, 1, q) model provided the lag length in the autoregression increases with the sample size, T, at a controlled rate less than T1 3.
An alternative procedure for testing the presence of a unit root in a general time series setting has recently been proposed by Phillips (1987a) . This approach is nonparametric with respect to nuisance parameters and thereby allows for a very wide class of time series models in which there is a unit root. This includes ARIMA models with heterogeneously as well as identically distributed innovations. The method seems to have significant advantages when there are moving average components in the time series and, at least in this respect, offers a promising alternative to the Dickey-Fuller and Said-Dickey procedures.
The present paper extends the study of Phillips (1987a) to the cases where (a) a drift, and (b) a drift and a linear trend are included in the specification. These extensions are important for practical applications, where the presence of a nonzero drift is very common. Moreover, in many cases and, particularly, with economic time series, the main competing alternative to the presence of a unit root is a deterministic linear time trend. It is therefore important that regression tests for unit roots allow for this possibility.
The methods of the paper are asymptotic and rely on the theory of functional weak convergence. The limit distributions of the new test statistics developed here are expressed as functionals of standard Brownian motion and are the same as those tabulated by Fuller (1976) . This means that our tests may be used with existing tabulations even though they allow for much more general time series specifications. The asymptotic local power properties of our tests are studied using the theory of near-integrated processes (Phillips, 1987b) . Some simulation evidence on the finite sample performance of the new tests is also provided.
PRELIMINARIES
The models we consider are driven by a sequence of innovations denoted by {uj}. Throughout we assume that {uj} satisfies the following general conditions: (i) E (u,) = 0 for all t; (ii) supt Elutl1E < oo for some , > 2 and E > 0;
(iii) as T -oo, o-2=lim E(T-1SS2) exists and cr2 > 0, where St = u1 + . . . + u.
;
(iv) {uj} is strong mixing with mixing coefficients a,m that satisfy l a1-2/0 < 00, where the sum is over m = 1, ...., 00. The conditions allow many weakly dependent and heterogeneously distributed time series. They include a wide variety of possible data generating mechanisms such as finite order ARMA models under very general conditions on the underlying errors (Withers, 1981) . Condition (ii) controls the allowable heterogeneity of the process, whereas (iv) controls the extent of permissable temporal dependence in relation to the probability of outlier occurrences; see Phillips (1987a) (1)
The symbol '=X' signifies weak convergence of the associated probability measures. In this case, the probability measure of XT(r) converges weakly to the probability measure of the standard Brownian motion W(r); see Billingsley (1968, ? 16 ) and Pollard (1984, Ch. 5) for further discussion.
Using ( Joint weak convergence for the sample moments given above to their respective limits is also easily established and will be used below. 
a =1.
Initial conditions for (2) are set at t = 0 and yo may be any random variable, including a constant, whose distribution is fixed and independent of the sample size T. The innovation sequence {ut} satisfies conditions (i)-(iv). WdW+A.
We consider the two least-squares regression equations Y= A+
Again joint weak convergence to the stated limits applies.
LIMITING DISTRIBUTIONS OF THE STATISTICS
In this section we characterize the limiting distributions of the standardized coefficient estimators T(aA-1), T(a -1) and the t statistics ta and t& (a = 1), t,2 and t, (,u = 0) and t; (,3 = 0) under the maintained hypothesis that the time series {yt} is generated by (2) and (3). Rather than using first differences u, = Yt -Yt-i in the construction of S2TI we could use the residuals from the regression equations (4) and (5). Since the coefficients in these regressions are consistent, it is easy to show that these modifications to S2TI, which we denote by S^2 and S2T respectively, are also consistent estimates of o2 under the same conditions. Once again S2T will be the preferred estimator when we wish to allow for a nonzero drift as in (2').
Note that (6) is not constrained to be nonnegative as it is presently defined; it can be negative when there are large negative sample serial covariances. Simple modifications to (6) overcome this difficulty. For example, the weighted variance estimators Using these results for sample moments we may now develop an asymptotic theory for the regression coefficients and t statistics in (4) and (5). Moreover, it is a simple matter to find the noncentral asymptotic distributions of the new unit root test statistics developed in ? 6. The main results of interest are contained in the following theorem which concentrates on estimates of the autoregressive coefficient a and its associated t-ratio. The derivations follow those of Phillips (1987b) and will be supplied on request. As we have seen in ? 6, there is no loss in asymptotic local power in the use of the Z(a ) tests for a unit root. But the simulations reported in ? 7 indicate that test performance can differ substantially in finite samples among asymptotically equivalent tests. For models with positive moving average errors the Z(a) test is conservative and has better power properties than the other tests. For models with independent and identically distributed errors where the transformations that lead to the Z tests are not strictly needed, Z(a&) again seems to be the preferred test. For models with moving average errors and negative serial correlation the Z tests suffer appreciable size distortions and are not recommended. In such cases the Said-Dickey procedure of using a long autoregression seems preferable.
