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Abstract : The quantum analogues of Pauli matrices are introduced and investigated. From
these matrices and an appropriate trace over spinorial indices we construct a quantumMinkowsky
metric. In this framwork we show explicitly the correspondence between the SL(2, C) and
Lorentz quantum groups. The R matrices of the quantum Lorentz group are constructed in
terms of the R matrices of SL(2, C) group. These R matrices satisfy adequate properties as
Yang-Baxter equations, Hecke relations and quantum symmetrization of the metric. It is also
shown that the Minkowsky metric leads to an invariant and central norm.
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1 Introduction
The Lorentz group plays a fundamental role in physics. First, it constitutes the homogeneous
part of Poincare´ group which is intrinsically connected to the geometry of the space-time and
leaves invariant all physical systems discribed by the special theory of relativity. Second, the
different representations of Lorentz group are field discribing particles which constitute the
physical systems. For these reasons, it is especially interesting to study the noncommutative
version of the Lorentz group.
The other reason which makes the study of the quantum Lorentz group interesting is due to
the fact that in quantum field theory based on a classical space-time and a classical lorentz
group there exist difficulties tied to small space-time distances. One may hope to solve these
difficulties by new tools provided by the noncommutative geometry [1-4].
The construction of quantum Lorentz group has been considered by many authors, either di-
rectly [5-6] or in the context of the quantum poincare´ group [7-8]. Despite intensive efforts,
these studies do not completly describe the quantum Lorentz group.
In this paper one constructs quantum Lorentz group out of the quantum SL(2, C) group by
showing how all properties of the former can be deduced from the later which are well known.
The paper is organized in the following way. In Sect. 2 we recall the well known results pro-
vided by the bicovariant calculus over SL(2, C) and SU(2) quantum groups. We shall assume
that the undotted (conjugate) and dotted generators of quantum SL(2, C) group satisfy the
commutation rules of the quantum SU(2) group.
In Sect. 3 the construction of quantum Lorentz group is carried out of the quantum SL(2, C)
group following the analogue of the homomorphism for the classical group SO(1, 3) ∼ SL(2, C)\Z2.
We shall start by investigating the quantum analogues of the Pauli matrices from which we
construct an adequate Minkowsky metric. An example of a two parameters deformation is
given and the completeness relations are established. From the properties of the quantum
Pauli matrices and the generators of SL(2, C), we construct the generators of the quantum
Lorentz group. We show that they satisfy the axiomatic structure of the Hopf algebras and the
orthogonality relations. We also construct the R matrices of the Lorentz group out of those
of SL(2, C) group. These R matrices satisfy the Yang-Baxter equations, the Hecke relations
and exhibit the quantum symetrization properties of the Minkowsky metric.
In Sect. 4 we investigate the properties of the Minkowsky space. In particular, we show that
the Minkowsky metric induces an invariant norm which commutes with the Hopf algebra A
generated by the quantum SL(2, C) group generators, the undotted and dotted basis (spinors)
of the bicovariant bimodule over A and the quantum coordinates of the Minkowsky space.
2 Bicovariant Calculus On SL(2, C) and SU (2) Quantum
Groups
Before we start to construct the quantum Lorentz group out of the quantum SL(2, C) group,
let us recall some results provided by the bicovariant calculus over the SL(2, C) and SU(2)
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quantum groups. Let an unital ⋆-algebra A generated by M βα (α, β = 1, 2) which preserves a
nondegenerate bilinear form ε
εαβM
α
γ M
β
δ = εγδIA , ε
γδM αγ M
β
δ = ε
αβIA , ε
αγεγβ = δ
α
β = εβγε
γα
which are the unimodularity conditions. The nondegenerate bilinear form ε is considered
as a quantum spinor metric, IA being the unity of A. To preserve these conditions under
the antimultiplicative involution ⋆ : A → A, the spinor metric must satisfy the condition
(εαβ)
⋆ = λεβ˙α˙ with λλ
⋆ = 1 leading to:
εα˙β˙M
α˙
γ˙ M
β˙
δ˙
= εγ˙δ˙IA , ε
γ˙δ˙M α˙γ˙ M
β˙
δ˙
= εα˙β˙IA , ε
α˙γ˙εγ˙β˙ = δ
α˙
β˙
= εβ˙γ˙ε
γ˙α˙
where M β˙α˙ = (M
β
α )
⋆. For convenience, we take λ = 1. A carries a structure of a ⋆-Hopf
algebra with a coaction ∆ : A → A ⊗ A, a counit ε : A → C and an antipode S : A → A
defined on the generators by ∆(M βα ) = M
γ
α ⊗M
β
γ , ε(M
β
α ) = δ
β
α and S(M
β
α ) = εαγM
γ
δ ε
δβ .
On the dotted copy, we have (∆(M βα ))
⋆ = ∆((M βα )
⋆) = ∆(M β˙α˙ ) = M
γ˙
α˙ ⊗M
β˙
γ˙ , ε(M
β˙
α˙ ) = δ
β˙
α˙
and S(M β˙α˙ ) = εα˙γ˙M
γ˙
δ˙
εδ˙β˙. the involution ⋆ acts on the antipode as (S(M βα ))
⋆ = εβ˙δ˙M γ˙
δ˙
εγ˙α˙ =
S−1(M β˙α˙ ).
It is known [9] that the generators of a such system satify the noncommutativity relations
R±αβσρM
σ
γ M
ρ
δ = M
α
σ M
β
ρ R
±σρ
γδ where the forms of the R matrices are given by R
±αβ
γδ =
δαγ δ
β
δ + a
±1εαβεγδ satifying R
±αβ
σρ R
∓σρ
γδ = δ
α
γ δ
β
δ with a + a
−1 + εαβεαβ = 0, and a 6= 0. These
R matrices satisfy the Yang-Baxter equation, the Hecke equations (R± + a±2)(R± − 1) and
εαβR
±αλ
σγ R
±βρ
λδ = a
∓1εγδδ
ρ
σ.
Now, we consider a right-invariant basis θα of the bicovariant bimodule Γ over A on which the
right coaction acts as ∆R(θα) = θα ⊗ I, ∆R(θα˙) = θα˙ ⊗ I and the left coaction acts as
∆L(θα) = M
β
α ⊗ θβ , ∆L(θ
α) = S(M αβ )⊗ θ
β
∆L(θα˙) = M
β˙
α˙ ⊗ θβ˙ , ∆L(θ
α˙) = S−1(M α˙
β˙
)⊗ θβ˙ (1)
where (θα)
⋆ = θα˙ and the spinorial indices are lowered and raised as θα = θ
βεβα, θ
α = θβε
βα,
θα˙ = εα˙β˙θβ˙ and θα˙ = εα˙β˙θ
β˙ . From the bicovariance properties of the bimodule A − Γ [4] we
can show the existence of functionals f : A → C satisfying the following properties
θαa = (a ⋆ f
β
α )θβ , θ
αa = (a ⋆ f˜ αβ )θ
β (2)
θα˙a = (a ⋆ f
β˙
α˙ )θβ˙ , θ
α˙a = (a ⋆ f˜ α˙
β˙
)θβ˙ (3)
aθα = θβ(a ⋆ f
β
α ◦ S) , aθ
α = θβ(a ⋆ f˜ αβ ◦ S) (4)
aθα˙ = θβ˙(a ⋆ f
β˙
α˙ ◦ S) , aθ
α˙ = θβ˙(a ⋆ f˜ α˙
β˙
◦ S) (5)
f βα (ab) = f
γ
α (a)f
β
γ (b) , f˜
β
α (ab) = f˜
β
γ (a)f˜
γ
α (b), (6)
3
f
β˙
α˙ (ab) = f
γ˙
α˙ (a)f
β˙
γ˙ (b) , f˜
β˙
α˙ (ab) = f˜
β˙
γ˙ (a)f˜
γ˙
α˙ (b) (7)
f βα (I) = δ
β
α = f˜
β
α (I) , f
β˙
α˙ (I) = δ
β˙
α˙ = f˜
β˙
α˙ (I) (8)
M γα (f
β
γ ⋆ a) = (a ⋆ f
γ
α )M
β
γ , S(M
α
γ )(f˜
γ
β ⋆ a) = (a ⋆ f˜
α
γ )S(M
γ
β ), (9)
M
γ˙
α˙ (f
β˙
γ˙ ⋆ a) = (a ⋆ f
γ˙
α˙ )M
β˙
γ˙ , S
−1(M α˙γ˙ )(f˜
γ˙
β˙
⋆ a) = (a ⋆ f˜ α˙γ˙ )S
−1(M γ˙
β˙
) (10)
where the convolution product is defined by a ⋆ f = (f ⊗ I)∆(a) for any a ∈ A. Setting
a = S(a) (S−1(a)) into the right undotted (dotted) relation of (9)((10)), then applying S−1(S)
and comparing with the corresponding left undotted (dotted) relation of (9) ((10)), we get
f βα = f˜
β
α ◦ S , f
β˙
α˙ = f˜
β˙
α˙ ◦ S
−1. (11)
For the generators of A, the left relation (9) gives M γα M
δ
ρ f
β
γ (M
σ
δ ) = f
γ
α (M
δ
ρ )M
σ
δ M
β
γ
which shows that there exist two functionals f α±γ (M
ρ
δ ) proportional to the R
±ρα
γδ matri-
ces. Applying these functionals on both sides of the unimodularity condition, we obtain:
f α±γ (M
ρ
δ ) = a
∓ 1
2R
±ρα
γδ and f
α
±γ (S(M
ρ
δ )) = a
± 1
2R
∓αγ
δγ [10]. The same procedure can be used
for the dotted copy of A generators. Then there exist two basis θ±α corresponding to the
functionals f β±α .
Applying the ⋆ involution on both sides of (2) and (3), we get respectively
(θ±αa)
⋆ = (θ±β)
⋆(f β±α (a(1)))
⋆a⋆(2) = a
⋆(θ±α)
⋆, (θα±a)
⋆ = (θβ±)
⋆(f˜ α±β (a(1)))
⋆a⋆(2) = a
⋆(θα±)
⋆,
(θ±α˙a)
⋆ = (θ±β˙)
⋆(f β˙±α˙ (a(1)))
⋆a⋆(2) = a
⋆(θ±α˙)
⋆ and (θα˙±a)
⋆ = (θβ˙±)
⋆(f˜ α˙
±β˙
(a(1)))
⋆a⋆(2) = a
⋆(θα˙±)
⋆(12)
where a(1) and a(2) denote elements of ∆(a) = a(1) ⊗ a(2). In the other hand, for a = a
⋆, (4)
and (5) give respectively
a⋆θ±α = θ±βf
β
±α (S(a
⋆
(1)))a
⋆
(2) , a
⋆θα± = θ
β
±f˜
α
±β (S(a
⋆
(1)))a
⋆
(2)
a⋆θ±α˙ = θ±β˙f
β˙
±α˙ (S(a
⋆
(1)))a
⋆
(2) , a
⋆θα˙± = θ
β˙
±f˜
α˙
±β˙
(S(a⋆(1)))a
⋆
(2). (13)
But for a = M ρσ , we have (f
β
±α (M
δ
σ ))
⋆ = (a∓
1
2R±δβασ )
⋆ = a∓
1
2R
±β˙δ˙
σ˙α˙ = f
β˙
∓α˙ (S(M
δ˙
σ˙ )) for a real.
Therefore (12) and (13) are consistent if (θ±α)
⋆ = θ∓α˙ and (θ
α
±)
⋆ = θα˙∓ yielding
(f β±α (a))
⋆ = f β˙∓α˙ (S(a
⋆)), (f˜ β±α (a))
⋆ = f˜ β˙∓α˙ (S(a
⋆)),
(f β˙±α˙ (a))
⋆ = f β∓α (S(a
⋆)) and (f˜ β˙±α˙ (a))
⋆ = f˜ β∓α (S(a
⋆)). (14)
Finally, by using the spinor metric to raise the indices of the right invariant basis into (2) and
(3), we may also show that
f
β
±α = ε
βδf˜
γ
±δ εγα and ε
β˙δ˙f
γ˙
±δ˙
εγ˙α˙ = f˜
β˙
±α˙ . (15)
In this stage, we have no indication on the explicit forms of f α±γ(M
ρ˙
δ˙
) or f α˙±γ˙(M
ρ
δ ) to control the
noncommutativity between undotted and dotted generators of the quantum SL(2, C) group.
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To carry this point we assume either the generators M βα commute with M
β˙
α˙ or are controled
by the R matrices satisfying the properties of the quantum SU(2) group. In the following we
assume the later possibility.
To reflect the specific properties of the quantum SU(2) group, we have to add the unitarity
condition on the generators asM β˙α˙ = S(M
α
β ) andM
β
α = S
−1(M α˙
β˙
). Applying S on both sides
of the unimodularity condition, we may show that the unitarity condition yields εαβ = λε
β˙α˙
with λλ⋆ = 1. In the following we take λ = −1. Then to be consistent with the quantum
SU(2) group, the spinor metric must satisfy
(εαβ)
⋆ = εβ˙α˙ = −ε
αβ and (εαβ)⋆ = εβ˙α˙ = −εαβ . (16)
It is easy to see, by using the unitarity condition of the generators into (1), that θα˙ = θ
α and
θα = θ
α˙ implying conditions on the functionals
f
β˙
±α˙ = f˜
α
±β , f˜
β˙
±α˙ = f
α
±β (17)
As stated above, we assume that the functionals of the quantum SL(2, C) group satisfy the
same properties as the SU(2) ones. Therefore, if for example we set a = M ρ˙σ˙ into the left
relation of (2), we get
M γα M
δ˙
σ˙ f
β
±γ (M
ρ˙
δ˙
) = f γ±α (M
δ˙
σ˙ )M
ρ˙
δ˙
M βγ or M
γ
α M
δ˙
σ˙ R
±ρ˙β
γδ˙
= R±δ˙γασ˙M
ρ˙
δ˙
M βγ (18)
where f γ±α (M
δ˙
σ˙ ) = R
±δ˙γ
ασ˙ = f
γ
±α (S(M
σ
δ )) = a
± 1
2R
∓γσ
δα. we have also objects of the form
f
γ
±α (S(M
δ˙
σ˙ )) = R
∓γδ˙
σ˙α = f
γ
±α (S(S(M
σ
δ ))) = εδλf
γ
±α (S(M
λ
ν ))ε
νσ =
a±
1
2 εδλR
∓γλ
να ε
νσ = εσ˙ρ˙f
γ
±α (M
ρ˙
γ˙ )ε
γ˙δ˙ = εσ˙ρ˙R
±ρ˙γ
αλ˙
ελ˙δ˙.
From (6) and (7), we get respectively
f
γ
±α (M
δ˙
σ˙ )f
β
±γ (S(M
ρ˙
δ˙
)) = δβαδ
ρ˙
σ˙ = R
±δ˙γ
ασ˙R
∓βρ˙
δ˙γ
(19)
f
γ
±α (S(M
δ˙
σ˙ ))f
β
±γ (M
ρ˙
δ˙
) = δβαδ
ρ˙
σ˙ = R
∓γδ˙
σ˙αR
±ρ˙β
γδ˙
(20)
3 The quantum Lorentz group
To have a correspondence between SL(2, C) and Lorentz quantum groups, we must construct
the quantum analogues of the Pauli matrices. Let us consider an element Xαβ˙ as a tensor
product of an undotted and dotted elements of right invariant basis of the bimodule A-Γ
(bispinor). Xαβ˙ can always be expanded on a system of four independent 2 × 2 matrices
σI
αβ˙
(I = 0, .., 3) as XIσ
I
αβ˙
. Xαβ˙ tranforms as
∆L(Xαβ˙) = M
σ
α M
ρ˙
β˙
⊗Xσρ˙ , ∆R(Xαβ˙) = Xαβ˙ ⊗ I. (21)
5
Then, we have
Proposition (3,1):
a) There exist four 2 × 2 matrices σIα˙β± given by
σ
Iα˙β
± = ε
α˙λ˙R
∓σρ˙
λ˙ν
ενβσIσρ˙ (22)
such that XIσ
Iα˙β
± = X
α˙β
± transforms under the left coaction as
∆L(X
α˙β
± ) = S
−1(M α˙σ˙ )S(M
β
ρ )⊗X
σ˙ρ
± .
b) σIα˙β± are hermitean iff σ
I
αβ˙
are. In this case XI are real.
P roof.: a) Setting into (21) M σα M
ρ˙
β˙
= R±γ˙δ
αβ˙
M
µ˙
γ˙ M
ν
δ R
∓σρ˙
µ˙ν , obtained by multiplying from
the right both sides of (18) by R∓ξτ˙ρ˙β and by using (19), we obtain
∆L(Xαβ˙) = R
±γ˙δ
αβ˙
M
µ˙
γ˙ M
ν
δ R
∓σρ˙
µ˙ν ⊗Xσρ˙.
Multiplying from the left both sides by R∓αβ˙
λ˙ν
and using (20), we deduce
∆L(XIR
∓αβ˙
λ˙ν
σI
αβ˙
) = M µ˙
λ˙
M τν ⊗XIR
∓σρ˙
µ˙τ σ
I
σρ˙ =
ελ˙γ˙S
−1(M γ˙
δ˙
)εδ˙µ˙ετξS(M κξ )εκν ⊗XIR
∓σρ˙
µ˙τ σ
I
σρ˙
yielding
∆L(XIε
α˙λ˙R
∓σρ˙
λ˙ν
ενβσIσρ˙) = S
−1(M α˙
δ˙
)S(M βγ )⊗XIε
δ˙λ˙R
∓σρ˙
λ˙ν
ενγσIσρ˙,
which can be written under the form ∆L(X
α˙β
± ) = ∆L(XIσ
Iα˙β
± ) = S
−1(M α˙
δ˙
)S(M βγ ) ⊗ X
δ˙γ
±
with
σ
Iα˙β
± = ε
α˙λ˙R
∓σρ˙
λ˙ν
ενβσIσρ˙
from which we obtain ελ˙α˙σ
Iα˙β
± εβν = R
∓σρ˙
λ˙ν
σIσρ˙. Multiplying from the right both sides by R
±λ˙ν
γτ˙
and using (19), we get
σI
αβ˙
= ελ˙γ˙R
±λ˙ν
αβ˙
εµνσ
Iγ˙µ
± . (23)
b) Under the conditions (16) on the spinor metric we have (R±αρσν)
⋆ = R±σναρ, for a real, implying
(R∓αβ˙
λ˙ν
)⋆ = (a±
1
2εβρR
∓αρ
σνε
σλ)⋆ = a±
1
2εβρR∓σναρεσλ.
6
In the other hand, by using (11) and (15), we obtain
a±
1
2 εβρR∓σναρεσλ = f
ν
∓α (ε
βρM σρ εσλ) = f
ν
∓α (S
−1(M βλ )) = f˜
ν
∓α (M
β
λ ) =
εασf
σ
∓δ (M
β
λ )ε
δν = a±
1
2 εασR
∓βσ
δλε
δν = R∓β α˙ν˙λ
yielding (σIα˙β± )
⋆ = εβ˙ν˙R∓ρσ˙ν˙λε
λα(σIσρ˙)
⋆. Therefore, if (σIσρ˙)
⋆ = σIρσ˙ then
(σIα˙β± )
⋆ = εβ˙ν˙R∓ρσ˙ν˙λε
λασIρσ˙ = σ
Iβ˙α
± .
The same procedure can be applyied to (23) to show the converse. It is now easy to see by ap-
plying the ⋆ involution on both sides of (21) that (Xαβ˙)
⋆ = Xβα˙ implying XIσ
I
βα˙ = (XIσ
I
αβ˙
)⋆ =
(XI)
⋆σIβα˙ which shows that XI are real. Q.E.D.
To define a quantum metric of the space M spanned by XI , we have to define an ade-
quate trace [10-11] over the spinorial indices which makes invariant this metric under quantum
SL(2, C) group.
Proposition (3,2):
M is endowed with a metric GIJ given by
G IJ± =
1
Q
Tr(σIσJ±) =
1
Q
εανσI
αβ˙
σ
Jβ˙γ
± εγν =
1
Q
Tr(σI±σ
J) =
1
Q
εν˙γ˙σ
Iγ˙α
± σ
J
αβ˙
εν˙β˙ (24)
such that
a) G IJ± XIXJ are invariant under quantum SL(2, C) group.
b) G IJ± are hermitean if the matrices σ
I
αβ˙
are.
P roof : a) To show the invariance of G under the quantum SL(2, C) group, we consider
the norm of X as G IJ± XIXJ =
1
Q
εανXαβ˙X
β˙γ
± εγν which transforms under SL(2, C) as
∆L(G
IJ
± XIXJ) =
1
Q
εανM σα M
ρ˙
β˙
S−1(M β˙
δ˙
)S(M γλ )εγν ⊗Xσρ˙X
δ˙λ
± =
1
Q
εανM σα S(M
γ
λ )εγν ⊗Xσδ˙X
δ˙λ
± =
1
Q
εανM σα ελρM
ρ
µ ε
µγεγν ⊗Xσδ˙X
δ˙λ
± =
I ⊗
1
Q
εσρXσδ˙X
δ˙λ
± ελρ = I ⊗
1
Q
εσρσI
σδ˙
σJδ˙λ± ελρXIXJ = I ⊗G
IJ
± XIXJ .
The same computation may be applyed to show that εν˙γ˙X
γ˙α
± Xαβ˙ε
ν˙β˙ is invariant under quan-
tum SL(2, C) group.
Now, using (22) and the form of the R matrices, we obtain
G IJ± =
1
Q
εαξσI
αβ˙
εβ˙λ˙R
∓σρ˙
λ˙ν
ενγσJσρ˙εγξ =
1
Q
a±
1
2 εαξσI
αβ˙
εβ˙λ˙ερδR
∓σδ
µνε
µλενγσJσρ˙εγξ =
7
1Q
a±
1
2εαξεβ˙λ˙ερδ(δ
σ
µδ
δ
ξ + a
∓1εσδεµξ)ε
µλσI
αβ˙
σJσρ˙ =
−
1
Q
a±
1
2εαξεβ˙λ˙ερδ(δ
σ
µδ
δ
ξ + a
∓1εσδεµξ)εdotλµ˙σ
I
αβ˙
σJσρ˙ =
−
1
Q
a±
1
2εαξερδ(δ
σ
µδ
δ
ξ + a
∓1εσδεµξ)σ
I
αµ˙σ
J
σρ˙ =
1
Q
(a±
1
2σ
Iξ
µ˙σ
J ξ˙
µ − a
∓ 1
2σIξξ˙σJδδ˙) (25)
where we have used (16) in the third and fifth line and the σI indices are raised and lowered as
for the basis of the bicovariant A− Γ bimodule (σIα
β˙
= σI
ρβ˙
ερα, σI β˙α = ε
β˙ρ˙σIαρ˙ etc,..). From a
similar computation we can show that Tr(σI±σ
J) gives the same form (25) for G IJ± .
b) if σI
αβ˙
are hermitean, we have from (16) and the proposition(3,1)
(G IJ± )
⋆ =
1
Q
(εανσI
αβ˙
σ
Jβ˙γ
± εγν)
⋆ =
1
Q
εν˙γ˙σ
Jγ˙β
± σ
I
βα˙ε
ν˙α˙ = G JI± .
which shows that the metric G IJ± is hermitean. Q.E.D.
Note that if σI
αβ˙
are hermitean, then as well as XI as its norm G
IJ
± XIXJ are real.
Now, we can give an explicit example where we take σI the usual four matrices which are the
2× 2 identity matrix σ0
αβ˙
and the three Pauli matrices σi
αβ˙
(i = 1, 2, 3) as:
σ0
αβ˙
=
(
1 0
0 1
)
, σ1
αβ˙
=
(
0 1
1 0
)
, σ2
αβ˙
=
(
0 −i
i 0
)
, σ3
αβ˙
=
(
1 0
0 −1
)
.
For the spinorial metric satisfying (16), we may take the most general form as
εαβ = d
− 1
2
(
ir −q−
1
2
q
1
2 ir
)
, εαβ = d−
1
2
(
ir q−
1
2
−q
1
2 ir
)
and
εα˙β˙ = d
− 1
2
(
−ir q
1
2
−q−
1
2 −ir
)
, εα˙β˙ = d−
1
2
(
−ir −q
1
2
q−
1
2 −ir
)
where q and r 6= ±1 are real, d = −r2 + 1 and Q = a + a−1 = d−1(2r + q + q−1) = −εαβε
αβ.
With this choice, the computer MAPLE program gives metrics G IJ± of the form


−A(1) 0 2A(1)rd
−1(
Q
( 12 )
Q
) A(1)d
−1Q(−)
0 A(2) −iA(2)d
−1Q(−) 2iA(2)rd
−1(
Q
( 12 )
Q
)
2A(1)rd
−1(
Q
( 12 )
Q
) iA(2)d
−1Q(−) A(2) − 4A(3)r
2d−2(
(Q
( 12 )
)2
Q
) −2A(2)rd
−2Q(−)Q( 1
2
)
A(1)d
−1Q(−) −2iA(2)rd
−1(
Q
( 1
2
)
Q
) −2A(2)rd
−2Q(−)Q( 1
2
) A(2) − A(3)d
−2(Q(−))
2Q


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where A(1) = a
∓ 3
2 , A(2) = a
± 1
2 , A(3) = a
∓ 1
2 , Q( 1
2
) = q
1
2 + q−
1
2 and Q(−) =
q−q−1
Q
. The inverse
G±IJ is given by


−A(4)
Q2
4
+ d
−1
4
A(2)(Q( 1
2
))
2(Q− 2)Q 0 rd
−1
2
A(3)Q( 1
2
)Q
d−1
4
A(3)Q(−)Q
2
0 Q
2
4
A(3) i
d−1
4
A(3)Q(−)Q
2 −i rd
−1
2
A(3)Q( 1
2
)Q
rd−1
2
A(3)Q( 1
2
)Q −i
d−1
4
A(3)Q(−)Q
2 Q2
4
A(3) 0
d−1
4
A(3)Q(−)Q
2 i rd
−1
2
A(3)Q( 1
2
)Q 0
Q2
4
A(3)


where A(4) = a
± 3
2 . In the classical limit r = 0 and q = 1, these metrics reduce to the
classical Minkowsky metric with signature (−,+,+,+).
From the computer MAPLE program, we obtain the completeness relations as
σI
αβ˙
σ
ρ˙σ
I = Qδ
σ
αεβ˙δ˙ε
ρ˙δ˙ , σ±Iαβ˙σ
Iρ˙σ
± = Qδ
ρ˙
β˙
εδαε
δσ (26)
or
σI β˙α σ
σ
Iρ˙ = Qδ
σ
αδ
β˙
ρ˙ , σ
α
±I β˙
σ
I ρ˙
±σ = Qδ
α
σ δ
ρ˙
β˙
(27)
where σ±Iαβ˙ = G±IJσ
J
αβ˙
. Note that from the computer MAPLE program we can check that
σ
α˙β
J = G+IJσ
Jα˙β
+ = G−IJσ
Jα˙β
− = G±IJσ
Jα˙β
± and σ
Jα˙β
+ G+JI = σ
Jα˙β
− G−JI .
Remark(3, 1) :
– The metric G±IJ can be written as G±IJ = G±ILG±JKG
KL
± = G±ILG±JK
1
Q
Tr(σKσL±) =
1
Q
Tr(σ±JσI) = G±ILG±JK
1
Q
Tr(σK±σ
L) = 1
Q
Tr(σJσ±I). With a way quite analogous that was
used to derive (25), we may show that
G±IJ =
1
Q
(a∓
1
2σ
β˙
I δσ
β
Jδ˙
− a±
1
2σIδ˙δσJβ˙β) (28)
– The completeness relations (27) may be used to convert a vector to a bispinor and vice versa
Xαβ˙ = XIσ
I
αβ˙
⇔ XI =
1
Q
εανXαβ˙σ
Jβ˙δ
± εδνG±JI or XI =
1
Q
εν˙β˙σ
β˙α
I Xαδ˙ε
ν˙δ˙.
We are now ready to show how two copies of undotted and dotted generators of A may be
combined to form generators Λ KL of an unital algebra L corresponding to the quantum Lorentz
group.
Theorem (3,1):
The generators Λ KL (L,K = 0, 1, 2, 3) of the Quantum Lorentz group are given by
Λ KL =
1
Q
εγ˙δ˙σ
δ˙α
L M
σ
α σ
K
σρ˙M
ρ˙
β˙
εγ˙β˙ =
1
Q
σ αLγ˙ M
σ
α σ
K ρ˙
σ S
−1(M γ˙ρ˙ ) (29)
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or
Λ KL =
1
Q
εαδM σα σ
K
σρ˙M
ρ˙
β˙
σ
Nβ˙γ
± εγδG±NL. (30)
They are real and satisfy the axiomatic structure of Hopf algebras with the relations
G±NMΛ
N
L Λ
M
K = G±LKIL and G
LK
± Λ
N
L Λ
M
K = G
NM
± IL (31)
where IL = IA is the unity of L ⊂ A.
Proof : Multiplying from the left both sides of (21) by σNδ˙α and making the trace over
dotted indices, we get
∆LXLTr(σ
Nδ˙α
± σ
L
αβ˙
) = ∆LXLQG
NL
± = εγ˙δ˙σ
Nδ˙α
± M
σ
α σ
K
σρ˙M
ρ˙
β˙
εγ˙β˙ ⊗XK
yielding
∆LXL =
1
Q
εγ˙δ˙σ
δ˙α
L M
σ
α σ
K
σρ˙M
ρ˙
β˙
εγ˙β˙ ⊗XK = Λ
K
L ⊗XK . (32)
We can also multiply from the right both sides of (21) by σNβ˙γ± and take trace over undotted
indices to have (30).
To show that (29) is equal to (30), we note that
εαδσ
Nβ˙γ
± εγδG±NL =
1
Q
εαδσ
Nβ˙γ
± εγδεν˙µ˙σ
µ˙ρ
L σ±Nρτ˙ε
ν˙τ˙ =
εαδδ
β˙
τ˙ εσρε
σγεγδεν˙µ˙σ
µ˙ρ
L ε
ν˙τ˙ = εν˙µ˙σ
µ˙α
L ε
ν˙β˙ (33)
where we have used G±NL = Tr(σLσ±N ) and the completeness relation (27). Substituting this
equality in (30), we retrieve (29).
The reality of the generators is obtained by noticing that (σNβ˙γ± G±NL)
⋆ = G±LNσ
Nγ˙β
± = σ
γ˙β
L
from which, we get
(Λ KL )
⋆ = (
1
Q
εαδM σα σ
K
σρ˙M
ρ˙
β˙
σ
Nβ˙γ
± εγδG±NL)
⋆ =
1
Q
εδ˙γ˙σ
γ˙β
L M
ρ
β σ
K
ρσ˙M
σ˙
α˙ ε
δ˙α˙ = Λ KL
due to the fact that σIσρ˙ are hermitean. The Hopf structure of the algebra generated by Λ
K
L
is given by:
a) Acting the coaction on both sides of (29), we obtain
∆(Λ KL ) =
1
Q
σ αLγ˙ M
δ
α S
−1(M γ˙ν˙ )⊗M
σ
λ σ
K ρ˙
σ S
−1(M µ˙ρ˙ )δ
λ
δ δ
ν˙
µ˙.
From the completeness relation (27), we deduce
∆(Λ KL ) =
1
Q
σ αLγ˙ M
δ
α σ
I ν˙
δ S
−1(M γ˙ν˙ )⊗
1
Q
σ δIµ˙ M
σ
λ σ
K ρ˙
σ S
−1(M µ˙ρ˙ ) = Λ
I
L ⊗ Λ
K
I . (34)
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b)The counity acts as
ε(Λ KL ) =
1
Q
σ αLγ˙ ε(M
σ
α )σ
K ρ˙
σ ε(S
−1(M γ˙ρ˙ )) =
1
Q
σ αLγ˙ δ
σ
α σ
K ρ˙
σ δ
γ˙
ρ˙ =
1
Q
σ αLγ˙ σ
K γ˙
α =
1
Q
G±LNTr(σ
N
±σ
K) = G±LNG
NK
± = δ
K
L .
c) Finally, applying the antipode on both sides of (29), we get
S(Λ KL ) =
1
Q
εγ˙β˙S(M ρ˙
β˙
)σKσρ˙S(M
σ
α )σ
δ˙α
L εγ˙δ˙ =
1
Q
M
γ˙
ν˙ ε
ν˙ρ˙σKσρ˙εαλM
λ
µ ε
µσσ δ˙αL εγ˙δ˙.
It now follows from M γ˙ν˙ M
λ
µ = R
∓τ ξ˙
ν˙µM
δ
τ M
ρ˙
ξ˙
R
±γ˙λ
δρ˙ , obtained by multiplying from the right
both sides of (18) by R∓ασ˙τ˙ν and by using (19), that
S(Λ KL ) =
1
Q
R
∓τ ξ˙
ν˙µM
δ
τ M
β˙
ξ˙
R
±γ˙λ
δβ˙
εν˙ρ˙σKσρ˙εαλε
µσσ δ˙αL εγ˙δ˙ =
1
Q
R
∓τ ξ˙
ν˙µM
δ
τ M
β˙
ξ˙
εν˙ρ˙σKσρ˙ε
µσεγ˙δ˙R
±γ˙λ
δβ˙
εαλσ
δ˙α
L =
1
Q
εµσσKσρ˙ε
ν˙ρ˙R
∓τ ξ˙
ν˙µM
δ
τ M
β˙
ξ˙
σ±Lδβ˙ =
1
Q
R
∓τ ξ˙
ν˙µε
µσσK ν˙σ M
δ
τ M
β˙
ξ˙
σ±Lδβ˙ (35)
where we have used (23) and G±LIσ
I
αβ˙
= σ±Lαβ˙ to pass from the second line to the third. In
the other hand, we have
σ
α˙β
N G
NK
± =
1
Q
σ
α˙β
N εν˙γ˙σ
Nγ˙δ
± σ
K
δτ˙ε
ν˙τ˙ =
1
Q
σ
α˙β
N εν˙γ˙ε
γ˙λ˙R
∓τ ρ˙
λ˙σ
εσδσNτρ˙σ
K
δτ˙ε
ν˙τ˙
where we have used (24) and (22). Using the completeness relation (26), we obtain
σ
α˙β
N G
NK
± = δ
β
τ ερ˙µ˙ε
α˙µ˙R
∓τ ρ˙
ν˙σε
σδσKδτ˙ ε
ν˙τ˙
or
σ
β
Nα˙ G
NK
± = ερ˙α˙R
∓βρ˙
ν˙σ ε
σδσK ν˙δ . (36)
Substituting this equality in (35), we get
S(Λ KL ) =
1
Q
σ τNα˙ M
δ
τ σLδβ˙M
β˙
ρ˙ ε
α˙ρ˙G NK± =
1
Q
G±LM(σ
τ
Nα˙ M
δ
τ σ
M
δβ˙
M
β˙
ρ˙ ε
α˙ρ˙)GNK± = G±LMΛ
M
N G
NK
±
from which we deduce the orthogonality conditions (31). (31) may also be checked directly by
replacing the generators Λ KL by their expression (29). Then Λ
K
L generate a Lorentz algebra
11
L ⊂ A (Hopf algebra whose generators are subject to Lorentz group conditions (31)). Q.E.D.
The noncommutativity between the generators Λ KL and the elements of A are given by
Theorem (3,2):
There exist functionals F K±L : A → C given by
F K±L =
1
Q
(f˜ α˙
∓β˙
σ δLα˙ ⋆ f
γ
±δ σ
K β˙
γ ) (37)
satisfying :
a)
Λ IL (F
K
±I ⋆ a) = (a ⋆ F
I
±L )Λ
K
I (38)
b)
(F K±L (a))
⋆ = F K±L (S(a
⋆)) (39)
c)
F K±L (ab) = F
I
±L (a)F
K
±I (b) (40)
F K±L (ε(a)) = δ
K
L ε(a) (41)
(F I±L ⋆ F
K
±I ◦ S)(a) = (F
I
±L ◦ S ⋆ F
K
±I )(a) = δ
K
L ε(a) (42)
d)
R±NMKL G
KL
± = G
NM
± , R
±NM
KL G±NM = G±KL (43)
where R±NMKL = F
M
±K (Λ
N
L ) satisfy the Y ang −Baxter equations and the Hecke relations
(R± + a±2)(R± + a∓2)(R± − 1) = 0 (44)
Proof : a) Xαβ˙ are a right invariant basis of A-M bimodule transforming under the L
algebra as (21). Then we can follow the Woronowicz formalism of the bicovariant bimodule [4]
to state
Xαβ˙a = (a ⋆ (f
ρ˙
∓β˙
⋆ f σ±α ))Xσρ˙ = f
ρ˙
∓β˙
(a(1))f
σ
±α (a(2))a(3)Xσρ˙,
aXαβ˙ = Xσρ˙(a ⋆ (f
ρ˙
∓β˙
⋆ f σ±α ) ◦ S) = Xσρ˙f
σ
±α (S(a(1)))f
ρ˙
∓β˙
(S(a(2)))a(3) (45)
for any a ∈ A. The convolution product of two functional is defined as (f1 ⋆ f2)(a) = (f1 ⊗
f2)∆(a). This choice of functionals is justified by the fact that if we apply the ⋆ involution on
both sides of the first relation of (45) and we use the second relation with a = a⋆, we obtain
a⋆Xβα˙ = Xρσ˙(f
ρ˙
∓β˙
(a(1)))
⋆(f σ±α (a(2)))
⋆(a(3))
⋆ = Xρσ˙f
ρ
±β (S(a
⋆
(1)))f
σ˙
∓α˙ (S(a
⋆
(2)))(a(3))
⋆ (46)
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which is consistent with (14). Now, the bicovariant bimodule formalism [4] can also be applyied
to the A-M bimodule to get
M ρα M
σ˙
β˙
((f δ˙∓σ˙ ⋆ f
γ
±ρ ) ⋆ a) = (a ⋆ (f
σ˙
∓β˙
⋆ f
ρ
±α ))M
γ
ρ M
δ˙
σ˙
from which we deduce
M σα S
−1(M ν˙µ˙ )(f˜
µ˙
∓β˙
⋆ f
γ
±σ ⋆ a) = (a ⋆ (f˜
µ˙
∓µ˙ ⋆ f
σ
±α )M
γ
σ S
−1(M µ˙
β˙
)
where we have used (15). Note that this equation is a combination of the first equation of (9)
and the second equation of (10).
Multiplying now both sides from the left by σ αLν˙ and from right by σ
K β˙
γ and using the com-
pleteness relation (27), we obtain
1
Q
σ αLν˙ M
σ
α σ
I µ˙
σ S
−1(M ν˙µ˙ )((f˜
τ˙
∓β˙
σ δIτ˙ ⋆ f
γ
±δ σ
K β˙
γ ) ⋆ a) =
(a ⋆ (f˜ ν˙∓µ˙ σ
α
Lν˙ ⋆ f
σ
±α σ
I µ˙
σ ))
1
Q
σ δIτ˙ M
γ
δ σ
K β˙
γ S
−1(M τ˙
β˙
)
yielding
Λ IL (F
K
±I ⋆ a) = (a ⋆ F
I
±L )Λ
K
I , with F
K
±L =
1
Q
(f˜ α˙
∓β˙
σ δLα˙ ⋆ f
γ
±δ σ
K β˙
γ ).
b) Using (14), (33) and (15), we get
(F K±L (a))
⋆ =
1
Q
(G±LNεα˙ρ˙f˜
α˙
∓β˙
(a(1))σ
Nρ˙δ
± f
γ
±δ (a(2))σ
K
γλ˙
εβ˙λ˙)⋆ =
1
Q
ελβ(f γ±δ (a(2)))
⋆σKλγ˙(f˜
α˙
∓β˙
(a(1)))
⋆σ
Nδ˙ρ
± G±NLερα =
1
Q
ελβf
γ˙
∓δ˙
(S(a⋆(2)))σ
K
λγ˙ f˜
α
±β (S(a
⋆
(1)))εν˙µ˙σ
µ˙ρ
L εαρε
ν˙δ˙ =
1
Q
εν˙δ˙f
γ˙
∓δ˙
(S(a⋆(2)))εγ˙ξ˙σ
K ξ˙
λ ε
λβ f˜ α±β (S(a
⋆
(1)))εαρσ
ρ
Lν˙ =
1
Q
f˜ ν˙
∓ξ˙
(S(a⋆(2)))σ
ρ
Lν˙ f
λ
±ρ (S(a
⋆
(1)))σ
K ξ˙
λ = F
K
±L (S(a
⋆)).
c) (40) is deduced directly from (6), (7) and the completeness relation (27) as
F K±L (ab) =
1
Q
f˜ α˙
∓β˙
(a(1)b(1))σ
δ
Lα˙f
γ
±δ (a(2)b(2))σ
K β˙
γ =
1
Q
f˜ α˙∓ν˙ (a(1))f˜
ν˙
∓β˙
(b(1))σ
δ
Lα˙f
µ
±δ (a(2))f
γ
±µ (b(2))σ
K β˙
γ =
1
Q
f˜ α˙∓ρ˙ (a(1))f˜
ν˙
∓β˙
(b(1))σ
δ
Lα˙f
µ
±δ (a(2))f
γ
±τ (b(2))σ
K β˙
γ δ
τ
µδ
ρ˙
ν˙ =
1
Q
(f˜ α˙∓ρ˙ σ
δ
Lα˙ ⋆ f
µ
±δ σ
I ρ˙
µ )(a)
1
Q
(f˜ ν˙
∓β˙
σ τIν˙ ⋆ f
γ
±τ σ
K β˙
γ )(b) = F
I
±L (a)F
I
±I (b).
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We also have
F K±L (ε(a)) =
1
Q
f˜ α˙
∓β˙
(ε(a(1)))σ
δ
Lα˙f
γ
±δ (ε(a(2)))σ
K β˙
γ =
1
Q
σ δLα˙ σ
K α˙
δ ε(a) = δ
K
L ε(a)
where we have used (8). (42) can be deduced directly from (40) and (41).
d) Applying (37) on (29), we get
R±NMLK G
LK
± =
1
Q
(f˜ τ˙
∓β˙
σ δLτ˙ ⋆ f
γ
±δ σ
M β˙
γ )(
1
Q
σ σKν˙ M
ρ
σ σ
N λ˙
ρ S
−1(M ν˙
λ˙
))G LK± =
1
Q2
f˜ τ˙
∓β˙
(M ασ S
−1(M ν˙µ˙ ))σ
δ
Lτ˙ σ
σ
Kν˙ f
γ
±δ (M
ρ
α S
−1(M µ˙
λ˙
))σM β˙γ σ
N λ˙
ρ G
LK
± .
Using G LK± σ
δ
Lτ˙ σ
σ
Kν˙ = σ
δ
Lτ˙ σ
L σ
± ν˙ = R
±αβ˙
ν˙µ ε
µσσL
αβ˙
σ δLτ˙ = −Q(a
± 1
2 εδνετσ+a∓
1
2 εδτεσν), obtained
from (22), the completeness relation (27), (16) and the form of the R matrices, we get
−
1
Q
f˜ τ˙∓κ˙ (M
α
σ )f˜
κ˙
∓β˙
(S−1(M ν˙µ˙ ))f
ξ
±δ (M
ρ
α )f
γ
±ξ (S
−1(M µ˙
λ˙
))(a±
1
2εδνετσ + a∓
1
2 εδτεσν) =
−
1
Q
R∓ακτσ R
∓µβ
κν R
±ρξ
δαR
±λγ
ξµ (a
± 1
2εδνετσ + a∓
1
2εδτεσν)
where we have used (17). An explicit computation gives
R∓ακτσ R
∓µβ
κν R
±ρξ
δαR
±λγ
ξµ ε
δνετσ = ερβελγ and R∓ακτσ R
∓µβ
κν R
±ρξ
δαR
±λγ
ξµ ε
δτεσν = ερλεγβ
from which we deduce
R±NMLK G
±LK = −
1
Q
(a±
1
2 ερβελγ + a∓
1
2 ερλεγβ)σM β˙γ σ
N λ˙
ρ =
1
Q
(a±
1
2ερβεγ˙λ˙ − a
∓ 1
2 ερλεγβ)σM β˙γ σ
N λ˙
ρ =
1
Q
(a±
1
2σ
Nβ
γ˙σ
M β˙
γ − a
∓ 1
2σNλλ˙σMββ˙) = GNM±
where we have used (16) and (25). A similar calculation gives
R±NMLK G±NM =
1
Q
(a∓
1
2σ
β˙
L δσ
β
Kδ˙
− a±
1
2σLβ˙βσKδ˙δ) = G±LK .
The Yang-Baxter equations may be obtained by applying F K±L on both sides of (38) for
a = Λ MN and then using (40). Using the Hecke relations of the R matrices, we obtain after a
explicit straightforward calculation
R±NMIJ R
±IJ
LK = (2− a
±2 − a∓2)R±NMLK + δ
N
L δ
M
K +
1
Q2
a∓2(1− a±2)R±ρξδαR
±λγ
ξκ R
∓ακ
τσ σ
M β˙
γ σ
N λ˙
ρ σ
δ
Lτ˙ σ
σ
Kβ˙
+
14
1Q2
a±2(1− a∓2)R∓µβξν R
±λγ
αµR
∓αξ
τσ σ
M β˙
γ σ
N λ˙
ρ σ
ρ
Lτ˙ σ
σ
Kν˙ ,
1
Q2
R
±ρξ
δαR
±λγ
ξκ R
∓ακ
τσ σ
M β˙
γ σ
N λ˙
ρ σ
δ
Iτ˙ σ
σ
Jβ˙
R±IJLK =
(1− a±2)R±NMLK +
a±2
Q2
R
∓µβ
ξν R
±λγ
κµ R
∓κξ
τσ σ
M β˙
γ σ
N λ˙
ρ σ
ρ
Lτ˙ σ
σ
Kν˙ and
1
Q2
R
∓µβ
ξν R
±λγ
αµR
∓αξ
τσ σ
M β˙
γ σ
N λ˙
ρ σ
ρ
Iτ˙ σ
σ
Jν˙ R
±IJ
LK =
(1− a∓2)R±NMLK +
a∓2
Q2
R±δαξκ R
±λγ
αµR
∓κµ
τσ σ
M β˙
γ σ
N δ˙
ρ σ
ξ
Lτ˙ σ
σ
Kβ˙
leading to (44) . Q.E.D.
As for the A-Γ bimodule, the existence of two functionals F K±L leads to two right invariant
basis X±I of the A−M bimodule satisfying
X±La = (a ⋆ F
K
±L )X±K , X
(±)L
± a = (a ⋆ F˜
(±) L
±K )X
(±)K
±
aX±L = X±K(a ⋆ F
K
±L ◦ S) , aX
(±)L
± = X
(±)K
± (a ⋆ F˜
(±) L
±K ◦ S) (47)
for any a ∈ A. The indices are raised and lowered by using the Minkowsky metric as XLG
LK
± =
X(±)K . Following the same formalism applyied to the A-Γ bimodule, we may show that
F K±L = G
KM
± F˜
(±) N
±M G±NL and F˜
(±) K
±L ◦ S = F
K
±L
implying
G MN± F
L
±N ⋆ F
K
±M (a) = G
KL
± ε(a) and G±KLF
L
±N ⋆ F
K
±M (a) = G±MNε(a) (48)
for any a ∈ A.
4 Quantum Minkowsky space
We consider the elements XI of right invariant basis of the A-M bimodule as coordinates which
span the Minkowsky spaceM over the field R. Then Minkowski space is equipped either with
coordinates X+I and metric G+IJ or with coordinates X−I and metric G−IJ . (32) shows that
∆L :M→ L⊗M is a corepresentation of L in the vector spaceM. In fact, from (32), (34) and
the action of the counity on the generators of L, it is easy to verify (id⊗∆L)∆L = (∆⊗ id)∆L
and (ε⊗ id)∆L = id.
In the following we assume that the coordinates X±I commute , in the quantum sens, with
them selves and with the elements (spinors) of the right invariant basis of A-Γ bimodule. To
carry this quantum symmetrization, we consider the bicovariant bimodule automorphism σ [4]
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such that for any a, b ∈ A and the left invariant element X˜±I = S(Λ
J
I )X±J , θ˜±α = S(M
β
α )θ±β
or θ˜±α˙ = S(M
β˙
α˙ )θ±β˙ , we have
σ(X˜(a)L ⊗X(b)K) = X(b)K ⊗ X˜(a)L = X(b)K ⊗ S(Λ
N
L )X(a)N =
S(Λ NL )σ(X(a)N ⊗X(b)K) = F
Q
(b)K (S(Λ
N
P ))S(Λ
P
L )(X(b)Q ⊗X(a)N )
where a, b = ± or ∓. From the later equation we deduce
σ(X(a)L ⊗X(b)K) = F
N
(b)K(S(Λ
M
L ))(X(b)N ⊗X(a)M ).
For the spinors, it suffices to replace Λ KL by M
β
α or M
β˙
α˙ and X(a)I by θ(a)α or θ(a)α˙. The
symmetrization of the product is defined as
X(a)LX(b)K = F
N
(b)K(S(Λ
M
L ))(X(b)NX(a)M ),
θ(a)αX(b)K = F
N
(b)K(S(M
β
α ))(X(b)Nθ(a)β) or θ(a)α˙X(b)K = F
N
(b)K(S(M
β˙
α˙ ))(X(b)Nθ(a)β˙).(49)
From this, we state
Theorem (4,1):
The norm of X±, G
IJ
± X±IX±J is invariant and central.
P roof.: By construction, X±I is right invariant. As a consequence of the orthogonality
condition of the generators of L, we may easily see from the transformations of X±I (34) that
G IJ± X±IX±J is left invariant. From (47) and (48), we get, for any a ∈ A,
G IJ± X±IX±Ja = (a ⋆ G
IJ
± (F
L
±J ⋆ F
K
±I ))X±KX±L =
(a ⋆ ε)G KL± X±KX±L = aG
KL
± X±KX±L (50)
which shows that the norm commutes with any a ∈ A.
From (48) and (49), we obain
X(a)PG
IJ
± X±IX±J = G
IJ
± F
N
±I (S(Λ
M
P ))F
K
±J (S(Λ
L
M ))X±NX±KX(a)L =
G IJ± (F
K
±J ⋆ F
N
±I )(S(Λ
L
P ))X±NX±KX(a)L = G
NK
± X±NX±KX(a)P . (51)
The same results may be obtained by replacing X(a)P by θ(a)α or θ(a)α˙ which show that the
norm also commutes with the quantum coordinates and the spinors. Q.E.D.
Remark(4, 1) :
- G LK± X±LX±K is biinvariant and real. Since it commutes with everything, it is of the form
λIL with λ is a real number.
- The quantities G IJ± X∓IX∓J and G
IJ
± X∓IX±J are biinvariant but not central.
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