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ABSTRACT
Kulaga, James Matthew. M.S.E.E., Purdue University. December 1991. 
Methodologies for Voltage Contingency Ranking. Major Professor: Gerald T. Heytlt,
Contingency studies in interconnected electric power systems are performed to 
assess the capability of a system to withstand disturbances caused by equipment outages 
and other factors, and are relevant to the area of power system security. Due to the large 
size and complexity of modern power systems, accurate techniques for measuring the 
effect of line contingencies are often time consuming and impose a heavy computational 
burden. Thus, ranking methods are used to define a subset of the most severe 
contingencies to be studied in full detail. Contingencies are classified into voltage 
contingencies and power contingencies; the term voltage contingency refers to cases of 
bus voltage magnitude out of range, and the term power contingency refers to the case of 
line power flow out of range (overloads). The purpose of this research is to examine the 
singular value decomposition of a voltage sensitivity matrix derived from the Jacobian 
matrix of the Newton-Raphson power flow equation and its relationship to voltage 
contingency ranking. Possible ways of using the singular values in a bus voltage ranking 
performance index will also be studied. Additionally, methods of assessing the accuracy 
of contingency ranking performance indices will be considered. Proposed enhancements 




1.1 Introduction and Motivation
This thesis concerns contingency studies of interconnected electric power systems. 
Contingency studies are studies which are performed in order to assess the ability of a 
system to withstand outages and certain other disturbances. Current traditional analysis 
of power systems has relied heavily on fast digital computers. However, as the size of  
systems increases, the computational burden, particularly in power flow studies; rises: 
dramatically. These issues, of course, have a significant impact on contingency studies 
in power systems.
A steady-state contingency is a disturbance in the normal Steady-State operation of 
the power system; steady state Contingencies are analyzed using power flow studies. 
Transient contingencies are disturbances which must be analyzed using methods which 
solve the dynamic system model. CaUses of contingencies are mainly the result Of loss of 
system elements (such as lines, generators* * etc.) and faults. Tliese may be due id 
equipment failure, lightning strikes, sotrms, switching surges, arid other factors [I]. 
Typically, when dealing with outages of transmission lines, there is a further 
classification of contingencies based on the type of operating|  condition being considered. 
This further classification is voltage contingencies and power contingencies. Th e term 
voltage contingencies refers to a condition in which one or more bus voltage magnitudes is 
out of range. This includes overvoltages as well as undervoltages. The term power 
Contingency refers to a condition in which one or more system lines is overloaded!. 
Voltage Cdritirigencies are generally considered to be the more difficult contingencies df 
the two types to identify. This thesis foCUses on steady state voltage contingencies 
analysis methods.
One salient reason for studyiflg contingencies is described as follows; suppose two 
Companies exist as members of a power pool. Ideally, each power system operates at the 
same level of reliability. If one of the systems is not as strong as or reliable as the other
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(i.e., it cannot handle its contingencies as well) it will tend to degrade the interconnected 
system should a contingency or contingencies occur within the weaker system. Thus, 
observing how and what contingencies afflict the weaker system in particular, one may 
work towards a suitable solution for improving interconnected system ̂ liability.
In order to reduce the severity of the computational burden of a full contingency 
study, a number of techniques may be used. One of these is contingency ranking. Here, 
contingencies are ranked according to the severity of their predicted impact on the rest of 
the power system. A good ranking algorithm will be quick and efficient. Once the 
contingencies have been ranked, only the worst ones are studied in detail.
Use of contingency ranking schemes is a viable subject for several reasons. 
Ranking allows a quick overview of the most critical cases. The computational burden 
can be significantly decreased, since only the most severe cases need to be studied in 
detail. This, in turn, results in considerable time savings due to the reduced number of 
cases to be studied. These algorithms are also relatively easy to implement using existing 
power system software. With the recent growth and complexity of modem power 
systems, ranking becomes increasingly necessary.
1.2 Literature Summary
This section will discuss methods for studying and screening steady-state 
contingencies, along with algorithms for ranking. The first portion will deal with 
security analysis screening techniques themselves. The subsequent section will focus on 
contingency ranking methods, with emphasis on those methods which employ 
performance indices.
1.2.1 Contingency Analysis Techniques
Most contingency analysis schemes use some sort of power flow study or a 
derivative of this technique. Early types employed methods which are computationally 
rather simple and rapid, but may be inaccurate. As better algorithms were developed and 
computing resources drastically improved, so did the quality of power flow studies and 
therefore system security analysis. Nevertheless, these accurate and efficient methods 
continue to tax computing facilities, due to the high computational burden. Currently, 
much more attention has been given to the effects of contingencies on bus voltages as 
opposed to line megawatt limit violations. This chapter examines both types.
A computationally expedient, but somewhat inaccurate technique for security 
analysis is the active power DC load flow [17]. Only the active power flow is simulated 
in this decoupled load flow study in which only one iteration is performed. The reactive 
flow is ignored. Additionally, line resistances may sometimes be ignored, and power 
losses in the lines may be taken to be small. Thus, a linear model of the Systerti network 
can he created, AP=HAS. A key advantage of this method is the ability to apply the 
superposition principle to model multiple contingencies [1,21], Reference [4] describes a 
variation of the DC power flow; it is a linearized model based on the equation AP=HAS 
where AP = injection changes of active (real) power (n vector), H = t)C power flow 
matrix (n x n), and AS = changes in bus voltage angle (n vector). To expedite the 
calculation Of the inverse W =H1 diagonal and URT elements, triangular factorization 
and forward-backward substitution is fused. Vector W is then stored in one-dimensional 
array. Branch outages are modeled using the compensation theorem [4,18] if they are 
temporary; otherwise, H is altered. Generator outages, although not dealt with in this 
thesis, may also be handled with this method, For permanent changes in the network, W 
must be recomputed [4]. Many of these fast matrix and storage techniques arc currentlyt \ . ' . . ■ . ' ' ' ' ' '
used in modern power flow software [16,18].
Another group of security analysis techniques are those based on the bus impedance 
matrix, Zbus. These involve the calculation of the Z-matrix, typically using the Zbus
building algorithm [18]. The crux of these security analysis methods involves the 
injection of a current into one of the busses. This bus is a terminal of the line to be 
outaged. The current injection is selected to zero the line flow. The rest of the bus 
injection currents are zero. When the line is outaged, the current distribution in the 
network is the correct network solution [I ],
A similar Z-matrix approach may be used to detect low bus Voltages, The injection 
current is applied at the bus of interest, along with a single tie to ground equivalent to the 
load impedance. When a line is outaged, a new injection current must be applied. This 
current is selected so as to hold the voltage of a generator bus at its set point. The 
voltage which results at the test bus will be identical to that which resulted from the 
contingency. This method is known as Brown's method [2,21],
A method also mentioned in the literature is that of "concentric relaxation". The 
underlying premise of this idea is an approximate solution of the power flows and 
complex voltages in the immediate area surrounding a bus located at or connected to the 
contingency. Several "tiers" are defined, which are concentric annular regions containing 
busses connected directly to the adjacent busses inside of it. After the contingency has
occurred, a new equilibrium voltage is determined at the bus of interest, usirig the power 
injection at that bus. Complex voltages at the surrounding first tier of busses are held 
constant at pre-contingency values.
Next, the new calculated voltage at the problem bus is held fixed, along With the 
next (second) tier of busses also held at their pre-contingency voltages. A new 
equilibrium is now calculated for tier one. This sequence of steps i$ repeated until values 
have acceptably converged. If another tier is to be relaxed, one may proceed outward to 
the next tier and apply the entire process again [3].
Other procedures exist which are similar in theory to that of concentric relaxation. 
One such screening method examines a set of "voltage sensitive" busses located 
electrically near the contingency [6]. These are busses which undergo a relatively 
significant change in voltage magnitude following the contingency. From this, a 
"voltage subnetwork" may be developed; that is, a portion of the system which is most 
heavily influenced by the contingency is taken to be the subnetwork. The affected busses 
may be determined by observing the alternative paths through which current flows after 
the contingency. In particular, those voltage drops caused by reactive power loss in these 
alternate branches are identical.
For rapid screening of the voltage subnetwork, a Q-V iteration is used in 
conjunction with sparsity techniques including fast-forward and backward substitution. 
After those contingencies having possibly detrimental effects on the system have been 
found, each may be examined in more detail. Essentially the FDPF (fast decoupled 
power flow) is run on the smaller subsystem.
Another approach, not unrelated to the previously discussed method, is a so-called 
"complete bounding method". This method relies heavily on Q-mismatches at busses, 
particularly those adjacent to or in the vicinity of the contingency [22]; A smaller 
subsystem is determined (designated NI in the literature) based on both the paths 
followed by the returning active power, and the spread of the bus voltage angles across 
the boundary [22]. If megawatt line violations are a concern, then the branches outside 
the NI subsystem are separated into two categories as to whether or not they may be 
overloaded. Those branches which may be potentially overloaded are subsequently 
checked.
For voltage difficulties, Q-mismatches are computed at the busses in the NI 
subsystem. Another set of busses outside the NI boundary is also identified for this 
criterion (Q-mismatches) and is found using
which are the sensitivities to the Q-mismatches, where e is the group of lines connected 
to-bus I  In (1.1), ©jj is the bus voltage phase angle difference across line ij. Another bus
group, also outside NI, is identified as having reactive power losses exceeding a 
specified limit. The Q-mismatches and A© angle increments are computed, for busses 
which are members of both sets. The Q-V system is finally solved using 
forward/backward substitution. A severity index for the outages may now be
determined.
A different index is used for each violation (MJW, voltage, etc.). Use of a high 
exponential (>2) in the index will hopefully eliminate some of the masking effects;: in. 
particular it should reduce the sensitivity of the more trivial violations. Reference [22]; 
for example, suggests a possible severity index for bus voltage problems as
Sv = S„ + dV ® |) ,
where dV is the voltage violation ,andfis;the high,valued exponent (an integer >2).
Also, developed in conjunction with the violation index is a voltage shift list. This 
ranks the severity of the shifted values from their initial pre-contingency state. By first 
finding an index in the violation list, corresponding to the lowest, value ip the shift list, 
one may use this as an indicator in the shift list of the outages prone to cause the most 
serious voltage difficulties, A prinpipljb diffeRepce of this method that distinguishes it 
ffom other traditional methods is its ability to detect major voltage shifts.
An interesting method implementing artificial intelligence for contingency 
screening- has been investigated in reference [5]; This technique reties on...a qualitative 
rather than a quantitative approach. Qualitative data are examined at and around the 
node or bus normally connected tp the line which is outaged. Such information might 
be, for example, whether the bus is "generating" or "consuming" power, sign (direction) 
of aptiye power flow at the bus, and whether an adjacent tine power flow exceeds a 
specified limit. A set of "if-then" type statements are applied. Depending on which 
parameters are examined and what rules are applied, the status of the line (overloaded, 
not overloaded, or possibly overloaded) may be determined; The system may also be
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broken into subsystems which are classified as secure or insecure; additional or alternate 
rules are applied. Lines which may be insecure and could cause possible problems are 
located with the described screening procedures. These contingencies are then fully 
examined using a complete fast AC load flow routine.
For the case of potentially overloaded lines, it is possible to examine changes in 
power flow for contingency evaluation without actually performing a load flow study. 
Tliis is attained through the use of distribution factors. A distribution factor is sensitivity 
of IineToading with respect to another electrical parameter in the network [18,19]. These 
parameters may be power levels at busses or power flow in another line. For the purpose 
of line contingency evaluation, a line outage distribution factor may be used. One such 




where A S jk is the change in loading of line jk, and A S lm is the load in outaged line lm. 
This distribution factor is calculated using the compensation theorem and the Ẑbus 
impedance matrix. The new power flow is given by
S B _ T Ajk ~ ^jk + Tijk,lm : (1.4)
Appropriate action may then be taken if this new loading violates a megawatt limit.
A well-known rapid power flow method used in contingency evaluation mentioned 
in conjunction with several of the previously discussed methods is the fast decoupled 
power flow (FDPF) [17]. This technique is a variation on the Newtoh-Raphson (NR) 
load flow. In a standard NR load flow study, the angle and voltage vectors are updated 
by [17,18,21]
8 k+1 '5 k ' Ji V
-I
AP
.V. .V. + . h  I4 . AQ.
(1.5)
The principle difference of the TDPF is the decoupling of the active and reactive power 
parts of the Jacobian matrix, which entails Setting J2=J3iMJ. Tliusi the change in the
voltage and angle vectors become [17,18,21]:
'AS'
AV.
k Jj O -I AP
.0  J1 . AQ.
( 1.6)
Tlie resulting computer tithe for the computation of the Jacobian matrix is reduced tO 
about one-fourth of that for a full NR load Aowi making the overall algorithm much 
quicker. Although more iterations of this method may be required, accuracy of the final 
solution is hot degraded. Typically, one iteration of the FTJLF is used for quick, 
approximate contingency evaluation.
I . %2 GOniingency Ranking Methods
Most line-outage contingency ranking procedures utilize a performance index, for 
both bus vOltage range violations, and Overloaded line (megawatt) violations. A 
performance index is a weighted scalar measuring severity of voltage disturbances or 
power flow shifts relative to their pre-contingency values. The performance indices, 
along with their corresponding oUtaged line numbers are then sorted, usually from 
highest magnitude to lowest; those at the top of the list represent the most severe cases; 
Each of the worst cases may then be sequentially analyzed in detail, until some stopping 
Criterion is met, indicating that the rest of the cases will not cause problems. Reference 
[10] is One Of the pioneering papers On the use Of performance indices for contingency 





Since then, a number of performance index algorithms have been developed. One 
such method computes sensitivities of the performance index to the outaged element 
[10]. For a line outage, this is simply the first derivative with respect to the admittance 
change. Tellegen’s theorem [10] is used to find these first derivatives by means of a 
gradient vector. A "normalized sensitivity" or change in performance index (API) is then 
computed by multiplying the derivative by the corresponding line admittance. The API's 
are then ranked according to severity.
An improvement upon this algorithm is developed in reference [11], but only for 
line MW violations. Rather than using a linear approximation to evaluate the change in a 
non-linear performance index, a more precise closed form expression is determined. All 
the terms of an infinite Taylor series expansion are essentially incorporated into this 
formula. The results obtained were noticeably more accurate.
Other types of performance indices have been developed, dealing with both the 
voltage range violation problems and line thermal overloads. Reference [7] uses a 
performance index based on a 2n vector norm. A "hyper-box" is defined in the voltage 
space, and represents both a alarm limit and a security limit. Inscribed within the hyper- 
box is a "hyper-ellipse" delineating the actual violation limits so that a scalar 
performance index is obtained. The one-dimensional performance index is derived based 
on the distances of bus voltages from their desired values. This index may be scaled 
appropriately based on load levels. Performance indices equal to zero are considered 
secure. Cases falling in the 0 < PI < 1.0 are in the alarm zone, and those where PI > 1.0- 
are severe contingencies. Insecure cases (PI > 1.0) are then ranked in a reduced 
contingency list for detailed study using a fast load flow routine with 1% voltage 
accuracy.
Many ranking methods are improvements on previous methods. The popular DC 
load flow is utilized in reference [24], while an improved algorithm is developed in [8]. 
This implementation requires storing two vectors of the dimension equal to number of 
lines in the system. For each contingency case to be studied, only one forward-backward 
substitution is required. This approach was also found to be simpler and therefore 
preferable to comparable sensitivity ranking methods.
Other techniques find computational rapidity by performing a large number of 
calculations "off-line", for example many of the base-case conditions. Such a technique 
is discussed in reference [13]. A performance index is derived as the sum of a base-case 
PI plus three correction terms. The derivation is based on the equation
(1.9)
or in terms of the FDLF formulation
M
: C I V .
I ,
The final post-outage voltage magnitude is derived from a combination of the FDlwF 
equations and the referenced authors' own method for determining the post outage phase 
angle. In the final performance index, only one of the three correction terms (which are 
sums) needs to be calculated for each contingency case, unless there is a change in 
network topology. Since the base case terms comprise a large number of matrix and 
vector multiplications, a considerable amount of time is saved.
Reference [12] contains a generalized method for computing the distribution factors 
and changes in a system performance index. The changes in a system performanqe index 
may be described by the linearized state equations
A ©  N = AXP.n + (X + AX)A2n 
APIe = 2A@_P jW_0 N + A J© x WA
( U l )
(142)
Using the matrix inversion lemma, these equations are solved in general, and in several 
forms are applicable to other types of contingencies, rather than those related only to 
lines. The final form of the performance index includes the sum of all incremental angle 
shift contributions caused by every branch in the system, minus the contribution of the 
actual outaged branches. The algorithm is implemented for both an update mode (due to 
network topology changes) and cyclic mode for ranking and simulation. Post 
contingency flows are determined after ranking and selection using the distribution factor 
algorithm presented.
Many of the contingency ranking methods mentioned so far suffer from several 
inherent problems. The most important Of these include separation of critical and non- 
critical contingencies, false alarms, and misclassificatiQns, also known as masking. A
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critical contingency is one which causes voltage or thermal limit violations; a non-critical 
contingency does not. False alarms are contingencies judged to be critical by the ranking 
and classification algorithm, but have none of the violations mentioned above. A 
misclassification is a contingency considered critical (has violations), but is not 
determined as such by ranking.
These problems have been dealt with to a considerable extent in reference [14] for 
thermal limit (MW) violations. The following generalized formulas are used for 
contingency ranking and selection,







Sk.(i) p Lo>+ <£ o) (1.14)
and
■|Pu(i) |> |P u(o)| d-15)
|Sk,(i)[
-j--- r x x  (1.16)
for the subset of branches J0. Several important differences are described in this 
reference which make this measure unique from most other techniques. Rather than use 
real power, the apparent power is used as it "better reflects thermal problems for heavily 
loaded systems" [14]. The index is multiplied by the probability of occurrence to give 
unlikely contingencies smaller weight. Branch contributions only exist if apparent 
power exceeds a  x 100% of the thermal limit; or real power flow on a branch exceeds 
that of the base flow; or if both occur. Only branch contributions greater than a  x 100% 
occur in the ranking measure as a result of the Y factor.
The generalized formula may be revised to process several types of contingencies 
known as Type I-IV by the referenced authors, where Type I refers to present 
contingency algorithms. Other differences include the method of selecting weighting
i f
factors (Using the constraints of Equations (1.15) and (1.16)), measurement of thermal
branch flows. These are used for determining the tyjre of contingency (I-IV).
Type I refers to the method which several algorithms or a variation of these already 
use* where the line thermal limit violation is a ratio of the line power flow in the ouidged 
branch to its thermal limit, all raised to a power (as in Equations. (1.8))i and the 
weighting factors are not contingency dependent (typically unit). Types II-IV take 
advantage of the new generalized method, and differ in how the weighting factor is 
determined and how the branch thermal violations are measured, that is primarily in how 
Wkl, nij, a, and y are varied. For example, Type II and III methods circumvent false
alarms and masking errors, and are suitable for on-line use. Type IV may be used for 
multiple contingencies, and would be useful in reliability assessment.
Another recent development in the area of line contingency studies is that of direct 
ranking for voltage security analysis. This has been studied extensively by BoSe and 
Chen in reference [15], and has resulted in a new algorithm for ranking voltage limit 
violations. The primary difference between direct ranking methods and others is that 
direct ranking requires no knowledge of post-contingency bus voltages; only base Case 
data are necessary to compute a performance index. The method of [15] uses sparsity 
techniques! in particular, a 4x4 block matrix factorization containing the fast decoupled 
nodal matrices B' and B", Ybus information, and bus voltage linut information. This
technique basically approximates post-contingency voltage change in a manner similar to 
the 1P-1Q iteration of the FDPF, but calculates it directly from base case data, rather 
than performing the actual iteration. The tiiethbd prides itself in both speed arid 
accuracy.
Even more recently, ari algorithm for Voltage contingencies has appeared that 
combines both screenirig and analysis based on a reduced model, again developed by 
Bose and Chen [32]. This technique fifsi ritilizes Mri adaptive pre-filter (APF) to remOve
a large portion of the trivial contingencies! prior to the analysis. In doing so, the APF 
module uses iriformatiori from the previous cycle and system changes. Additionally, the 
APF provides data bn the hori-tfiviai cases (such as location and magnitude of the 
perturbation) allowing the constiUctibri of a "window of interest" [32] or affected 
Subnetwork requiring a load flow Solutibrii Next, a reduced 1P-1Q iteration is run on the 
subnetwork. Based on these results, the case is either classified as trivial and rejected; 
ranked for further selection using- a PI, or sent directly to an AC analysis routine for 
immediate processing, which uses a reduced order model of the subnetwork [32]. The
versatile APF used in conjunction with reduced models allows quick, efficient operation.
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One final contingency analysis and ranking algorithm of note is described in 
reference [25]. The method makes use of a second-order AC load flow (SOLF) to 
determine the base-case bus voltages. The SOLF is a linearized version of the standard 
NR AC load flow which is approximated by the first three terms of the Taylor series. 
The basic form of this load flow equation is
y(s) = y(x) + J(x)[AxJ + |H(x)[AXi Axj] (1.17)
with the higher order terms set to zero. The post-contingency voltage change V? is then
determined for each line outage using the compensation method in conjunction with the 
SOLF. Changes in active and reactive power are computed using
2AV: 2AV;
APi = P f y - 1 and AQi = Q f y - 1 (1.18)
where
AVi = Vi - V r nt. (1.19)
The voltage performance index by which the contingencies are ranked is then defined as 
follows,
PIv ( 1.20)
A performance index for line MW violations may also be expressed in terms of the 
currents flows using the methods just described,
(1.21)
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Aside from attaining reasonable Eccuraeyj the computational speed for these indices 
results fronfi the SOLF artd compensation method Combination for determining post- 
outage quantities.
1.3 The Singular Value Decomposition of a Matrix
One of the primary focuses of this thesis will involve the use of the singular value 
decomposition (SVD) of a matrix derived from the Jacobian matrix of the Newton- 
Raphson power flow study. The singular value decomposition is a common matrix 
factorization which takes any matrix A (rectangular or square) and factors it into a matrix 
of right singular vectors, a diagonal matrix containing the singular values, and a matrix 
of left singular vectors. The SVD will be described in detail in Chapter 2 along with an 
outline of some of its numerous applications [26,27,28,29,30].
1.4 Organization of this Thesis
This thesis explores the SVD of a voltage sensitivity matrix Vj obtained from the 
NR Jacobian matrix, the relationship between the Singular values of this matrix and 
voltage contingency ranking, and the development of a potential new ranking algorithm 
based on the singular values of Vj. Properties of contingency ranking performance
indices and ways of measuring their accuracy will also be examined. Chapter 2 contains 
background and theoretical development of the SVD, norms of matrices, and how they 
Could be used in conjunction with a modified Vj matrix. Chapter 3 describes and
examines statistical methods for measuring the accuracy of performance indices used in 
this thesis. Chapter 4 consists of examples and experimental results showing the part 
played by singular values and matrix norms in voltage contingency ranking. The testing 
is done using two power systems of different size. These include a small IEEE 14-bus 
test system, and a 27-bus test system adapted from the AEP 30-bus test system [19]. 
Chapter 5 contains a brief summary of the results. Conclusions concerning the research 
and recommendations for further study are presented here.
'e
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2.2.1 Some Applicatipns of the SVD
IThe SVD has a wide variety of applications, a few of which will be mentioned 
here. For instance, the SVD shows if or how close a matrix is to being singular (not of 
full rank). For example, suppose the matrix A is not of full rank. The diagonal matrix £  






The matrix Er is a diagonal rxr matrix containing the non-zero singular values O1,...,Or 
[27]. From the matrixin Equation (2.9),
-1I ' ' - " ■ ■ ■ ■
' ■■ '  ■ t ■ ' '
Gl - a 2 - " - ° r > 0 ,  (2.10)
Gr+1 = Gr+2 = •• = Gn ”  0* (2.11)
Thus, the rank of the matrix is r, or simply the number of non-zero singular values. If 
G1,...,Or are all non-zero, the smallest singular values may be examined to, see how
"close" the matrix is to, being singular. It is also possible to define a tolerance, above 
which the magnitude of the singular values must be. The number of o's greater than this, 
tolerance is known as the "effective" rank of the matrix and is important when 
considering numerical computations [28].
The SVD is also useful in finding the least squares solution to a rectangular system;, 
of equations Ax=b. [26,28,30]. Briefly, b may be projected onto the column space of A. 
This produces the system A x =p where x is the least squares solution; that which has
minimuiri length, is optimal. The optimal solution of this system is x+ and in terms of the 







Other uses of the SVD include those in image processing, polar decomposition, and 
linear mappings relevant to state-space system theory [28,29]. Singular values are also 
useful in determining norms of matrices, which are outlined in the next section.
2.2.2 The S VD and Norms of Matrices
Matrix norms offer a relative measure of the "size" of a matrix or gauge of distance 
on the matrix space. They may also be used to assess the effect of perturbations [26] and 
the "amplifying power" [28] of a matrix. Several of the common norms of matrices are 
the p-norms (also known as operator norms) and the Frobenius norm which are defined 
as follows [26,27],
_ max IlAxllp
" " P = x* °  ,IMIp
(2.13)
(2.14)
Two of the p-norms in particular are very easily computed. These are the one and 











The two norm and the Frobenius norm will be given special consideration. These 
are closely related to SVD and are defined directly in terms of the singular values 
[26,27],
IlAlb "r dl « 4 1
where G1 is simply the largest singular vjdue, and
P H"F'
2 2G1+G2 + . . .+G1
I
21 2 (2.18)
Alternate definitions of the two norm also exist in terms of the eigenvalues [28,29].
2.3 The SVD and the Jacobian Matrix of the Power Flow Problem
Central to the NR power flow study is the Jacobian matrix. This matrix contains 
the partial derivatives of the power mismatch equations and in its full form is expressed!
J  =F
I  2̂ 
J3 I y
3p  ap v  
38 3 |v |
8Q 3Q
K s f y L
(2.19)
The equations below describe the partial derivatives of the full Jacobian matrix,
Ji(i,i) — ag_ -  ^ vivJ Yij|sin(8r5j-0ij) (2;20)
j=i
J1(U c)=^rj = -ViVjYikIsin(Si-Sk-Gik) (k*i) (2.21)
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J2(U) = ^ i = - ^ v j Y ijIcos(SrV e ij) - 2vJYiiJcosC-Gii)
j=l
*i
J2(i,k) = 3^  = ' vJYikIcos(Si-Sk-Qik) (k*i)
J3(U) = ^  = '  ^ vivJ YijIcos(Si-Sj-Gij)
j=l
*i












0vk -VjyaiIsin(Si-M iI1) (M ) (2.27)
Comparatively, the J1 and J4 submatrix entries are much larger in magnitude than J2 and 
J3 tend to dominate the Jacobian, due to the strong coupling of P with 8 and Q with v. 
Thus, in the DLF, J2 and J3 are assumed to be negligible and are zeroed [17,18]. The 
Jacobian matrix then becomes
J
' J1 O " 
, O J 4 . (2.28)
Examination of the partial derivatives shows that the Jacobian matrix could be 
thought of as an unnormalized sensitivity matrix. In power flow studies, a close 
relationship exists between active power P and bus phase angles 8, and also between 
reactive power Q and bus voltage magnitude v. Using the norms calculated by the
singular value decomposition of the Jacobian matrix, it is possible to assess the "size" of 
J, or more importantly, the relative change in the size of J as it is altered or perturbed.
2.4 The SVD and Voltage Contingency Ranking
A possible relationship exists between the SVD of the Jacobian matrix through its 
norms and voltage contingency ranking. When a line contingency occurs, various 
parameters change throughout the network. Such changes include line power flows and 
bus voltages and phase angles. These changes are reflected in the systern Jacobian 
matrix. Solving a base case AC load flow will yield a base case Jacobian tnatrix Jb6.
Running an AC load flow to convergence immediately following a contingency produces 
a new Jacobian matrix Jc6n. Subtracting the base case Jacobian matrix from that
following the solution of the contingency ease gives AJ,
AJ = Jcon- J bc. (2.2f)
: "V''. ■■■ . ■ . ■ ■ . ■ ■ r ■ ' ;
The more severely the tine outage affects the power system, the greater the change in Jcon 
and; hence the "larger" AJ should be. Lines which have low impedance have high 
admittance, and when these lines are outaged, large entries in AJ will result. The infinite 
norm of AJ is given by Equation (2.16), and when entries of AJ are large, IlAJlI00 is
expected to also be large. Since the size of a matrix is related to the singular values 
through the norms, one would expect larger singular values for the mote serious 
contingencies.
Direct application of the SVD to the AJ matrix, however, could lead to erroneous 
results when dealing with the bus voltage problem. When a single line is outaged, four 
entries of the Jacobian matrix in particular are most heavily influenced. Suppose the 
outaged line connects bus i to bus j. The Jii, Jj, Jij-, and Jjj entries of the Jacobian matrix 
will differ most greatly due to exclusion of the Ybus magnitude terms in these positions 
(the Jjj and Jji terms will, in fact, become zero for a single line connection). Since the bus 
voltage magnitudes and angular changes in all of the Jacobian matrix positions will be 
relatively small, the relatively large changes in these four entries will tend to mask those 
in the matrix caused by the altered bus voltage profile. Thus, using this approach, the 
seriousness of the contingency would weigh more heavily on the magnitude of the 
admittance of the outaged line, rather than on the voltage stress it causes in the system.
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A possible way to mitigate this problem is to create a new matrix derived directly 
from the Jacobian matrix, which neglects the Ybus magnitudes. In this new matrix, the | y |
quantities are dropped from Equations (2.20)-(2.27) when the matrix is formed. This 
amounts to setting the admittance magnitudes of all parallel connections between busses 
to unity. The critical information, contained in the voltage magnitudes and angles, is left 
intact. This new matrix could be thought of as a "voltage sensitivity matrix", and will be 
designated Vj.
Unfortunately, directly applying these principles to Equations (2.20)-(2.27) will 
result in a full Vj matrix, because most of the [YiJ elements, now being ignored, are zero.
But, much of this information, especially in the off-diagonals, could be considered 
extraneous, even detrimental to the voltage sensitivity matrix. This is so because the 
majority of these entries relate voltages and angles between busses which have no 
physical transmission line connection.
To account for this, the off-diagonals of the Vj matrix are calculated only where
corresponding terms of the pure Jacobian matrix are greater than zero; that is, where a 
non-zero Ybus magnitude term (indicating a line connection) occurs. This serves several
purposes. It avoids the possible deleterious effects of these extra terms, reduces 
computation time, and creates a Vj matrix of the same sparsity as the Jacobian matrix.
This stipulation, however, is not imposed on the diagonal entries. These entries are 
always nonzero and significant for practical power systems.
The foundations behind the AJ matrix and Equation (2.29) described in the 
beginning of this section may now be extended to the Vj matrix. A new matrix, which
should provide a much more accurate assessment of the system voltage changes is given 
as
a v J =  v Jcoh- Vjbc. (2.30)
These ideas provide the basis for a potential voltage contingency ranking algorithm based 
on the singular values of the AVj matrix. The voltage sensitivity matrix will also be
discussed in greater detail in the following section.
2.5 Voltage Contingency Performance Indices
The equations representing the partial derivatives of the Jacobian matrix ((2.20)- 
(2.27)) and modifications thereof used to compute AVj include terms containing both bus 
voltage magnitudes and angles. This fact corroborates the notion of using the AVj matrix
.V ;
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to gauge the magnitude of voltage changes throughout the system when a contingency 
occurs. One way to utilize this idea and those explained in Section 2A  is to simply create 
a performance index based on the norms determined by the SVD. Ilie Pi's are then 
ranked in descending order; those appearing at the top of the list represent the most 
severe outages. Thus, the Pi's are defined as
??y(i). “  !!'^Vj|(2 ~ (1.31)
piV(2) = !IAVjIIf= p? + 4 +... + cfj2- (2.32)
These equations are identical to (2.17) and (2.18) with AVj substituted in place of the
arbitrary A matrix.
It is also logical to incorporate the ideas behind the PLF Iacobian matrix into the 
Vj matrix and these newly defined Pi's. Inspection of Equations (2.20)-(2.27) help to 
emphasize this. All of the terms in the Jacobian matrix and tiius Vj contain bus voltage
magnitudes or products of these. Typically, these values are all close to one per unit and 
most do not change significantly from contingency to contingency. The Vj2 and VJ3
entries contain cosine terms whose arguments are comprised of bus voltage angles which, 
in radians, are quite small, and therefore yield quantities near unity, even for angles 
whose changes are relatively significant. The Vjl and VJ4 terms, however, are comprised
of sine terms of bus voltage angles. But, for small tuigles (in radians)
Thus, what appear to be minor bus voltage angular changes result in much more
sin0 * 0. (2.33)
COnSCn 11 a n ^ °  ̂ pVionrrac in  \7  or»r1 \7  T b o ro fn ra  tUa \7  • ar»/4 \7  o ra  alert inrnArarl ao. iri
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Vj1(Id) = ^ v iVjSin(Si-Sj-Qjj) (2.34)
j=l
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Vj1 (i,k) = -ViVkSin(Sr Sk-Gik) (k*i)
(2.35)
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VJ4(i,k) = -ViSin(Si-Sk-Gik) (feri)
(2.37)
Reiterating from Section 2.4, Equations (2.35) and (2.37) are only applied where those 
corresponding locations in the Jacobian matrix contain non-zero Ybus magnitude terms. 
By drawing an analogy to Equation (2.28), the decoupled form of Vj takes the form
Vj
Vji 0 ' 
1 0  Vj4J (2.38)
Now, Equation (2.30) may be used with the DLF forms of Vj from (2.38) to yield a DLF 
AVj matrix. Equations (2.17) and (2.18) could then be applied directly to the DLF AVj 
matrix. Alternatively, the AVjl and AVj4 matrices could also be dealt with on an 
individual basis, rather than the block diagonal form of Equation (2.38). Using AVjl and 
AVj4 as separate submatrices is also advantageous from a computational standpoint.
Reference [26] gives the approximate number of flops necessary in computing the SVD 
of a matrix A using two different algorithms which differ in the way the 
bidiagonalization of A is determined; these are given as
4mn2 -4n3/3, (2.39)
2mn2 + 2n3. (2.40)
• • •'
Equations (2.39) and (2.40) pertain only to the flops required in finding the diagonal 
matrix E containing the singular values. For the purposes of this Iesearchi these are the 
only pieces of information needed from the S VD. The U and Vr singular vectors are not 
required and their calculation would add greatly to the computational time. Calculating 
the SVD's for the entire Vj matrix necessitates up to eight times as many flops as it 
would for AVji or AVj4 individually.
Sepafatinl AVj into AVjl and AVj4 also leads to a Way of testing the combined
influence of the norms of these two matrices in a ranking algorithm. Conaputing the 
norms (2 or F) from the SVD's of AVji and AVj4 each,
Piv -  a IlAVjlIl + (I-OC)IlAVj4U (2.41)
where
0<o t <  I. (2.42)
Here, a  is a Weighting factor which is varied incrementally from O to I in order to find
the best combination of each norm in the performance index. Optimally, an a  equalling
either zero or one and producing the best accuracy would also be the fastest 
computationally, as only the SVD of either AVj1 or AVj4 would need to be computed,
rather than that for both. Practical power engineering knowledge dictates that because of 
the relationship between active power and bus voltages, Vjl Should be most influential
with respect to changes in bus voltages diie to a voltage contingency; this will be 
experimentally examined in Chapter 4. Figure 2.1 shows a flowchart depicting hOW the 
proposed Pi's might be calculated and implemented in an actual voltage contingency
ranking algorithm.
2.6 Assessment of the Proposed Voltage Pi’s
To gauge the accuracy and speed of a proposed performance index, a methodology 
Whs devised for comparison to a known standard. A variation of Equation (1.7) which 





v r+ A v .
rLim (2.43)
This equation is a global 'index of System stress due to voltage changes throughout the 
system. The critical term in Equation (2.43) is the AVi term. To attain the proper values
Figure 2.1 Flowchart for the Proposed Voltage Contingency Ranking Algorithms
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for the standard PI, a full AC load flow is run for each contingency in order to get this 
terra. Ohce the true list of Pi's has been obtained, the Pi's calculated by the new ranking 
method may be compared to this list to determine its effectiveness and accuracy.
It is also desirable to have an index or error measurement in order to quantify the 
practical accuracy of a new PI. Several techniques for making this assessment will be 
used in the examples of Chapter 4. Chapter 3 will be devoted to these methods and 
contain a detailed discussion of what they measure and how they work.
Another consideration ihvdlved in judging a contingency ranking algorithm is
sipeed of computation. For a ranking algorithm to be practical, especially for on-line use,
a T ’ , . \ ’ • ■■: . , ........’ - ’ ' . ............ ..........  ■
it hiust be significantly faster thari that which uses a detailed simulation, for example the
full AC power flow study. One such standard method in common use employs the IP- 
IQ iteration of the FE)LF. However, faster suCcessM ranking methods are still being 
developed, such as some of those described in Chapter I. If the SVD norm ranking were 
acceptably accurate, the speed of the algorithm would also need to be considered. One
obvious method already mentioned for improving speed is to use the decoupled 
formulation (i.e., AVjj, AV^j arid handle these as separate matrices using Equation
(2.4i). If the PI calculated using the Ffobeiiius norm is viable, even greater speed could
be achieved, since the Frobenius norm could be easily detefitiined using Equation (2.14)ruiii
i,. L-rather than computing; it from the S VD.
Yet another factor to be examined when considering the speed of the algorithm is 
the number of iterations. Ruhriirig each case to full convergence would defeat the 
purpose of using a ranking algorithm. Mariy ranking methods use or approximate Orie 
iteration Of a rapid load flow technique, which may Of may not be linearized. The 
methods presented in this thesis will also be tested using one iteration. From this 
standpoint, however, there is a slight disadvantage incurred when using Vj and SVD 
norms of AVj. In the first iteration of the NR load flow, the bus voltages and angles in 
the Jacobian matrix and thus iri Vj will remain at their starting values. One full iteration
must be completed tO update the voltage magnitude and arigle vectors. These changes 
must then be incorporated into Vj iri order for it tO work; they occur as the second
' ' ; ' .■ . . : ' - . . . . f , .. f' ' • ' ‘ • ■- ' I . ' V . .
iteration begiris, wheti Vj is re-coinputed. But, this does not add significantly to the 
cOriijjutatiori time, as the updates of 8 arid jvj, which comprise the majority of 
computation time iri ah itefatiori are avoided a second time. Technically, a single
iteration for these methods is not that iri a true sense; they require slightly tijore than that. 
Calculation of Vj should pose only a riiinmiril increase in cofriputation titiie, as it is
.-.V ■
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formed simultaneously with the Jacobian matrix, and most of the program code for 
determining the Jacobian matrix may be utilized for this purpose also. And, calculation 
of AVj requires only the simple subtraction of two sparse matrices. The several forms of 
the Vj matrices do, however, require extra memory for their storage.
2.7 Summary
In this chapter, the singular value decomposition of a matrix was presented. The 
connection to voltage contingency ranking through norms of a new Jacobian-based AVj
matrix determined from the SVD was also described. Several potential performance 
indices were defined based on these ideas. Ways of assessing the accuracy of a new 
ranking algorithm and speed considerations are also discussed. These subjects will be 
investigated fully in Chapters 3 and 4.
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CHAPTERS
METHODS FOR MEASURING THE ACCURACY CF 
CONTINGENCY RANKING ALGORITHMS
3.1 Introduction
With the derivation of several new proposed voltage Pi's, some method must be 
adopted for assessing their accuracy and effectiveness. This chapter will describe several 
methods for performing these analyses. These techniques include calculation Qf root 
mean square (RMS) error, false placements, and linear regression. A standard correct list 
is necessary for comparison in order use these methods. Ways pf dividing the rank list 
into equal subsections will also be explained. Each type of assessment scheme will be 
discussed and appropriate derivations will be included where reqnired-
3.2 Root Mean Square Error Indices
A common method for assessing the error between a set or list of standard and 
experimental data is the root mean square error. The formulation for computing this 
index in terms of a correct and experimental rank list of Pi’s is given as
where
/ j NL
e RMS =  ' s l  N L  X ^ P c i ~ P e i 2̂ ( 3 . 1)
pc. = correct rank of line i, 
pe. -  experimental rank of line i.
While this error index provides anumerical means of measurin| the accuracy of a 
ranking algorithm, it says nothing about how good the algorithm actually is. In order to
determine the this, the error index itself must be compared to some standard, just as with 
the rank list.
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3.2.1 An RMS Error Index for Randomly Ordered Lists
A good quantity for comparison of the RMS error of an experimental rank list is 
that which occurs in a randomly ordered list. If the RMS error of an experimental 
ranking algorithm is greater than or equal to the RMS error for a randomly ordered list, 
then the algorithm is a total failure. If the RMS error is less than that for a random 
ordering, the algorithm is working to some degree; but how well depends on how much 
smaller it is than that for a random ordering.
To determine a formula for the RMS error of a randomly ordered list, the sum of 
the squared errors for a list containing N items must first be found. This is the sum of a 
geometric series and will be designated T. To begin with, a list containing only one item 
is examined. Since the list contains only a single item, one possible position occurs, and 
this produces an error of zero squared. Now suppose the list contains two items. In this 
case, four possible squared errors exist, and must be summed. If the item randomly 
appears correctly in the first position, the error is either O2 or I2. If it appears in the 
second position, the error is I2 or O2. The sum of this small series is T = O2 + I2 + I2 + 
O2 = 2. Next, a list containing three items is considered. Now the item may appear in 
three possible positions, and results in a sum of nine squared errors. Following in a 
similar manner,
O2 + I2 + 22 
+I2 + O2 +I2
+ 22 + I2 + O2 
total =12.
This process may be continued, each time adding another item to the list. For a list of up 
to six items, the T values are calculated and displayed in Table 3.1.
' ' ‘ V'-r -̂.X-
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Examination pf Table 3.1 shows that the T value is increasing exponentially as N 
increases by some power greater than three, but less than four,
T = A t|b f+ P «2H -D N 3tE N 4. (3.2)
Solving for the coefficients A-E will yield a formula for the sum of the squared errors in 
a random list. Data for lists containing one to five elements are needed. For each case 
(value of N), an equation in the form of (3.2) is created with its corresponding T value. 
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(3.3)
This set of simultaneous linear equations may now be solved. Doing so yields the 
coefficient vector containing A-E,
rA" '  0.0 '
B 0.0
C ’ = -0.16667
D 0.0
I e J v 0.16667 -
(3.4)
These coefficients are now substituted into Equation (3.2) tp give a formula for the sum 
pf eirpi;ainarandpp list of N elements.
T = |(N 4 -N 2) (3.5)
To verify that Equation (3.5) is correct, the process just described must be repeated for a 
sixth order system. Doing so also yields Eqpatiori (3.5), therefore confirming the 
derivation. The final step is to find the formula for the random RMS error in a list of N 
elements. Thisissimply
NjiN of N2. This completes the derivation of a formula to find the RMS error for a list qf 
randomly ordered elements. Use of Equation (3.7) in conjunction with Equation (3.1) 
for an experimental rank list of NL lines now provides a logical means for determining 
the merit of a new algorithm.
3.3 Rank List Subdivisions
Thus far, the discussion of the accuracy of a ranking algorithm has been based upon 
absolute division of the rank list into the largest number of possible subsections. That is, 
a list of N elements is divided into N subdivisions, or one per element. While this 
provides an absolute measure of the accuracy of a ranking scheme, it is not entirely 
practical from a contingency ranking study standpoint.
In practical contingency studies, cases are examined starting with those ranked at 
the top of the list (the most severe) and processed until some stopping criterion is met, 
where cases below this are no longer considered critical. To facilitate such studies, the 
rank list is divided into larger subdivisions. For example, it may be broken into halves, 
thirds, quartiles, quintiles, or some smaller division (n-tiles). This is also done for 
several other reasons. An error index may also be calculated based on n-tiles, where 
there error is based on the differences in the number of subdivisions, rather than exact 
ppsitipnal differences. To find the random RMS n-tile error, Equation (3.7) is also used, 
with the number of n-tiles simply substituted for N. Use of n-tiles also allows for
(3-6)
Or substituting Equation (3.5) into Equation (3.6),
another important method of classifying contingencies and evaluating ranking 
algorithms. This involves the concept of false dismissals and false alarms, and will be 
discussed in the next section, ,
Determination of the number of n-tiles depends on the size of power system being 
studied, the stopping criterion used, and other factors. Logically, the larger the system, 
the greater the number of n-tiles should be used. As the number of n-tiles in a rank list 
increases, the RMS n-tile error also increases, but this is unimportant, as it is only 
relative. For this thesis, quartiles have been chosen as the rank list subdivisions 
secondary to absolute divisions. Two small test systems will be used in this research: a 
14-bus system containing 20 lines, and a 27-bus system containing 37 lines. Therefore, 
this appears to be a reasonable choice.
3.4 False Dismissals and False Alarms
With the introduction of n-tiles in Section 3.3, the concept of false dismissals and 
false alarms will now be described. Definitions will be based in terms of quartiles, since, 
they will be used in this thesis. A false dismissal is the classification of a contingency 
into the third or fourth quartile, which should actually appear in the first quartile. A false 
alarm is a contingency which appears in the first quartile, but should truly be ranked in 
the third or fourth quartile.
In contingency ranking and selection, a ranking algorithm should be able to identify 
most, if not all of the critical or high priority contingencies. If a severe contingency 
appears near the bottom of the list, a false dismissal occurs, and the algorithm has failed 
to a certain extent, because a critical case was not identified. In general, a false dismissal 
cannot be tolerated, unless it should appear close to the first quartile, for example in the 
upper portion of the second quartile or close to the cut-off point for the most severe 
cases.
False alarms on the other hand, are of much less -impoitance\th^',M^’̂ im ssals. 
A false alarm is the classification of a contingency in the first quartile which should 
actually appear in the third or fourth quartile. Here, a low priority case is placed near the 
top of the list. This type of misranking may be acceptable if it is not too frequent.
Optimally, a ranking algorithm will produce no false dismissals or false alarms. It 
is much more important, however, that false dismissals are avoided. While the RMS 
error indices provide a comparative means for assessing the accuracy of a ranking
algorithm, false dismissals and false alarms are really the true means for judging a 
contingency ranking algorithm's worth.
3.5 Evaluation of Ranking Accuracy Using Linear Regression Analysis
An additional method of examining the accuracy of a ranking algorithm is a simple 
linear regression analysis using the method of least squares. Typically, this method is 
used in the area of statistics to relate or predict a dependent variable (y) as a function of a 
set of independent variables (x) [31]. In a linear regression model, a curve (in this case a 
straight line) is fit to a set of data points. The equation is of the form
y - m x  + b (3.8)
The method of least squares estimates the slope m of the line and the y-intercept b. The 
points may also be plotted as an x-y scatter diagram along with the fitted line. The 
details of this technique will not be described here as they can be found in most texts on 
basic statistical methods. Instead, the current section will concentrate on its application 
to the evaluation of contingency ranking schemes.
The first step in applying this method to a rank list is to collect the sets of data 
points. The x values will consist of the correct or standard rankings, and are simply a 
sequential list of integers I-N where N is the number of cases studied. The y values will 
be the rank determined by the experimental algorithm related to the correct rank by the 
line number. For example, suppose the correct ranking places line number 4 in position 
7, and the experimental ranking places line 4 in position 5. For the x value of 7, the 
corresponding y value would be 5. These points may be plotted on an x-y scatter 
diagram.
Next, the linear regression is run using the least squares technique to fit a line to the 
set of data points. This line may also be plotted on the same axes. Physically, the line 
numbers themselves are never seen on the diagram, but rather only their rank positions 
relating the correct and experimental algorithm.
In a sense, this method is taken out of context in that it is truly not being used to 
find a correlation between dependent and independent variables or being used as a 
predictor. Instead, its primary purpose is to provide an additional graphical or visual aid 
in assessing the proposed new Pi’s. Chapter 4 will make use of this technique for each of 
the test cases; x-y scatter diagrams and fitted lines will be plotted.
It is possible to use some of the available numerical material in statistical analyses. 
For instance, the slope may be used to test the relatedness of the x and y variables via a 
hypothesis test using a sampling distribution of the slope [31], but will not be used in this 
thesis. One other piece of information which can be computed in a least squares analysis 
is the correlation coefficient r. This quantity is used to evaluate the utility of a model, or 
how strong the Iinearrelationship is between the two sets of variables [31] . If the r value 
is near or equals zero, then little or no relationship is present between x and y. If r is 
equal to -I or I, then a perfect match occurs between the data sets. In general, the closer 
r is to -I or I, the stronger the correlation or relationship between the data sets. An r 
value greater than O indicates a positive correlation; if r is less than 0, a negative 
correlation is present.
Along with the graphs in Chapter 4, the slopes and y-intereepts will be presented. 
This is done mainly for informative purposes. Also included will be the correlation 
coefficient for each plot. This provides yet another relevant numerical gauge of the 
accuracy of a contingency ranking algorithm.
3.6 Summary
Several techniques for the assessment of contingency ranking algorithms were 
introduced in this chapter. These include RMS error indices, false placement indices, 
and least squares linear regression. All of the methods will be implemented in the 
following chapter where several new proposed Pi's are tested.
CHAPTER 4
EXPERIMENTAL ASSESSMENT OF THE ROLE 
OF SINGULAR VALUES 
IN VOLTAGE CONTINGENCY RANKING
4.1 Introduction
This chapter will examine how the singular values of the AVj matrix are related to
voltage contingency ranking through matrix norms. The relationship will be explored for 
the AVj matrix in its fully converged state and after one iteration of the NR load flow, to
assess its possible usefulness in an actual voltage contingency ranking algorithm. Several 
variations of Vj, described in Chapter 2 and later in this chapter, will be tested in order to
attain that which produces the best results. The separate studies will be broken into five 
cases designated A through E and will be described in their own individual sections. 
Each of these variations will be implemented on modified versions of two test systems: 
the IEEE 14 bus system, and a 27-bus test system derived from the ApP 30-bus system 
[19]. This is done to examine the influence of systems of several sizes on the ranking 
algorithms, and to check for possible system specific dependence of the algorithms. The 
methods for determining the accuracy of the ranking algorithms discussed in Chapter 3 
will be utilized here for comparison of the different cases. A summary and analysis of 
the results for each of the systems and the various cases run will conclude this chapter.
4.2 The IEEE and AEP Test Systems
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Single line diagrams of the IEEE 14-bus and the modified 27-bus test systems 
appear in Figures 4.1 and 4.2 respectively. System parameters (i.e., line impedances, 
charging, and bus data) for each are contained in Appendices A and B. A representative 
base case load flow study is also available in Appendix C for the IEEE 14-bus system. 
This study is run on a 100 MVA base using a 0.001 per unit mismatch stopping criterion.
Base case load flow studies were also run on the 27-bus system using the same MVA 
base and stopping criteria, but will be excluded in the interest of space.
To facilitate the testing of the voltage contingency ranking methods, several 
modifications have been made to both systems in general. All transformer tap ratios are 
assumed to be set to unity; this effectively allows them to be ignored. Voltage controlled 
(PV) busses were converted to PQ busses. Those PV busses acting as generation busses 
were changed to PQ busses by reversing the sign on the injected active power 
(generation) at the bus and adding it to the active power load.
When performing the contingency studies, several of the lines in the test systems 
were excluded from the contingency ranking list. These are radial lines connecting the 
rest of the system to a single bus, and would result in isolation or "islanding" of the bus 
when outaged. Line numbers not appearing in the rank list were simply left out for these 
reasons.
Due to the exclusion of the PV busses, both of the test systems exhibited poor bus 
voltage profiles. To rectify this condition, reactive power was added at all PV busses to 
simulate the effect of the synchronous compensators. All reactive power loads in the 
systems were first summed. The total reactive power was then allocated among each of 
the PV busses in direct proportion to their maximum MVAR limits. In effect, all 
reactive power to the system is supplied by the synchronous compensators rather than the 
by the swing bus. This serves to improve the power factor and boost low bus voltage 
magnitudes.
TTie reason for using a smaller 27-bus system derived from the AEP 30-bus system 
is also explained here. Several of the lines at the outer periphery of the 30-bus system 
have extremely (unrealistically) high resistances and reactances. When included in the 
study, these lines caused the system to exhibit abnormal operating tendencies, 
particularly during the contingency analyses. One of these lines would have been 
dropped from the study regardless had it been included, since its outage caused the 
islanding of a bus, Thus, these lines and their adjacent connecting busses were simply 
deleted from the test system data, and the remaining busses re-numbered.
4.3 Ehumeration of the Study Cases
This section will briefly describe a logical numbering arrangement for the various 
test cases run. Five individual studies were run using the two test systems. Each 
separate study will be designated by a letter in the range A-Ei These will further be
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Figure 4.1 The EEEE 14-bus Test System 
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Figure 4.2 A 27-bus Test System 
(a) Bus-Code Diagram; (b) 3-Winding Transformer Equivalent
specified by a number indicating whether the 14-bus or 27-bus is used (for example case 
A-14, case C-27, etc.). The following list shows what variation is used for each of the 
five contingency ranking studies:
Case A: DLF form of the AVj matrix after a fully converged AC load
flow
Case B: AVjl submatrix after a fully converged AC load flow
Case C: AVjl submatrix after one iteration of the AC load flow
Case D: VJlcon/J4con submatrices using ascending order ranking after a
fully converged AC load flow
Case E: Vjlcon7j4con submatrices using ascending order ranking after
one iteration of the AC load flow
A separate section will be devoted to the examination of each of these studies. A 
pictorial representation of the study cases in a "flowchart format" is contained in Figure 
4.3.
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4.4 Comparison Parameters for the Test Cases
Before the actual analysis of each test case, parameters for the comparison of the 
results must first be established. All subsequent proposed Pi’s are compared to the 
"correct" results obtained from the PI of Equation (2.43) using a full AC NR power flow, 





Because no PV busses are present, all Vsp values are set to one per unit. The AVLim 
chosen for all busses is 0.1 or 10% of the specified per unit value. While this may seem 
like a rather large tolerance, the alteration of this value only serves to change the entire 
list of Pi's by a constant factor, provided this quantity is the same for all busses.
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Figure 4.3 Kctorial Representation of the Study Cases
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A weighting factor of unity is also used for all busses. The AV term represents the 
difference in bus Voltage magnitude between the post-contingency and base case values. 
The absolute value of this quantity is used.
The theory set forth in Chapter 3 is now utilized to determine values for which the 
proposed algorithms would yield random rankings. Table 4.1 shows these quantities for 
the several types of analysis methods previously discussed. The number of lines shown 
refer to the actual number used in the ranking studies.
Table 4.1 ErrorValues for Randomly Ordered Contingency Ranking 
(Correlation Coefficient Zero)






14-bus 19 7.75 1.58
27-bus 35 14.28 1.58
The random RMS order error for each system is calculated using Equation (3.7) by 
substituting the number of lines for N. For each system the random RMS quartile error 
is the same; it is also calculated with Equation (3.7) with N=4. The random correlation 
coefficient values come directly from statistical theory [31], and are also the same for all 
cases.
RMS order and quartile errors attained by the proposed algorithms which are less 
than those in Table 4.1 indicate that the algorithms are working to some degree; the 
extent depends on how much less than random the values actually are. If the proposed 
algorithms yield r coefficients greater than zero, then a relationship does exist between 
the correct rankings and the algorithm rankings. Again, the strength of the relationship 
(how well the experimental algorithms are performing) increases as these r values 
approach unity. The values in Table 4.1 Will be referred to in the analyses which follow.
All cases were run on a Gould PN9080 super minicomputer running version 4.3 
BSD of the UNIX operating system. The computer programs to perform the load flow 
studies, contingency ranking, and analyses were all written by the author in the 
FORTRAN 77 programming language, with the exception of the subroutines to compute 
the SVD. For this task, routines from the commercial IMSL libraries were used. The
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FORTRAN subroutine used to calculate the RMS error indices and false placements for 
the rank lists is contained in Appendix D.
4.5 Ranking Using the Converged DLF Form of the AVj Matrix: Case A
To ascertain if a relationship exists between the singular values of the AVj matrix
and voltage contingency ranking, several cases were first run using the DLF form of the 
entire AVj matrix following a fully converged NR power flow. (For the remainder of
this chapter, all subsequent tables and figures pertaining to the ranking studies will 
appear at the end of the chapter, following the text.) Table 4,2 shows the voltage 
contingency ranking on the 14-bus test system using both the Frobenius norm and the 2- 
norm attained from the singular Values of the DLF form of the AVj matrix after a fully
converged NR load flow. For each of the two norm rankings in Table 4.2, no false 
alarms occurred, but one false dismissal did occur using the 2-norm. This may be 
considered unacceptable for actual applications. The error indices indicate that the 
rankings are significantly better than a random ordering. Thus, the ranking algorithms 
are performing satisfactorily for the given conditions. The majority Of the worst cases 
appear near the top of list, four out of five first quartile cases were successfully ranked 
with both norms. Qne important item is worth mentioning at this point When 
comparing the proposed rank lists to the correct list, only a direct comparison of rankings 
(positions of the line numbers in the list) is relevant. Comparison Of the magnitudes of 
the experimental voltage Pi's to those in the correct list has no meaning. This is so 
because the proposed Pi's are calculated in an entirely different manner from those in the 
correct list.
The same procedure was carried out using the 27-bus test system. The results are 
displayed in Table 4.3. For this system, neither of the norm rankings produced any false 
dismissals or any false alarms. The F-norm successfully placed eight put of the nine 
most severe contingencies in the first quartile, while the 2-norm successfully placed 
seven out of nine. Examination of the RMS error indices and r values shows that these 
are substantially below the random Values of Table 4.2, denoting a very respectable 
performance for the proposed algorithms.
Case A was run primarily to establish relationships between voltage contingency 
ranking and the singular values of the Jacobian-derived AVj matrix. The preliminary
results indicate that a Strong relationship does indeed exist. Greater emphasis will be 
placed on the methods developed in the next sections.
4.6 Ranking Using the Converged AV^ Matrix: Case B
Having found a relationship between the singular values of AVj and voltage
contingency ranking, the focus turns to improving the accuracy and speed. In this 
section, AVjl and AVj4 are dealt with as separate submatrices. A number of cases were
run using a performance index comprised of a weighted combination of the norms of 
both AVjl and AVj4. The PI used for both norms is that of Equation (2.41) and is
repeated here,
PIv = o||AVjlH + (l-a)||AVJ4||:
Cases were run for each of the two norms with the weighting factor arranged from 0 to 
1.0 in 0.1 increments. The case producing the most accurate results occurred with the 
weighting factor a  equalling 1.0 for both norms. This weights the entire PI on AVjl.
Fortunately, this is also advantageous from a speed and simplicity standpoint. To find 
the norms, the SVD needs only to be computed from AVjl, resulting in a tremendous
time savings.
The results using AVjl on the 14-bus test system are shown in Table 4.4 and Figure 
4.3 as case B-14. A very slight improvement over case A-14 in Table 4.2 is apparent in 
the 2-norm when the error indices are compared. The Frobenius norm ranking and Pi's 
are identical in comparison to Case A. Both norms placed four out of the five worst 
cases in the first quartile
The same procedure was also run on the 27-bus test system. The resultant data is 
displayed in Table 4.5 and Figure 4.4. Here, the Frobenius norm ranking for the 27-bus 
system was marginally better than the results of Table 4.3, but the 2-norm ranking was 
quite a bit better. The first quartile rankings match those of case A-27 exactly; the 
variations occur further down in the list. Again, eight out of the nine severest 
contingencies fell in the first quartile for the F-norm and seven out of nine for the 2- 
norm. In fact, ranking using the F-norm matched the correct rank list exactly for the first 
seven contingencies. One can conclude that the AVjl submatrix is indeed dominant in 
the DLF form of AVj matrix when using this variation of the matrix. This is not the case, 
however, when using Vjcon and shall be demonstrated in Sections 4.8 and 4.9.
The linear regression analyses also corroborate the match between the proposed 
algorithms' rank and the correct rank, for both of the test systems. The correlation
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coefficients of Figure 4.5 show that definite relationships exist for each of the norms of 
the IEEE 14-bus system. The r value for the F-norm, however, is substantially higher 
than the r value for the 2-norm. This indicates a stronger relationship between the 
proposed and correct method, and thus a more accurate ranking. In Figure 4.6, the 
correlation coefficients for the 27-bus system are even higher than those of the 14-bus 
system; they are in the range 0.86 to 0.87. The relationships here are quite strong, 
denoting very good performance for the algorithms on this system.
A visual inspection of Figures 4.5 and 4.6 tells immediately how well the 
algorithms are performing and where in the list they are performing well. For both of the 
test systems, most of the markers lie on or near a line of slope one and y intercept of zero 
for approximately the first half of the rank Hst (all markers on this line would indicate an 
exact match throughout). Only in the second half of the list do the markers begin to 
appear randomly scattered. The proposed Pi’s are achieving the best accuracy in the 
sections of the list where it is most important.
One rank list deserves additional attention. This is the 2-norm ranking for the 14- 
bus system. Its accuracy is somewhat worse than the ranking using the 2-norm. 
Examination of Table 4.3 shows that while line one appears in the first quartile of the 
correct rank list, it appears in the last position of the 2-norm rank list. This case is 
responsible for the single false dismissal here and much of the error present. Because the 
F-norm ranking placed line one only one position below its correct location, the strange 
behavior of this case is difficult to explain.
4.7 Ranking Using the AVjl Matrix After One Iteration: Case G
Now that it is conclusive that strong relationships exist between the SVD of AVj
and voltage contingency ranking, and the proposed algorithms function reasonably well 
for a fully converged NE load flow using only the AVjl matrix, they are tested after one
iteration in order to assess their practicality for possible actual applications. Again, 
accuracy is a prime consideration, but speed is also important in this context. For each 
case, loading of the voltage magnitude and angle vectors with their base case values will 
continue, in order to improve accuracy after a single iteration.
The same two test systems are utilized, and the results appear in Tables 4.5 and 4.6 
and Figures 4.7 and 4.8. Comparison of these results (Case C) with those of case B 
shows almost no difference between the two cases. The error indices and r values of the
F-norm for the 14-bus system are very close. The same quantities for the 2-norm were,; ' ' . ' ■ . . : I..-- . . '
in fact, identical. The same trend is also present in the results of case B-27 and case C- 
27. The differences in the indices for the 27-bus system were extremely small.
What differences did occur appeared at the very top of the list for both test systems. 
Only the first few Pi’s were different in the single iteration cases when compared to the 
fully converged cases. In essence, the difference in error indices resulted from reversal 
of only one or two pairs of Pi’s in the rank list. The exception to this occurred in the 2- 
norm ranking of case C-27, where the first quartile Pi’s were slightly more jumbled.
Preliminarily, one can conclude that only the most severe contingencies required 
more than one iteration for the power flow to converge. Obviously, the initialization of 
the voltage phasor quantities with the base case data is responsible for this rapid 
convergence. In general though, the proposed algorithms performed very well under the 
given conditions using one iteration.
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4.8 Ranking Using the Converged VnconZj4cQn Matrices: Case D
Until now, the form of the Vj matrix this study has dealt with is obtained by 
subtracting the base case Vj matrix from the converged Vj matrix after a contingency,
AVj = Vjcon - Vjbc.
This is Equation (2.30) and is repeated here for convenience. Further examination of the 
constituent equations of the Vj matrix suggests that Vjcon may be dealt with directly 
rather than forming a new AVj. Following the outaging of a line, bus voltages in close
proximity to the contingency usually decrease in magnitude in proportion to the severity 
of the contingency. The same may also be said for bus voltage angles (the decrease is of 
course in a negative direction). The latter is due to the distributed added line loads and 
the relationship between P and 8. Thus, the "size" of Vjcon should decrease
comparatively the more severe the contingency, along with the singular values. Rather 
than taking the SVD and norms of AVj and ranking these in descending order, the same 
procedure could be applied to Vjcon, with the exception that the norms are instead ranked 
in ascending order. Applying the same reasoning as in Section 4.4, Vjcon may be split
into submatrices and the Pi's weighted, rather than using the entire DLF Vjcon. Equation 
(2.41) may then be revised as follows in Equation (4.1) shown here,
PIv-Oltv,, J  + (J-O)Ifvj4 J  (4.1)
This modification was perfonned and implemented again on the two test systems using 
the fully converged Vjcon matrices (Cases D-14 and D-27), the results of Which appear in
Tables 4.7-4.8 and Figures 4.9-4.10. As with Case B, the studies were run using 
Equation (4.1), again varying the weighting factor a .
The best results were achieved for the 14-bus system with a=0, placing the entire 
weighting on Vj4con. In comparison to Case B-14, the weighting has now shifted entirely 
from Vjl to VJ4. This is so for both norms. The ascending order ranking using Vj4con 
(case D) may now be compared to the regular ranking using AVjl (Case B). For the 14- 
bus system, the Frobenius norm PI produced a ranking that was slightly less accurate, but 
ranking by the 2-norm PI was somewhat better. The false dismissal occurring with the 2- 
norm in Case B-14 has now disappeared. These observations are also apparent in the r 
values of the linear regression. As with Case B-14, Case D-14 also successfully placed 
four out of the five worst contingencies in the first quartile.
Ranking for the 27-bus system in Case D-27 also resulted in some noticeable 
differences. Most prominent is the values of the weighting factor a once again. The best 
ranking was achieved for the F-norm using a=  I, as with most cases presented thus far. 
Then 2-norm, however, attained the best results when a  was set to zero, placing all the 
weighting on Vj4con. Rankings using the F-norm were slightly better than those of Case
B-27, but the 2-norm rankings were slightly worse. Both norms placed eight out Of the 
nine Worst contingencies in the first quartile. While the error indices of Case D-27 were 
worse for the 2-norm, it managed to properly rank one more contingency in the first 
quartile over Case B-27. The correlation coefficients for both of the test systems provide 
further verification of these trends.
Cases B and D are performing quite closely to one another in the first quartile for 
both of the test systems. But, Case D appears to begin to lose accuracy further up the list 
when compared to Case B. Observation of the plots in Figures 4.9 and 4.10 indicate that 
"scattering" occurs earlier in the rank lists, beginning at about the second quartile, as 
opposed to the third quartile for Case D. Still, and more importantly the results are 
comparable for both cases in the critical first quartile. The variations of the ranking 
algorithms presented in this section are performing comparably to those of Section 4.5.
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4.9 RankinpUsing the Vjlconyj4cnn Matrices.After One Iteration: Case E
Since the variations of the algorithms presented in Section 4.7 proved to function 
quite accurately, they were also tested in a manner analogous to that of Section 4.6. The 
results of case E appear in Tables 4.11-4.12 and Figures 4.10-4.11.
The algorithms run on the 14-bus system exhibited very similar characteristics to 
those of Case C when compared to their fully converged counterparts. Both the error 
indices and r values for each of the norms show a degradation in performance so slight it 
is barely noticeable. For both the F-norm and 2-norm, this resulted from the reversal in 
ranking of the first two contingencies in each rank list. And, only the first few Pi's in 
each list actually changed. First quartile placement percentages were not affected.
Ranking using one iteration of these variations did not fare as well when run on the 
27-bus system. The error indices and correlation coefficients indicate a noticeable 
decrease in accuracy for both of the norms. Each of the norms now produced one false 
dismissal, a condition which is generally not acceptable for serious applications. Both 
the worsening of the accuracy indices and the false dismissals were caused by the 
misranking of line nine. This contingency fell from the second quartile all the way to the 
last position in the rank list, evident in both the numeric table and the linear regression 
plot. Although several of the first few contingencies became rearranged in comparison to 
Case D-27, the first quartile ranking percentages remained the same. Eight out of nine 
cases correctly appeared in the first quartile. Aside from the severe misplacement of line 
nine, these variations of the algorithms are still yielding quite good results.
4.10 Summary
In this section, the results of Cases A-E for each of the two test systems are 
compared and analyzed. Summary tables (Tables 4.13-4.16) dividing the results into 
systems and norm types follow this discussion, and are provided for efficient comparison 
of the study cases. Additionally, graphical representations of the ranking results are also 
available in Figures 4.14-4.19, and compare the RMS order and quartile errors and 
correlation coefficient r for each case and norm type. These figures allow a convenient 
and rapid overview of the cases and their variations. It should be noted that increasing 
lengths of the bars in Figures 4.14-4.17 indicate decreasing accuracy of the ranking 
algorithms; the value at the right border of the graph is that for a random ordering. In 
Figures 4.18-4.19, the ranking accuracy increases directly with the bar length. Since 
Case A was used primarily to establish a relationship between voltage contingency
ranking and singular values, and was for the most part inferior to Gases B and D from 
both an accuracy and computational time standpoint, it will be neglected in this 
discussion, but will appear in the summary tables arid graphs.
It is difficult to draw general conclusions as to which variation Crii which norms 
produced the best results for both systems. For the 14-bus system, ranking using the F- 
norm on the AVjl matrix proved to be the most accurate. The 27-bus system yielded the 
best results using the F-norm on the Yjlcon matrix. This is encouraging, since the F-norm 
can be computed very rapidly using Equation (2.14) without even calculating the SVD. 
Use of this technique to find the F-norm results in a large time savings. Norms computed 
from the Vjcon matrices also offer a time savings as opposed to those using AVj, as no
difference in matrices needs to be taken. This time advantage is inconsequential, but 
from a memory standpoint, one less matrix needs to be stored. The weighting factor a  
also varied in certain instances when Gases D and E were run on each system. Only a 
more comprehensive study will ascertain if a single value of a  will produce adequate 
results for most systems and variations of Vj in general.
Cases G and E deserve special attention, as they would be used for an actual voltage 
contingency ranking algorithm. Their performance was only slightly worse than the fully 
converged tests, with the exception of Case E-27, whose single false dismissal occurring 
with both norms was responsible for the more significant errors. First quartile 
performance, however, was excellent for all of cases C and E. Since the fully converged 
cases (B and D) only required one or two iterations for each contingency study, the 
results of the single iteration cases matched these very closely.
This chapter shows that strong relationships do indeed exist between die singular 
values of several variations of the Vj matrices and voltage contingency ranking.
Alternate methods are also available for computing the matrix norms in the PFs, without 
resorting to the SVD, The majority of the cases tested yielded very respectable results. 
The worth of the proposed PI'S as actual ranking algorithms however, is yet to be shown. 
More will be said about these experimental results in the conclusions section of the 
following chapter.
Table 4.2 Case A-14: Ranking Using the Converged DLF AVj
Matrix of the Modified IEEE 14-bus Test System
Full AC Load Flow SVD: F-norm SVD: 2-norm
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
I 10 4.6289 10 8.6594 10 3.5028
; 2 : 2 ■ . 3.0043 2 7.0185 3 3.0474
3 ■ 2.7343 3 6.5530 2 2.1284
15 0.6211 4; 3.0105 15 1.5820
I 0.4947 15 2.9730 4 1.4518
■ 6 7 0.4445 5 2.4736 17 1.3773
7 4 0.4441 7 2.3375 16 1.3071
8 16 0.3188 I 2.2423 5 1.2933
9 6 0.2510 16 2.1434 7 1.2420
10 18 0.2435 17 2.1099 13 1.2129
11 5 0.2431 9 2.1001 9 1.1747
12 19 0.2333 8 2.0963 8 1.1459
13 8 0.2239 13 2.0622 12 1.1094
14 11 0.2174 6 1.8760 6 1.0053
15 9 0.2161 18 1.8202 18 0.9774
16 17 0.2062 12 1.8102 20 0.9693
17 12 0.1985 H 1.7897 11 0.9608
18 20 0.1946 20 1.7345 19 0.9224
19 13 .... 0.1875 19 1.3868 I 0.6679
RMS Order Error ■ 3.58 5.30
RMS Quartile Error 0.79 I1.12
Number of False Dismissals 0 I




F-norm: y=0.7860x+2.1404; n=0.7860 
2-norm: y=0.5316x+4.6842; 1*0.5316
Figure 4.4 Linear Regression Analysis and Characteristics of Case A-14
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Table 4.3 Case A-27: Ranking Using the Converged DLF AV, 
Matrix of the 27-bus Test System
- ■ ;:v
Full AC Load Flow SVD: F-norm SVD: 2-norm
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
ViT'  ^ 5 10.9401 5 23.3748 5 ...... 6.9686
■4 : 2 6.6555 2 20.0013 15 4.0462
3 4 5.7292 4 18.7154 2 3.9317
4 '; 15 3.1138 15 14.0318 4 3.8445
5 6 1.1866 6 7.2503 9 2.6292
6 ''V-T 1.1394 I 6.5932 14 2.0762
7 14 1.1073 14 6.0834 6 2.0351
8 7 0.9327 3 5.0308 25 1.9799
9 9 0.7778 7 4.6711 26 1.7683
10 3 0.6348 25 3.5052 3 1.6784
11 26 0.5593 9 3.4671 7 1.6400
12 25 0.4843 26 2.6582 10 1.4475
13 10 0.4094 10 2.3733 I 1.2929
14 35 0.3820 11 2.1197 i i 1.0981
15 19 0.3622 35 2.0699 17 1.0978
16 36 0.3594 12 2.0633 35 1.0913
17 8 0.3489 8 2.0282 12 1.0912
18 37 0.3482 37 1.9779 8 1.0652
19 21 0.3466 36 1.9590 37 0.9990
20 12 0.3419 17 1.8919 36 0.9820
21 20 0.3415 21 1.8867 29 0.9653
22 v': 32 0.3410 19 1.8697 32 0.9639
23 :l : 34 0.3401 28 1.8595 21 0.9637
• ■24';̂ 29 0.3369 18 1.8417 18 0.9635
25 27 0.3322 29 1.8329 22 0.9599
26 28 0.3320 34 1.8263 30 0.9591
27 23 0,3306 22 1.8213 28 0.9563
28 31 0.3295 30 1.8181 33 0.9500
29 17 0.3278 32 1.8159 19 0.9475
30 24 0.3278 23 1.8065 23 0.9433
31 33 0.3272 24 1.8038 34 0.9330
32 11 0.3263 33 1.7702 24 0.9314
33 18 0.3180 31 1.7228 31 0.9290
34 30 0.3170 20 1.4635 20 0.9005
35 22 0.3016 27 0.4727 27 0.0960
RMS Order Error 5.48 6.56
RMS Quartile Error 0.68 0.86
Number of False Dismissals 0 0





F-norm: y=0.8527x+2.6521; i=0.8527 
2-norm: y=0.7894x+3.7916; r^O.7894
Figure 4.5 Linear Regression Analysis and Charaeteristics of Case A-27
Table 4.4 Case B-14: Ranking Usiiig the Converged AVjj
Matrix of the Modified IEEE l4-bus Test Systehi
Full AC LoadFlow SVD: F-norm SVD : 2-norm
Mhk Line# Voltage PI Line# Voltage PI Line# Voltage PI
I 10 4.6289 10 7.7020 10 3.5028
2 2 3.0043 2 6.4159 3 3.0474
3 : 3 2.7343 3 5.8956 2 2.1284
4 15 0.6211 4 2.5188 15 1.5820
§ V I .. 0.4947 15 2.4639 4 1.4518
7 . 0.4445 I 2.0610 17 1.3773
: .r : 4 0.4441 5 1.9726 16 1.3071
8 16 0.3188 7 1.8290 5 1.2933
9 6 0.2510 16 1.6571 7 1.2420
10 ... 18 0.2435 17 1.6534 13 1.2129
11 5 0.2431 13 1.5857 9 1.1747
12 19 0.2333 9 1.5341 8 1.1459
13 8 0.2239 8 1.5045 6 1.0053
14 11 0.2174 6 1.3372 18 0.9457
15 9 0.2161 18 1.2858 11 0.9454
16 17 0.2062 11 1.2615 12 0.9376
17 12 0.1985 12 1.2495 19 0.9224
18 20 0.1946 20 1.2114 20 0.9102
19 13 0.1875 19 0.9995 . l 0.6679
RMS Order Error 3.58 5.02
RMS Quartile Error 0.79 1.08
Number of False Dismissals 0 I





F-norm: y=0.7860x+2.1404; r=0.7860 
2-norm: y=0.5807x+4.1930; r=0,5807
Figure 4.6 Linear Regression Analysis and Characteristics of Case B-14
Table 4.5 Case B-27: Ranking Using the Converged AVjl
Matrix of the 27-bus Test System
Full AC Load Flow SVD: F-norm SVD: 2-norm
Rank Line# Voltage PI Line# Voltage PI Line # Voltage PI
I 5 10.9401 5 21.0283 5 6.9686
2 I  I 6.6555 2 . 18.0361 15 4.0462
,3-' : 4 5.7292 4 16.7090 2 3.9317
■. 4 -i 15 3.1138 15 12.4843 . 4 3.8445
5 6 1.1866 6 6.4607 9 2.6292
6 ? I 1.1394 I 5.9734 14 2.0762
; 7 ; 14 1.1073 14 5.4080 6 2.0351
8 7 ■ 0.9327 3 4.4241 25 " 1.9799
9 9 0.7778 7 4.0678 26 1.7683
10 ; 3 0.6348 9 3.1806 3 . 1.6784
11 26 0.5593 25 3.1093 7 1.6400
■12 v 25 ■ 0.4843 26 2.2559 10 1.4475
1 3 ' : 10 0.4094 10 1.8675 I 1.2929
14 35 0.3820 11 1.5243 35 1.0913
15 19 0.3622 8 1.5172 12 1.0912
16 36 0.3594 35 1.4905 11 1.0660
17 8 0.3489 12 1.4887 8 1.0652
18 . . . . . . 0.3482 37 1.4173 37 0.9990
19 21 0.3466 36 1.4060 36 0.9820
20 12 0.3419 21 1.3563 19 0.9223
21 20 0.3415 19 1.3492 21 0.9215
22 32 0.3410 17 1.3461 17 0.9200
23 34 0.3401 28 1.3420 28 0.9 i78
24 29 0.3369 18 1.3266 18 0.9155
25 27 0.3322 29 1.3135 34 0.9091
26 28 0.3320 34 1.3088 20 0.9005
27 23 0.3306 ■' 22 1.3052 29 0.8947
28 31 0.3295 30 1.3019 31 0.8888
29 17 0.3278 32 1.2981 33 0.8886
30 24 0.3278 23 1.2932 22 0.8877
31 33 0.3272 24? 1.2905 30 0.8871
32 11 0.3263 ■ : 33 ■: 1.2656 32 0.8808
33 18 0.3180 31 1.2366 23 0.8785
34 30 0.3170 20 1.0788 24 0.8781
..35 22 0.3016 27 0.4298 27 0.0960
RMS Order Error 5.34 5.05
RMS Quartile Error 0.68 0.68
Number of False Dismissals , 0 0





F-norm: y=0.8605x+2.5395; r=0.8599 
2-norm: y=0.8751x+2.2487; n=0.8751
Figure 4.7 Linear Regression Analysis and Characteristics of Case B-27
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TaWe 4.6 Case C-14: Rankirig Using One Iteration of trig AVjl 
Matrix of the Modified IEEE 14-bus Test System
Full AC Load Flow SVD: F-norm SVD: 2-norm
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
I 10 4.6289 2 5.2302 ' io ■: ■' 2.3724
2 2 3.0043 10 4.3731 3. 2.2565
; :t  \ V 3 2.7343 3 3.7097 2 1.7360
■, : f : : - 15 0.6211 4 2.5188 15 1.5820
5 I 0.4947 15 2.4639 4 1.4518
6 7 ; 0.4445 I 2.0610 17 1.3773
; / 4 0.4441 5 1.9726 16 1.3071
8 16 0.3188 7 1.8290 5 1.2933
9 6 0.2510 16 1.6571 7 1.2420
10 18 0.2435 17 1.6534 13 1.2129
i i 5 ' ' 0.2431 13 1.5857 9 1.1747
' ■ 12 19 0.2333 9 1.5341 8 1.1459
: -1 3  ■ : 8 0.2239 8 1.5045 6 1.0053
i ; 14 11 0.2174 6 1.3372 18 0.9457
15 9 0.2161 18 1.2858 11 0.9454
I  ■ 16 17 0.2062 11 1.2615 12 0.9376
!■ n 12 0.1985 12 1.2495 19 0.9224
!■ 18
L ■ ' :
20 i 0.1946 20 1.2114 20 0.9102
19 13 0.1875 19 0.9995 I ■ 0.6679
RMS Order Error 3.60 5.02
RMS Quartile Error 0.79 1.08
Number of False Dismissals 0 I







F-norm: y=0.7842x+2.1579; n=0.7842 
2-norm: y=0.5807x+4.1930; n=0.5807
Figure 4.8 Linear Regression Analysis and Characteristics of Case C-14
Table 4.7 Case C-27: Ranking UsingOneIterationofthe AVj1
Matrix of the 27-bus Test Systehi
Full AC Load Flow SVD: F-norm SVD:: 2-iidrm
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
I 5 10.9401 2 13.8041 5 4.3035
2 .I-.--' 6.6555 4 13.5517 ' 4 / 3.1994
3 4 5.7292 5 11.2481 2 3.0115
4 - 15 3.1138 15 7.4048 15 2.8534
5 6 1.1866 6 6.4607 14 2.0762
6 I 1.1394 I 5.9734 6 2.0351
7 14 1.1073 14 5.4080 25 i.9799
8 ■ ■ '7 " 0.9327 3 4.4241 9 1.9764
9 9 0.7778 7 4.0678 : 26 1.7683
10 ■■■ 3 0.6348 25 3.1093 3 1.6784
11 26 0.5593 9 2.9142 7 1.6400
12 : : 25 0.4843 26 2.2559 10 1.4475
13 10 0.4094 10 1.8675 I 1.2929
14 35 0.3820 11 1.5243 35 1.0913
15 19 0.3622 8 1.5172 12 1.0912
16 36 0.3594 35 1.4905 Ii 1.0660
17 8 0.3489 12 1.4887 8 1.0652
18 '.I 37 0.3482 37 1.4173 37 0.9990
19 21 0.3466 36 1.4060 36 0.9820
20 12 0.3419 21 1.3563 19 0.9223
21 20 0.3415 19 i.3492 21 0.9215
22 32 0.3410 17 1.3461 17 0.9200
23 34 0.3401 28 1.3420 28 0.9178
24 29 0.3369 18 1.3266 18 0.9155
25 27 0.3322 29 1.3135 34 0.9091
26 28 0.3320 34 1.3088 20 0.9005
27 23 0.3306 .. 22 1.3052 29 0.8947
28 31 0.3295 30 1.3019 31 0.8888
29 17 0.3278 32 1.2981 33 0.8886
30 24 0.3278 23 1.2932 22 0.8877
31 33 0.3272 24 1.2905 30 0.8871
32 11 0.3263 33 1.2656 32 0.8808
33 18 0.3180 31 1.2366 23 0.8785
34 30 0.3170 20 1.0788 24 0.8781
..35 ..,,:v.'22-: . 0.3016 27 0.4298 27 0.0960
RMS Order Error : 5.37 5.02
RMS Quartile Error 0.68 0.68
Number of False Dismissals - 0 0





F-norm: y=0.8585x4-2.5462; r=0.8585 
2-norm: y=0.8765x42.2235; i=0.8765
Figure 4.9 Linear Regression Analysis and Characteristics of Case C-27
Table 4.8 Case D-14: Ascending Order Ranking Using the Converged Vj4con
Matrix of the Modified IEEE 14-bus Test System
Full AC LoadFlow SVD: F-norm SVD: 2-norm
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
I 10 4.6289 10 35.9784 10 12.6337
2 2 3.0043 2 36.8156 2 12.9138
■ 3 ■ 3 2.7343 3 37.1466 3 " . 12.9225
: 15 0.6211 4 38.7131 4 13.3518
5 " I 0.4947 I 38.7689 15 13.4572
6 h"" i 0.4445 15 38.7914 "■ 13.4833
, 7 , 4 0.4441 5 39.0459 9 13.5202
■ 8 16 0,3188 7 39.1129 ■ 5 ' i 13.5425
9 6 0.2510 8 39.2912 8 13.5461
I 10 18 0.2435 I' 13 39.3155 ■ I ■ 13.6046
11 5 I 0.2431 I n 39.3361 i' 6 I '  13.7113
; ■ 12 19 ! 0.2333 9 I  39.3405 ! ■ 17 , , 13.7544
13 ; 8 0,2239 16 ! 39.3606 ; i3 I 13.7557
: 14 Ii 0.2174 ■ 6 39.5710 16 13.7573
’ 15 9 0.2161 11 39.6235 11 5 13.8754
16 ; n 0.2062 18 I 39.6255 20 ; 13.8778
i  n I '■ 12 0.1985 20 I 39.6417 18 !' 13.8780
I 18 ; 20 0.1946 19 I 39.6882 ! ■ 12 ! 13.8824
19 i  . : 13 . 0.1875 12 39.7032 I  19 13.8893
RMS Order Error 3.92 UO
RMS Quartile Error 0.92 j 0.86
Number of False Dismissals 0 0
Number of False Alarms 0 0
F-norm
□  y p2-nofm
C orreetR ank
F-norm: y=0.7439x+2.5614; M1.7439 
2-norm: y=0.7193x+2.8070; p=0.7193
Figure 4.10 Linear Regression Analysis and Characteristics of Case D-14
Table 4.9 Case D-27: Ascending Order Ranking Using the Converged
Vjicon/i4con Matrices of the 27-bus test System
Full AC LoadFlow SVD: F-norm; a=1.0 SVD: 2-norm; a=0.0
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
I ' 5 ■ 10.9401 5 111.3669 5 25.0326
4 ■. 2 6.6555 2 114.0534 2 25.3634
3 4 . 5.7292 4 115.5046 4 25.5109
4 15 3.1138 15 120.0567 15 25.9169
5 6 1.1866 6 125.7729 6 26.4918
6 I 1.1394 I 126.0951 14 26.6122
7 14 1.1073 14 127.3694 ' I ■■■ 26.6833
8 7 0.9327 3 127.8909 7 26.7254
si 9 0.7778 7 128.3609 . , . 3 : , . . . . . . 26.7661
10 3 0.6348 25 130.0566 12 26.9474
11 : 26 0.5593 10 130.8934 I 26.9793
12 25 0.4843 26 131.1239 id 27.0430
13 10 0.4094 8 131.3233 25 27.0626
14 35 0.3820 9 131.5994 37 27.1087
15 19 0.3622 12 131.6294 9 27.1555
16 36 0.3594 35 131.6296 26 27.1647
17 8 0.3489 27 131.6371 36
■ ' i •' ! >■
27.1828
■: 18 . ■ 37 0.3482 37 131.6452 8 27.1965
19 21 0.3466 36 131.6487 28 27.2098
20 12 0.3419 21 131.6620 29 27.2331
21 20 0.3415 19 131.6689 35 27.2390
22 32 0.3410 22 131.6691 19 27.2478
23 34 0.3401 17 131.6692 21 27.2481
24 29 0.3369 32 131.6693 18 27.2520
25 27 0.3322 23 131.6697 17 27.2535
26
Vl V?
28 0.3320 28 131.6697 31 27.2540
, ' 27 ■ 23 ! 0.3306 30 131.6700 34 27.2555
28 31 0.3295 29 131.6703 24 27.2556
29 17 0.3278 24 131.6706 33 27.2567
30 24 0.3278 18 131.6727 20 27.2568
31 33 0.3272 34 131.6762 32 27.2572
32 11 0.3263 ■ 33 '■ 131.6818 30 27.2572
33 18 0.3180 31 131.6916 27 27.2573
34 30 0.3170 20 131.7580 22 27.2576
' / 35 22 0.3016 11 131.7879 23 27.2578
RMSOrderError L1.63 5.91
RMS Quartile Error 0.59 0.68
Number of False Dismissals 0 0






F-norm ( =1.0): y=0.8950x+1.8908; r=0.8950 
2-norm (=0.0): y=0.8286x+3.0857; r=0.8286
Figure 4.11 Lineair Regression Analysis and Characteristics of Case D-27
Table 4.10 Case E-14: Ascending Order Ranking Using Ohe Iteration of the
Vj4con Matrix of the Modified IEEE 14-bus Test System
Full AC Load Flow SVD: F-norm SVD: 2-norm
Z rM Line# Voltage PI Line # Voltage PI ■Lm#,,.; Voltage PI
i :: 10 4.6289 2 37.3537 2 13.1041
2 2 3.0043 10 37.5783 10 13.1766
3 3 2.7343 3 38.1603 3 13.2737
4 : : 15 0.6211 4 38.7131 4 13.3518
Z - i . z - r . : 0.4947 I 38.7689 15 13.4572
/" 6 '■  ' 7 0.4445 15 38.7914 7 13.4833
'■ 7 4 0.4441 5 ' 39.0459 9 13.5202
8 16 0.3188 7 39.1129 5 13.5425
9 6 0.2510 8 39.2912 8 13.5461
10 18 0.2435 13 39.3155 I 13.6046
11 5 0.2431 17 39.3361 6 13.7113
12 . 19 0.2333 9 39.3405 17 13.7544
13 8 0.2239 16 39.3606 13 13.7557
14 11 0.2174 6 39.5710 16 13.7573
i s  . 9 0.2161 11 39.6235 11 13.8754
16 17 0.2062 18 39.6255 20 13.8778
17 12 0.1985 20 39.6417 18 13.8780
18 20 0.1946 19 39.6882 12 13.8824
.19 13 0.1875 . 12 39.7032 19 13.8893
RMS Order Error 3.93 4.12
RMSQuartileError 0.92 0.86
NumberofFalseDisirhssals 0 0




F-norm :y=0.7421x+2.5789; r=0.7421 
2-norm: y=0.7175x+2.8246; 1^0.7175
Figure 4.12 Linear Regression Analysis and Characteristics of Case E-14
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Table 4.11 Case E-27: Ascending Order Ranking Using One Iteration of the 
V Jicon/j4con Matrices of the 27-bus Test System
Full AC Load Flow SVD: F-norm; a=1.0 SVD: 2-norm; a=0.0
Rank Line# Voltage PI Line# Voltage PI Line# Voltage PI
■ I 5 10.9401 2 118.2789 2 25.8281
2 2 6.6555 4 118.6827 4 25.8592
3 : 4 5.7292 5 121.1120 5 26.0984
■: 4 15 3.1138 15 125.1307 15 26.4646
■ i 6 1.1866 6 125.7729 6 26.4918
6 I 1.1394 I 126.0951 14 26.6122
7 14 1.1073 14 127.3694 I 26.6833
s 7 0.9327 3 ; 127.8909 7 26.7254
9 9 0.7778 7 128.3609 3 26.7661
10 3 0.6348 25 130.0566 12 26.9474
11 26 0.5593 10 130.8934 11 26.9793
12 25 0.4843 26 131.1239 10 27.0430
13 10 0.4094 8 _ 131.3233 25 27.0626
14 35 0.3820 12 131.6294 37 27.1087
15 19 0.3622 35 131.6296 26 27.1647
16 36 0.3594 27 131.6371 36 27.1828
17 8 0.3489 37 131.6452 8 27.1965
18 37 0.3482 36 131.6487 28 27.2098
19 21 0.3466 21 131.6620 29 27.2331
20 12 0.3419 19 131.6689 35 27.2390
21 20 0.3415 22 131.6691 19 27.2478
: ■ 22 ; 32 0.3410 17 131.6692 21 27.2481
23 34 0.3401 32 131.6693 18 27.2520
/  24 29 0.3369 23 131.6697 17 27.2535
25 27 0.3322 28 131.6697 31 27.2540
26 28 0.3320 30 131.6700 34 27.2555
27 23 0.3306 29 131.6703 24 27.2556
28 31 0.3295 24 131.6706 33 27.2567
29 17 0.3278 18 131.6727 20 27.2568
30 24 0.3278 34 131.6762 32 27.2572
31 33 0.3272 33 131.6818 30 27.2572
32 11 0.3263 31 131.6916 27 27.2573
33 18 0.3180 20 131.7580 22 27.2576
34 30 0.3170 11 , 131.7879 23 27.2578
35 22 0.3016 9 133.1808 9 27.3174
RMS Order Error 6.37 7.23
RMS Quartile Error 0.72 0.86
Number of False Dismissals I I
Number of False Alarms 0 0
F-norm
2-norm
□  j r ‘
C orrectR ank
F-norm (=1.0): y=0.8008x+3.5849; r=0.8008 
2-norm ( =0.0): y=0.7437x+4.6134; MJ.7437
Figure 4.13 Linear Regression Analysis and Characteristics of Case E-27















ROot Mean Square Order Error 3.58 3.58 3.60 3.92 3.93
Root Mbari Square Quartile Error 0.79 0.79 0.79 0.92 0.92
Number of False Dismissals 0 0 0 0 0
NumberOfFalseAlarms 0 0 0 0 0
Correlation Coefficient r 0.7860 0.7860 0.7842 0.7439 0.7421
Random RMS Order Error 7.75 7.75 7.75 7.75 7.75
Random RMS Quartile Error 1.58 1.58 1.58 1.58 1.58
Table 4.13 Ranking Summary Using 2-norm; Modified IEEE 14-bus Test System














Root Mean Square Order Error 5.30 5.02 5.02 4.10 4.12
Root Mean Square Quartile Error 1.12 1.08 1.08 0.86 0.86
Number of False Dismissals I T I 0 0
Number of False Alarms 0 0 0 0 0
Correlation Coefficient r 0.5316 0.5807 0.5807 0.7193 0.7175
ftandom &MS Order Error 7.75 7.75 7.75 7.75 7.75
Random RMS Quartile Error 1.58 1.58 1.58 1.58 1.58
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RootMeanSquareOrderError 5.48 5.34 5.37 4.63 6.37
Root Mean Square Quartile Error 0.68 0.68 0.68 0.59 0.72
NumberofFalseDismissals O O 0 0 I
NumberofFalseAlarms O O 0 0 0
Correlation CoefficientT 0,8527 0.8599 0.8585 0.8950 0.8008
RandomRMSOrderError 14.28 14.28 14.28 14.28 14.28
Random RMS Quartile Error 1.58 1.58 1.58 1.58 1.58














Root Mean Square Order Error 6.56 5.05 5.02 5.91 7.23
Root Mean Square Quartile Error 0.86 0.68 0.68 0.68 0.86
NumberofFalseDismissals 0 0 0 0 I
NumberofFalseAlarms 0 0 0 0 0
Correlation Coefficient r 0.7894 0.8751 0.8765 0.8286 0.7437
RandomRMSOrderError 14.28 14.28 14.28 14.28 14.28
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Figure 4.16 Graphical Summary of Ranking Using RMS Quartile Error; Modified IEEE
14-bus Test System
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Figure 4.18 Graphical Summary of Ranking Using Linear Regression Correlation Coef­
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Figure 4.19 Graphical Summary of Ranking Using Linear Regression Correlation Coef­




The focus of this research was to examine methodologies for ranking of single line 
 ̂ voltage contingencies in electric power systems. The role of the singular values of the
■ system Jacobian-derived Vj matrix from the NR power flow study in voltage contingency
' ranking was emphasized. Current techniques in the literature for the ranking of
contingencies were first summarized. Theory behind the singular value decomposition of 
matrices, its function in norms of matrices, and development of new potential 
performance indices for voltage contingency ranking was then presented. Several 
' methods for evaluating the accuracy of contingency ranking algorithms were discussed.
Testing of the proposed Pi's on two power systems of varying sizes was carried out in 
order to establish possible relationships and to assess their abilities as hew ranking 
' algorithms.
 ̂ When the Vj matrix is fully converged, strong relationships do indeed exist
between voltage contingency ranking and the singular values of variations of this matrix. 
These are achieved using the singular values to compute matrix norms.
The best PI attained for the 14-bus system used the AVjl and the Frobenius norm, 
while for the 27-bus system, the best ranking resulted from using the Vjlcon matrix and
' sorting the Pi’s in ascending order. These conclusions take all the accuracy methods
V  mentioned into account for each rank list. In general, however, all of the ranking
* ■ ’ ' ' ' ' ' ' ■ . . . ' ' '
variations performed quite well. False dismissals and false alarms were minimal. Onlya
; slight degradation in performance occurred when one iteration was used for each of the
cases.
Several reasons are apparent as to why the cases using one iteration were not worse. 
Loading of the voltage magnitude and angle vectors with the base case values prior to 
each outage and PI calculation put these values much closer to a solution than would a 
flat start. This enabled full convergence to occur in one or two iterations in most cases; a
majority of the proposed Pi's were identical to those calculated after complete 
convergence for the same algorithm.
Some general conclusions about the proposed ranking algorithms are now drawn. 
The two major variations in the ranking methods (use of AV1 or Vjcon in conjunction with
ascending Order ranking) result in only minor differences in accuracy* provided the best 
weighting factor (a) is used. Use of the Vjcon matrices offers a speed and memory 
advantage in that no AVj matrix needs to be calculated or stored. The speed advantage is 
very slight indeed, but with large systems, memory may become an issue.
Although with essentially all of the variations the rank lists deviated most widely 
from correct in the lower portions of the list (particularly evident in the linear regression 
graphs), the algorithms performed best near the top of the list. Fortunately, this gives the 
proposed algorithms increased credibility, since this is most important part of the rank 
list, where the most critical contingencies occur and accurate ranking must be assured.
A speed advantage is, however, available with the F-norm. Rather than using the 
singular values to calculate the matrix norms and hence the Pi's, Equation (2.14) could be 
used, and the SVD could be avoided altogether. Additionally, the F-norm also produced 
the more accurate rankings over the 2-norm in most cases, providing even further 
incentive to use this variation.
Summarizing, the principal goals of this research were indeed accomplished. Most 
importantly, a strong relationship was shown to exist between the system Jacobian matrix 
of the NR load flow, the singular value decomposition of a matrix, and voltage 
contingency ranking. Several proposed Pi's for the ranking of voltage contingencies 
were derived and tested. Some analytical techniques were also described and 
implemented for assessing the accuracy of contingency ranking algorithms in general.
At present, the voltage contingency ranking problem remains unsolved; no perfect 
ranking algorithm exists as of yet. While this research developed several proposed 
algorithms, it did not solve this problem. Furthermore, the proposed Pi's developed in 
this thesis are highly experimental, and some of the theory behind their derivation is, at 
present, difficult to explain. Only continued research and analysis will answer these 
questions; some of these ideas are discussed in the following final section.
5.2 Recommendations
Although the accuracy of the voltage contingency ranking algorithms presented in 
this thesis have been analyzed extensively using two small test systems, many more
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research possibilities have yet to be examined. While the benchmark systems used 
served the purposes of this thesis well, they are not representative of "real-world" power 
Systems It would be beneficial to implement the proposed algorithms on much larger 
test systems or using actual power system data, with widely varying characteristics. 
Also, several system components were either not accounted for in this thesis or handled 
by alternate means. These include tap-changing transformers and true PV busses. Such 
components could also be properly included in future studies.
No comprehensive study was performed here dealing with the speed of the 
algorithms. Since slightly more than one iteration of the NR load flow must be 
performed (to update the Vj matrix at the start of the second iteration), the algorithms
may be unacceptably slower than other current methods which use or approximate one 
iteration of the power flow. A comparison of the proposed algorithms to other 
algorithms of comparable accuracy to contrast their execution times would also be in 
order.
Sparsity programming of the NR load flow and contingency studies were not used 
in this thesis, as they do not influence accuracy. Obviously, these techniques would offer 
both a substantial speed benefit and memory savings. Since the Vj matrices are sparse,
sparsity methods are also applicable to the contingency ranking algorithms themselves.
For very large power systems, where the computational toll is extremely high, the 
methods presented in this research may be applied in a manner similar to that of 
reference [3]. For each outage, the system might be broken down into a small 
subnetwork surrounding the contingency; its size would depend on how far form the 
outage the adjacent bus voltages and angles are significantly influenced. A localized 
solution and corresponding matrices would then be determined for each subnetwork, and 
the contingency ranking techniques applied. Again, accuracy would need to be tested to 
determine practicality.
' . V *- ' .
Other speed enhancements lie in the way the NR load flow is internally run. The 
algorithms presented in this thesis were run using the DLF form of the Jacobian matrix 
and its submatrices, and thus the same versions of the Vj and its submatrices. The FDLF
forms of these matrices may offer such speed enhancements. In their decoupled form, 
the diagonal terms of the J1 and J4 submatrices may be approximated much more rapidly
by the formulas [18]
r. . . . . . .  . ' .
Ii(M) = Q1 -IylJvinOs), (5.1)
Since the lengthy Summations are no longer present, the Jacobian matrix and herice Vj is 
calculated much more quickly. From Equations (5.1) and (5.2), the formulas for Vjl and 
Vj4 follow,
J4( M ) - V j Y iiIsince.  ̂ ■,cs.iy';
J1(M) = Qi - vfsin(0a), (5.3)
J4(M) = ^ - V iSin(Bii). (5.4)
These changes, however, may also influence the accuracy. Such modifications offer 
another possibility for continued research.
One important consideration must be brought up at this point. In a true FDLF, the 
J1 and J4 submatrices are simplified even further such that they become the bus
susceptance matrices [17,18,19,21]. In this formulation, no voltage magnitude terms or 
angles are present in the Jacobian matrix; therefore it is not possible to compute Vjl and 
VJ4. The proposed algorithms are unusable if this variation of the power flow is 
implemented.
Still, other opportunities for further research exist. This thesis deals exclusively 
with single line contingencies. Extension of the proposed methods to rank double or 
multiple contingencies offers another potential area of study. If this application were to 
prove feasible, techniques for improvement of the algorithms' speed become even more 
'critical..
The proposed techniques were employed only for the ranking of voltage 
contingencies. Modifications to these methods may also allow them to be extehded for 
ranking line power flow contingencies. All of the same considerations (accuracy, speed, 
etc.) would obviously also need to be accounted for if these variations were proven 
feasible.
The development of adaptive weighting factors for the proposed Pi's may be 
necessary if they fail to perform comparably on systems other than those used in this 
thesis. Such an approach might also improve the accuracy of the proposed algorithms
further down in their rank lists. However, the algorithms presented here functioned 
admirably in the critical first quartile without the Use of such weighting factors.
Finally, possible "non-traditional" or novel techniques might be applied to the 
voltage contingency ranking problem. Increased research and improvements in artificial 
intelligence, expert systems, and neural networks has seen these methods applied more 
heavily in power system studies; applications in contingency ranking may be viable. 
Perhaps simulation of power systems using microprocessors would also yield another 
alternative. Ultra-fast or parallel computers might enable software to be written for 
parallel or simultaneous processing of many contingencies at once for both ranking and 
analysis. Future examination of strange, novel, or weird solutions may yet yield a 
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AppendixA Modified IEEE 14-bus Test System
■ \
Table A. I Bus and Load Data for the Modified IEEE 14-bus Test System;
Base-IOOMVA
Starting Bus 
Voltage Generation Load Cap.
Bus Bus M Angle P Q P Q Sus.
No. Type
(p.u.)
(deg.) (MW) (MVAR) (MW) (MVAR) (p.u.)
I SW 1.06 0.0 0.0 0.0 0.0 O b 0.0
2 PQ 1.0 0.0 40.0 29.7 21.7 12.7 0.0
3 PQ 1.0 0.0 0.0 23.8 94.2 19.0 0.0
4 PQ 1.0 0.0 0.0 0.0 47.8 3.9 0.0
5 PQ 1.0 0.0 0.0 0.0 7.6 1.8 0.0
6 PQ 1.0 0.0 0.0 14.3 11.2 7.5 0.0
7 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
8 PQ 1.0 0.0 0.0 14.3 0.0 0.0 0.0
9 PQ 1.0 0.0 0.0 0.0 29.5 16.6 0.19
10 PQ 1.0 0.0 0.0 0.0 9.0 5.8 0.0
11 PQ 1.0 0.0 0.0 0.0 3.5 1.8 0.0
12 PQ 1.0 0.0 0.0 0.0 6.1 1.6 0.0
13 PQ 1.0 0.0 0.0 0.0 13.5 5.8 0.0
14 PQ 1.0 0.0 0.0 0.0 14.9 5.6 0.0














f  . ' - I ' " T 2 0.01938 0.05917 0.0264
2 I 5 0.05403 0.22304 0.0246
3 2 3 0.04699 0.19797 0.0219
4 2 4 0.05811 0.17632 0.0187
5 2 5 0.05695 0.17388 0.0170
6 3 4 0.06701 0.17103 0.0173
i'.' ' 7 ■ 4 5 0.01335 0.04211 0.0064
8 4 7 0.0 0.20912 0.0
9 4 9 0.0 0.55618 0.0
10 5 6 0.0 0.25202 0.0
11 6 11 0.09498 0.19890 0.0
12 6 12 0.12291 0.25581 0.0
13 6 13 0.06615 0.13027 0.0
14 7 8 0.0 0.17615 0.0
15 7 9 0.0 0.11001 0.0
16 9 10 i 0.03181 0.08450 0.0
17 9 14 ; 0.12711 0.27038 0.0
18 10 11 0.08205 0.19207 0.0
19 12 13 0.22092 0.19988 0.0
20 13 14 0.17093 0.34802 0.0
* Charging shown is one-half total charging of line
Appendix B 27-bus Test System
Table B. I Bus and Load Data for the 27-bus Test System- 
Base s  100MVA
StartingBus



















I SW 1.06 0.0 0.0 0.0 0.0 0.0 0.0
2 PQ 1.0 0.0 40.0 34.0 21.7 12.7 0.0
3 PQ 1.0 0.0 0.0 0.0 2.4 1.2 0.0
4 PQ 1.0 0.0 0.0 0.0 7.6 1.6 0.0
5 PQ 1.0 0.0 0.0 27.2/ 94.2 19.0 0.0
6 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
7 PQ 1.0 0.0 0.0 0.0 22.8 10.9 0.0
8 PQ 1.0 0.0 0.0 27.2 30.0 30.0 0.0
9 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
10 PQ 1.0 0.0 0.0 0.0 5.8 2.0 0.19
11 PQ l.o 0.0 0.0 16.3 0.0 0.0 0.0
12 PQ 1.0 0.0 0.0 0.0 11.2 7.5 0.0
13 PQ 1.0 0.0 0.0 16.3 0.0 0.0 0.0
14 PQ 1.0 0.0 0.0 0.0 6.2 1.6 0.0
15 PQ 1.0 0.0 0.0 0.0 8.2 . 2.5 0.0
16 PQ 1.0 0.0 0.0 0.0 3,5 1.8 0.0
17 PQ 1.0 0.0 0.0 0.0 9.0 5.8 0,0
18 PQ 1.0 0.0 0.0 0.0 3.2 0.9 0.0
19 PQ 1.0 0.0 0.0 0.0 9.5 3.4 0.0
20 PQ 1.0 0.0 0.0 0.0 2.2 0.7 0.0
21 PQ 1.0 0.0 0.0 0.0 17.5 11.2 0,0
22 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
23 PQ 1.0 0.0 0.0 0.0 3.2 1.6 0.0
24 PQ 1.0 0.0 0.0 0.0 8.7 : : 6.7 0.043
25 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
26 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0
27 PQ 1.0 0.0 0.0 0.0 0.0 0.0 0.0














I I 2 0.0192 0.0575 0.0264
2 I 3 0.0452 0.1852 0.0204
3 2 4 0.0570 0.1737 0.0184
4 3 4 0,0132 0.0379 0.0042
5 ■ . 2 5 0:0472 0.1983 0.0209
6 2 6 0.0581 0.1763 0.0187
I  ' 4 6 0.0119 0.0414 0.0045
8 5 7 0.0460 0.1160 0.0102
9 ' ■ 6 7 0.0267 0.0820 0.0085
10 6 8 010120 0.0420 0.0045
11 6 9 0.0 0.2080 0.0
12 6 10 0.0 0.5560 0.0
13 9 11 0.0 0.2080 0.0
14 9 10 0.0 0.1100 0.0
15 4 12 0.0 0.2560 0.0
16 12 13 0.0 0.1400 0.0
17 12 14 0.1231 0.2559 0.0
18 12 15 0:0662 0.1304 0.0
19 12 16 0.0945 0.1987 0.0
20 14 15 0.2210 0.1997 0.0
21 16 17 0.0824 0.1923 0.0
22 15 18 0.1070 0.2185 0.0
23 18 19 0.0639 0.1292 0.6
24 19 20 0.0340 0.0680 0.0
25 10 20 0.0936 0.2090 0.0
26 10 17 0.0324 0.0845 0.0
27 10 21 0.0348 0.0749 0.0
28 10 22 0.0727 0.1499 0.0
29 21 22 0.0116 0.0236 0.0
30 15 23 0.1000 0.2020 0.0
31 22 24 0.1150 0.1790 0.0
32 23 24 0.1320 0.2700 0.0
33 24 25 0.1885 0.3292 0.0
34 25 26 0.1093 0.2087 0.0
35 26 27 0.0 0.3960 0.0
36 8 27 0.0636 0.2000 0.0214
37 6 27 0.0169 0.0599 0.0065
* Charging shown is one-half total charging of line
Appendix C Representative Load Row Study Results
Table C.l Bus and Load Results for the Modified IEEE 14-bus Test System;
Base = 100 MVA











I 1.0600 0.0 ' — ■
2 1.0334 -4-84 18.3 17.0
3 0.9941 -12.77 -94.2 4.8
4 0.9994 -10.24 -47.8 -3.9
5 1.0065 -8.70 -7.6 -1.8
6 0.9938 -14.80 -11.2 6.8
7 1.0041 -13.75 0.0 0.0
8 1.0285 -13.75 0.0 14.3
9 0.9972 -15.61 -29.5 -16.6
10 0.9850 -15.80 -9.0 -5.8
11 0.9857 -15,46 -3.5 -1.8
12 0.9787 -15.78 -6.1 -1.6
13 0.9745 -15.88 -13.5 -5.8
14 0.9645 -16.85 -14.9 -5.6
^Power demands are shown in injection notation
TibIe C.2 Line Power Flow Results for the Modified IEEE 14-bus Test System;













I I 2 157.24 2.79 157.27
2 I -152.98 10.24 153.32
2 I 5 75.42 12.67 76.47
5 I -72.60 -1.06 72.61
3 2 3 73.48 8.02 73.91
3 2 -71.07 2.11 71.10
4 2 4 56.35 3.95 56.49
■ ' : 4 2 -54.61 1.32 54.63
5 2 5 41.45 3.76 41.62
5 2 -40.53 -0.94 40.54
6 3 4 -23.13 6.57 24.04
4 3 23.52 -5.57 24.17
7 " 4 5 -62.84 3.92 62.96
5 4 63.37 -2.25 63.41
8 4 7 29.42 -1.33 29.45
7 4 -29.42 3.14 29.59
9 4 9 16.71 1.98 16.83
9 4 -16.71 -0.41 16.72
10 5 6 42.16 7.32 42.79
6 5 -42.16 -2.76 42.25
11 6 11 6.23 1.10 6.32
11 6 -6.19 -1.02 6.27
12 6 12 7.59 2.28 7.92
12 6 -7.51 -2.12 7.80
13 6 13 17.14 6.18 18.22
13 6 -16.92 -5.74 17.87
14 7 8 0.0 -13.96 13.96
8 7 0.0 14.30 14.30
15 7 9 29.42 10.82 31.35
9 7 -29.42 -9.75 31.00
16 9 10 6.34 6.67 9.21
10 9 -6.32 -6.60 9.13
17 9 14 10.29 5.61 11.72












19 12 13 1.41 0.52 1.50
■ 13 12 -1.40 -0.51 1.50
20 13 14 4.83 0.46 4.85





Appendix D FORTRAN Suhroutine to Cortipute Error ParathetefS and False Placements
c . >
C Subroutine to calculate various error parameters in contingency 
C ranking schemes. Processes two rank lists siimiltaneously.
C ;
C SOEM - mean square order error 
C SQEM - mean square quartile error 
C NFD - number of false dismissals 
G NFA - number of false alarms 
C NEL - number of elements 


















Main loop; finds sums of squares & numbers of false placements





BF((I.GE.K). AND. (J.LE.NQ)) NFA( I )=NFA( I )+1 
SOEM(l)=SQEM(l)+(I-J)**2
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C ■ ■ ; I
RETURN ;
END. ' t
