New examples of Stein manifolds with volume density property by De Vito, Giorgio
ar
X
iv
:2
00
5.
05
59
3v
1 
 [m
ath
.C
V]
  1
2 M
ay
 20
20
NEW EXAMPLES OF STEIN MANIFOLDS WITH VOLUME DENSITY
PROPERTY
Giorgio De Vito
Universität Bern
Mathematisches Institut (MAI)
Alpeneggstraße 22
3012 Bern
Schweiz
giorgio.devito@math.unibe.ch
Abstract. In the present paper we shall provide new examples of Stein manifolds enjoying the (alge-
braic) volume density property and compute their homology groups.
2010 Mathematics Subject Classification. Primary: 32M05, 32H05. Secondary: 14F25.
Keywords. Andersén-Lempert theory, density properties, Stein manifolds, Oka manifolds, acyclic embed-
dings, holomorphic embeddings and immersions.
1. Introduction
In 1997 J.–P. Rosay offered a highly valuable account of what is widely known asAndersén–
Lempert theory in his survey [R]. The main feature of this theory, based on Andersén and
Lempert’s groundbreaking work (see [A] and [AL]), is that local injective holomorphic
maps on holomorphically convex compact subsets can be approximated by global holo-
morphic automorphisms. Such a property was formalised via the concepts of (algebraic)
density property and (algebraic) volume density property, introduced by Varolin ([V1]) and
defined, according to [KKPS], as follows:
Definition 1. A complex manifold X has the density property if, in the compact-open
topology, the Lie algebra Liehol(X) generated by completely integrable holomorphic vec-
tor fields on X is dense in the Lie algebra VFhol(X) of all holomorphic vector fields on
X. An affine algebraic manifold X has the algebraic density property if the Lie algebra
Liealg(X) generated by completely integrable algebraic vector fields on it coincides with
the Lie algebra AVF(X) of all algebraic vector fields on it.
On the other hand, suppose a complex manifold X is equipped with a holomorphic vol-
ume form ω. We say that X has the volume density property with respect to ω if, in
the compact-open topology, the Lie algebra Lieωhol(X) generated by completely integrable
holomorphic vector fields ν such that ν(ω) = 0 is dense in the Lie algebra VFωhol(X) of all
holomorphic vector fields annihilating ω. If X is affine algebraic, we say that X has the
algebraic volume density property with respect to an algebraic volume form ω if the Lie
algebra Lieωalg(X) generated by completely integrable algebraic vector fields ν such that
ν(ω) = 0 coincides with the Lie algebra AVFω(X) of all algebraic vector fields annihilating
ω.
We remark that algebraic density property and algebraic volume density property im-
ply density property and volume density property respectively. For a proof of the second
implication we refer to [KKAVDP].
As we shall see, various examples of such highly symmetric objects were found over time
and the above theory has been applied to many natural geometric questions, for an ex-
haustive list of which we refer to par. 4 of [K].
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1.1. Notations and results
In this paper we will use the following notations, equivalent, as we shall explain, to those
in [IK]. For n ≥ 3 consider the family {Mn} of 2×2matrices defined inductively as follows:
M3 =
(
1 0
z1 1
) (
1 z2
0 1
) (
1 0
z3 1
)
=
(
1 + z2z3 z2
z1 + z3(z1z2 + 1) z1z2 + 1
)
,
M4 = M3
(
1 z4
0 1
)
=
(
1 + z2z3 z4(1 + z2z3) + z2
z1 + z3(z1z2 + 1) z4(z1 + z3(z1z2 + 1)) + z1z2 + 1
)
,
. . .
Mn =Mn−1
(
1 0
zn 1
)
if n is odd,
Mn =Mn−1
(
1 zn
0 1
)
if n is even.
Also, for n ≥ 3 consider the family {Xn} of smooth complex algebraic hypersurfaces
of Cn defined inductively as follows:
X3 = {(z1, z2, z3) ∈ C
3 : (M3)2,1 = 1} = {p3(z1, z2, z3) = z1 + z3 + z1z3z2 − 1 = 0},
X4 = {(z1, . . . , z4) ∈ C
4 : (M4)2,2 = 2} = {p4(z1, . . . , z4) = z1z2−1+z4(z1+z3+z1z3z2) = 0},
. . .
Xn = {(Mn)2,1 = 1} = {pn(z1, . . . , zn) = pn−2(z1, . . . , zn−2)+zn(pn−1(z1, . . . , zn−1)+2) = 0}
if n ≥ 5 is odd,
Xn = {(Mn)2,2 = 2} = {pn(z1, . . . , zn) = pn−2(z1, . . . , zn−2)+zn(pn−1(z1, . . . , zn−1)+1) = 0}
if n ≥ 6 is even.
Furthermore, let us denote by Θ : AVFω(Xn) → Zn−2(Xn) the isomorphism sending the
ω-divergence-free algebraic vector field ξ to the closed (n − 2)-form ιξω, defined via the
interior product ι of ξ and ω, by Lieωalg(Xn) the Lie algebra generated by the set IVFω(Xn)
of complete ω-divergence-free algebraic vector fields on Xn and by Bn−2(Xn) the space of
exact algebraic (n− 2)-forms on Xn.
The results of this article follow. Proofs are given in sections 3.2 and 3.3. We just
remark, at this stage, that the approach developed in [KKAV] has proven itself highly
fruitful for the present work.
Theorem 1.1.1. The following statements hold true:
1a) X3 ⊂ C
3
z1,z2,z3
is the affine modification, via the projection σ : X3 → C
2
z1,z3
, of
C2 along the divisor ∆ = {z1z3 = 0} ⊂ C
2 with centre at C3 = {z1z3 = 1 − z1 − z3 =
0} = {(1, 0), (0, 1)} ⊂ reg∆ ⊂ ∆.
1b) X4 ⊂ C
4
z1,z2,z3,z4 is the affine modification, via the projection σ : X4 → C
3
z1,z2,z3,
of C3 along the smooth divisor X03 = {z1 + z3 + z1z3z2 = 0} ⊂ C
3 with centre at
C4 = {z1z2 − 1 = z1 + z3 + z1z2z3 = 0} = {(z1, 1/z1,−z1/2) : z1 ∈ C
∗
z1} ≃ C
∗, C4 ⊂ X
0
3 .
1c) If n ≥ 5 is odd Xn ⊂ C
n
z1,...,zn
is the affine modification, via the projection σ : Xn →
Cn−1z1,...,zn−1 , of C
n−1 along the smooth divisor X0n−1 = {pn−1(z1, . . . , zn−1) + 2 = 0} ⊂ C
n−1
with centre at Cn = {pn−2(z1, . . . , zn−2) = pn−1(z1, . . . , zn−1) + 2 = 0} ⊂ X
0
n−1, where
2
X0n−1 ≃ C
n−2 \X0n−2 and Cn ≃ Xn−2.
If n ≥ 6 is even Xn ⊂ C
n
z1,...,zn is the affine modification, via the projection σ : Xn →
Cn−1z1,...,zn−1 , of C
n−1 along the smooth divisor X0n−1 = {pn−1(z1, . . . , zn−1) + 1 = 0} ⊂ C
n−1
with centre at Cn = {pn−2(z1, . . . , zn−2) = pn−1(z1, . . . , zn−1) + 1 = 0} ⊂ X
0
n−1, where
X0n−1 ≃ C
n−2 \X0n−2 and Cn ≃ Xn−2.
2a) H0(X3) = Z, H1(X3) = 0, H2(X3) = Z, Hk(X3) = 0 for k ≥ 3.
2b) H0(X4) = Z, H1(X4) ∼= H2(X4) = 0, H3(X4) = Z, Hk(X4) = 0 for k ≥ 4.
2c) If n ≥ 5 is odd, for 0 ≤ j ≤ n − 1 the homology groups are alternately Z or 0,
starting from H0(Xn) = Z. In particular Hn−2(Xn) = 0.
If n ≥ 6 is even, for 0 ≤ j ≤ n−2
2
the homology groups are alternately Z or 0 starting
from H0(Xn) = Z, for
n
2
≤ j ≤ n− 1 the homology groups are alternately Z or 0 starting
from Hn−1(Xn) = Z. In particular Hn−2(Xn) = 0.
Also, here comes our final
Theorem 1.1.2. For each n ≥ 3 the variety Xn ⊂ C
n is such that Θ(Lieωalg(Xn)) ⊃
Bn−2(Xn), i.e. for every algebraic (n − 3)-form α on Xn there exists ξ ∈ Lie
ω
alg(Xn) such
that Θ(ξ) = ιξω = dα. Hence Lie
ω
alg(Xn) = AVFω(Xn), i.e. Xn has the algebraic volume
density property.
1.2. Motivations and purposes of our study
Relatively few manifolds are known to enjoy the volume density property so far. Apart
from Cn, the example M2 := C2 \ {xy = 1} equipped with ω = 1
xy−1
dx ∧ dy is due to
Varolin (see [V]), along with (C∗)n and SL2(C).
Kaliman and Kutzschebauch proved the algebraic volume density property in [KKAVDP]
for SL2(C), for PSL2(C), for all semi-simple groups and for all linear algebraic groups
with respect to the invariant volume form. Further, they extended this result to ev-
ery connected affine homogenous space of a linear algebraic group G over C which ad-
mits a G-invariant volume form (see [KKH]). They also showed that the hypersurface
X ′ := {P (u, v, x¯) = uv− p(x¯) = 0} ⊂ Cn+2u,v,x¯ (which is called Danielewski surface if n = 1)
enjoys, under some technical assumptions on the polynomial p, the algebraic volume den-
sity property with respect to an ω′ s.t. ω′ ∧ dP = Ω|X′ , where Ω is the standard volume
form on Cn+2 (see [KKAVDP]). The holomorphic version of this result is due to Ramos-
Peon (see [P]). Besides, as in [F], let us give the following
Definition 1.2. Let Y be a Stein manifold.
1. Y is universal for proper holomorphic embeddings if every Stein manifold X with
2 dimX < dimY admits a proper holomorphic embedding X →֒ Y.
2. Y is strongly universal for proper holomorphic embeddings if, under the assumptions
in (1), every continuous map f0 : X → Y which is holomorphic in a neighborhood of a
compact O(X)-convex set K ⊂ X is homotopic to a proper holomorphic embedding
f0 : X →֒ Y by a homotopy ft : X → Y (t ∈ [0, 1]) such that ft is holomorphic and
arbitrarily close to f0 on K for every t ∈ [0, 1].
3. Y is (strongly) universal for proper holomorphic immersions if condition (1) (resp.
(2)) holds for proper holomorphic immersions X → Y from any Stein manifold X
satisfying 2 dimX ≤ dimY.
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It is well known that every Stein manifold with the density property is an Oka manifold
and is Gromov-elliptic (see [FH]). The following theorem has been proven by Andrist and
Wold (see [AW]), if X is an open Riemann surface, by Andrist et al. (see [AF], Theorems
1.1-1.2) for embeddings and by Forstneric˘ (see [F2], Theorem 1.1) for immersions in the
double dimension.
Theorem 1.2.1. Let X be a Stein manifold with the density or the volume density
property. Such X is strongly universal for proper holomorphic embeddings and immer-
sions.
The above makes Stein manifolds with volume density property ideal target spaces for a
positive solution of
Lárusson’s question. Does every Stein manifold admit an acyclic (i.e. being a ho-
motopy equivalence) embedding into an Oka manifold?
In other words, we are looking for a generalisation of the Remmert-Bishop-Narasimhan
embedding theorem (see [N]).
We note T. Ritter has recently proven that every open Riemann surface acyclically em-
beds into an elliptic manifold. In case the surface is an annulus, he showed the wished
target can be C× C∗ (see [T], [T1]).
The above observations encourage and motivate the present paper, in which we shall
provide new examples of Stein manifolds enjoying the (algebraic) volume density prop-
erty and compute their homology groups.
We remark that our manifolds arise as fibres in a fibration Ivarsson and Kutzschebauch
employ in [IK] to affirmatively solve the following
Gromov–Vaserstein problem (see [G]). Let f : Cn → SLm(C) be a holomorphic
map. Does f factorise as a finite product of holomorphic maps sending Cn into unipotent
subgroups in SLm(C)?
In [IK] they prove the following 1
Theorem 1.2.2. Let X be a finite dimensional reduced Stein space and f : X → SLk(C)
be a holomorphic mapping that is null-homotopic. Then there exist a natural number N
and holomorphic mappings G1, . . . , GN : X → C
k(k−1)/2 such that, for every x ∈ X,
f(x) =M1(G1(x)) · · ·MN (GN(x)),
where, if ZN is the accordingly defined multiple variable vector,
M2l(Z2l) =


1 z12,2l . . . z1k,2l
0
. . .
. . .
...
...
. . .
. . . z(k−1)k,2l
0 . . . 0 1

 and M2l−1(Z2l−1) =


1 0 . . . 0
z21,2l−1
. . .
. . .
...
...
. . .
. . . 0
zk1,2l−1 . . . zk(k−1),2l−1 1

 .
So as to prove it, Ivarsson and Kutzschebauch define ΨN : (C
k(k−1)/2)N → SLk(C) as
ΨN(Z1, . . . , ZN) = M1(Z1)
−1 · · ·MN(ZN)
−1
1The continuous version of this theorem was proven by Vaserstein in [Vas]. The algebraic version of it (for a polynomial
map f of n variables), apart from the trivial case n = 1 and Cohn’s well-known counterexample in case n = k = 2 (see
[C]), for k ≥ 3 and any n is based upon a deep result of Suslin (see [Sus]): any matrix in SLk(C[C
n]) decomposes as a finite
product of unipotent (and equivalently elementary) matrices.
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and they wish to show the existence of a holomorphic map
G = (G1, . . . , GN) : X → (C
k(k−1)/2)N
such that
(Ck(k−1)/2)N
X SLk(C)
ΨNG
f
is commutative.
Furthermore, they choose to concentrate upon
(Ck(k−1)/2)N
X Ck \ {0}
pik◦ΨNF
pik◦f
and to make use of the fibres of πk ◦ ΨN =: ΦN , where πk denotes the projection to the
k-th (i.e. to the last) row of a given matrix in SLk(C).
In this article we focus upon the case k = 2, indicate by n := N ≥ 3 the number of
variables involved (i.e. n = dimXn + 1) and compute the homology groups of certain fi-
bres of the maps Φn = π2◦Ψn, where π2 : SL2(C)→ C
2\{0} is the projection to the second
row. Namely, given the map Φn, we consider, for odd n, its fibre over {(1, a2) : a2 ∈ C}
and, for even n, its fibre over {(a1, 2) : a1 ∈ C}, which are biholomorphic, as an easy
computation shows, to the manifolds Xn we defined in section 1.1. We then compute
their homology groups (see Theorem 1.1.1) and show that these fibres enjoy the algebraic
volume density property (see Theorem 1.1.2).
Another problem consists in finding the number of unipotent matrices needed in the
factorization. It can be easily shown (see [IK]) that, in the holomorphic case as well as in
the continuous case, there exists an upper bound depending only on the dimension m of
the space X and the size k of the matrix (while such a uniform bound does not exist in
the algebraic case, as shown in [vdK]). As in [IK], let us indicate by NC(m, k) the number
of matrices needed to factorise any null-homotopic map from a Stein space of dimension
m into SLk(C) by continuous triangular matrices and by NO(m, k) the number needed in
the holomorphic setting. Not much about NC(m, k) and NO(m, k) is known so far and to
determine them constitutes a very hard problem, strongly related to algebraic K-theory.
Obviously we have NC(m, k) ≤ NO(m, k) and, in the case k = 2, the proof in [IK] provides
NO(m, 2) ≤ NC(m, 2) + 4. The latter inequality has been considerably improved in [IKN]
to
NO(m, 2) ≤ NC, O(m, 2) + 2,
where NC, O(m, 2) denotes the minimal number s such that every null-homotopic holo-
morphic map from a Stein space of dimension m into SL2(C) factorises as a product of
s continuous unipotent matrices (starting with a lower triangular one). Also, in [IKN],
Ivarsson and Kutzschebauch obtain some exact estimates on the number of factors, namely
NO(1, 2) = 4, NO(2, 2) = 5.
Other bounds are found, in case m = 1, 2 for any k, by A. Brudnyi (see theorem 1.1 and
proposition 1.3 of [Br] where the K-theory notion of Bass stable rank is used). We finally
remark that, in order to find a bound for NC(m, 2), m ≥ 3, it would suffice to determine
a topological section of the above fibration. Although such fibration is not locally trivial,
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but stratified locally trivial, we hope that our study of the topology of the fibres will allow
us to prove the existence of a global topological section in certain cases.
2. Preliminary results
First of all we introduce two preliminary results which shall be used repeatedly in what
follows.
Let us set Y = Cr and I = (f, g), where f, g ∈ C[r] are non-constant polynomials without
common factor. The affine modification of Y along the divisor D = {x ∈ Cr : f(x) =
0} ⊂ Y with centre at C = {f(x) = g(x) = 0} ⊂ D is the hypersurface X ⊂ Cr+1 given
by X = {(x, y) ∈ Cr+1 : f(x)y − g(x) = 0}, obtained from Y by means of the blow-up
morphism σI : X → Y , which is the restriction to X of the natural projection C
r+1 → Cr,
(x, y)→ x. To D we associate the divisor A ⊂ X given by A = C × C.
The following holds (see Prop. 3.1 of [KZ]):
Result 1. In the above notation, let the hypersurface X ⊂ Cr+1 be the affine modi-
fication, via the projection σ : X → Y , of Y = Cr along the divisor D ⊂ Y with centre
at C ⊂ D, to which the divisor A = C × C is associated. Let the divisors D and A
admit finite decompositions into irreducible components D = ∪ni=1Di and A = ∪
n′
j=1Aj
respectively. Suppose that σ∗(Di) =
∑n′
j=1mijAj and that σ(Aj) ∩ regDi 6= ∅ as soon as
mij > 0. Then, if the lattice vectors bj = (m1j , . . . , mnj) ∈ Z
n, j = 1, . . . , n′, generate
the lattice Zn, the induced map σ∗ : H1(X,Z)→ H1(Y,Z) = 0 is an isomorphism.
Assume further that there is a disjoint partition {1, . . . , n′} = J1 ⊔ · · · ⊔ Jn such that
σ∗(Di) =
∑
j∈Ji
mijAj 6= 0, i = 1, . . . , n. Let us set di = gcd(mij : j ∈ Ji), i = 1, . . . , n.
Then, if d1 = · · · = dn = 1, the induced map σ∗ : π1(X)→ π1(Y ) = 0 is an isomorphism.
Also, we shall require the following result, for which we refer to [D]:
Result 2. Let X ⊂ Cr be a smooth hypersurface. Then Hk(C
r \ X) ∼= Hk−1(X) for
k ≥ 1.
Note that, since X and Cr \X are connected, we have H0(X) ∼= H0(C
r \X) = Z.
3. Proofs
3.1. Base cases
Let us prove some propositions which constitute the base cases of our induction (see sec-
tion 3.2).
Proposition 3.1.1. Let X3 = {z1 + z3 + z1z3z2 = 1} ⊂ C
3
z1,z2,z3
be the affine modi-
fication, via the projection σ : X3 → C
2
z1,z3, of C
2 along the divisor ∆ = {z1z3 = 0} ⊂ C
2
with centre at C3 = {z1z3 = 1− z1 − z3 = 0} = {(1, 0), (0, 1)} ⊂ reg∆ ⊂ ∆. We have
H0(X3) = Z, H1(X3) = 0, H2(X3) = Z, Hk(X3) = 0 for k ≥ 3.
Proof. Since X3 is connected, we have H0(X3) = Z. Note that C
2 \∆ ≃ C∗×C∗, which is
a torus. Consider the divisors ∆ and A3 = σ
∗(∆) = σ−1(C3) = C3 × C ≃ C ⊔ C. Thanks
to Prop. 3.1 of [KZ] one easily shows that H1(X3) ∼= H1(C
2) = 0. As H∗(X3 \ A3)
σ∗∼=
H∗(C
2 \ ∆), denoting by e the Euler characteristic, we have e(X3) = 1 + e(C3) − e(∆)
and, since e(C3) = 2 and e(∆) = 1, it follows that e(X3) = 2 and consequently that
H2(X3) = Z, as we can have no torsion in the maximal-dimension homology group. ⋄
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Remark. Consider, as in [KKAV] (par. 7), the variety Xp,q = {p(x) + q(y) + xyz =
1} ⊂ C3x,y,z, where p and q are polynomials such that p(0) = q(0) = 0, 1 − p(x) and
1− q(y) have simple roots only, namely x1, . . . , xk and y1, . . . , yl. Thanks to Prop. 3.1 of
[KZ] one easily shows that H1(Xp,q) ∼= H1(C
2) = 0. Since we have e(Xp,q) = k + l, we get
H2(Xp,q) = Z
k+l−1, as we can have no torsion in the maximal-dimension homology group.
In particular we obtain Prop. 3.1.1 if we set p(x) = x, q(y) = y.
Proposition 3.1.2. Let X03 = {z1 + z3 + z1z3z2 = 0} ⊂ C
3
z1,z2,z3
be the affine modi-
fication, via the projection σ : X03 → C
2
z1,z3
, of C2 along the divisor ∆ = {z1z3 = 0} ⊂ C
2
with centre at C03 = {z1z3 = −z1 − z3 = 0} = {(0, 0)} = sing∆ ⊂ ∆. We have
H0(X
0
3 ) = Z, H1(X
0
3 ) = Z, H2(X
0
3 ) = Z, Hk(X
0
3 ) = 0 for k ≥ 3.
Proof. Since X03 is connected, we have H0(X
0
3 ) = Z. Note that C
2 \∆ ≃ C∗ × C∗, which
is a torus. Consider the divisors ∆ and A03 = σ
∗(∆) = σ−1(C03) = C
0
3 ×C = {(0, 0)} × C.
Proceeding as in the proof of Prop. 3.1 of [KZ], one concludes that H1(X
0
3 ) = Z. As
H∗(X
0
3 \ A
0
3)
σ∗∼= H∗(C
2 \ ∆), denoting by e the Euler characteristic, we have e(X03 ) =
1 + e(C03 ) − e(∆) and, since e(C
0
3) = e(∆) = 1, it follows that e(X
0
3 ) = 1 and that
H2(X
0
3 ) = Z, as we can have no torsion in the maximal-dimension homology group. ⋄
Proposition 3.1.3. Let X4 = {z1z2 − 1 + z4(z1 + z3 + z1z3z2) = 0} ⊂ C
4
z1,z2,z3,z4
be
the affine modification, via the projection σ : X4 → C
3
z1,z2,z3
, of C3 along the smooth divi-
sor X03 = {z1 + z3 + z1z3z2 = 0} ⊂ C
3 with centre at C4 = {z1z2 − 1 = z1 + z3 + z1z2z3 =
0} = {(z1, 1/z1,−z1/2) : z1 ∈ C
∗
z1
} ≃ C∗, C4 ⊂ X
0
3 . We have
H0(X4) = Z, H1(X4) ∼= H2(X4) = 0, H3(X4) = Z, Hk(X4) = 0 for k ≥ 4.
Proof. Since X4 is connected, we have H0(X4) = Z. Let us consider the two long exact
sequences associated to the couples (C3,C3\X03 ) and (X4, X4\A4), where A4 = σ
∗(X03 ) =
σ−1(C4) = C4 × C ≃ C
∗ × C.
As both divisors X03 and A4 are smooth and irreducible, thanks to Prop. 3.1 of [KZ] we
can conclude that H1(X4)
σ∗∼= H1(C
3) = 0.
Also, thanks to Thom Isomorphism theorem, we obtain H2(X4, X4 \ A4) ∼= H0(A4) = Z
and H2(C
3,C3 \ X03 )
∼= H0(X
0
3 ) = Z, as well as H3(X4, X4 \ A4)
∼= H1(A4) = Z and
H3(C
3,C3 \X03 )
∼= H1(X
0
3 ) = Z. Thanks to the isomorphisms induced by i ◦ σ, we con-
clude H2(X4) = 0 via the Five-Lemma. Now, denoting by e the Euler characteristic, we
have e(X4) = 1 + e(C4) − e(X
0
3 ). Since e(C4) = e(C
∗) = 0 and e(X03 ) = 1, it follows
that e(X4) = 0 and consequently that H3(X4) = Z, as we can have no torsion in the
maximal-dimension homology group. ⋄
Proposition 3.1.4. Let X5 = {z1+ z3+ z1z3z2− 1+ z5(z1z2+1+ z4(z1+ z3+ z1z3z2)) =
0} ⊂ C5z1,...,z5 be the affine modification, via the projection σ : X5 → C
4
z1,...,z4
, of C4 along
the smooth divisor X04 = {z1z2 + 1+ z4(z1 + z3 + z1z3z2) = 0} ≃ C
3 \X03 , X
0
4 ⊂ C
4, with
centre at C5 = {z1+z3+z1z3z2−1 = z1z2+1+z4(z1+z3+z1z3z2) = 0} = {(z1, z2, z3, z4) :
(z1, z2, z3) ∈ X3, z4 = −z1z2 − 1} ≃ X3, C5 ⊂ X
0
4 . We have
H0(X5) = Z, H1(X5) = 0, H2(X5) = Z, H3(X5) = 0, H4(X5) = Z, Hk(X5) = 0 for k ≥ 5.
Proof. Here the arrow ֌ will denote an injective map. Since X5 is connected, we have
H0(X5) = Z. Let us consider the two long exact sequences associated to the couples
(C4,C4 \X04 ) and (X5, X5 \ A5), where A5 = σ
∗(X04 ) = σ
−1(C5) = C5 × C ≃ X3 × C.
As both divisors X04 and A5 are smooth and irreducible, thanks to Prop. 3.1 of [KZ]
we can conclude that H1(X5)
σ∗∼= H1(C
4) = 0. By Result 2 we have Hj(X
0
4 ) = Z for
j = 0, . . . , 3, as X04 is connected, and also Hj(C
4 \X04 ) = Z for j = 0, . . . , 3, as C
4 \X04
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is connected. The above implies that, by Thom Isomorphism theorem, Hj(C
4,C4 \ X04 )
and Hj−1(C
4 \X04 ) are isomorphic to Hj−2(X
0
4 ) for j = 2, . . . , 4 and hence to Z.
Thanks to the isomorphism induced by i ◦ σ we obtain
H4(X5, X5 \ A5)
∼=
→ H3(X5 \ A5)
0
→ H3(X5)
0
֌ H3(X5, X5 \ A5) = 0,
whence H3(X5) = 0. Observe that, by diagram commutativity, the compositionH2(X5)
τ
→
H2(X5, X5 \A5)
∼=
→ H2(C
4,C4 \X04), where, as above, the isomorphism is induced by i◦σ,
must be the zero map, whence τ = 0. It follows that H2(X5 \ A5) ∼= H2(X5), i.e.
H2(X5) = Z.
Denoting by e the Euler characteristic, we have e(X5) = 1+e(C5)−e(X
0
4 ) = 1+2−0 = 3,
given that e(C5) = e(X3) = 2 and e(X
0
4 ) = e(C
3 \ X03 ) = 0, from which it follows that
H4(X5) = Z, as we can have no torsion in the maximal-dimension homology group. ⋄
Proposition 3.1.5. Let X6 = {z4(z1 + z3(z1z2 + 1)) + z1z2 − 1 + z6(z1 + z3 + z1z3z2 +
z5(z1z2 + 1 + z4(z1 + z3 + z1z3z2))) = 0} ⊂ C
6
z1,...,z6 be the affine modification, via
the projection σ : X6 → C
5
z1,...,z5, of C
5 along the smooth divisor X05 = {z1 + z3 +
z1z3z2 + z5(z1z2 + 1 + z4(z1 + z3 + z1z3z2)) = 0} ≃ C
4 \ X04 , X
0
5 ⊂ C
5, with centre at
C6 = {z4(z1+z3(z1z2+1))+z1z2−1 = z1+z3+z1z3z2+z5(z1z2+1+z4(z1+z3+z1z3z2)) =
0} = {(z1, z2, z3, z4, z5) : (z1, z2, z3, z4) ∈ X4, 2z5 = −z1 − z3 − z1z3z2} ≃ X4, C6 ⊂ X
0
5 .
We have
H0(X6) = Z, H1(X6) = 0, H2(X6) ∼= H3(X6) = Z, H4(X6) = 0, H5(X6) = Z, Hk(X6) = 0 for k ≥ 6.
Proof. Here the arrow ֌ will denote an injective map. Since X6 is connected, we have
H0(X6) = Z. Let us consider the two long exact sequences associated to the couples
(C5,C5 \X05 ) and (X6, X6 \ A6), where A6 = σ
∗(X05 ) = σ
−1(C6) = C6 × C ≃ X4 × C.
As both divisors X05 and A6 are smooth and irreducible, thanks to Prop. 3.1 of [KZ]
we can conclude that H1(X6)
σ∗∼= H1(C
5) = 0. By Result 2 we have Hj(X
0
5 ) = Z for
j = 0, . . . , 4, as X05 is connected, and also Hj(C
5 \X05 ) = Z for j = 0, . . . , 4, as C
5 \X05 is
connected. Hence, Hj(X6\A6) and Hj(C
5\X05 ), for sure isomorphic via σ∗, are isomorphic
to Z, for j = 1, . . . , 3. By Thom Isomorphism theorem, H3(X6, X6 \ A6) ∼= H1(A6) = 0
and H4(X6, X6 \ A6) ∼= H2(A6) = 0, so H3(X6) ∼= H3(X6 \ A6) by exactness, whence
H3(X6) = Z.
Thanks to the isomorphism induced by i ◦ σ we obtain
H5(X6, X6 \ A6)
∼=
→ H4(X6 \ A6)
0
→ H4(X6)
0
֌ H4(X6, X6 \ A6) = 0,
whence H4(X6) = 0. Observe that, by diagram commutativity, the compositionH2(X6)
τ
→
H2(X6, X6 \A6)
∼=
→ H2(C
5,C5 \X05), where, as above, the isomorphism is induced by i◦σ,
must be the zero map, whence τ = 0. It follows that H2(X6 \ A6) ∼= H2(X6), i.e.
H2(X6) = Z.
Denoting by e the Euler characteristic, we have e(X6) = 1+e(C6)−e(X
0
5 ) = 1+0−1 = 0,
given that e(C6) = e(X4) = 0 and e(X
0
5 ) = e(C
4 \ X04 ) = 1, from which it follows that
H5(X6) = Z, as we can have no torsion in the maximal-dimension homology group. ⋄
3.2. Induction
This section and the following one are devoted to the proof of our theorems, which we
restate along with their notation, so as to improve readability.
For n ≥ 3 consider the family {Mn} of 2× 2 matrices defined inductively as follows:
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M3 =
(
1 0
z1 1
) (
1 z2
0 1
) (
1 0
z3 1
)
=
(
1 + z2z3 z2
z1 + z3(z1z2 + 1) z1z2 + 1
)
,
M4 = M3
(
1 z4
0 1
)
=
(
1 + z2z3 z4(1 + z2z3) + z2
z1 + z3(z1z2 + 1) z4(z1 + z3(z1z2 + 1)) + z1z2 + 1
)
,
. . .
Mn =Mn−1
(
1 0
zn 1
)
if n is odd,
Mn =Mn−1
(
1 zn
0 1
)
if n is even.
Also, for n ≥ 3 consider the family {Xn} of smooth complex algebraic hypersurfaces
of Cn defined inductively as follows:
X3 = {(z1, z2, z3) ∈ C
3 : (M3)2,1 = 1} = {p3(z1, z2, z3) = z1 + z3 + z1z3z2 − 1 = 0},
X4 = {(z1, . . . , z4) ∈ C
4 : (M4)2,2 = 2} = {p4(z1, . . . , z4) = z1z2−1+z4(z1+z3+z1z3z2) = 0},
. . .
Xn = {(Mn)2,1 = 1} = {pn(z1, . . . , zn) = pn−2(z1, . . . , zn−2)+zn(pn−1(z1, . . . , zn−1)+2) = 0}
if n ≥ 5 is odd,
Xn = {(Mn)2,2 = 2} = {pn(z1, . . . , zn) = pn−2(z1, . . . , zn−2)+zn(pn−1(z1, . . . , zn−1)+1) = 0}
if n ≥ 6 is even. Let us prove
Theorem 3.2. The following statements hold true:
1a) X3 ⊂ C
3
z1,z2,z3 is the affine modification, via the projection σ : X3 → C
2
z1,z3, of
C2 along the divisor ∆ = {z1z3 = 0} ⊂ C
2 with centre at C3 = {z1z3 = 1 − z1 − z3 =
0} = {(1, 0), (0, 1)} ⊂ reg∆ ⊂ ∆.
1b) X4 ⊂ C
4
z1,z2,z3,z4
is the affine modification, via the projection σ : X4 → C
3
z1,z2,z3
,
of C3 along the smooth divisor X03 = {z1 + z3 + z1z3z2 = 0} ⊂ C
3 with centre at
C4 = {z1z2 − 1 = z1 + z3 + z1z2z3 = 0} = {(z1, 1/z1,−z1/2) : z1 ∈ C
∗
z1
} ≃ C∗, C4 ⊂ X
0
3 .
1c) If n ≥ 5 is odd Xn ⊂ C
n
z1,...,zn is the affine modification, via the projection σ : Xn →
C
n−1
z1,...,zn−1 , of C
n−1 along the smooth divisor X0n−1 = {pn−1(z1, . . . , zn−1) + 2 = 0} ⊂ C
n−1
with centre at Cn = {pn−2(z1, . . . , zn−2) = pn−1(z1, . . . , zn−1) + 2 = 0} ⊂ X
0
n−1, where
X0n−1 ≃ C
n−2 \X0n−2 and Cn ≃ Xn−2.
If n ≥ 6 is even Xn ⊂ C
n
z1,...,zn
is the affine modification, via the projection σ : Xn →
Cn−1z1,...,zn−1 , of C
n−1 along the smooth divisor X0n−1 = {pn−1(z1, . . . , zn−1) + 1 = 0} ⊂ C
n−1
with centre at Cn = {pn−2(z1, . . . , zn−2) = pn−1(z1, . . . , zn−1) + 1 = 0} ⊂ X
0
n−1, where
X0n−1 ≃ C
n−2 \X0n−2 and Cn ≃ Xn−2.
2a) H0(X3) = Z, H1(X3) = 0, H2(X3) = Z, Hk(X3) = 0 for k ≥ 3.
2b) H0(X4) = Z, H1(X4) ∼= H2(X4) = 0, H3(X4) = Z, Hk(X4) = 0 for k ≥ 4.
2c) If n ≥ 5 is odd, for 0 ≤ j ≤ n − 1 the homology groups are alternately Z or 0,
starting from H0(Xn) = Z. In particular Hn−2(Xn) = 0.
If n ≥ 6 is even, for 0 ≤ j ≤ n−2
2
the homology groups are alternately Z or 0 starting
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from H0(Xn) = Z, for
n
2
≤ j ≤ n− 1 the homology groups are alternately Z or 0 starting
from Hn−1(Xn) = Z. In particular Hn−2(Xn) = 0.
Proof. Statements 1a), 1b), 2a) and 2b) have been proven in propositions 3.1.1 and
3.1.3. The base cases for statements 1c) and 2c) are dealt with in propositions 3.1.4 and
3.1.5. Let us prove statement 1c) by induction on n. Suppose that for n ∈ N the statement
is true and that n + 1 is odd (so n is even). We have Xn+1 = {pn−1 + zn+1(pn + 2) = 0}
and X0n = {pn + 2 = 0}. We wish to show that X
0
n ≃ C
n−1 \ X0n−1. We may write
pn = pn−2 + zn(pn−1 + 1), i.e. X
0
n = {pn−2 + 2 + zn(pn−1 + 1) = 0} and we are done
if we show that S = {pn−2 + 2 = pn−1 + 1 = 0} = ∅. By inductive hypothesis we
have X0n−1 = {pn−1 + 1 = 0} = {pn−3 + 1 + zn−1(pn−2 + 2) = 0} ≃ C
n−2 \ X0n−2, i.e.
S ′ = {pn−3+1 = pn−2+2 = 0} = ∅. Since we can write pn−1+1 = pn−3+1+zn−1(pn−2+2)
we get S = S ′ = ∅. As regards the centre, we need to show that Cn+1 = {pn−1 = pn+2 =
0} ≃ Xn−1. We may write pn + 2 = pn−2 + 2 + zn(pn−1 + 1) = pn−2 + 2 + zn and
Cn+1 = {pn−1 = 0, zn = −pn−2 − 2} ≃ Xn−1. One proceeds similarly if n+ 1 is even.
Let us prove 2c) by induction on n. In what follows the arrow֌ will denote an injective
map. Suppose that the homology of Xn−2 and the homology of Xn−1 are as wished. Let
us compute the homology of Xn. Suppose n is odd.
Since Xn is connected, we have H0(Xn) = Z. Let us consider the two long exact sequences
associated to the couples (Cn−1,Cn−1 \X0n−1) and (Xn, Xn \An), where An = σ
−1(Cn) =
Cn × C ≃ Xn−2 × C, and X
0
n−1 ≃ C
n−2 \X0n−2.
The first homology group is preserved under σ, as both divisors X0n−1 and An are smooth
and irreducible. Thus, thanks to Prop. 3.1 of [KZ], we can conclude that H1(Xn) ∼=
H1(C
n−1) = 0. By the same proposition we also have π1(Xn) ∼= π1(C
n−1) = 0. One can
easily show, by Result 2, that Hk(X
0
n−1) = Z ∀k ∈ {0, . . . , n − 2} and Hk(X
0
n−1) =
0 ∀k ≥ n− 1. Let us consider the subsequence
Hj+2(Xn, Xn \ An)→ Hj+1(Xn \ An)→ Hj+1(Xn)→ Hj+1(Xn, Xn \ An)→
→ Hj(Xn \ An)→ Hj(Xn)→ Hj(Xn, Xn \ An)→ Hj−1(Xn \ An)→
→ Hj−1(Xn)→ Hj−1(Xn, Xn \ An)→ Hj−2(Xn \ An)→ Hj−2(Xn)
which may be written as
Hj(Xn−2)→ Z→ Hj+1(Xn)→ Hj−1(Xn−2)→
→ Z→ Hj(Xn)→ Hj−2(Xn−2)→ Z→
→ Hj−1(Xn)→ Hj−3(Xn−2)→ Z→ Hj−2(Xn).
Case 1. Suppose Hj−3(Xn−2) = 0. Then, by inductive hypothesis, Hj−2(Xn−2) = Z,
Hj−1(Xn−2) = 0 and Hj(Xn−2) = Z. As Hj−2(Xn−2) ∼= Hj−2(X
0
n−1) via (i ◦ σ)∗ the
subsequence becomes
Z→ Z→ Hj+1(Xn)→ 0→ Z→ Hj(Xn)→ Z
∼=
→ Z
0
→ Hj−1(Xn)
0
֌ 0→ Z→ Hj−2(Xn),
whenceHj−1(Xn) = 0.Observe that, by diagram commutativity, the compositionHj(Xn)
τ
→
Z
∼=
→ Hj−2(X
0
n−1), where, as above, the isomorphism is induced by i ◦ σ, must be the zero
map, whence τ = 0. It follows that Hj(Xn \An) ∼= Hj(Xn), i.e. Hj(Xn) = Z. Proceeding
as we did for Hj−1(Xn), we get Hj+1(Xn) = 0.
Case 2. Suppose Hj−3(Xn−2) = Z. Then, by inductive hypothesis, Hj−2(Xn−2) = 0,
Hj−1(Xn−2) = Z and Hj(Xn−2) = 0. Proceeding as we did for Hj(Xn) in case 1, we get
Hj−1(Xn) = Z. Proceeding as we did for Hj−1(Xn) in case 1, we get Hj(Xn) = 0. Again,
proceeding as we did for Hj(Xn) in case 1, we get Hj+1(Xn) = Z.
The above shows the alternation of the homology groups, as wished.
10
We remark that an alternative way of obtaining Hn−1(Xn) = Z when n is odd con-
sists in noticing that, as an easy induction shows, e(Xn) = 1 + e(Xn−2) − e(X
0
n−1) =
1+(n−2− n−3
2
)−0 = n+1
2
, where e denotes the Euler characteristic. This ends the proof
of point 2c) in the case in which n is odd.
Let us suppose n is even. Since Xn is connected, we have H0(Xn) = Z. Let us consider the
two long exact sequences associated to the couples (Cn−1,Cn−1\X0n−1) and (Xn, Xn \An),
where An = σ
−1(Cn) = Cn × C ≃ Xn−2 × C, and X
0
n−1 ≃ C
n−2 \X0n−2.
The first homology group is preserved under σ, as both divisors X0n−1 and An are smooth
and irreducible. Thus, thanks to Prop. 3.1 of [KZ], we can conclude that H1(Xn) ∼=
H1(C
n−1) = 0. By the same proposition we also have π1(Xn) ∼= π1(C
n−1) = 0. One can
easily show, by Result 2, that Hk(X
0
n−1) = Z ∀k ∈ {0, . . . , n − 2} and Hk(X
0
n−1) =
0 ∀k ≥ n − 1. The long exact sequence of (Xn, Xn \ An) can be subdivided as follows
into three subsequences:
Hn(Xn, Xn \ An) → · · · → H1+n
2
(Xn, Xn \ An), (1)
H1+n
2
(Xn, Xn \ An)→ Hn
2
(Xn \ An)→ Hn
2
(Xn)→ Hn
2
(Xn, Xn \ An)→
→ Hn−2
2
(Xn \ An)→ Hn−2
2
(Xn)→ Hn−2
2
(Xn, Xn \ An), (2)
Hn−2
2
(Xn, Xn \ An) → · · · → H2(Xn, Xn \ An). (3)
In sequence (1) the block 0 → Z → Hj(Xn) → Z alternates with the block Z → Z →
Hj−1(Xn) → 0, where the middle group is in common. Each of these blocks can be
solved on its own. Namely, by diagram commutativity, the composition Hj(Xn)
τ
→ Z
∼=
→
Hj−2(X
0
n−1), where the isomorphism is induced by i ◦ σ, must be the zero map, whence
τ = 0. It follows that Hj(Xn \ An) ∼= Hj(Xn), i.e. Hj(Xn) = Z. Also, as Hj−2(Xn−2) ∼=
Hj−2(X
0
n−1) via (i ◦ σ)∗ the second block becomes
Z
∼=
→ Z
0
→ Hj−1(Xn)
0
֌ 0.
whence Hj−1(Xn) = 0.
In sequence (3) the block Z → Z → Hl(Xn) → 0 alternates with the block 0 → Z →
Hl−1(Xn)→ Z, where the middle group is in common. Each of these blocks can be solved
on its own like the ones above. Thus we have solved the upper and the lower part of the
long exact sequence associated to (Xn, Xn \ An).
So as to solve subsequence (2) we consider the following two cases.
Case 1. Suppose that Hn−4
2
(Xn−2) ∼= Hn−2
2
(Xn−2) = 0. Subsequence (2) becomes
0 = Hn−2
2
(Xn−2)→ Z
∼=
→ Hn
2
(Xn)→ Hn−4
2
(Xn−2) = 0→ Z→ Hn−2
2
(Xn)→ Hn−4
2
−1(Xn−2),
whence Hn
2
(Xn) = Z. As, by inductive hypothesis, Hn−4
2
−1(Xn−2) = Z, proceeding as we
did for the first block of sequence (1), we obtain Hn−2
2
(Xn) = Z. Hence
Hn
2
(Xn) ∼= Hn−2
2
(Xn) = Z.
Case 2. Suppose that Hn−4
2
(Xn−2) ∼= Hn−2
2
(Xn−2) = Z. Subsequence (2) becomes
Z = Hn−2
2
(Xn−2)→ Z→ Hn
2
(Xn)→ Hn−4
2
(Xn−2) = Z→ Z → Hn−2
2
(Xn)→ Hn−4
2
−1(Xn−2).
Thanks to the isomorphisms induced by i ◦ σ, we conclude Hn
2
(Xn) = 0 via the Five-
Lemma. As, by inductive hypothesis, Hn−4
2
−1(Xn−2) = 0, proceeding as we did for the
second block of sequence (1), we obtain Hn−2
2
(Xn) = 0. Hence Hn
2
(Xn) ∼= Hn−2
2
(Xn) = 0.
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We remark that an alternative way of obtaining Hn−1(Xn) = Z when n is even consists in
noticing that, as an easy induction shows, e(Xn) = 1+e(Xn−2)−e(X
0
n−1) = 1+0−1 = 0,
where e denotes the Euler characteristic. This concludes the proof. ⋄
3.3. Volume forms
We prove the following
Lemma 3.3.1. For each n ≥ 3 the variety Xn = {pn = 0} can be equipped with an
algebraic volume form ω.
Proof. Let us express each variable in terms of the others. We obtain zi = ζi(z1, . . . , ẑi, . . . , zn).
Let us consider the cover {Ui}
n
i=1 of Xn with Ui = Xn \ Ki, where Ki = {z ∈ Xn :
∂zipn(z) =
∂pn
∂zi
(z) = 0}, and the set {(ωi, Ui)}
n
i=1, where ωi =
1
∂zipn
dz1∧· · ·∧ d̂zi∧· · ·∧dzn
is a volume form defined on ϕ−1i (Ui) = C
n−1
z1,...,ẑi,...,zn
\ Hi, Hi = {z ∈ C
n−1 : ∂zipn(z) =
0} ⊂ Cn−1z1,...,ẑi,...,zn and ϕi : C
n−1
z1,...,ẑi,...,zn
\ Hi → Ui is defined via ϕi(z1, . . . , ẑi, . . . , zn) =
(z1, . . . , zi = ζi(z1, . . . , ẑi, . . . , zn), . . . , zn), while ϕ
−1
i : Ui → C
n−1
z1,...,ẑi,...,zn
\Hi takes (z1, . . . , zn)
to (z1, . . . , ẑi, . . . , zn). For i 6= j the map ϕ
−1
i ◦ ϕj : ϕ
−1
j (Ui ∩ Uj)→ ϕ
−1
i (Ui ∩ Uj), is such
that, up to sign, (ϕ−1i ◦ϕj)
∗ωi = ωj . Hence the local forms (ωi, Ui) are pairwise compatible
and, glued together, constitute a volume form ω on Xn. ⋄
Let ω be an algebraic volume form on Xn. Let us consider, for i 6= j ∈ {1, . . . , n},
the following complete ω-divergence-free algebraic vector fields δij on Xn:
δij =
∂pn
∂zi
∂
∂zj
−
∂pn
∂zj
∂
∂zi
.
So as to prove that Xn has the algebraic volume density property, it suffices to show, since
for each n ≥ 3 we have Hn−2(Xn) = 0, that
Θ(Lieωalg(Xn)) ⊃ Bn−2(Xn),
where Θ : AVFω(Xn)→ Zn−2(Xn) is the isomorphism sending the ω-divergence-free alge-
braic vector field ξ to the closed (n−2)-form ιξω, defined by means of the interior product
ι of ξ and ω, Lieωalg(Xn) is the Lie algebra generated by the set IVFω(Xn) of complete ω-
divergence-free algebraic vector fields on Xn and Bn−2(Xn) is the space of exact algebraic
(n− 2)-forms on Xn.
Now, the above inclusion does hold, as an easy proof shows. Let us go through its key
steps for arbitrary n ≥ 3.
First of all, by Grothendieck’s theorem we have Bn−2(Xn) ⊂ Θ(AVFω(Xn)), i.e. for every
algebraic (n−3)-form α on Xn there exists ξ ∈ AVFω(Xn) such that Θ(ξ) = ιξω = dα. It
suffices to show ξ can be chosen in Lieωalg(Xn). Each coefficient of α is a regular function
on Xn, thus being the sum of monomials of the kind z
r1
i1
, zr1i1 z
r2
i2
, . . . , zr1i1 z
r2
i2
· · · z
rn−1
in−1
, where
i1 < i2 < · · · < in−1 are elements of the set {1, 2, . . . , n}. We further have that the iso-
morphism Λ induced by the map α→ ξ is such that, up to constant factors, if i, j 6= 1 (oth-
erwise we obtain a similar result), Λ−1(δij) = z1 dz2 ∧ · · · ∧ d̂zi ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn,
as Ker(δij) = C[z1, . . . , ẑi, . . . , ẑj, . . . , zn]. The other summands of the kind zi1 and z
r1
i1
are
dealt with similarly. The Lie bracket [δij , δkl] ∈ Lie
ω
alg(Xn), i 6= j, k 6= l is sent to a (n−3)-
form whose coefficients are monomials zi1zi2 . Monomials z
r1
i1
zr2i2 are treated similarly. As
regards summands of the kind zi1zi2zi3 , without loss of generality we can suppose that
the extra variable is not in the kernel of both vector fields δij and δkl. Then the product
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of the extra variable with the vector field annihilating it, bracketed with the other vector
field belongs to Lieωalg(Xn) and is sent to a (n− 3)-form whose coefficients are monomials
in three variables, linear in each variable. One proceeds similarly for zi1zi2 · · · zim and
zr1i1 z
r2
i2
· · · zrmim , 4 ≤ m ≤ n− 1. Hence ξ ∈ Lie
ω
alg(Xn) and the following holds true
Theorem 3.3.2. For each n ≥ 3 the variety Xn ⊂ C
n is such that Θ(Lieωalg(Xn)) ⊃
Bn−2(Xn), i.e. for every algebraic (n − 3)-form α on Xn there exists ξ ∈ Lie
ω
alg(Xn) such
that Θ(ξ) = ιξω = dα. Hence Lie
ω
alg(Xn) = AVFω(Xn), i.e. Xn has the algebraic volume
density property.
13
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