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Resumo
Seja f uma func¸a˜o inteira e transcendente. Denotamos por Sf o conjunto de todos
os ↵ 2 Q tais que f(↵) 2 Q (o conjunto excepcional de f). Nessa dissertac¸a˜o,
mostraremos quais subconjuntos de Q podem ser o conjunto excepcional de alguma
func¸a˜o inteira e transcendente.
Ale´m disso, trataremos de dois problemas de Mahler relacionados a propriedades
de func¸o˜es inteiras e transcendentes. Mostraremos que existem func¸o˜es inteiras e
transcendentes que levam um subconjunto dos nu´meros de Liouville nele mesmo e
daremos uma resposta positiva ao Problema B de Mahler:




coeficientes racionais tal que f(Q) ✓ Q e f 1(Q) ✓ Q?




Let f be an entire transcendental function. We denote by Sf the set of all ↵ 2 Q
such that f(↵) 2 Q (excepcional set of f). Throughout this dissertation, we will
show which subsets of Q can be the excepcional set of some entire transcendental
function.
Moreover, we will deal with two of Mahler’s problems related to properties of entire
transcendental functions. We will show that there are entire transcendental func-
tions that map a subset of Liouville numbers in itself and we will give a positive
answer for Mahler’s Problem B:




rational coe cients such that f(Q) ⇢ Q e f 1(Q) ⇢ Q?
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A teoria dos nu´meros transcendentes tem seu in´ıcio marcado em 1844, quando
Liouville [13] descobriu uma propriedade que todos os nu´meros alge´bricos devem
satisfazer e assim, conseguiu apresentar exemplos de nu´meros que na˜o satisfaziam
tal propriedade, dando enta˜o os primeiros exemplos de nu´meros transcendentes. Tal
resultado ficou conhecido como o Teorema de Liouville.
Teorema 1 (Liouville). Seja ↵ um nu´mero alge´brico real de grau n > 1, enta˜o
existe uma constante C(↵) := C > 0 tal que |↵  p/q| > Cq n, para todo p/q 2 Q e
q > 1.
Usando a propriedade por ele descoberta, Liouville, em 1851, foi capaz de provar
a transcendeˆncia de uma classe de nu´meros, os quais hoje sa˜o conhecidos como
nu´meros de Liouville. Um nu´mero real ⇠ e´ chamado de nu´mero de Liouville se
existe uma sequeˆncia de racionais (pk/qk)k 1, com qk > 1 tal que
0 <
    ⇠   pkqk
     < qk k, para todo k 2 N.
O conjunto dos nu´meros de Liouville e´ na˜o enumera´vel e e´ denotado por L. No
entanto, quase todo nu´mero transcendente na˜o e´ um nu´mero de Liouville, como e´ o
caso dos nu´meros e e ⇡, por exemplo.
A transcendeˆncia de e foi provada em 1873, por Hermite [7]. Em 1882, Linde-
mann [12] generalizou o me´todos de Hermite, provando que e↵ e´ transcendente para
todo ↵ alge´brico diferente de 0, obtendo enta˜o, o seguinte teorema:
Teorema 2 (Hermite-Lindemann). Sejam ↵1, . . . ,↵n nu´meros alge´bricos distintos.
Enta˜o e↵1 , . . . , e↵n sa˜o linearmente independentes sobre Q.
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No entanto, a teoria dos nu´meros transcendentes na˜o aborda somente assun-
tos relacionados com nu´meros transcendentes. Nessa a´rea de pesquisa, estuda-se
tambe´m o comportamento e propriedades de func¸o˜es transcendentes, e e´ esse o foco
que teremos nessa dissertac¸a˜o.
Muitos matema´ticos apresentaram grande interesse no estudo de func¸o˜es trans-
cendentes, como e´ o caso de Weierstrass e Mahler, por exemplo. Eles estudaram
o comportamento aritme´tico de func¸o˜es transcendentes e deixaram alguns questio-
namentos para as gerac¸o˜es futuras. Nesse trabalho, apresentaremos algumas dessas
perguntas e alguns resultados sobre elas.
Sabendo que a func¸a˜o exponencial, f(x) = ex, e´ uma func¸a˜o transcendente, e
conhecendo o Teorema de Hermite-Lindemann, um questionamento natural e´:
Questa˜o 1. Uma func¸a˜o inteira e transcendente, em geral, leva nu´meros alge´bricos
em transcendentes?
Em 1886, Strauss tentou provar que uma func¸a˜o anal´ıtica e transcendente na˜o
pode assumir valores racionais em todos os pontos racionais de seu domı´nio. No
entanto, no mesmo ano, Weierstrass deu a Strauss um contraexemplo, respondendo
enta˜o negativativamente a` Questa˜o 1. Weierstrass definiu enta˜o o conjunto excepci-
onal Sf de uma func¸a˜o f inteira e transcendente como como Sf := {↵ 2 Q : f(↵) 2
Q} e, partir de seus estudos, levantou ainda duas questo˜es:
Questa˜o 2. Existe uma func¸a˜o f inteira e transcendente tal que Sf = Q?
Questa˜o 3. Para quais conjuntos A ✓ C, existe uma func¸a˜o f inteira e transcen-
dente tal que Sf = A?
Motivado por essas perguntas, Sta¨ckel [29], em 1895, demonstrou que se ⌃ e´ um
conjunto enumera´vel e T ✓ C e´ um conjunto denso, enta˜o existe uma func¸a˜o inteira
e transcendente tal que f(⌃) ✓ T , respondendo a` primeira questa˜o de Weierstrass.
Alguns anos depois, Sta¨ckel [30] construiu ainda uma func¸a˜o inteira e transcendente
tal que f (s)(Q) ✓ Q para todo s   0.
Em 2010, seguindo essa linha de pesquisa, Huang, Marques e Mereb [8], ge-
neralizaram os resultados de Sta¨ckel e deram uma resposta a` segunda questa˜o de
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Weierstrass, e esse sera´ o assunto do Cap´ıtulo 2, deste trabalho. Daremos as provas
dos seguintes teoremas:
Teorema 2.5. Seja A ✓ C um conjunto enumera´vel e, para cada s   0 e ↵ 2 A,
fixe um conjunto denso E↵,s ✓ C. Enta˜o existe uma func¸a˜o inteira e transcendente
f tal que f (s)(↵) 2 E↵,s para todo ↵ 2 A e s   0.
Teorema 2.6. Se A ✓ Q, enta˜o existe uma func¸a˜o inteira e transcendente f tal
que Sf (s) = A para todo s   0.
Como mencionado anteriormente, o estudo de func¸o˜es transcendentes tambe´m
foi um grande to´pico de pesquisa de Mahler. Assim como Weierstrass, ele deixou
alguns problemas em abertos. Nos cap´ıtulos 3 e 4 dessa dissertac¸a˜o, nos dedicaremos
a estudar dois desses problemas.
O primeiro deles refere-se ao comportamento de func¸o˜es transcendentes no con-
junto dos nu´meros de Liouville. Sabe-se, por exemplo, que se ⇠ e´ um nu´mero de
Liouville, enta˜o sua imagem por qualquer func¸a˜o racional com coeficientes racionais
e´ tambe´m um nu´mero de Liouville [16].
Mahler estava interessado em saber se existia alguma func¸a˜o inteira e transcen-
dente tal que f(L) ✓ L. Em [20], Marques e Moreira, deram uma resposta parcial
a essa pergunta. Eles demonstraram que existe uma quantidade na˜o enumera´vel de
func¸o˜es inteiras e transcendentes que mapeiam um certo subconjunto dos nu´meros de
Liouville, denotado por Lultra, nele mesmo. Mais precisamente, os autores provaram
que:
Teorema 3.2. O conjunto ⌃Lultra(C) e´ na˜o enumera´vel.
Aqui, a notac¸a˜o ⌃A(B) significa o conjunto das func¸o˜es transcendentes e anal´ıticas
f : B ! B tais que f(A) ✓ A. Denotando den(p/q) como o denominador do nu´mero
racional p/q, os autores provaram que:
Teorema 3.3. Existe uma quantidade na˜o enumera´vel de func¸o˜es f 2 ⌃Q(C) com
1
2 < f





para todo p/q 2 Q com q > 1.
Mahler se interessava ainda no comportamento aritme´tico de func¸o˜es transcen-
dentes no conjunto dos nu´meros alge´bricos, e como essas func¸o˜es se comportariam
quando fossem impostas certas condic¸o˜es sobre seus coeficientes na sua representac¸a˜o
em se´rie de Taylor. No cap´ıtulo 3 de um de seus livros, Mahler [15] deixa treˆs pro-
blemas em aberto, os quais sa˜o denotados por problemas A, B e C.
O Problema B de Mahler pode ser enunciado da seguinte forma:




coeficientes racionais tal que f(Q) ⇢ Q e f 1(Q) ⇢ Q?
O caso real do Problema B de Mahler foi resolvido por Marques [19] e, o caso
complexo foi resolvido por Marques e Moreira [21].
No cap´ıtulo 4, estudaremos os casos real e complexo do Problema B de Mahler.
Mais precisamente, daremos as provas dos seguintes teoremas:
Teorema 4.1 Seja A um subconjunto denso e enumera´vel de R. Enta˜o existe uma
quantidade na˜o enumera´vel de func¸o˜es anal´ıticas, bijetivas e hipertranscendentes
f : R! R com coeficientes racionais na sua se´rie de MacLaurin e tal que f(A) = A.
Teorema 4.3 Existe uma quantidade na˜o enumera´vel de func¸o˜es inteiras e trans-




Neste cap´ıtulo, daremos alguns resultados necessa´rios para o pleno entendimento
dessa dissertac¸a˜o.
1.1 Definic¸o˜es e teoremas cla´ssicos
Dizemos que um nu´mero complexo na˜o nulo ↵ e´ alge´brico se existir um polinoˆmio
p(z) 2 Z[z] tal que p(↵) = 0. Um nu´mero que na˜o e´ alge´brico e´ dito transcendente.
Ale´m disso, dizemos que um nu´mero alge´brico ↵ tem grau m se o polinoˆmio com
coeficientes inteiros de menor grau do qual ↵ e´ raiz tem grau m.
Alguns resultados cla´ssicos em teoria dos nu´meros transcendentes nos da˜o boas
ferramentas para provar a transcendeˆncia de certos nu´meros, o que, na maioria das
vezes, na˜o e´ uma tarefa fa´cil. Comec¸amos por enunciar o Teorema de Hermite-
Lindemann [12].
Teorema 1.1 (Hermite-Lindemann). Sejam ↵1, . . . ,↵n nu´meros alge´bricos distin-
tos. Enta˜o e↵1 , . . . , e↵n sa˜o linearmente independentes sobre Q.
Uma consequeˆncia muito importante desse teorema e´ o fato de que e↵ e´ transcen-
dente para todo ↵ alge´brico diferente de 0. Como outras consequeˆncias do teorema,
obtemos que os nu´meros e
p
2 e ei sa˜o transcendentes, assim como log 2 e ⇡, ja´ que
elog 2 = 2 e ei⇡ =  1 sa˜o alge´bricos.
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No Congresso Internacional de Matema´ticos de 1900, em Paris, Hilbert propoˆs
uma lista com 23 problemas. O se´timo problema de Hilbert pergunta se o nu´mero
↵ , com ↵ e   alge´bricos, ↵ 6= 0 e   na˜o racional e´ transcendente. Esse problema
foi resolvido em 1934, por Gelfond [6] e Schneider [27], independentemente.
Teorema 1.2 (Gelfond-Scheneider). Sejam ↵ e   nu´meros alge´bricos, com ↵ 6= 0





2 e e⇡ = i 2i sa˜o transcendentes. Como a soma de
nu´meros transcendentes pode ser alge´brica (e + ( e), por exemplo), podem surgir
questionamentos sobre a natureza da soma de nu´meros transcendentes como no
teorema de Hermite-Lindemann. Por exemplo, e+ e
p
2 e´ transcendente?
Ale´m disso, um outro teorema muito importante para o estudo dos nu´meros
alge´bricos e transcendentes, e´ devido a Alan Baker.
Teorema 1.3 (Baker). Sejam  0, . . . ,  n,↵1, . . . ,↵n nu´meros alge´bricos diferentes
de 0. Enta˜o, e 0↵ 11 . . .↵
 n
n e´ transcendente.
1.2 Base de transcendeˆncia
Seja M |K um extensa˜o transcendente, ou seja, a dimensa˜o de M , quando visto
como espac¸o vetorial sobre K, e´ infinita. Dizemos que um conjunto B e´ uma base
de transcendeˆncia de M |K se:
1. B e´ algebricamente independente sobre K;
2. M e´ uma extensa˜o alge´brica de K(B).
E´ poss´ıvel mostrar que quaisquer duas bases de transcendeˆncia de uma deter-
minada extensa˜o teˆm a mesma cardinalidade. Desse modo, definimos o grau de
transcendeˆncia de uma extensa˜o como a cardinalidade da base de transcendeˆncia
de tal extensa˜o. O grau de transcendeˆncia de uma extensa˜o pode ser finito ou in-
finito. Considerando, por exemplo a extensa˜o Q(⇡) de Q, e´ fa´cil ver que o grau de
transcendeˆncia dessa extensa˜o e´ 1, afinal, {⇡} e´ uma base de transcendeˆncia para
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essa extensa˜o. Por outro lado, sabe-se que o grau de transcendeˆncia de R sobre Q
e´ infinito.
Esse e outros resultados podem ser encontrados em [10, cap´ıtulo 8].
1.3 Func¸o˜es transcendentes
Comec¸amos essa sec¸a˜o, com a definic¸a˜o de func¸a˜o transcendente, que sera´ o
objeto principal do nosso estudo ao longo dessa dissertac¸a˜o.
Definic¸a˜o 1.4. Dizemos que uma func¸a˜o f : D ! C, D ✓ C, e´ alge´brica se existe
um polinoˆmio P (x, y) na˜o nulo com coeficientes complexos tal que P (x, f(x)) = 0
para todo x 2 D. Uma func¸a˜o que na˜o e´ alge´brica e´ dita transcendente.
Claramente, todo polinoˆmio e´ uma func¸a˜o alge´brica. As func¸o˜es trigonome´tricas,
exponencial e suas inversas sa˜o exemplos de func¸o˜es transcendentes.
Um resultado muito u´til e bastante conhecido e´ o fato de que uma func¸a˜o f
inteira e´ alge´brica se, e somente se, e´ um polinoˆmio (uma prova desse fato pode
ser encontrada em [18]). Nessa dissertac¸a˜o, em geral, trabalharemos com func¸o˜es
inteiras, logo, pelo fato mencionado, para garantir a transcendeˆncia dessas func¸o˜es,
basta mostrar que f na˜o e´ um polinoˆmio.
Colocando algumas condic¸o˜es a mais sobre uma func¸a˜o f , podemos definir tambe´m
func¸o˜es hipertranscendentes.
Definic¸a˜o 1.5. Dizemos que uma func¸a˜o f e´ hipertranscendente, se para todo n   0,
as func¸o˜es z, f(z), f 0(z), . . . , f (n)(z) sa˜o algebricamente independentes sobre C. Uma
func¸a˜o que na˜o e´ hipertranscendente e´ chamada hipotranscendente.
Essa definic¸a˜o e´ devida a Morduhai-Boltovoskoi [24], e essas func¸o˜es geralmente
aparecem como soluc¸o˜es de equac¸o˜es funcionais, como e´ o caso, por exemplo, da
func¸a˜o zeta de Riemann [26]. Ale´m disso, e´ fa´cil ver que toda func¸a˜o hipertranscen-
dente e´ tambe´m transcendente. No entanto, a rec´ıproca na˜o e´ verdadeira. Um exem-
plo de func¸a˜o transcendente que na˜o e´ hipertranscendete e´ a func¸a˜o exponencial.
Afinal, temos que se P (x0, x1, x2) = x1   x2 e f(z) = ez, enta˜o P (z, f(z), f 0(z)) =
ez   ez = 0 para todo z 2 C.
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1.4 Alguns resultados de ana´lise complexa
No estudo das func¸o˜es transcendentes, e´ bastante importante um certo conhe-
cimento de ana´lise complexa, pois muitas das te´cnicas utilizadas na resoluc¸a˜o de
problemas em teoria dos nu´meros transcendentes teˆm base na ana´lise complexa.
Nessa sec¸a˜o, citaremos alguns resultados (sem suas demonstrac¸o˜es) que sera˜o essen-
ciais no decorrer dessa dissertac¸a˜o.
Iniciamos essa sec¸a˜o com algumas definic¸o˜es ba´sicas, para depois seguir com os
resultados necessa´rios.
Definic¸a˜o 1.6. Um subconjunto na˜o vazio D ✓ C e´ chamado um domı´nio se D e´
aberto e conexo por caminhos.
Definic¸a˜o 1.7. Seja U um aberto. Dizemos que uma func¸a˜o f : U ! C e´ uma
func¸a˜o holomorfa se f 0(z) existe para todo z 2 U . Se U = C, dizemos que a func¸a˜o
f e´ inteira.
Definic¸a˜o 1.8. Chamamos de curva de Jordan curvas definidas por caminhos fe-
chados e simples.
Por fim, definiremos tambe´m o Wronskiano de n func¸o˜es, pois esse sera´ um con-
ceito u´til no u´ltimo cap´ıtulo dessa dissertac¸a˜o. Se f1, . . . , fn sa˜o func¸o˜es complexas
(n  1) diferencia´veis em um domı´nio D, enta˜o, o Wronskiano de f1, . . . , fn e´ dado
por:
W (f1, . . . , fn)(z) = det
0BBBBBB@
f1(z) f2(z) · · · fm(z)
f 01(z) f
0





f (m 1)1 (z) f
(m 1)
2 (z) · · · f (m 1)m (z)
1CCCCCCA (1.1)
Um resultado que relaciona o Wronskiano com a independeˆncia linear de n
func¸o˜es pode ser visto a seguir (uma prova desse resultado pode ser encontrada
em [9, p. 21, Teorema 3.7]):
Teorema 1.9. As func¸o˜es f1, . . . , fn holomorfas em D ✓ C sa˜o linearmente depen-
dentes em D se, e somente se, W (f1, . . . , fn)(z) = 0 para todo z 2 D
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Uma func¸a˜o f pode ser definida como o limite de uma sequeˆncia de func¸o˜es ou
como o somato´rio infinito de func¸o˜es. Desse modo, e´ importante saber como essa
func¸a˜o, definida como um limite, se comportara´. Informac¸o˜es sobre a sequeˆncia de
func¸o˜es que a define podem fornecer alguns dados sobre a func¸a˜o f . As demons-
traco˜es dos teoremas 1.10 e 1.11 abaixo podem ser encontradas em [25].
Teorema 1.10. Uma sequeˆncia de func¸o˜es holomorfas em U que converge nas partes
compactas de U converge para uma func¸a˜o holomorfa.
Teorema 1.11. Se uma se´rie de func¸o˜es holomorfas em U ,
P
n 0 fn, converge
uniformemente nas partes compactas de U para f , enta˜o f tambe´m e´ holomorfa e,
ale´m disso, para todo k   1, temos:
X
n 1
f (k)n = f
(k).
Outro teorema de extrema importaˆncia, que sera´ bastante utilizado no Cap´ıtulo 4
e´ o famoso Teorema de Rouche´, que relaciona a quantidade de zeros de duas func¸o˜es
em um determinado conjunto com o comportamento delas na fronteira. Para uma
prova do resultado abaixo, o leitor pode remeter-se a [28, cap´ıtulo 6].
Teorema 1.12 (Rouche´). Sejam f e g duas func¸o˜es holomorfas, ambas definidas
no domı´nio D ✓ C. Seja V ⇢ D uma regia˜o fechada e limitada cuja fronteira @V e´
uma curva de Jordan suave por partes, com V \@V um domı´nio. Se
|f(z)  g(z)| < |f(z)| para todo z 2 @V ,
enta˜o f e g tem o mesmo nu´mero de zeros no interior de V , cada um deles contado
tantas vezes quanto for sua multiplicidade.
Enunciamos ainda o princ´ıpio de identidade para func¸o˜es inteiras (a demons-
trac¸a˜o pode ser encontrada em [11]), teorema que tambe´m tera´ fundamental im-
portaˆncia no u´ltimo cap´ıtulo dessa dissertac¸a˜o:
Teorema 1.13 (princ´ıpio de identidade para func¸o˜es inteiras). Sejam f e g func¸o˜es
inteiras.
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1. Se f e´ na˜o constante, enta˜o o conjunto dos zeros de f e´ um conjunto discreto;
2. Se S e´ um conjunto na˜o discreto em C e f(z) = g(z) em S, temos que f(z) =
g(z) em C.
Finalizamos esse cap´ıtulo com a importante observac¸a˜o de que uma func¸a˜o in-
teira tendo inversa deve ser linear, e portanto, alge´brica (esse resultado e´ uma con-





Neste cap´ıtulo, abordaremos a definic¸a˜o de conjunto excepcional de func¸o˜es
transcendentes, daremos alguns exemplos e apresentaremos dois teoremas que da˜o
condic¸o˜es suficientes para que um determinado conjunto seja o conjunto excepcional
de func¸o˜es transcendentes.
Definic¸a˜o 2.1. Seja f : C ! C uma func¸a˜o inteira e transcendente. Denotamos
por Sf o conjunto excepcional de f como sendo o conjunto {↵ 2 Q : f(↵) 2 Q}.
Damos aqui alguns exemplos para clarificar a definic¸a˜o.
Exemplo 2.2. Qualquer subconjunto finito {↵1, . . . ,↵n} de Q e´ um conjunto excep-
cional de uma func¸a˜o transcendente.
Basta considerar a func¸a˜o f1(z) = e(z ↵1)···(z ↵n) e notar que se z e´ alge´brico dife-
rente de ↵i, i = 1, . . . , n, enta˜o (z   ↵1) · · · (z   ↵n) tambe´m e´ um alge´brico diferente
de 0. Desse modo, bastar aplicar o Teorema de Hermite-Lindemann.
Exemplo 2.3. Se f2(z) = ez + ez+1 e f3(z) = ez⇡+1, enta˜o Sf2 = Sf3 = ?
Para a func¸a˜o f2(z), note primeiramente que, se z = 0, enta˜o f2(0) = 1+e /2 Q,
se z =  1, enta˜o f2( 1) = 1e +1 /2 Q. Assim sendo, suponha z 2 Q\{ 1, 0}. Como
z e z+1 sa˜o distintos e diferentes de 0, pelo teorema de Hermite-Lindemann, f2(z)
e´ transcendente. Logo, Sf2 = ?.
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Para f3(z) = ez⇡+1, observe que, se  , z 2 Q, enta˜o ez⇡+1 =   implica ei(z⇡+1) =
 i. Logo,  i = eiz⇡+i = ei( 1)z implica ei( 1)z  i = 1. Mas, pelo teorema de
Baker, ei( 1)z  i deve ser transcendente. Concluimos enta˜o que Sf3 = ?.
Exemplo 2.4. Alguns conjuntos infinitos bem conhecidos sa˜o conjuntos excepcio-
nais; por exemplo, se f4(z) = 2z e f5(z) = ei⇡z, enta˜o, Sf4 = Sf5 = Q.
De fato, o teorema de Gelfond-Schneider afirma que se ↵ 2 Q\{0, 1} e   2 Q\Q,
enta˜o ↵  e´ transcendente. Observe que, se p, q 2 Z, com q   1, enta˜o f4(pq ) = 2
p
q
e´ raiz de xq   2p. Logo 2 pq e´ alge´brico e f4(Q) ✓ Q. Por outro lado, se ↵ 2 Q\Q,
enta˜o pelo Teorema de Gelfond-Schneider f4(↵) = 2↵ e´ transcendente e Sf4 = Q.
Analogamente, Sf5 = Q, pois basta notar que ei⇡z = ( 1)z e aplicar o Teorema de
Gelfond-Schneider.
A definic¸a˜o de conjunto excepcional foi dada primeiramente por Weierstrass e
surge motivada pelo Teorema 1.1, afinal, a func¸a˜o exponencial f(z) = ez e´ uma
func¸a˜o inteira e transcendente que leva todos os nu´meros alge´bricos, com excessa˜o
do 0, em nu´meros transcendentes. Um questionamento natural e´ portanto:
Questa˜o 4. Func¸o˜es inteiras e transcendentes, em geral, levam nu´meros alge´bricos
em transcendentes?
Se a resposta fosse afirmativa, isso nos daria uma ferramenta muito u´til para
encontrar nu´meros transcendentes, e o conjunto excepcional de determinada func¸a˜o
seria justamente o conjunto das excesso˜es a essa suposta regra. No entanto, em
1886, Weierstrass deu um exemplo de uma func¸a˜o inteira e transcendente que levava
os racionais em racionais, e levantou ainda duas questo˜es:
Questa˜o 5. Existe uma func¸a˜o f inteira e transcendente tal que Sf = Q?
Questa˜o 6. Para quais conjuntos A ✓ C, existe uma func¸a˜o f inteira e transcen-
dente tal que Sf = A?
Em 1895, Sta¨ckel [29] demonstrou que se ⌃ e´ um conjunto enumera´vel e T ✓
C e´ um conjunto denso, enta˜o existe uma func¸a˜o inteira e transcendente tal que
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f(⌃) ✓ T . Alguns anos depois, Sta¨ckel [30] construiu ainda uma func¸a˜o inteira e
transcendente tal que f (s)(Q) ✓ Q para todo s   0.
O teorema abaixo e´ o resultado principal desse cap´ıtulo, foi provado por J. Huang,
D. Marques e M. Mereb [8] e generaliza os dois resultados de Sta¨ckel:
Teorema 2.5. Seja A ✓ C um conjunto enumera´vel e, para cada s   0 e ↵ 2 A,
fixe um conjunto denso E↵,s ✓ C. Enta˜o existe uma func¸a˜o inteira e transcendente
tal que f (s)(↵) 2 E↵,s para todo ↵ 2 A e s   0.
Ale´m disso, utilizando o Teorema 2.5, os autores conseguem dar uma resposta
surpreendente a` segunda questa˜o de Weierstrass: eles demonstram que dado qual-
quer subconjunto A ✓ Q, existe uma func¸a˜o f inteira e transcendente tal que o
conjunto excepcional de f e de todas as suas derivadas e´ o conjunto A.
Teorema 2.6. Se A ✓ Q, enta˜o existe uma func¸a˜o inteira e transcendente tal que
Sf (s) = A para todo s   0.
Marques em [17] provou ainda esses dois resultados para func¸o˜es hipertranscen-
dentes. Nosso objetivo, na pro´xima sec¸a˜o, e´ reconstruir em detalhes as demons-
trac¸o˜es do teoremas 2.5 e 2.6.
2.1 Lemas auxiliares
Para demonstrar os teoremas 2.5 e 2.6, precisaremos primeiro de alguns lemas.
Lema 2.7. Seja {Pn(z)}n 0 uma sequeˆncia de polinoˆmios complexos, onde deg(Pn) =
n. Ale´m disso, seja {Cn}n 0 uma sequeˆncia de constantes positivas tal que |Pn(z)| 
Cnmax{|z|, 1}n. Se uma sequeˆncia de nu´meros complexos {an}n 0 satisfaz |an| 
1/(Cnn!), enta˜o a se´rie
P1
n=0 anPn(z) converge absolutamente e uniformemente em
qualquer conjunto compacto. Em particular, essa se´rie define uma func¸a˜o inteira.








Cnmax{|z|, 1}n = exp(max{|z|, 1}), (2.1)
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Assim, pelo teste M de Weierstrass, a se´rie
P1
n=0 anPn(z) converge absoluta-
mente e uniformemente em qualquer conjunto compacto. Assim sendo, pelo Teorema
1.11, essa se´rie produz uma func¸a˜o inteira.
Enumerando o conjunto A do Teorema 2.5, podemos escrever A = {↵1,↵2, . . .} e,
para n   1, definamn e jn por n = 1+2+· · ·+mn+jn, ondemn   0 e 1  jn  mn+1.
Exemplo 2.8. lalala
• n = 11
11 = 1 + 2 + 3 + 4 + 1. Enta˜o, mn = 4 e jn = 1.
Depois, construa uma sequeˆncia de polinoˆmios colocando P0(z) = 1 e definindo
recursivamente:
Pn(z) = (z   ↵jn)Pn 1(z).
Listamos aqui, os primeiros polinoˆmios:
P0(z) = 1
P1(z) = (z   ↵1)
P2(z) = (z   ↵1)2
P3(z) = (z   ↵1)2(z   ↵2)
P4(z) = (z   ↵1)3(z   ↵2)
P5(z) = (z   ↵1)3(z   ↵2)2
P6(z) = (z   ↵1)3(z   ↵2)2(z   ↵3)
P7(z) = (z   ↵1)4(z   ↵2)2(z   ↵3)
P8(z) = (z   ↵1)4(z   ↵2)3(z   ↵3).
(2.2)
Para facilitar a visualizac¸a˜o dessa construc¸a˜o, observe a seguinte figura:
Seja agora in = mn + 1   jn. Para quaisquer i   0 e j   1 dados, existe um
u´nico n tal que in = i e jn = j, sendo tal n =
1
2(i+ j)(i+ j   1) + j. De fato, basta
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Figura 2.1: Construc¸a˜o dos Polinoˆmios
notar que n = 1+ 2+ · · ·+ (i+ j   1) + j. Pela definic¸a˜o de mn, jn e in, segue que
mn = i + j   1, jn = j e in = mn + 1   jn = i. Para verificar que tal n e´ u´nico,
basta observar que se existir um certo n0 tal que in0 = i e jn0 = j, enta˜o teremos
que mn0 = i+ j   1 e n0 = 1 + · · ·+mn0 + j = n, isto e´, n e´ u´nico.
Listamos abaixo os primeiros valores de mn, jn e in:
n mn jn in
1 0 1 0
2 1 1 1
3 1 2 0
4 2 1 2
5 2 2 1
6 2 3 0
7 3 1 3
8 3 2 2
Tabela 2.1: Alguns valores de mn, jn e in
Lema 2.9. Para n   1, temos que P (in)n 1(↵jn) 6= 0 e P (in)l (↵jn) = 0 quando l   n.
Demonstrac¸a˜o. lala
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Parte I.Mostraremos que P (in)n 1(↵jn) 6= 0. De fato, da definic¸a˜o de Pn(z), observe
que:
Pl(z) = (z   ↵j1)(z   ↵j2) · · · (z   ↵jl 1)(z   ↵jl)
= (z   ↵1)| {z }
1
(z   ↵1)(z   ↵2)| {z }
2
(z   ↵1)(z   ↵2)(z   ↵3)| {z }
3
· · · (z   ↵1) · · · (z   ↵jl)
= (z   ↵1)ml(z   ↵2)ml 1 · · · (z   ↵ml)(z   ↵1) · · · (z   ↵jl),
(2.3)
afinal, o u´ltimo bloco na sequeˆncia antes de (z   ↵1) · · · (z   ↵jl) e´ o bloco (z  
↵1) · · · (z   ↵ml).
Claramente, temos que jn = 1 ou jn = jn 1+1. Se jn = 1, enta˜o ↵jn = ↵1. Logo
↵jn = ↵1 e´ raiz de
Pn 1(z) = (z   ↵1)mn 1 · · · (z   ↵mn 1)(z   ↵1) · · · (z   ↵jn 1), (2.4)
com multiplicidade mn 1 + 1.
Como estamos supondo que jn = 1, segue que mn = mn 1 + 1, de onde obtemos
que in = mn + 1  jn = mn 1 + 1.
Por outro lado, no caso em que jn = jn 1 + 1, temos que:
1. jn = jk, para algum k < n  1;
2. jn > jk para todo k  n  1.
No primeiro caso, temos que ↵jn = ↵jk . Assim, ↵jn e´ raiz de
Pn 1(z) = (z   ↵1)mn 1 · · · (z   ajk)mn 1 jk+1 · · · (z   ↵mn 1)(z   ↵1) · · · (z   ↵jn 1),
com multiplicidade mn 1   jk + 1 = mn   jn + 1 = in, pois nesse caso mn = mn 1.
Por outro lado, se jn e´ como no caso 2, enta˜o jn = mn + 1. Da´ı, ↵jn teria poss´ıvel
multiplicidade in = mn + 1  jn = 0 , logo na˜o e´ raiz de Pn 1(z).
Portanto, em todo caso, temos que ↵jn e´ um zero de Pn 1(z) com multiplicidade
in. Assim, P
(in)
n 1(↵jn) 6= 0, e a primeira parte do lema esta´ provada.
Parte II: Vamos supor l   n, enta˜o mostraremos que ↵jn e´ um zero de Pl(z)
com multiplicidade pelo menos in + 1. Logo, P
(in)
l (↵jn) = 0.
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De fato, observe que, se l   n, enta˜o ml   mn. Estudemos inicialmente o caso
em que l = n. Claramente, temos que Pl(z) = Pn(z), com
Pn(z) = (z   ↵1)mn · · · (z   ↵mn)(z   ↵1) · · · (z   ↵jn).
Sendo assim, se jn > mn, segue que jn = mn + 1, o que implica que in = 0 e ↵jn
tem multiplicidade 1. Logo P (in)n (↵jn) = P
(0)
n (↵jn) = Pn(↵jn) = 0.
No caso em que l > n, como a sequeˆncia dos mn e´ na˜o decrescente, temos que
mn  ml e jn  ml, pois sempre vale que jn < mn+1.
Segue enta˜o que
Pl(z) = (z   ↵1)ml · · · (z   ↵jn)ml jn+1 · · · (z   ↵ml)(z   ↵1) · · · (z   ↵jl)
Logo, se mn = ml, enta˜o jn < jl e ↵jn e´ raiz de Pl(z) com multiplicidade
ml   jn + 2 = mn   jn + 2 = in + 1.
Se, por outro lado, mn < ml, enta˜o jn pode ser maior que jl. Nesse caso, ↵jn
teria multiplicidade ml jn+1 > mn jn+1 = in. Se jn  jl, enta˜o a multiplicidade
de ↵jn e´ ml   jn + 2 > in. Assim, em todo caso, ↵jn tem multiplicidade pelo menos
igual a in + 1. Logo, P
(in)





k=0 bkPk(z) para todo z 2 C, enta˜o ak = bk para
cada k   0.
Demonstrac¸a˜o. E´ suficiente mostrar que se g(z) :=
P1
k=0 akPk(z) = 0 para todo
z 2 C, enta˜o {ak}k 0 e´ a sequeˆncia nula.






k (↵jn+1) = a0P
(in+1)








n (↵jn+1) + an+1P
(in+1)
n+1 (↵jn+1) + . . .














k (↵jn+1) = 0 e, tambe´m pelo lema anterior, P
(in+1)
n (↵jn+1) 6=
0, assim segue que an = 0.
Por induc¸a˜o, conclu´ımos que {ak}k 0 e´ identicamente nula.
2.2 Generalizac¸a˜o do Teorema de Sta¨ckel
Relembramos inicialmente o enunciado do Teorema 2.5:
Teorema 2.5. Seja A ✓ C um conjunto enumera´vel e, para cada s   0 e ↵ 2 A,
fixe um conjunto denso E↵,s ✓ C. Enta˜o existe uma func¸a˜o inteira e transcendente
f tal que f (s)(↵) 2 E↵,s para todo ↵ 2 A e s   0.
Demonstrac¸a˜o. Vamos construir a func¸a˜o inteira e transcendente desejada fixando
os coeficientes na se´rie
P1
k=0 akPk(z) recursivamente, onde a sequeˆncia {Pk}k 0 ja´
foi definida.
Primeiramente, pelo Lema 2.7, a condic¸a˜o |ak|  1Ckk! vai assegurar que f(z) :=P1
k=0 akPk(z) define uma func¸a˜o inteira.
Agora, vamos fixar os coeficientes de maneira indutiva. Para n   1, denote por




k (↵jn). Vamos escolher os valores
de cada ak para que  n 2 En = E↵jn ,in para todo n   1.
Pelo Lema 2.9, sabemos que P (in)l (↵jn) = 0 quando l   n, enta˜o,  n e´, na




k (↵jn). Note que,  1 = a0P0(↵1) = a0 e E1 e´
denso. Podemos enta˜o fixar um valor de a0 tal que 0 < |a0|  1C0 e  1 2 E1.
Agora, suponha que os valores de {a0, a1, . . . , an 1} esta˜o fixados de modo que
0 < |ak|  1Ckk! e  k 2 Ek para 0  k  n.
Pelo Lema 2.9, sabemos que P (in+1)n (↵jn+1) 6= 0, enta˜o podemos escolher um valor






k (↵jn+1) + anP
(in+1)
n (↵jn+1) 2 En.
Enta˜o agora, por induc¸a˜o, todos os ak esta˜o escolhidos tais que para todo k   0
e n   1, temos que 0 < |ak|  1Ckk! e  n 2 En. Deste modo, pelo Lema 2.7, a
func¸a˜o f(z) =
P1






k (↵j) =  n 2 En = E↵j ,i, onde n e´ o u´nico inteiro tal que
i = in e j = jn.
Levando em considerac¸a˜o que todo polinoˆmio pode ser escrito como uma com-
binac¸a˜o linear finita dos {Pk}k 1 e que todos os {ak} sa˜o diferentes de 0, segue,
pelo Lema 2.10, que f(z) na˜o e´ um polinoˆmio. De fato, se f(z) e´ um polinoˆmio de




















l=0 aT+1+lPT+1+l(z) = 0 para todo z, pois o grau de PT+1+l > T para
todo l   0 e, pelo Lema 2.10, isso implica que aT+1+l = 0 para todo l   0, mas, por
hipo´tese, aT+1+l 6= 0 para todo l   0. Logo, f(z) na˜o e´ um polinoˆmio.
Agora, sabendo que uma func¸a˜o inteira e´ alge´brica se, e somente se, e´ um po-
linoˆmio, temos que f(z) e´ a desejada func¸a˜o inteira e transcendente e a prova esta´
completa.
Terminamos essa sec¸a˜o com as seguintes observac¸o˜es:
• Em [23], Marques e Ramirez mostraram que todo conjunto S ✓ Q tal que S e´
fechado para conjugac¸a˜o complexa e 0 2 S e´ o conjunto excepcional de alguma
func¸a˜o f inteira e transcendente com coeficientes racionais.
• Marques e Moreira, em [22], demonstram que todo conjunto S ✓ Q \ B(0, 1)
tal que S e´ fechado para conjugac¸a˜o complexa e 0 2 S e´ o conjunto excepcional
de alguma func¸a˜o f anal´ıtica em B(0, 1) com coeficientes inteiros.
2.3 Subconjuntos de Q que sa˜o conjuntos excep-
cionais
Teorema 2.6. Se A ✓ Q, enta˜o existe uma func¸a˜o inteira e transcendente f tal
que Sf (s) = A para todo s   0.
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Demonstrac¸a˜o. Primeiramente, suponha que A e Q\A sa˜o ambos infinitos. Enta˜o,
podemos enumerar Q = {↵1,↵2, . . .} de forma que A = {↵1,↵3, . . . ,↵2n+1, . . .}.
Seja E↵2n+2,s = C\Q e E↵2n+1,s = Q para todo n, s   0. Agora, pelo Teorema
2.5, existe uma func¸a˜o inteira e transcendente f com f (s)(↵2n+1) 2 Q e f (s)(↵2n+2) 2
C\Q para cada n, s   0. Assim, fica claro que Sf (s) = A.
Para o caso em que A e´ finito, suponha A = {↵1,↵2, . . . ,↵m}. Tome E↵1,s =
E↵2,s = · · · = E↵m,s = Q para todo s   0 e defina E↵k,s = C\Q para todo k > m,
s   0. Assim, Sf (s) = A
Se, por outro lado, Q\A = {↵1, · · · ,↵m} e´ finito, tome E↵1,s = . . . = E↵m,s =
C\Q para todo s   0 e tome E↵k,s = Q para todo k > m e s   0, obtendo novamente





Existem propriedades muito interessantes relacionando func¸o˜es e nu´meros de
Liouville. Sabe-se, por exemplo, que todo nu´mero real pode ser escrito como a soma
e o produto (se o nu´mero real e´ diferente de 0) de dois nu´meros de Liouville [5].
Ale´m disso, em seu livro, Maillet [16, Ch. III] demonstra algumas propriedades
aritme´ticas interessantes dos nu´meros de Liouville, tais como o fato de que se f e´
uma func¸a˜o racional com coeficientes racionais e ⇠ e´ um nu´mero de Liouville, enta˜o
f(⇠) e´ tambe´m um nu´mero de Liouville.
Em 1886, Mahler [14] propoˆs algumas questo˜es, e dentre elas, estava a seguinte:
Questa˜o 7. Existem func¸o˜es inteiras e transcendentes f(z) tal que se ⇠ e´ um nu´mero
de Liouville, enta˜o f(⇠) tambe´m o e´?
Mahler ressaltou que a dificuldade dessa questa˜o estava no fato de que o conjunto
dos nu´meros de Liouville e´ na˜o enumera´vel.
Neste cap´ıtulo, investigaremos um problema relacionado a` questa˜o enunciada por
Mahler. Mas, para isso, necessitaremos estabelecer algumas notac¸o˜es e definic¸o˜es.
Primeiramente, se A ✓ B, denotemos por ⌃A(B) o conjunto de todas as func¸o˜es
transcendentes e anal´ıticas f : B ! B tal que f(A) ✓ A. Observe que a pergunta
de Mahler pode ser reformulada para:
P
L(C) 6= ;?
Ale´m disso, definimos indutivamente exp[n](x) = exp(exp[n 1](x)) e exp[0](x) = x.
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Definic¸a˜o 3.1. Um nu´mero real ⇠ e´ chamado de nu´mero ultra-Liouville se, para




     < 1exp[k](q) .
O conjunto dos nu´meros ultra-Liouville sera´ denotado por Lultra.
Com essa definic¸a˜o e notac¸o˜es em mente, mostraremos as provas do seguinte
teorema, demonstrado originalmente por Marques e Moreira em [20]:
Teorema 3.2. O conjunto ⌃Lultra(C) e´ na˜o enumera´vel.
Para provar esse resultado, os autores demonstraram um resultado mais forte,
sobre o comportamento de algumas func¸o˜es em
P
Q(C). Para um nu´mero racional
z, denotamos o denominador de z por den(z). Provaremos o seguinte resultado.
Teorema 3.3. Existe uma quantidade na˜o enumera´vel de func¸o˜es f 2 ⌃Q(C) com
1
2 < f




para todo p/q 2 Q com q > 1. Em particular, den(f(p/q)) < eeq   1, se q   7.
Inicialmente, mostraremos que o Teorema 3.3 implica o Teorema 3.2 e, em se-
guida, daremos a prova do Teorema 3.3.
3.1 Uma resposta parcial a` pergunta de Mahler
Prova que o Teorema 3.3 implica o Teorema 3.2
Dado um nu´mero ultra-Liouville ⇠ e um inteiro positivo k, existe uma infinidade
de nu´meros racionais p/q com q   7 tais que
0 <
    ⇠   pq
     < 1exp[k+2](q) . (3.2)
Se f e´ uma func¸a˜o como no Teorema 3.3, enta˜o pelo Teorema do Valor Me´dio,
obtemos que     f(⇠)  f ✓pq
◆      32
    ⇠   pq
     < 32 exp[k+2](q) . (3.3)
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Sabemos que f(p/q) = a/b, com b < ee
q 1. Enta˜o, vamos mostrar qu 32 exp[k](b) <
exp[k+2](q).
De fato, para k = 1, temos que b+1 < ee
q
, o que implica que e · eb < eeeq . Como
e > 3/2, o resultado segue. Procederemos agora por induc¸a˜o.
Suponha que 32 exp










de onde obtemos que
eexp
[k 1](b)/2 · exp[k](b) < exp[k+2](q).
Como, eexp
[k 1](b)/2 > 1/2 e e1/2 > 3/2, o resultado segue.
Logo,    f(⇠)  a
b
    =     f(⇠)  f ✓pq
◆     < 1exp[k](b) . (3.4)
Isso implica que f(⇠) e´ um nu´mero ultra-Liouville, como desejado.
Prova do Teorema 3.3
Comec¸amos essa seca˜o relembrando o enunciado do Teorema 3.3:
Teorema 3.3. Existe uma quantidade na˜o enumera´vel de func¸o˜es f 2 ⌃Q(C) com
1
2 < f




para todo p/q 2 Q com q > 1.
Para dar in´ıcio a` demonstrac¸a˜o sera˜o necessa´rios 3 fatos:
1. Para todos y, b 2 [ 1, 1], distintos, temos que | sen(y   b)| > |y   b|/3.
Prova: De fato, a func¸a˜o sen(x)/x e´ decrescente para x 2 (0, ⇡], e
sen(2)/2 > 1/3.
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2. Para x, y 2 Q \ [0, 12 ], com den(x), den(y)  n, temos que
| cos(2⇡x)  cos(2⇡y)|   4
n3
.
Prova: De fato, primeiramente, assumimos 0  x < y  14 , enta˜o temos dois
casos:
~ Se x = 0, enta˜o cos(2⇡x)   cos(2⇡y) = 1   cos(2⇡y) = 2 sen2(⇡y). Como
o seno e´ uma func¸a˜o coˆncava no intervalo (0, ⇡/4] e a reta que passa por 0 e
sen(⇡/4) e´ dada por s = 2
p
2y, segue que sen(⇡y)   2p2y   2p2/n. Logo
sen2(⇡y)   8/n2   16/n3, pois den(y)   2;
~ Se 0 < x < y, enta˜o x   1/n e, pelo Teorema do Valor Me´dio, existe
c 2 [x, y] tal que | cos(2⇡x)   cos(2⇡y)| = |   2⇡ sen(2⇡c)| · |2⇡x   2⇡y|.
Agora, como a func¸a˜o sen(2⇡z) e´ crescente e positiva em (0, 1/4], segue que
| cos(2⇡x)  cos(2⇡y)|   2⇡ sen(2⇡x)(2⇡y   2⇡x) = 4⇡2 sen(2⇡x)(y   x). Ob-
serve que a reta s(t) = (2/⇡)t esta´ abaixo da func¸a˜o seno em (0, ⇡/2], afinal
s(0) = 0 = sen(0) e s(⇡/2) = 1 = sen(⇡/2) e a func¸a˜o seno e´ coˆncava em
(0, ⇡/2). Assim, para x 2 (0, 1/4), temos que:
sen(2⇡(x))   2x
⇡
⇡ sen(2⇡(x))   2x
4⇡2 sen(2⇡(x))   8⇡x
Desse modo,
4⇡2 sen(2⇡x)(y   x)   8⇡x(y   x).
Observe agora que como x > 1/n e y   x   1/n2, segue que
8⇡x(y   x)   8⇡(y   x)/n   8⇡/n3 > 16/n3 > 4/n3.
~ Se 14 < x, y < 12 , substitua x, y por 12   x e 12   y, e fac¸a um argumento
ana´logo.
3. Para todo ✏ 2 (0, 2], qualquer intervalo de comprimento maior que ✏ conte´m
pelo menos dois nu´meros racionais com denominador menor ou igual d2/✏e,
onde dxe = o menor inteiro maior que x.
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Prova: De fato, se n = d2/✏e, enta˜o (a, b) e´ um intervalo tal que b   a > ✏  
2/n, enta˜o para k = bnac+ 1, temos que na < k < na+ 1, logo
na < k < k + 1  na+ 2 < na+ n(b  a) = nb,
o que implica que a < k/n < (k + 1)/n < b.
Agora, em posse desses treˆs fatos, podemos dar in´ıcio a` demonstrac¸a˜o do teorema.
Demonstrac¸a˜o do Teorema 3.3: Considere agora, a seguinte enumerac¸a˜o de
Q \ [0, 12 ]:






















, . . .
 
,
onde consideramos apenas frac¸o˜es irredut´ıveis ordenadas da seguinte maneira: x1 =
0/1; para cada k   1, se xk = p/q com 2p < q   2, enta˜o xk+1 = r/q, onde r
e´ menor natural que satisfaz p < r  q/2, com mdc(r, q)= 1. E se, 2p   q   2,
enta˜o xk+1 = 1/(q + 1). O conjunto A = Q \ [0, 1/2] tem a propriedade de que
cos(2⇡x) 6= cos(2⇡y) para todo x 6= y 2 A (afinal, a func¸a˜o cosseno e´ injetiva em
[0, ⇡]), e para cada z 2 Q existe exatamente um x 2 A tal que cos(2⇡x) = cos(2⇡z).
Note que den(xn)   pn, para todo n   1: de fato, o nu´mero de inteiros positivos
tais que o denominador de xn e´ igual a k e´, no ma´ximo, k para todo k   1. Enta˜o,
o maior inteiro positivo tal que o denominador de xn e´ no ma´ximo k e´ no ma´ximo








k. Logo, den(xk)  
p
k.
Defina Bn = {y1, y2, . . . , yn} com yk := cos(2⇡xk) e defina f por
f(x) = x+ g(cos(2⇡x)), (3.6)
onde g(y) =
P1
n=1 cngn(y) e gn(y) =
Q
b2Bn sen(y   b).
Note que f(x + 1) = f(x) + 1, enta˜o e´ suficiente considerar Q \ [0, 1) para
caracterizar f em Q. Note tambe´m que, para provar que f(x) 2 Q sempre que
x 2 Q, basta mostrar que f(x) 2 Q para x 2 A. De fato, dado z 2 Q, tome
x 2 A com cos(2⇡x) = cos(2⇡z). Enta˜o, temos que f(z)   z = g(cos(2⇡z)) =
g(cos(2⇡x)) = f(x)   x e, logo, se f(x) 2 Q, enta˜o f(z) = f(x)   z + x 2 Q; em
particular, se z 2 Z, enta˜o f(z) = z, pois f(0) = 0.
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Agora, devemos escolher as constantes cn indutivamente para que f satisfac¸a as
condic¸o˜es do Teorema 3.3. Os primeiros requisitos sa˜o que cn = 0 para 1  n  5 e,
para n   6, 0 < |cn| < 1/nn para todo inteiro positivo n. Por outro lado, para todo




e|y b|  en(R+1), (3.7)
onde usamos o fato de que b 2 [ 1, 1] e que | sen(x)|  (|eix| + |e ix|)/2  e|x|.
Assim, como |cn| < 1/nn, obtemos que |cngn(y)|  (eR+1/n)n, de onde temos que
g (e enta˜o f) e´ uma func¸a˜o inteira, pois a se´rie g(y) =
P1
n=1 cngn(y), que define
g, converge uniformemente em qualquer uma dessas bolas. Ale´m disso, se x 2 R,
temos que |g0n(x)|  n (de fato, basta notar que gn e´ um produto de n senos, logo
sua derivada sera´ uma soma de n termos, onde cada termo sera´ um produto de senos
e cossenos, i.e., cada termo assume no ma´ximo o valor 1 e assim, a soma assume no









Suponha que c1, c2, . . . , cn 1 tenham sido escolhidos de forma que f(x1), . . . , f(xn)
tenham a propriedade desejada. Observe que






sen(yk   yi), (3.8)
ou seja,
f(xk) = xk + c1 sen(yk   y1) + c2 sen(yk   y1) sen(yk   y2) + · · ·
+ ck 1 sen(yk   y1) sen(yk   y2) sen(yk   y3) · · · sen(yk   yk 1)
+ ck sen(yk   y1) sen(yk   y2) · · · sen(yk   yk 1) sen(yk   yk) + · · ·
= xk + c1 sen(yk   y1) + · · ·+ ck 1 sen(yk   y1) · · · sen(yk   yk 1).
Logo, a escolha de c1, . . . , cn 1 determina os valores de f(x1), . . . , f(xn) inde-
pendentemente dos valores de ck, para k   n. Em particular, como ck = 0 para
1  k  5, temos que f(xn) = xn para 1  n  6. Agora, vamos escolher cn para
que f(xn+1) satisfac¸as os requesitos.
Sejam t  n inteiros positivos com n   5. Enta˜o den(xn+1), den(xt)  n (de fato,
den(x6) = 5 e den(xn+1)  den(xn)  1, para todo n   1). Como cos(2⇡xn+1) 6=
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cos(2⇡xt), pelo Fato 2, temos que |yn+1   yt|   4/n3. Assim sendo, pelo Fato 1,
segue que









resultando que |gn(yn+1)| > n 3n. Logo, cngn(yn+1) percorre um intervalo de com-
primento maior que 2/n4n. Assim, pelo Fato 3, podemos escolher cn, de pelo me-
nos duas maneiras, tal que g(yn+1) seja um nu´mero racional com denominador no
ma´ximo n4n.
Dado z 2 Q, seja q = den(z). Se q = 1, enta˜o z 2 Z, logo f(z) = z, e
assim 1  q8q2 . De outra forma, q > 1 e existe um um inteiro positivo k com
cos(2⇡xk) = cos(2⇡z), enta˜o xk e z tem o mesmo denominador; de fato, nesse caso,
temos que xk   z 2 Z ou xk + z 2 Z. Desse modo,
den(f(z)  z) = den(g(cos(2⇡z))) = den(g(cos(2⇡xk))) = den(g(yk)). (3.10)
Agora, temos que
den(g(yk))  (k   1)4(k 1) < k4(k 1). (3.11)
Desse modo, como q = den(z) = den(xk)  
p
k, obtemos que
den(f(z)  z) < k4(k 1)  (q2)4(q2 1) = q8(q2 1). (3.12)
Logo,
den(f(z))  den(z)den(f(z)  z) = q · den(f(z)  z)  q · q8(q2 1)  q8q2 , (3.13)
como quer´ıamos.
A prova de que podemos escolher f transcendente segue do fato de que te-
mos, pelo menos, duas escolhas para cada ck, k > 5. Ou seja, a quantidade de
func¸o˜es f que podemos obter e´ a mesma quantidade de elementos em {0, 1}1 =
{(a1, a2, . . .); ak 2 {0, 1} 8 k 2 N}, que e´ um conjunto na˜o enumera´vel, e as func¸o˜es
inteiras alge´bricas que levam Q em Q sa˜o polinoˆmios pertencendo a Q[z], que e´ um
conjunto enumera´vel.
De fato, podemos provar que todas as func¸o˜es constru´ıdas sa˜o transcendentes,
com excessa˜o de quando cn = 0, para todo n 2 N: se alguma func¸a˜o f na˜o fosse
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transcendente, enta˜o f seria um polinoˆmio, pois e´ inteira. No entanto, a propriedade
de que f(x + 1) = f(x) + 1 implicaria que f(x) = x + c, para algum c > 0. Logo,
g(cos(2⇡x)) e´ constante, mas isso nos leva a uma contradic¸a˜o ja´ que g(y1) = 0 e
g(yk+1) = ck
Q
b2Bk sen(yk+1   b) 6= 0, onde k e´ o menor natural tal que ck 6= 0.
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Cap´ıtulo 4
O Problema B de Mahler
Em seu livro [15], Mahler provou que existe uma func¸a˜o f =  z +P1h=2 ahzh,
definida por uma se´rie, com coeficientes ah racionais, que converge em uma vizi-
nhanc¸a da origem e tem a propriedade de que a func¸a˜o f(z), sua func¸a˜o inversa, e
todas as suas derivadas levam alge´bricos em alge´bricos nessa vizinhanc¸a.
Logo apo´s enunciar esse teorema, Mahler sugere a seguinte questa˜o, conhecida
na literatura como Problema B de Mahler.




coeficientes racionais tais que f(Q) ✓ Q e f 1(Q) ✓ Q?
Esse cap´ıtulo sera´ dividido em duas sec¸o˜es. Na primeira sec¸a˜o, daremos uma
resposta positiva ao Problema B se f for uma func¸a˜o anal´ıtica real, substituindo no
entanto Q por qualquer conjunto enumera´vel e denso em R. Ale´m disso, obteremos
func¸o˜es hipertranscendentes ao inve´s de transcendentes.
Na segunda sec¸a˜o, responderemos tambe´m positivamente ao Problema B de Mah-
ler, mas agora, no caso complexo.
4.1 O caso real
Nesta sec¸a˜o, motivados pelo questionamento de Mahler, daremos a demonstrac¸a˜o
do seguinte resultado:
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Teorema 4.1. Seja A um subconjunto denso e enumera´vel de R. Enta˜o existe uma
quantidade na˜o enumera´vel de func¸o˜es anal´ıticas, bijetivas e hipertranscendentes
f : R! R com coeficientes racionais na sua se´rie de MacLaurin e tal que f(A) = A.
Esse resultado foi provado por Marques em [19] e, como vemos, e´ a reposta a`
pergunta de Mahler considerando-se a func¸a˜o f como uma func¸a˜o de varia´vel real.
Para demonstrar o Teorema 4.1, comec¸amos inicialmente enumerando o conjunto
A = {↵1,↵2,↵3 . . .}. Como a base de transcendeˆncia da extensa˜o R|Q e´ na˜o
enumera´vel, podemos escolher nu´meros reais T, ⇠,  0,  1, . . . tais que o conjunto
{T, ⇠,  0,  1, . . .} seja algebricamente independente sobre Q(A), com T > 4⇡. Ale´m
disso, necessitaremos do seguinte lema:
Lema 4.2. Sejam {cn}n 1 uma sequeˆncia de nu´meros reais tal que 0 < |cn| < 1/nn,
{Bn}n 1 uma sequeˆncia de conjuntos de R tais que Bn ⇢ [ 1, 1] e #Bn = n. Defina





n=1 cngn(z) e´ uma func¸a˜o inteira. Ale´m disso, se escolhermos uma
constante positiva T > 4⇡, enta˜o:



















, N 2 N
(4.1)
tambe´m sa˜o func¸o˜es inteiras e as restric¸o˜es de f e fN aos reais sa˜o bijec¸o˜es cres-
centes de R em R. Obtemos ainda que f(z + T ) = f(z) + T e, para todo N 2 N e
z 2 C, vale que fN(z + T ) = fN(z) + T ;
Demonstrac¸a˜o do Lema 4.2
Provaremos inicialmente que g, e portanto f , e´ uma func¸a˜o inteira (note que isso
implica que f e´ anal´ıtica em R). Para isso, defina h(z) = g(cos(2⇡zT )).







e|z b|  en(R+1), (4.2)





Como |cn|  1/nn, temos que |cngn(z)|  ((eR+1)/n)n. Logo, pelo teste M de
Weierstrass, g e´ uma func¸a˜o inteira. Portanto h tambe´m e´ uma func¸a˜o inteira.
Considere agora a restric¸a˜o de f a R. Enta˜o:


















Observe agora que |g0n(z)|  n para todo z 2 C.
Usando esse fato em (4.3), e lembrando que T > 4⇡, obtemos que






n   1  1
2
· 1, 63 > 0. (4.4)







segue que f e´ tambe´m uma bijec¸a˜o de R em R.
Com a mesma ide´ia, mostra-se que fN e´ uma bijec¸a˜o crescente de R em R. E,
claramente, f(z + T ) = f(z) + T e fN(z + T ) = fN(z) + T para todo N 2 N e
z 2 C, afinal cos(2⇡(z+T )T ) = cos(2⇡zT + 2⇡) = cos(2⇡zT ). Isso conclui a demonstrac¸a˜o
do lema.
Demonstrac¸a˜o do Teorema 4.1
Teorema 4.1 Seja A um subconjunto denso e enumera´vel de R. Enta˜o existe uma
quantidade na˜o enumera´vel de func¸o˜es anal´ıticas, bijetivas e hipertranscendentes
f : R! R com coeficientes racionais na sua se´rie de MacLaurin e tal que f(A) = A.
Demonstrac¸a˜o. Inicialmente, vamos comec¸ar a construc¸a˜o recursiva dos cn e Bn para
que a func¸a˜o f definida no lema anterior tenha as propriedades desejadas. Para isso,
defina a func¸a˜o f0(z) = z.
Para cada n   1, definiremos um conjunto Bn e uma func¸a˜o associada
fn(z) = fn 1(z) + cngn(cos(2⇡z/T )), onde as func¸o˜es gn ja´ foram definidas no lema
anterior.
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Sem perda de generalidade, podemos supor que ↵1 = 0 (pode-se lidar com o caso
em que 0 /2 A da mesma maneira). Defina B1 = {1}.
E´ fa´cil ver que f0(0) = f
 1
0 (0) = 0 2 A. Ale´m disso, tambe´m e´ verdade que
f1(0) = 0 = f
 1
1 (0). De fato, f1(0) = f0(0) + c1g1(cos(0)) = 0 e a func¸a˜o f1 e´
injetiva.
Note que f1(⇠) = ⇠ + c1g1(cos(2⇡⇠/T )) e afirmamos que g1(cos(2⇡⇠/T )) 6=
0. Caso contra´rio, ter´ıamos que sen(cos(2⇡⇠/T )   1) = 0, o que implicaria que
cos(2⇡⇠/T )  1 = k⇡ para algum k 2 Z. Da´ı, |k|⇡  2, de onde obtemos k = 0. No
entanto, se k = 0, ter´ıamos que cos(2⇡⇠/T ) = 1, mas isso implicaria que ⇠ = mT
para algum m 2 Z, o que contradiz nossa escolha de ⇠ e T (pois sa˜o algebricamente
independentes sobre Q(A)).
Como  0Q⇤ e´ denso, existe uma quantidade enumera´vel de escolhas de c1 2
( 1, 1)\{0} tais que f1(⇠) 2  0Q⇤.
Defina agora B2 = B1 [ {cos(2⇡⇠/T )}.
Temos que f2(0) = 0 = f
 1
2 (0), afinal f2 e´ injetiva. Afirmamos agora que
g2(sen(2⇡↵2/T )) 6= 0. De fato, se g2(sen(2⇡↵2/T )) = 0, ter´ıamos que
sen(cos(2⇡↵2/T )  1) sen(cos(2⇡↵2/T )  cos(2⇡⇠/T )) = 0,
o que implica que
1. cos(2⇡↵2/T )  1 = k⇡, para algum k 2 Z. Mas a u´nica possibilidade e´ k = 0,
logo, ter´ıamos que cos(2⇡↵2/T ) = 1, o que implica que 2⇡↵2/T = 2m⇡ para
algum m 2 Z e , logo ↵2 = mT , com m 6= 0, pois 0 = ↵1; ou
2. cos(2⇡↵2/T )  cos(2⇡⇠/T ) = k⇡, para algum k 2 Z. Mas novamente, a u´nica
possibilidade e´ k = 0. Enta˜o, ter´ıamos que cos(2⇡↵2/T ) = cos(2⇡⇠/T ), mas
isso implica que 2⇡⇠/T = ±2⇡↵2/T+2m⇡ para algumm 2 Z. Assim, ter´ıamos
⇠ = ±↵2 +mT .
Assim, ter´ıamos ↵2 =   + mT , com   2 {0,±⇠}. Entretanto, por causa das
escolhas de ⇠ e T , nenhum desses casos e´ poss´ıvel. Desse modo, podemos escolher
de uma quantidade enumera´vel de maneiras c2 2 ( 1/22, 1/22)\{0} tal que f2(↵2) 2
A\{↵2}.
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Definindo B3 = B2[{cos 2⇡↵2/T )} e usando que o conjunto A e´ denso, podemos
escolher c3 no intervalo ( 1/33, 1/33) tal que f 13 (↵2) 2 A. Ale´m disso, observe
que f3(0) = f
 1
3 (0) = 0, f3(⇠) = f1(⇠) 2  0Q⇤ e f3(↵2) 2 A, afinal f3(↵2) =
f2(↵2) + c3g3(cos(2⇡↵2/T )) = f2(↵2).
Afirmamos que cos(2⇡f 12 (↵2)/T ) /2 B3. Caso contra´rio, ter´ıamos que
g3(cos(2⇡f
 1
2 (↵2)/T )) = 0 e pelo mesmo argumento anterior, ter´ıamos f
 1
2 (↵2) =
  +mT , onde   2 {0,±↵2,±⇠} e m 2 Z. Enta˜o ↵2 = f2(  +mT ) = f2( ) +mT , o
que na˜o pode acontecer, ja´ que f2( ) 2 A [  0Q⇤.
Defina agora ✏ = min{| cos(2⇡f 12 (↵2)/T )   b| : b 2 B3} e seja I2 o intervalo
com centro em cos(2⇡f 12 (↵2)/T ) e raio ✏/2. Como A e´ denso, existe uma sequeˆncia
{kn}n de inteiros positivos tal que limn!1 ↵kn = f 12 (↵2) e cos(2⇡↵kn/T ) 2 I2 para
todo n 2 N. E como f2 e´ cont´ınua, temos que limn!1 f2(↵kn) = ↵2.
Ale´m disso, {  + kT/2 :   2 {0,↵2, ⇠}, k 2 Z} e´ um conjunto discreto. Logo,
podemos escolher (de uma quantidade enumera´vel de maneiras) l 2 (kn)n tal que ↵l
na˜o pertenc¸a ao conjunto anterior e satisfac¸a:
|f2(↵l)  ↵2| < ✏
3
33 · 63 (4.5)
Pela escolha de ↵l, temos que cos(2⇡↵l/T ) 6= b para todo b 2 B3 (pois caso
contra´rio, ter´ıamos que | cos(2⇡↵l/T ) cos(2⇡f 12 (↵2)/T )|   ✏). Assim, 0 < | cos(2⇡↵l/T ) 
b|  2. Agora, usamos que | sen(x)| > |x|/3 para todo x 2 [ 2, 2]\{0} para obter






onde usamos que cos(2⇡↵l/T ) 2 I2. Logo,




afinal lembramos que g3(cos(2⇡↵l/T )) =
Q
b2B3 sen(cos(2⇡↵l/T )  b).
Conclu´ımos enta˜o que escolhendo c3 := (↵2   f2(↵l))/g3(cos(2⇡↵l/T )), obtemos
que f3(↵l) = ↵2, de modo que f
 1
3 (↵2) 2 A. Afinal,
f3(↵l) = f2(↵l) +
(↵2   f2(↵l))
g3(cos(2⇡↵l/T ))
g3(cos(2⇡↵l/T )) = ↵2.
Ale´m disso, combinando as expresso˜es (4.5) e (4.7), obtemos que |c3| < 1/33.
Definamos agora:
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• B4 = B3 [ {cos(2⇡f 13 (↵2)/T )};
• B5 = B4 [ {1} (multiconjunto).
Observe que
g4(z) = sen(z) ·
Y
b2B4\{1}
sen(z   b), (4.8)
logo g04(0) 6= 0. Analisemos agora a segunda derivada da func¸a˜o
f4(z) = f3(z) + c4g4(cos(2⇡z/T ))
aplicada em z = 0, onde a constante c4 2 ( 1/44, 1/44) ainda sera´ escolhida. Temos
que a primeira derivada da func¸a˜o f4 e´ dada por:
f 04(z) = f
0




assim, e´ poss´ıvel observar que
f 004 (z) = f
00
3 (z)+c4(2⇡/T )
2{g004(cos(2⇡z/T )) sen2(2⇡z/T ) g04(cos(2⇡z/T )) cos(2⇡z/T )}
Desse modo,
f 004 (0) = ✓   (2⇡/T )2c4g04(1), (4.10)
onde ✓ 2 R, com g01(1) 6= 0. Logo, existem infinitas possibilidades para c4 de modo
que c4 esteja em ( 1/44, 1/44)\{0} tal que f 004 (0) 2 Q⇤.
Nosso pro´ximo passo, e´ definir m5 = min{j   3 : cos(2⇡↵j/T ) /2 B5}. Observe
que se cos(2⇡↵j/T ) 2 B5, enta˜o f5(↵j) = f4(↵j) 2 A.
Note que
f5(↵m5) = f4(↵m5) + c5g5(cos(2⇡↵m5/T )). (4.11)
Novamente, temos que g5(cos(2⇡↵m5/T )) 6= 0. Caso contra´rio, ter´ıamos que
cos(2⇡↵m5/T ) 2 B5, contradizendo a escolha de m5. Logo, temos uma quantidade
enumera´vel de escolhas de c5 2 ( 1/55, 1/55)\{0} tal que f5(↵m5) 2 A.
Defina agora B6 = B5 [ {cos(2⇡↵m5/T )}.
Seja m6 = min{j   3 : cos(2⇡f 15 (↵j)/T ) /2 B6} (se cos(2⇡f 15 (↵j)) 2 B6, enta˜o
f 16 (↵j) = f
 1
5 (↵j) 2 A). Agora escolheremos c6 de modo que c6 2 ( 1/66, 1/66)\{0}
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e f 16 (↵j) 2 A. Como nos casos anteriores, podemos assegurar a existeˆncia de in-
finitos al /2 {  + kT :   2 A6, k 2 Z}, onde A6 e´ definido pela relac¸a˜o B6 =
cos(±2⇡A6/T ) (i.e., A6 = {0,±⇠,±↵2,±f 13 (↵2),±↵m5}), tais que




onde ✏ = min{| cos(2⇡f 15 (↵m6)/T )   b| : b 2 B6} (afinal, f5(A) e´ um conjunto
denso). Agora, sabendo que










Portanto, se escolhermos c6 = (↵m f5(↵l))/g6(cos(2⇡↵l/T )), obtemos que f6(↵bm) 2
A (basta aplicar f6(z) em ↵l) e 0 < |c6| < 1/66 (basta usar as expresso˜es (4.12) e
(4.14)).
Defina agora os conjuntos
• B7 = B6 [ {cos(2⇡f 16 (↵m6)/T )};
• B8 = B7 [ {cos(2⇡⇠/T )} (multiconjunto).
Temos que




sen(z   b), (4.15)
logo g07(cos(2⇡⇠/T )) 6= 0.
Por outro lado, temos que
f7(z) = f6(z) + c7g7(cos(2⇡z/T ))
f 07(⇠) = f
0
6(⇠)  c7(2⇡/T ) sen(2⇡⇠/T )g07(cos(2⇡⇠/T )).
(4.16)
Logo, podemos escolher c7 2 ( 1/77, 1/77)\{0} (de uma quantidade enumera´vel
de maneiras) tal que
f 07(⇠) 2  1Q⇤.
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Suponha que n   9 e que c1, . . . cn 2 e B1, . . . , Bn 1 foram escolhidos satisfazendo
os requisitos necessa´rios. Agora, queremos definir Bn e escolher os cn 1. Observe
ainda que, por construc¸a˜o, os conjuntos Aj, definidos pela relac¸a˜o Bj = cos(2⇡(Aj [
{⇠})/T ) sa˜o tais que Aj [ fn 2(Aj) ✓ A.
Vamos dividir nosso pro´ximo passo em treˆs casos, cada um dependendo da classe
de n mo´dulo 3.
Caso 1: n ⌘ 0 (mod 3).
Nesse caso, considere mn 1 = min{j   (n/3) + 1 : cos(2⇡↵j/T ) /2 Bn 1} (se
cos(2⇡↵j/T ) 2 Bn 1, enta˜o fn 2(↵j) 2 A).
Defina Bn = Bn 1 [ {cos(2⇡↵mn 1/T )}.
Note que
fn 1(↵mn 1) = fn 2(↵mn 1) + cn 1gn 1(cos(2⇡↵mn 1/T )). (4.17)
Novamente, temos que gn 1(cos(2⇡↵mn 1/T )) 6= 0. Caso contra´rio, como antes,
ter´ıamos cos(2⇡↵mn 1/T ) = cos(2⇡ /T ) 2 Bn 1 contradizendo a escolha de mn 1.
Portanto, gn 1(cos(2⇡↵mn 1/T )) 6= 0 e temos uma quantidade enumera´vel de esco-
lhas de cn 1 2 ( 1/(n  1)n 1, 1/(n  1)n 1)\{0} tal que fn 1(↵mn 1) 2 A.
Caso 2: n ⌘ 1 (mod 3).
Nesse caso, considere mn 1 = min{j  (n + 2)/3 : cos(2⇡f 1n 2(↵j)/T ) /2 Bn 1}
(se cos(2⇡f 1n 2(↵j)/T ), enta˜o f
 1
n 2(↵j) 2 A). Agora, cn 1 sera´ escolhido de modo
que cn 1 2 ( 1/(n   1)n 1, 1/(n   1)n 1) e f 1n 1(↵mn 1) 2 A. A prova procede
seguindo o mesmo racioc´ınio de quando mostramos que f 13 (↵2) 2 A. Mas vamos
mostrar aqui os passos principais.
Primeiro, asseguramos a existeˆncia de uma quantidade enumera´vel de ↵l /2 { +
kT :   2 An 1, k 2 Z} com
|fn 2(↵l)  ↵mn 1 | <
✏n 1
(n  1)n 1 · 6n 1 , (4.18)
onde ✏ = min{| cos(2⇡f 1n 2(↵2)/T )  b| : b 2 Bn 1}.
Em seguida, utilizando que











Portanto, escolhendo cn 1 := (↵mn 1   fn 2(↵l))/gn 1(cos(2⇡↵l/T )), temos que
f 1n 1(↵mn 1) 2 A e 0 < |cn 1| < 1/(n   1)n 1. Agora, definimos Bn = Bn 1 [
{cos(2⇡f 1n 1(↵mn 1)/T )}.
Caso 3: n ⌘ 2 (mod 3). Vamos considerar aqui dois subcasos:
• Caso n ⌘ 2 (mod 6):
Nesse caso, Bn = Bn 1 [ {cos(2⇡⇠/T )} = { 1, . . . ,  n} (multiconjunto), onde
 j = cos(2⇡⇠/T ), quando j ⌘ 2 (mod 6). Logo, se ⌫ = (n  2)/6,
gn 1(y) = sen⌫(y   cos(2⇡⇠/T )) ·
nY
i=1
i 6⌘2 (mod 6)
sen(y    i) (4.21)
e
gn(y) = sen
⌫(y   cos(2⇡⇠/T )) ·
nY
i=1
i 6⌘2 (mod 6)
sen(y    i). (4.22)
Portanto, g(⌫)j (cos(2⇡⇠/T )) = 0, se j   n e g(⌫)n 1(cos(2⇡⇠/T )) 6= 0.
Por outro lado, observando que fn 1(z) = fn 1(z) + cn 1gn 1(cos(2⇡z/T )), ob-
temos que
f (⌫)n 1(⇠) = ✓ + cn 1(2⇡/T )
⌫ sen⌫(2⇡⇠/T )g(⌫)n 1(cos(2⇡⇠/T )), (4.23)
onde ✓ 2 R. Assim, podemos escolher de um jeito enumera´vel de maneiras cn 1 2
( 1/(n  1)n 1, 1/(n  1)n 1)\{0} tal que f ((n 2)/6)n 1 (⇠) 2  (n 2)/6Q⇤.
• Caso n ⌘ 5 (mod 6):
Nesse caso, Bn = Bn 1 [ {1} (multiconjunto), onde  j = 1 quando j ⌘ 5 (mod
6). Logo, se ⌫ = (n  2)/6,
gn 1(y) = sen⌫(y   1) ·
nY
i=1
i 6⌘5 (mod 6)
sen(y    i) (4.24)
e
gn(y) = sen
⌫(y   1) ·
nY
i=1
i 6⌘5 (mod 6)
sen(y    i). (4.25)
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Portanto, g(⌫)j (1) = 0, se j   n e g(⌫)n 1(1) 6= 0 e analogamente ao subcaso anterior,
obtemos:




onde a, ✓ 2 R. Logo, podemos escolher (de uma quantidade enumera´vel de maneiras)
cn 1 2 ( 1/(n   1)n 1, 1/(n   1)n 1)\{0} tal que f ((n+1)/3)n 1 (0) 2 Q⇤. Desse modo,
essa construc¸a˜o garante que f(A) ✓ A, f 1(A) ✓ A, f (s)(⇠) 2  sQ⇤ e f (2s)(0) 2 Q⇤
para todo s   0. Observe que f 0(0) = 1 e f (2s+1)(0) = 0 para todo s   1. Logo,
os coeficientes na se´rie de Maclaurin de f sa˜o todos racionais. Ale´m disso, note
que constru´ımos uma quantidade na˜o enumera´vel de func¸o˜es, afinal, para cada cn
diferente que escolheˆssemos, ter´ıamos uma f diferente.
Resta mostrar que f e´ uma func¸a˜o hipertranscendente. Suponha o contra´rio, ou
seja, que para algum n   0 existe um polinoˆmio P (X0, . . . , Xn) 2 C[X0, . . . , Xn],
tal que
P (x, f(x), . . . , f (n)(x)) = 0 para todo x 2 R. (4.27)
Assim, se





0 · · ·X inn ,
onde m e´ o nu´mero de coeficientes na˜o nulos no somato´rio acima.
Assim, como as func¸o˜es xi0 [f(x)]i1 · · · [f (n 1)(x)]in , 0  i  m, com i0+ · · ·+in 6=
0, sa˜o linearmente dependentes, segue pelo Teorema 1.9, que o Wronskiano dessas
func¸o˜es e´ 0. No entanto, o Wronskiano dessas func¸o˜es e´ um polinoˆmio Q com coefi-
cientes inteiros. Assim, existe Q 2 Z[X0, . . . , Xn] tal que Q(x, f(x), . . . , f (n)(x)) = 0
para todo x 2 R.
Entretanto, escolhendo x = ⇠, temos que Q(⇠, f(⇠), . . . , f (n)(⇠)) = 0, o que e´
uma contradic¸a˜o, dado que f (s)(⇠) 2  sQ⇤ e ⇠,  0, . . . ,  n sa˜o algebricamente inde-
pendentes sobre Q(A).
Assim, a prova esta´ completa.
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4.2 O caso complexo
Aqui, daremos a prova do teorema devido a Marques e Moreira [21], que responde
completamente ao Problema B de Mahler. Nessa demonstrac¸a˜o, faremos uso do
Teorema de Rouche´ para construir uma quantidade na˜o enumera´vel de func¸o˜es com
as propriedades desejadas. O teorema para o qual daremos a demonstrac¸a˜o e´ o que
segue:




n com coeficientes racionais tal que f(Q) ⇢ Q e f 1(Q) ⇢
Q.
Demonstrac¸a˜o. Para simplificar nossa prova, definimos A = R\Q, usamos a notac¸a˜o
[a, b] = {a, a + 1, · · · , b} para inteiros a < b, e consideramos uma enumerac¸a˜o de
Q = {↵1,↵2, . . .} tal que:
• ↵1 = 0;
• ↵3n 1,↵3n /2 R e ↵3n 1 = ↵3n para todo n   1;
• ↵3n+1 2 R;
• |↵3n+i| < n para todo i 2 { 1, 0, 1}.
Construiremos as func¸o˜es desejadas indutivamente. Para isso, defina f1(z) = z
e observe que f1(↵1) = 0 = f
 1
1 (↵1). Queremos construir uma sequeˆncia de func¸o˜es
anal´ıticas f2(z), f3(z), f4(z) . . . recursivamente da forma:
fm(z) = fm 1(z) + ✏mzmPm(z),
onde
(a) fm 1, Pm 2 A[z] e enta˜o fm(z) =
Ptm
i=1 aiz
i com tm > m;
(b) Pm 1(z)|Pm(z) e Pm(0) 6= 0;
(c) ✏m 2 A;
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(d) 0 < |✏m| < 1
L(Pm)mm+degPm
, onde L(P ) denota o comprimento de P (a soma
dos valores absolutos dos coeficientes de P );
(e) a1, . . . , am 2 Q.
A func¸a˜o desejada tera´ a forma f(z) = z+
P
n 2 ✏nz
nPn(z). Observe agora que,
como P (z)  L(P )max{1, |z|}degP , temos, para todo z 2 B(0, R):
|✏nznPn(z)| < 1L(Pn)nn+degPnL(Pn)max{1, R}degPn |z|n
<

















Assim, pelo teste M de Weierstrass,
P
n 2 ✏nz
nPn(z) converge uniformemente em
B(0, R) e, pelo Teorema 1.10, essa se´rie define uma func¸a˜o inteira. Logo, f(z) = z+P
n 2 ✏nz
nPn(z) e´ uma func¸a˜o inteira.
Suponha enta˜o que tenhamos fn satisfazendo as condic¸o˜es de (a) a (e). Vamos
construir fn+1 com as propriedades desejadas. Primeiramente, como f 1n ({↵1, · · · ,↵3n+1})
e´ finito, podemos escolher n + 1 < rn+1 < n + 2 tal que f 1n ({↵1, · · · ,↵3n+1}) \
@B(0, rn+1) = ?. Ale´m disso, se {0, yn,1, . . . , yn,sn} = f 1n ({↵1, · · · ,↵3n+1}) \
B(0, rn+1), definimos:
fn+1(z) = fn(z) + ✏n+1z
n+1Pn+1(z), (4.29)
onde
Pn+1(z) = Pn(z)(z   ↵3n 1)(z   ↵3n)(z   ↵3n+1)
snY
i=1
(z   yn,i)degfn+1, (4.30)
com P1(z) = 1 para todo z 2 C.
Note que, como fn(z) 2 A[z], temos que se yi /2 R, enta˜o y¯n,i = yn,j para algum
j 2 [1, sn], afinal yn,i e´ raiz de fn(z)   ↵k para algum k 2 [1, 3n + 1] e portanto,
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seu conjugado e´ raiz de fn(z)  ↵¯k, e como dois nu´meros conjugados teˆm a mesma
norma, segue que y¯n,i 2 f 1n ({↵1, · · · ,↵3n+1}) \ B(0, rn+1), ou seja, y¯n,i = yn,j para
algum j 2 [1, sn]. Desse modo, Pn+1 2 A[z] e Pn+1(0) 6= 0.
Observe agora que, para i 2 [1, 3n + 1], temos que min
|z|=rn+1
|fn(z)   ↵i| > 0, pois









Em particular, para z 2 @B(0, rn+1),
|fn(z)  ↵i|   min|z|=rn+1 |fn(z)  ↵i|




Agora, usamos o Teorema de Rouche´ (Teorema 1.12) para assegurar que as
func¸o˜es fn(z)   ↵i e fn+1(z)   ↵i = fn(z)   ↵i + ✏n+1zn+1Pn+1(z) teˆm o mesmo
nu´mero de zeros (contando a multiplicidade) em B(0, rn+1). Note que z = 0 e´ um
zero de fn e fn+1 com multiplicidade 1.
Suponha agora que yn,j, j 2 [1, sn], e´ um zero de fn(z)   ↵i de multiplicidade
m   1. Como
fn+1(z)  ↵i = fn(z)  ↵i + ✏n+1zn+1Pn+1(z),
e o polinoˆmio Pn+1 e´ definido pela expressa˜o (4.30), obtemos que yn,j deve ser uma
raiz de fn+1 ↵i com multiplicidade pelo menosm. Comom  degfn, enta˜o yn,j e´ um
zero de fn+1 ↵i de multiplicidade exatamente m (pois yn,j e´ um zero de Pn+1 com
multiplicidade maior ou igual degfn+1), ou seja, os conjuntos f 1n ({↵i})\B(0, rn+1)
e f 1n+1({↵i}) \B(0, rn+1) teˆm a mesma cardinalidade. Agora, acabamos de ver que
se yn,j e´ zero de fn(z)  ↵i, enta˜o e´ tambe´m de fn+1   ↵i. Assim, segue que
f 1n ({↵j}) \ B(0, rn+1) = f 1n+1({↵j}) \ B(0, rn+1) (4.33)
Esse argumento assegura que em nossa construc¸a˜o nenhuma nova pre´-imagem
do conjunto {↵1, · · · ,↵3n+1} por fn+1 em B(0, rn+1) aparecera´ ale´m daquelas por
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fn. Note ainda que, como escolheremos ✏n+1 2 A satisfazendo (4.2), teremos que
para todo n, fn+1({↵1, · · · ,↵3n+1}) e f 1n+1({↵1, · · · ,↵3n+1}) sera˜o subconjuntos de
Q, afinal Q e´ algebricamente fechado.
Vamos mostrar agora que e´ poss´ıvel escolher um ✏n+1 satisfazendo (4.2) e tal
que o coeficiente an+1 de zn+1 em fn+1 e´ um nu´mero racional (observe que, por
construc¸a˜o, os primeiros n coeficientes de fn+1 permanecem inalterados).
De fato, seja cn+1 o coeficiente de zn+1 em fn(z). Temos que
an+1 = cn+1 + ✏n+1Pn+1(0) (4.34)













para todo i 2 [1, 3n + 1]. Sendo assim, definindo ✏n+1 = (p/q   cn+1)/Pn+1(0),
obtemos que:
• an+1 = p/q;
• ✏n+1 satisfaz (4.31) e 0 < |✏n+1| < 1L(Pn+1)(n+1)n+1+degPn+1 .







inteira e f(Q) [ f 1(Q) ✓ Q e an 2 Q, como quer´ıamos. Para ver esse fato,
provaremos as seguintes afirmac¸o˜es:
Afirmac¸a˜o 4.4. Se j  3n+ 1, enta˜o fn+1(↵j) = fn(↵j). Em particular, fn(↵j) =
fj(↵j) para todo n   j e f(↵j) = limn!1 fn(↵j) = fj(↵j) 2 Q.
Demonstrac¸a˜o. Observe que fn+1(↵j) = fn(↵j) + ✏n+1↵
n+1
j Pn+1(↵j). No entanto,
por definic¸a˜o, temos que Pn | Pn+1. Agora, podemos escrever j = 3t+ q, onde t  n
e q 2 { 1, 0, 1}. Deste modo, ↵j e´ um zero de Pt+1, afinal
Pt+1(z) = Pt(z)(z   ↵3t 1)(z   ↵3t)(z   ↵3t+1)
sY
i=1
(z   yi)degft .
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Agora, note que
fn(z) = fn 1(z) + ✏nznPn(z)
= fn 2(z) + ✏n 1zn 1Pn 1(z) + ✏nznPn(z)
...
= fj(z) + ✏j+1zj+1Pj+1(z) + · · ·+ ✏nznPn(z).
(4.36)
Aqui, novamente, basta notar que sendo j = 3t+ q, onde t < j e q 2 { 1, 0, 1},
temos que ↵j e´ um zero de Pt+1 e, obviamente, t + 1 < j + 1. Assim Pt+1|Pj+1,
garantindo que ↵j e´ tambe´m um zero de Pj+1, Pj+2, . . . , Pn, de onde segue que
fn(↵j) = fj(↵j) para todo j  n.
Por fim, observe que




= z + limn!1
Pn
i=2{fi(z)  fi 1(z)} = z + limn!1{fn(z)  f1(z)}
= f1(z) + limn!1{fn(z)  f1(z)} = limn!1 fn(z).
(4.37)
Observe agora que se j  3n+ 1 e i  n, enta˜o f 1n+1(↵j) \ B(0, ri) = f 1n (↵j) \
B(0, ri). De fato, basta notar que B(0, ri) e´ um subconjunto de B(0, rn+1) (pois
i  n) e que f 1n ({↵j}) \ B(0, rn+1) e f 1n+1({↵j}) \ B(0, rn+1) sa˜o iguais.
Afirmac¸a˜o 4.5. Se k = max{i, j}, temos que f 1n (↵j)\B(0, ri) = f 1k (↵j)\B(0, ri)
para todo n   k
Demonstrac¸a˜o. Basta utilizarmos a observac¸a˜o acima e a expressa˜o (4.33). De fato,
sejam i  n e j  3n+ 1. Se k = max{i, j}, enta˜o, claramente n   k e j  3k + 1.
Assim, pela expressa˜o (4.33), obtemos:
f 1k (↵j) \ B(0, rk+1) = f 1k+1(↵j) \ B(0, rk+1)
f 1k+1(↵j) \ B(0, rk+2) = f 1k+2(↵j) \ B(0, rk+2)
f 1k+2(↵j) \ B(0, rk+3) = f 1k+3(↵j) \ B(0, rk+3)
...
f 1n 1(↵j) \ B(0, rn) = f 1n (↵j) \ B(0, rn).
(4.38)
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Desse modo, utilizando agora a observac¸a˜o, obtemos:
f 1n 1(↵j) \ B(0, ri) = f 1n (↵j) \B(0, ri).
f 1n 2(↵j) \ B(0, ri) = f 1n 1(↵j) \ B(0, ri).
...
f 1k+1(↵j) \ B(0, ri) = f 1k+2(↵j) \ B(0, ri)
f 1k (↵j) \ B(0, ri) = f 1k+1(↵j) \ B(0, ri).
(4.39)
Logo, temos que f 1n (↵j) \ B(0, ri) = f 1k (↵j) \ B(0, ri) e a afirmac¸a˜o esta´
provada.
A Afirmac¸a˜o 4.5 implica que f 1(↵j) \ B(0, ri) ◆ f 1k (↵j) \ B(0, ri), no en-
tanto, como f e´ uma func¸a˜o na˜o constante, obtemos que vale a igualdade f 1(↵j)\
B(0, ri) = f
 1
k (↵j) \ B(0, ri) ✓ Q.
De fato, se houvesse um elemento w 2 (f 1(↵j) \B(0, ri))\(f 1k (↵j) \B(0, ri)),
enta˜o esse elemento estaria ha´ uma distaˆncia positiva do conjunto finito f 1k (↵j) \
B(0, ri). Seja   = dist(w, f
 1
k (↵j) \ B(0, ri)) > 0 tal distaˆncia. Defina o conjunto
S = [1n=1f 1n (↵j) e denote f := f1.
Claramente, se n <1, enta˜o f 1n (↵j) <1, afinal, fn e´ um polinoˆmio. Observe
ainda que, pelo princ´ıpio de identidade para func¸o˜es inteiras, obtemos que f 1(↵j)
e´ enumera´vel, caso contra´rio, f seria constante. Assim, obtemos que o conjunto S e´
enumera´vel.
Desse modo, existe b  <   tal que bB := B(w, b ) ✓ B(0, ri) e S \ @ bB = ?.
Agora, como f = limn!1 fn, temos que podemos escrever f(z) = fn(z)+Rn(z),
onde |Rn(z)| ! 0 quando n ! 1. Observe ainda que min




z2@ bB |fn(z)  ↵j| > 0.
De fato, suponha o contra´rio. Como fn e´ uma func¸a˜o cont´ınua para todo n =
1, 2, . . . e @ bB e´ um conjunto compacto, temos que ela assume o mı´nimo em @ bB.
Assim, para todo n 2 N, existiria wn 2 @ bB tal que min
z2@ bB |fn(z) ↵j| = |fn(wn) ↵j|.
Logo, pela hipo´tese de contradic¸a˜o, temos que
lim
n!1
|fn(wn)  ↵j| = 0 ! lim
n!1
fn(wn) = ↵j. (4.40)
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No entanto, wn 2 @ bB, logo, pelo Teorema de Bolzano Weierstrass, {wn} possui




f(wnk) = f(a)) a 2 f 1(↵j) \ @ bB. (4.41)
O que contradiz a escolha de bB. Logo, a afirmac¸a˜o e´ verdadeira.
Desse modo, existe ✏ > 0 tal que min
z2@ bB |fn(z) ↵j|   ✏ para todo n suficientemente
grande.
Agora, para z 2 @ bB e n suficientemente grande, como |Rn(z)|! 0, segue que
|Rn(z)|  max
z2@ bB |fn(z)  ↵j| < ✏  minz2@ bB |fn(z)  ↵j|  |fn(z)  ↵j|. (4.42)
Assim, |(f(z)  ↵j)  (fn(z)  ↵j)| = |Rn(z)|  |fn(z)  ↵j| em @ bB, assim, pelo
Teorema de Rouche´ (Teorema 1.12), o nu´mero de zeros (contando a multiplicidade)
de f(z)  ↵j e fn(z)  ↵j e´ o mesmo em bB.
No entanto, temos que fn(z) ↵j na˜o tem zeros em bB, mas w 2 bB e f(w) = ↵j.
Logo, temos uma contradic¸a˜o. E essa contradic¸a˜o surge da suposic¸a˜o de que os
conjuntos f 1k (↵j) \ B(0, ri) e f 1(↵j) \B(0, ri) na˜o eram iguais.
Enta˜o, resta mostrar que a func¸a˜o f pode ser escolhida de modo a ser transcen-
dente. Mas essa escolha e´ poss´ıvel, pois existe uma quantidade na˜o enumera´vel de
escolhas para f , afinal em cada passo, existem infinitas possibilidades de escolhas
para ✏n+1 e para an+1. Como as func¸o˜es do teorema teˆm coeficientes racionais, se-
gue que existe apenas uma quantidade enumera´vel dessas func¸o˜es. Assim, podemos
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