for every sufficiently large x and for a certain positive constant, (I) states that this remainder term is at least ? Const. xi log log log x for certain sufficiently large x and for another positive constant (where both signs actually occur in + Const. for certain large values of x). Correspondingly, neither (I) nor (II) implies any information concerning the asymptotic behavior of the remainder term. For instance, the upper estimate, (II) leaves open the question whether or not the even powers of the ratio on the left of (II), when measured on the proper scale of the prime t(x) from xI can be arbitrarily large in either direction. The corresponding result of the present paper goes further in this qualitative respect, since it is to the effect that the curves y == x& (x) and y =x cross each other in arbitrarily distant ? y-regions with nonl-vanishing relative frequencies, and not only infinitely often (it being understood that the relative amount of time spent in a y-region is measured on the scale of the proper independent time variable of the prime number theorem.) But this does not imply any explicit Q-estimate.
Riemann's hypothesis will, of course, be assumed throughout; otherwise the problems under consideration, like the problems considered by Littlewood, either do not arise at all or are known to be of a trivial nature.
It may be mentioned that the main difficulties of the problem arise from the fact that nothing is known about the Diophaintine structure of the nontrivial zeros. In particular, if it were true that these zeros (or, rather, their imaginary parts) are linearly independent in the rational field, then, as pointed out previously,3 much more than that what will now be proved could be inferred directly from the theory of infinite convolutions.
The proofs will depend on a fact, which I proved a few years ago,3 to the effect that the trigonometric series (in t = log x) occurring in the explicit 3 A. Wintner, " On the asymptotic distribution of the remainder term of the primenumber theorein," American Journal of Mathematics, vol. 57 (1935), pp. 534-538. formula of iRiemann and von Mangoldt is actually the Fourier expansion of the function which it represents (the Fourier character being meant in the sense (B2) of the theory of almost periodic functions). Due to this fact, the asymptotic distribution theory of almost periodic functions of a real variable becomes applicable and leads, without too much effort, to the asymptotic counterpart of (II), indicated above. The asymptotic counterpart of (I) lies deeper, since it depends not only on the asymptotic distribution theory of almost periodic functions of a real variable but also on a lemma concerning asymptotic averages connected with analytic, uniformly almost periodic functions of a complex variable.
Although the lemma in question regulates the increase of mean values which are represented by asymptotic averages and not, as usual, by integrals, it is only a manifestation of the maximum principle, and so one would expect it to be standard; however, it does, not seem to be available in the literature. In order to avoid an interruption of the following considerations, this lemma will be established first (in a form slightly more general than necessary for the problem at hand.) 
If f(t) is defined for 0 ? t < so and is integrable (L) on any bounded t-interval

I f (t) -fn (t) ? -e (the function I f (t) -fn (t) I (e) representing the characteristic function of the t-set defined by I f (t) -fn (t) I < E). It is known 6
that if fn tends to f in relative measure, and if every fn has an asymptotic distribution function, On, then f has an asymptotic distribution function, 4, and that fn -4. It is understood that fn -> 4 means that 4n,(a) +> (a) holds at every a, which is not a discontinluity poilit of 4. It follows, in particular, that every relatively almost periodic function f has an asymptotic distribution-function; f being define1d to be relatively almost periodic if it is measurable an-d such that there exists a sequence of uniformly almost periodic functions fl/ /2, which tend to f in relative measure. This implies that f has an asymptotic distribution fuletion whenever it is almost periodic (Bq) for some q; in fact, conlvergence in the mean (of any index q) necessitates convergence in relative mneasure. On the other hand, straightforward examples show that f can be relatively almost periodic without beinlg almost periodic (B).
3. Let the function 7h h(t) be defined for 0 < t < oo by That the values of these Fourier averages are precisely those which one would expect on the basis of the formal series (3), i. e., that the prime numbers pl p2, * * * (by means of which (4) is representable, via (5), in finite terms) and the complex zeros 1 + iy1, ?+-i2, ** are connected by the following mysterious " dispersion formula ":
Mt {eth (t)}= unless X = ?
Finally, that f (and, therefore, h) is almost periodic (B2), which ensures, in particular, the existence of an asymptotic distribution function. These facts imply, but are by no means implied by, a result of H. Cramer 12 (although the proofs require only an adaptation of Cramer's proof); a result according to which the quadratic t-average exists and is equal to the square sum of the amplitudes. In fact, not even the existence of the averages Mt {Oeit h (t) } follows from this result.
Incidentally, not even the existence of all averages Mt{g2} < oo and AI t{eiXt g (t) } together assures that g (t) has an asymptotic distribution function. All that is clear is that if all these averages exist, g is or is not almost periodic (B2) according as the sum of all squared amplitudes, I Mt{e0t` g(t) } 2,
is equal to or less than Mt{g2}; it being understood that the set of those real numbers X for which Mt{e0Xt g (t) } is distinct from 0 is at most enumerable by virtue of the assumption Mlt {g2} < 00.
In this connection, it would be interesting to know whether or not the existence of all Fourier averages Mt{e0xt g (t) } alone, or perhaps together with the assumption of a finite average for I g I (but not for g2), implies that the A-set defined by Mt {ext g (t) } #7? 0 is at most enumerable.
As mentioned in the second paragraph of ? 4, the function f(t) is now thought of as defined for negative t also. This is the more necessary as the notion of almost periodicity (B2) is usually referred to the limit of the symmetric time range -T < t < T. In view of (3), it is natural to extend f(t) to negative t by f(t) = f (-t). The effect of this extension on the asymptotic distribution can be interpreted as follows:
Let a (t) be a funietion which is defined only 0 ? t < oo and which has, with reference to this half-line, the asymptotic distribution function x(a), -co < a < co. Then, if a a', a c=a" (> a') is any pair of real numbers which are not discontinuity points of x (a), the difference X (c') X (') represents the asymptotic relative amount of time spent by the curve a a (t), 0 ? t < oo, in the strip a' < a. < a" of the (t, a) -plane. Hence, if the function a (t) is extended to negative t by the conditioni a (-t) -a (t), and if the asymptotic distribution is referred to the limit of the symmetric t-range T < t < T, the result is the same as if one would consider a (t) only for positive t but restrict a', ac" by a" a-c'. The existence of an asymptotic distribution function now means that there exists a monotone function x(a), 00 < a < oo, which is of total variation l and such that, if / is any positive number for which neither a = /3 nor a ,= -/ is a discontinuity point of x (a), the difference x (13) (ii) momenta of arbitrarily high order which, in addition, do not itncrease more rapidly than (const. k2)k, if k is the index of the momentum (this estimate cannot ensure that the momenta determine the distribution function uniquely).
As explained in the Introduction, (i) and (ii) can be interpreted as distributional counterparts of (I) and (II), respectively.
Since (3) is the Fourier series (B2) of f(t), the function f(t) has for oo < t < oo the same asymptotic distributioni funiction as for 0 < t < oo.
On the other hand, it is clear from (6) that h(t) -a(t), where 0 < t < oo, has the same asymptotic distribution function as f (t). Since (2), being uniformly almost periodic, is a bounded function, it follows that it is sufficient to prove (i) and ( Since f(2J,) (t) is almost periodic (B2k) and has the Fourier series (3), it is clear from the last two paragraphs of ? 2 that the asymptotic distribution function of the n-th partial sum of (3) tends, as n-> co, to the asymptotic distribution function of f(2k) (t). Hence, the asymptotic distribution function of f(2k) (t) is independent of k. it is clear from the Schwarz inequality that the proof of (ii), ? 5 is complete.
THE JOHNS HOPKINS UNIVEJRSITY.
