Boundary conditions are often used in particle swarm optimization (PSO) 
Introduction
Particle swarm optimization (PSO), inspired by the behavior of searching for food of bird flock [1] , is a promising approach for solving complicated optimization problems. And boundary condition (BC) of PSO is of great importance to performances in dealing with engineering problems [6] . Various boundary conditions play different roles in tackling process, and could lead to unlike results. Recently, it was confirmed that the selection of the suitable boundary condition could be significant [12] . Thus researchers proposed many ways to operate the boundary condition. J. Robinson etc. [13] tabled three types of boundary conditions, which were absorbing, reflecting, and invisible. Huang etc. [6] offered a hybrid hamming boundary condition. For the traditional velocity clipping approach is well performed in test functions but worse in engineering like electromagnetic problems [14] , Said M. proposed a hybrid periodic boundary condition (HPBC) for PSO. The search space was regarded as a hypercube, and any particle that leaves the hypercube at one face would be reinserted at the opposite face. This operation had something to do with the positions of particles. And other modes are related to the velocity of particles. Ratnaweera A. etc. [15] used a linear decreasing velocity threshold strategy to improve the global and local search ability of PSO. J Li etc. [16] designed a random velocity boundary condition, and this method was to randomly alter the velocity threshold and obtain a excellent performance. Some of these boundary conditions presented in these researches were position or velocity boundary conditions, and others were hybrid boundary conditions. However, these researches did not give a comprehensive classification of these boundary conditions and the boundary conditions used for comparisons were not in the same category. Thus, in this paper, we classify the boundary conditions and propose a new velocity boundary condition and compare it with boundary conditions of the same kidney.
The remainder of the paper is organized as follows. Section 2 introduces the boundary conditions in PSO. Section 3 explains the proposed boundary condition in this paper. Section 4 presents the experiments, results and comparison with some boundary conditions. Section 5 contains the conclusions and future works.
Boundary Conditions in the PSO Algorithm
PSO is a population-based evolutionary algorithm, in which a potential solution to an optimization problem is regarded as a particle with position and velocity, coexisting and evolving simultaneously based on knowledge sharing with neighboring particles. Particles update their positions and velocities as shown below: In addition to these two fundamental clipping boundary conditions, four other types of boundary conditions are showed in Fig.2 and descript as below: a) Absorbing: If a particle flies outside the search range in one dimension, it is reset at the boundary of the search range in that dimension, and then let the velocity component in that dimension be zero. b) Reflecting: If a particle flies outside the search range in one dimension, it is reset at the boundary of the search range in that dimension, and then reverse the sign of the velocity component in that dimension. c) Invisible: If a particle flies outside the search range, the fitness of this particle is set at infinite when optimizing minimum or infinitesimal when optimizing maximum. d) Damping: If a particle flies outside the search range in one dimension, it is reset at the boundary of the search range in that dimension, and then reverse the sign of the velocity component in that dimension and multiply it by a [0,1] uniformed random number.
Figure 2. Four different boundary conditions for a two-dimensional problem
After anatomizing these boundary conditions mentioned above, we can divide them, according to restrict position or not, into two groups: restricted and unrestricted position boundary conditions. The two are called hard and soft boundary condition in other literatures [14] . On restricted position boundary conditions, no particle is allowed to leave the search space, while on unrestricted position boundary conditions, particles can be allowed to go outside of the search space but should be pulled back ultimately. The categories of boundary conditions are showed in Fig.3 . 
Comprehensive Learning Velocity Boundary Condition for PSO
In traditional position clipping approach [1] , a dimension of a particle is reset at the boundary when it breaks the position boundary of that dimension. And in absorbing, reflecting, and damping boundary condition, the traditional position clipping approach is improved. It is not only to halt the position in the boundary, but to reset the velocity. However, these changes of velocity in all the three types of boundary and boundaryx is the upper-bound when the particle breaks the upper-bound and lower-bound when breaks the lower-bound. This operation can make the velocity of a particle half obtain the information of other particle, and it can be dragged to other particles in the next iterations.
Experiments and Results

Rastrigrin function and Rosenbrock function are chosen as test functions in our experiments. The
Rastrigrin function is defined as and the Rosenbrock function is defined as Where N represents the dimension of the optimization problem in both function.
To compare with the comprehensive learning velocity boundary condition, at the same time, we test other there types of boundary conditions in the same category, absorbing, reflecting, and damping boundary conditions. Yet we also experiment the fixed velocity boundary condition. The simulation is Fig. 4 and Fig. 5 , the following outcomes can be observed: a) For Rastrigrin function, CLBC achieves better results than other four boundary conditions in the search range of [-5,5] , in which the global optimum is located at the center. However, in the other two types of search range, the CLBC performs worst than Reflecting BC and Damping BC. b) For Rosenbrock function, CLBC obtains more precise results in the search range of [-2,8] and [1, 11] than others, but worst in [-4,6] . c) The CLBC shows a comparatively faster convergence ability in the evolution prophase, for instance in Fig 4(c), Fig 5( 
Conclusions and Future Works
In this paper, boundary conditions for particle swarm optimization is classified, and a comprehensive learning velocity boundary condition is proposed, and it is tested by the Rastrigrin and Rosenbrock function in three types of search range. As compared to the other four boundary conditions, in which three are the same category as comprehensive learning velocity BC, CLBC generally shows a better performance. For the CLBC does not restrict the velocity range, the evolution process may be instable and the best particle is likely vibrating intensely each run in the numerical simulations. For this reason, our future work will focus on the combination between the velocity and position boundary conditions.
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