Flight data of a twin-jet transport aircraft in revenue flight are analyzed for potential safety problems. Data from the quick access recorder (QAR) are first filtered through the kinematic compatibility analysis. The filtered data are then organized into longitudinal-and lateral-directional aerodynamic model data with dynamic ground effect. The dynamic ground effect requires the radio height and sink rate in the models. The model data are then refined into numerical models through a fuzzy logic algorithm without data smoothing in advance. These numerical models describe nonlinear and unsteady aerodynamics and are used in nonlinear flight dynamics simulation. For the jet transport under study, it is found that the effect of crosswind is significant enough to excite the Dutch roll motion. Through a linearized analysis in flight dynamics at every instant of time, the Dutch roll motion is found to be in nonlinear oscillation without clear damping of the amplitude. In the analysis, all stability derivatives vary with time and hence are nonlinear functions of state variables. Since the Dutch roll motion is not damped despite the fact that a full-time yaw damper is engaged, it is concluded that the design data for the yaw damper is not sufficiently realistic and the contribution of time derivative of sideslip angle to damping should be considered. As a result of nonlinear flight simulation, the vertical wind acting on the aircraft is estimated to be mostly updraft which varies along the flight path before touchdown. Varying updraft appears to make the descent rate more difficult to control to result in a higher g-load at touchdown.
Introduction *
In this paper, flight safety analysis refers to the numerical simulation based on aerodynamic and flight dynamic principles to help understand the safety issues. In this sense, it is similar to the conventional analysis of flight test data, except that in the latter the flight environments are pre-selected and are without much atmospheric disturbances. In operations, the flight envi-bulence will increase the effects of unsteady aerodynamics. Without sufficient understanding of the real wind field and its effects, aircraft design and operation would be difficult to improve. Aircraft performance to cope with the special environment of high-elevation airports has been analyzed for the purpose of satisfying the flight worthiness regulations [1] . The main purpose of this paper is to demonstrate the analysis of aerodynamic and flight dynamic characteristics of a twin-jet transport aircraft in landing at a high-altitude airport based on the quick access recorder (QAR) data. Compared with the normal flight test data, the QAR data lack high resolution in time. However, based on the concept of parameter identification, accurate parameter estimates are still obtainable as long as the variation of the corresponding parameter is exhibited in the data. A large time period may be needed in the analysis. Furthermore, a conventional analysis in parameter identification frequently assumes steady state and data are smoothed in advance. As a result, the effects of nonlinear unsteady aerodynamics cannot be correctly captured. In the present paper, the flight data will not be smoothed in advance to result in a more realistic estimation of aerodynamics. The technique used here has been applied to the model identification of a fighter aircraft from flight test data [2] [3] ; aerodynamic estimation of transport aircraft from flight data recorder (FDR) data [4] [5] [6] [7] ; identification of uncommanded motions from wind-tunnel dynamic free-to-roll test data [8] [9] ; and non-aerodynamic problems with FDR data [10] [11] . To the knowledge of the present authors, specific flight safety issues around a high-altitude airport have not been analyzed scientifically with the results available in the open literature.
In the present paper, the QAR data from a twin-jet transport aircraft in landing at a high-altitude airport will be analyzed in detail in aerodynamics and flight dynamics. In the following text, methods of compatibility analysis of flight data, fuzzy logic modeling (FLM), and nonlinear and unsteady flight simulation will be summarized. Finally, results in aerodynamic and flight dynamic analyses will be presented.
Methods of Analysis
To predict the flight dynamic parameters based on the FDR or QAR data, these data must be further processed, including removal of biases and measurement noises among the flight variables, estimation of those flight variables not measured and estimation of stability derivatives. These are summarized below. [4] The measured flight variables, such as the airspeed V, 
Compatibility analysis
where g is the gravitational acceleration, and p, q and r are the roll, pitch and yaw rates, respectively. In the analysis, the values of variables to be corrected, called biases and/or measuring noises, are represented by , , ,
These biases are estimated in the sense of least squares by minimizing the square sum of the differences between the two sides of the above equations (Eqs. (1)- (6)). These equations in a vector form can be written as
where
[ ]
The cost function in the minimization is defined as
where Q is a weighting matrix and & z is estimated with a central difference scheme.
Once these biases are estimated, they are subtracted from the measured values. As a result, those variables not measured, such as the sideslip angle and angular rates, can be estimated in the process. [12] The aerodynamic coefficients are obtained from the following flight dynamic equations:
Fuzzy logic modeling
y y ma C qS = (13) 
where T x and T m represent the thrust contributions to the x-force and the pitching moment. The symbol, m, is the aircraft mass, and a x , a y and a z are the accelerations in the x-, y-and z-directions, respectively. "C " with subscripts z, y and x are the aerodynamic force coefficients in the z-, y-and -x-directions, respectively; while those with subscripts l, m, and n, are the aerodynamic rolling, pitching and yawing moment coefficients, respectively. "I " with subscripts xx, yy, zz and xz are the moments of inertia about denoted axes. q is the dynamic pressure. In addition, S is wing area, b wing span, and c mean aerodynamic chord. The effect of crosswind is added to β after compatibility analysis; while the measured α has already contained the vertical wind effect.
To estimate the stability derivatives, the conventional method of parameter identification is difficult to apply, because the system is typically highly nonlinear and time-dependent. Besides, the functional relations between the aerodynamic coefficients and the flight variables are not known. Therefore, a model identification method called fuzzy logic modeling is utilized to set up the aerodynamic models without assuming the functional relations and without data smoothing in advance. The stability derivatives are calculated after the models are identified.
In fuzzy logic modeling, each motion variable is divided into a number of ranges in values (called membership functions). Each combination of membership functions, one from each motion variable, constitutes a fuzzy cell. Each fuzzy cell contributes to the prediction of the value of an aerodynamic coefficient equal to p i (internal function) with an associated weighting factor. The final prediction of an aerodynamic coefficient is equal to the weighted average of contributions of all fuzzy cells.
The internal function is assumed to be 
where n is the total number of cells of the model and 
and for r = 1, 2, , k, 
Note that α 0 and α r are the step sizes in Newton's method and the subscript "t" indicates the iterative number. On the other hand, the structure of fuzzy cells (i.e. the number of membership functions for each variable) is taken to be one with the maximum square of multiple correlation coefficient (R where y is the average value of all data. [13] Most digital flight simulations utilize a database without nonlinear and unsteady aerodynamics. In the present case, the aerodynamics is represented by the fuzzy logic models which are nonlinear and unsteady. When the exact nonlinear flight dynamic equations are integrated over a long time period, it is found to be divergent for a case with a jet transport encountering a severe turbulence in cruise no matter how accurate the numerical integration schemes are. To explain, consider the following dα /dt equation as an example:
Flight dynamic simulation
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where X and Z are the total aerodynamic forces in the x-and z-directions, respectively. The reason for the numerical divergence is that the implicit part (i.e. the left hand side) of the equation does not have a numerical damping term. In other words, the eigenvalue is zero. If Eq. (24) is rewritten as
where x n represents all variables in the model and the left hand side is treated implicitly, the integration becomes stable. Note that subscripts α and α & represent partial derivatives and g 11 denotes the algebraic sum of the preceding three terms. Divided by (1− α& Z ), Eq. (25) can be rewritten as a first order differential equation with non-constant coefficients and is then integrated:
The integral over G(t 2 ) is reduced to a summation in the Runge-Kutta integration scheme. Note that for a jet transport in a plunging motion around a cruise altitude, the magnitude of Z α& is of the order of 1 and that of z t -equations. Note that the subscript "e" denotes the earth-based coordinates. For the present case at low Mach numbers in landing, the main difficulty in integration is choosing the initial time at which the effects of atmospheric disturbances and control input are minimal so that the initial α due to motion is approximately equal to the measured α. Since the presence of these effects appears as a significant magnitude of
, in the present case this initial value with a zero subscript is subtracted in time integration and the initial integration time is chosen to be ahead of the time period of interest. Artificial damping terms of −10.0y e and −10.0(z e -z i ), where z i = -h with i being the time step, the indicated pressure altitude, are added to both sides of the y e -and z e -equations, respectively, to help damp the errors in the initial conditions. The corresponding results of a 6-DOF simulation will be presented later to determine the magnitude of vertical wind encountered by the aircraft. For this purpose, it is necessary to determine the angle of attack due to motion (α m ). The difference between the total value (α t ) sensed by the α-sensor and α m is the angle of attack caused by the vertical wind: 
Flight Data Analysis
The aircraft to be analyzed is a twin-jet transport aircraft, a Boeing 737-700, flying to JZH airport located in the northwest of Sichuan Province. Only the landing phase will be analyzed. The indicated time is defined as follows: GMT 8:46:15 (or 31 575 s) is denoted as 0 in all figures. Therefore, indicated time of 2 940 s is at 34 515 s or GMT 9:35:15. The QAR data for the flight are supposed to be analyzed for potential safety issues in the flight operations quality assurance (FOQA) program for all airlines. When an accident occurs, similar data in the FDRs can be analyzed with the present method to identify the aerodynamic causes. In the following text, initially the model data will be examined for the purpose of identifying problems that may exist, such as pilot induced oscillation (PIO), uncommanded motions, etc., without modeling.
Aerodynamic environment

1) Wind field
The wind field is defined by the magnitude and direction of turbulence and wind. The latter is defined as the low-frequency component of turbulence. The wind direction is defined as that from which the wind blows. From Fig. 1(a) , in the initial phase in descent, the aircraft is in tail wind. If the ground speed is larger than the true airspeed (TAS), it also indicates tail wind, as shown in Fig. 1(b) . It is noted that the touchdown speed is about 146 knots. The magnitudes of tail wind and crosswind are presented in Fig. 2 . When the crossNo.1
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· 17 · wind varies along the flight path, the aircraft would be subjected to the effect of horizontal wind shear. In a tail wind, the airspeed, i.e. the freestream, would be reduced. In the present case, the tail wind is not significant before touchdown. But the crosswind is more significant to excite the Dutch roll motion. 
2) Thrust variation
The pressure altitude h t is shown in Fig. 3(a) . The variation is relatively smooth. However, the thrust variation is relatively large, in particular before touchdown, as indicated in Fig. 3(b) . Note that for CFM engines, the thrust level is adjusted by N1, the RPM (revolutions per minute) of low pressure compressor.
3) Loads Although the magnitude of crosswind is not very large (see Fig. 2 ), the time variation is significant. The main dynamic characteristics affected would be the Dutch roll motion. On the other hand, the longitudinal motion is indicated by the variation of normal accelerations or loads (a n ). These are presented in Fig. 4(a) . The variation of a n is relatively rapid, and could be caused by low-altitude atmospheric turbulence. At touchdown, the g-load exceeds 1.4, which is relatively high. The existence of atmospheric turbulence is verified as well by the variation of pitch angles (θ ) as shown in Fig. 4(b) . High g-load at touchdown not only causes discomfort to passengers, but also decreases the tire life, and affects the structural fatigue life as well. 
4) Pitch control
The variation of angles of attack, shown in Fig. 5 , also indicates the existence of atmospheric disturbances (e.g. turbulence). Note that the angle of attack represents the total value sensed by the α-sensor. The elevator deflection shows considerable activity, and has a large nose-up deflection in the flare, with the largest magnitude reached at touchdown. In addition, high descent rate in atmospheric turbulence (see later) at a high airspeed would add to the occurrence of a high g-load at touchdown, as indicated in Fig. 4 .
As shown in Fig. 5 , the angle of attack, including the wind effect, is relatively small to encounter aerodynamic stall problems. To evaluate the ground effect during landing, the ground heights used are the radio altimeter readings, which are presented in Fig. 6(a) . Considering the dynamic ground effect, the aerodynamics also depends on the sink rates. In the present analysis, the sink rates are calculated based on the radio ground height (h r ), not the indicated vertical speed. Figure 6 (b) indicates high sink rates before flare. A high sink rate would also increase the lift in dynamic ground effect. 
5) Roll control
Roll angles are mostly small, as shown in Fig. 7 , except in one time period which corresponds to making turns shown in Fig. 1 . The most important phenomenon to look for is the possibility of pilot-induced oscillation (PIO), or called aircraft-pilot coupling. In the present case, both roll control deflections and roll angles are too small in amplitude to classify the resulting motion as the PIO, in accordance with the internationally known criteria. 
Thrust model
The thrust model must cover the climbing, cruising and descending phases. The cruise thrust will be extracted from the flight manual. For CFM engines, thrust for one engine is defined by N 1 , so that the thrust model for each engine is set up as:
where h is the pressure altitude, which is also denoted by h t in Fig. 3 , W weight, CAS the calibrated airspeed, N 1 the low pressure turbine speed, and f m & the fuel flow rate. These data are available in the fuel flow table of flight manuel.
1) Thrust in cruise flight condition
In the long range cruise, most jet transports are designed to have lift-to-drag ratio (L/D) about 17.5 to 18.0 below the drag-divergence Mach number. For the present twin-jet transport, L/D is assumed to be 17.5 in the cruise conditions. Based on standard atmosphere properties, we calculate lift coefficient C L and then drag coefficient C D by using the assumption of L/D= W/(2T). The total thrust for twin engines, 2T, is equal to drag D in cruise.
To determine the thrust values in the same format of Eq. (32), we have to set up C L and C D models first, based on the cruise model. C L and C D models are set up as
and ( , )
Both the models of C L and C D are established by the method of fuzzy logic modeling for quick and accurate extrapolation and interpolation.
2) Thrust in climbing and descending conditions Under the usual flight conditions in climbing and descent, the relationship between C D and C L for jet transport aircraft is of the parabolic type as follows:
where C D0 is the parasite drag coefficient and K the coefficient of drag due to lift. To determine the drag model at a low Mach number, firstly C D0 and K are determined from Eqs. where γ is climb angle.
All these equations are still valid in descent with negative climb angles (γ). If the determined thrust in a certain time period is negative, it is replaced with 1 000.0 lbs temporarily and more accurate values are determined by fuzzy logic modeling with mean surface extrapolation. Thrust model data consist of numerical values in a form described by Eq. (32). Fuzzy logic modeling (see Section 2.2) will generate the model in terms of p-coefficients (see Eq. (18)). Note that fuzzy logic modeling produces the mean surface approximation only. Negative thrust can be produced by Eqs. (36)-(37) due to unsteady flight conditions and rolling. f m & Once the thrust model is generated as a function of h, W, M, CAS, N1, and, flight simulation can be conducted through the flight conditions of climbing, cruise, and descent to perform compatibility analysis, and at the same time aerodynamic coefficients at each time instant can be determined for aerodynamic modeling.
Estimated variation of thrust in descent is presented in Fig. 8 . Note that the thrust line is assumed to be parallel to the plane of symmetry. Only the axial force and pitching moment coefficients will be affected by the estimated magnitude of thrust. 
Aerodynamic modeling
The aerodynamic models are assumed as follows: longitudinal aerodynamic models are functions of 12 variables:
where k 1 is the reduced freuqncy based on α-variation, and δ s and δ f stand for stabilizer and flap angles, respectively; while for lateral-directional aerodynamics, the models are functions of 13 variables:
where k 2 is reduced frequency based on the variation of roll angles and δ r the rudder angle. Model data consist of numerical values of flight variables as shown above at each time instant. After going through the modeling process as described in Section 2.2, individual aerodynamic models can be obtained in terms of numerous p-coefficients.
It should be noted that to estimate the aerodynamic derivatives with respect to a flight variable correctly and accurately, that flight variable must be present significantly in the data. For this purpose, a large time segment is necessary. However, a large time segment would involve too much data and increase the computing time. Since fuzzy logic modeling estimates only the mean approximation, a method of model-based filtering is developed to remove the non-correlated data [8] [9] to save computing time. In this method, those individual data points with data values that deviate from the model-predicted average values by a prescribed percentage will be deleted. As a result, even though the sampling rate in the QAR data is low and the jet transport does not perform significant maneuvers, some useful aerodynamic results can still be obtained by filtering hundreds of data points. In the following text, these filtered data points will be called "selected model points". Figure 9 shows the C z -model prediction compared with data points. Note that C z is equal to the normal force coefficient C N . Figure 9 (a) indicates considerable small fluctuation in C z , which is mostly produced by the wing. This is similar to the variation in load factor (a n ) (Fig. 4) , and hence, is caused by the atmospheric disturbance. Large increase in C z before touchdown is caused by the nose-up elevator input (Fig. 5 ) that increases α (Fig. 5 ) and the pitch angle θ (Fig. 4) . Of course, C z is also increased by the dynamic ground effect. In fact, C zα is also increased by the ground effect ( Fig. 9(b) ).
Some pitching moment derivatives are presented in Fig. 10 . Since C mα in Fig. 10(a) has much larger variation than C zα (Fig. 9) , it is most likely caused by the effect of unsteady wing wake on the horizontal tail, in addition to the effect of atmospheric disturbance. The unsteady aerodynamic effect on the oscillatory pitch damping derivative shown in Fig. 10(b) also indicates the difficulty in precise pitch control. Note that the oscillatory pitch damping derivative is defined as
In lateral-directional aerodynamics, one of the important flight variables is the sideslip angle. Figure 11 shows that although most sideslip angles are small, at both ends of the time segment there are larger values of β in the models to produce reasonable estimation of sideslip derivatives. However, sideslip is also affected by the control input. Therefore, the following roll and yaw derivatives with β are presented only to show the trend. Although β is small, dβ/dt is of the same order of magnitude as the yaw rate r, as shown in Fig. 12 . Therefore, dβ/dt-derivatives cannot be ignored. In the following text, all aerodynamic derivatives are shown to vary with time. These derivatives are not estimated about the trim conditions, like in the conventional method, because with atmospheric disturbances the airplane would be in a transient motion without trim. Since all state variables also vary with time, conceptually if time is eliminated in the functional relations, these derivatives can be shown to be nonlinear functions of the state variables. In Fig. 13(a) , it is seen that C lβ (=∂C l /∂β) is positive when t < 2 980 s, but it should be negative for stability. One interpretation is that the positive sideslip is due to crosswind at a time when the pilot is rolling the aircraft to the right (see δ a in Fig. 7 ) so that the rolling moment is positive. Therefore, the corresponding C lβ is positive. In other words, it is not in an open-loop motion, so that the derivatives are not the stability derivatives. The same interpretation can be applied to other time periods. These derivatives in the present case could be interpreted as the control input being inappropriate or not at the right time. However, roll damping derivatives are mostly negative (Fig. 13(b) ), and are interpreted as the aerodynamic stability derivatives. Interpretation for C nβ (=∂C n /∂β) in Fig. 14(a) is similar to that for C lβ ( Fig. 13(a) ). Yaw derivative with β (C nβ ) should be positive for stability. Yet Fig. 14(a) shows negative most of the time. When β is large enough near both ends of the time period, C nβ does show positive values. Again, directional control input (δ r , Fig. 11(b) ) would invalidate its interpretation as the aerodynamic stability derivative. The existence of unstable yaw damping derivatives ( Fig. 14(b) ) indicates that the Dutch roll mode is difficult to damp out, though it is a requirement for flight worthiness. The unstable yaw damping is caused by the effect of oscillating wing wake on the empennage, mainly the vertical tail, as can be explained with Fig.  15 . Note that the side force is mainly produced by the aft fuselage and vertical tail; while the yawing moment is mainly from the latter [14] . Under normal conditions a positive yaw rate should produce positive side force and negative yaw damping derivatives. If they are of the same sign, the wing wake effect on the vertical tail is adverse. Of course, a negative yaw damping derivative is necessary for dynamic stability. Figures 14(b) and 15 indicate that they are of the same sign and (C nr ) osc >0 (i.e. unstable) before touchdown. Note that oscillatory damping derivatives are defined as:
where all derivatives on the right hand side are with the dimensionless parameters, pb/(2V),
and rb/ (2V). Figure 16 compares the two components of oscillatory yaw damping. The contribution of dβ/dt-derivative is stable if it is positive. Figure 16 shows that it is mostly negative, in particular before flare. 
Flight dynamic simulation
In the simulation, the nonlinear unsteady aerodynamics and thrust model are represented by the fuzzy logic models. Integration of the nonlinear equations is performed with the 4th order Runge-Kutta scheme with Δt =0.025 s. The initial time is set at t =3 152 s. The cal-culated angles of attack due to motion (α m ) and elevator (α e ) are compared with the measured total angles of attack in Fig. 17 . It is seen that both α e and α m are always relatively minor as compared with α t until 3 220 s. This prediction is reasonable in view of the fact that the elevator is mostly aircraft-nose-down, i.e. positive (Fig. 5) . The predicted pressure altitude variation compares well with the data as shown in Fig. 18(a) . Based on Eq. (29), the vertical wind is estimated to be updraft as shown in Fig. 18(b) . As the aircraft descends to various altitudes (Fig. 18(a) ), different vertical wind speeds are encountered (Fig. 18(b) ). This vertical wind profile represents one type of vertical wind shear. Note that the estimation is only as good as the sensed total angle of attack, because the α-sensor cannot measure the usual atmospheric turbulence due to filtering in the device. 
The resulting eigenvalues are plotted in Fig. 19 , with the real part in Fig. 19(a) and the imaginary part in Fig.  19(b) . It is seen that the decoupled equations tend to predict higher instability (3-DOF curves) than the full simulation. Note that the imaginary part (Fig. 19(b) ), or the frequency, is affected by the sign of β-derivatives which have been explained earlier as not purely aerodynamic stability derivatives. The flight simulation also indicates that the root-mean-square of sideslip angle due to motion is 2.9°, while the maximal value of β being 5.2°, that of yaw rate being 2.2 (°)/s, and that of dβ/dt being −2.3 (°)/s. The final value of β due to motion is 1.8°. Therefore, the motion is not damped despite the fact that the yaw damper is engaged at all time. It is also seen that there are considerable variations, probably in response to the high-frequency variation of roll angle (Fig. 7) , sideslip angle ( Fig. 11(a) ) and yaw rate (Fig. 12) . In reality, an aircraft cannot respond instantly to such high-frequency disturbances. In addition, a linear system cannot represent well the actual nonlinear system with aerodynamic lag. To see the trend predicted by the linear theory more clearly, filtering by a three-point running average over 120 iterations (three times of 40 Hz which corresponds to Δt = 0.025 s) is made. The filtered results are plotted as solid curves in that the filtered results still show oscillation in both λ r and λ i . Therefore, the results can be interpreted such that the Dutch roll motion is having a nonlinear oscillation. This fact should be considered in developing a stability augmentation system (SAS). It should be noted that most jet transport aircraft are equipped with yaw dampers. But these yaw dampers are designed to counter the yaw rate, not dβ/dt. Nonlinear oscillatory lateral-directional motion is one of the uncommanded motions that cannot be predicted with the static wind-tunnel data [7] [8] . In the nonlinear digital simulation, flight trajectory of the aircraft is also calculated. The results as shown in Fig. 21 also demonstrate the possible problem with the lateral motion. As indicated in Fig. 21(a) , the simulation starts at t =3 152 s and y e =0 ft. At all times, the heading angle varies within 10° as shown in Fig. 1(a) . However, positive sideslip and negative rudder (Fig. 11) would produce negative side force to result in motion to the left (negative y e ). Because of undamped Dutch roll mode, the aircraft's response to rudder is not crisp and corrections to its lateral position must be applied continuously until touchdown. The wavy variation of y e is caused by the undamped nonlinear oscillation mentioned earlier. 
Conclusions
The QAR data for a jet transport aircraft in the descent and landing phases are analyzed to show the effects of horizontal wind shear on aerodynamics and flight dynamics around a high-altitude airport. Not only sideslip angle due to the wind varies along the flight path, but also the angle of attack fluctuates considerably. The aerodynamics is identified with fuzzy logic modeling to preserve nonlinearity and time-dependent nature without data smoothing. For the purpose of flight simulation, a thrust model is also needed and was set up with fuzzy logic modeling as well. The resulting aerodynamic models are used to predict the stability derivatives. The vertical wind is also estimated through a nonlinear simulation by calculating the angle of attack due to motion.
The results indicated that based on the linear theory of flight dynamics the aircraft is subjected to timevarying updraft, but is longitudinally stable, and involved undamped oscillation. Because of the varying updraft, the descent rate is difficult to control resulting in a higher g-load than normal at touchdown. On the other hand, lateral-directional motion, in particular the Dutch roll mode, is dynamically unstable, involving undamped oscillation as well. The instability is caused in part, by the time variation of sideslip angle, which in turn is caused by the effect of pulsating wing wake on the vertical tail. As the conventional yaw damper could not damp the Dutch roll motion caused by the time variation of sideslip angle, the design of yaw damper should be further improved.
