Multivariate spline and algebraic geometry  by Wang, Ren-Hong
Journal of Computational and Applied Mathematics 121 (2000) 153{163
www.elsevier.nl/locate/cam
Multivariate spline and algebraic geometry(
Ren-Hong Wang
Institute of Mathematical Sciences, Dalian University of Technology, Dalian 116024, People’s Republic of China
Received 2 November 1999; received in revised form 26 February 2000
Abstract
The purpose of this survey is to emphasize the special relationship between multivariate spline and algebraic geometry.
We will not only point out the algebraic{geometric method of multivariate spline, but also the algebraic{geometric
background and essence of multivariate spline. Especially, we have made an introduction to the so-called piecewise
algebraic curve, piecewise algebraic variety, and some of their properties. c© 2000 Elsevier Science B.V. All rights
reserved.
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1. On multivariate spline
It is well known that the polynomial is an important approximation tool of functions as well
as curves and surfaces. In fact, according to the classical Weierstrass approximation theorem, any
continuous function on a bounded closed domain can be uniformly approximated by polynomials on
this domain.
Unfortunately, polynomials have global properties that are so strong that a polynomial can be
determined solely by its properties on a neighbourhood of a given point in the domain. This is,
however, not the case for most practical geometric objects such as the surfaces of aircrafts, cars,
ships and satellites.
Splines as piecewise polynomials, instead, can be used to approximate any continuous, smooth,
and even discontinuous function within any given tolerance. Moreover, a spline is easy to store, to
evaluate, and to manipulate on a digital computer; a myriad of applications in scientic and engineer-
ing computation have been found. Spline has become a kind of fundamental tool for computational
geometry, numerical analysis, approximation, and optimization, etc. [3,5].
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Now let us turn to multivariate splines. Multivariate splines are piecewise polynomials dened on
domains of more than one variable. In what follows, we consider bivariate splines, for it is easy to
understand.
Let D be a domain in R2 and  a partition of D consisting of nite irreducible algebraic curves
 i : ‘i(x; y) = 0; i = 1; : : : ; N , where the coecients of ‘i(x; y) are real numbers.
Denote by Di; i = 1; : : : ; T , all the cells of . For integer k >>0, we say that
Sk () := fs 2 C(D)jsjDi 2 Pk ; 8ig
is a multivariate spline space with degree k and smoothness , where Pk denotes the collection of
polynomials
Pk :=
8<
:
kX
i=0
k−iX
j=0
cijxiy jjcij real
9=
;
if k>0, and Pk = f0g if k < 0.
According to the above denition, multivariate splines will be very useful in solving problems in
computational geometry and at the same time, we will encounter and have to deal with a number
of problems in dierential geometry, such as tangent, curvature, oset, and minimal surface prob-
lems. However, most people have not mentioned the relationship between algebraic geometry and
multivariate splines.
First, by using Bezout’s theorem in algebraic geometry, the author discovered the following fun-
damental theorem on multivariate splines [15].
Theorem 1. s(x; y) 2 Sk () if and only if the following conditions are satised:
1. For each interior edge of ; which is dened by  i : ‘i(x; y) = 0; there exits the so-called
smoothing cofactor qi(x; y) such that
pi1 − pi2 = ‘+1i qi; (1)
where the polynomials pi1 and pi2 are determined by the restriction of s(x; y) on the two cells Di1
and Di2 with  i as the common edge and qi 2 P−(+1)ni ; =max(degrees of pi1 and pi2); ni=
degree of ‘i.
2. For any interior vertex vj of ; the following conformality conditions are satisedX
[‘( j)i (x; y)]
+1q( j)i (x; y)  0; (2)
where the summation is taken over all the interior edges  ( j)i passing through vj, and the signs
of the smoothing cofactors q( j)i are rexed in such a way that when a point crosses  
( j)
i from
Di2 to Di1; it goes around vj in a counter-clockwise manner.
Theorem 1 shows that the multivariate spline, in principle, is equivalent to an algebraic subject
dened by Theorem 1. Furthermore, Theorem 1 has also shown a most general method for studying
the multivariate splines over any given partition. It was called the smoothing cofactor-conformality
method.
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2. Dimension of multivariate spline space
Let the homogeneous system of linear algebraic equations corresponding to the global conformality
condition be
BQ = 0; (3)
where Q is the column vector whose components are formed by coecients of the smoothing cofactor
of all the interior edges. The elements in matrix B are formed by coecients of the expansion on
[li(x; y)]
+1.
Denote by N the total number of interior edges in , and denote by ni the degree of the ith
interior edge, then the unknowns in the homogeneous system of linear equations BQ = 0 is
NX
i=1

k − ni( + 1) + 2
2

:
If we denote = rank B, according to the algebraic theory, then the dimension of solution space of
BQ = 0 is
NX
i=1

k − ni( + 1) + 2
2

− :
Adding the freedom of a polynomial of degree k dened in the \source cell" ( k+22 ), we have the
following theorem:
Theorem 2 (Wang [17]).
dim Sk () =

k + 2
2

+
NX
i=1

k − ni( + 1) + 2
2

− : (4)
Especially, if every interior edge is a straight line, we have
Theorem 3 (Wang [15,17]).
dim Sk () =

k + 2
2

+ N

k −  + 1
2

− ; (5)
where N is the total number of the interior edges in ; and  is the rank of matrix B whose
elements are the coecients of the homogeneous system of linear equations corresponding to the
global conformality condition.
Although the theorems mentioned above have given the dimension formulae of multivariate spline
spaces Sk (), in principle, it is very complicated to calculate . Moreover, it is not only dependent
on the topological property of , but also sometimes dependent on the geometric property of .
In fact, multivariate splines have a strong background of algebraic geometry.
Let us consider in detail the special partition  consisting of nite straight lines. By using the
map ’ : (x; y)! [x; y; 1], the partition  is embedded in CP2, and any edge  i can be represented
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in ix + iy + iz = 0. It is clear that the matrix Mv determined by the conformality condition (2)
at any given interior vertex v is a
k + 2
2



k −  + 1
2

Nv
matrix.
It is clear that the dimension of the solution space dened by Mv= 0 is
k −  + 1
2

N

k + 2
2

+ ;
where  is the dimension of the solution space of the following linear system:
M Tv = 0: (6)
However, (6) shows that the points f(i; i; i)gNvi=1 lie on algebraic curves as followsX
jj=+1
C1i 
2
i 
3
i = 0; i = 1; : : : ; Nv;
where Nv is the number of edges  i : ix+iy+ iz=0 passing v; =(1; 2; 3); 1; 2; 3>0; jj=
1 + 2 + 3, and the unknown (
+3
2 )-vectors C are taken from a (
k+2
2 )-vector in dierent ways.
Hence, the problems on dim Sk () should be also the problems in algebraic geometry.
They seem to be heavily dependent on the geometric properties of the partition .
By using Pascal’s theorem in the algebraic geometry, Du shows how dim S 12 (MS) depends on
the geometric properties of the triangulation MS ([7,8,10]).
The close relationship between bivariate C1-quadratic spline based on Morgan{Scott partition and
the classical Pascal’s Theorem and some results in multivariate C1-quadratic splines on Morgan{Scott
partition in Rn [11] stimulate us to generalize Pascal’s Theorem to n-dimensional cases.
To do this, one rst takes Pascal’s Theorem as the following problem: when does the hexagon
obtained from a triangle by cutting out its three corners inscribe a conic? A natural problem is when
the polyhedron obtained by cutting out the corners of an n-simplex (such a polyhedron is called
Pascal’s polyhedron) inscribes an n-dimensional quadratic hypersurface. We have [13].
Theorem 4. An n-Pascal’s polyhedron inscribes an n-dimensional quadratic hypersurface if and
only if each of its (n− 1)-faces inscribes an (n− 1)-dimensional quadratic hypersurface.
Billera [1] developed a homological approach to the problem of computing the dimension of
Sk(), where  is a nite d-dimensional simplicial complex embedded in Rd. He also applied it
specically to the case of triangulated manifold  in the plane, getting lower bounds on dim Sk ()
for all . An algebraic criterion developed by Billera [1] is both necessary and sucient for the
piecewise polynomial on a d-dimensional complex  to be smooth of order . The basic idea of
this criterion can be found in [15,6]. A d-complex  is called strongly connected if for any two
d-simplices ; 0 2 , there is a sequence of d-simplices
 = 1; 2; : : : ; r = 0
such that for each i< r; i \ i+1 has dimension d− 1. Here i and i+1 are called adjacent.
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Theorem 5 (Billera, [1]). Suppose that  is a strongly connected d-simplex such that all links of
simplices are also strongly connected complices. Let F be a piecewise polynomial which; restricted
on each simplex of  is a polynomial of degree 6k; and >0. Then F 2 Sk () if and only if a
relation similar to (1) in Theorem 1 holds for each pair 1; 2 of adjacent d-simplices in .
The homology H(C

k ) of the complex C

k is useful for studying C
 piecewise polynomials of
degree at most k. Billera proved [1].
Theorem 6. Let  be a strongly connected d-complex with strongly connected links. Then for
k>0 and >0;
Sk () = Hd(C

k ):
A well-known Strang’s conjecture has been proved by Billera [1].
Theorem 7. For generic embeddings of any triangulated 2-maniford  in R2;
dim S1k () =

k + 2
2

f2 − (2k + 1)f01 + 3f00 ;
where f2 is the number of triangles in ; f01 and f
0
0 the number of interior edges and vertices;
respectively.
Billera and Rose [2] considered the formal power seriesX
k>0
dim RS

k ()
k ;
and showed that the following form
P()=(1− )d+1
holds under mild conditions on , where d= dim(), and P() is a polynomial in  with integral
coecients and satises
P(0) = 1; P(1) = fd(); and P0(1)− ( + 1)f0d−1():
Moreover, Billera and Rose showed how the polynomial P() and bases of the spaces Sk () can
be calculated by using Grobner basis techniques of computational commutative algebra [4].
3. Multivariate weak spline
Let  be a partition of the domain D consisting of nite straight line segments. Denote by Di; i=
1; : : : ; T , all the cells of . Let   be an edge of ; S  be a set of points on  , and jS j := card(S ) be
limited. Suppose that S is a set of points. Denote by C(0)(S) the set of functions with -smoothness
at each point of S.
Wk () := fw(x; y) 2 C(0)(S)jw(x; y)jDi 2 Pk; 8Di; S = UjS jg
is called the multivariate weak spline space.
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Theorem 8 (Wang [16]). Suppose that w(x; y) 2 Pk; and S is a set of points on the line y− ax−
b= 0; then
Djw(xi; yi) = 0; j = 0; : : : ; ; 8(xi; yi) 2 S
if and only if there exist q(x; y) and cm(x) such that
w(x; y) = (y − ax − b)+1q(x; y) +
+1X
m=1
(y − ax − b)+1−m
0
@ jSjY
i=1
(x − xi)
1
A
m
cm(x); (7)
where q 2 Pk−−1; cm(x) 2 Pk−−(jSj−1)m−1(x); and cm(x) = 0 identically provided k −  −
(jSj − 1)m− 1< 0.
The polynomial q(x; y) shown above is still called the smoothing cofactor; however, cm(x) is
called the weak smoothing cofactor of order m. The corresponding conformality condition, and
global conformality condition of the multivariate weak spline are
X
A
l+1ij qij(x; y) +
+1X
m=1
l+1−mij
0
@ Y
xt2Slij
(x − xt)
1
A
m
cmij(x) = 0 (8)
and
X
Ar
l+1i qi(x; y) +
+1X
m=1
l+1−mi
 Y
xi2Si
(x − xi)
!m
cmi(x) = 0; r = 1; : : : ; M; (9)
respectively, where M is the number of interior edges of .
Theorem 9 (Xu & Wang [23]). For any given partition ; w(x; y) 2 Wk (); if and only if there
exist a smoothing cofactor and the weak smoothing cofactors of order m; m=1; : : : ; +1 on each
interior edge; and the global conformality condition is satised.
4. Scattered data interpolation and piecewise algebraic curve
The interpolation of scattered data is an important topic in computational geometry. It is con-
cerned with several practical areas such as CAD (computer-aided design), CAM (computer-aided
manufacture), CAE (computer-aided engineering), and Image processing, etc. Let f(xi; yi; zi)gNi=1 be
a given scattered data (N 1). The problem of scattered data interpolation is how we can nd a
function (it should be simple) z = f(x; y) such that the following interpolation conditions:
zi = f(xi; yi); i = 1; : : : ; N (10)
are satised
A system of N funcitons ’1; : : : ; ’N dened on a point set S is called unisolvent on S if
j’i(xj)j 6= 0
holds for every selection of distinct points x1; : : : ; xN in S.
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It follows that ’1; : : : ; ’N is unisolvent on S if and only if the linear combination of the ’0s that
vanishes on N distinct points of S vanishes identically.
Haar’s Theorem. Let S be a point set in n-dimensional Euclidean space Rn; n>2. Suppose that S
contains at least an interior point, say p. Let ’1; : : : ; ’N (N > 1) be dened on S and continuous
in a neighborhood of p. Then this set of functions cannot be unisolvent on S.
Therefore, if the interpolation function f(x; y) shown in (10) is taken from a linear space, such
as a polynomial space or a spline space, then to get a unique solution of (10), one has to choose
carefully the knot-set K := f(xi; yi)gNi=1.
The knot-set K := f(xi; yi)gNi=1 is called a suitable knot-set for (10) if (10) has a unique solution
for any given z1; : : : ; zN .
By using algebra, K := f(xi; yi)gNi=1 is suitable for (10), if and only if K does not lie on a curve
dened by
  := f(x; y) jf(x; y) = 0; f 2Sg (11)
where S is the linear space spanned by ’1; : : : ; ’N [20].
In principle, to solve an interpolation problem, one has to deal with the properties of curves.
When S := Sk () is a multivariate spline space, the curve
  := f(x; y) j s(x; y) = 0; s 2 Sk ()g
is called a piecewise algebraic curve. Therefore, a key problem on the interpolation by multivariate
splines is to study the piecewise algebraic curve. It is obvious that the piecewise algebraic curve is
a kind of generalization of the classical algebraic curve [9,18].
Because of the possibility f(x; y) 2 DjsjDi = p(x; y) = 0g \ Di = ; (empty), it is more dicult
to study the piecewise algebraic curve. It is well known that Bezout’s theorem is an important
and classical result in algebraic geometry. Its weak form says that two algebraic curves will have
innitely many intersection points if they have more intersection points than the product of their
degrees (it is called Bezout’s number). For Srm() and S
t
n(), denote by BN = BN(m; r; n; t;) the
Bezout’s number. Then any two piecewise algebraic curves.
 : f(x; y) = 0; and : g(x; y) = 0; f 2 Srm(); g 2 Stn()
must have innitely many intersection points provided that they have more than BN intersection
points.
A fundamental problem on the piecewise algebraic curve is how to nd the Bezout’s number. In
general, this problem is very dicult. A triangulation  is called 2-triangle-signed, if each triangle
in  can be marked by −1 or 1 such that any two adjacent triangles in  are marked by dierent
signs. The following generalization of Bezout’s theorem has been obtained.
Theorem 10 (Shi & Wang [12]). BN(m; 0; n; 0;) = mnT if  is a 2-triangle-signed triangulation
or if mn is even; and BN(m; 0; n; 0;)6mnT − [(Vodd + 2)=3] in general; where T is the number of
triangles in  and Vodd is the number of odd vertices in .
By using the resultant on the polar coordinates, we have [19,22]
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Theorem 11. Let  i: si(x; y)=0; si 2 S1ki ; i=1; 2 be piecewise algebraic curves. Then for any given
interior vertex; say v; the Bezout number on R(v) satises the following inequality:
BN(k1; 1; k2; 1)6n(k1k2 − 1) + 1; (12)
where n is the number of edges passing through v.
An algebraic curve l(x; y)=0 is called a branch of the algebraic curve  : L(x; y)=0, if l(x; y) is
a factor of L(x; y). Noting the feature if the piecewise algebraic curve, we dene the so-called \local
branch" of a piecewise algebraic curve [18]: A piecewise algebraic curve : t(x; y) = 0 is called a
local branch of the piecewise algebraic curve  : s(x; y)=0, if there exists a union U of cells of the
partition  such that  is a branch of   on U . It is important to discuss the real intersection points
of piecewise algebraic curves. One of the basic problems is how one can determine the number of
real intersection points of two piecewise algebraic curves on a certain cell of the partition. It is well
known that any p(x; y) 2 Pn can also be represented in B-net form on a triangle  as follows
p(u1; u2; u3) =
X
jj=n
bu
1
1 u
2
2 u
3
3 ; (13)
where
b = p
n!
1!2!3
; (14)
and (u1; u2; u3) is the barycentric coordinates of (x; y) on ;  = (1; 2; 3); jj= 1 + 2 + 3; i 2
f0; 1; : : : ; ng; p are Bezier ordinates of p. By the change of variables as follows
u1 =
 
2t21
1 + t21 + t22
!2
; u2 =
 
2t22
1 + t21 + t22
!2
; u3 =
 
t21 + t
2
2 − 1
1 + t21 + t22
!2
; (15)
the polynomial p(u1; u2; u3) is represented by
p(u1; u2; u3) =
4
(1 + t21 + t22)2n
P(t1; t2); (16)
where
P(t1; t2) =
X
jj=n
bt
21
1 t
22
2 (t
2
1 + t
2
2 − 1)23 (17)
is dened on the whole R2. Therefore, one can estimate the number of real intersection points of
the curves
 i: pi(x; y) = 0; i = 1; 2
on  by computing the number of real intersection points of the curves  1 : P

i (t1; t2) = 0; i = 1; 2
on R2. In fact, the following Sturm-type theorem holds.
Theorem 12. The number of real intersection points of two algebraic curves
 i: pi(x; y) = 0; i = 1; 2
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on a triangle  is bounded by the number of real intersection points of the following two algebraic
curves:
 i : p

i (t1; t2) = 0; i = 1; 2
on the whole R2; where the corresponding polynomials pi and Pi ; i = 1; 2; are dened as above.
5. Piecewise algebraic variety
Let k be a xed algebraically closed eld. We dene ane n-space over k, denoted by Ank , or
simply An, to be the set of all n-tuples of elements of k. Denote by k[x1; : : : ; xn] the polynomial ring
in n variables over k. Let  be a partition of An, and P() be the set of piecewise polynomials
dened on . It is obvious that
S() = ff jf 2 C(An) \ p()g
is also a ring on k, which is called C spline ring. It is clear that k[x1; : : : ; xn] S(). A C
piecewise algebraic variety X is dened as the zero set of C splines in S(), i.e.,
X = fx 2 An j s(x) = 0; s 2 F  S()g:
Piecewise algebraic variety is a new topic in the algebraic geometry as well as the computational
geometry. The degree of f 2 S() is the maximal degree of polynomials corresponding to f on
all cells of , which is denoted by
degf =max
i2
deg(fji):
Proposition 13. The set
Sm() = ff j degf6m; f 2 S()g
is a nite-dimensional linear vector space on k; m>0.
For n-dimensional space Rn; n> 2, we always assume that the facets in partition  are hyperplanes.
In this case, the conclusions in Theorem 1 corresponding to spline space Sm() also hold.
Denition 14 (Su, Wang et al. [14,21]). Let  be a partition of An; X An. If there exist f1; : : : ; fr 2
S(), such that
X = z(f1; : : : ; fr) =
r\
i=1
z(f:i); (18)
then X is called a C piecewise algebraic variety in An with respect to . If there exists f 2 S(),
such that X = z(f), then X is called a C piecewise algebraic hypersurface. A one-dimensional C
piecewise algebraic variety is called a C piecewise algebraic curve. A two-dimensional piecewise
algebraic variety is called a C piecewise algebraic surface.
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Let every facet in  be a hyperplane, according to the conformality condition and the representation
of multivariate spline, we have
Theorem 15 (Su, Wang et al. [14,21]). S() is a Nother ring.
Proposition 16. Let X be a C piecewise algebraic variety in An with respect to ; then X is
irreducible if and only if I(X ) is a prime ideal of S(); where
I(X ) := ff jf(x) = 0; x 2 X; f 2 S()g:
Theorem 17 (Su, Wang et al. [14,21]). Every C piecewise algebraic variety in An with respect to
 can be represented by the union of nite number of irreducible C piecewise algebraic varieties
X1; : : : ; Xr; that is;
X =
r[
i=1
Xi: (19)
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