This paper presents an approach using a stepwise binary decision classification to enable a significant reduction of non-AFB false positive (FP) objects while maintaining a similar true positive (TP) detection to improve performance. The stepwise classification (SWC) performs post-processing to remove the FP generated from the computer aided detection (CAD) system. FP objects are first analyzed and classified into several different categories such as small bright objects, beaded, dim elongated objects, etc. A SWC is developed to remove each type of FP, one at a time. For each individual classification, a binary decision diagram is created through minimization from a Boolean binary decision tree to classify different types of FP based on the extracted feature vectors associated with AFB and non-AFB objects. Each classification algorithm is developed and applied in a sequence to reduce a different type of FP such that the most dominant category of FP will be removed first. Consequently, significant amounts of FPs have been reduced while maintaining consistent true positive detection. The receiver operating characteristics (ROC) method with the area under the curve (A z ) is utilized to analyze the performance of this SWC algorithm on 102 confirmed negative and 74 positive cases that had never been used in the development of the SWC. It shows the superior detection performance on the high-concentration cases (A z =0.913) and cases mixed with high-concentration and scanty AFB cases (A z =0.878). The SWC algorithm is easily extensible to newly identified FP and is backward compatible.
Introduction
One-third of the world's population are carriers of tuberculosis (TB) bacteria, originating about 10 million cases of active TB worldwide and approximately 2 million deaths annually [1] . The presence of acid-fast bacteria (AFB) on a sputum smear specimen often indicates the presence of active TB [2] . Smear fluorescent microscopy is one of the WHO recommended methods to detect AFB after staining with Auramine-O [3, 4] . Routine visual slide screening for identification and counting of AFB is a tedious, labor-intensive task. Low quality, inconsistent slide staining technique, debris, variation in human perception, and fatigue lead to sensitivity as low as 40%, especially in scanty specimens [1, 4] . Applying a CAD system to the automated diagnosis of TB presents the opportunity to address the shortcomings of current techniques in diagnosing TB from sputum smears.
Several works [5] [6] [7] [8] [9] [10] have addressed the detection of TB bacteria under fluorescence microscopy and have shown high sensitivity, at the cost of high false-positive (FP) classifications. The FPs include debris from the sputum, the broken background, poor staining residues, bacteria other than AFB, and a mixture of all of the above. Thus, the problem of detection of M. TB is coupled with the problem of reducing the number of FP classifications while maintaining a high degree of true positive diagnosis.
Most CAD methods separate the targets into two categories: disease and non-disease, using a single-step
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Proceedings of the IASTED International Symposia I (I 2011) May 16-18, 2011 Washington, DC, USA maging and Signal Processing in Healthcare and Technology SPHT simultaneous classification method to differentiate disease from non-disease [5] [6] [7] [8] [9] [10] . Such an approach places all the FPs into one single category and all of the disease into another category, and further attempts to classify them in a single non-linear classifier. Frequently, this approach lets the classifier determine its own hyperplane for the separation of two categories during the training process. Such training is completely based on the characteristics of training data [11, 12] . Although this approach is quite useful when the characteristics between disease and nondisease are relatively unknown, it can cause overtraining when the numbers of disease and non-disease objects are unbalanced, and furthermore, the representation of training samples is uncertain. Such an approach does not preserve previously trained classifiers; therefore, the classifier needs to be re-trained every time new training cases emerge. This simultaneous classification lacks incremental learning capabilities. A SWC is developed to overcome these classification issues using a priori clinical knowledge. The SWC is able to memorize previously learned FP types such that the FPs will not rematerialize when new cases are utilized. This paper will first present the database used for development and testing, as well as the CAD algorithm used to generate various types of FP. We will then present different categories of FP and their associated features. Each classification of the SWC applies a binary decision diagram (BDD) to classify FPs based on a priori knowledge of clinical features. Finally, the reduction of FP along with TP will be analyzed and a receiver operating characteristics (ROC) method with the area under the curve (A z ) as the measuring index will be presented for the analysis of the performance from the high-concentration cases and cases mixed with high-concentration and scanty TB cases.
Database and CAD Algorithm

Database
Two types of specimen databases were used to develop and evaluate the CAD system: (i) development specimen database, and (ii) independent testing specimen database. For the development database, a total of 554 specimens were collected and digitized by the National TB Reference Laboratory, National Health Laboratory Systems (NHLS), Johannesburg, South Africa in 2008 and 2009. These specimens are sputum smear slides stained with auramine-O. An Olympus BX41 fluorescence microscope (Olympus, Japan) equipped with 100W mercury light source and 1.2-mega-pixel Olympus XC10 color digital camera with a Peltier cooling filter were used to capture each field of view (FOV). Five to one hundred FOVs were captured for each specimen through a 40x magnification objective lens. In total, 1,803 AFB-positive FOVs and 6,082 AFBnegative FOVs were collected for the development of the detection algorithms. The positive FOVs were collected from TB positive specimens. The negative FOVs were collected only from TB negative specimens to prevent any accidental contamination between the positive and negative FOVs. The positivity and severity classification of these FOVs were confirmed by an expert microscopist. Each FOV covers a rectangular area of 166 µm x 221 µm at 160 nm pixel resolutions. Over 40,000 individual AFB and approximately 80,000 non-AFB objects were identified and extracted into rectangular areas.
In 2010, additional cases were collected from NHLS for the independent evaluation of the CAD algorithm. These cases have not only been confirmed by consensus human observers to determine their positivity and existence of AFB, but also their severity load. The severity load is defined as "high concentration specimen" (grade P1 or higher), "scanty specimen" (grade 'scanty 1' through 'scanty 9'), or "negative specimen" (no AFB exist), in accordance with the International Union Against Tuberculosis and Lung Diseases (IUATLD) grading scale for AFB [13] . A total of 102 cases are identified as negative cases and 74 as positive cases. Among the positive cases, 25 of them were identified as scanty cases and the remainders were P1, P2, and P3 cases. These independent cases were not used for the development of the CAD and stepwise classification algorithms. Patient and clinical information on these development and testing specimens were not identified or traced.
CAD Algorithm
Used as a pre-scan for this study, the CAD TB detection algorithm has been developed and tested to generate very encouraging results [10] . It consists of two main functions: (i) a bacillus detection function, and (ii) a FOV/ Specimen detection function. The bacilli detection function includes: object segmentation to select the majority of AFB objects along with other non-AFB objects; segregation process to separate AFB from non-AFB categories; feature extraction to calculate the mathematical expression of TP and FP objects in the image; and, support vector machine (SVM) processing [14] to automatically determine the likelihood of AFB objects. The developed bacillus detection function draws a red bounding box around a suspect object to indicate its likelihood of being an AFB. Based on bacillus level detection, the FOV/Specimen detection function totals the results from the bacillus detection module to determine the overall AFB status of the FOVs and the specimen following the IUATLD grading scale. This CAD algorithm can achieve sensitivity higher than 90%, at the cost of high FP objects.
Stepwise Classification (SWC)
The SWC algorithm is used in post-processing to process all objects generated by the CAD algorithm in order to reduce the FP. The features used in the SWC were not used in the CAD algorithm to assure independence.
Analysis of FP
After CAD processing (namely, "pre-scan"), several FP were generated along with TP. The FPs were analyzed and classified into the following categories: a. small bright object with shape similar to a "small pinhead"; b. large bright object with shape similar to a 'large pinhead'; c. dim elongated object; d. triangular object with shape similar to a 'Christmas tree' or 'comet'; e. two or three separating round beads (cocci-like shape)
with shape similar to a 'snow man'; f. elongated object with large middle portion -sporelike FP; and g. other FP objects Each of these categories is maintained as independent as possible in order to minimize the false classification.
Some of the FP objects identified by a red bounding box are shown in Figure 1 .
Based upon the occurrence and dominance of the FP, a priority ranking was established to remove FP. The most frequently appearing FP objects were removed first, then the second most frequent, the third most frequent, etc. The dominance of FP is ranked as: (1) small bright object, (2) large bright object, (3) dim elongated object, (4) triangular shaped FP, etc. The FP classifier is designed to remove small bright objects first, then large bright objects, etc. in the above order.
Each classification performs a decision of FP based on the features derived from a priori clinical knowledge: a. small bright object: use the size of the bounding box drawn by the CAD system as criteria; use a diagonal ratio as a feature to consider the rotated objects; b. large bright object: use the size of the bounding box object as criteria; use the diagonal ratio as the feature to consider the rotated objects; c. dim elongated object -calculation of the average luminosity in the peripheral region vs. in the central region; d. triangular shaped object with shape similar to a 'Christmas tree' or 'comet' -use a thickness ratio at different locations across the object, shown in Figure  2 ; e. round-beaded object: two or three separated round beads with shape similar to a 'snow man' or 'cocci' -i. Spatial feature -use a thickness ratio at different locations, shown in Figure 2 . ii.
Luminosity -use the profile along the long axis to determine the first and second derivatives, as well as the distance between two peaks, shown in Figure 3 . f. elongated object with a large middle portion with a shape similar to a 'UFO' -use a thickness ratio at different locations. i. a uniform elongated object with the ratio of the short axis to long axis is relatively largeruse a thickness ratio at different locations, shown in Figure 2 .
Features used to remove small and large FP objects, as well as dim FP, can be easily calculated from the bounding box. The features used to remove other types of FP (e.g., the rounded bead FP and triangle FP) are extracted based on the schematic diagrams shown in Figures 2 and 3 . 
computed. The morphology of an AFB possesses a rod shape and is slightly bent. The width of the AFB is uniform along the object, whereas the triangular and round-beaded FP does not possess uniformity of the width. For the true AFB, its uniformity is close to "1" otherwise its uniformity is much less than for the triangle and beaded FP. Figure 3 illustrates the luminosity features of round-beaded FP and AFB. The gray-scale luminosity is derived from values of the Red, Green, and Blue channels. Diagonal profile(s) of luminosity are then generated to differentiate beaded AFB from beaded non-AFB. The separation of peak luminosities in the profile for FP is bigger than that from AFB and the size of each bead for FP is smaller than the AFB. The spatial size of each bead is calculated between two profile distances where its peak luminosity drops to 37% (=e -1 ), which is about one standard deviation.
Stepwise classification (SWC) Algorithm
Based on the prioritization of FP previously determined, a SWC algorithm was constructed using several individual binary decision diagrams (BDD) to remove each category of FP, one type of FP at a time. Each classification is designed to remove the maximum number of FP objects with minimal loss of TB objects, as shown in Figure 4 . A SWC differs from a simultaneous classifier that differentiates all types of FP categories at one time. A SWC can be derived from the simultaneous classification, provided that each type of FP and the associated feature vectors are independently distributed using cofactors from a Boolean function.
Simultaneous classification:
Simultaneous classification can be represented as a Boolean function F of n feature variables vector X 1 , X 2 , X 3 , …, X n associated with different types of FPs. Each vector (X i ) can consist of multiple feature elements (x i,1 , x i,2 , …, x i,n) .
• F: {0,1} n −> {0,1} where 0 can be FP and 1 can be TP.
• It indicates that use of X 1 , X 2 , …, X n simultaneously can classify FP from TP
Figure 4. Algorithm of SWC for the Removal of FP
Stepwise classification:
SWC can be derived from the simultaneous classification provided that each type of FP and associated feature vectors are independently distributed.
• Use of cofactor (F x1 and F x1 ) to re-define the Boolean function of n-1 variables as follows: -F x1 (X 1 , X 2 , …, X n ) = F(1, X 2 , X 3 , …, X n ) -F x1 (X 1 , X 2 , …, X n = F(0, X 2 , X 3 , …, X n ) -It indicates that a class of X 1 can be singled out to classify TP and FP while the remaining variables X 2 , X 3 , …, X n can be used simultaneously to classify TP and FP.
• By repeating the usage of the cofactor, one can use X 1 , X 2 , …, X n independently to classify TP from FP, one type of FP at a time: As independency between each feature vector or the independency between different categories of FP begin to diminish, the false classification will increase because of the introduction of adjudicate correlation from the dependency of categories of FP. Figure 4 shows the SWC approach for the removal of FP. It removes small bright FP objects first; then large bright FP objects; and then dim elongated FP objects. The last three types of FP objects to be removed are triangular FP objects, spore-like FP objects, and round-beaded FP objects. SWC algorithms allow easy evaluation of the performance of the classification algorithm. The performance of the classification algorithm designed to remove small bright FP objects can be evaluated by examining not only the change of sensitivity and FP rate but also by examining the remaining objects to determine how many small, bright FP objects have been removed. Ideally, all of the small, bright FP objects should have been removed after the first classification algorithm.
The SWC allows the use of specific feature vectors for specific types of FP. It does not require extensive training since the decision threshold is determined from the apriori clinical knowledge instead of from the training of the samples. The SWC processes feature vectors instead of an individual feature element, for one type of FP. This also can avoid the potential of introducing any non-relevant feature elements typically encountered in the simultaneous classification.
Binary Decision Diagram
A binary decision diagram (BDD) is constructed for each FP classification algorithm to remove each category of FP [16] . The BDD, or sometimes called Reduced Ordered Binary Decision Diagram (ROBDD), is typically obtained from the binary decision tree by maximally reducing it according to the reduction rules: (1) merge any isomorphic sub-graphs and (2) eliminate any node whose two children are isomorphic [17] . A binary decision tree is a Boolean function and sometimes referred as a Boolean decision tree where each node can only generate two outputs, such as TP and FP for the last child node. The feature elements are implemented at each node. BDD is demonstrated to produce a much lower cross-validation misclassification rate. Karnaugh Map is a typical way to generate BDD from a Boolean binary decision tree [16] . The advantage of a BDD is that it is canonical, unique, and efficient for a particular function and variable order. This property makes it useful in the functional equivalence checking of each feature element from the feature vectors associated with each FP in addition to other operations such as functional technology mapping in switching circuit and real-time computer vision. One BDD has one root node and several child nodes. Each node represents a Boolean function that determines the threshold values for specific features. Each node only has two outputs and each output can be the input to another node. As the path descends from root node to a low child (high child), that node's variable is assigned to 0 and a decision is then made to be either FP or AFB. The size of the BDD is determined both by the function being represented and the chosen ordering of the variables. Multiple BDDs can be combined and minimized to generate a single global BDD.
The first FP classification is designed to eliminate the small bright FP object with a cut-off threshold near the bottom such that most of the FP will be removed. This FP classification consists of two BDDs: one to remove the smaller bright object aligned on the vertical and horizontal position whereas the second BDD performs the checking of rotation using diagonal ratio and then applies the checking of the size of detected objects. Figure 5 shows the portion of BDD that eliminates small bright objects, large bright objects, dim objects, and some of the beaded objects. Each node performs a Boolean function to arrive at a binary decision. The computation on each node is very simple, involving the size of the bounding box ("BB"), diagonal ratio ("DR"), contrast, uniformity, etc. The cut-off thresholds are obtained based on the clinical knowledge of AFB. The outputs from this algorithm include AFB objects and some of the FP that were not be removed by this BDD algorithm.
This BDD employed for the removal of triangle and roundbeaded FP objects is derived from a binary decision tree based on the features described in Figure 3 (7) comparison of the distance between two peaks on the luminosity profile. The cut-off thresholds for each BDD were chosen to remove the FP slightly (low FP rate) while preserving the most TP (high sensitivity). The classification implemented in the BDD also can be realized in parallel processing via a simple logical gate operation.
Results
The performance of classification is first evaluated on each individual FP classification algorithm. An overall performance is then reported using Receiving Operating Characteristics (ROC) analysis. Both performances were obtained from cases that were not used for the development of the CAD and SWC algorithm.
The performance of each BDD-based on FP classification is shown on Figure 6 . The total number of TP and FP generated from the CAD system are used as the baseline. The remaining TP and FP from each FP classification algorithm are then compared with the baseline. It shows that after 6 SWC's, denoted as FPC1, FPC2, …, FPC6, the FP is reduced significantly to 11.69% (changes from 4,773 to 558) while the loss of TP is very minimal, 10.79% (changes from 121 to 108). Investigation of the remaining Figure 7 shows the receiving operating characteristics (ROC) plots of the overall performance of the CAD system with the SWC algorithm. The sensitivity is calculated only from the positive cases whereas the specificity is calculated only from the negative cases. The ROC plot includes the sensitivity from a total 74 positive cases (i.e., combination of 25 scanty and 49 P1,P2,P3 or "highconcentration" cases only. The 102 confirmed negative and 74 positive cases were neither utilized during training nor used for the development of the CAD system. The area under the curve shows the superior detection performance on the high-concentration cases (A z =0.913) and cases mixed with high-concentration and scanty AFB cases (A z =0.878).
Conclusion
We have developed the SWC architecture to remove the FP object from a computer aided detection (CAD) system to improve the detection and counting of mycobacteria tuberculosis (MTB) acid fast bacilli (AFB) in images digitized from auramine-O smeared sputum slide under fluorescence microscope system using a high resolution digital camera. Each classification algorithm in the SWC approach applies a binary decision diagram (BDD) to enable the significant reduction of non-AFB FP objects (FP) while maintaining the similar true-positive (TP). FP objects are first analyzed and classified into several different categories such as a small bright object, beaded, dim elongated object, etc. A SWC is developed to remove each type of FP one at a time. Each node in a binary decision diagram (BDD) corresponds to a feature element associated with each specific type of FP. Each classification algorithm is prioritized in a sequential fashion to reduce a different type of FP such that frequently appearing FP will be removed first. The developed algorithm was applied to 102 confirmed negative and 74 positive cases that were neither utilized during training nor used for the development of the CAD system. The receiver operating characteristics (ROC) method with the area under the curve (A z ) is utilized to analyze the performance of this SWC algorithm. It shows the superior detection performance on the highconcentration cases (A z =0.913) and cases mixing with high-concentration and scanty AFB cases (A z =0.878). The SWC algorithm can be easily extensible to newly identified FP and backward compatible. The classification implemented in BDD also can be realized in parallel processing via a simple logical AND-OR gate operation.
