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ABSTRACT 
This paper points out a connection between the Schur algorithm and the difference 
Riccati equation arising in linear optimal filtering. It is shown that a special version of 
the Schur algorithm leads to a Chandrasekhar-type algorithm. 
NOTATION 
D: = {z : 1 z 1 < 1) denotes the open unit disc in the complex plane V, 
X * the complex conjugate transpose of a matrix X in Vpxm, 
X’ the transpose of X, 
X1/’ the Hermitian square root of a Hermitian matrix X, 
X(= z-l) a complex variable, 
f(A) an analytic function in D, 
f(X)= f*( X- ‘) the paraconjugLte of f(X), and 
[A, B, C, D]: = D + XC( I - hA)-b. 
*This work was supported in part by the NSF under grants ECS-8705291, MIP-8708811 
and ECS-9016050. 
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1. INTRODUCTION 
The purpose of this paper is to present a connection between the Schur 
algorithm of analytic interpolation theory and the discrete-time Riccati equa- 
tion which arises in linear optimal filtering. More specifically, we show that a 
special version of the Schur algorithm given in [q] corresponds directly to a 
square-root version of a Chandrasekhar-type algorithm that was presented in 
[241. 
Chandrasekhar-type equations in the context of discrete-time Kalman 
filtering were developed by Lindquist [Iq] and by Morf, Sidhu, and Kailath 
[25]. The development of related fast algorithms was pursued by these authors 
and their coworkers in a series of papers (see [7, 14, 15, 20-22, 241 and the 
references therein). 
The application of the Schur algorithm to the problem of spectral factoriza- 
tion has been developed in [8-121. The steps of the Schur algorithm allow for 
a certain amount of freedom in the choice of relevant parameters. This fact has 
been discussed in the aforementioned publications in connection with the 
speed, accuracy, and conditioning of the algorithm. In [q], it was shown that 
for a special choice of certain parameters, the Schur algorithm can be 
conveniently carried out using state-space representations. In this paper we 
elucidate a connection between this particular form of the Schur algorithm 
given in [q] and the standard discrete-time Riccati equation. Moreover, we 
show that this algorithm relates directly to the square-root version of the 
Chandrasekhar algorithm presented in [24]. The key motivation for this work 
has been to clarify the connection between the discrete-time Riccati equation 
and the Schur algorithm as well as explore implementation aspects of the 
Schur algorithm. 
2. OPTIMAL FILTERING AND THE RICCATI EQUATION 
Consider the standard finite-dimensional stationary discrete-time Marko- 
vian model (see [l]) 
xk+l = ‘hk + wk, 
zk = cx, + l)k, 
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for k = 0, 1,2, . . . . Here 
covariance 
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is zero-mean Gaussian white noise with 
Wk ( ) uk and x0 are independent, E{ x0} = 0, A is a stable matrix (i.e., all its 
eigenvalues have magnitude less than unity), and the state covariance P = 
E( r,,rb} is the unique nonnegative definite solution of the discrete-time 
Lyapunov equation 
P=APA‘+Q. (1) 
The power spectrum of the stationary stochastic process zk is given by 
= 20 + Cx(I - AA)-‘B + B’X-‘(I - h&‘-k’, 
where I3 = APC’ + S and 2 D = CPC’ + R. In the sequel, for simplicii tY 
restrict our attention to the case where R is nonsingular. 
‘, we 
With A, B, C, and D as above, the function F(X): = [A, B, C, D] is in the 
Carathiodoy class C (i.e., it is analytic with positive real part in D). The 
power spectrum *(k 1-l) = F(X) + F(A)- admits a factorization G(A)G(X)” 
where G(X) = [A, L, C, W] is a square matrix function which has an analytic 
inverse in D. The factor G is uniquely defined up to a right constant unitary 
factor and is a (&) canonical spectral factor of * (or of F). 
Consider the Kalman filter for the Markovian model given above. The state 
equation of the filter is 
where 
. 
rk+lfk = tikfk-l + Kk( zk - C2k,k-l)’ 
K, = (A&C’ + s)(C&$’ + R)-‘, (2) 
B k+l = A&A’ - (A&C’ + S)(C&C’ + R)-‘( AX,C’ + S)’ + Q (3) 
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for k = 0, 1,2, . . . , and C, = P. Here C, is the error covariance matrix. It is a 
standard result that Ck monotonically decreases and tends to a limit as k + 03 
(see [l, Chapter 41). This limit, denoted by C, is the unique “stabilizing” 
solution of the algebraic Riccati equation 
C=A~A’- (ACC’+S)(CCC’+A)-‘(Acc’+s)‘+Q. (4) 
Then G(X) = [A, L, C, W], where 
w: = (CCC + Bya 
L: = (ACC’ + S)(CCC’ + R)-1’2, 
is a (left) canonical spectral factor of Cp (or, of F) [l, Chapter 4; 61. 
3. THE SCHUR ALGORITHM 
The Schur algorithm was originally introduced to solve certain problems in 
analytic interpolation theory. For recent references on the subject see [3, 5, 
161. Subsequently, the algorithm found important applications in several areas 
of engineering interest [4, 161. More recently, in [ll] the Schur algorithm was 
used as a tool for spectral factorization. Specifically, the algorithm was used to 
construct from a given C-function F(A) a sequence of C-functions Fk( X), 
k= 1,2,... . The invariants of the transformation Fk -+ Fk+l coincide with 
the “zeros” of the corresponding spectral factor [13]. Thus, following up on 
this observation, it was shown in [II] that the Schur algorithm gives a way to 
isolate the spectral factor G(X). This approach has been developed in [8-121. 
Below we present a special version of the Schur algorithm expressed in terms 
of state-space representations of the sequence of functions Fk. 
THEOREM 3.1 [9]. Let F(h) = [A, B, C, D] E C (i.e., positiue-red) and 
D = D’. Set 
r. = -BD-‘/2, 
M, = BD-‘/2, 
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and compute iteratively I’k, Mk, Nk for k = 0, 1,2, . . . using 
Tk,right = (1 - pk,j;) - 1’2, 
Tk,l& = ( 1 - P;&) - “*> 
r k+l = (Ark - Mk~k)Tk,left* 
Mk+l = (Mk - Ark&)Tk,rightp 
Nk-& = T k,ripht NL ‘. 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
Then as k --* OQ, the limits 
M,: = hm Mk, 
k-ww 
eXi& and r, = 0. Moreover, with G, = [A, M, + rk, C, Nk], Hk = [A, Mk - 
rk, C, Nk], then Fk: = GilH/$ c and G_(X) = H,(X) = (I/&)[ A, M,, C, NJ 
is a (left) canonical spectral factor for F(X). 
Proof. Let F: = D-‘/2FD-‘/2 and f: = (I - F’)(Z + F’)-‘. Then, 
by using the matrix inversion lemma [l, p. 1421 and some standard matrix 
manipulations, 
f = [A’- $ C’D-1~’ LC’D-1/2 , 2 , - D-‘/2Bt,0] 
is a Schur function, i.e., f is analytic in D and has norm bounded by 1. We 
now apply directly the iterative algorithm of [9, Theorem 2.31 to obtain a 
sequence of Schur functions fk, k = 1,2, . . . . Then Fk = (I - fi)( Z + fi)- ’ 
= G,&, where Gk = [A, it$ + rk, G, N,.] and H, = [A, M, - rk, C, h$], is 
in C for all k. In view of the limiting behavior of fk as k + 00 given in [9], the 
theorem follows. n 
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REMARK. It should be pointed out that the above state-space form of the 
Schur algorithm is closely related to the fast non-Riccati algorithm by Lindquist 
[19, 22, 231. More specifically, Equations (1.6)-(1.7), (2.9)-(2.12) in [23] are 
equivalent to (5)-(10) via the following correspondence: 
[ R(ky2]‘yk[ R(k)*-1’2]’ * -Pk> 
[ ~(k)*"~]ty:[ ~(k)-l'~]~ 0 -pi, 
&R(k)lp e+ Nk, 
&K(k)[R(k)-““I’ o Mk. 
&Q(k)*[ R(k)*-1'2]' e) -r,. 
Note that I?, and “*” in [23] have been replaced by -yk and “*” respectively 
above in order to avoid confusion with the symbol rk and “*” herein. 
Further, in the case where F(X) is a scalar function, using this equivalence 
and expressing the pair [A, C] in observer canonical form, it can be shown that 
the polynomials &Qk( X)[ R( k)- 1/2]' and v%Qt (X)[ R( k) * - 'i2]' in 
(2.23)-(2.24) in [23] are precisely the numerator polynomials of i(Hk - Gk) 
= -[A, r,, C, 0] and $(Gk + Hk) = [A, Mk, C, Nk] obtained from the Schur 
algorithm. In the matrix case, the analogous correspondence is considerably 
more involved. 
Finally, we should point out that [9] and [19, 22, 231 follow different 
approaches. In [9] the Schur algorithm is the starting point, while in [19], [22], 
and [23] the starting point is a connection between the Kalman gain and the 
Szego polynomials. 
4. CONNECTION WITH THE RICCATI EQUATION 
In this section, we present a connection of the Schur algorithm in Theorem 
3.1 with the difference Riccati equation (3). 
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THEOREM 4.1. Let C, be the solution of the diff&nce Riccati equation (3) 
with Xc, the nonnegative dejbite solution of the Lyapunov equation (l), let 
W,: = (C&C’ + R)“‘, 
Lk: = (AC& + S)(CZ,C’ + R)-“‘, 
for k = 0, 1,2, . . . , and let the Kalnum gain Kk: = LkWL’. Let also I’,, M,, 
and Nk be obtained as in Theorem 3.1. Then 
1 
w, = --@&, 
1 
L, = -&‘&v,, (13) 
K,= M&l (‘4) 
fm k = 0, 1,2, . . . , with uk an orthogonal matrix. 
We work towards the proof of the theorem with two lemmas. 
LEMMA 4.2 [l, 61. J% wk, Lk, and ck, k = 0, 1, . . . , be as above. Then 
fm k = 0, 1,2, . . . , 
w,+,wi+, = w,wi + C(zk+l - &)c’, (15) 
Lk+lW;+I = LkWi + A(&+1 - && (16) 
(= k+2 - Ck+l) + Lk+lL;+l = A( Ck+l - ck) A’ + LkL’k. (17) 
Proof. From the Riccati equation (3) and the definitions of wk, Lk for 
k = 0, 1,2, . . . , 
w,+,w;+, =-k+lC’ + R, 
Lk+lWi+l = A&+lC’ + s, 
c k+l = AXkA’ - LkLj, + Q. 
In view of these, (15), (16), and (17) are immediate. 
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LEMMA 4.3. Let Mk, Nk, and r, be as in (S), (9), and (10). Then for 
k = 0, 1,2, . . . , 
Nk+lNi+l = NkNi - Cl-‘,l-;C’, (18) 
Mk+lNi+, = M,N;. - Ar,r;C’, (19) 
r/c+1r;+1 - Mk+,M;+l = Ar,riA’- M,Mi. 
Proof. Equations (18) and (19) are immediate by starting with Nk+r = 
N$<!+ and using (5), (9, and (8). Using the matrix inversion lemma 
[l, p. 1421, it follows that 
T k, ,eftTi, left = 1 + PkTk, right’i, right pk. (21) 
Now using the expressions for rk+r and &+r in Theorem 3. I, expand 
the left-hand side of (20). Equation (20) follows after simple algebraic 
manipulations and the use of (21). n 
Using the above lemmas, Theorem 4.1 can now be proven by induction. 
Proof of Theorem 4.1. Because R is nonsingular, Equations (12), (13), and 
(14) will follow by showing the equations 
w,wi = +Nkh$, (22) 
(23) 
Thus, we will prove that (ll), (22), (23) hold for k = 0, 1,2, . . . by induction. 
For k = 0, the initial conditions are given by r. = - BD- 1/2, No = 2( D’/2)1, 
MO = BD-‘12, W, = &(D’/2)1, L, = (~/v%)BD-‘/~, C, = P, and P = APA’ 
+ Q. Then, from the Riccati equation (3), 
Cl = P - ( AC&' + S) (CC&' + R) - ‘( AC&’ + S)’ 
= p - +BD-‘Rf. 
Hence 
Cl - S’, = -$BD-lw, 
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wow;=20 = +N,N~, 
L W’s BD-‘/2D’/2 = 
0 0 
‘M 
2 
N’ 
0 0’ 
LoW,-1+BD-1/2(D1/2r)-1 = MoNil, 
Assuming (22), (23), and (11) to be true for k, 
Then from Lemma 4.2 and Lemma 4.3, it follows that 
wk,,w;+l = iNk+l%+,p 
Lk+lWi+l = iMk+d%+l> 
Ck+2 - Ck+l = - irk+lri+P 
Hence (ll), (22), and (23) are true for k + 1, and therefore (ll), (12), (13), and 
(14) hold for all k = 0, 1,2, . . . . n 
COROLLARY 4.4. The Schur parameters flk defined in (5) are related to the 
xk of the Riccati equation (3) in the fobwing way: 
nkni = *(& - c,+,)\k’, 
with 
&: = (1 - &,p;)1’2(1 - @#;)1’2 “’ (” - &_&1)1’2& 
and 
*‘: = _&WC. 
x.6 
Proof From the equations (6) and (lo), we have that 
= 2D’/2(1 - @o&)1’2(l - &fl;)“” *‘* (1 - &-&)“2. 
242 CHIN CHANG AND TRYPHON T. GEORGIOU 
Then, by using (5) and (ll), 
l-y-I; = $D-“2crkr~cI( DW2)’ 
= +D-‘12C(Ck - Ck+l)C( D-“2)‘. 
In view of the definition for 9, the proof is completed. n 
An alternative derivation of the above corollary can be constructed based 
on [S, Lemmas 11, 181. 
5. CONNECTION WITH THE CHANDRASEKHAR ALGORITHM AND 
SQUARE-ROOT FILTERING 
It has been noted (see for instance [l], [2], [15], and [25]) that replacing the 
Riccati equation (3) by iterative formulae expressed in terms of the difference 
c k+l- xk often leads to a significant reduction in computational effort. 
Algorithms of this type are usually named after Chandrasekhar [25]. From 
Theorem 4.1, it is now evident that the Schur algorithm is related to a 
Chandrasekhar-type algorithm. 
Computational inaccuracies when iterating the difference Riccati equation 
may lead to a covariance matrix that fails to be nonnegative definite. A 
technique introduced by Potter et al. [l, p. 1471 to cope with this problem 
relies on propagating the covariance matrix in “square-root” form. Square- 
root-type algorithms have received considerable attention because they offer 
an additional advantage in the numerical conditioning of the computations. In 
certain cases, however, this results in an increase in computational effort. The 
Schur algorithm given in Theorem 3.1 involves computing square roots of 
certain positive definite matrices. Below we will present an alternative form 
for the iteration for the quantities Mk, Nk, and rk produced in Theorem 3.1. 
This alternative form will reveal the connection between the Schur algorithm 
and a square-root version of the Chandrasekhar-type algorithm considered by 
Morf and Kailath [24]. 
THEOREM 5.1. Let r,, M,, Nk, &, Tk,left, and Tk,,g,, fo’- k = 192,. . . > 
be computed as in Theorem 3.1. Then 
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where 
o 
Tk-1,l.a 
(25) 
is a unitary matrix. 
Proof. From the Lemma (4.3), it is easy to check that 
N&-r mcr&_, 
11 
Y-r 4-l 
Mk-1 flAr,_1 J--Tr;_,C’ &%-;_,A 
and (24) follows immediately with ]& a unitary matrix. This unitary matrix is 
not uniquely defined. However, one choice for ]& is given in (25). The validity 
of (24) for this choice of the unitary matrix ]& can be readily verified using 
Equations (5)-(10). n 
One of the algorithms presented by Morf and Kailath to solve the least- 
squares estimation problems is given in the following theorem. 
THEOREM 5.2 [24]. Let 
I 
=k+l - x, = -L&ilk, 
k, = K&( R;)lP, 
where x& is the solution of (3) with C, the nonnegative a!ejinite solution of (l), 
and where K& is given by (2). Then, R;, 2&, and i2, for k = 1,2, . . . can be 
computed recursively from the array 
(ZI-,)‘p d?ci,_, 
,. 
Kk-l J-1Ai,_, 
(26) 
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starting at 
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Fig: = c&c’ + R, 
i,: = -It,, 
A,: = (AC& + S)(CC,C' + R)-I”, 
where fk is a complex unitary matrix chosen so as to create a O-block as the 
(1,2) entry in the right-hand side of the above equation. 
The computation of the steps of the iteration relies on creating the 
required pattern with the O-block, starting from the matrix on the left side in 
(26). This is done by a sequence of elementary transformations (for instance, 
Householder transformations). It should be noted that & is a complex matrix. 
However, as pointed out in [24], complex arithmetic is not required. 
COROLLARY 5.3. With rk, M,, Nk, jk, .&, 8?,, R;, andjk as in Theorem 
5.1 and Theorem 5.2, then 
(27) 
(29) 
for k = 0, 1,2, . . . , where ri, and uk are constant orthogonal matrices. Fur- 
thermore, O?U? choice of jk iS 
for k = 1,2,. . . . 
proof. By Equation (11) and xk+i - xk = - ik i;, it follows that 
(30) 
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Then, Equation (27) is obtained. Comparing the definitions of R;, I?, with 
those of W,, Lk, it is clear that (R;)“’ = W, and i?, = Lk. Then by using 
(12) and (13), Eq ua Ions (28) and (29) hold. Comparing Theorem 5.1 with t’ 
Theorem 5.2 and using (27), (28), and (29) Equation (30) follows. n 
The above establishes a direct correspondence between the Schur-type 
algorithm of Theorem 3.1 and the square-root version of the Chandrasekhar 
algorithm of Theorem 5.2. 
REMARK. During the review process Professor T. Kailath kindly brought 
to our attention a set of unpublished notes of H. Lev-Ari [18] concerning the 
correspondence between the Schur and the Chandrasekhar algorithms. Fur- 
ther, it has been pointed out by Sayed and Kailath [26] that since fk in the 
proof of the Theorem 3.1 could also be written as fk = QkA,‘, where 
tIk = [A’, C’, Pi, 0] and Ak = [A’, C’, A4i, N’], applying the Schur algorithm to 
the admissible function matrix (see [9]) (::I, instead of [iO), will simplify the 
derivation of the exact connection shown in Corollary 5. . 
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