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Abstract—Power amplifiers (PAs) often exhibit instabilities
giving rise to frequency divisions or spurious oscillations. The pre-
diction of these instabilities requires a large-signal stability anal-
ysis of the circuit. In this paper, oscillations, hysteresis, and chaotic
solutions, experimentally encountered in a high-efficiency class-E
Fodd PA with four transistors combined using a distributed ac-
tive transformer, are studied through the use of stability and
bifurcation analysis tools. The tools have enabled an in-depth
comprehension of the different phenomena, which have been
observed in simulation with good agreement with experimental
results. The study of the mechanism generating the instability
has led to a simplified equivalent circuit from which the optimum
stabilization network has been determined. The network enables
a global stabilization of the circuit for all the expected operating
values of the amplifier bias voltage and input power. This has been
achieved with negligible degradation of the amplifier performance
in terms of drain efficiency and output power. The stable behavior
obtained in simulation has been experimentally confirmed.
Index Terms—Bifurcation, chaos, distributed active transformer
(DAT), hysteresis, stability analysis, stabilization, switching
amplifiers.
I. INTRODUCTION
SWITCHING amplifiers such as classes D–F have beenwidely used to achieve high output power with high effi-
ciency [1]. What distinguishes the different classes is the tuning
technique of harmonics, the tolerance of transistor output
capacitance, and the operating frequency limit. However, all of
them are potentially able to achieve 100% drain efficiency by
preventing the voltage and current waveforms from overlapping
each other at a drain terminal. Since the transistor in switching
amplifiers is operated as a switch instead of a current source to
achieve high drain efficiency, the input-drive power should be
large enough to make the transistor saturated for a certain time
of period depending on a duty cycle.
A class-E/F amplifier has been proposed by Kee et al. [2]
to combine the advantages of both class-E and class-F
operations. By selective tuning of harmonic components, the
class-E/F amplifier can have the benefits of class F , which
are low peak voltage and low rms current, using a simple
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push–pull configuration. The class E/F is also suitable at higher
frequencies than the class E because it can tolerate a larger
transistor output capacitance.
During the measurements of switching amplifiers, several dif-
ferent behaviors can be observed. Below a certain level of input
power, the transistor is completely turned off and only leakage
power from the input-drive source, passing through the feed-for-
ward capacitance of the transistor, is obtained at the output. For
an intermediate input power range, the output power and drain
efficiency of the amplifiers increase rapidly. However, it is also
not unusual to observe spurious oscillations, sub-harmonic os-
cillations, or even chaos when the amplifiers are not completely
stable [3]–[5]. As the input drive increases further to a high
power level, the amplifiers show a typical switching amplifier
operation with high drain efficiency.
In switching amplifiers, the gain increase versus the input
power for intermediate drive level, besides the negative resis-
tance from nonlinear capacitances, may give rise to oscillations.
These oscillations, observed from a certain level of input power,
cannot be detected through a small-signal stability analysis of
the circuit such as the one based on the -factor and the stability
circles. Instead, a large-signal stability analysis must be per-
formed [6]–[8]. The qualitative changes in the observed spec-
trum, when varying the input power, are the result of bifurca-
tions, or qualitative stability variations [9], taking place in the
circuit.
In previous studies, large-signal analyses of the mechanisms
leading single-ended or power-combining power amplifiers
(PAs) to unstable behavior have been carried out [6]–[8], [10],
[11]. As an example, the frequency division by two, commonly
observed in power-combining amplifiers, has been related to
odd-mode instabilities, favored by the symmetries of circuit
topology. The analyzed amplifiers were operated in either
classes A or AB. No similar study has ever been attempted in
the case of switching amplifiers. To devise a proper stabilization
procedure for these amplifiers, an understanding of the oscilla-
tion mechanism is necessary. This study will be carried out here
through the use of accurate stability and bifurcation analysis
tools, applied in combination with harmonic balance (HB).
In particular, a PA at 29 MHz exhibiting chaos and hysteresis
will be analyzed in detail. The circuit contains two push–pull
pairs with four vertical double-diffused MOSFETs (VDMOS)
that are operated in class-E F mode. The objective is to
characterize the instability versus the bias voltage and input
power. The instability contour, in terms of these two parame-
ters, will be obtained through a bifurcation-detection technique.
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JEON et al.: GLOBAL STABILITY ANALYSIS AND STABILIZATION OF CLASS-E/F AMPLIFIER WITH DAT 3713
Fig. 1. Schematic of the class-E=F PA with sketches of the voltage
waveforms at the main circuit nodes. Two push–pull pairs are formed by
M –M and M –M , although the transistors in each pair are in different
transistor packages. The AG with an ideal bandpass filter inside the dashed box
is not a part of the amplifier, but will be connected to one of the drain terminals
for the stability analysis in Section V.
A suitable stabilization network will then be designed in order
to globally suppress the instability.
This paper is organized as follows. In Section II, the class-E
F PA operation is briefly summarized. In Section III, the
measurement results, showing unstable behavior, are presented.
In Section IV, the transistor-modeling efforts, in order to obtain
reliable simulation results, are discussed. In Section V, the ap-
plication of the stability and bifurcation analysis techniques is
presented. Finally, Sections VI and VII, respectively, deal with
the stabilization procedure and the measurement results.
II. OPERATION OF CLASS-E F PA WITH A DISTRIBUTED
ACTIVE TRANSFORMER (DAT)
A class-E F PA has been designed and implemented with
discrete components at 29 MHz. Four VDMOS transistors are
combined using a distributed active transformer (DAT) [12],
[13]. Fig. 1 shows a schematic of the amplifier with sketches
of voltage waveforms at the gate and drain terminals. By the
symmetry and double differential drive of the amplifier, each
transistor pair ( – and – ) can be considered to be
operated in the class-E F mode independently. A capacitor
and the magnetization inductance of the output transformer
build a parallel resonance at the operating frequency, and present
appropriate tuning impedances to the transistors at the funda-
mental and odd harmonics for the class-E F operation. Since
each transistor pair is driven in push–pull, as shown in Fig. 1,
a virtual ground develops at the center of the pair so that the
impedance seen by a transistor is near zero at all odd harmonics
if the factor of the parallel resonant tank is high enough.
Therefore, the drain voltage waveforms become half-sinusoidal
and 180 out-of-phase between each pair of transistors.
The secondary circuits of the two output transformers are
connected in series, which forms a DAT. The DAT provides each
transistor pair with a 2 : 1 output impedance transformation, as
well as output power combining. The DAT is made of two pieces
of thick copper tape, stacked together, with a cross section of
Fig. 2. Variation of the gain and drain efficiency of the class-E=F PA versus
the saturated output power. The output power is varied by changing the drain
bias voltage.
4.8 mm 1.3 mm each. The copper tape provides an inductance
required for the output resonant tank with a high- factor of 600,
which minimizes the ohmic loss under a high current flowing
through them. It should be noted that the center of the primary
circuit of the DAT is an ideal point for the dc feed owing to the
virtual ground formed at the fundamental and odd harmonics.
III. EXPERIMENTAL RESULTS
The amplifier was experimentally characterized using a
Yaesu FT-840 transceiver, a Bird oil-filled 30-dB 2-kW attenu-
ator as a load, a Bird 4421 power meter, and an Agilent E4407B
spectrum analyzer. Fig. 2 shows the measured gain and drain
efficiency as a function of output power when the amplifier is
driven by sufficiently large input power.
The variation of the measured output spectrum at a drain bias
V with different input-drive power is presented in
Fig. 3. As shown in Fig. 3(a), for low input power, only a leakage
signal is obtained at the amplifier output. When the input power
reaches W, the output spectrum turns into
the one in Fig. 3(b). The continuity of this spectrum suggests
chaotic behavior. Two peaks can be seen on each side of the
fundamental line at the input frequency of 29 MHz. The dis-
tance from each peak to this fundamental line is approximately
4 MHz. As the input power is further increased, this kind of
spectrum continues to be observed until the input power reaches
W. From this value on, the spectrum becomes the
proper one, shown in Fig. 3(c). The amplifier behaves in the ex-
pected switching mode with high drain efficiency (Fig. 2). Note
that even harmonics are much more attenuated than odd har-
monics because of the push–pull operation of the amplifier.
The reverse sense of input power variation has also been con-
sidered and we have found a hysteresis phenomenon. If the
input power is reduced, the chaotic spectrum is observed until
the value W is reached and a mixer-like spec-
trum is obtained. Thus, chaos is observed for the input power
below the value W at which it had originated when
increasing the power. As we decrease the power further from
W, the amplifier behaves in a self-oscillating mixer
regime. The input signal at 29 MHz ( ) mixes with a self-oscil-
lation at approximately 4 MHz ( ) and gives the output power
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Fig. 3. Variation of the measured output power spectrum when increasing
the input power. (a) P = 4 W, showing leakage power at the input-drive
frequency. (b) P = 10 W, showing a chaotic spectrum. (c) P = 16:5 W,
showing the proper spectrum in switching-mode operation.
spectrum of Fig. 4. It is interesting to note that the intermod-
ulation products with even orders at the oscillation frequency
( : positive integer) are stronger than those with odd
orders at this frequency . This is attributed to the
common-mode oscillation in each push–pull pair, which will be
discussed in more detail in Section V-C. If the input power con-
Fig. 4. Quasi-periodic output power spectrum observed near the bifurcation
boundary when the input power is decreased. The circuit behaves in a self-
oscillating mixer regime at the input-drive frequency f = 29 MHz and the
oscillation frequency f  4 MHz.
tinues to be reduced, the oscillation vanishes at the input power
W.
To summarize, as the input power increases, the amplifier
undergoes bifurcations at the values W (jump to
chaotic solution) and W (extinction of oscilla-
tion). When the input power decreases, the amplifier undergoes
bifurcations at the values W (extinction of chaotic
solution) and W (extinction of oscillation).
IV. TRANSISTOR MODELING
As stated in Section I, one of the objectives of this study
is to fully understand the different instability phenomena, in-
volving self-oscillation, chaos, and hysteresis, which have been
observed in the measurements. With this aim, stability and bi-
furcation analysis tools will be applied to the PA in combination
with HB. In order for the simulation tools to be successful, accu-
rate models for the different linear and nonlinear elements will
be necessary. Thus, special effort has been devoted to the tran-
sistor modeling.
The active device employed in the amplifier is the ARF473
VDMOS from Advanced Power Technology Inc., Bend, OR
[14]. It is a matched pair of power transistors with a maximum
drain voltage of 500 V and rms drain current of 10 A for each
transistor.
The transistor is modeled primarily as a voltage-controlled
current source with two nonlinear capacitances [15], [16]. One
is the drain-to-source capacitance . This is modeled as a
reverse-biased diode in which the parameters of the junction
capacitance are fitted in order to match the measured capaci-
tance as a function of the drain bias voltage. The other is the
feedback capacitance between the gate and drain. The values of
the feedback capacitance are extracted from the data sheet of
the transistor, and a junction capacitance model is also used to
fit the values. The gate-to-source capacitance is assumed to be
constant as a first-order approximation [16]. The parasitic resis-
tances and inductances at both gate and drain are also incorpo-
rated in the model as linear elements.
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V. STABILITY ANALYSIS
As shown in Section III, different instability phenomena
have been observed in the experimental characterization of the
class-E F amplifier including self-oscillation, chaos, and
hysteresis. Thus, the stability analysis of the amplifier will be a
demanding one, involving different kinds of tools. The entire
analysis procedure is presented as follows.
A. Local Stability Analysis
The initial objective is to analyze the stability of the ampli-
fier solution for several values of drain bias voltage and input
power at which unstable behavior had been experimentally ob-
served. The stability analysis is based on the linearization of the
amplifier circuit about its large-signal steady-state regime at the
input-drive frequency calculated with HB and 15 harmonic
components. To obtain this linearization, a small-signal current
generator is connected to a particular circuit node. Due to the
complex topology of the amplifier circuit, different observation
nodes must be considered. The generator operates at a frequency
, nonrationally related to . The purpose of the generator is to
enable the determination of the total impedance function at
the frequency at the observation node [17]. This is obtained by
taking the ratio of the node voltage to the injected current using
the conversion-matrix approach [18]. In this way, a single-input
single-output transfer function is calculated to which pole-zero
identification will be later applied.
Initially, the operation conditions of V and
W, for which instability had experimentally been observed,
were considered. By sweeping and representing the real and
imaginary parts of the admittance function , a crit-
ical resonance at 5.6 MHz was found at the drain terminal of any
of the four transistors. Negative conductance and a zero crossing
of the susceptance with positive slope were obtained, which are
the startup conditions for an oscillation at that frequency [19].
For a more rigorous stability analysis, pole-zero identification
was applied to [18]. Since all circuit nodes share the same
characteristic equation [20], the pole values are independent of
the particular location of the current generator. However, exact
pole-zero cancellations may occur at some current-generator
locations. Thus, the need for the initial consideration of dif-
ferent observation nodes arises. Applying this technique, a pair
of complex-conjugate poles are found on the right-hand side of
the complex plane for the considered conditions of V
and W, confirming the unstable behavior (Fig. 5).
Now the variation of the input power will be considered.
When increasing the input power from a very small value, the
critical poles evolve, as shown in Fig. 5. The amplifier solution
is initially stable with the poles located on the left-hand side of
the complex plane. When increasing the input power, the crit-
ical poles cross the imaginary axis at W. From this
power value, the amplifier periodic solution becomes unstable.
At , a Hopf bifurcation [21] is obtained (the additional
sub-index means lower boundary). This Hopf bifurcation gives
rise to the onset of an oscillation at the frequency 4.8 MHz,
which is determined by the imaginary part of the poles. As the
power continues to increase, the poles move further to the right,
turn, and cross the imaginary axis again to the left-hand side at
Fig. 5. Evolution of the critical poles with increasing input power for V =
72V. For simplicity, only poles in the upper half of the complex plane have been
represented. The input power has been increased from 5 to 15 W by 1-W step.
The poles cross to the right-hand side of the complex plane for P = 6:1W
and return to the left-hand side for P = 13:5 W.
the input power value W (the sub-index de-
notes upper boundary). At this power value, the oscillation van-
ishes. This corresponds to an inverse Hopf bifurcation occurring
at .
The above stability analysis provides the input-power range
for which the amplifier periodic solution is unstable and, thus,
unobservable. At , an oscillation is generated giving rise
to a self-oscillating mixer regime. At , the oscillation is
extinguished and the amplifier recovers stability. Note that the
stability analysis of the amplifier periodic solution does not en-
able by itself the prediction of the experimentally observed hys-
teresis phenomenon. Actually, in the experiment, chaotic and
mixer-like spectra had been found for the input power below
as well, which is not explained by the previous analysis.
Hysteresis is associated with Hopf bifurcations of the subcrit-
ical type [21]. The determination of the bifurcation type requires
higher order derivatives of the circuit equations about the bi-
furcation point [22], which is beyond the scope of this paper.
A different technique will be used in this study, which will be
demonstrated in Section V-D.
B. Instability Contour
The amplifier circuits generally have one or more parameters,
susceptible to be varied in the different applications. The de-
signer will be interested in knowing the parameter ranges, which
give rise to unstable operation of the amplifier. In the case of this
amplifier, the parameters are the drain bias voltage and the
input power . Thus, the objective will be the determination
of the set of ( , ) values with unstable behavior. The set
will be delimited by the Hopf-bifurcation locus, containing the
points at which the oscillation is generated or extinguished, de-
pending on the variation sense of the parameters [21].
To obtain this locus, the continuity of local bifurcations is
taken into account, according to which the oscillation amplitude
tends to zero at the Hopf bifurcation. Unlike previous study [7],
the small-signal current generator, introduced in Section V-A,
will be used here to obtain the input-admittance function
at the observation node. This generator operates at a frequency
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Fig. 6. Instability contour (solid line). The Hopf-bifurcation locus delimits
the V and P values for which the amplifier periodic solution is unstable.
Experimental points have been superimposed. Squares indicate the upper
border. In the lower border, triangles indicate the onset of instability for
increasing input power, whereas stars indicate recovering of stable behavior
for decreasing power. The dashed line shows the input power variation in
the pole-zero identification of Fig. 5. Note that both analyses show good
consistency in bifurcation points.
, nonrationally related with . The admittance is calcu-
lated as the ratio between the delivered current and node voltage
by means of the conversion-matrix approach. At the bifurcation
point, occurring for , both the real and imaginary parts
of the input admittance vanish. This oscillation condition is ful-
filled for oscillation amplitude tending to zero, as expected at the
Hopf-bifurcation point. Thus, the Hopf-bifurcation locus, which
delimits the unstable behavior region in terms of and ,
is obtained by solving the following system:
(1)
with being the oscillation frequency. The above system (1)
is solved through error minimization or optimization, using HB
with 15 harmonic components and the conversion-matrix ap-
proach. The goals are Real S and
S. There exist three unknowns, i.e., , , and , in
the two equations given by the real and imaginary parts of .
This gives a curve in the plane defined by the bias voltage
and the input power . Note that the oscillation frequency
must be included in the calculation, as the frequency is au-
tonomous and, thus, varies along the locus.
The application of the above technique to the class-E F
PA has provided the instability contour of Fig. 6. The dashed
line shows the input power variation at V consid-
ered in the pole-zero identification of Fig. 5. The consistency
in the bifurcation points resulting from both analyses should be
noted. Through several applications of the pole-zero identifica-
tion technique, the unstable region is confirmed to be inside the
locus. The locus exhibits three points of infinite slope. To pass
through these points, we switch the sweep parameter between
and . Thus, the entire contour has been traced, enabling
accuracy in the determination of the unstable operation region.
In Fig. 6, experimental points have been superimposed. In
the lower border, two different sets of experimental points are
represented. The triangles correspond to the points at which
the amplifier becomes unstable for increasing input power. A
chaotic regime is immediately obtained at most of the repre-
sented points, as shown in the spectra of Fig. 3. The stars cor-
respond to the oscillation extinction for decreasing input power.
The two sets of points show the hysteresis phenomenon dis-
cussed in Section III. On the other hand, in the upper border,
no hysteresis has been experimentally obtained and only one set
of measured points has been represented by squares. This set of
points shows good agreement with the upper section of the sim-
ulated locus.
The instability contour provides the set of points at which the
amplifier periodic solution becomes unstable, i.e., at which a
pair of complex-conjugate poles cross the imaginary axis to the
right-hand side of the complex plane. Thus, in the lower border,
the contour must agree with the set of experimental points pro-
viding the instability threshold for increasing input power. As
can be seen in Fig. 6, the obtained locus enables a good predic-
tion of this set of values represented by triangles. The predic-
tion of the hysteresis interval demands a different procedure to
be presented in Section V-D.
C. Analysis of the Self-Oscillating Mixer Regime
For understanding of the oscillation mechanism, a steady-
state analysis of the circuit in its undesired self-oscillating mixer
regime has been carried out. The oscillating solution will exist
inside the instability contour of Fig. 6. Due to the hysteresis phe-
nomenon, it may also exist for input-power values below the
lower border of the instability contour.
In order to obtain the oscillating solution in HB, a two-tone
analysis must be carried out. One of the fundamentals is the
input-drive frequency . The other fundamental is the oscil-
lation frequency . By default, HB will converge to the am-
plifier periodic solution, with zeroes at all spectral lines con-
taining . In order to avoid this, an auxiliary generator (AG)
is introduced into the circuit [21] for simulation purposes only.
When choosing a voltage AG, this generator is connected in par-
allel at a circuit node. We will use the drain node, as in Sec-
tion V-A. The AG operates at the oscillation frequency, i.e.,
, and must be an open circuit at all other frequen-
cies. Thus, an ideal bandpass filter is used in series with the
AG (Fig. 1). Furthermore, the AG must not perturb the circuit
steady-state solution. This is ensured by imposing a zero value
to its current-to-voltage relationship ,
where and are the current and voltage of the AG, re-
spectively. For given and , the amplitude and the
frequency of the AG are calculated in order to fulfill the
condition . Even though the amplifier con-
tains four transistors, only one AG, connected at one of the drain
terminals, is necessary to determine the oscillating steady state.
To investigate the nature of the oscillation, the phase at each
drain terminal of the four transistors has been analyzed at dif-
ferent harmonic frequencies (see Table I). At the oscillation fre-
quency , the two transistors in the same pair are in-phase,
whereas the two pairs are 180 out-of-phase. However, at the
input-drive frequency , the original phase-shift relationships
are maintained, i.e., 180 phase shift between the two transis-
tors in the same pair and 180 phase shift between the two pairs
as well. Other phase relationships exist at intermodulation prod-
ucts of the two frequencies. The oscillation can be understood
JEON et al.: GLOBAL STABILITY ANALYSIS AND STABILIZATION OF CLASS-E/F AMPLIFIER WITH DAT 3717
TABLE I
PHASE OF SIGNALS WITH DIFFERENT FREQUENCIES AT EACH DRAIN
TERMINAL OF THE FOUR TRANSISTORS (V  V ARE DEFINED IN FIG. 1)
Fig. 7. Comparison of two simulated drain voltage waveforms V and V
in the same push–pull pair. The slowly varying envelopes at the oscillation
frequency appear to be in-phase, whereas the fast-varying carriers are
out-of-phase.
as the result of the negative resistance exhibited by the tran-
sistor under relatively strong pumping signal and the resonant
circuit formed with the equivalent capacitance and inductance
seen from the drain terminals. This equivalent circuit will be
discussed in detail in Section VI.
The two drain voltage waveforms in the same push–pull pair,
i.e., and , are compared in Fig. 7. It can be seen that the
slowly-varying envelopes at are in-phase, whereas the fast-
varying carriers at show a 180 phase shift from each other.
Since the amplifier is operated in push–pull, the in-phase
drain voltage waveforms at the oscillation frequency will ide-
ally be cancelled, presenting no power in the output spectrum.
This explains why the intermodulation products of the form
( : positive integer) are much more attenuated
than those having the form , as can be seen in Fig. 4.
In a practical amplifier, however, no perfect cancellation can
occur due to the imperfect symmetry.
Taking the above phase relationships into account, different
virtual-ground and virtual-open planes can be considered
in the circuit topology. At the input-drive frequency ,
virtual-ground planes exist between any of two adjacent tran-
sistors. At the oscillation frequency , two virtual-ground
planes are located between the two push–pull pairs, as shown
in Fig. 8. In addition, two virtual-open planes develop at the
symmetry planes of the pairs.
Considering these virtual-ground and virtual-open plane con-
cepts, a simplified equivalent circuit at the oscillation frequency
will be obtained in Section VI, which will be useful in efficiently
finding the stabilization network.
Fig. 8. Schematic of the push–pull amplifier showing the virtual-ground and
virtual-open planes at the oscillation frequency.
Fig. 9. Simulation of the undesired self-oscillating mixer regime of the PA.
Variation of the oscillation amplitude at the drain terminal is represented with
the input-drive power. The points at which the different bifurcations occur are
indicated.H denotes a Hopf bifurcation and T denotes a turning point.H and
H are Hopf bifurcations from the amplifier periodic regime. H is a Hopf
bifurcation from the self-oscillating mixer regime. J and J indicate jumps
of the solution. Chaotic solutions are observed from H , which is analyzed in
Section V-E.
D. Hysteresis Prediction
To study the hysteresis phenomenon, the evolution of the
self-oscillating mixer solution versus the input power will be
analyzed. As discussed in Section V-C, an AG is connected to
any drain terminal and the equation is
solved versus in combination with HB. A two-fundamental
frequency basis at and , the latter playing the role of
the oscillation frequency , must be considered in the HB sim-
ulation. The resulting variation of the oscillation amplitude at
the drain terminal, agreeing with , is represented in Fig. 9.
A constant bias voltage V has been assumed. As
can be seen, the curve exhibits an infinite-slope point or turning
point . To pass through this point, the sweep parameter has
been switched to the oscillation amplitude in the neighbor-
hood of the turning point, calculating the input power and
the oscillation frequency for each value.
The turning point is responsible for the hysteresis phenom-
enon. Actually, when the input power is increased, the transition
from the stable amplifier behavior to the self-oscillating mixer
regime ( in Fig. 9) is due to a Hopf bifurcation occurring
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in the amplifier solution. When the input power is decreased, the
transition back to the stable amplifier behavior ( ) is due to the
turning point in the self-oscillating mixer solution. Note that
the simulated hysteresis interval, in terms of the input power,
is in good correspondence with the experimental one shown in
Fig. 6. On the other hand, no hysteresis is obtained in the upper
input-power range, delimited by , which also agrees with the
measurement results.
The hysteresis phenomenon is well predicted by Fig. 9. How-
ever, in the measurement, an abrupt transition from stable am-
plifier behavior to the chaotic regime occurred for most
values, when the input power was increased. The study of this
chaotic solution will require additional tools, to be presented in
Section V-E.
E. Envelope-Transient Analysis of the Oscillating Solution
The envelope-transient enables an efficient analysis of the
regimes in which two different time scales may be distinguished.
In this technique, the circuit variables are expressed in a Fourier
series with time-varying coefficients and a differential-equation
system is obtained in these coefficients [23], [24]. The technique
is efficiently applied to forced circuits. However, when used for
the simulation of an oscillating regime, like that of the unstable
amplifier, it generally converges to the coexisting nonoscillating
solution in a similar manner to HB. To avoid this, the oscillation
must be properly initialized [25]. This can be done through the
connection of an AG to the circuit at the initial envelope time .
The amplitude and frequency of the AG are determined through
a previous HB simulation. Since the AG is used for the initial-
ization of the solution only, it must be disconnected from the
circuit for time . After this disconnection, the circuit will
evolve according to its own dynamics. The AG disconnection
from the circuit can be carried out with the aid of a time-varying
resistor in series with the AG [25] changing from zero to a very
high value (ideally infinite).
The objective will be to analyze the circuit along the entire
solution curve of Fig. 9, corresponding to a self-oscillating
mixer regime. Thus, the variables are represented here in
a Fourier series with and as fundamentals, i.e.,
. At each point, the AG
amplitude and frequency , resulting from the HB
analysis in Fig. 9, are used for initialization purposes. From the
point in Fig. 9, the magnitude of the harmonic components
becomes time-varying [see Fig. 10(a)]. It oscillates
at a few hundred kilohertz, the actual oscillation frequency de-
pending on the input power. Thus, there is a second oscillation,
in addition to the previous oscillation at approximately 4 MHz
( ). Together with the input-drive frequency, this gives rise to
a three-fundamental regime. The simulated spectrum is shown
in Fig. 10(b). To verify this qualitatively, an expanded view of
the experimental spectrum near the turning point in Fig. 9
is shown in Fig. 11. This confirms the existence of the second
oscillation at approximately 500 kHz, in agreement with the
envelope-transient simulation, which has enabled the efficient
detection of the second oscillation.
As has been shown, there are two autonomously generated
fundamentals involved in the circuit solution in addition to the
input-drive frequency. According to the Ruelle–Takens theorem
Fig. 10. Envelope-transient simulation of the amplifier. (a) Time-domain
evolution of the magnitude of the f harmonic component of the drain voltage
when a two-fundamental basis at f and f is considered. (b) Spectrum of the
harmonic component showing the presence of two oscillation frequencies.
Fig. 11. Expanded view of the experimental output power spectrum about
the input-drive frequency. V = 72 V and P = 5:15 W. It shows the
coexistence of two oscillation frequencies at approximately 4 MHz and 500 kHz.
This is in agreement with the envelope-transient simulation of Fig. 10.
[9], this type of solution is likely to give rise to chaos, which
would explain the chaotic spectrum that was observed in the
experiment [see Fig. 3(b)]. Actually, chaotic envelope variations
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have also been obtained in simulation for some values of input
power. However, it should be noted that there is limited accuracy
in the representation of these solutions using the two-tone basis
and .
The interval in which the self-oscillating mixer solution at
and is unstable has been indicated with stars in Fig. 9. At
the point , the self-oscillating mixer solution becomes un-
stable due to the generation of the second oscillation frequency.
It is a Hopf bifurcation from the self-oscillating mixer regime.
Thus, starting from very low input power, the amplifier peri-
odic solution is initially stable, and as the input power is further
increased, it suddenly becomes chaotic at the Hopf-bifurcation
point . This is because the input power for the bifurcation
is larger than the input power for the bifurcation so the
solution jumps from to the chaotic regime (see in Fig. 9).
The chaotic regime persists until the input power reaches the bi-
furcation point from which the amplifier periodic solution
becomes stable.
When decreasing the input power, the second oscillation van-
ishes at and the self-oscillating mixer regime (at and
) becomes stable for a very short input-power interval. At the
turning point , the system jumps to the stable amplifier peri-
odic solution ( in Fig. 9).
In conclusion, the bifurcation diagram of Fig. 9 gives a
satisfactory explanation of the experimental observations of
Fig. 3. All the different phenomena observed in the measure-
ments are associated with the occurrence of particular types of
bifurcations.
VI. STABILIZATION TECHNIQUE
After understanding the different phenomena observed in the
measurements, the objective will be the stabilization of the am-
plifier. For this purpose, a stabilization network will have to be
added to the circuit. In order to efficiently obtain the optimum
network, a simplified equivalent circuit will be derived here
taking into account the virtual-ground and virtual-open planes
at the oscillation frequency, identified in Section V-C.
Fig. 12 shows the equivalent circuit that corresponds to a
quarter section of the amplifier at the oscillation frequency. It
is a parallel resonance oscillator composed of the transistor ex-
hibiting negative resistance and the equivalent capacitance, in-
ductance, and load resistance seen from the drain terminal. The
output capacitance connected between two transistor pairs
is doubled due to the virtual-ground developed at the center of
the capacitance, and the magnetization inductance in the
output transformer is divided by two due to the virtual-open at
the center of the transformer. Note that the RF choke inductance
is also a critical element included in the equivalent cir-
cuit. The resonance frequency is 5.3 MHz, which is quite close
to the oscillation frequency obtained both in measurement and
simulation. This confirms the validity of the proposed equiva-
lent circuit.
From the schematic of Fig. 12, a simple means to stabilize
the amplifier is the addition of a resistor at node N. The value of
this resistance must be small enough to avoid the oscillation for
all the possible operation conditions in terms of and .
It also must not affect the normal operation of the amplifier.
Fig. 12. Simplified equivalent circuit of the PA at the oscillation frequency
after considering the virtual-open and virtual-ground planes.
Fig. 13. Amplifier schematic with stabilization network. The stabilization
network consists of a stabilization resistor R , a second harmonic trap, and
a dc-blocking capacitor C .
The node N corresponds to the center point of the primary
circuit in the output transformers. The push–pull operation in-
troduces a virtual ground at the node for the operating frequency
and odd harmonics. Hence, the addition of the resistance at
the node N will have little effect over these frequencies. How-
ever, the resistor will impose a finite impedance to even har-
monics instead of an open circuit, which would be the right ter-
mination for the class-E F operation. Thus, a second har-
monic trap at will be connected in series with the resistor to
reduce the effect. This will provide an open circuit at the second
harmonic frequency. The effect of higher even harmonics on the
operation, expected to be small, will be analyzed through simu-
lation. The schematic of the amplifier with the stabilization net-
work is shown in Fig. 13.
Once the topology and location of the stabilization network
have been determined, the next step will be the calculation of
stabilization resistance value, in order to ensure stable ampli-
fier operation for all the expected values of and . An
efficient technique will be applied for this purpose. The tech-
nique is based on the plot of the small-signal input admittance
. This is calculated at the drain terminal using the small-am-
plitude current source and the conversion-matrix approach (see
Section V-A). Comparing the frequency variation of with
pole-zero identification results, it has been possible to associate
the instability with the existence of negative conductance and
resonance at the oscillation frequency. Thus, the plot of will
allow a fast verification of these oscillation conditions.
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Three different values of the stabilization resistance have
been considered, i.e., 100, 50, and 15 . For each value, two
nested sweeps are carried out in the two amplifier parameters
and . For each ( , ) point, an HB calculation
is performed, together with a sweep in the current-source
frequency , using a conversion matrix. This yields the input
admittance seen by the current source. The imaginary
part of is then plotted versus the real part. The resulting
plots for the original amplifier and amplifier with three indi-
cated resistance values are shown in Fig. 14. Each admittance
curve corresponds to a pair of values ( , ). The same
frequency-sweep range has been considered for each curve. In
the representation, this range has been limited to 3–5.5 MHz
for the sake of clarity. For global stability, no crossing of the
real axis with negative conductance and positive increase of
the susceptance must be obtained [19]. As expected, larger
stability ranges are achieved as the stabilization resistance is
reduced. For , the amplifier becomes stable for all
the operation values of and . This has been rigorously
verified by extending the range of the frequency sweep and
applying pole-zero identification.
Through bifurcation detection, it is possible to directly cal-
culate the stabilization resistance for given and
values. To achieve this, the stabilization resistance and the
oscillation frequency will be determined in order to fulfill
. For each and , the resulting resis-
tance is the maximum value allowed for stable behavior.
The resistance value is actually a bifurcation value: the
amplifier is unstable for , whereas it is stable for
.
In order to globally determine the variation of , a
sweep of is performed for several values covering
the expected operation ranges. For each , the equation
is solved to calculate versus ,
which is shown in Fig. 15. As can be observed, decreases
with the bias voltage. On the other hand, as approaches
values for which the amplifier periodic solution is stable, this
resistance tends to infinity. From Fig. 15, a resistance value
smaller than 17 is required for global stabilization of the
amplifier. The results are consistent with those obtained from
the admittance plots of Fig. 14.
In view of the results of Figs. 14 and 15, the resistance value
has been chosen for the corrected design of the
amplifier. As the final step, the influence of this resistance on the
amplifier drain efficiency and output power has been analyzed.
This is shown in Fig. 16, where the drain efficiency and output
power is traced versus the resistance value. As can be seen, the
stabilization resistance has only a small influence. This is due
to the fact that the connection point is a virtual ground at the
fundamental and odd harmonics, and the second-harmonic trap
has been used to maintain the connection point as an open circuit
at that frequency. The higher even harmonics turned out to have
negligible influence.
VII. MEASUREMENTS OF THE STABILIZED AMPLIFIER
The amplifier has been modified for globally stable be-
havior by introducing the stabilization network developed in
Section VI. A stabilization resistor of 15 in series with the
Fig. 14. Stabilization action of the parallel resistance analyzed by
means of admittance plots. Three resistance values have been considered.
(a) No stabilization resistor. (b) R = 100 
. (c) R = 50 
.
(d) R = 15 
. In (a)–(c), the oscillation condition is satisfied for a certain
parameter range and, thus, global stability is not achieved.
second harmonic trap and a dc-blocking capacitor is simply
connected to the center point of each output transformer. Power
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Fig. 15. Variation of the maximum value of stabilization resistance R
versus the input-drive power P obtained through bifurcation analysis. Three
different drain bias voltages have been considered.
Fig. 16. Variation of the amplifier drain efficiency and output power versus
the value of the stabilization resistance. The drain bias voltage is assumed as
V = 72 V.
Fig. 17. Measured drain efficiency versus the output power. Solid line:
stabilized PA. Dashed line: original PA. Compared to the original PA, the drain
efficiency is degraded by less than 0.4% for all output power levels, except for
240 W, which shows 1.3% degradation.
resistors with a 35-W rating are used in order to handle the
simulated current of 0.7 A at even harmonics of the input-drive
frequency. The factor of the second harmonic trap is care-
fully chosen considering a tradeoff between low impedance at
the oscillation frequency and the feasibility of realizing each
component. A mica capacitor and an air-core inductor with
14-AWG copper wire are used for the second harmonic trap.
This amplifier has shown global stability over the entire range
of operating conditions of and , as predicted in the sim-
ulation. We never observed any oscillation or chaotic regimes.
The output power spectrum was similar to Fig. 3(c) whenever
the input drive was sufficient to turn on the transistors. The drain
efficiency of the amplifier has been measured, which is shown
in Fig. 17. As can be seen, the only significant degradation is
1.3% for 240-W output power.
VIII. CONCLUSION
In this study, the unstable behavior of a class-E/F PA, ex-
perimentally exhibiting self-oscillation, chaos, and hysteresis,
has been studied. Stability and bifurcation analysis tools have
been applied to give satisfactory explanation to the different
phenomena observed in the experiment, which are associated
with particular kinds of bifurcations. An in-depth analysis of
the oscillation mechanism has also been carried out. From this
study, a simplified equivalent circuit at the oscillation frequency
has been derived, enabling an efficient determination of the
topology and location of the required stabilization network. An
admittance plot has allowed a quick test for global stabilization.
With the inclusion of the stabilization network, the PA behaves
in a globally stable manner with minimum degradation in drain
efficiency and output power.
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