Abstract-This paper reports on a comprehensive study comparing congestion-aware routing algorithms for wireless mesh networks with a state-of-the-art shortest-path routing protocol: Link-Quality Source Routing (LQSR). In particular, a set of congestion-aware protocols in the literature, Backpressure (BP), Enhanced-Backpressure (E-BP) and Congestion Diversity Protocol (CDP) are suitably adapted for implementation on 802.11-compatible radios. A testbed consisting of 802.11g nodes is deployed to empirically compare the performance of these congestion-aware routing protocols against LQSR. The results show that, under moderate to heavy UDP traffic, CDP delivers significant improvement compared to LQSR in 80-90 percent of the instances studied, while backpressure-based routing algorithms (BP and E-BP) frequently show significant degradation with respect to LQSR for both UDP and TCP traffic.
INTRODUCTION
T RADITIONALLY communication networks address the potential for congestion through the use of end-to-end rate adaptation, traffic engineering, or transport-layer signaling. A routing protocol, on the other hand, is typically tasked only with identifying short paths between sources and destinations independent of the congestion in the network. In the context of wireless networking, variants of shortest-path routing [1] , [2] , [3] , [4] have been proposed. These routing algorithms accommodate time-varying properties of the links in the network, but generally without altering the traditional functional roles of the distinct protocol layers.
A well-known example of this approach is Srcr [2] , whose distance metric is based on the expected number of transmissions (ETX) required to relay a packet from source to destination. Link-Quality Source Routing (LQSR) [4] , a derivative of Srcr, uses expected transmission time (ETT), to account for interference and availability of multiple radios at wireless nodes. Recently, however, researchers have argued [5] , [6] , [7] that the shortest-path approach to routing traffic fails to provide acceptable service in wireless networks when demand approaches network capacity, and when UDP (i.e., non-congestion-aware) flows constitute a significant proportion of the traffic. This is because the shortest path-solutions often fail to fully utilize available path diversity, resulting in unnecessary increases in congestion and, therefore, delay. Furthermore, shortest-path solutions have been shown to be extremely load sensitive leading to highly unstable routing [8] . In contrast, following the seminal work of Tassiulas and Ephremides [9] on backpressure routing, a slew of theoretical and simulation-based studies have argued for congestion-aware routing protocols: i.e., protocols that route packets based on congestion levels at neighboring nodes [10] or the overall congestion along alternative paths [6] , [11] , [12] . These backpressure-based algorithms provide an important theoretical guarantee of throughput optimality (bounded expected delay for all stabilizable traffic) using differential backlogs to make routing decisions and a maximum-weight matching algorithm as a scheduler using global knowledge.
This paper provides a comprehensive look at the design, implementation, and practical performance of congestion-aware routing protocols in comparison to LQSR, a state-of-the-art routing protocol deployed in multi-hop wireless networks. The salient feature of our study is our equal treatment of theory and experimentation in the design of congestion-aware routing algorithms. Even though the design and choice of the routing protocols in this study are inspired by theoretical studies in wireless networks [6] , [9] , [10] , [11] , we refrain from a redesign of the network at all layers as suggested by these proposals. Instead, we devise a solution that can be deployed on a testbed consisting of commercially available 802.11-based wireless radios to shed light on the practical implications of incorporating congestion information at the routing layer. More precisely, we restrict our focus to 1) a low-overhead implementation of the proposed protocols in the literature, and 2) a modular solution, where only the routing layer functionality is modified, leaving the physical (PHY) and the media access control (MAC) layers untouched. By leaving the complex interactions of MAC-layer scheduling, transmission rate adaptation, etc., intact, our pragmatic approach allows us to test the basic promise of congestion-aware routing including and beyond backpressure (BP). In other words, this modular approach allows us to investigate the advantages of congestion-aware routing at the routing layer independent of any benefits from generalized scheduling [9] or receiver diversity gain [13] .
Overview of Results
In this work, we provide a comprehensive evaluation of various congestion-aware solutions in the context of a 802.11-based network with minimal modifications to the MAC or PHY operations. First, we provide low-overhead practical implementations of two backpressure-based algorithms, BP and Enhanced-BP (E-BP), which previously have been studied only theoretically in the context of opportunistic routing. 1 In particular, we modify DIVBAR [10] and EDIVBAR [6] , which rely upon receiver diversity, to arrive at BP and E-BP whose designs are consistent with the default MAC of standard 802.11 wireless devices. Motivated by the theoretical and simulation studies in the opportunistic routing context [11] , [14] , we also propose Congestion Diversity Protocol (CDP) as a novel alternative for 802.11-based systems. CDP combines the backlog information of BP and E-BP with the distance information of LQSR by estimating and utilizing the total draining times at each node along the path. We show that our designs of BP, E-BP, and CDP are representatives of the class of asynchronous distributed routing algorithms whose members are differentiated by their choice of congestion measure.
The main contributions of our work include:
We implement and evaluate the following algorithms: LQSR, BP, E-BP and CDP. We take a pragmatic approach by implementing these solutions at the routing layer on existing off-the-shelf embedded Alix nodes [15] with 802.11g radios running an otherwise unmodified 2.6.22 Linux kernel. For UDP traffic under medium to high loads, we find that CDP reduces delay, decreases packet drops, and increases throughput compared to BP, E-BP, and LQSR in at least 90 percent of the scenarios we study. Under light UDP traffic loads, CDP performs similarly to LQSR, while BP and E-BP exhibit poor performance.
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For TCP traffic, where the transport layer also responds to congestion, performance is comparable between CDP and LQSR; in contrast, throughput suffers under BP and E-BP. We identify two main limitations of congestionaware routing protocols: intra-flow and inter-path interference.
In particular, we demonstrate a pathological example where the intra-flow and inter-path interference significantly over-shadows the benefits of congestion-awareness and path diversity. However, we show that this is an unlikely outcome in practically relevant networks with non-negligible interference floors.
Related Work
There is a large number of theoretical and simulation-based studies in the literature that propose various load-balancing solutions [12] , [16] , [17] , [18] , [19] , [20] . The schemes proposed by Shakkottai et al. [12] attempt to introduce aspects of backpressure and shortest-path approaches to diversity in ways that are reminiscent of the philosophy behind E-BP and CDP, but require OðN 2 Þ priority queues at each node in a network of size N and substantial control overhead to update differential backlogs. 3 Other solutions [16] , [17] , [18] , [19] based on creating multiple disjoint paths lend themselves better to scalable and low-overhead implementation on 802.11 radios, however, the solutions are utilized for link/route failures rather than for congestion-mitigation. The solution in [20] provides a theoretical dynamic load balancing algorithm that is complicated to implement in a modular, layered fashion. As a result, to ensure meaningful comparisons, we limit our study to BP, E-BP and CDP, all of which allow for simple distance-vector realizations with overheads similar to LQSR.
Recent experimental research studies have shown the value of using differential backlog information in wireless networks for scheduling and rate allocation at the MAC [21] , [22] , and transport [23] layers. To the best of our knowledge, however, there are only a handful of experimental studies that have dealt with a practical implementation of a backpressure-based routing protocol on commercially available radios [24] , [25] , [26] . Laufer et al. [24] propose Backpressure Collection Protocol (BCP) in the context of multi-hop sensor network consisting of mote nodes [27] to alleviate the delay introduced by a LIFO scheduler at the MAC layer while ignoring the hop-count, distance, and end-to-end transmission time to the destination. Implementing such a solution across a WiFi mesh network would requie not only a redesign of the MAC, but also in the case of TCP, a substantial modification to the transport layer, where packet reordering can result in significant retransmission. The studies in [20] , [25] and [26] fall in the category of cross-layer solutions, where congestion information is integrated at the routing as well as MAC [25] and transport [20] , [26] layers. In other words, our modular approach complements these studies by characterizing the value of mitigating congestion at the routing layer, a question that is inherently left unanswered in cross-layer studies. For instance, we find that while a congestion-aware routing layer can provide significant improvement for UDP, it is not likely to improve performance in presence of appropriately designed congestion control at the transport layer.
The remainder of this paper is organized as follows. Section 2 introduces the routing algorithms, CDP, BP, E-BP and LQSR. In Sections 3 and 4, we discuss various implementation issues for these protocols. Section 5 provides performance results for both UDP and TCP traffic. In Section 6, we determine the causes of performance gains and 1. In opportunistic setting, the next hop is chosen after the receiving nodes of a packet are known at the transmitter.
2. The desirable performance of LQSR under low traffic indicates the sufficiency of shortest-path solutions in a network with a significant gap between link capacities and ingress traffic, as is often the case in wired networks.
3. This dependency on a large number of priority queues along with the optimal max-weight scheduler place significant system-level constraints on the wireless components and require a redesign of wireless device drivers. For example, in a small network of 12 nodes, each node might need total of 12 Â 12 queues and large control packet sizes on the order of kilobytes.
losses of congestion-aware routing by analyzing specific scenarios. Finally, we conclude the paper and discuss future work in Section 7.
ROUTING WITH CONGESTION DIVERSITY
In this section, we first introduce our 802.11-compatible design for the congestion-aware routing algorithms BP, E-BP and CDP. Next, we summarize the design of our implementation of LQSR, a state-of-the-art shortest-path routing protocol.
Congestion-Aware Routing
In congestion-aware routing protocols, nodes make forwarding decisions by exchanging a time-varying metric, referred to as the congestion measure. For a set of nodes V, we denote the congestion measure at time t for destination d 2 V at node n 2 V as V d X;t ðnÞ, where X is the protocol of interest in the set fBP, E-BP, CDPg. In practice V d X;t ðnÞ is only known at node n and is periodically recomputed via periodic updates received from its neighbors. In other words, let V ðn;dÞ X;t ðkÞ be the latest congestion measure advertised by neighbor k received at node n. Each node in the network independently recomputes its routing table upon receipt of an update. A node's routing table determines the next-hop K ðn;dÞ X;t for a packet at node n destined for node d (at time t under protocol X). After a successfully acknowledged transmission, the routing responsibility is then transferred to the next hop. Table 1 summarizes the notations we use in our description of these algorithms.
In addition to the next-hop vector fK ðn;dÞ X;t g d2V , the routing table at node n also maintains a list of neighbors N ðnÞ and a structure consisting of estimated congestion measures V ðn;dÞ X;t ðkÞ for all neighbors k 2 N ðnÞ. Node n periodically recomputes its own congestion measure based on the latest congestion measures received from its neighbors along with information regarding local conditions as shown in Fig. 1 . Nodes advertise these computed congestion measures to its neighbors at intervals of T seconds using control packets. Thus, the periodic computation and communication of congestion measures propagates routing information across the network.
The sequence of operations in congestion-aware routing is summarized in Fig. 1 . The congestion measures are computed by exchange of control packets among the nodes. The MAC layer utilizes multiple priority queues to assign higher priority to the control packets for reliability and scheduling data packets.
BP, E-BP and CDP each have different ways of measuring the effective congestion at each node and, thus, determining the next hop. Inputs include the queue backlog, q d t ðnÞ, for packets destined for node d at time t, and the link qualities W ðn; kÞ between n and each of its neighbors k 2 N ðnÞ. In the following sections, we detail the computations performed at each node to determine the congestion measures and next hops for BP, E-BP, and CDP, respectively.
Backpressure Protocol
For BP, the congestion measure is simply the queue backlog normalized by link speed. In particular, each node advertises its current queue backlog for each destination as a congestion measure in the control packet. The congestion measure V 
Note that if all the neighbors N ðnÞ of node n have higher congestion measure than n itself, the node n does not forward any packets and keeps the packet with itself. The original backpressure algorithm [10] assumes a globally synchronized time-slotted MAC protocol as well as a controller that computes and schedules the nodes in a centralized manner. Our implementation of BP is an approximate variant of the original, adjusted for distributed implementation on 802.11-based networks by relaxing the centralized maximum weight scheduling.
Enhanced Backpressure Protocol
E-BP is a variant of BP, where along with the queue information, the ETT metric is used for path selection. E-BP, similar to BP, uses queue backlog information as the congestion measure and V 
Note that, for E-BP, the control packet carries additional information necessary for computation of the ETT (see Section 2.2) along with the transmission of the congestion-measure, V d EÀBP;t ðnÞ.
Congestion Diversity Protocol
The congestion measure for CDP is the aggregate sum of the local draining time at the node n and the draining time from each hop until the destination. In CDP, when relaying packets destined for node d, node n selects the targeted receiver K ðn;dÞ CDP;t to minimize the packet's delivery time, i.e., 
Assuming a FIFO discipline at the MAC layer, we proceed to describe the computation of the congestion measure for CDP. Under CDP, congestion measures are computed in a fashion similar to distributed Bellman-Ford computations [13] . More specifically, the congestion measure associated with node n for a destination d at time t is the aggregate sum of the local draining time at node n and the estimated draining time from its next hop,Ṽ ðn;dÞ CDP;t ðK ðn;dÞ CDP;t Þ. The local draining time for a packet destined for d arriving at n at time t is equal to the duration of the time spent draining the packets that arrived earlier plus its own packet delivery time. In other words, if q d t ðnÞ is the number of packets destined for d queued at node n at time t, the local draining time is roughly equal to The congestion measure for node n, n 6 ¼ d is then 
Shortest-Path Routing
For the sake of completeness, we describe the congestion unaware shortest-path routing protocol LQSR, which does not incorporate congestion information at the routing layer. This implementation acts as a benchmark for comparison purposes with respect to congestion-aware routing. LQSR uses the ETT metric, which is the minimum transmission time required to reach the destination, considering only the link quality information at the nodes. The ETT to reach the destination is computed using the transmission duration W ði; jÞ between each pair of nodes i and j. Specifically, for a packet destined for node d, the next hop is chosen such that
where ETT ðk;dÞ is the minimum transmission time from node k to destination d, whose distributed computation is given by Equation (3). In our implementation, we reuse the distributed architecture of CDP for the calculation of the ETT metric by setting q 
IMPLEMENTATION DETAILS
In this section, we provide details for the implementation of the congestion measure including link quality estimation, neighbor discovery, flow selection, reliability of control packets, and avoidance of loops while routing.
Link Quality Estimation
The computations above utilize the transmission time W ði; jÞ for each pair of nodes i, j. The transmission time W ði; jÞ for a packet from node i transmitted to node j can be measured as the interval between the transmission of the packet from node i's hardware interface and the reception of an acknowledgment (ACK) at node i from node j. 5 Commercial hardware platforms and their drivers differ in their abilities to accurately measure the transmission time. Specifically, in the context of Atheros cards, the MadWifi driver used in our experiments records the time instance when i receives an ACK from j. Unfortunately, the MadWifi driver does not directly provide the time of departing from software/MAC queue and reaching the hardware interface. Instead, we rely on the fact that the driver provides information on when the packet enters the queue at the MAC layer. Hence, we approximate the start time of the transmission as follows: Denote the time when the packet enters the MAC queue T 1 , the time when the previous packet exits the interface T 2 , and, finally, the time when the current packet exits the interface as T 3 . The transmission time is then approximated as T 3 À maxðT 1; T 2Þ.
At the system level, we keep time averages of important quantities in general, and of W ði; jÞ in particular. More specifically, here we combine the link quality measurements using actual data packets at the nodes (passive probing) with dedicated probe packets transmitted to each neighbor when a node does not engage in data transmission (active probing). These estimates are combined using a weighted average.
Neighbor Discovery
Each node needs to maintain information on the congestion measures along with link quality information for all of its neighbors to efficiently route the packets. In order to reduce overhead, we restrict the set of neighbors of a node to only those with sufficiently reliable links. Specifically, we consider only neighbors with a bi-directional link success probability (i.e., frame acknowledgment rate) above a threshold g. Defining neighbors using a delivery ratio eliminates any artifacts due to external interference. We use dedicated probe packets to obtain the delivery ratios.
Control Packet Reliability
An important component of our implementation is the exchange of congestion measures among neighbors using control packets. In particular, BP, E-BP, and CDP all depend on reliable, frequent, and timely delivery of control packets. It is well known that the loss of control packets can cause instability in many well-known routing algorithms [29] . Thus, it is important that our implementation ensures high reliability for the delivery of control packets. We leverage the priority queues provided by 802.11e to implement the control plane: the MadWifi scheduler assigns the highest priority to control packets. This handling both reduces the probability of control packet loss at the MAC layer and ensures their timely delivery. Furthermore, control packets are transmitted at a low PHY rate (11 Mbps in our testbed).
Loop Avoidance
Unless carefully designed, distributed computations of any time-varying distance vector protocol are likely to suffer from the classical problem of looping and counting to infinity [30] . Looping can result in large delays, increased interference and loss of packets. The problem is most acute when there is a sudden burst of traffic, 6 resulting in a transient build-up of the queues. Such transient effects can be severe due to the resulting slow exchange of control packets.
To address this issue, in case of CDP, we use split-horizon with poison reverse [31] . CDP uses control packet information received at each node from its neighbors to gather appropriate information for the split horizon implementation. In split-horizon with poison reverse, a node advertises routes as unreachable to the nodes through which they were learned. We prefer split horizon with poison reverse to provably loop free methods such as using destination sequence numbers [32] , [33] , as they are slow to propagate and therefore unsuitable for a very dynamic system. Note that we apply loop avoidance methods only for CDP, while BP and E-BP are left in their original forms.
Flow Selection
Consistent with the originally proposed designs, rather than using virtual queues for different destinations, CDP and LQSR use a standard, shared FIFO queuing discipline at the MAC layer for all packets. Conversely, the BP and E-BP designs both call for an explicit flow selection criterion [6] , [10] . In particular, both BP and E-BP perform flow selection among the packets associated with different destinations using a virtual queue mechanism at the MAC layer. Let, for protocol X, X 2 fBP, E-BPg, m X;t ðnÞ denote the selected destination by node n at time t. In particular, under protocol X, each node n at time t selects the oldest packet destined for node m X;t ðnÞ among available packets and transmits the packet to the PHY layer.
BP performs flow selection by selecting destinations with minimum queue differentials, i.e., 
In our implementation, we approximate the packet-level flow selections above using priority scheduling. In order to implement priority scheduling, we utilize the 802.11e-based priority scheduler [15] at the MAC layer and the highest destination packet (m BP;t ðnÞ or m EÀBP;t ðnÞ) is assigned to the highest priority hardware queue. 7 
EXPERIMENTAL SETUP
Our testbed consists of 12 wireless Alix [15] nodes with 512 MB of RAM and a 500-MHz processor running Linux version 2.6.22. The nodes are placed in Atkinson Hall at the University of California, San Diego, in about 215,000 sq. ft. of space as shown in Fig. 2 . Each node is equipped with an Atheros-based 802.11a/b/g wireless interface (AR 5213) connected with omni-directional antennas. All nodes are connected to Ethernet ports for maintenance and data collection. The nodes are configured in 802.11g ad-hoc mode with RTS/CTS disabled and the transmission power is set to 13 dBm (approximately 20 mW). In addition to human inhabitants, the building contains hundreds of workstations and a large variety of electronics operating in the same 2.4-GHz unlicensed frequency band as 802.11g, resulting in highly variable channel 6. Similar to the broken link scenario in a typical distance vector routing.
7. In our experiments, the number of flows at any node is at most 3, which together with the control plane packets equals the number of available priority queues (4) in our Atheros cards. quality in different portions of the building and during different times of the day. To obtain statistically meaningful, consistent and reproducible data, we performed our experiments during the night when the channel behavior is largely consistent across various runs of the experiments.
All of the routing algorithms are implemented in user space with appropriate calls to the MadWifi driver, which is supported by the Linux kernel (2.6.22 onward). These algorithms perform queuing and scheduling on every packet being transmitted or received by the driver. We use a transmission rate of 11 Mbps for the control packets while the data packets are sent at 48 Mbps. The packet size for data packets is 512 bytes. The specific choices of power, rate and packet size are made to ensure a multihop structure. In a separate study [34] , we show that the results are robust to the size of the packets. For each algorithm, each iteration of traffic generation is executed for 180 seconds.
We set the following control plane parameters: 1) Control packet interval T . In our setup, we broadcast control packets of roughly 200 bytes periodically at intervals of 200 ms. This setting trades off the overhead of the control packets and the need to obtain accurate congestion measures from neighbors. Furthermore, the use of broadcast packets incurs negligible overhead as they do not undergo a back-off mechanism, reducing wasted airtime and interference.
2) Probing parameters. We transmit probe packets at regular intervals to probe the channel and learn the link quality. 512-byte probe packets are selected to match the data packet size. The choice of probing interval trades off the added overhead with the ability to track channel variations. We set the probe interval to 1 second in accordance with previous studies [35] , [36] and consistent with an indoor environment's fading parameters.
3) Link threshold g. We choose the link success probability for each neighbor as g ¼ 0:4 to tradeoff the link reliability with the network connectivity. The cutoff is applied based upon the initial, non-interfering condition of the network (i.e., before we begin transmitting data).
PERFORMANCE ANALYSIS
In this section, we report on a comparative study of various routing protocols under UDP and TCP traffic. In our comparative analysis, we investigate the following performance measures:
(1) End-to-End delay: For M UDP packets, we define the per packet delay D ¼
, where t A ðjÞ is the arrival time at the destination and t D ðjÞ is the departure time for packet j at the source. For a TCP flow, we take a relevant parameter, i.e., round trip time (RTT) information for the TCP packets as the proxy for the delay. 8 In particular, the per-packet delay for TCP packets is defined as, D ¼ The throughput is the number of bytes received at the destination per second for the duration of the experiment. When investigating the statistical throughput under various protocols with respect to the network topology, we use the normalized throughput ratio as a measure of performance, where the normalized throughput ratio of the candidate protocol is defined as the ratio between the throughput of that protocol versus the throughput obtained under LQSR.
Canonical Example
Consider a canonical example in Fig. 3 consisting of one high-load (4-Mbps) unicast UDP flow between nodes 14-16 and another low-load (1-Mbps) flow between nodes 10-17. We briefly discuss the performance results for this topology illustrating the congestion-awareness of CDP (this topology is studied in greater detail elsewhere [37] ). Fig. 4a plots the end-to-end delay for the individual flows (note log-scale y axis). The delay performance under CDP shows an improvement over the other candidate protocols by at-least 100 ms, a 1.5-2 orders-of-magnitude improvement in the network, where the end-to-end propagation delay with no congestion is 4-5 ms. Fig. 4b illustrates the next-hop selections by node 10, i.e., K ð10;17Þ , under the candidate protocols throughout the duration of the experiment. We observe that LQSR persistently relies on routing via node 14, resulting in severe congestion and packet drops for the flow 10-17, reducing throughput and increasing delay. BP and E-BP forward a significant number of packets to nodes 5, 7 and 15 increasing 8. We have taken RTT as a proxy for delay as the throughput of the TCP flow is determined by RTT, while end-to-end delay is not significant for TCP flow.
interference and packets drops as well as delay. The increased delay for BP is attributed to the increased interference due to spreading of traffic for the flow 10-17. CDP, on the other hand, successfully routes traffic along to non-congested node 16.
To gain more insight into the sources of performance gains for CDP, we break down the sources of loss under each protocol in Fig. 4c . The number of packet drops for flow 10-17 is significant for LQSR, E-BP, and BP-20, 25 and 40 percent, respectively-while the packet loss under CDP is less than 1 percent (mostly due to buffer overflow). The retry losses and loop losses for all protocols are negligible.
While the topology in Fig. 3 exemplifies our intuition about various design aspects of congestion-aware routing, we next turn to a more general setup to statistically evaluate the performance of the routing protocols over a variety of different topologies.
Statistical Analysis
We expect that highly loaded networks have significant potential to improve on delay. However, we do not expect to see significant improvement with respect to LQSR for lightly loaded networks (when the traffic sources consist mainly of congestion-aware TCP traffic or low-load UDP traffic). The next section provide a statistical confirmation of these intuitions.
Experiments with UDP
In this section, we report on the performance of BP, E-BP, CDP, and LQSR with two randomly selected flows consisting of two sets of source-destination pairs. We inject Poisson traffic at each source node with a randomly selected average load between 0 and 7 Mbps in such a way that at least one algorithm delivers 80 percent of the packets. (to ensure the load is satisfiable.) Furthermore, to keep the comparisons meaningful, we avoid uninteresting cases with non-overlapping single-hop routes. In addition to these two long UDP flows, in about 25 percent of the network configurations, nodes in the network can engage in the transmission of lowintensity traffic to emulate the application-level control packets in various networking protocols such as VOIP, SIP, HHTP.
We classify the configurations under considerations into two categories: low load configurations, when the observed delay for LQSR is sufficiently small (less than 0.1 second) and high load constituting of the remaining configurations. Fig. 5 plots the offered loads for various configurations in our analysis.
We plot the cumulative distribution function of the performance metrics for various protocols for low and high load scenarios in Figs. 6, 7, 8, 9 and summarize the results below.
UDP traffic (high load). Fig. 6 compares the CDF of the delay differential (the candidate protocol performs poorly if the CDF lies to the left of the LQSR), while Fig. 7 shows the CDF of the normalized throughput ratio for high traffic load. Figs. 6 and 7 show that CDP delivers packets with significantly less delay and higher throughput compared to other protocols for about 80-90 percent of the network configurations with slight performance degradation in rare cases.
In Section 6, we dissect and isolate the sources of gains and possible losses in certain example scenarios.
UDP traffic (low load). In Figs. 8 and 9 , we plot the delay differential and normalized throughput for the candidate protocols under a low load scenario. Here, CDP performs similar to LQSR, while performing significantly better than BP and E-BP. This is because in the absence of congestion, the distributed computation in (5) reduces to computing ETT. BP reduces to a near random walk in the network. E-BP shows slightly better performance than BP when the route determined by E-BP matches that of LQSR at very low traffic.
Experiments with TCP
In this section, we study the performance of congestionaware routing algorithms for TCP sources. Figs. 10 and 11 plot the performance of the candidate routing protocols (relative to LQSR) under TCP-Veno [38] by selecting a configuration of two TCP flows with randomly selected source and destination pairs. Here, unlike the UDP case, we do not expect to see significant improvement as a result of congestion-awareness at the transport layer. This is because the current implementations of TCP are non-aggressive and prevent congestion in the network at the transport layer. Furthermore, since, TCP is known to have performance degradation in the presence of packet reordering, it is challenging to deploy any dynamic routing solution to support legacy TCP sources. Fig. 12 shows that BP and E-BP suffer significantly from looping and reordering, while CDP, by relying on estimated draining times, avoids such degradations.
DISCUSSION
In this section, we investigate the sources of performance degradation for congestion-aware algorithms.
BP and E-BP have shown performance degradation in almost all the topologies considered in Figs. 6, and 7. BP and its variants are known to suffer from increased delay performance due to the spreading of packets and lack of knowledge of the destination while routing. In contrast to the known fact that back-pressure based routing algorithms have proven throughput optimality in time slotted system with max-weight scheduling, we observe significant loss of throughput in our implementation on 802.11 CSMA based MAC with finite buffers. Our empirical results regarding the poor performance of BP and its variants is a byproduct of a mismatch between the design of 802.11 MAC and the optimal scheduling requirement for BP. Our results, however, does not invalidate BP as a low complexity solution in cross-layer wireless architecture.
Next, we investigate CDP's degradation in 10-15 percent of the topologies in Figs. 6 and 7 (hereafter, we do not analyze the performance of BP and E-BP due to their consistently poor performance.) We conjecture that the topologies for which CDP is outperformed by LQSR, have the property that at least one of the two flows experience significant inter-path, intra-flow interference relative to a single-path solution. In an 802.11 system, due to the nature of the MAC layer's distributed operation, any multi-hop route suffers from intra-flow interference, i.e. non-neighboring links potentially interfere with each others' transmission. This intra-flow interference is exacerbated by the increased number of transmitting nodes when the routing algorithms are implemented over multiple-paths.
We first investigate the validity of this conjecture by considering two examples consisting of a single flow in the network of Fig. 2 : example 1 consists of a single flow 10-17, while example 2 consists of a single flow 13-3, traveling a farther distance (and more hops). In each example there are two feasible (and interfering) paths to the destination. We refer to the shorter of the two paths (in terms of expected transmission time) as Path-1 (this is the path that would be selected by LQSR) and the longer path as Path-2. We consider a set of randomized protocols where the packets at the source node is routed via Path-1 with probability a and via Path-2 with probability 1 À a. We compare the mean delay encountered under CDP with the mean delay experienced by the randomized protocol for a varying from 0 to 1. In these examples, LQSR is a trivial case of our class of randomized policies with a ¼ 1.
Example 1 consists of a 4-Mbps flow from node 10 to node 17 (cf. Fig. 2 ). Fig. 13 shows the end-to-end delay under CDP as well as the randomized routing policy for various quantities of a. The best performance is shown to be achieved by LQSR, i.e., a ¼ 1. In other words, the congestion diversity gain achieved by CDP is diminished by a significant increase in the interference and, hence, channel access time. Similarly, CDP only barely outperforms the congestion-invariant scheme even when a ¼ 0. Hence, both single-path routing strategies (a ¼ 0 and a ¼ 1) are better than CDP.
The story is different in the second example with a single 3-Mbps flow from node 13 to node 3 as shown in Fig. 14 . Here, the mean delay under CDP performs significantly better than LQSR. (The delay is minimized for a ¼ 0:5; the loss of performance under CDP relative to the randomized strategy with a ¼ 0:5 is due to the distributed nature of CDP and the resulting slower adaptation time.) This is because in Fig. 11 . CDF of normalized throughput for TCP traffic. Fig. 12 . CDF of reordering for TCP traffic. this example each path suffers from an (unavoidable) exogenous interference floor due to its larger number of hops. As a result, the intra-flow, inter-path interference increase becomes negligible in comparison to the load balancing and congestion diversity gains.
Should our conjecture hold, one would expect that in presence of a steady interference floor, the contribution of the intra-flow, inter-path interference is likely to be minimal, leading to better gains from CDP. Fig. 15 is based on repeating the experiment in Section 5.2.1 with high UDP traffic load. Here however, Fig. 15 only shows the CDF of delay in the cases where two flows of interest co-exist with the low intensity single-hop background traffic (25 percent of the cases). This figure shows that CDP in all cases results in a performance improvement over LQSR, further corroborating our conjecture.
Taking it together, our results reveal that exploiting multi-path congestion diversity is complicated by the intraflow and inter-path interference in the network, and, in some pathological cases requires a careful joint design of MAC and routing layer. However, in most of practically relevant networks with a moderate level of interference, which is independent of routing decisions (such as single-hop transmissions), a modular solution suffices to extract significant gains from congestion-aware routing.
CONCLUSIONS AND FUTURE WORK
We conclude the paper with a summary of our results and detailed discussion on future directions.
Conclusions
This paper presents an 802.11-based implementation of the following congestion-aware routing protocols: Backpressure, Enhanced Backpressure and Congestion Diversity Protocol. We provide a comparative analysis against the benchmark shortest path Link Quality Source Routing protocol. In particular, we modify the protocol stack at the routing layer to take network congestion into account. Both E-BP and CDP combine the important aspects of shortest path routing with those of backpressure routing and are designed to alleviate the delay performance of backpressure routing.
In summary, we report that for a majority of the network topologies and traffic conditions, CDP achieves significant improvement over congestion-invariant LQSR; in contrast, BP and E-BP result in performance degradation in a variety of cases. The poor performance of BP and its variants is mainly a byproduct of the mismatch between the design of 802.11 MAC and does not invalidate BP as a solution in wireless networking.
Finally, we discussed the sources of performance improvement as well as degradations that would impact any congestion-aware protocol with a modular implementation.
Future Work
Our study relies on fixed link-layer mechanisms for the duration of experiment. Most notably all nodes' transmissions are fixed at a given link rate. Most wireless radios are equipped with rate selection mechanisms that attempt to optimize the transmission rate (in a modular fashion, transparent to the routing protocol). An appropriate rate selection algorithm, which takes route congestion information into account remains as an important area of future work. We also envision further optimizations for CDP to tackle self-interference issues in our modular setting.
From a theoretical perspective the joint design of MAC and routing algorithms to address the issues of intra-flow interference is an important one. A further study combining these effects is an area of future work. In particular, our results indicate the need for the development of practical yet cross-layer MAC, routing, and transport layer protocols that tackle the issues of MAC contention, congestion, and delay simultaneously. This includes the design of congestion-aware MAC and TCP rate-control algorithms based on a congestion measure.
