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ABSTRACT
The Narrow-line Seyfert 1 galaxy NGC 4051 is known to exhibit significant X-ray
spectral/flux variations and have a number of emission/absorption features. X-ray
observations have revealed that these absorption features are blueshifted, which in-
dicates that NGC 4051 has warm absorber outflow. In order to constrain physical
parameters of the warm absorber outflow, we analyze the archival data with the
longest exposure taken by XMM-Newton in 2009. We calculate the root-mean-square
(RMS) spectra with the grating spectral resolution for the first time. The RMS spec-
tra have a sharp peak and several dips, which can be explained by variable absorp-
tion features and non-variable emission lines; a lower-ionized warm absorber (WA1:
log ξ = 1.5, v = −650 km s−1) shows large variability, whereas higher-ionized warm
absorbers (WA2: log ξ = 2.5, v = −4100 km s−1, WA3: log ξ = 3.4, v = −6100 km s−1)
show little variability. WA1 shows the maximum variability at a timescale of ∼ 104 s,
suggesting that the absorber locates at ∼ 103 times of the Schwarzschild radius. The
depth of the absorption features due to WA1 and the observed soft X-ray flux are anti-
correlated in several observational sequences, which can be explained by variation of
partial covering fraction of the double-layer blobs that are composed of the Compton-
thick core and the ionized layer (=WA1). WA2 and WA3 show little variability and
presumably extend uniformly in the line of sight. The present result shows that NGC
4051 has two types of the warm absorber outflows; the static, high-ionized and ex-
tended line-driven disk winds, and the variable, low-ionized and clumpy double-layer
blobs.
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1 INTRODUCTION
NGC 4051 is an archetypical narrow-line Seyfert 1 (NLS1)
at z = 0.0023 with a mass of (1.7±0.5)×106 M (?). High-
resolution X-ray spectroscopic observations have detected a
lot of blueshifted absorption lines in the X-ray energy spec-
tra (see, e.g. ????), which indicates presence of the warm
absorber outflow with discrete velocity components.
In general, geometry of the warm absorber outflow is
difficult to constrain. We can derive the column density
(NH = n∆r) and the ionization degree (ξ = L/(nr2)) from
model fitting, where n is electron number density, ∆r is
thickness of the absorber, r is location of the absorber,
and L is the X-ray luminosity. Because these two equations
have three unknown values, we cannot solve the problem
without some assumptions. For example, ?) derived n of
the emission-line region from the ratio of triplet emission
lines, and constrained n of the warm absorber assuming
? E-mail: mizumoto@astro.isas.jaxa.jp (MM)
that the emission and absorption features originate in the
same region. ?) estimated n from photoionization equilib-
rium time scales. ?) derived these values from recombination
time scales. In the end, they elicit very different geometry
of outflows.
In order to constrain geometry of the warm absorber
outflow, we focus on spectral variability. If we can investi-
gate spectral variability with a high energy resolution, we
are able to determine which components are variable and
which are not. From characteristic time scales of the spec-
tral variation, we may constrain location of the multiple ab-
sorbers and disentangle their parameters. In order to obtain
sufficient photon counts to investigate detailed spectral vari-
ability, it is vital that the object is bright enough and has
strong absorption features, and that the exposure time is
sufficiently long; NGC 4051 is the best target for our anal-
ysis because it satisfies all the requirements above.
In this paper, we discuss spectral variability of NGC
4051 with high energy resolution. First, we explain the ob-
servations and data reduction in Section 2. In Section 3,
c© 2016 The Authors
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Table 1. Observation IDs, start dates, and good exposure times
after removing high background periods.
Name Observation ID Date Good exposure
Obs1 0606320101 2009-05-03 31.4 ks
Obs2 0606320201 2009-05-05 29.1 ks
Obs3 0606320301 2009-05-09 15.8 ks
Obs4 0606320401 2009-05-11 15.1 ks
Obs5 0606321301 2009-05-15 21.0 ks
Obs6 0606321401 2009-05-17 26.5 ks
Obs7 0606321501 2009-05-19 22.5 ks
Obs8 0606321601 2009-05-21 29.0 ks
Obs9 0606321701 2009-05-27 26.8 ks
Obs10 0606321801 2009-05-29 14.6 ks
Obs11 0606321901 2009-06-02 43.7 ks
Obs12 0606322001 2009-06-04 20.4 ks
Obs13 0606322101 2009-06-08 24.6 ks
Obs14 0606322201 2009-06-10 23.5 ks
Obs15 0606322301 2009-06-16 29.4 ks
we show the data analysis, where the observed energy spec-
trum requires three different warm absorbers. We see that
one warm absorber has a rapid variability, whereas the other
absorbers show little variations, from which we constrain lo-
cation of the absorbers. We discuss origin of the X-ray spec-
tral variability and geometry of the warm absorber outflows
of NGC 4051 in Section 4. Finally we show our conclusion
in Section 5.
2 OBSERVATION
The XMM-Newton satellite (?) observed NGC 4051 fifteen
times during May–June 2009. Observation IDs, start dates,
and exposure times are listed in Table 1. The total good
exposure time is 334 ks. We used the European Photon
Imaging Camera (EPIC)-pn data (?) in the 0.4–12.0 keV
band and the reflection grating spectrometer (RGS: ?) in
the 0.4–2.0 keV band. EPIC-pn was operated in Small Win-
dow mode. We used the XMM-Newton Software Analysis
System (SAS, v.13.5.0) and the latest calibration files as
of January 2016. Their spectra and light curves were ex-
tracted with PATTERN<=4 from the circular regions with
30′′ radius centred on the source, whereas background prod-
ucts were extracted from circular regions with 60′′ radius
within the same CCD chip. High background periods were
excluded from both EPIC and RGS data, when the EPIC/pn
count rate of the 10–12 keV band with PATTERN==0 is
higher than 0.4 cts/s. We used epatplot to confirm that
the pile-up effect is negligible on all the EPIC-pn dataset.
The RGS data were processed with rgsproc. All the spec-
tral fitting were made with xspec v.12.8.2 (?). In the fol-
lowing, the xspec model names used in the spectral analysis
are explicitly given, the errors are quoted at the statistical
90% level, and the cosmological parameters are as follows:
H0 = 70 km s
−1 Mpc−1, Ωm = 0.27, and Ωλ = 0.73.
Table 2. Identification of the observed emission lines; theoreti-
cally expected centroid energy (Eexp), observed ones (Eobs), and
observed equivalent width (EW) are indicated.
Line Eexp∗1 Eobs EW
Nvi (f) 0.420 keV 0.419 keV 0.7 eV
Ovii (f) 0.560 keV 0.560 keV 3.2 eV
Ovii (i) 0.569 keV 0.568 keV 1.0 eV
Ovii (r) 0.574 keV 0.573 keV 2.0 eV
Oviii Ly-α 0.654 keV 0.653 keV 8.3 eV
Fexvii 3s-2p 0.726 keV 0.726 keV 2.2 eV
Ne ix (f) 0.905 keV 0.903 keV 4.0 eV
Ne ix (i) 0.915 keV 0.912 keV 0.7 eV
RRC of Cvi 0.490 keV 0.492 keV 0.5 eV
RRC of Ovii 0.739 keV 0.735 keV 2.6 eV
∗1 From the CHIANTI database (?).
3 DATA ANALYSIS
3.1 Spectral fitting
We stacked all the data and created the time-averaged spec-
tra. The spectral continuum of the EPIC energy band is
explained by a power-law component and a soft excess. We
fitted the soft excess with the multi-colour disk (diskbb;
?), and fitted the power law component with cutoffpl.
The EPIC spectrum has a fluorescent Fe-K line at 6.4 keV,
therefore we added a reflected component from neutral ma-
terial (pexmon; ?). pexmon is the model combining pexrav
(?) with self-consistently generated Fe and Ni lines, thus
we can constrain the normalization of the reflection compo-
nent from strength of the Fe Kα line. When we assume that
pexmon is at rest in the frame of NGC 4051, some resid-
ual is seen. Therefore we set the velocity of pexmon free,
to find that the velocity is −1800+500−400 km s−1. The col-
umn density of the galactic absorption toward this object
is (1.3±0.1)×1020 cm−2 (?), for which we added tbabs (?).
As for the photoionized cross-section of tbabs, we used the
one calculated by ?) and ?). In order to fit the absorption
features seen in the RGS spectra, we used a warm absorber
model via XSTAR Version 2.2.1bn21 (?), assuming the solar
abundance and the photon index of the ionizing spectrum
to be 2.0. We made a grid model by running XSTAR for dif-
ferent values of ξ and NH; the log ξ values were from 0.1 to 5
(erg cm s−1), and theNH values were from 5×1020 to 5×1024
(cm−2). Figure 1 shows the Oviii spectral shape, which has
an emission line and three absorption lines. We fitted the
spectral shape with a phenomenological model with pow-
erlaw, one positive Gaussian, and three negative Gaussians.
All of three negative Gaussians, shown by the arrows in Fig-
ure 1, are blueshifted; their velocities are −600+90−50 km s−1,
−4040+70−100 km s−1, and −5780±80 km s−1. This shows that
at least three independent warm absorbers are necessary to
explain the observed absorption lines. We call these warm
absorbers as WA1, WA2, and WA3, which have different ion-
ization statues and blueshifts. Emission lines, including ra-
diative recombination continua (RRC), are also seen in the
energy spectra, which are also observed by ?). We added
positive Gaussians to explain these emission features. Table
2 shows a list of the emission lines.
We simultaneously fitted all the spectra with the fol-
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Figure 1. The Oviii Lyman α emission line and three absorption
lines fitted with Gaussians. The red/green show the 1st order of
RGS1/RGS2 spectra, respectively. The grey Gaussian shows the
emission line. The central energy of the emission line, which has
no velocity in the AGN frame, is shown by the vertical line, and
those of the absorption lines are shown by the arrows.
lowing model,
F = tbabs× {(diskbb + cutoffpl)×WA1×WA2
×WA3 + pexmon + emission lines}, (1)
and found that this model can almost fully explain the spec-
tra, except two absorption lines. The Ov 0.554 keV absorp-
tion line remains in the spectra, thus we added an additional
narrow negative Gaussian. In addition, depth of the Nvii
0.500 keV absorption line seems to be overestimated in the
model, thus we added a positive Gaussian, which might be
a real emission line (?). Figures 2, 3 and Table 3 show the
fitting results. The reduced chi square (χ2ν) is 1.52 for the
degree of freedom (dof) of 8928. Figure 4 shows the absorp-
tion features created by WA1, WA2, and WA3. We can see
that WA1 creates a deep Fe-L unresolved transition array
(UTA) feature at ' 0.8 keV (?).
3.2 RMS spectra
3.2.1 Calculation of RMS
In order to evaluate spectral variability, we calculated root-
mean-square (RMS) of the data. We adopt the fractional
variability amplitude (Fvar) and the point-to-point fractional
variability (Fpp), which are defined as
Fvar =
1
〈X〉
√
S2 − 〈σ2err〉 (2)
and
Fpp =
1
〈X〉
√√√√ 1
2(N − 1)
N−1∑
i=1
(Xi+1 −Xi)2 − 〈σ2err〉, (3)
Table 3. Parameters of spectral fitting
tbabs NH (cm−2) 1.3× 1020 (fix) ∗1
diskbb Tin (eV) 155.9± 0.6
Norm.∗2 2610± 40
cutoffpl Γ 1.581± 0.006
Ec (keV) 500 (fix)
Norm.∗3 (3.42± 0.02)× 10−3
pexmon Ω/2pi 0.49± 0.07
Inclination 60◦ (fix)
v (km s−1) −1800+500−400
WA1 NH (2.46± 0.07)× 1021
log ξ 1.469± 0.009
v (km s−1) −650± 20
WA2 NH (8.2+0.4−0.3)× 1021
log ξ 2.512± 0.013
v (km s−1) −4060± 60
WA3 NH (7.11.1−0.9)× 1023
log ξ 3.383+0.011−0.006
v (km s−1) −6120± 20
∗1 From ?)
∗2
(
rin/km
D/10kpc
)2
cos i, where rin is the inner radius, D
is the distance, and i is the inclination angle.
∗3 Photons keV −1 cm−2 s−1 at 1 keV
where Xi is the count for the i-th of N bins, 〈X〉 is the mean
count rate, S2 is the variance of the light curve, and 〈σ2err〉
is the mean error squared (?). The error on Fvar,pp is given
as
σFvar,pp =
1
Fvar,pp
√
1
2N
S2
〈X〉2 . (4)
Fvar shows the long-timescale variability across the whole
observation period (∼ 105 s in this dataset), whereas Fpp
extracts the variability at a given time scale. See the Ap-
pendix of ?) how to derive these equations.
We calculated Fvar and Fpp using all the fifteen observa-
tions. When calculating RMS of the RGS data, we used only
the 1st order of the 0.4–1.6 keV energy band to maximize
photon statistics. Figures 5 shows the Fvar spectra with a
time bin-width of 5000 s for the entire observation period
(N = 111). We can see several important features in the
RMS spectra. First, the bin at ' 6.4 keV drops, which is
considered as due to the fluorescent Fe-K line that has lit-
tle variability (??). The RMS spectrum has a peak in the
soft energy band, and the value gradually decreases toward
higher energies, which is common in several Seyfert 1 galax-
ies (? and referenced therein). We can see more detailed
features in the RGS data; in particular, it has a strong peak
at 0.8 keV, and sharp drops at 0.55 keV and 0.9 keV.
3.2.2 Absorption/Emission features
First, we focus on the RMS peak at ' 0.8 keV. This energy
corresponds to that of the Fe-L UTA. When depth of the
absorption feature varies, such a RMS peak is created. When
only NH of the absorber varies, RMS is calculated to be
Fvar = (NH)var ·
σ(E)〈NH〉
1− σ(E)〈NH〉 , (5)
MNRAS 000, 1–14 (2016)
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Figure 2. Spectral fitting of NGC 4051. The black, red, green, orange, and blue show the EPIC-pn, 1st order of RGS1, 1st order of RGS2,
2nd order of RGS1, and 2nd order of RGS 2 spectra, respectively. The black line shows the model. The upper panel shows count plots,
removing effect of effective areas (“setplot area” in xspec), and the lower panel shows the residuals (χ), which mean (data−model)/error.
The shown data are more binned than those used in the spectral fitting for clarity.
where σ(E) is the photoionized cross section, 〈NH〉 is the av-
erage value of NH, and (NH)var is the variability amplitude
of NH (Appendix A1). In the optically-thin regime, varia-
tion of NH is equivalent to variation of the partial covering
fraction as follows:
W = exp[−σNH]
' 1− σNH
= 1− ασNfixedH
= 1− α+ α(1− σNfixedH )
' 1− α+ α exp[−σNfixedH ]
= 1− α+ αW fixed, (6)
where α is the partial covering fraction and NfixedH is the full-
covering column density (see Eq. 5 of ?). When the partial
covering fraction varies, RMS is calculated to be
Fvar = (α)var ·
(
1− exp [−σ(E)NfixedH ]) 〈α〉
1− (1− exp [−σ(E)NfixedH ]) 〈α〉 , (7)
(Appendix A2). Eq. (5) and Eq. (7) are mathematically
equivalent; both equations monotonically increase with
σ(E), which means that RMS peaks appear at the energy
band where the absorption features are deeper than the ad-
jacent bands (see Figure 10 of ?).
We calculated simulated RMS spectra in order to illus-
trate effects of the warm absorber variations in the RMS
spectra. The method is as follows. (1) We set a range of
the variable column densities as [〈NH,k〉−∆NH,k : 〈NH,k〉+
∆NH,k] for each WAk (k = 1, 2, 3), or, equivalently a range
of the variable partial covering fractions as [〈αk〉 − ∆αk :
〈αk〉 + ∆αk]. (2) We substituted NH,k or αk of the k-th
absorber random values within the covering range, and cre-
ated simulated energy spectra using fakeit command in
xspec. (3) We repeated the procedure 100 times, and got
100 simulated energy spectra for each k. (4) We calculated
the simulated RMS spectra from the 100 simulated energy
spectra.
Figure 6 show the simulated RMS spectra. The
blue/orange/magenta lines show the RMS spectra when
the parameter of WA1/WA2/WA3 varies, respectively, at
the same amounts. The black line is the sum of them. We
set ∆NH,k/〈NH,k〉 or ∆αk/〈αk〉 as 100%, i.e. (NH)var =
(α)var = 100/
√
3 = 57.7%, for each k (Appendix A1). We
can see that the RMS peak at ∼ 0.8 keV is explained by the
MNRAS 000, 1–14 (2016)
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Figure 3. Enlargement of the upper panel of Fig. 2 in order to clarify the emission/absorption line features. The model lines are those
of RGS1 (0.4–0.65 keV), RGS2 (0.65–1.6 keV), and EPIC-pn (6–10 keV).
Fe-L UTA feature of WA1. In addition, other peaks are seen
at the 0.9− 1.0 keV band from WA2 and WA3.
Next, we focus on the RMS dips at 0.55 keV and 0.9 keV.
When emission lines have little variations whereas the en-
tire spectrum varies, the variability amplitude at the lines
are less than those of the adjacent ranges. When the ad-
jacent range varies with a variability amplitude of Fvar,adj,
the variability amplitude of the non-variable emission lines
(Fvar,line) is calculated as
Fvar,line = Fvar,adj · 1
1 + x
, (8)
where x is the intensity ratio of the line to the adjacent
continuum (A3). This means that RMS spectra show drops
at the non-variable emission lines. In order to evaluate ef-
MNRAS 000, 1–14 (2016)
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Figure 4. Model spectra of three warm absorbers. The black
line shows the continuum (tbabs× (diskbb+cutoffpl)), and the
blue dotted, orange dot-dashed, and magenta dashed lines show
the continuum with WA1, WA2, and WA3, respectively.
Table 4. Parameters of the Fvar spectral fitting
Fractional variability amplitude
WA1 42± 8 %
WA2 0+5 %
WA3 9± 40 %
Continuum 74.5± 1.3 %
χ2ν (dof) 0.99 (68)
fect of the emission lines, we simulated the RMS spectra,
where only normalization of the continuum is varied. Figure
7 shows the effect of the non-variable lines, that is 1/(1 +x)
of Eq. (8). We can see that these lines appear as significant
drops in the RMS spectra, if only the continuum is variable.
We compared the observed Fvar spectra with the simu-
lated ones. If all the warm absorbers had the same variability
amplitudes, a significant peak at the 0.9−1.0 keV band from
WA2 and WA3 would be seen (Figure 8). However, the Fvar
spectra have no peak at the energy band, thus we propose
that only WA1 has a large variability, whereas WA2 and
WA3 have little variability.
Figure 9 and table 4 show the fitting results, where
parameters are the fractional variability of three warm ab-
sorbers and the continuum normalization. All the features
in the Fvar spectra are explained by the model fitting
(χ2ν = 0.99 for dof = 68). In particular, the RMS dips at
' 0.55 keV and ' 0.9 keV are explained well by the Ovii
(f) and Ne ix (f) emission lines. WA1 varies significantly as
much as 42 ± 8 %, whereas WA2 varies little (< 5 %), and
variation of WA3 cannot be constrained (< 49 %). We no-
tice that the continuum level shows a large variability, which
means that the observed soft X-ray flux varies due to other
mechanisms.
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Figure 5. RMS spectra of EPIC-pn (black) and 1st order of
RGS1/2 (red/green), respectively, with a bin-width of 5000 s.
The lower panel is an enlargement of the upper panel (only RGS
data).
Figure 10 and Table 5 show the fitting results of the Fpp
spectra. The structure of the Fpp spectra are similar to that
of the Fvar spectra. WA1 shows large variability in all the
examined time scales. In particular, the variability is largest
at the time scale of ∼ 10000 s. On the other hand, WA2 and
WA3 show little variability in all the time scales.
3.3 Spectral variations in the whole X-ray band
We have found that the observed soft X-ray flux and the
parameter of WA1 show large variations in the previous sub-
section. In order to investigate time variations of the param-
eters, we divided the RGS spectra with a time bin-width of
3000 s, created 172 spectra, and fitted them with the follow-
MNRAS 000, 1–14 (2016)
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Table 5. Parameters of Fpp spectral fitting
500 s 800 s 1000 s 3000 s 5000 s 10000 s 15000 s 20000 s
WA1 22± 6 % 30± 7 % 28± 8 % 37± 7 % 41± 8 % 41± 10 % 49± 11 % 26± 13 %
WA2 0+11 % 7± 18 % 9± 20 % 0+4 % 0+9 % 0+16 % 0+17 % 0+21 %
WA3 26± 28 % 0+29 % 0+95 % 0+33 % 10± 40 % 0+114 % 0+116 % 0+141 %
Constant 19.8± 0.8 % 24.0± 1.0 % 26.9± 1.1 % 35.0± 1.0 % 37.9± 1.2 % 49.9± 1.5 % 55.5± 1.7 % 55± 2 %
χ2ν (dof) 0.62 (16) 0.49 (16) 1.39 (16) 1.50 (68) 1.44 (68) 0.51 (68) 0.46 (68) 0.44 (68)
∗1 The fractional variability amplitude is shown.
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Figure 6. Simulated RMS spectra when either column densities
or partial covering fractions of the warm absorbers vary. The blue
dotted, orange dot-dashed, and magenta dashed lines show the
effect of WA1, WA2, and WA3, respectively, and the black line is
the sum of them. The lower panel is the same as the upper one,
but binned with the bin-width of Figure 5 bottom.
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Figure 7. Simulated RMS spectra when emission lines are not
variable.
ing model,
F (t) = tbabs× {(diskbb + cutoffpl)× C(t)×WA1(t)×WA2
×WA3 + pexmon + emission lines},
(9)
where C(t) shows variation of the contimuum normaliza-
tion, or variation of the observed soft X-ray flux. The vari-
able parameters are only C(t) and NH,1(t), where WA1(t) =
exp[−σ1NH,1(t)]. Variation of NH,1(t) is mathematically
equivalent to variation of partial covering fraction of WA1,
as shown in Eq. (6). All the other parameters are fixed at
those in the best-fit of the time averaged spectrum (Table
3). Figure 11 shows the time-variations of NH,1(t) and C(t).
We found that both the NH,1 (or partial covering fraction
of WA1) and the observed soft X-ray flux have large varia-
tions. In particular, in the observational sequences of 3, 5,
6, 7, and 8 (marked with the green rectangles in Figure 11),
these parameters are clearly anti-correlated, whereas in the
other sequences they are not obviously correlated. In Obs 3,
5, 6, 7, and 8, no lags are seen between the two parameters
at a time scale of 3000 s.
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Figure 8. Fitting of the Fvar spectra with the simulated ones
when all the warm absorbers have the same variability amplitude.
The red/green bins show the data of 1st order of RGS1/RGS2.
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dashed line shows the continuum level.
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Figure 9. Same as Figure 8, but the variability amplitude of each
warm absorber is set to be free.
4 DISCUSSION
4.1 Origin of the observed flux/spectral variation
In order to explain X-ray variation of NGC 4051, several
models have been proposed. ?) proposed a “blob model”,
where Compton-thick blobs move around the X-ray emis-
sion region, and observed X-ray flux/spectral variations oc-
cur due to change of the number of the blobs in the line
of sight. Similarly, partial covering models have been in-
vestigated in NGC 4051, where the observed flux/spectral
variations mainly (especially in the soft X-ray energy band)
result from variable partial covering fraction of the interven-
ing absorbers (e.g. ?????). Meanwhile, some authors argue
that ionization states of the absorbers vary (???; see §4.4).
Here, we assume that the Compton-thick blobs responsible
for the variation of the observed soft X-ray flux exist around
the central X-ray emission region, in addition to the ion-
ized blobs (=WA1) responsible for the variable absorption
feature. In this manner, we introduce two partial covering
layers, one is due to the Compton-thick absorbers, and the
other is due to WA1. Indeed, in Eq. (9), we assume that
C(t) = 1− α(t)
' 1− α(t) + α(t)Wthick, (when E < 2 keV)(10)
where Wthick indicates the Compton-thick absorber, and
WA1(t) ' 1− β(t) + β(t)WA1, (11)
following Eq. (6). α(t) and β(t) show variable partial cov-
ering fractions of the Compton-thick absorbers and WA1,
respectively. Under these assumptions, Eq. (9) can be writ-
ten as
F = tbabs× [{(1− α(t)) + α(t)Wthick} × (diskbb + cutoffpl)
× {(1− β(t)) + β(t)WA1} ×WA2×WA3
+ (pexmon + emission lines)].
(12)
We suppose that such a correlation exists between α(t) and
β(t), that, when the partial covering fractions increase, the
observed soft X-ray flux gets weaker due to the Compton-
thick absorbers, and the Fe-L absorption feature gets deeper
due to WA1. When the partial covering fractions decrease,
vice versa.
When the partial covering fraction of the Compton-
thick blobs (= α(t)) is variable, observed X-ray flux in the
EPIC energy band should also vary. We created intensity-
sliced spectra of the EPIC data for each observational se-
quence (3, 5, 6, 7, and 8) as follows: (1) We created light
curves with a bin-width of 256 s in the 0.4–12.0 keV band.
(2) We calculated all counts in each observational sequence,
and determined the four intensity ranges that contain almost
the same counts. (3) From the four time-periods correspond-
ing to the different flux levels, we created the four intensity-
sliced energy spectra in each observational sequence. The fit-
ting model is Eq.(12). We fixed NH,thick as 1.5× 1024 cm−2,
which is inverse of Thomson scattering cross-section, and
ξ as 100.1, which means that Wthick is cold. The velocity
is fixed as v = −660 km s−1, which is consistent with WA1.
The fittings were performed for each observational sequence.
We allowed the parameters of the continuum to vary among
different observational sequences, but not to vary within a
single sequence. In each sequence, only α and β were al-
lowed to be free. Namely, we assumed that, during each se-
quence, the intrinsic source luminosity in the fitting band
(0.4–10 keV) is not variable and the observed flux variation
is only due to occultation by the partial covering blobs.
Figure 12 shows the fitting results of Obs5. We can
explain the spectral variability in the whole 0.4–12.0 keV
band with variations of only the two partial covering frac-
tions (χ2ν ' 1.1). The fitting results of the other sequences
are also reasonable (χ2ν < 1.3). Figure 13 shows correlation
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Figure 10. Fitting of the Fpp spectra with absorption/emission models at various timescales where variability amplitude of each warm
absorber and the continuum level are free.
of the two partial covering fractions: The two parameters
are clearly correlated, as expected. The red line shows the
best-fit linear function with the boundary condition going
through the origin (α = β = 0), and the yellow area shows
the error region; we see that α = β holds. The column den-
sity (NfixedH ) of WA1 is (6.4
+1.3
−2.1)×1021 cm−2, and the average
α is ∼ 0.4.
In Obs. 3, 5, 6, 7, and 8, the observed spectral/flux vari-
ability of NGC 4051 can be explained only by change of the
partial covering fraction, whereas the intrinsic luminosity is
not variable. On the other hand, in the other observational
sequences, we cannot see clear anti-corerlation between the
observed flux and the partial covering fraction, which pre-
sumably suggests that not only the partial covering frac-
tion but also the intrinsic luminosity are variable. For exam-
ple, in Obs. 2, whereas the absorbers have little variations,
the intrinsic luminosity variability is large, thus we can see
significant variability of the observed flux. Table 6 shows
variability of the partial covering fractions and the intrin-
sic luminosity for each observational period. We can see the
anti-correlation when the partial covering fractions vary and
the intrinsic luminosity do not vary (in the situation B in
Table 6). Time-scale of the intrinsic luminosity variation is
. 6000 s (= 2 bins in Figure 11), which is similar to that of
the partial covering fraction.
Consequently, the spectral components and their vari-
ability are explained by the following equation:
F = tbabs× [{(1− α(t)) + α(t)Wthick} × (diskbb + cutoffpl(t)
× {(1− α(t)) + α(t)WA1})×WA2×WA3
+ (pexmon + emission lines)].
(13)
4.2 Variable double partial covering model
We have shown that “double partial covering” with the same
partial covering fractions can explain the observed spec-
MNRAS 000, 1–14 (2016)
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Figure 11. Variations of the column density of WA1 (= NH,1(t); blue dashed) and the normalized flux observed in the soft energy
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Table 6. Variability of the partial covering fractions and the
intrinsic luminosity
Obs. Partial covering Intrinsic Observed variability∗
1 × © A
2 × © A
3 © × B
4 © © A
5 © × B
6 © × B
7 © × B
8 © × B
9 © © A
10 © © A
11 × × C
12 × © A
13 × × C
14 × © A
15 × © A
∗ A: The observed flux variability is mostly due to variation of
the intrinsic luminosity.
B: The observed flux variability is mostly due to variation of
the partial covering fraction.
C: The observed flux is hardly variabile.
tral/flux variability of NGC 4051 in the 0.4–10 keV. Indeed,
Eq. (13) is equivalent to the “variable double partial covering
(VDPC) model”, which was originally proposed for MCG–6–
30–15 by ?), refined by ?), and confirmed for various NLS1s
by ?) and ?). In the VDPC model, the commonality of
the two partial covering fractions is explained by double-
layer absorbers, and the spectral variations of NLS1s are
explained by the partial covering fraction of the double-layer
absorbers, as well as independent variation of the continuum
normalization. Our results on NGC 4051 confirm validity of
the VDPC model. This double-layer absorber is very similar
to the cometary one proposed in ?).
4.3 Physical parameters of the warm absorber
outflows
We have found that WA1 shows large variability at
timescales of ∼ 10 ks. Assuming that the warm absorber
follows Kepler motion at the distance of r from the black
hole, we have
r
Rs
= 2× 103
(
∆T
104 [s]
)2(
D
10Rs
)−2(
MBH
1.7× 106 M
)−2
,
(14)
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where Rs is the Schwarzschild radius, ∆T is the timescale
at which the absorber passes in front of the X-ray emission
region, D is the diameter of the X-ray emission region, and
MBH is the black hole mass. WA1 shows the largest vari-
ability at ∆T = 104 s, which corresponds to r ∼ 103 Rs,
whereas variability is seen at all the examined time scales.
WA1 and Wthick share the same blobs, thus the location
of WA1 and Wthick is identical. When the location of the
blobs is ∼ 103 Rs, the number density and the thickness of
Wthick/WA1 are calculated as 2× 1012 cm−3/7× 1010 cm−3
and 1 × 1012 cm/1 × 1011 cm, respectively. This shows that
the blob is composed of a cold and dense core, and a warm
and thin layer.
We cannot strongly constrain location of WA3 from the
spectral variation. From the constraint that ∆r ≤ r, WA3
presumably locates at r ≤ 3 × 1014 cm = 6 × 102 Rs, and
n ≥ 2× 109 cm−3.
WA2 shows little variability in both Fvar and Fpp spec-
tra, therefore we assume that WA2 extends uniformly in
the line of sight. The number density of WA1 and WA3 are
7×1010 cm−3 and ≥ 2×109 cm−3, therefore we assume that
the number density of WA2 is an order of ∼ 1010 cm−3. If
so, the parameters WA2 are estimated as r ∼ 4× 1014 cm =
8×102 Rs and ∆r ∼ 9×1011 cm. Table 7 shows the estimated
parameters of the absorbers.
4.4 Comments on an alternative scenario
Some authors propose that observed spectral variation in
NGC 4051 is due to variation of ionization degree, whereas
other parameters of the warm absorbers are less variable
(???). In this scenario, the variable X-ray luminosity ex-
plains the ionization degree vatiaion, such that the absorber
is more ionized and transparent when the intrinsic luminos-
ity is higher. In order to investigate the effect of variation of
the ionization degree, we calculate the RMS spectrum when
the ionization degree of WA1 is variable within 1 ≤ log ξ ≤ 2
by one order of magnitude (?). Figure 14 shows the simu-
lated RMS spectra and the fitting results. Whereas the cen-
troid energy of the peak is slightly lower than that when
the NH/α varies, the fitting is reasonable (χ2ν = 1.49 for
dof = 71).
Our observational results clearly show that highly-
ionized absorbers (WA2 and WA3) have little variability,
whereas WA1 has large variability. If number densities of
WA2 and WA3 are sufficiently small (n ∼ 107 cm−3), equi-
librium time scales of the absorbers is so large that we may
not see ionization degree variability (??), and WA2 and
WA3 are calculated to locate far from the central black hole
(r ∼ 1017 cm). However, this scenario is against the con-
dition that the number density of WA3 is ≥ 2 × 109 cm−3
and the distance is ≤ 3 × 1014 cm (see §4.3). Furthermore,
occasional independence of the observed X-ray flux and the
opacity of WA1 (Figure 11 and Table 6) has yet to be ex-
plained, since intrinsic luminosity variation should always
affect ionization state of the absorber.
4.5 Nature of the warm absorber outflows
From the frequency- and energy-dependent time-lags, ?)
proposes that the absorbing/reflecting clouds in NGC 4051
extend to a distance of ' 1.5 × 1014 cm with a covering
fraction of & 0.44. These physical parameters of the clouds
are consistent with the partial covering blobs we found, al-
though derived in totally different manners. In addition, ?)
propose that the NGC 5548 has low-ionized outflowing ob-
scurers at a location of ∼ 103 Rs, which is also similar to our
partial covering blobs. Moreover, similar clouds have been
introduced in various NLS1s (see e.g. ??). Thus the outflow-
ing absorbing blobs may commonly exist in the NLS1s. The
fluorescent Fe-K line of NGC 4051 is blueshifted at a velocity
of −1800 km s−1 (see Section 3.1), which supports that the
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Table 7. Parameters of the absorbers
n (cm−3) log ξ r (cm) ∆r (cm) v (km s−1)
Blobs Compton-thick core ∼ 2× 10
12 0.1 ∼ 1015 ∼ 1× 10
12
−660Ionized layer (WA1) ∼ 7× 1010 1.5 ∼ 1× 1011
Line-driven disk winds WA2 ∼ 10
10 2.5 ∼ 4× 1014 ∼ 9× 1011 −4100
WA3 & 2× 109 3.4 . 3× 1014 . 3× 1014 −6100
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Figure 14. Fitting of the Fvar spectra with the simulated ones
when the ionization degree of WA1 varies.
clouds not only absorb but also reflect X-rays. Intensity of
the reflection component is determined by the solid angle of
the clouds, thus non-variability of the fluorescent Fe-K line
means that the solid angle of the clouds is invariable. Those
clouds in charge of the fluorescent line are out of the line of
sight, and distributed over a wide solid-angle. Whereas the
clouds in the line of sight show instantaneous variation, solid
angle of the clouds is presumably not significantly variable
within each observation sequence.
WA2 and WA3 locate at . 103 Rs, close to the cen-
tral X-ray source, thus the warm absorbers are presumably
launched as disk-winds, because other mechanisms such as
thermal-driven winds require extremely high temperature
in this situation (e.g. ?). The line-driven disk wind, which
is powered by radiation force due to spectral lines, is one
of the plausible mechanism to produce warm absorber out-
flows (see e.g. ?). Figure 5 in ?) shows a simulation of the
geometry of the line-driven disk wind with MBH of 106 M
and the Eddington ratio of 0.5, where the outflow velocity
reaches ∼ −15000 km s−1. Densities, ionization degrees, and
locations of WA2 and WA3 are consistent with their simula-
tion. NGC 4051 is considered to have a low Eddington ratio
(. 0.1, ?) than that assumed in ?), thus the outflow velocity
would be slower; this is likely to explain the observed out-
flow velocities of WA2 and WA3. In this manner, we suggest
that WA2 and WA3 originate in the line-driven disk winds.
Figure 15 shows a schematic picture of NGC 4051. In
summary, we have found that NGC 4051 has two types
of the warm absorber outflows; one is the line-driven disk
winds, and the other is the double-layer blobs. The line-
driven disk winds are launched within several hundred Rs,
and extend uniformly in the line of sight, thus they show lit-
tle variability. The double-layer absorbers are composed of
the Compton-thick core and the ionized outer layer, locate
at ∼ 103 Rs, and partially cover the central X-ray source.
The partial covering fraction varies significantly, which is
the prime origin of the observed X-ray spectral/flux varia-
tion.
5 CONCLUSION
We have analyzed the XMM-Newton archival data of NLS1
NGC 4051. X-ray energy spectra have at least three dis-
tinct warm absorber outflows; WA1 (log ξ = 1.5, v =
−650 km s−1), WA2 (log ξ = 2.5, v = −40100 km s−1), and
WA3 (log ξ = 3.4, v = −6100 km s−1). The long enough ex-
posure time has enabled us to calculate the RMS spectra
with the RGS energy resolution for the first time. Conse-
quently, we have found that the RMS spectra have a sharp
peak and dips, which can be explained by variable absorp-
tion features and non-variable emission lines. The Fe-L UTA
created by WA1 shows large variability at a timescale of
∼ 104 s, which suggests that WA1 locates at ∼ 103 Rs.
The depth of Fe-L UTA and the soft X-ray flux often show
anti-correlation, which can be explained by variable partial
covering fraction of the double-layer blobs that have the
Compton-thick core responsible for the soft X-ray flux vari-
ation and the ionized layer (=WA1) responsible for the Fe-L
UTA, whereas the intrinsic luminosity is hardly variable. On
the other hand, WA2 and WA3 show little variability; they
presumably extend uniformly in the line of sight, and locate
at several hundred Rs. Physical parameters of WA2 and
WA3 are reproduced by numerical simulation of the line-
driven disk winds. In summary, we propose that NGC 4051
has two types of the warm absorber outflows; the static,
high-ionized and extended line-driven disk winds, and the
variable, low-ionized and clumpy double-layer blobs.
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Figure 15. Schematic picture of geometry of warm absorber outflows in NGC 4051
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APPENDIX A: RMS CALCULATION
Consider a light curve divided into N time bins. The frac-
tional variability amplitude Fvar is calculated to be
Fvar =
√
1
N
∑N
i=1 (Fi − 〈F 〉)2
〈F 〉 , (A1)
where Fi is the observed X-ray flux in the ith bin, and 〈F 〉
is the mean value of Fi.
A1 Effect of NH variation
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Passing through an X-ray absorber, Fi is expressed as
Fi = e
−σNH,iFint , (A2)
where σ is a cross section, NH,i is column density in the ith
bin, and Fint is the intrinsic X-ray flux.
When τi = σNH,i  1 and the warm absorber is opti-
cally thin,
Fi ' (1− σNH,i)Fint. (A3)
Thus, Eq.(A1) is calculated to be
Fvar '
√
1
N
∑N
i=1 ((1− σNH,i)− 〈1− σNH〉)2
〈1− σNH〉
=
√
1
N
∑N
i=1 (σNH,i − 〈σNH〉)2
〈1− σNH〉
=
√
1
N
∑N
i=1 (σNH,i − 〈σNH〉)2
〈σNH〉 ·
〈σNH〉
〈1− σNH〉
= (σNH)var ·
σ〈NH〉
1− σ〈NH〉
= (NH)var ·
σ〈NH〉
1− σ〈NH〉
= (NH)var · 〈τ〉
1− 〈τ〉 . (A4)
Eq. (A4) monotonically increases on σ when 〈τ〉 < 1.
(NH)var is proportional to the variable range of NH,i (=
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∆NH). When NH,i monotonically varies within [〈NH〉−∆NH
: 〈NH〉+ ∆NH], (NH)var = 1√3 (∆NH/〈NH〉).
A2 Effect of partial-covering-fraction variation
When a warm absorber is optically thin, the change of NH
is equivalent to the change of partial covering fraction (see
Eq.6). Thus, Fi is expressed as
Fi =
(
1− αi + αi exp
[
−σNfixedH
])
Fint
≡ (1− αi + αiWf)Fint (A5)
Thus, Eq.(A1) is calculated as
Fvar =
√
1
N
∑N
i=1 {(1− αi + αiWf)− 〈1− α+ αWf〉}2
〈1− α+ αWf〉
=
√
1
N
∑N
i=1(−1 +Wf)2(αi − 〈α〉)2
1− 〈α〉+ 〈α〉Wf
=
√
1
N
∑N
i=1 (αi − 〈α〉)2
〈α〉 ·
(1−Wf)〈α〉
1− (1−Wf)〈α〉
= (α)var ·
(
1− exp [−σNfixedH ]) 〈α〉
1− (1− exp [−σNfixedH ]) 〈α〉 (A6)
A3 Effect of an emission line
When a non-variable component (such as an emission line)
exists, RMS at the energy band decreases. Assuming that
the X-ray flux consists of a variable component A and an
invariant component B, Fi is expressed as
Fi = Ai +B. (A7)
Here,
Fvar =
√
1
N
∑N
i=1 (Ai +B − 〈A+B〉)2
〈A+B〉
=
√
1
N
∑N
i=1 (Ai − 〈A〉)2
〈A〉+B
= Avar · 〈A〉〈A〉+B
= Avar · 1
1 + x
, (A8)
where x is the intensity ratio of the invariant component to
the variable component (= B/〈A〉).
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