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Cap´ıtulo 1
Introduccio´n
Existen, hoy en d´ıa, multitud de aplicaciones, sistemas y programas in-
forma´ticos orientados a la generacio´n de contenidos orientados a ofrecer
informacio´n a usuarios humanos. La diversidad de este tipo de aplicaciones
es muy amplia. Por ejemplo, podemos encontrar sistemas de ensen˜anza por
ordenador (E-Learning), en los que se pretende explicar a un alumno un
cierto contenido, como, por ejemplo, la historia de un continente; o aplica-
ciones dedicadas a modelar ciertos aspectos del comportamiento humano,
como simulaciones sociales de grupos de personas, en los que se estudian
perspectivas de grupo y de individuo.
En estos sistemas de simulacio´n, lecciones de historia por ordenador, o
entornos de realidad virtual inmersiva, por ejemplo, pueden aparecer varias
entidades o personajes mediante los cuales se transmite la historia. Surge
as´ı un modelo de sistema basado en entidades independientes que se rela-
cionan entre s´ı, con lo que emerge una historia comu´n desde el punto de
vista del colectivo de estos personajes. En algunos dominios, como estos que
se han expuesto como ejemplo, muy posiblemente tenga un gran intere´s el
ana´lisis de esta historia, pudiendo recibir el contenido que se genera en es-
tos sistemas de una forma textual, como una narracio´n o historia, que los
humanos podemos entender con gran facilidad.
La Generacio´n de Lenguaje Natural (segu´n sus siglas, GLN), co-
mo disciplina cient´ıfica y parte de la Inteligencia Artificial, se encarga pre-
cisamente de esta tarea de traducir datos representados en una ma´quina
segu´n un esquema subyacente no lingu¨´ıstico en un texto literal legible por
humanos [RD00].
En este trabajo de investigacio´n se propone, siguiendo estas ideas, un
sistema concreto de Generacio´n de Lenguaje Natural capaz de crear
historias con varios personajes, en las que se relaten secuencias de accio-
nes y dia´logos entre dichos personajes. Este sistema recibira´, como base de
conocimiento, un conjunto determinado de datos que servira´n como infor-
macio´n a partir de la cual se creara´ la historia, y que describira´n, de manera
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exhaustiva, todos los hechos o eventos que se den en una historia. El sistema
de generacio´n que se ha creado recibe este conocimiento, y crea, a partir del
mismo, y unos objetivos del usuario sobre la informacio´n que quiere recibir,
una historia en la que los protagonistas sean los personajes y, mediante la
narracio´n de sus hechos y la representacio´n de sus dia´logos, se transmita a
un usuario un conocimiento determinado.
1.1. Motivacio´n y objetivos
La mayor´ıa de los textos que han sido generados automa´ticamente adole-
cen de una notable falta de naturalidad. Es sabido que los autores humanos,
en el proceso de creacio´n de contenido textual, son capaces de manejar una
cantidad ingente de informacio´n y de conocimiento relacionados con lo que
llamamos sentido comu´n, lo que nos hace capaces de crear contenido ma´s
complejo que el que ahora pueden generar las ma´quinas automa´ticamente,
dada nuestra capacidad de manejar y relacionar la sema´ntica de los hechos
que van a narrarse.
Por tanto, cualquier aproximacio´n computacional a la generacio´n de tex-
tos que consiga resultados que se acerquen a los que producimos los humanos
tiene intere´s desde varios puntos de vista, ya que hace posible emular, con
mayor o menor parecido, tareas humanas que se extienden desde la gene-
racio´n de documentos informativos, con escaso contenido art´ıstico [OM98],
hasta tareas ma´s creativas de generacio´n de cuentos, historias o poemas
[Ger01].
Actualmente existen varios sistemas capaces de generar textos narrativos
a partir de conocimiento. Sin embargo, las aportaciones que podemos en-
contrar en la literatura son extremadamente espec´ıficas y esta´n orientadas a
resolver, como veremos y explicaremos ma´s adelante problemas concretos de
creacio´n de la estructura del documento, o el formato final. Estos sistemas
generalmente ofrecen, para ejemplos concretos, resultados aceptables, pero,
en la mayor´ıa de los casos, muy ajustados al dominio, y por lo tanto poco
generales.
Por otra parte podemos encontrar sistemas de generacio´n de textos ma´s
amplios, que pueden cubrir todo el proceso de generacio´n de un texto, pero
esta´n, en su mayor parte, dedicados a fines muy concretos de generacio´n de
informes sobre conjuntos de datos. Por ejemplo, de prediccio´n meteorolo´gica,
o sobre arquitecturas de programacio´n. Veremos ma´s informacio´n sobre estos
sistemas en el Cap´ıtulo 2.
En este trabajo se pretende tomar un punto de vista diferente en cuan-
to a la generacio´n de textos se refiere. Por un lado, la intencio´n es crear
textos capaces de transmitir una historia espec´ıfica usando personajes que
interactu´an entre ellos, dialogando o llevando a cabo tareas comunes, en
la que puede estar, expl´ıcito o impl´ıcito, cierto mensaje. La historia, por
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tanto, es el nu´cleo, no so´lo la informacio´n. A pesar de que, evidentemente,
transmitir una historia es transmitir informacio´n, y, por tanto, la generacio´n
de historias se engloba dentro de la generacio´n de lenguaje natural, existen
ciertas caracter´ısticas que hacen diferente la creacio´n de textos informativos
con respecto a la creacio´n de textos narrativos. De nuevo, en el Cap´ıtulo 2
examinaremos esto con ma´s detalle, atendiendo al estado del arte en estas
disciplinas.
Resumiendo, lo que promueve esta investigacio´n es aportar un sistema
general de creacio´n de historias narrativas en las que puedan aparecer varios
personajes, y que tenga la capacidad de mostrar no so´lo la actividad de
estos personajes por separado, sino tambie´n la relacio´n que entre ellos pueda
surgir. Para esto, se aplican partes de narracio´n textual y dia´logos, tal y como
se comenta en el Cap´ıtulo 3.
Es importante notar que no nos preocupamos, en general, de cua´l sea el
mensaje interno de la historia, si lo tiene. La labor de este proyecto de inves-
tigacio´n no es el estudio de la sema´ntica de la historia como tal, sino de crear
una historia a partir de unos datos de una forma coherente. Por supuesto,
el significado de estos datos influye determinantemente en el esqueleto de la
historia que creamos, pero no es asunto de este trabajo evaluar el contenido
u´ltimo, su correccio´n o su intere´s, ya que el objetivo consiste en generar
una historia que tenga unas propiedades de legibilidad y de transmisio´n de
contenido lo ma´s cercanas posibles a las que tienen los textos generados por
humanos.
1.2. Problema´tica de la Generacio´n de Lenguaje
Natural
Existen diversos me´todos a la hora de hacer que una aplicacio´n genere
mensajes en lenguaje natural, con distintos grados de complejidad y flexi-
bilidad. En un extremo del espectro, tenemos los tradicionales “textos en-
latados” (canned texts): ante determinadas situaciones, el sistema muestra
mensajes a partir de plantillas predefinidas directamente en el co´digo del
programa. Esta solucio´n es la menos flexible y ma´s dependiente del dominio
de aplicacio´n, pero proporciona resultados bastante aceptables y, en ocasio-
nes, suficientemente correctos para sistemas sencillos. En el otro extremo,
tenemos la generacio´n de lenguaje natural basada en conocimiento (deep
generation o generacio´n profunda): el sistema genera todos los mensajes de
forma dina´mica, basa´ndose en el conocimiento lingu¨´ıstico y el conocimiento
del mundo en forma de ontolog´ıa o jerarqu´ıa conceptual de que dispone.
Nuestro sistema se halla dentro de este grupo. El comportamiento del siste-
ma es mucho ma´s flexible, adaptable y ampliable, si bien su desarrollo es, en
la mayor´ıa de los casos, mucho ma´s complejo. Algunos sistemas actuales uti-
lizan soluciones h´ıbridas, enlazando texto enlatado o plantillas (fragmentos
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de texto que se utilizan repetidamente en distintos documentos del mismo
dominio en los que var´ıan so´lo algunos de sus elementos, por lo que pueden
ser fa´cilmente parametrizables para adaptarlos a distintas situaciones) con
fragmentos generados de forma dina´mica a partir de una ontolog´ıa propia
del dominio.
El problema fundamental de los generadores actuales es que su construc-
cio´n es compleja y esta´ muy ligada al dominio en el que se aplican, con lo
que la posibilidad de reutilizacio´n de estos programas de ordenador es escasa
o pra´cticamente nula. Desde el punto de vista arquitectural existen nume-
rosas formas de organizar un sistema de Generacio´n de Lenguaje Natural
[DHZ95, Rei94]. En la literatura podemos encontrar diversas arquitecturas
con grandes diferencias respecto a la divisio´n en mo´dulos y la topolog´ıa
de conexio´n entre ellos, y cada una de ellas presenta sus correspondientes
ventajas e inconvenientes. Tener que moverse en un espectro tan amplio
de posibilidades de disen˜o como el descrito hace que esta caracter´ıstica del
campo sea especialmente grave.
La conclusio´n es que cualquier desarrollador de una aplicacio´n de gene-
racio´n debera´ considerar un amplio rango de soluciones arquitecto´nicas, ya
que cualquiera de ellas podra´ ser relevante para aspectos particulares de su
problema. Sin embargo, el desarrollador que se plantea an˜adir un mo´dulo
de generacio´n de lenguaje natural a una aplicacio´n existente no contempla
la posibilidad de dedicar largo tiempo al desarrollo a medida de su solucio´n.
Para conseguir que el uso de este tipo de aplicaciones se extienda, se ha-
ce necesario el proporcionar algu´n tipo de esqueleto que facilite esa labor,
posiblemente que incluya distintas opciones ya preparadas de mo´dulos capa-
ces de resolver tareas concretas, utilizando distintas te´cnicas, y que resulten
fa´cilmente enlazables para obtener una solucio´n operativa.
1.3. La importancia de la informacio´n
La solucio´n que se propone en este trabajo consiste en un conjunto de
ideas y algoritmos organizados en una arquitectura de programacio´n con
los que se pretende aportar nuevas ideas y soluciones a un problema anti-
guo (desde el punto de vista de la corta vida de la Informa´tica), que es la
Generacio´n de Lenguaje Natural. Como se ira´ viendo a lo largo del
desarrollo de esta propuesta, se ha invertido gran esfuerzo en la investigacio´n
de las ra´ıces de los problemas que existen hoy en d´ıa en la tarea de gene-
racio´n de textos. Estas ra´ıces no son tanto de cara´cter algor´ıtmico como de
adquisicio´n, organizacio´n y uso de la informacio´n.
Sin ser el objeto de este estudio, merece la pena dedicar unas l´ıneas al
concepto de informacio´n o conocimiento que usamos en este trabajo. Pode-
mos decir que los datos se convierten en conocimiento cuando los sistemas
encargados de procesar y usar estos datos son capaces de utilizarlos con una
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sema´ntica dada. De este modo, un valor del estilo de “tiempo = 12 : 30” es
simplemente lo que denominamos como dato hasta que con e´l se alimenta a
un sistema capaz de reconocer, mediante el algoritmo que sea, que algo ha
ocurrido a las doce y media, por ejemplo.
Una muy buena parte de las alternativas existentes para solucionar los
problemas de la generacio´n de lenguaje natural orienta su esfuerzo precisa-
mente a abordar los problemas que conlleva la falta de informacio´n disponi-
ble para generar un texto respecto de la que es capaz de usar el ser humano.
Este trabajo se plantea de la misma manera: dados los escasos recursos de
conocimiento que disponemos respecto a los que usamos como humanos, sus
capacidades lingu¨´ısticas intentan ser emuladas mediante un uso diferente
de la informacio´n, y mediante la adicio´n de nuevas estructuras que contie-
nen informacio´n para el sistema. Con esto se intenta que las carencias que
aparecen en los ordenadores sean suplidas.
1.3.1. La informacio´n en la Generacio´n de Lenguaje Natural
La Generacio´n de Lenguaje Natural tiene como propo´sito la trans-
misio´n de una informacio´n determinada almacenada en un ordenador hacia
un destinatario humano. La comunicacio´n humana, entendiendo como tal la
transmisio´n de informacio´n entre personas, es un campo que ha evoluciona-
do paralelo al hombre, y, de hecho, ha sido uno de los motores del avance
social humano.
Sin embargo, transmitir esta informacio´n no es una tarea trivial. Los
humanos no nos cen˜imos u´nicamente a enunciar los datos concretos que
queremos que conozcan los receptores de la comunicacio´n, sino que “mol-
deamos” esta informacio´n, preparando los mensajes de modo que, junto con
el contexto y otras formas de comunicacio´n, cuando se dan (comunicacio´n
no verbal, maquetado de un texto), se crean unidades de transmisio´n lle-
nas de significado. Adema´s, el discurso de los mensajes complejos an˜ade
au´n ma´s sema´ntica, y en este tipo de mensajes creamos una gran cantidad
de “submensajes” que ayudan a entender el contenido principal que quiere
transmitirse (por ejemplo, la introduccio´n en un art´ıculo cient´ıfico respecto
del nu´cleo de la aportacio´n de dicho art´ıculo).
El objetivo de este trabajo es proponer soluciones a estos problemas
recie´n expuestos. En general, podemos decir que la generacio´n de lenguaje
natural en computadores es la emulacio´n de la comunicacio´n ser humano.
Por tanto, vamos a aplicar te´cnicas de tratamiento de informacio´n, como se
explica a lo largo de toda esta memoria del trabajo, para conseguir resolver
los problemas que surgen en la GLN.
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1.3.2. ¿Que´ necesitamos para generar una historia?
Consideramos que generar una historia a partir de un conjunto de datos
es el proceso de crear un contenido textual que transmita una informacio´n
presente en dicho conjunto. Sin embargo, una historia contiene ma´s infor-
macio´n que la presente en los datos. La informacio´n presente en una historia
que no esta´ en el conjunto de datos puede aparecer de forma impl´ıcita, haya
sido incluida en la historia por un humano o de forma automa´tica por un
ma´quina. Podemos dividir esta informacio´n en cuatro grupos o tipos:
Informacio´n de filtro del contenido. Esta informacio´n determina que´ he-
chos deben ser contados, y cua´les no. Las operaciones que se aplican
esta´n, como normal general, incluidas dentro del conjunto de operacio-
nes de determinacio´n del contenido. Si, en una historia, apunta-
mos todos los datos de los que disponemos, crearemos una obra en la
que hasta el ma´s mı´nimo detalle quede expl´ıcito, creando un conjunto
de datos textuales que dista muy poco de un archivo de datos, con lo
que la legibilidad de los textos se reduce enormemente, y, adema´s, deja
de aprovechar el conocimiento contextual que los humanos tenemos.
Informacio´n del orden de los acontecimientos. Es la informacio´n que
se obtiene aplicando las operaciones de planificacio´n del discurso. Esta
informacio´n ordena los hechos, dando una secuenciacio´n que expresa
el contenido del texto de una manera coherente y ma´s inteligible. Sin
este tipo de operaciones los textos y las historias generadas se con-
vertir´ıan en meros conjuntos deslavazados de datos que, a pesar de
que probablemente tuvieran relacio´n entre s´ı, al carecer de un orden
de transmisio´n del escritor de la historia hacia el lector de la misma,
pierden su funcionalidad como mensaje de comunicacio´n.
Informacio´n de la relacio´n entre los hechos. Cada hecho, aislado, tiene
significado por s´ı so´lo. No obstante, una narracio´n necesita coherencia
en el sentido de que es necesaria la relacio´n que cada hecho tiene con los
dema´s. Una narracio´n tiene algunas relaciones expl´ıcitas entre hechos,
y una gran multitud de relaciones impl´ıcitas. A lo largo del desarrollo
se vera´ la importancia que tiene la relacio´n que el discurso halla o
expone de los hechos, y co´mo estas influyen en la percepcio´n del lector
y oyente durante el transcurso de la historia.
Informacio´n de la agregacio´n de los hechos. Las operaciones de agrega-
cio´nson las encargadas de generar esta informacio´n. La informacio´n de
la agregacio´n junta unidades sema´nticas (nombradas en este trabajo
como hechos o a´tomos) en unidades que podemos llamar frases, y con-
tienen que an˜aden una estructura a la informacio´n que hace la historia
ma´s cercana a los mecanismos de comprensio´n humanos. En todos los
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lenguajes naturales humanos se ejercen operaciones inconscientes, pe-
ro claras, de agregacio´n. Sin ella, no tendr´ıamos la subordinacio´n o la
coordinacio´n que tan fa´cil hacen para nosotros la transmisio´n hablada
de la informacio´n.
Por lo tanto, necesitamos esta informacio´n para escribir, con un computador,
una historia coherente. Es posible dar esta informacio´n expl´ıcitamente, de
muchas maneras. Aplicando reglas de plantilla, usando grama´ticas de pro-
duccio´n, etce´tera. En el Cap´ıtulo 2, en la que hacemos un estudio sobre
las tecnolog´ıas sobre las que hemos apoyado y hecho avanzar la presente
investigacio´n, se da ma´s detalle sobre esto.
1.3.3. ¿Que´ debemos narrar en la historia?
Segu´n las ideas presentes en [RD00], un sistema de generacio´n de texto
en lenguaje natural tiene como finalidad representar la informacio´n estructu-
rada de las ma´quinas de una forma que un humano pueda comprenderla con
facilidad. Como se ha comentado anteriormente, este trabajo esta´ orientado
a la generacio´n de historias coherentes en lenguaje natural a partir de una
gran cantidad de informacio´n de sistemas en los que actu´an varios persona-
jes. La disponibilidad de esta informacio´n nos permite crear una cantidad
potencialmente infinita de historias a partir de ella, ya que es posible generar
de manera lineal todo el contenido, narrar solamente la vida de un persona-
je, contar las relaciones de una familia, y dema´s. Cualquier contenido que se
cree puede ser va´lido desde el punto de vista sema´ntico y de la coherencia.
Por tanto, el primer asunto que debemos tratar en la generacio´n de his-
torias es saber que´ es lo que queremos contar, o, dicho de otro modo, cua´l es
la informacio´n que deseamos transmitir a otra persona. Este es un problema
que no podemos resolver a priori. En un conjunto de datos, sea del tipo que
sea, no sabemos cua´les son los que le van a interesar al lector. En los propios
datos no podemos encontrar esta informacio´n, por ser e´sta de ı´ndole subje-
tiva, entendiendo como tal el hecho de que el sujeto puede tener diferentes
necesidades, intereses o curiosidades, incluso sobre el mismo conjunto de da-
tos en diferentes momentos. Un humano, habiendo recibido un conjunto de
datos que describan de una manera estructurada el comportamiento durante
un intervalo de tiempo de un colectivo de personajes sera´ incapaz de crear
un texto coherente si no dispone de un objetivo sobre la narracio´n. Este
objetivo puede estar dado por e´l, habiendo, por ejemplo, decidido que va a
elegir un protagonista, y va a hilar el discurso sobre su vida; o determinado
desde fuera, por ejemplo si se le ha solicitado que cuente la historia de todos
los personajes que han llevado a cabo un proyecto comu´n.
Del mismo modo operan las ma´quinas, como emuladoras del hombre. Es
necesario disponer de un mecanismo que decida que´ historia contar a partir
de los hechos que se encuentran disponibles en la entrada del sistema. Si a
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un humano se le dan una gran cantidad de datos y se le pide que cuente
una historia a partir de ellos, es muy probable que necesite saber “que´ parte
ha de ser contada”. Como una simple clasificacio´n de las posibilidades que
tiene un sistema informa´tico de orientar la generacio´n de historias desde el
punto de vista que acabamos de explicar, proponemos la siguiente.
Imposicio´n externa: Entendemos por tal aquella en la que un agente
externo (el hombre u otro sistema informa´tico, por ejemplo) establezca
de antemano, como entrada del sistema de generacio´n de lenguaje
natural, que´ ha de ser contado. As´ı, el sistema u´nicamente estar´ıa
encargado de ejecutar un algoritmo que cumpliese que la salida textual
siga los requisitos de la entrada especificada externamente.
Decisio´n orientada por contenido: En este grupo englobamos to-
dos aquellos mecanismos informa´ticos en los que el ordenador decide,
a partir de los datos de entrada u´nicamente, que´ debe ser narrado.
Cualquier algoritmo que sea capaz de dar esta informacio´n puede ser
va´lido, desde un sistema basado en reglas hasta un complejo sistema
de bu´squeda por estados.
Decisio´n creativa: En vez de disponer de reglas deterministas que
permitan decidir que´ ha de ser narrado, el sistema podr´ıa usar te´cnicas
de aleatoriedad para establecer el hilo conductor de la historia, de
modo que la historia resulte creativa.
Esta taxonomı´a que exponemos, por lo tanto, nos muestra tres grupos
posibles de te´cnicas para la determinacio´n del hilo de la historia. Como es
evidente, estos grupos no son exclusivos, y es posible crear un algoritmo que
presente caracter´ısticas de cualquiera de los grupos de la clasificacio´n. Para
realizar esta divisio´n hemos seguido la idea de separacio´n hombre ma´quina
en tres niveles. Es decir, hay un nivel en el que el hombre decide el absoluto
sobre lo que ha de generar el ordenador (la imposicio´n externa), otro en el
que la decisio´n esta´ tomada a medias entre el hombre y la ma´quina (deci-
sio´n orientada por contenido), y un nivel final (decisio´n creativa) en el que
so´lo la ma´quina establece lo que sera´ narrado. Desde luego, las ma´quinas
no “deciden” en el sentido humano de la palabra, y son los algoritmos en
ellas implementados los que llevan a comportamientos que llamamos de “de-
cisio´n”. A continuacio´n exponemos con ma´s detalle co´mo se han afrontado
estos posibles tipos en el proyecto que se presenta.
Por supuesto, hay que notar que es perfectamente posible alternativas
que contemplen varias de estas opciones al mismo tiempo, permitiendo que
el usuario decida so´lo una parte de lo que contar, o usar reglas para guiar
la produccio´n creativa, etce´tera.
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Imposicio´n externa
Es posible orientar la narracio´n especificando que´ tipo de historia se
requiere. Si a un humano se le ofrece una cantidad de datos grande, es perti-
nente pedirle que cuente “la historia del he´roe” o “la historia ma´s alegre”. A
la hora de crear un sistema automa´tico de generacio´n, es muy u´til conseguir
que el programa tambie´n tenga esta funcionalidad.
¿Co´mo conseguirla? El primer paso es dotar al sistema de una herra-
mienta que permita especificar tipos de historias, de modo que un humano
pueda establecer la informacio´n que quiere recibir y transferir sus objetivos
a la ma´quina. As´ı sera´ capaz el usuario del programa de guiar el proceso de
generacio´n de historias.
Sin embargo, debemos llegar a un compromiso entre control de la gene-
racio´n y trabajo necesario del hombre. Si fuese necesario especificar com-
pletamente todos los puntos de la historia, no habr´ıa utilidad en el sistema
de generacio´n de textos. Por otro lado, si las capacidades de especificacio´n
no son suficientemente potentes, no permitimos que el usuario reciba del
ordenador el tipo de historia que desea recibir.
Decisio´n orientada por contenido
Llamamos mundo al conocimiento que el sistema generador de narracio-
nes tiene de un dominio dado. Este mundo contiene datos que representan
la informacio´n con la que puede trabajar el sistema. Cuando un usuario co-
noce el mundo, puede decidir que´ parte de ese mundo desea obtener como
narracio´n, como hemos explicado en el apartado anterior.
De la misma manera, es posible dotar a un sistema informa´tico de un mo-
delo de decisio´n de historias que no requiera, por tanto, de la labor humana
para establecer que´ informacio´n ha de ser transmitida. Este modelo, como
se ha comentado antes, puede ser todo lo simple o complejo que se necesi-
te. Por ejemplo, un sistema de reglas que, a partir de la ciertos para´metros
que cumpla la informacio´n contenida en el conocimiento del mundo como
condiciones de cada regla elija una informacio´n objetivo puede servir.
No obstante, esta aproximacio´n no siempre es va´lida, aunque el sistema
sea de mucha calidad. El usuario puede no querer dejar que el sistema decida
cua´l es la informacio´n ma´s relevante, y es posible que necesite informacio´n
que no se considera importante. Por ejemplo, si se usa un sistema narrador
para resumir las operaciones de un usuario en el proceso de depuracio´n de
un programa, y el usuario quiere indagar en los aspectos de ma´s detalle de
su operacio´n o la del depurador, una aplicacio´n que filtre los hechos menos
influyentes puede no ser u´til.
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Decisio´n creativa
En la Seccio´n 2.3 damos referencias e informacio´n sobre la posibilidad del
comportamiento creativo en las ma´quinas. El hecho de que pudieran llegar
a comportarse, durante la produccio´n de textos de forma automa´tica, de
la misma forma que los hombres, esta´ fuera del alcance del estudio de este
trabajo de investigacio´n. No obstante, a pesar de que, como comentamos ma´s
adelante, la creatividad no tiene una definicio´n exacta ni formal, s´ı es cierto
que existen ciertos patrones que los humanos tildamos de “creativos”. Por
tanto, si hacemos que las ma´quinas generen artefactos que, si hubieran sido
desarrollados por humanos, ser´ıan llamados “creativos”, podemos concluir
que hemos alcanzado la Creatividad Computacional.
Por tanto, y dado que este objetivo no so´lo es posible, sino que ya exis-
ten varias aportaciones sobre ello [PG06], tenemos la opcio´n de delegar la
decisio´n sobre que´ ha de ser narrado en los ordenadores, que, usando uno
u otro algoritmo, e informacio´n no directamente relacionada con el objetivo
de la historia, pero s´ı con el contexto en el que va a ser relatada, habr´ıan de
decidir que´ historia van a contar.
1.4. Viabilidad
Idear, desarrollar, implementar y desplegar un sistema de lenguaje na-
tural, en general, es una tarea complicada. Existe una vasta cantidad de
problemas e inconvenientes, varios relacionados con los sistemas de progra-
macio´n en general, y algunos otros que simplemente aparecen en el campo
de la generacio´n de lenguaje natural, que han de ser atendidos. Estos proble-
mas muchas veces disuaden al usuario final de la utilizacio´n de sistemas de
Inteligencia Artificial tan complejos, y son asuntos que no han de ser descui-
dados. A continuacio´n enumeramos algunos de ellos, los que consideramos
ma´s influyentes y dignos de atencio´n:
1.4.1. Capacidad del sistema
Evidentemente, el primer aspecto a considerar es la capacidad del sistema
para producir textos. A pesar de que la GLN es un a´rea de investigacio´n
en la que ya se han hecho sustanciosos progresos, no hay que olvidar que es
ciencia en per´ıodo de desarrollo, y las posibilidades de estos sistemas no son
absolutas. No podemos, hoy en d´ıa, crear un programa de GLN que escriba
novelas complicadas, llenas de figuras reto´ricas, de gran belleza y sentido.
Sin embargo, s´ı que es posible (y, de hecho, se hace) usar sistemas de
generacio´n automa´tica para elaborar documentos e informes de a´reas es-
pec´ıficas, que sirven de apoyo para la labor humana.
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1.4.2. Coste
Elaborar un sistema que crea textos de manera automa´tica es una tarea
muy compleja, en te´rminos de recursos humanos y te´cnicos. Por esto, es
imperativo realizar un estudio previo de costes en el que quede evaluado
cua´l va a ser la ganancia que piensa obtenerse con la automatizacio´n de la
generacio´n de textos por ma´quinas, teniendo en cuenta cua´ntos recursos se
planea emplear en el desarrollo, despliegue y pruebas.
Para explicar con un ejemplo, si una ma´quina capaz de producir informes
en una determinada a´rea de trabajo piensa ser usada para crear mil pa´ginas
al an˜o, y cada pa´gina cuesta, considerando de forma global el sistema, cien
euros, tenemos que cada pa´gina nos ha costado, calculando, cien mil euros
para mil pa´ginas. Si un operario humano emplea veinte euros en escribir una
pa´gina, tendr´ıamos un gasto de veinte mil euros al an˜o. Sin embargo, habr´ıa
que considerar si el humano es capaz de generar mil pa´ginas al an˜o.
En resumen, preparar para produccio´n un sistema de generacio´n de len-
guaje natural impone la elaboracio´n de un estudio de coste, ya que un pro-
grama de tales caracter´ısticas es tan caro desde varios puntos de vista, que
supone un riesgo grande el empleo de uno de ellos.
1.4.3. Aceptacio´n de las ma´quinas
A pesar de que los ordenadores se han convertido en una herramienta
de trabajo pra´cticamente necesaria para una cantidad enorme de diferentes
disciplinas profesionales, los humanos au´n tendemos a recelar de las posi-
bilidades de los ordenadores. Adema´s, mucha gente se ha acostumbrado a
usar las ma´quinas de un modo determinado, y rehu´san aprender nuevas ca-
racter´ısticas y posibilidades de operacio´n de los sistemas ma´s modernos. Por
esto, el avance de las tecnolog´ıas informa´ticas en general se ve ligeramente
retrasado.
Por otro lado, muy a menudo los humanos suelen presentar una alta
reticencia a aceptar responsabilidades de los productos o servicios que ellos
no han realizado. Este aspecto se pone ma´s de manifiesto cuando se trata de
ordenadores. Por ejemplo, un doctor dif´ıcilmente va a firmar un documento
sobre consejos diete´ticos que no ha redactado de su pun˜o y letra.
1.4.4. Aplicacio´n a nuestra investigacio´n
Para la investigacio´n que nos ocupa, de estos tres puntos aqu´ı analizados
so´lo hemos de preocuparnos, realmente, por el primero. El objetivo final del
trabajo es conseguir que las capacidades de generacio´n de los sistemas de
GLN sean mayores. Por otro lado, para estudiar la viabilidad de nuestro
trabajo en particular, saber cua´les son las capacidades actuales de estos
programas, para fundar nuestra investigacio´n, es ma´s que fundamental. A
priori podemos decir que nuestro trabajo es viable, puesto que se basa en
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te´cnicas conocidas, y los resultados han puesto de manifiesto que es posible
utilizarlo en varias a´reas, por el momento, de investigacio´n.
Sobre el coste, no hemos de tener cuidado especial en este trabajo (ma´s
alla´ de lo que sea posible implementar y estudiar, claro esta´), pero podemos
olvidarnos de la comparacio´n de la elaboracio´n manual de textos, o del
despliegue para produccio´n, ya que son aspectos que esta´n fuera de este
estudio.
La aceptacio´n que el usuario muestre de las historias con dia´logo que
sea capaz de generar nuestro sistema nos servira´, como comprobaremos a lo
largo de la descripcio´n del trabajo, de sistema de evaluacio´n de la calidad
de las historias generadas.
1.5. Estructura de la memoria del trabajo de in-
vestigacio´n
La presente memoria sobre el trabajo de investigacio´n que se ha realizado
esta´ dividida en cinco cap´ıtulos. A lo largo de ellos se pretende exponer de
un modo claro, conciso y detallado los aspectos sobre e´l que se consideran
relevantes. La siguiente lista describe someramente cua´l es el contenido que
se pretende transmitir en cada parte:
En este cap´ıtulo, la Introduccio´n, mostramos un resumen de las in-
vestigaciones y problemas que han motivado la realizacio´n de esta
investigacio´n. Tambie´n se han presentado las principales ideas en las
que se basa el sistema implementado que se expone en el trabajo, y se
ha descrito de manera general este sistema.
En el Cap´ıtulo 2, Trabajo previo, se presenta el estado del arte de las
investigaciones y tecnolog´ıas sobre las que se ha construido el sistema
de generacio´n de historias.
El Cap´ıtulo 3, Sistema de generacio´n de historias, explicamos con
todo detalle la aplicacio´n que se ha desarrollado, junto con las ideas y
aportaciones que se han realizado.
En Discusio´n y propuestas, el Cap´ıtulo 4, se discuten los principales
puntos de nuestra aportacio´n en relacio´n con el trabajo previo, ponien-
do de manifiesto cua´les son las ventajas e inconvenientes del programa
realizado y las ideas aportadas en comparacio´n con el estado del arte
de las materias en las que se apoya esta investigacio´n.
Finalmente, Conclusiones y trabajo futuro (Cap´ıtulo 5), resume la
investigacio´n realizada, resaltando los principales puntos, y ofrece una
lista de tareas y futuras ampliaciones posibles que son susceptibles
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de ser llevadas a cabo en la investigacio´n posterior que sigue a esta
investigacio´n.
Tras los cap´ıtulos y la bibliograf´ıa, se han an˜adido una serie de ape´ndices
sobre diferentes puntos de esta investigacio´n, los siguientes:
El Ape´ndice A, Publicaciones, contiene las publicaciones que se han
realizado a lo largo de y en relacio´n con este trabajo.
En Ejemplo de XML de entrada (Ape´ndice B) mostramos un ejem-
plo de la utilidad del sistema, mostrando un fragmento de un archivo
de entrada que proviene de una aplicacio´n de simulacio´n multiagente,
y el texto generado correspondiente.
En el Ape´ndice C, Entrada para el fragmento del Meno´n, mos-
tramos la descripcio´n estructurada en forma de archivo de entrada
de nuestro sistema para la generacio´n de un fragmento del dia´logo
plato´nico de Meno´n.
Finalmente, el Ape´ndice D, Entrada para el ejemplo de los barcos
auto´nomos, muestra la entrada correspondiente a una ejecucio´n de





A lo largo de este cap´ıtulo se ofrece una visio´n general de las te´cnicas,
herramientas e investigaciones que han dado lugar a este trabajo. Sobre los
aspectos ma´s relevantes de estas ideas en relacio´n con la investigacio´n que se
presenta en el cap´ıtulo siguiente, a lo largo de este documento, y en especial
en el Cap´ıtulo 4, se hara´ un ana´lisis comparativo y cr´ıtico.
Esta recopilacio´n sobre el estado del arte esta´ dividida en cinco seccio-
nes principales se cuentan las te´cnicas, ideas, y trabajos ma´s importantes
sobre los que se apoya esta investigacio´n. En la primera seccio´n se habla
de Generacio´n de Lenguaje Natural, y en la segunda trataremos los
aspectos ma´s importantes de una subdisciplina de la GLN, la Generacio´n
de Historias en Lenguaje Natural.
En la Seccio´n 2.3 estudiamos el concepto y las aportaciones ma´s im-
portantes sobre Creatividad Computacional. En las secciones 2.4 y 2.5
hablamos de dos tecnolog´ıas sobre las que se ha implementado el prototipo
para la investigacio´n: XML y Ontolog´ıas, respectivamente.
2.1. Generacio´n de Lenguaje Natural
La Generacio´n de Lenguaje Natural (GLN) es un a´rea de inves-
tigacio´n proveniente de la Inteligencia Artificial y de la Lingu¨´ıstica Compu-
tacional, y esta´ orientada al estudio de sistemas capaces de generar textos de
forma automa´tica en un idioma humano, como el espan˜ol o el ingle´s. T´ıpi-
camente, la GLN parte de una representacio´n estructurada no lingu¨´ıstica, y
construye textos como informes, historias, partes de dia´logos, mensajes de
ayuda, y dema´s.
La GLN es una de los dos procesos principales en el campo del Proce-
samiento de Lenguaje Natural (PLN). E´ste se divide, segu´n una taxo-
nomı´a t´ıpica, en GLN y Comprensio´n del Lenguaje Natural (CLN),
que puede ser considerada, desde un punto de vista funcional, como la tarea
inversa de la GLN, ya que la CLN esta´ orientada a recibir mensajes en un
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idioma natural, de parte de un humano, y traducirlos a estructuras que pue-
den ser interpretadas o “entendidas” por una ma´quina, y la GLN comprende
aquellos procesos inversos, es decir, de una representacio´n computacional de
un conjunto de datos, tratarlos de tal modo que se generen mensajes a partir
de ellos en un lenguaje humano.
2.1.1. Breve historia de la Generacio´n de Lenguaje Natural
Los primeros trabajos relacionados con la GLN comenzaron entre los
an˜os cincuenta y sesenta del siglo XX. Ba´sicamente eran primeras investi-
gaciones dedicadas al estudio de la traduccio´n automa´tica. No fueron hasta
los an˜os setenta las primeras aportaciones que realmente separaron la GLN
de la CLN, con las investigaciones de [Gol75, Dav78]. En estos trabajos se
puso de manifiesto que, en contra de lo que algunas corrientes cient´ıficas
postulaban, la GLN no pod´ıa ser tratada como el proceso inverso de la
CLN, puesto que estas dos disciplinas tienen problemas y caracter´ısticas no
complementarias o inversas.
Ya en los an˜os ochenta, la investigacio´n sobre la GLN experimento´ un
avance notable. Los trabajos doctorales de McKeown y Appelt [McK85,
App85] por ejemplo, ejercieron una influencia notable en las te´cnicas e ideas
que despue´s iban a ser desarrolladas. Aparecieron los primeros congresos so-
bre GLN (International Workshop on Natural Language Generation, 1983),
y cobro´ fuerza la tendencia de crear sistemas particulares sobre a´reas ma´s
espec´ıficas de la GLN, dejando atra´s los intentos de desarrollo de grandes
sistemas de programacio´n monol´ıticos que pretend´ıan resolver muchos pro-
blemas de una manera acoplada.
Durante los an˜os noventa y actualmente, la GLN sigue muchas de las
tendencias y estudios iniciados en los an˜os ochenta, y ha aparecido un intere´s
grande en la fusio´n de te´cnica de generacio´n textual de contenido con otras
posible representaciones de la realidad, como gra´ficos, sonido y animaciones.
La creciente capacidad de ca´lculo y almacenamiento de los ordenadores mo-
dernos, adema´s, ha facilitado y propiciado muchos avances que antes, por
las restricciones de las plataformas de computacio´n, no eran posibles.
2.1.2. Etapas de la Generacio´n de Lenguaje Natural
La generacio´n de texto en lenguaje natural, generalmente, esta´ dividida
en varias etapas secuenciales que, sucesivamente, refinan el contenido ori-
ginal hasta darle la forma necesaria de texto en un idioma natural dado
[RD00]. De una manera simplificada, podemos decir que el proceso de gene-
racio´n de lenguaje natural t´ıpico se realiza aplicando diferentes operaciones
complejas, que no han de ser sucesivas necesariamente, ni estar desacopladas.
Son, someramente, las siguientes:
Planificacio´n del texto, que consiste en la eleccio´n del contenido
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que va a ser traducido a lenguaje natural, a partir del conocimiento
de entrada y el objetivo del discurso. Comprende dos operaciones:
• Determinacio´n del contenido, o la decisio´n de que´ elementos
de la historia han de ser contados, y cua´les han de ser omitidos.
Esta etapa es muy dependiente del dominio, y no es posible una
gran generalizacio´n.
• Planificacio´n del discurso, que consiste en el establecimien-
to del orden en el que se cuentan las partes de la historia, y co´mo
se enlazan entre s´ı.
Planificacio´n de las frases, tambie´n conocida como Micropla-
nificacio´n, que recibe el contenido filtrado y ordenado que confor-
mara´ la informacio´n que transmitir de la historia, y procesa los men-
sajes para crear estructuras de frases ma´s cercanas a como las creamos
los humanos. Agrupa tres tipos de procesos:
• Agregacio´n, que consiste en las operaciones de unir frases se-
paradas con significados que las hacen poder estar escritas en una
u´nica elocucio´n.
• Lexicalizacio´n, etapa en la cual se decide que´ palabras y frases
espec´ıficas del lenguaje objeto van a ser usadas para describir los
hechos.
• Generacio´n de expresiones de referencia, o co´mo descri-
bir cada hecho de la historia teniendo en cuenta su colocacio´n
dentro del texto global.
Realizacio´n lingu¨´ıstica, que, finalmente, enlaza el discurso hacien-
do la flexio´n gramatical de las partes, y establece una ortograf´ıa co-
rrecta. Engloba dos tipos de operaciones:
• Realizacio´n sinta´ctica y morfolo´gica, atendiendo a la fle-
xio´n de las reglas gramaticales.
• Realizacio´n ortogra´fica, o el ajuste de la escritura del texto
a las reglas ortogra´ficas de la lengua natural en la que se genera
el mensaje final.
El uso ma´s comu´n de la generacio´n de lenguaje natural es crear sistemas
que presenten la informacio´n al usuario en una representacio´n fa´cil de com-
prender. Internamente, estos sistemas usan representaciones que son ma´s
directas de manipular, tales como horarios de l´ıneas ae´reas, bases de cono-
cimiento de sistemas expertos, simulaciones de sistemas f´ısicos... En muchos
casos, sin embargo, estas representaciones necesitan una gran cantidad de
experiencia para ser interpretadas, y por ello es necesario presentar la infor-
macio´n al usuario no experto de una manera ma´s clara. Por ejemplo, se han
usado te´cnicas de GLN para:
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Generar predicciones meteorolo´gicas textuales a partir de representa-
ciones en mapas gra´ficos, como en [GDK94].
Resumir datos estad´ısticos extra´ıdos de una base de datos, como en
[IKK+92].
Explicar informacio´n me´dica de una forma amigable para el paciente,
como en [CBJ95, BMF+95].
Describir una cadena de razonamiento llevada a cabo por un sistema
experto, como en [Swa83].
Producir respuestas a preguntas sobre un objeto descrito en una base
de conocimiento, como en [RML95].
Generar textos literarios, como en [CL01].
En este art´ıculo, el trabajo aportado se centra en las dos primeras eta-
pas, que se engloban en las operaciones generales denominadas Planifi-
cacio´n del contenido. Aparte de nuestra propuesta, podemos encontrar
diferentes aproximaciones al tema en trabajos relacionados con la Teor´ıa de
Estructura Reto´rica [Hov93, MT88], o Schemas [McK85]. En ambos casos,
las reglas que gobiernan el comportamiento del sistema han de ser escritas a
mano, y son dependientes del dominio de trabajo y de la aplicacio´n, por lo
que deben ser, en cada caso, reescritas para cada migracio´n de los mismos.
A continuacio´n se an˜ade algunas ideas ma´s espec´ıficas sobre las operacio-
nes de GLN ma´s relacionadas con este trabajo de investigacio´n: la Deter-
minacio´n del contenido y la Planificacio´n del discurso. Adema´s,
puesto que el prototipo del sistema que se presenta realiza tambie´n opera-
ciones de Realizacio´n superficial, damos tambie´n algunas referencias
sobre este tema.
2.1.3. Determinacio´n del contenido
La Determinacio´n del contenido agrupa todas aquellas operaciones
que se dedican a decidir que´ ha de ser contado y que´ no. En el a´mbito de
esta investigacio´n, puesto que se dispone de una gran cantidad de datos de
entrada, es uno de los aspectos ma´s importantes.
En algunos sistemas de generacio´n de lenguaje natural, la Determina-
cio´n del contenido no ha de ser realizada, ya que los mismos sistemas
proveen en la entrada de datos el conjunto de los mismos que han de ser
descritos o narrados. No obstante, este no es un caso t´ıpico de los problemas
reales de la GLN. En [McD99] se describen estas dos alternativas como de
tipo PUSH y PULL, respectivamente.
Decidir que´ contenido aparecera´ en el mensaje global final no es una
tarea ni mucho menos trivial, y es aceptado en el campo de la GLN que esta
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operacio´n es en gran medida dependiente del dominio de aplicacio´n. Por esto,
no es posible crear reglas globales que modelen el comportamiento gene´rico
de un determinador del contenido. A pesar de que, intuitivamente, reglas
t´ıpicas como relatar so´lo lo relevante o evitar hechos fa´cilmente inferibles
suelen ser aplicadas, la solucio´n a estas reglas suele estar, de nuevo, ligada
al dominio en el que se genera el texto en lenguaje natural.
Aparte de estas ideas, la Determinacio´n del contenido depende, a
grandes rasgos, de los siguientes factores:
Los objetivos de la comunicacio´n. Claramente, lo que se pretenda
decir ha de ser la principal gu´ıa de la decisio´n sobre el contenido que ha
de ser transmitido en la comunicacio´n que se produce en la generacio´n
del texto.
Las caracter´ısticas del lector. Teniendo en cuenta el modelo impl´ıci-
to o expl´ıcito que dispongamos del lector u oyente del mensaje en len-
guaje natural que queremos construir, habremos de elegir unos hechos
u otros. Por ejemplo, ser´ıa interesante, en un sistema de dia´logo, tener
en cuenta lo que el interlocutor de la ma´quina ya sabe, y responder en
consecuencia.
Restricciones en la salida. Si se especifica que el texto final debe
contener una serie de datos, estos, obligatoriamente, habra´n de ser
incluidos en el subconjunto que decida la fase de determinacio´n.
El origen de la informacio´n es fundamental e influye en gran medi-
da en el contenido que va a ser elegido para aparecer en el texto final,
ya que la informacio´n de la que dispongamos, evidentemente, restringe
las soluciones posibles.
2.1.4. Planificacio´n del discurso
Existen, hoy en d´ıa, una gran cantidad de alternativas disponibles para
llevar a cabo la tarea de Planificacio´n del discurso, o co´mo hilar los
hechos de una historia de modo que tenga e´sta sentido y coherencia, y pue-
da transmitir el mensaje o historia al lector de la manera que e´ste pueda
entenderlo ma´s fa´cilmente.
Como es evidente para un humano, un mensaje en texto no consta sim-
plemente de una lista de hechos sin ningu´n orden ni relacio´n entre ellos que
an˜aden informacio´n sobre algu´n dominio en particular. Si un lector lee los
pa´rrafos de un cap´ıtulo determinado de un libro de manera desordenada,
muy probablemente no aprehendera´ la informacio´n que el escritor deseaba
transmitir. Es, por tanto, necesario imponer un orden al texto. Hasta en
las aproximaciones ma´s simples, por ejemplo, de las fa´bulas, se sigue un es-
quema ba´sico de situacio´n–problema–moraleja, aunque, por supuesto, la
mayor´ıa de los textos esta´n articulados con estructuras ma´s complejas.
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El ana´lisis ma´s trivial que se puede hacer de la estructura y el orden de
un texto es la secuencia lineal de los hechos que lo componen. Sin embargo,
esto no es usualmente suficiente. En general, los textos poseen un hilo ma´s
intrincado y complejo que la simple lista, estando formado muy a menudo
por estructuras de a´rbol. En ellas, los hechos de unas ramas tienen todo
tipo de relaciones con, potencialmente, cualquier parte del texto, aunque
expl´ıcitamente so´lo queden reflejadas algunas.
Estructuras de a´rbol muy claras las presentan los textos de, por ejemplo,
trabajos como el presente, en el que la informacio´n esta´ mostrada como una
lista de hechos, sino que los cap´ıtulos, secciones y pa´rrafos dan profundi-
dad, agrupacio´n y anidamiento al texto; no so´lo desde un punto de vista
de la maquetacio´n, sino, y sobre todo, para dar algo ma´s de sema´ntica a la
informacio´n que se presenta. Las diferentes ramas en un a´rbol estructural
del texto permiten, por tanto, crear relaciones de tipo reto´rico, tal como se
explica, por ejemplo, en la RST, o Teor´ıa de la Estructura Reto´rica
[MT88] .
La mayor´ıa de las tendencias sobre la planificacio´n del discurso esta´n
basadas en el objetivo. Esta perspectiva facilita mucho la comprensio´n del
acto comunicativo del hombre, tras cuyo ana´lisis es posible crear ma´quinas
que puedan emular al ser humano en este campo. La orientacio´n al objetivo
consiste en descubrir o definir que´ quiere el escritor o hablante que el lector
u oyente sepan, y co´mo actu´a en consecuencia a eso para lograr transmitir
la informacio´n que quiere.
Es fundamental notar que la Planificacio´n del discurso y la De-
terminacio´n del contenido son tareas que, muy a menudo, aparecen
acopladas en su propia ejecucio´n y algoritmos. Esto es debido a que es posi-
ble que lo que se deba o no contar dependa de la posible ordenacio´n que le
demos al texto, y viceversa. Para un ejemplo simple, si pretendemos orga-
nizar el texto en cap´ıtulos, es posible que sea necesario incluir informacio´n
de cabecera como introduccio´n de cada uno de ellos.
Antecedentes teo´ricos de la planificacio´n del discurso
Antes de la generacio´n computacional de textos desde el punto de vista
de la estructura del discurso que presentan se han dado una serie de estudios
relacionados con la Lingu¨´ıstica que pretenden estudiar y analizar la forma en
la que los humanos nos comunicamos. Estos estudios fueron iniciados desde
muy antiguo (Aristo´teles ya reconocio´ que los fragmentos de las comunica-
ciones, desde el punto de vista de la intencio´n hacia el oyente, se enlazan
con so´lo un pequen˜o conjunto de posibles relaciones). Ba´sicamente, pode-
mos decir que hay dos tendencias principales: la formalista y la funcionalista
[Hov93].
La teor´ıa formalista [Kam81] postula que los discursos narrativos contie-
nen una estructura interna, y que cada elemento de esa estructura encierra
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una serie de unidades que esta´n relacionadas entre s´ı. Estas estructuras sue-
len tener algunos puntos no muy bien apoyados cuando se analizan las partes
sema´nticas de estas estructuras (lo que realmente quieren decir o transmitir).
La Teor´ıa de Representacio´n del Discurso [Kam81] es la ma´s influ-
yente. Existen otras, relacionadas, por ejemplo, con las estructuras de punto
de vista de todo el discurso (macro-discurso) como [Dij72], o grama´ticas de
historias, como en [Rum72].
La teor´ıa funcionalista tambie´n admite que los discursos poseen una
estructura interna determinada, pero se enfoca ma´s al estudio de que es-
ta estructura esta´ definida por el propo´sito u objetivo de la comunicacio´n
[Lev79]. Sobre este enfoque existen muchas alternativas sobre conjuntos de
relaciones que se pueden hallar entre las diferentes sentencias, como pode-
mos encontrar en [Hob78, Hob79, Gri75, She26, Dah88, MT88, Mar92], por
nombrar algunas. El estudio de e´stas esta´ ma´s alla´ del enfoque de este estu-
dio sobre los antecedentes teo´ricos, pero es importante notar que el presente
trabajo se basa en uno de estos conjuntos de relaciones, la Teor´ıa de la
estructura Reto´rica, de [MT88].
Ambas teor´ıas, poco a poco, se unifican en una sola, ya que no son
excluyentes entre s´ı. En [GS86] ya se puede ver una teor´ıa del discurso que las
aglutina en una sola. Esta teor´ıa expone una posible ana´lisis triple paralelo e
el que pueden ponerse de manifiesto las teor´ıas formalista de la estructura de
las elocuciones, la funcionalista de las intenciones del locutor, y una ma´s que
hace referencia a aquellos objetos que esta´n en la “memoria del discurso”,
es decir, que pueden ser referenciados en su desarrollo.
Investigaciones y trabajos previos de la planificacio´n del discurso
Las primeras aproximaciones en planificacio´n del discurso que se llevaron
a cabo simplemente ignoraban todas estas ideas teo´ricas sobre co´mo montar
una estructura textual coherente, y se limitaban a “encontrar y consumir”
hechos de una base de conocimiento de manera que acabasen formando parte
del discurso final. Entre estos trabajos podemos encontrar KDS [MT81].
TaleSpin [Mee76] y Proteus [Dav78] funcionaban segu´n la organizacio´n de
la sema´ntica del dominio en el que trabajaban. Algunos tambie´n basaban su
funcionamiento, principalmente, en aplicar reglas y plantillas directamente
sobre los datos, de manera que ten´ıan un control total sobre el algoritmo
de generacio´n, poniendo de manifiesto, de nuevo, lo muy dependientes del
dominio que pueden llegar a ser los planificadores de contenido [BFM80,
Syc87].
Construccio´n de arriba hacia abajo
La mayor´ıa de los planificadores de texto cla´sicos asumen que los textos
generados, desde un punto de vista estructural, tiene forma de a´rbol. Por
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esto se afronta la planificacio´n del discurso como una aplicacio´n en bu´squeda
de una serie de operadores que crean un espacio de estados de “arriba hacia
abajo”, es decir, con bu´squedas jera´rquicas. Algunos de estos trabajos se
pueden encontrar en [Hov93, MP91, MS91, Caw90, May90]. Estas bu´squedas
jera´rquicas tienen algunos problemas, como discutimos en la Seccio´n 4.5.1.
Tambie´n la aplicacio´n de Schemas (Seccio´n 2.1.6) en la realizacio´n del
discurso textual puede ser considerada como una te´cnica de arriba hacia
abajo.
Construccio´n de abajo hacia arriba
La otra posibilidad existente es el enfoque que se presenta en [Mar97b].
En este trabajo se nos ofrece una alternativa a las bu´squedas de “arriba ha-
cia abajo”, invirtiendo el orden. En vez de partir de una estructura que va
reducie´ndose paulatinamente hasta encontrar mensajes en una base de cono-
cimiento que pueden ser incluidos en la historia, en este tipo de construccio´n
se aboga por partir de los mensajes de los que se dispone, los a´tomos de in-
formacio´n, e ir agrupa´ndolos en estructuras cada vez ma´s complejas hasta
formar un discurso coherente.
El proceso se basa en conocer que´ relaciones (por ejemplo, relaciones de
la RST) existen entre cada par de elementos de sema´ntica a cierto nivel, em-
pezando por los elementos ma´s ba´sicos de los que se dispone. Una vez que se
han identificado estas posibles relaciones, se usa una funcio´n heur´ıstica para
decidir cua´l de los grupos de mensajes unidos por una relacio´n determinada
de todos los candidatos es el elegido para formar parte de una estructura
superior. Este paso, en el algoritmo, se repite hasta que no quedan elementos
sin agrupar.
De este modo se obtiene una historia coherentemente contada y que
incluye todos los mensajes que quieren ordenarse. No obstante, este tipo
de algoritmo tiene el inconveniente principal de que encontrar la funcio´n
heur´ıstica es demasiado dependiente del dominio, y que, incluso con eso, en
ocasiones es extremadamente dif´ıcil de de obtener.
2.1.5. Creacio´n del texto final
Tras la creacio´n de una estructura textual correcta que representa las
ideas que quieren transmitirse, ya filtradas y ordenadas segu´n una jerarqu´ıa
determinada, es posible realizar una traduccio´n de los datos a un lenguaje
natural. Esta parte de las operaciones se conoce como planificacio´n de las
frases (Sentence planning) y realizacio´n superficial (Surface realiza-
tion).
Durante la planificacio´n de las frases se llevan a cabo las tareas de Lexi-
calizacio´n, Agregacio´n y Generacio´n de expresiones de referen-
cia. La primera consiste en elegir un conjunto determinado de palabras y
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frases que van a ser sustituciones de los conceptos con los que se ha realiza-
do la planificacio´n del discurso. [Cah98] establece que en realidad hay una
diferencia importante entre la “realizacio´n le´xica”, que se refiere a la con-
versio´n de conceptos en etiquetas le´xicas, y con la que tenemos que disponer
de etiquetas para todos los conceptos; y la “eleccio´n le´xica”, que se encarga
de escoger la mejor opcio´n de entre las alternativas que representa el mismo
concepto, en la que los recursos le´xicos deben proporcionar conocimiento
suficiente para llevar a cabo la traduccio´n de informacio´n.
Segu´n [RM99], la Agregacio´n, que consiste en la unio´n de varios men-
sajes en uno solo para que la legibilidad sea mejor, puede dividirse en seis
tipos: conceptual, de discurso, sema´ntica, sinta´ctica, le´xica y referencial. No
obstante, esta diferenciacio´n no es formal ni esta´ totalmente clara, y pode-
mos encontrar tipos de agregacio´n con los que cabr´ıa una clasificacio´n en
diferentes tipos.
La Generacio´n de expresiones de referencia es un conjunto de
operaciones e ideas que esta´n orientadas a elegir las palabras adecuadas para
referirse a las diferentes entidades de un texto concreto segu´n las diferentes
partes de discurso. Esta fase requiere un conocimiento importante del con-
texto en el que se va a aplicar cada expresio´n de referencia. Es necesario,
siguiendo una regla usual presente en [RD92] que la referencia que se expresa
debe dejar claro cua´l es el referente de manera un´ıvoca.
Finalmente, una vez que tenemos creado el contenido que almacena la
representacio´n de las frases, es posible traducirlo, finalmente a un lenguaje
natural. Es en esta etapa de la GLN donde se aplican las reglan ortogra´ficas
y morfolo´gicas apropiadas para que se pueda escribir un texto que siga las
estructuras que se han producido. Existen varios sistemas que realizan esta
accio´n, como [Elh93, ER96].
2.1.6. Schemas
Segu´n psicolog´ıa del lenguaje [BIR04] los seres humanos, cuando quere-
mos comunicarnos entre nosotros, usamos un conjunto claro de esquemas de
comunicacio´n a muchos niveles. Las frases que empleamos tienen una estruc-
tura clara dependiente, claro, del lenguaje en el que se expresan. Los escritos
que creamos, tambie´n sigue una estructura t´ıpica (tı´tulo–introduccio´n–
desarrollo–conclusiones, por ejemplo).
El sistema Text [McK85] es uno de los primeros sistemas que tiene
realmente en cuenta la estructura del textos. McKeown propone unas es-
tructuras denominadas Schemas que pueden dirigir la generacio´n de texto,
conteniendo cada esquema ma´s esquemas anidados, y cada uno de estos
esta´ definido en funcio´n de un predicado reto´rico.
Siguiendo estas ideas, esta te´cnica consiste en aplicar patrones fijos de
estructuras para la creacio´n de discursos en lenguaje natural a partir de
contenido almacenado en un ordenador de manera conceptual. Mediante la
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aplicacio´n de esquemas de un modo anidado se consigue un a´rbol narrativo
que representa no so´lo el orden de los hechos, sino tambie´n los grupos de
los mismos que conforman pa´rrafos, cap´ıtulos o incluso ideas. Esto depende
de los esquemas que se traten. En la Figura 2.1 podemos ver un ejemplo de
esos esquemas. Vemos que son perfectamente programables en un lenguaje
de programacio´n cualquiera.
MensajeIntroduccion():
Elegir elementos de introduccio´n
Si tenemos ma´s de uno:
Crear una relacio´n de conjuncio´n entre ellos




Figura 2.1: Ejemplo de esquemas para Generacio´n de Lenguaje Natu-
ral.
Los Schemas son una herramienta u´til y sencilla de usar, adema´s de
implementable en cualquier lenguaje Turing-completo. Por tanto, han sido
extensamente utilizados.
Los esquemas crean estructuras computacionales que tienen mucho pa-
recido con las Grama´ticas Incontextuales. En el apartado 2.1.6 damos
una pequen˜a introduccio´n a ellas. Esta estructura que se crea, por tanto,
nos hace poder profundizar en un a´rbol de generacio´n de textos de modo
que conseguimos, tal y como se hace con estas grama´ticas, una anidacio´n
de contextos que nos ofrece la potencia de crear “subapartados” o incluso
“subhistorias” dentro de las historias que se van a generar.
Grama´ticas independientes del contexto
Hemos comentado anteriormente que los Schemas se programan en
una estructura que tiene caracter´ısticas de grama´tica incontextual, o
grama´tica independiente del contexto [Sip97]. En esta seccio´n vamos
a hacer un breve resumen sobre estas grama´ticas.
Las grama´ticas incontextuales son una grama´ticas formales que permiten
expresar producciones de la forma:
V −→ w (2.1)
donde V se llama s´ımbolo no terminal, y v s´ımbolo terminal, y quie-
re decir que V puede ser traducido por v, independientemente del contexto
de V . Estas grama´ticas tienen la expresividad necesaria para definir las es-
tructuras lingu¨´ısticas que conforman los lenguajes de programacio´n usuales.
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Formalmente las grama´ticas incontextuales se definen por una 4-tupla
del tipo siguiente:
G = (Vt, Vn, P, S) (2.2)
donde:
Vt es un conjunto finito de terminales.
Vn es un conjunto finito de no-terminales.
P es un conjunto de reglas de produccio´n, como en la Ecuacio´n 2.1.
S es el s´ımbolo de comienzo de la grama´tica.
2.1.7. Teor´ıa de la Estructura Reto´rica (RST)
La RST1, o Teor´ıa de la Estructura Reto´rica es una teor´ıa que
ofrece un mecanismo para explicar la coherencia textual, independientemen-
te de las formas le´xicas y gramaticales del texto [MT88, MT92]. La RST
expone que los textos con los que los humanos se comunican diariamente no
esta´n simplemente compuestos de frases aleatorias o desorganizadas entre s´ı,
sino que cada parte de un texto que es considerado coherente tienen un papel
evidente, una intencio´n de transmisio´n de significado concreta y en relacio´n
con las dema´s partes del texto. En cuanto a la coherencia, la definicio´n de
la misma con la que trabaja la RST dice que un texto coherente es aquel en
el que no existen lagunas (ideas importantes no explicadas o relacionadas)
ni secuencias ilo´gicas. Es importante hacer e´nfasis en la idea de que la RST
describe textos, no la manera de crearlos o analizarlos.
La RST tiene su origen en la generacio´n automa´tica de textos [RD00,
Tab06]. Bill Mann, Sandy Thompson y Christian Matthiessen observaron
a principios de los an˜os ochenta, mientras trabajaban en la elaboracio´n de
textos mediante computadora, que no exist´ıa ninguna teor´ıa que explicara
la funcio´n de cada parte de un texto dentro de un mensaje global. Por esta
razo´n desarrollaron la RST, para poder disponer de un conjunto de ideas
que sirviese como base teo´rica para la generacio´n de textos. Hoy en d´ıa, la
RST se emplea no so´lo dentro de los campos de la teor´ıa de la computacio´n
en relacio´n con el lenguaje, sino que es una teor´ıa aceptada y estudiada
dentro de la lingu¨´ıstica como disciplina general.
El grueso de la aportacio´n de esta teor´ıa consiste en una lista de es-
tructuras, o unidades fundamentales de significado que son observables
por un lector u oyente. La RST contempla dos niveles de estas estructuras.
Por un lado, las conocidas como relaciones, y por otro, los esquemas,




Las relaciones enlazan unidades sema´nticas con las reglas de una es-
tructura dada, y mediante una relacio´n que especifica cua´l es la funcio´n
de unas con respectos a las otras. Por ejemplo, en la frase “Plato´n escri-
bio´ dia´logos, era filo´sofo y quer´ıa ensen˜ar sus ideas”, tenemos que existen
dos partes bien diferenciadas en el mensaje, que no tienen que ver con la
estructura sinta´ctica que proporciona la grama´tica del espan˜ol: “Plato´n es-
cribio´ dia´logos” y “era filo´sofo y quer´ıa ensen˜ar sus ideas”. Estas dos partes
son unidades, y existe un relacio´n de Elaboracio´n entre ellas dos, como
explicamos ma´s adelante. Los esquemas, por su parte, establecen co´mo se
construyen elementos a partir de estas relaciones.
La RST ofrece conjuntos personalizables de relaciones que unen los di-
ferentes segmentos del texto (generalmente, estos segmentos son frases o
pa´rrafos). Mediante estas relaciones, que pueden ser de diferentes tipos, se
crea un a´rbol que da coherencia y organizacio´n al conjunto de informacio´n.
El conjunto de estas relaciones ha ido evolucionando segu´n se ha ido in-
vestigando en la RST. A fecha de este trabajo, las relaciones son las que
exponemos en las Tablas 2.1, 2.2, 2.3 y 2.4; respectivamente, relaciones de
presentacio´n, de contenido (I y II) y multinucleares.
N es el nu´cleo, S el sate´lite, A el autor o autora (escritor/a o hablan-
te) y L el lector o lectora (tambie´n oyente). Para mayor brevedad, en las
definiciones, N y S se refieren a las situaciones que N y S representan; N
y S nunca se refieren al texto de N o S. Situacio´n es un te´rmino amplio,
por el que se entiende proposiciones o creencias, acciones realizadas o no,
deseos de actuar y la aprobacio´n para que otra persona actu´e. De igual
manera, actitud positiva es un te´rmino de actitud que, de manera amplia,
cubre creencias, aprobacio´n de ideas, deseo de actuar, y aprobacio´n para que
otra persona actu´e, todos ellos obviamente positivos. Los te´rminos actitud
positiva, creencia (y sus derivados) y veros´ımil son te´rminos en una escala,
no te´rminos binarios.
Las definiciones (las condiciones que el observador u observadora de-
be constatar), igual que los nombres, esta´n organizadas en tablas que se
dividen en relaciones de presentacio´n, relaciones de contenido y relaciones
multinucleares. Los nombres de estas relaciones en espan˜ol esta´n tomados
de [Ber95].
Las relaciones de presentacio´n y de contenido son consideradas como
relaciones de tipo nu´cleo–sate´lite, ya que en ellas existe una parte que es
la principal, desde el punto de vista sema´ntico, y otra u otras que tienen una
funcio´n hacia ella. Este tipo de relaciones reto´ricas es muy habitual, y se suele
dar entre elementos adyacentes del texto. Sin embargo, es importante tener
en cuenta que no existe, habiendo hecho el ana´lisis de co´mo nos expresamos
con textos, un orden definido ni obligatorio en este tipo de relaciones.
Las relaciones multinucleares son aquellas que esta´n compuestas por
elementos de significado que esta´n al mismo nivel entre s´ı. Es decir, no existe
un nu´cleo que contenga el significado principal de la proposicio´n, sino que






Condiciones en N + S Intencio´n
de A
Ant´ıtesis en N: A tiene una
actitud positiva ha-
cia N
N y S se encuentran en contraste
(ve´ase la relacio´n Contraste), dada la
incompatibilidad que resulta del con-
traste, no es posible tener una acti-
tud positiva hacia ambas situaciones,
la comprensio´n de S y la incompatibi-






Capacitacio´n en N: presenta una
accio´n por parte de
L (que incluye la
aceptacio´n de una
oferta), no realizada
en el marco contex-
tual de N
La comprensio´n de S por parte de L
aumenta la capacidad de L para lle-






Concesio´n en N: A tiene una
actitud positiva ha-
cia N en S: A no afir-
ma que S no es cier-
to
A reconoce una (posible) incompati-
bilidad entre N y S; el reconocimiento
de la compatibilidad entre N y S au-






Evidencia en N: L podr´ıa no
creer N de manera
satisfactoria para A
en S: L acepta S o lo
encuentra cre´ıble
La comprensio´n de S por parte de L






Fondo en N: L no en-
tendera´ N completa-
mente antes de leer
el texto de S
S aumenta la capacidad de L para en-





Justificacio´n ninguna La comprensio´n de S por parte de L




de L a acep-
tar que A
presente N
Motivacio´n en N: N es una ac-
cio´n en la que L
es el actor (incluye
la aceptacio´n de una
oferta), no realizada
con respecto al mar-
co contextual de N
La comprensio´n de S por parte de L
aumenta su deseo de llevar a cabo la
accio´n presentada en N
Aumenta el





Preparacio´n ninguna S precede a N en el texto; S hace que
L se sienta ma´s preparado, interesado







Tabla 2.1: Relaciones RST de presentacio´n.
cualquier elemento del conjunto tiene la misma funcio´n o importancia que
cualquier otro. Las copulaciones disyuntivas o conjuntivas en espan˜ol son un
buen ejemplo de lo que queremos decir con relaciones multinucleares.
Las RST dispone de un conjunto de herramientas que pueden ser des-
cargadas de forma gratuita de Internet mediantes las que se puede dotar a
un texto de esta estructura reto´rica. Son aplicaciones gra´ficas que permiten,
mediante el uso del rato´n, unir fragmentos de textos de tal modo que, de
manera resultante, tengamos un a´rbol documental en el que queden clara
y formalmente reflejadas las relaciones entre los diferentes constituyentes
del texto. Una de las mejores es RSTTool [O’D00]. Esta aplicacio´n gra´fica
puede importar textos planos, dividir automa´ticamente el texto en partes,
y dejar al usuario que genere la estructura del texto. Despue´s, es capaz de
exportar archivos en XML con el contenido de esta estructura reto´rica de




Condiciones en S o
N, individualmente
Condiciones en N + S Intencio´n de A
Reformulacio´n ninguna en N + S: S reformula N, siendo S y N
de taman˜o similar; N es ma´s importante
para los propo´sitos de A que S
L reconoce S co-
mo una reformu-
lacio´n de N
Resumen en N: N debe estar
constituido por ma´s de
una unidad
S presenta una reformulacio´n del conte-
nido de N, ma´s reducida
L reconoce S co-
mo una breve re-
formulacio´n de N
Alternativa en N: es una situacio´n
no realizada en S: S es
una situacio´n no reali-
zada








en N: N no es una ac-
cio´n voluntaria
S causo´ N, por medios diferentes a los
que motivan una accio´n voluntaria; sin
la presentacio´n de S, L podr´ıa no saber
la causa de la situacio´n; la presentacio´n
de N es ma´s importante que la de S para
los fines de A al presentar la combina-
cio´n N-S
R reconoce S co-
mo causa de N
Causa Volunta-
ria
en N: N es una accio´n
voluntaria o una situa-
cio´n que podr´ıa haber
surgido de una accio´n
voluntaria
S podr´ıa haber llevado al agente de la
accio´n voluntaria en N a realizarla; sin
la presentacio´n de S, L podr´ıa no consi-
derar la accio´n motivada; N es ma´s im-
portante que S para los fines de A al
presentar la combinacio´n N-S
L reconoce que
S es la causa de
la accio´n volun-
taria en N
Circunstancia en S: S no se encuentra
sin realizar
S establece un marco para el tema prin-







Condicio´n en S: S presenta una
situacio´n hipote´tica,
futura, o au´n no rea-
lizada (con relacio´n al
marco contextual de
S)









ninguna S afecta la realizacio´n de N; N se lle-
vara´ a cabo solo si S no se lleva a cabo
L reconoce que N
se llevara´ a ca-
bo solo si S no se
lleva a cabo
Elaboracio´n ninguna S presenta detalles sobre la situacio´n o
algu´n elemento en N o accesible en N
mediante una de las inferencias que se
presentan a continuacio´n. En la lista, N
se refiere a la primera parte del par, y
S a la segunda, segu´n la lista: conjunto
:: miembro, abstracto :: ejemplo, todo ::









el que se han
proporcionado
los detalles
Evaluacio´n ninguna en N + S: S refiere N al grado de actitud
positiva por parte de A con respecto a
N.
L reconoce que S
afirma N y reco-
noce el valor que
se le ha asignado
Tabla 2.2: Relaciones RST de contenido (I).
herramienta en funcionamiento.
Hay au´n muchos problemas que no esta´n resueltos, y que son el principal
punto de investigacio´n actual en el campo de esta teor´ıa. Entre ellos, pode-
mos destacar los problemas sobre la diferencia entre las lenguas (no todos
los idiomas construyen textos con los mismos esquemas), la comprensio´n de
co´mo el hombre hace el ana´lisis RST para poder aplicarlo a las ma´quinas,
los problemas que surgen cuando se aplica a formatos ma´s complejos que los
del simple mono´logo textual, y otros2. Existen, adema´s, grandes relaciones
entre la RST y otras a´reas de la lingu¨´ıstica.
2http://www.sfu.ca/rst/08spanish/areas.html
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Nombre de la
Relacio´n
Condiciones en S o
N, individualmente
Condiciones en N + S Intencio´n de A
Interpretacio´n ninguna en N + S: refiere N a un marco de ideas
no incluido en N y que no tiene relacio´n
con la actitud positiva de A
L reconoce que
S refiere N a




Me´todo en N: una actividad S presenta un me´todo o instrumento
que puede hacer posible la realizacio´n
de N
L reconoce que el
me´todo o instru-




No-condicional en S: S podr´ıa afectar
la realizacio´n de N
N no depende de S L reconoce que N
no depende de S
Resultado Invo-
luntario
en S: S no es una ac-
cio´n voluntaria
N causo´ S; la presentacio´n de N es ma´s
importante que la de S para los fines de







en S: S es una accio´n
voluntaria o una situa-
cio´n que podr´ıa haber
surgido de una accio´n
voluntaria
N podr´ıa haber causado S; la presenta-
cio´n de N es ma´s importante que S para
los fines de A.
L reconoce que N
podr´ıa ser causa
de la accio´n o si-
tuacio´n en S
Propo´sito en N: N es una activi-
dad; en S: S es una si-
tuacio´n no realizada







Solucio´n en S: S presenta un
problema










da par de N
Intencio´n de A
Contraste no ma´s de dos nu´cleos;
las situaciones en es-
tos nu´cleos (a) se en-
tienden como la mis-
ma en muchos aspec-
tos, (b) se entienden
como diferentes en al-
gunos aspectos, y (c)
se comparan con res-
pecto a una o ma´s de
estas diferencias
L reconoce la posibilidad de compara-
cio´n y la(s) diferencia(s) presentadas en
la comparacio´n
Lista Un elemento compara-
ble a otros y unido al
otro N mediante la re-
lacio´n Lista
L reconoce la comparacio´n de los ele-
mentos en la lista
Reformulacio´n
Multinuclear
Un elemento es una re-
peticio´n de otro al que
se encuentra unido; los
elementos son de im-
portancia similar con
respecto a los fines de
A
L reconoce la repeticio´n de los elemen-
tos unidos
Secuencia Existe una relacio´n de
sucesio´n entre las si-
tuaciones presentadas
en los nu´cleos
L reconoce la sucesio´n de relaciones en-
tre los nu´cleos
Unio´n ninguna ninguna
Tabla 2.4: Relaciones RST multinucleares.
Aplicaciones de la RST
Existe una gran cantidad de aplicaciones concretas que hacen uso de la
Teor´ıa de la Estructura Reto´rica, principalmente porque esta teor´ıa
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Figura 2.2: Captura de la aplicacio´n RSTTool.
tiene una aplicacio´n muy directa a la GLN [TM05]. En esta seccio´n vamos
a dar una introduccio´n a las ma´s importantes o que ma´s influencia han
ejercido en la investigacio´n sobre la generacio´n de textos o historias, o sobre
las misma RST.
ILEX [OM98, OMOK01] es un sistema de generacio´n de lenguaje natu-
ral desarrollado en la Universidad de Edimburgo que puede generar texto a
partir de una serie de especificaciones del usuario como entradas del sistema.
Estas especificaciones son el objetivo de la comunicacio´n, la longitud total
que se desea, y el perfil del usuario. Puede generar textos en espan˜ol e ingle´s,
en diferentes formatos (texto plano, HTML). Ilex es capaz de realizar todo
el proceso de generacio´n, desde la decisio´n sobre lo que se cuenta hasta la
realizacio´n superficial en la que se genera texto. Esta aplicacio´n es capaz
de generar descripciones de un conjunto de objetos de una base de datos.
Comenzo´ como un programa orientado a describir piezas de un museo, pero
su funcionalidad de ha extendido de modo que puede realizar descripciones
ma´s complejas.
En [Hov93] se presenta un sistema que consiste en un interfaz para una
base de datos que almacena datos sobre submarinos, y con el sistema de
generacio´n de lenguaje natural consigue extraer esta informacio´n. Esta tarea
requer´ıa convertir relaciones reto´ricas en planes de discurso. Este tipo de
aplicaciones, son muy usuales en la GLN.
Crear resu´menes de textos es otra utilidad grande de la RST. Suele
basarse, como se propone en [Mar97a, Mar00, SJ95], en estudiar do´nde esta´n
los nu´cleos de las operaciones y eliminar los sate´lites que les correspondan,
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creando nuevas estructuras reto´ricas en las que so´lo los nu´cleos que aparec´ıan
en las originales este´n descritos, obteniendo as´ı un resumen del texto original.
Existen muchos ma´s ejemplos de la creacio´n de resu´menes con esta te´cnica,
como puede comprobarse en [RS96, OSM94, TM02].
Encontramos en [GHST97] que las relaciones reto´ricas no so´lo son apli-
cadas a la creacio´n de discursos narrativos, sino que tambie´n es posible
aplicarlas a variaciones de entonacio´n en un discurso hablado, usando pro-
gramas de s´ıntesis de habla. Adema´s, [Mar97c] aplica la RST en el “sentido
contrario”, usa´ndola para interpretar textos escritos en vez de para generar-
los.
En [PZ03] vemos que se usa la RST con el objetivo de extraer significado
de los textos. En este trabajo se estudia co´mo el significado de las palabras
cambia segu´n su la posicio´n que les haya sido asignada en la jerarqu´ıa de la
estructura reto´rica de un texto. Relacionado con este trabajo tenemos tam-
bie´n el examen de la coherencia de un texto [BBHC+01, BKW+98, BM03].
Como la RST estudia la coherencia de los textos, puede ser aplicada para
comprobarla.
La RST influye tambie´n en la etapa de generacio´n de lenguaje natural de
planificacio´n de las frases, segu´n los trabajos de [Fox87, CMO02, CIMT00,
Tet05], ya que en ellos se expone que la posicio´n y la relacio´n de las diferentes
partes del discurso en relacio´n con las dema´s ha de influir en la correcta
generacio´n de expresiones de referencia. Por ejemplo, el uso de un pronombre
para referirse al sujeto de una oracio´n dependera´ de la posicio´n reto´rica de
la oracio´n en ese texto, y la de las dema´s que tengan relacio´n con ella.
Como vemos, existe una amplia variedad de posibles aplicaciones de la
Teor´ıa de la Estructura Reto´rica, y de diversos tipos. Esto es un
indicativo de su calidad, ya que desde 1985 lleva estudia´ndose y revisa´ndo-
se, no so´lo por parte de los autores originales, sino de buena parte de la
comunidad cient´ıfica dedicada a la lingu¨´ıstica.
2.2. Generacio´n de Historias en Lenguaje Natural
Atendiendo a las ideas presentes en [CL01], habitualmente queda separa-
da la generacio´n pura de textos en lenguaje natural de la creacio´n narrativa
de historias. Por una parte, la generacio´n de lenguaje natural se centra en
los asuntos lingu¨´ısticos en el a´mbito de las frases, mientras que la generacio´n
narrativa pretende resolver el problema de hilos de historia y personajes, re-
finando, generalmente, sucesivamente la solucio´n desde los objetivos globales
de la narracio´n hasta las acciones de los personajes, progresivamente dando
ma´s detalle. Por este motivo dedicamos una seccio´n aparte a la Generacio´n
de Historias en Lenguaje Natural.
En este apartado de la investigacio´n existen una gran cantidad de pro-
puestas de muy diferentes caracter´ısticas. Vamos a exponer un conjunto que
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de manera suficiente apoye el trabajo realizado durante esta investigacio´n.
2.2.1. Vladimir Propp
En relacio´n con este trabajo tiene sentido mencionar a Vladimir Propp,
formalista ruso que creo´ un ana´lisis de los cuentos de hadas de la cultura
rusa, y analizo´ sus principales caracter´ısticas, que e´l considero´ como ato´mi-
cas. Construyo´ una topolog´ıa con estos elementos de los cuentos que hab´ıa
descubierto, realizando, por tanto, uno de los primeros estudios formales de
la narracio´n de historias [Pro68]. Identifico´, entre otros, funciones dentro
de una historias y personajes que las realizaban. Las funciones son las
de la enumeracio´n de la enumeracio´n siguiente [wik07]:
1. Alejamiento. Uno de los miembros de la familia se aleja.
2. Prohibicio´n. Recae una prohibicio´n sobre el he´roe.
3. Transgresio´n. La prohibicio´n es transgredida.
4. Conocimiento. El antagonista entra en contacto con el he´roe.
5. Informacio´n. El antagonista recibe informacio´n sobre la v´ıctima.
6. Engan˜o. El antagonista engan˜a al he´roe para apoderarse de e´l o de
sus bienes.
7. Complicidad. La v´ıctima es engan˜ada y ayuda as´ı a su agresor a su
pesar.
8. Fechor´ıa. El antagonista causa algu´n perjuicio a uno de los miembros
de la familia.
9. Mediacio´n. La fechor´ıa es hecha pu´blica, se le formula al he´roe una
peticio´n u orden, se le permite o se le obliga a marchar.
10. Aceptacio´n. El he´roe decide partir.
11. Partida. El he´roe se marcha.
12. Prueba. El donante somete al he´roe a una prueba que le prepara para
la recepcio´n de una ayuda ma´gica.
13. Reaccio´n del he´roe. El he´roe supera o falla la prueba.
14. Regalo. El he´roe recibe un objeto ma´gico.
15. Viaje. El he´roe es conducido a otro reino, donde se halla el objeto de
su bu´squeda.
16. Lucha. El he´roe y su antagonista se enfrentan en combate directo.
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17. Marca. El he´roe queda marcado.
18. Victoria. El he´roe derrota al antagonista.
19. Enmienda. La fechor´ıa inicial es reparada.
20. Regreso. El he´roe vuelve a casa.
21. Persecucio´n. El he´roe es perseguido.
22. Socorro. El he´roe es auxiliado.
23. Regreso de inco´gnito. El he´roe regresa, a su casa o a otro reino, sin
ser reconocido.
24. Fingimiento. Un falso he´roe reivindica los logros que no le corres-
ponden.
25. Tarea dif´ıcil. Se propone al he´roe una dif´ıcil misio´n.
26. Cumplimiento. El he´roe lleva a cabo la dif´ıcil misio´n.
27. Reconocimiento. El he´roe es reconocido
28. Desenmascaramiento. El falso queda en evidencia.
29. Transfiguracio´n. El he´roe recibe una nueva apariencia.
30. Castigo. El antagonista es castigado.
31. Boda. El he´roe se casa y asciende al trono.
Y los personajes que identifico´ Propp, e´stos. Hay que tener en cuenta
que no representa exactamente los personajes que se indican, sino ma´s bien
los roles que desempen˜an. Por ejemplo, la princesa puede ser un tesoro:
1. El villano, que esta´ en contra del he´roe.
2. El donante, que prepara al he´roe o le da un objeto ma´gico.
3. El ayudante, que ayuda al he´roe en la bu´squeda.
4. La princesa, con quien el he´roe se casa.
5. El padre de la princesa, que no siempre esta´ diferenciado de la
princesa.
6. El despachador, que hace que se conozca la parte oculta de la histo-
ria, y env´ıa al he´roe a la bu´squeda.
7. El he´roe, que aprende del donante, y se casa con la princesa.
8. El antihe´roe, que intenta usurpar la posicio´n del he´roe procurando
casarse con la princesa.
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2.2.2. Aplicaciones concretas de generacio´n de historias en
lenguaje natural
En Brutus [BF99] tenemos un sistema que pretende ir ma´s alla´ de la
creacio´n de narraciones de historias, sino que intenta crear versiones distin-
tas de una misma historia. Es interesante esta propuesta porque afronta el
problema de no so´lo crear una historia desde cero, sino tambie´n recibirla
sin conocimiento de la creacio´n previa, como los sistemas de modificacio´n
de historias. Brutus maneja una cantidad muy grande de informacio´n, y se
aspira a que genere textos de calidad parecida a la humana.
Automatic Novel Writer [KAB+73], uno de los sistemas ma´s an-
tiguos que se estudian aqu´ı, recibe la entrada del usuario de modo que se
establecen los personajes y dema´s datos de la historia, y crea narraciones en
un ingle´s algo pobre.
Tale-Spin, un cla´sico sistema de generacio´n de historias, incorporando
ideas de la Teor´ıa de la Dependencia Conceptual de Roger Schank [Sch69].
En este sistema un conjunto de personajes son “encerrados” en un mundo
determinado con unas reglas, y se les asigna unas tareas que tienen que cum-
plir, posiblemente ayudados por el usuario. No existe la posibilidad de que
los personajes tomen decisiones creativas, ya que todo el sistema esta´ fun-
damentado en una planificacio´n algo r´ıgida. El problema principal de Tale-
Spin es que las historias que surgen pueden no tener el ma´s mı´nimo intere´s,
y carecer de coherencia.
Storybook [CL02] se ofrece como toda una arquitectura de generacio´n
de historias, con unos resultados buenos, aunque muy cen˜idos a los ejemplos
concretos de estudio (Caperucita Roja). Consigue una calidad literaria en
todas las operaciones de la generacio´n. Su generador de prosa, Author,
mezcla las grama´ticas de produccio´n con te´cnicas de agrupacio´n, ma´s cla´sicas
en la GLN.
Minstrel [Tur92] enfoca la generacio´n de historias como re´plica de la
manera que un trovador medieval tiene de contar las historias de gesta.
El sistema almacena los episodios acontecidos como un cuentacuentos, en
una base de conocimiento. El usuario propone una moraleja, y el sistema
procura, a trave´s del examen de una serie de conflictos que surgen entre los
distintos personajes que componen la historia, crear un discurso coherente.
Minstrel se centra en el dominio de las historias legendarias de la leyenda
artu´rica.
Mexica [PyPS01] es una aplicacio´n que se engloba dentro de la gene-
racio´n creativa de historias que genera “esqueletos”, siguiendo dos pasos
principales. Uno es la fase de compromiso, que, siguiendo restricciones y es-
tructuras reto´ricas, crea una historias. Despue´s, la fase de reflexio´n evalu´a la
novedad de la historia generada y verifica que, realmente, existe coherencia.
Mexica une te´cnicas de resolucio´n de problemas objetivos que conducen la
generacio´n de historias. Mexica es un trabajo directamente comparado al
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que proponemos aqu´ı, ya que se basa en la planificacio´n de contenido. La
diferencia principal en cuanto a salida del sistema es que Mexica no genera
dia´logos ni realiza las operaciones de creacio´n final del texto.
El trabajo sobre el que podemos leer en [RY06] parte de un estado inicial
del mundo e intenta generar historias siguiendo un conjunto de objetivos,
muy en la l´ınea de nuestra propuesta, como veremos. De la misma manera
que el sistema anterior (Mexica), no esta´ orientado a la generacio´n de textos
finales, (so´lo realiza tareas de planificacio´n de contenido), y no considera los
dia´logos como una parte de la planificacio´n de la narracio´n.
Aparte de estas aportaciones, tenemos las que podemos encontrar en el
trabajo de David E. Rumelhart [Rum75], que usa grama´ticas para generar
historias, Starship [Deh89], que lega la planificacio´n al autor pero le gu´ıa
en la conclusio´n de los objetivos, o Homer [Kon01], que se orienta a la
produccio´n multimodal (gra´ficos y texto).
2.3. Creatividad computacional
La primera pregunta susceptible que surge al pretender definir la Crea-
tividad Computacional es la de definir, previamente, que´ es la creativi-
dad. La definicio´n de la Real Academia Espan˜ola (RAE) la podemos ver
en la Figura 2.3.
creatividad.
1. f. Facultad de crear.
2. f. Capacidad de creacio´n.
Figura 2.3: Definicio´n de creatividad c©Real Academia Espan˜ola.
Sin embargo, esta definicio´n no capta la sema´ntica que usualmente se
le da a la creatividad. Cuando decimos de algo o alguien que es creativo,
generalmente nos estamos refiriendo a una propiedad o capacidad de resolver
problemas de una manera original, inesperada o poco comu´n, de una manera
que, para la mayor´ıa de los individuos no es usual [Wig06]. Sin embargo,
cualquier definicio´n que se le pueda dar a la creatividad, tal y como acabamos
de hacer, que pretenda resumir el significado que suele atribu´ırsele a la
palabra se usan meta´foras y te´rminos con poco significado concreto, de modo
que la definicio´n de lo que solemos entender por creatividad no es sencilla de
establecer de un modo formal que nos permitiera discernir que´ es creativo y
que´ no, entendiendo no la definicio´n de la RAE.
Por tanto, es tentador terminar el estudio del estado de arte de la
Creatividad Computacional concluyendo que la creatividad so´lo es otro
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te´rmino del lenguaje del que no tiene sentido hablar ni hacer un estudio, si-
guiente las ideas de Wittgestein [Wit22]. Y, aunque desde el punto de vista
de la Filosof´ıa esto puede ser cierto, desde el enfoque de la Informa´tica y
la Inteligencia Artificial, como emuladoras del ser humano, s´ı tiene intere´s
estudiar que´ es lo que hace una obra creativa, de modo que podamos, con
los recursos de los que disponemos, crear ma´quinas capaces de comportarse
como humanos creativos.
Podemos, siguiendo las ideas de [Wig06] decir que la Creatividad
Computacional es:
“El estudio y el apoyo, a trave´s de intenciones y me´todos
creativos, del comportamiento exhibido por sistemas naturales
y artificiales que ser´ıan considerados como creativos si fueran
exhibidos por humanos”.
A pesar de que esta definicio´n pueda parecer apoyada en s´ı misma o
“circular”, no es as´ı. Lo que se intenta es capturar conceptualmente una
serie de ideas que son dif´ıciles de definir intensionalmente, pero que existen
en el mundo humano.
Existen varios trabajos relacionados que no solamente exploran las po-
sibilidades de la creatividad desde un punto de vista descriptivo, sino que
intentan ofrecer soluciones a problemas cla´sicos de la Inteligencia Artificial
en General y de la Generacio´n de Lenguaje Natural en particular, como, por
ejemplo, [Vea06], que estudia las posibilidades de expresio´n de las analog´ıas,
[Rit06], que estudia la creatividad desde el punto de vista transformacional,
intentando encontrar requisitos o caracter´ısticas que la confieran o que pon-
gan de manifiesto unas propiedades ma´s emp´ıricas para que el estudio sobre
la creatividad computacional pueda llevarse a cabo de manera ma´s sencilla.
Tambie´n, desde otros puntos de vista, tenemos la evaluacio´n de la creati-
vidad [PG06], o la aplicacio´n de te´cnicas de creatividad con los ordenadores
para el reconocimiento de formas [OBK06].
2.3.1. Evaluacio´n de la calidad de las historias
Evaluar un texto generado con una ma´quina dista mucho de ser una
tarea sencilla. Surgen una cantidad de problemas grande cuando se procura
discernir cua´ndo un resultado es buena o mala calidad. So´lo hemos de darnos
cuenta de que no so´lo en la evaluacio´n del resultado de la ma´quina aparece
este inconveniente, sino en la misma produccio´n literaria humana surgen,
muy a menudo, problemas.
Adema´s, evaluar un texto no so´lo es cuestio´n de dar una nota, ya que
un texto esta´ definido por varias caracter´ısticas como la coherencia, la le-
gibilidad, el intere´s, etce´tera, que pueden (y en ocasiones es necesario) ser
evaluadas por separado, y es algo que hay que tener en cuenta. No obstante,
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en lo que a nuestra investigacio´n respecta, la evaluacio´n que vamos a obser-
var es la que esta´ relacionada con la creatividad y el parecido de los textos
a lo que los humanos generar´ıan, y este l´ımite es sobre el que presentamos
las siguientes ideas.
Desde el punto de vista ingenieril de la mejora de los productos con base
cient´ıfica, es necesario un sistema de evaluacio´n de la produccio´n que nos
ayude. Se han disen˜ado me´todos de diferentes tipos que ponen a nuestro
alcance algunos me´todos de valoracio´n.
Por un lado, tenemos la comparacio´n directa con textos del mismo con-
tenido que han sido generados por humanos, que so´lo es, evidentemente,
posible, si se dispone de un corpus de textos con los que cotejar el resultado.
Esta aproximacio´n no suele ser posible, dada la naturaleza de los textos ge-
nerados. Por otro, tenemos la posibilidad de realizar una encuesta a expertos
(o no expertos) sobre el material generado que puedan dar una valoracio´n al
producto con la que retocar la generacio´n de las historias, como en [PG06].
2.4. XML
El lenguaje extendido de marcado XML [Har01] se esta´ convirtiendo,
cada vez ma´s, en el esta´ndar de facto para el marcado de todo tipo de docu-
mentos estructurados. XML esta´ basado en SGML, del que es una versio´n
ma´s simple y orientada al uso. Una parte muy importante del uso de XML,
hoy en d´ıa, se centra en la aplicacio´n de estructura mediante el marcado de
documentos en los que los terminales del lenguaje (el contenido en s´ı del
documento), son, en su mayor parte, y junto con los atributos de las etique-
tas, valores correspondientes a estructuras de datos representadas, mediante
XML, en un formato de texto plano.
XML marca los documentos mediante etiquetas, que son s´ımbolos que
encierran, de una manera anidada, los contenidos de un conjunto de datos.
Estas etiquetas pueden tener atributos, que ajustan su sema´ntica o dan
ma´s informacio´n al marcado de cierto s´ımbolo terminal del lenguaje que se
marca. Podemos ver un ejemplo de un archivo XML en la figura 2.4.
Un documento XML, en lo relativo a su correccio´n, tiene dos propiedades:
la de ser bien formado y va´lido. Un documento XML esta´ bien formado
cuando su sintaxis sigue las normas generales de XML y su estructura es
correcta (por ejemplo, con una anidacio´n apropiada). Sin embargo, para
que un documento sea va´lido es necesario que cumpla una serie de normas
definidas en una grama´tica concreta. Este tipo de grama´ticas puede ser
especificada en documentos de varios tipos.
2.4.1. DTD
Las Definiciones de Tipo de Documento o Document Type Definitions
(DTD) son documentos que tienen una grama´tica diferente a las de los
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<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE agenda SYSTEM "agenda.dtd">
<agenda propietario = "Juan Montes">
<registro> Luis Toledo </registro>
<registro> Marta Prado </registro>
</agenda>
Figura 2.4: Ejemplo de XML.
documentos XML, pero que definen de una manera legible y sencilla de
especificar cua´les son las reglas que gobiernan la validez de estos documentos
[dtd07]. Mediante una DTD concreta es posible establecer que´ documentos
XML son va´lidos para un dominio y un uso determinados, y cua´les no.
La ventaja principal de las DTDs respecto de otras posibles alternativas
es su sencillez. La sintaxis con la que se representa una grama´tica va´lida es
muy simple. Tienen como desventaja que no son la recomendacio´n del W3C,
y que su sintaxis no es XML. En la Figura 2.5 podemos ver un ejemplo de
DTD posible para el archivo XML de la Figura 2.4.
<?xml version="1.0" encoding="UTF-8"?>
<!ELEMENT agenda (registro*)>
<!ATTLIST propietario id CDATA #REQUIRED>
<!ELEMENT registro (#PCDATA)>
Figura 2.5: Ejemplo de DTD.
2.5. Ontolog´ıas
Para establecer el significado de los datos es posible an˜adir informacio´n
a los repositorios de datos disponibles, de modo que tengamos un conjunto
de etiquetas o marcas sobre los datos que los ordenadores puedan procesar.
Hay que tener en cuenta, sin embargo, que una ma´quina no “comprende”
el marcado de la informacio´n. Para que el marcado tenga un uso real, hace
falta adema´s un consenso en cua´l ha de ser la interpretacio´n de las marcas, o
unidades que an˜aden informacio´n para el proceso, con las que anotamos los
datos cuyo significado una ma´quina no puede inferir. Las ontolog´ıas pueden
ser usadas para especificar esta sema´ntica.
Una ontolog´ıa es un sistema de definicio´n exacta de entidades y las re-
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laciones entre ellas. Una ontolog´ıa puede definirse como un “artefacto inge-
nieril” que:
Esta´ constituido por un vocabulario espec´ıfico que representa una reali-
dad determinada, y
Un conjunto de asunciones expl´ıcitas que establecen el significado de
los s´ımbolos de ese vocabulario.
De este modo, las ontolog´ıas ofrecen un mecanismo para compartir infor-
macio´n de un dominio de intere´s concreto y una especificacio´n formal para
que las ma´quinas puedan interpretar y manipular informacio´n de ese domi-
nio. Por otro lado, las ontolog´ıas no son u´nicamente un recurso tecnolo´gico
relacionado con la informa´tica. Una ontolog´ıa define un vocabulario de una
manera formal que puede ser usado por diferentes entidades (personas, em-
presas, etc.) de una manera un´ıvoca.
Segu´n [NM01], los motivos principales para desarrollar una ontolog´ıa son
los siguientes:
En general, siguiendo la opinio´n de [Mus92, Gru93], podemos decir
que es una de las principales metas para desarrollar ontolog´ıas.
tenemos la posibilidad de reusar las ontolog´ıas ya creadas, e incluso
extenderlas para crear nuevo conocimiento en forma de ontolog´ıa.
Las reglas gobiernan la lo´gica de los sistemas de cierto dominio, usual-
mente, ha venido siendo especificada en un lenguaje de programacio´n.
Es complicado, por tanto, el descubrimiento y cambio, a posteriori, de
estas reglas. Las ontolog´ıas permiten la , de modo que en el mismo co-
nocimiento del mismo podemos manejar sus reglas de comportamiento
como sistema.
es otra de las principales ventajas de las ontolog´ıas, ya que queda
desacoplado el conocimiento del uso que se hace de e´l.
Analizar el conocimiento de un dominio. En [MFRW00] se expone que
el ana´lisis formal de un bloque de conocimiento almacenado como una
ontolog´ıa es muy valioso para reusarlas y extenderlas.
En los u´ltimos an˜os el uso de las ontolog´ıas ha ido extendie´ndose desde
sus inicios en los estudios en el campo de la Inteligencia Artificial hasta las
especificaciones de expertos en dominios muy distintos, que desarrollan on-
tolog´ıas estandarizadas para compartir y anotar informacio´n en sus entornos
de trabajo. Las ontolog´ıas esta´n siendo muy utilizadas en la web. Estas onto-
log´ıas van desde grandes taxonomı´as que clasificacan la informacio´n (como
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en Yahoo!3) a categorizaciones y descripciones de productos para vender-
los (como en Amazon4). En el a´mbito de otras disciplinas tambie´n se usan
ontolog´ıas
Para describir ontolog´ıas en este trabajo se ha optado por usar OWL,
como se explica ma´s adelante. A continuacio´n exponemos una breve intro-
duccio´n a RDF, por ser la tecnolog´ıa sobre la que esta´ construido OWL, y,
despue´s, a OWL propiamente dicho.
2.5.1. Resource Description Framework (RDF)
El Framework de Descripcio´n de Recursos (RDF, por sus siglas
en ingle´s) es un lenguaje de propo´sito general orientado a la representacio´n
de informacio´n en la web. Su uso se centra en el desarrollo de la web sema´nti-
ca, y tiene como finalidad describir los recursos de la misma de una manera
no orientada a la legibilidad por parte de un humano, sino a la computacio´n
de la informacio´n contenido por un ordenador.
La web sema´ntica es un proyecto de futuro en el que la informacio´n web
tiene un significado exactamente definido y puede ser procesado por orde-
nadores. Por lo tanto, los ordenadores pueden integrar y usar la informacio´n
disponible en la web. Ma´s informacio´n sobre la web sema´ntica puede ser
encontrada en [sem07]
RDF esta´ considerado como un lenguaje de metadatos, o “datos sobre
datos”, ya que con los s´ımbolos de RDF an˜adimos metainformacio´n a los
datos que realmente nos interesan para poder interpretarlos de una manera
exacta, es decir, de aquella que el autor de los datos (o, al menos, del autor
del marcado RDF sobre estos datos) quer´ıa que estos fuesen interpretados.
RDF define los recursos mediante descripciones de los mismos, como
puede verse en el listado 2.6. Puede encontrarse ma´s informacio´n sobre la









Figura 2.6: Ejemplo de un recurso RDF.
RDF no define clases de datos espec´ıficas para las aplicaciones. En vez




definen nuevas clases, y relaciones entre ellas (herencia, agregacio´n) de una
manera muy similar a aquella con la que se acostumbra en la programacio´n

















Figura 2.7: Ejemplo de un RDF Schema.
2.5.2. Web Ontology Language (OWL)
De la misma manera que RDF, OWL nace de la Web Sema´ntica. Se
convirtio´ en una recomendacio´n del W3C (World Wide Web Consor-
tium) en febrero del an˜o 2004. Respecto de otros sistemas de representacio´n
de conocimiento, OWL presenta ventajas para grandes sistemas en los que
hay una gran cantidad de informacio´n relevante almacenada, y es necesa-
rio un tra´fico de la misma que permita interconexio´n entre las partes de la
comunicacio´n de una manera sencilla y utilizable desde muy diversas pla-
taformas. OWL esta´ basado en RDF, y, por tanto, en XML. Permite que
las ma´quinas representen, entiendan y procesen de un modo ma´s co´modo la
informacio´n sobre las ontolog´ıas que esta´ almacenada computacionalmente.
Esto coloca esta tecnolog´ıa con una ventaja sobre las anteriores.
Respecto de estas tecnolog´ıas, OWL an˜ade ma´s vocabulario para descri-
bir propiedades y clases: entre otras, relaciones entre clases (por ejemplo, de
elementos “disjuntos”), cardinalidad (“exactamente uno”), igualdad, propie-
dades con un conjunto de tipos ma´s rico, caracter´ısticas de las propiedades
(“simetr´ıa”) y clases enumeradas.
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Sublenguajes de OWL
La sintaxis de OWL permite expresar tres dialectos distintos de este
lenguaje. Cada uno de ellos permite representar las mismas taxonomı´as de
conceptos, pero la capacidad de expresar las relaciones como propiedades
entre los mismos var´ıa. Estos tres sublenguajes son OWL Lite, OWL DL
y OWL Full. Sus capacidades expresivas van, por ese orden, en aumento.
En la siguiente lista damos ma´s informacio´n sobre estas tres posibilidades
de crear ontolog´ıas con OWL.
OWL Lite permite realizar una clasificacio´n de conceptos y especificar
restricciones simples. Por ejemplo, aunque da soporte a restricciones de
cardinalidad, so´lo permite valores de cardinalidad de 0 o 1. Deber´ıa ser
ma´s simple proveer soporte mediante herramientas para este dialecto,
y, adema´s, OWL Lite permite una migracio´n simple y casi directa en
muchos casos a partir de Tesauros y Taxonom´ıas. Adema´s, desde
luego, es mucho menos complejo que sus “hermanos mayores”.
OWL DL da soporte a aquellos usuarios que necesitas mucha ma´s
expresividad para la ontolog´ıas mientras que tambie´n se mantiene la
completitud computacional (se garantiza que todas las conclusiones
son computables) y la decidibilidad (se sabe que todas las compu-
taciones acaban en un tiempo finito). Este dialecto incluye todas las
construcciones de OWL, pero so´lo pueden ser usadas bajo ciertas res-
tricciones (por ejemplo, aunque una clase puede ser subclase de muchas
clases, una clase no puede ser una instancia de otra clase). El nombre
que este dialecto recibe se debe a su correspondencia con las Lo´gicas
Descriptivas.
OWL Full se ha disen˜ado para aquellos usuarios que necesitan un
control total sobre las ontolog´ıas, permitiendo una expresividad de
ma´ximo nivel, y la libertad sinta´ctica que provee RDF sin garant´ıas
sobre la computacio´n como ten´ıa OWL DL. Por ejemplo, en este su-
blenguaje una clase puede ser tratada de manera simulta´nea como una
coleccio´n de individuales y como un individual propiamente dicho. Per-
mite que una ontolog´ıa aumente el significado predefinido de RDF u
OWL. Con toda esta complejidad, no existe ningu´n software capaz de
controlar el 100 % de los aspectos de este sublenguaje.
Cada uno de estos sublenguajes es un subconjunto del siguiente. Es decir,
las ontolog´ıas que pueden describir son subconjuntos de aquellas que pueden
describir los lenguajes ma´s potentes:
OWL Liteontologia ⊂ OWL DLontologia ⊂ OWL Fullontologia (2.3)
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Del mismo modo, las conclusiones que pueden inferirse, siguen el mismo
patro´n:
OWL Liteconclusion ⊂ OWL DLconclusion ⊂ OWL Fullconclusion (2.4)
54 TRABAJO PREVIO
Cap´ıtulo 3
Sistema de generacio´n de
historias
Como se ha avanzado hasta aqu´ı, el objetivo de este trabajo es crear
un sistema capaz de narrar sucesos que ocurren entre personajes como una
historia textual, basa´ndonos en partes narradas y dia´logos. Partiendo del
estado del arte que se ha expuesto en el cap´ıtulo anterior, se ha disen˜ado e
implementado un sistema capaz llevar a cabo esta tarea que ofrece algunas
aportaciones a los trabajos antes comentados. Entre ellas se encuentran la
capacidad de narrar historias de varios personajes en una sola historia, y
de crear historias con partes de narracio´n y partes de dia´logos entre los
personajes.
El sistema de generacio´n de narraciones requiere datos de entrada para
disponer de conocimiento a partir del cual generar las historias. Este cono-
cimiento viene dado de un conjunto de aplicaciones, algunas de las cuales se
presentan en este trabajo. Este conjunto puede, por supuesto, ser ampliado
con ma´s aplicaciones siempre y cuando e´stas tengan como salida datos que
cumplan las especificaciones de entrada a nuestro sistema de generacio´n de
historias.
Estas aplicaciones, que son presentadas y discutidas en la Seccio´n 4.2,
tienen el denominador comu´n de ser programas en los que se desarrollan
una serie de operaciones, vidas o trazas de ejecucio´n de varios personajes
o agentes (segu´n el caso) de forma que cada entidad interacciona con las
dema´s en mayor o menor medida, muchas veces con dia´logos de diversa
ı´ndole: desde la transmisio´n textual de informacio´n de alto nivel hasta la
comunicacio´n de robots auto´nomos para realizar una operacio´n de campo.
Veremos ma´s adelante detalles sobre estos sistemas.
Al operar con sistemas con varios personajes que desarrollan trazas de
ejecucio´n entre s´ı, tenemos, pues, un sistema en el que la narracio´n textual
y el dia´logo son elementos que se complementan perfectamente para llevar
a cabo la tarea de narrar lo sucedido. Por este motivo, como ejemplo del
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sistema se presenta la narracio´n de un dia´logo de Plato´n, el Meno´n [Pla].
Se ha creado una descripcio´n conceptual del mismo y se ha ampliado con
elementos narrativos, para crear una versio´n generada por la ma´quina de
e´ste dia´logo. Se pretende que este ejemplo sirva como sustrato sobre el que
ejemplificar de manera clara el funcionamiento, en algunas partes complejo,
del sistema.
Las razones de haber escogido uno de los dia´logos de Plato´n para ejem-
plificar todo el sistema que se ha desarrollado son las siguientes:
Cada dia´logo de Plato´n tiene un mensaje general claro que quiere
transmitir. Esta caracter´ıstica habilita la posibilidad de partir de un
solo objetivo claro y comu´n a partir del cual ir dividiendo subobjetivos
sucesivamente.
Los dia´logos de Plato´n son una fuente de datos, como corpus, de las que
podemos extraer dia´logos e inferir, a partir de los textos que tenemos
escritos, partes narrativas con las que completar e´stos y crear as´ı una
historia h´ıbrida con narraciones y partes habladas.
Disponemos de un corpus lo suficientemente extenso como para po-
der extraer toda la informacio´n que necesitamos dentro de un mismo
dominio.
A pesar de que, por supuesto, estas caracter´ısticas existen en una infi-
nidad de otros textos, los dia´logos de Plato´n son un ejemplo sencillo de las
mismas, y perfectamente accesible.
El esquema de la funcionalidad del sistema de forma global esta´ repre-
sentado en la Figura 3.1. Los bloques cuadrados representan las tres etapas
de proceso que se efectu´an en los datos: la importacio´n y traduccio´n de la
entrada, para lo cual usamos una ontolog´ıa; la generacio´n del discurso, en la
que utilizamos, por un lado, el objetivo del usuario, o aquello que desea que
se cuente, y por otro reglas de produccio´n para la generacio´n; y por u´ltimo
la creacio´n del texto, en la que damos a los datos ordenados la forma de
texto legible. Tal como se presenta en la figura, es necesario dar unas reglas
de generacio´n que incluyan en el sistema la informacio´n sobre el idioma en
el que se genera el texto.
El cap´ıtulo esta´ dividido en cuatro secciones principales, en las que se
explican con detalle, y en el orden lo´gico secuencial de generacio´n de un
texto, las partes principales del proceso. Primero se explica cua´les son las
caracter´ısticas que han de tener los datos de entrada en el sistema de ge-
neracio´n, y co´mo los hemos obtenido en la implementacio´n del trabajo de
investigacio´n, en la Seccio´n 3.1. Despue´s, en la Seccio´n 3.2 mostramos el
nu´cleo del sistema generador, co´mo se procesan los datos de entrada para
generar el contenido conceptual de la historia. La seccio´n siguiente (Seccio´n
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Figura 3.1: Diagrama que representa el funcionamiento de tuber´ıa de la
aplicacio´n de generacio´n de historias.
3.3) explica el mo´dulo de realizacio´n textual del generador, que se encar-
ga de traducir la representacio´n estructurada y poco legible del mo´dulo de
generacio´n de discurso a un lenguaje natural. En la u´ltima seccio´n (3.4)
mostramos un ejemplo completo del funcionamiento del sistema.
3.1. Entrada de datos al sistema
El sistema que presentamos necesita ser alimentado con datos que for-
man, junto con el conocimiento del dominio, el bloque de informacio´n que
tiene de entrada el algoritmo de generacio´n. Desde luego, una vez estableci-
do un esta´ndar de entrada, cualquier aplicacio´n que contenga la informacio´n
requerida puede ser una fuente de datos va´lida para nuestro programa. El
el Cap´ıtulo 4.2 se presentan algunas aplicaciones que han sido usadas para
el prototipado del sistema, y, como se podra´ comprobar, son fuentes muy
diversas.
A continuacio´n mostramos que´ datos necesita como entrada el programa,
los diferentes formatos que se han utilizado para alimentar a la aplicacio´n
de generacio´n de historias, y cua´les han sido las motivaciones de su uso y
creacio´n.
3.1.1. Ontolog´ıa del dominio
Como se ha expuesto en la Seccio´n 2.5, las ontolog´ıas permiten almace-
nar conocimiento de un dominio de una manera independiente de la apli-
cacio´n. Esto ofrece un gran nu´mero de ventajas: modularidad, reusabilidad
y encapsulacio´n, entre otras. Las ontolog´ıas, pues, nos ofrecen una solu-
cio´n al problema de la importacio´n desde diferentes dominios que acabamos
de comentar, permitie´ndonos definir un conocimiento que esta´ fuera de la
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aplicacio´n, y tambie´n del conjunto de datos particular sobre el que se va a
trabajar, ya que somos capaces, usando ontolog´ıas, de definir el modelo lo´gi-
co del sistema de una manera independiente al puro programa de ordenador,
y de este modo las otras aplicaciones que generen datos que, a trave´s del
programa que proponemos, vayan a ser traducidos a una historia, pueden
conocer el modelo.
Hoy en d´ıa no es posible dar una descripcio´n general del conocimiento
que el ser humano usa para generar historias. Por eso, hemos de cen˜irnos a
una descripcio´n dependiente del dominio, mucho ma´s particular y sencilla
de definir. Para esto, se ha creado una ontolog´ıa en la que se almacenan
los diferentes elementos que componen nuestro dominio sobre las historias y
las relaciones entre ellas. La ontolog´ıa que se ha usado tiene una estructura
simple, y aprovecha, principalmente, las caracter´ısticas de taxonomı´a que
tienen las ontolog´ıas. No se usa una gran cantidad de reglas ni propiedades,
ya que en el prototipo que se presenta no ha sido necesaria una descripcio´n
exhaustiva de los contenidos formales del modelo lo´gico del sistema.
Hay que notar que no so´lo el modelo del sistema, como taxonomı´a de
conceptos, es necesario para que se puedan crear datos para la narracio´n.
Para ser capaz de crear un contenido coherente, la aplicacio´n requiere tener
tambie´n un conjunto de datos que ha de ser capaz de procesar segu´n unos
algoritmos determinados, como explicamos en la Seccio´n 3.2. Adema´s, en
estos datos hemos de incluir en los datos una informacio´n sobre cada uno
de ellos que nos permita decidir, en la etapa de proceso, co´mo han de ser
tratados. La propuesta sobre la representacio´n de la informacio´n a partir de
la que crear la historia se ha basado en muchas alternativas cla´sicas previas,
como se puede encontrar en [RD00].
Descripcio´n de la ontolog´ıa
La divisio´n que se ha hecho de los datos tiene un ra´ız global. La razo´n
de disponer de un tipo comu´n de elementos de la historia para el proceso es
el hecho de que, en los eventos que pueden darse, cualquier cosa puede ser
referenciada, no so´lo entidades f´ısicas. Por ejemplo, en la frase:
So´crates ensen˜a Filosf´ıa.
Tenemos, evidentemente, que tanto “So´crates” como “Filosof´ıa” son re-
ferentes, es decir, podemos hacer referencia a ellos en una frase cualquiera
del texto. Sin embargo, hay que tener en cuenta que en frases como:
So´crates le dijo a Meno´n que la virtud pod´ıa ser conocida.
Vemos que no so´lo “So´crates” es un referente, sino que tambie´n la oracio´n
que dice “la virtud pod´ıa ser conocida” ha de poder ser referenciada, como
objeto directo de la oracio´n. Por tanto, consideramos que todo puede ser
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un referente. De esta manera la concatenacio´n del discurso basada en las
relaciones entre los referentes, que es como se hace en este trabajo (y se
explica en la Seccio´n 3.2) puede ser mucho ma´s rica, ya que en cada sentencia
tenemos varias relaciones a varios referentes de todos los tipos posibles.
Como es necesario que nuestro sistema tenga dia´logos, el hecho de que
todas las entidades de la historia sean Referentes nos permite que en las
partes habladas los personajes puedan hacer referencia a cualquier parte del
conocimiento de la historia. Si vemos, por ejemplo, el siguiente dia´logo:
So´crates dijo: Yo conozco la virtud.
Meno´n dijo: Quiero que me ensen˜es la virtud porque tu´ conoces
la virtud.
La representacio´n interna ha sido la de la Figura 3.2. En esta Figura y
en el texto vemos que hay una relacio´n de causalidad entre la intencio´n de
Meno´n y el hecho de que So´crates conozca la virtud. Al ser los Eventos
tambie´n Referentes, podemos hacer relacio´n al Evento de que “So´crates
conozca la virtud”, mediante la relacio´n de Causalidad. En la Figura 3.3
anticipamos tambie´n co´mo se especificar´ıa esta relacio´n en un formato que
se ha desarrollado para el sistema.
Figura 3.2: Representacio´n gra´fica del discurso.
En resumen, todos los datos con los que se trabaja heredan de un mismo
concepto de la ontolog´ıa, el Referente. En la Figura 3.4 se muestra el
a´rbol de herencia de los Referentes, segu´n la taxonomı´a definida en la
ontolog´ıa de nuestro sistema.
Para explicar un poco mejor esta figura, vamos a detallar los conceptos
que hay reflejados en la Figura 3.4 en la siguiente explicacio´n de la taxo-
nomı´a:
























Figura 3.3: Representacio´n del discurso en el lenguaje de especificacio´n pro-
pio (ver Seccio´n 3.1.2).
Referentes. El generador de historias que se presenta esta´ enfoca-
do en la narracio´n de sucesos acontecidos a personajes. Por lo tanto,
la representacio´n de los mismos que se cree es fundamental para el
sistema.
Hay que tener en cuenta, no obstante, que no so´lo los personajes son
los elementos de la historia. Si un personaje “rompe una piedra”, la
piedra tambie´n tiene entidad sema´ntica, y es fundamental reconocerla
como elemento en la historia para hilar la narracio´n con posibilidades
de relacio´n entre hechos ma´s amplias, ya que si olvidamos “la piedra”,
no sabremos que la “piedra que rompio´” puede ser, por ejemplo, la
misma que “la piedra que era de oro”. Conocer la entidad piedra, es,
por tanto, fundamental.
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Figura 3.4: A´rbol de la ontolog´ıa de los referentes (en ingle´s, por su descrip-
cio´n en la ontolog´ıa en el prototipo del sistema).
As´ı, dentro del sistema de generacio´n, creamos el tipo Referente,
(que sera´ un objeto de programacio´n), y sera´ la ra´ız de todos aquellos
elementos sema´nticos y con entidad que puedan ser referidos durante el
proceso de generacio´n, ya sea como agentes, o elementos pasivos. De los
referentes heredamos, con el sentido de la herencia en al programacio´n
orientada a objetos, tres tipos de objetos:
• Entidades. Las entidades, representan aquellos objetos que no
tienen capacidad de actuar, y reciben acciones por parte de los
personajes.
◦ Personajes. Los personajes, evidentemente, representan los
objetos con capacidad de actuar, y son correspondientes a
aquellos que se reciben de los sistemas en los que se sucede
su vida o ejecucio´n.
◦ Lugares. Los lugares son aquellas entidades que tiene un
significado relacionado con un lugar. Estas entidades han de
ser tratadas de forma especial, ya que en las narraciones las
relaciones de lugar son fundamentales.
◦ Tiempo. El tiempo es considerado en este modelo tambie´n
como una entidad. De este modo podemos manejar sus refe-
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rencias de una manera similar a co´mo manejamos el resto de
las entidades.
• Hechos. Las historias esta´n formadas por conjuntos de hechos
que se suceden durante el discurso narrativo. Sin embargo, los
Hechos no son simplemente elementos de informacio´n que po-
demos incluir o no en la historia en un punto determinado, sino
realidades que acontecen en un tiempo y lugar. Pueden ser ver-
dad durante toda la historia, en un instante, o un intervalo. Los
hechos, como se ha comentado, pueden ser referenciados, y un
personaje puede “contar” un hecho que exista en la historia. Los
Hechos pueden tener varias relaciones con Referentes. El con-
junto de estas relaciones depende del tipo de Hecho.
Se han divido los hechos en dos grupos: las Propiedades y los
Eventos:
◦ Propiedades. Las propiedades cuentan alguna caracter´ısti-
ca de un referente. Son el equivalente, en el lenguaje humano,
a las frases copulativas, en las que no hay accio´n, sino des-
cripcio´n de propiedades. Por ejemplo, un hecho es: So´crates
es mortal.
◦ Eventos. Los Eventos, a diferencia de las Propiedades,
relatan una accio´n. Son equivalentes a las frases predicati-
vas en los lenguajes naturales. So´crates ensen˜aba Filosof´ıa
en Atenas es un ejemplo de un Evento. Para este sistema
en el que las partes habladas son tan fundamentales se han
divido, adema´s, los Eventos en dos subgrupos:
 Dia´logo. Necesitamos, para tratar la informacio´n de la
que disponemos de un modo correcto, poder saber cua´ndo
algo es “dicho” y cua´ndo no. Por eso, tenemos que los
Dia´logos son aquellos eventos en los que se dice algo,
no so´lo se efectu´a.
 Narracio´n. Este tipo de eventos son los correspondien-
tes a todas aquellas acciones que no son habladas. Co-
rresponden a todas las acciones como “comer”, “andar”,
“coger”, etce´tera.
• Verbos. Los verbos son las acciones, y, por lo tanto, el nu´cleo de
los Hechos. “Decir”, “comer”, “alistar” o “filosofar” son Verbos
va´lidos en nuestro sistema.
Adema´s de esta taxonomı´a que acabamos de presentar para la ontolog´ıa,
se han definido tambie´n, aprovechando las posibilidades de las Lo´gicas
Descriptivas que ofrece OWL, una serie de propiedades entre los elemen-
tos de esta taxonomı´a de la ontolog´ıa, de modo que incluyamos en el dominio
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algo ma´s de conocimiento, cosa que va a ser fundamental a la hora de crear
las reglas que van a dirigir la generacio´n de los textos.
Estas propiedades en el prototipo implementado son, por ejemplo, que
el sujeto de un hecho ha de ser una Entidad, o que los intervalos de accio´n
de un evento tiene que ser Tiempos, y el orden que existe entre e´stos. Sin
pretender dar detalles ma´s concretos de implementacio´n explicando todas las
propiedades, es importante notar que estas caracter´ısticas son fundamentales
para asegurar una correcta creacio´n de la historia.
Instancias de referentes
Una vez que la ontolog´ıa, y con ella la estructura del dominio del sistema
y las relaciones que entre cada elemento del mismo existen, es posible crear
individuos para el dominio, o aquellas entidades que realmente instancian
las clases de la ontolog´ıa: los elementos reales sobre los que van a ser creadas
las historias. En la Figura 3.5 vemos esta idea representada gra´ficamente.
Figura 3.5: Ejemplo de individuos en el dominio de una historia.
Cada entidad de la historia pertenece a una clase de Referente, ya
sea un Personaje o un Lugar, por ejemplo. El u´nico paso que resta, por
tanto, es crear estas instancias. Existen diversas posibilidades para definirlas
y crear as´ı una descripcio´n de la historia, como explicamos en la Seccio´n
3.1.2. Sin embargo, no todo el conocimiento de cada historia tiene que estar
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contenido en la descripcio´n de la historia. Exponemos la solucio´n que ha
sido aplicada para resolver este problema en la Seccio´n siguiente.
Ontolog´ıa base y ontolog´ıas extendidas
Ya hemos definido la ontolog´ıa que almacena el conocimiento del domi-
nio en el que opera nuestro sistema. Sin embargo, hemos de recordar que
el programa que se ha disen˜ado y desarrollado no esta´ orientado a un so´lo
tipo de narraciones, sino que puede crear contenido textual a partir de va-
rias fuentes de datos, con, posiblemente, diferentes s´ımbolos que tratar y
diferentes significados. Si las fuentes de datos provienen de un sistema de
dia´logo entre robots auto´nomos, no vamos a disponer, muy probablemente,
de un vocabulario que haga referencia a ideas filoso´ficas, por lo que carece
de utilidad tener una sola ontolog´ıa que aglutine el conocimiento de todos
los sistemas. Por un lado, porque el trabajo ser´ıa inmenso para los sistemas
que conocemos, y, por otro, porque habr´ıa que remodelar la ontolog´ıa com-
pleta para cada nuevo dominio que quisie´ramos aceptar. Hemos adoptado
una aproximacio´n que nos permite adaptar el sistema segu´n sea necesario.
El uso que hemos dado a las ontolog´ıas consiste, por un lado, en la
creacio´n de una ontolog´ıa general que nos permite definir los conceptos
ba´sicos sobre los que siempre va a trabajar nuestro sistema. Estos conceptos
esta´n explicados en la Seccio´n anterior, y ba´sicamente conforman la ra´ız
del a´rbol de clases de objetos, elementos y hechos que se pueden dar en las
historias. Esta ontolog´ıa es fija, y el sistema siempre la considera.
Pero, adema´s, por otro lado, hemos hecho que para cada dominio para
el que el sistema tenga obligacio´n de generar historias, se ha de crear una
extensio´n de esta ontolog´ıa general, de modo que establezca los tipos
de clases ma´s particulares de dicho dominio, o propiedades sobre esas clases
ma´s especializadas. As´ı, tendr´ıamos, como entrada al sistema, el conjunto de
datos como conocimiento an˜adido sobre el conocimiento que ya se encuentre
en las ontolog´ıas base y extendida. E´stas, por lo tanto, representar´ıan el
“conocimiento compartido” que tanto el lector como el generador de historias
tienen y que no ha de ser denotado expl´ıcitamente. Por ejemplo, si decimos:
So´crates se sento´ en la silla.
Consideramos que el lector ya sabe que´ es una “silla”, y no tenemos que
explicarlo en la historia. Por tanto, en cada ontolog´ıa que extiende la onto-
log´ıa base tenemos la posibilidad de almacenar un conjunto de instancias,
no so´lo de clases, que definen de antemano un conocimiento dado, que no
ha de ser necesariamente escrito de manera expl´ıcita en los datos de entrada
para cada historia.
Hasta aqu´ı, sabemos que las ontolog´ıas complementan la informacio´n de
la entrada de la historia. Sin embargo, se permite en el sistema la posibilidad
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de sobreescribir la informacio´n que hay en la ontolog´ıa con la informacio´n
presente en la historia.
Cada s´ımbolo de instancia de un elemento del mundo esta´ u´nicamente
definido por su identificador o ı´ndice. Por ejemplo, en la Figura 3.6 podemos
ver una instancia de la clase Entidad (Entity en ingle´s).
Figura 3.6: Ejemplo de una instancia con nombre.
Pero podemos, en la historia, sobreescribir esta informacio´n. Si quisie´ra-
mos, por ejemplo, que “apple” fuera un Lugar y no una Entidad, simple-
mente tendr´ıamos que escribir, en un archivo de historia, la nueva informa-
cio´n, y el sistema automa´ticamente reescribira´ en su representacio´n interna
la informacio´n (Figura 3.7). Hay que tener en cuenta que la inconsistencia
que se pudiera ocasionar de esta reescritura no es considerada por el sis-
tema, y el usuario es el u´nico responsable de que se cumpla la coherencia
sema´ntica en el dominio de la historia.
# Example
location apple
Figura 3.7: Un posible cambio de tipo de Referente en la historia, sobre-
escribiendo el que exist´ıa en la ontolog´ıa.
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3.1.2. Especificacio´n de los datos de entrada
Lo necesario para que el sistema generador comience a funcionar, pues,
es disponer de una interfaz de comunicacio´n. En este prototipo se han con-
siderado tres alternativas: un formato creado para esta aplicacio´n, el uso
de XML y la interaccio´n nativa con Java. Lo necesario es que los datos
que se originan en los sistemas de mu´ltiples personajes puedan ser trans-
feridos a la aplicacio´n de generacio´n de texto de una forma estructurada,
de modo que la aplicacio´n pueda interpretarlos, y pasen as´ı de ser simples
datos a informacio´n. A continuacio´n damos ma´s detalle de estas alternativas
propuestas.
Comunicacio´n con ontolog´ıas
Evidentemente la manera ma´s directa de crear las instancias de nues-
tros Personajes, Lugares y dema´s es la de insertarlos directamente en
la ontolog´ıa del dominio. Simplemente, usando un editor de ontolog´ıas, o
trabajando directamente sobre el co´digo en OWL es posible crear todas las
instancias necesarias del dominio de la historia. La Figura 3.5 representa un
ejemplo de estas ideas.
No obstante, e´sta, desde el punto de vista del trabajo de investigacio´n
que presentamos, no es la mejor alternativa. Incluyendo la informacio´n en
la ontolog´ıa conseguimos un sistema muy r´ıgido, en el que la aplicacio´n que
genera datos tiene que modificar la ontolog´ıa (aunque so´lo las instancias)
para luego alimentar el generador de historias. A continuacio´n presentamos
otras alternativas que consideramos ma´s co´modas.
Comunicacio´n con formato propio
Existen varias maneras, como es evidente, de generar datos para ali-
mentar al sistema de narracio´n. Una de ellas es aprovechar aplicaciones o
sistemas, como se explica en la Seccio´n 4.2. No obstante, no siempre es
posible disponer de tales aplicaciones, ya que en ocasiones es muy costoso
desarrollar un sistema de varios personajes ma´s o menos inteligentes, y pue-
de no merecer la pena si la u´nica finalidad de e´stos es alimentar los datos
de un prototipo de generacio´n de historias en lenguaje natural.
Por esta razo´n, se ha creado un formato de archivo de datos para el
sistema, en el que se pueden especificar, en un simple archivo de texto,
los eventos que se suceden en un dominio dado, para que el generador de
historias pueda importarlo y crear con e´l una representacio´n del mundo,
como veremos ma´s adelante, en la Seccio´n 3.2.1.
Este formato, tal y como hemos comentado antes, simplemente consta
de una lista de hechos que conforman el conjunto de datos del mundo del
generador, entendiendo como mundo todos los datos a partir de los cuales
la historia puede ser creada.
3.1 Entrada de datos al sistema 67
A continuacio´n, en la Figura 3.8, se puede ver un ejemplo de este archivo.
Contiene un fragmento del Meno´n, el dia´logo plato´nico, que usamos durante
toda la explicacio´n del sistema. Los eventos aqu´ı an˜adidos han sido deduci-
dos a partir de la lectura del dia´logo. Vemos en este ejemplo que tenemos
tipos de referentes que corresponden a la ontolog´ıa: Verbos, como “be”, Lu-
gares, Personajes, etc. Adema´s, aquellos referentes ma´s complejos, como
las Propiedades, tienen ciertos campos que han de ser establecidos, y que
corresponden a relaciones entre varios referentes, como saber el “quie´n” o









property pr4 {who socrates; verb be; attribute male;
init 1; end 2}
property pr3 {who meno; verb be; attribute male;
init 1; end 2}
property pr1 {who meno; verb be; attribute mortality;
init 1; end 2}
property ev1 {who socrates; verb be_like; attribute
meno;init 1; end 2}
property pr2 {who socrates; verb be; attribute
mortality;init 1; end 2; because
pr1, ev1;}
Figura 3.8: Ejemplo de un archivo de entrada para el sistema, con la repre-
sentacio´n de un fragmento de un dia´logo de Plato´n.
Comunicacio´n con XML
El formato propio que se ha creado y acaba de ser expuesto tiene la
caracter´ıstica de ser muy sencillo de aprender, y los documentos, las his-
torias generadas con e´l se escriben con mucha facilidad. Sin embargo, este
formato ha sido creado so´lo para crear historias de manera manual, no para
comunicar sistemas de personajes con nuestro sistema narrador. Para esto
se ha optado por an˜adir otra posibilidad: usar XML, con sus propiedades
de estructuracio´n, como sistema de comunicacio´n.
La expresividad de ambos sistemas es exactamente la misma, pero usar
XML tiene ciertas ventajas, como explicamos a continuacio´n. El u´nico incon-
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veniente respecto del sistema de generacio´n anterior es la mayor dificultad
para generar documentos, ya que la sintaxis de XML es algo engorrosa. Sin
embargo, las aplicaciones pueden realizar esta tarea de modo transparente,
as´ı que, disponiendo de ambas alternativas, eliminamos ambos problemas.
El la Seccio´n 2.4 se ha presentado el lenguaje XML como un lenguaje de
marcado que ha ido convirtie´ndose con el uso en un esta´ndar de facto para la
comunicacio´n entre plataformas, debido a sus caracter´ısticas. Siguiendo estas
ideas, y teniendo en cuenta que uno de los requisitos fundamentales de esta
investigacio´n es poder unir el generador de historias con varias fuentes de
datos, se impone la necesidad de disponer de un sistema capaz de comunicar
sistemas informa´ticos de diversos tipos.
Por tanto, se ha optado por ofrecer la posibilidad de usar XML para la
comunicacio´n. As´ı, un programa escrito en C/C++ so´lo tendr´ıa que crear
un archivo XML con el formato y la DTD adecuada. A pesar de que las es-
tructuras de datos que se exportan podr´ıan ser representadas con cualquier
formato, se ha decido usar XML. La razo´n principal es la amplia dispo-
nibilidad de herramientas existentes para aprovechar la potencia de este
esta´ndar, las capacidades de estructuracio´n sencilla, y la posibilidad de eva-
luacio´n de la correccio´n y la buena formacio´n de los documentos integrada
en el esta´ndar XML. La DTD se puede ver en la Figura 3.9.
La estructura que los archivos XML han de tener ha evolucionado a par-
tir de los primeros prototipos de la aplicacio´n. El desarrollo y el refinamiento
de la grama´tica documental ha ido paralelo al progreso de los sistemas que
generan datos que han sido usados. El objetivo principal ha sido deducir
una plantilla DTD que cumpliese de forma gene´rica los requisitos de cada
uno de los sistemas que generan datos de personajes. As´ı, a pesar de que
la sintaxis gramatical resulta ma´s grande de lo necesario para sistemas con-
cretos, conseguimos un u´nico formato de entrada que todos los programas
que generan datos de ejecucio´n de personajes deben seguir cuando generan
el archivo de salida en XML.
En la Figura 3.10 mostramos un ejemplo que consiste en un fragmento
de un XML de entrada.
Comunicacio´n de modo nativo
La interaccio´n basada en XML o el formato propio del generador que
se ha creado es general y co´moda, pero no es ra´pida. Un programa nativo
en Java deber´ıa ser capaz de llamar al generador de historias directamente
en la Ma´quina Virtual. Para este objetivo, nuestra aplicacio´n ha sido
empaquetada en un archivo JAR que puede ser usado como liber´ıa de forma
nativa.
De este modo, cualquier programa Java puede disponer de nuestro ge-
nerador de contenidos, y podr´ıa ser usado para varias aplicaciones, y de
muy distintos tipos, de una manera muy sencilla. Simplemente examinando
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<!ELEMENT Attribute EMPTY >
<!ATTLIST Attribute Id NMTOKEN #REQUIRED >
<!ELEMENT Character ( #PCDATA | Event | Property )* >
<!ATTLIST Character Id NMTOKEN #REQUIRED >
<!ELEMENT Description ( #PCDATA ) >
<!ELEMENT Entity EMPTY >
<!ATTLIST Entity Id NMTOKEN #REQUIRED >
<!ELEMENT Event EMPTY >
<!ATTLIST Event Because NMTOKEN #IMPLIED >
<!ATTLIST Event Direct NMTOKEN #IMPLIED >
<!ATTLIST Event End NMTOKEN #REQUIRED >
<!ATTLIST Event Id NMTOKEN #REQUIRED >
<!ATTLIST Event Indirect NMTOKEN #IMPLIED >
<!ATTLIST Event Init NMTOKEN #REQUIRED >
<!ATTLIST Event Verb NMTOKEN #REQUIRED >
<!ATTLIST Event Where NMTOKEN #IMPLIED >
<!ATTLIST Event How NMTOKEN #IMPLIED >
<!ELEMENT Property EMPTY >
<!ATTLIST Property Because NMTOKEN #IMPLIED >
<!ATTLIST Property End NMTOKEN #REQUIRED >
<!ATTLIST Property Id NMTOKEN #REQUIRED >
<!ATTLIST Property Init NMTOKEN #REQUIRED >
<!ATTLIST Property Value NMTOKEN #REQUIRED >
<!ATTLIST Property Verb NMTOKEN #REQUIRED >
<!ELEMENT Story ( Description, Entity*,
Attribute*, Verb*, Character* ) >
<!ATTLIST Story Id NMTOKEN #REQUIRED >
<!ELEMENT Verb EMPTY >
<!ATTLIST Verb Id NMTOKEN #REQUIRED >
Figura 3.9: DTD de los XML de datos.
el interfaz de llamadas de la aplicacio´n (API) puede conseguirse un enlace
sencillo y ra´pido.













<Property Verb="be" Id="pr4" Init="1" End="2"
Value="male" />
<Property Verb="be" Id="pr3" Init="1" End="2"
Value="mortality" />
<Event Id="ev1" Init="3" End="3" Verb="go"
Where="athens" Because="ev7"/>





Figura 3.10: Ejemplo de XML de entrada de datos a la aplicacio´n.
3.2. Proceso de los datos: Generaracio´n de histo-
rias
Hasta aqu´ı se han expuesto las estructuras y las ideas principales que se
usan en este sistema de generacio´n de historias en lenguaje natural. En esta
seccio´n vamos a describir el algoritmo con el que es crean, a partir de los
datos de entrada, la seleccio´n y orden de los hechos y relaciones entre ellos
que, finalmente, conformara´n la historia final.
El algoritmo que se ha creado consiste en una bu´squeda en el espacio
de estados que genera historias posibles a partir de los datos de entrada
de la vida de varios personajes. El algoritmo va an˜adiendo posibles sucesos
a la historia, relacionados con los anteriores, y evalu´a la similitud entre la
historia encontrada y el objetivo del usuario. Tras explorar todo el a´rbol de
soluciones va´lido, elige la historia cuyas caracter´ısticas son ma´s similares a
lo que el usuario del sistema requer´ıa.
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3.2.1. Objetivos: Representacio´n formal de los datos para el
sistema de narracio´n
Los ordenadores necesitan una representacio´n formal de los datos con
los que se les alimenta para poder procesarlos y generar una salida que
nos sea u´til. Hasta aqu´ı hemos hablado de la entrada como conceptos de
una ontolog´ıa, que pueden ser trivialmente traducidos a una representacio´n
informa´tica, y ah´ı a algu´n lenguaje concreto de ordenador en el que especi-
ficar el comportamiento. Por tanto, la entrada del sistema, desde un punto
de vista computacional, queda explicada en la Seccio´n 3.1.2.
Las herramientas que, como la que se presenta en este trabajo, esta´n
orientadas a la comunicacio´n entre el contenido de informacio´n almacenado
en una ma´quina y un humano que va a recibirlo, no pueden soslayar el
problema de la interaccio´n entre el programa y el usuario.
Como hemos comprobado hasta aqu´ı, la generacio´n de texto en lenguaje
natural a partir de trazas de ejecucio´n es un proceso complejo que requiere
mucha informacio´n adicional no presente en los datos de entrada, y que
debe, por tanto, ser creada por la ma´quina (Seccio´n 2.3), o incluida en el
algoritmo de proceso por el humano.
Por tanto, la labor del hombre en la generacio´n de historias no es tri-
vial. Hemos de saber que´ tenemos que generar como salida, y de que´ repre-
sentaciones internas disponemos para hacer funcionar el algoritmo en una
ma´quina.
Si se consiguiera realizar una representacio´n general de lo que quiere el
usuario sobre la generacio´n de textos, habr´ıamos conseguido modelar los
deseos de un humano, y eso, hoy por hoy, no es posible. Por esta razo´n, sim-
plemente adoptamos una postura directa y especificamos mediantes s´ımbolos
dependientes del dominio que´ queremos representar, y el algoritmo, median-
te reglas que “entiendan” los deseos del usuario mediante la interpretacio´n
computacional (el proceso del programa), guiara´ la generacio´n de la historia
para que se ajuste lo ma´s posible a lo que la persona que esta´ utilizando el
programa reciba la salida que desea recibir.
A cada uno de estos s´ımbolos les hemos llamado Objetivos. Un Obje-
tivo es, por tanto, una estructura que contiene:
Informacio´n sobre que´ quiere el supuesto lector saber sobre la histo-
ria.
Algoritmos para conseguir, a partir de la intencio´n del lector, conse-
guir un conjunto de mensajes que transmitirle.
En nuestro sistema, hemos creado un sistema de Objetivos basado en
la herencia, usando su funcionalidad sema´ntica de especificacio´n de compor-
tamientos. As´ı, tenemos, por ejemplo, el Objetivo del deseo del lector de
conocer una caracter´ıstica cualquiera sobre un personaje y, por herencia de
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este Objetivo, aque´l cuyo significado establece que el lector desea saber el
valor de la caracter´ıstica “nombre” de cierto personaje. Este comportamien-
to, por tanto, es una versio´n ma´s espec´ıfica del anterior.
Cada objetivo, por tanto, tiene una serie de para´metros que lo definen y
unos algoritmos de reduccio´n a mensajes legibles que conforman el discurso,
como explicaremos a continuacio´n, que hacen que tengan un comportamiento
en la traduccio´n similar a Schemas.
3.2.2. Creacio´n de los objetivos
El conjunto de Objetivos que creamos no ha salido, por supuesto, de la
nada. Es una parte fundamental del modelo de nuestro sistema y radicarlo
en una base fuerte y coherente le confiere una solidez que es indispensable
para que el sistema no presente lagunas como algoritmo y pueda, tambie´n,
ser ampliado y modificado. Por tanto, los objetivos que hemos creado y
presentamos en este trabajo ha sido extraidos del dia´logo sobre el cual,
como ejemplo, mostramos el comportamiento del sistema.
Para realizar este cometido se ha partido del dia´logo “Meno´n” de Plato´n,
utiliza´ndolo como corpus o documento original de datos, para realizar te´cni-
cas de ingenier´ıa inversa a partir del escrito. La idea ha sido identificar
que´ objetivos se han intentado satisfacer en el dia´logo e ir anota´ndolos o
extraye´ndolos de forma jera´rquica sin ningu´n me´todo concreto.
La razo´n de no usar ningu´n algoritmo manual concreto para la extrac-
cio´n de los objetivos se debe a que no existen modelos de la perspectiva de
los objetivos en los textos [BIR04, RD00, Tab06]. Esto quiere decir que no
hay ninguna tabla de objetivos que podamos simplemente usar para iden-
tificar que´ se pretende obtener en la percepcio´n del lector cuando el autor
escribe algo de una manera exacta. Muy probablemente, tener este modelo
no sea posible, dadas las caracter´ısticas de la produccio´n narrativa humana.
Sin embargo, del mismo modo que al leer un dia´logo de Plato´n es posible
entender la idea que quiere transmitir, tambie´n es posible identificar por
objetivos lo que estamos entendiendo, y de este modo extraer el contenido
que necesitamos.
Huelga decir que la extraccio´n que se haga es de manera muy grande,
subjetiva, y que cada autor de esta tarea obtendra´ objetivos que pueden ser
radicalmente opuestos. Para comprobar este hecho so´lo hay que examinar
la multitud de diversas opiniones sobre lo que el autor de un texto concreto
existen, y las disputas sobre ellas que en infinidad de ocasiones se dan sin
solucio´n.
Ejemplo de la obtencio´n de objetivos
Vamos a exponer un ejemplo clarificador de una extraccio´n de los obje-
tivos a partir del corpus del dia´logo Meno´n de Plato´n que se ha realizado.
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En este ejemplo mostramos un fragmento del dia´logo, y explicamos cua´l es
el proceso de extraccio´n. En el siguiente texto esta´ escrito. Se refiere al mo-
mento en el que So´crates le pide a Meno´n que le explique lo que pensaba
Gorgias sobre la virtud.
So´crates: No tengo buena memoria, Meno´n, y por lo tanto no
puedo decirte ahora lo que pense´ de e´l entonces. Y me atrevo a
decir que e´l sab´ıa, y que tu´ sabes lo que dijo: por favor, por lo
tanto, recue´rdame lo que dijo o, si prefieres, cue´ntame tu punto
de vista, porque sospecho que e´l y tu´ pensa´is cosas parecidas.
En este pa´rrafo podemos ver que existe un objetivo principal que es
el de pedir al interlocutor que le cuente algo. No obstante, podemos leer
claramente que este objetivo no ha sido comunicado con una simple orden
imperativa o enunciativa de deseo, sino con un pa´rrafo entero cargado de
elementos con sema´ntica particular dependientes del objetivo concreto.
Ahora, analizando ma´s el texto, vemos que podemos dividir el objetivo
en varios. Como hemos comentado, no disponemos de un modelo, pero de
una manera intuitiva, y siguiendo algunas pautas que nos dan las teor´ıas
sobre los objetivos del texto [MT88], podemos encontrar subdivisiones. As´ı,
dividimos el objetivo principal de querer saber lo que dijo Gorgias en:
Explicar a Meno´n que So´crates no tiene buena memoria.
Suponer que Meno´n tiene la respuesta.
Pedirle esta respuesta.
As´ı, ya tendr´ıamos ma´s objetivos que compondr´ıan el principal. Pero,
aun habiendo dividido ya el problema, no lo tenemos solucionado, puesto
que estos objetivos no son lo suficientemente concretos para ser considera-
dos como ato´micos (no descomponibles), y debemos reducirlos au´n ma´s. La
siguiente lista muestra co´mo hacemos la divisio´n:
Explicar a Meno´n que So´crates no tiene buena memoria.
• Decir que no tiene buena memoria.
• Explicar que esto es la causa de no poder responder.
Suponer que Meno´n tiene la respuesta.
• Decir que o Gorgias tiene una idea,
• o Meno´n tiene la idea.
Pedirle esta respuesta.
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• Ped´ırsela expl´ıcitamente.
• Explicar que se la pide porque supone que la sabe.
Vemos que tenemos una divisio´n ma´s importante en este punto. Ahora
tenemos seis elementos de objetivo, y podemos considerar que son lo sufi-
cientemente concretos para buscar en la base de conocimiento que tenemos,
e intentar sustituirlos. Si podemos hacerlo, habremos logrado el objetivo, y
habremos conseguido generar un texto que corresponde a este pa´rrafo del
Meno´n. En la Figura 3.11 se representa de manera gra´fica el proceso de
extraccio´n que hemos realizado. Vemos en ella que se ha llevado a cabo la
abstraccio´n de los objetivos, quitando de ellos la componente particular de lo
que se dice. Con esto ya tenemos un nuevo esquema de traduccio´n de objeti-
vos, y cada vez que nos encontremos un objetivo como el primero, sabremos
co´mo podemos sustituirlo por contenido de la base de conocimiento.
Figura 3.11: Representacio´n de la extraccio´n de los objetivos a partir de los
dia´logos de Plato´n.
En la figura, adema´s, vemos las relaciones entre los objetivos, que son
fundamentales. Las relaciones hacen que el lector tenga una visio´n ma´s cohe-
rente del texto al entender, gracias a ellas, co´mo se han desarrollado los he-
chos que se cuentan en funcio´n de los otros. Las relaciones que hemos usado
para los objetivos son un subconjunto de la RST (Seccio´n 2.1.7). Cada re-
lacio´n reto´rica de este conjunto esta´ orientada a explicar los objetivos que
ha establecido el escritor con respecto al texto escrito, por lo que es en este
punto donde se muestra su potencial en relacio´n con nuestra investigacio´n.
Es fundamental notar que, como es ma´s que habitual en los programas
de planificacio´n del discurso, y como ha sido presentado en la Seccio´n 2.1.4,
los Objetivos que creemos, al modelar el sistema, son precisamente parte
del sistema, y no pueden estar, por la naturaleza con la que los construimos,
desligados del dominio del mismo.
Por tanto, nuestros objetivos son dependientes del sistema de generacio´n.
Lo u´nico a lo que podemos aspirar, siguiendo como hemos seguido estas ideas
de generacio´n, es que el sistema al que esta´ acoplado nuestro algoritmo sea
uno general que englobe los particulares sobre los que queremos generar
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historias, de modo que alcancemos una altura ma´s global en la generacio´n
de historias en lenguaje natural. Estas ideas las discutimos en la Seccio´n
4.5.2
3.2.3. Traduccio´n de objetivos: Planes de discurso
Una vez que disponemos de un a´rbol de objetivos del discurso generamos
como acabamos de ver en la Seccio´n 3.2.2, debemos traducirlos a un texto
que represente una historia en lenguaje natural. Para ello, una vez que hemos
llegado a un punto en el que cada objetivo es reducible segu´n nuestro modelo,
podemos buscar en la base de conocimiento que hemos adquirido para el
sistema como contamos en la Seccio´n 3.1, y crear un a´rbol documental, que
es el principal objetivo de este proyecto.
Desde luego es necesario disponer de una estructura fija para crear la
salida del sistema. En el nuestro se ha elegido adoptar una de las aproxima-
ciones ma´s cla´sicas en la GLN: los Planes de discurso. Estas estructuras
consisten en datos que almacenan cierta informacio´n para el lector (un hecho
o un evento) pero relacionadas con las dema´s segu´n un esquema intencional,
siguiendo las teor´ıas de la RST [MT88].
Definimos Planes de discurso como un conjunto finito de estructuras
de datos que, una vez desplegadas como discurso completo, adquieren forma
de un a´rbol documental, en el que cada nodo posee, adema´s de informacio´n
por s´ı mismo, una relacio´n determinada en la que queda clara su intencio´n
con respecto al resto del texto. En la Figura 3.12 podemos ver la jerarqu´ıa
de los Planes de discurso con la que trabajamos en esta investigacio´n.
En la figura representamos los planes que hemos disen˜ado como una
jerarqu´ıa de clases, pues se ha considerado que esta representacio´n era la que
de manera ma´s clara iba a mostrar la forma que tiene nuestra aportacio´n.
En la lista que sigue damos ma´s detalle.
Unidad sema´ntica (SemanticUnit). Se ha optado, de la misma
manera que hacemos en la ontolog´ıa con los Referentes, por crear
una unidad cuya intencio´n sea la de agrupar a todos aquellos elementos
que puedan contener un significado por s´ı mismos, y que puedan apa-
recer en el discurso final. Son las Unidades sema´nticas. Se dividen
en dos clases de elementos:
• Plan de discurso (DocumentPlan). Los planes del discurso
son aquellas Unidades sema´nticas que son divisibles en ma´s
Unidades sema´nticas, sean de la naturaleza que sean. Es po-
sible crear diferentes tipos de esta clase, pero se ha trabajado en
esta aportacio´n con Planes de discurso como tales, y con una
subdivisio´n:
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Figura 3.12: Figura que representa la estructura que usamos de los planes
de discurso.
◦ Pa´rrafo (DPParagraph). Cada Pa´rrafo es una unidad
de significado que, como su propio nombre indica, correspon-
de a un conjunto de Unidades sema´nticas agrupadas y
ligeramente aisladas, por su significado, relacio´n o localidad,
de las dema´s de un discurso. En resumen, va a corresponder
a un pa´rrafo en el texto final.
• Mensaje (Message). Los Mensajes son Unidades sema´nti-
cas que ya s´ı corresponden a un elemento relacionado con la base
de conocimiento (en general, identificado con uno de ellos), y que
puede ser expresado de forma independiente del discurso, a pesar
de que si e´l seguramente carecera´ de coherencia para un lector.
Los Mensajes pueden ser de tipo narrado o de tipo dia´logo. Esta
divisio´n es fundamental en nuestro sistema, ya que no se tratara´n
igual, como veremos, los dos tipos de estructuras.
◦ Mensaje Narrado (NarrationMessage). Para cada tipo
de informacio´n que se quiere expresar se ha creado un tipo
de mensaje concreto, que no reproducimos aqu´ı por brevedad
y concisio´n. Por ejemplo, para decir “Meno´n quiere tener
una respuesta”, crear´ıamos un mensaje de tipo Deseo, en
el que guardar´ıamos la informacio´n concreta sobre el deseo.
La cantidad y los tipos de mensajes que se crean son muy
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dependientes del dominio. Un ejemplo de mensaje narrado es
un mensaje de PropertyMessage, que expresa un atributo
de un personaje.
◦ Mensaje de Dia´logo (DialogMessage). Estos mensajes
son similares a los anteriores, con la diferencia de que su
contenido es algo que se ha dicho. En ellos es importante
saber quie´n ha sido el autor, y el orden en la conversacio´n es
determinante. AskMessage, que expresa una sentencia en
forma interrogativa, podr´ıa ser un ejemplo de un mensaje de
dia´logo.
Con estas ideas sobre la salida del sistema en la Seccio´n 3.3 vamos a
explicar cua´l es la salida global del sistema. Sin embargo, au´n tenemos sim-
plemente Objetivos como deseo de traduccio´n, y Planes de discurso
como producto de la misma, queda por definir algoritmo que realizara´ la
traduccio´n.
Cuando tenemos los objetivos definidos, es posible realizar una operacio´n
de traduccio´n sobre ellos, de modo que convirtamos el deseo que, segu´n
nuestro modelo, tiene el lector, a una estructura legible de discurso. Para este
propo´sito se ha dotado a los objetivos, como hemos avanzado, de algoritmos
que realizan estas operaciones. La Figura 3.13 esquematiza estas ideas. En
el dibujo se ve que un objetivo posiblemente compuesto de subobjetivos
es traducido a un discurso posiblemente constituido por subdiscursos. Esta
operacio´n es la base de nuestro generador de historias.
Figura 3.13: Esquema que representa la traduccio´n de un Objetivo a un
Plan de discurso.
El algoritmo con el que se realiza la traduccio´n consiste en una bu´squeda
recursiva en profundidad sobre esquemas de discurso guiada por la percep-
cio´n del lector del discurso narrativo. Vamos a definir y explicar estas ideas
en los subapartados siguientes.
Esquemas de discurso
En la Seccio´n 3.2.2 hemos visto co´mo conseguir objetivos mı´nimos a
partir de objetivos ma´s generales y posiblemente complejos. En esta seccio´n
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vamos a ver co´mo traducir estos objetivos ya reducidos a planes de discurso
apropiados.
Hemos seguido las ideas cla´sicas, como hacen muchos autores, de los
Schemas [McK85]. El concepto es partir de una representacio´n que simbo-
lice un estado particular de la generacio´n, e intentar traducirlo por mensajes
de forma que, dado un objetivo, se devuelva un discurso. Para esto usamos
todo un sistema de producciones que se van a aplicar a objetivos concretos
segu´n el algoritmo que explicamos en la Seccio´n 3.2.3. Dichas producciones
tienen una estructura de grama´tica independiente del contexto, en la que
los terminales son conjuntos de mensajes y los no terminales son objetivos.
Es importante notar que las producciones, es decir, los pasos desde los
objetivos a los conjuntos de mensajes, en ocasiones, para una regla concreta,
tiene la misma precondicio´n, y diferentes postcondiciones, es decir, un obje-
tivo puede traducirse por varios conjuntos de mensajes distintos. Que´ regla
de produccio´n elegir va a ser determinado por la base de conocimiento y la
percepcio´n del discurso narrativo.
Siguiendo las producciones, pues, creamos, segu´n vamos aplica´ndolas,
una traduccio´n, de una manera parecida a la siguen generalmente los com-
piladores [ASU88]. Con cada produccio´n tenemos un discurso parcial que,
al ascenderlo por el a´rbol gramatical y unirlo segu´n las reglas que se han ido
escribiendo para definir la grama´tica, nos dan el discurso final.
A continuacio´n mostramos un ejemplo de la traduccio´n que puede servir
para aclarar un poco ma´s las ideas que hemos comentado de forma general
hasta aqu´ı. En este ejemplo vemos como reducimos un objetivo usando la
grama´tica hasta tener un discurso parcial concreto.
Tenemos, por ejemplo, el objetivo de ReasonGoal, que tiene como
propo´sito, y as´ı esta´ programado en e´l, razonar las causas de un hecho dado
a partir del conocimiento que tiene el sistema. Este objetivo crea un discurso
con un solo pa´rrafo que tiene como nu´cleo el hecho que queremos razonar,
y como precondiciones todas aquellas que encuentre en la base de conoci-
miento. En la Figura 3.14 podemos ver un ejemplo de la ejecucio´n de la
aplicacio´n que se ha programado.
Este ejemplo podr´ıa traducirse, para que quede ma´s clara la expresio´n,
como:
Si Meno´n es mortal y So´crates es como Meno´n, entonces So´crates
es mortal.
Al reducir el objetivo se han tenido en cuenta varios para´metros que co-
mentamos ma´s adelante. El que tiene relacio´n con esta parte de la memoria
del trabajo de investigacio´n es el de la extraccio´n de la base de conocimien-
to de los hechos indicados. Para realizar este cometido, cada objetivo tiene
un algoritmo programado segu´n unas reglas determinadas que son preci-
samente la sema´ntica del objetivo, y se encargan de acceder a la base de
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Content Planner - (c) Carlos Leo´n 2007.
Creating world "logic.txt"...
Added "verb" with id "be". Ok.
Added "verb" with id "be_like". Ok.
Added "attribute" with id "mortality". Ok.
Added "attribute" with id "male". Ok.
Added "character" with id "socrates". Ok.
Added "character" with id "meno". Ok.
Added "entity" with id "1". Ok.
Added "entity" with id "2". Ok.
Added "property" with id "pr4". Ok.
Added "property" with id "pr3". Ok.
Added "property" with id "pr1". Ok.
Added "property" with id "ev1". Ok.
Added "property" with id "pr2". Ok.
Creating table links...
World created succesfully.
Created ReasonGoal for fact "pr2".











Figura 3.14: Ejemplo de una ejecucio´n del prototipo traduciendo un solo
objetivo.
conocimiento. En funcio´n de que´ objetivo sea, puede que sea capaz de en-
contrar hechos particulares para e´l, o no. Si falla y no puede “narrar” este
objetivo, habr´ıa que encontrar otra opcio´n. Esta bu´squeda, como te´cnica de
Inteligencia Artificial, se explica en la Seccio´n 3.2.3.
Por ejemplo, e´ste que acabamos de exponer en la Figura 3.14 tiene como
algoritmo de traduccio´n el que se expone en la Figura 3.15, como lista de
operaciones.
De este modo se pueden definir todos los objetivos, con su algoritmo de
reduccio´n.
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1. Crear un pa´rrafo
2. Crear, dentro del pa´rrafo, una relacio´n reto´rica:
a) El nu´cleo sera´ lo que se quiere justificar.
b) Los sate´lites sera´n todos aquellos elementos de la base de conoci-
miento con los que el nu´cleo tenga una relacio´n de consecuencia.
3. Si no existen los sate´lites, el objetivo falla.
4. Si existen, el objetivo es va´lido y se crean las relaciones de Conjun-
cio´n entre los sate´lites, y de Condicio´n entre los sate´lites y el nu´cleo.
Figura 3.15: Algoritmo del objetivo ReasonGoal
Bu´squeda recursiva en profundidad
Hasta aqu´ı se ha explicado co´mo traducir un nombreObjetivo a una
representacio´n estructurada del discurso. Sin embargo, sabemos que existe
una cantidad potencialmente infinita de posibilidades de narrar una historia,
aun manteniendo una sema´ntica, e incluso un orden de los hechos dado. Sin
pretender, por supuesto, alcanzar un examen de todas las posibilidades (cosa
imposible), nuestro sistema realiza un bu´squeda entre muchas posibilidades
de contar la historia, eligiendo la mejor posible.
Para crear esta bu´squeda se crea un espacio de posibles opciones sobre
que se explora para encontrar la mejor segu´n unos te´rminos que ma´s adelante
explicamos. Esta bu´squeda se plantea siguiendo las te´cnicas cla´sicas de la
Inteligencia Artificial de bu´squeda en el espacio de estados, desde un estado
inicial hasta uno suficientemente bueno que sera´ elegido como la solucio´n
del problema, en este caso, el discurso ma´s apropiado.
La primera aproximacio´n tomada para buscar en el espacio de estados
ha sido realizar una bu´squeda en anchura comu´n para explorar el a´rbol de
soluciones. Esta alternativa, sin embargo, es muy ineficiente: el nu´mero de
nodos de bu´squeda que corresponden a historias parciales es exponencial, con
lo que el coste en te´rminos de memoria y tiempo es muy elevado. Sabemos,
por otro lado, que en nuestro caso la bu´squeda termina si programamos
bien las reducciones de los Objetivos, con lo que el algoritmo es completo
y o´ptimo en te´rminos de la heur´ıstica con la que valoremos los discursos, de
cuya optimalidad no tiene sentido hablar, ya que la narracio´n no tiene una
valoracio´n absoluta posible. Por tanto, tiene sentido usar esta te´cnica.
El coste es tan elevado que no han podido llevarse a cabo pruebas reales,
ya que la memoria de la ma´quina utilizada1 no era suficiente para un colecti-
vo de 10 personajes con 10 hechos cada uno. En la implementacio´n que se ha
1768 Megabytes de memoria RAM
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realizado, en la ma´quina anterior, la Ma´quina Virtual de Java lanzaba
una excepcio´n de tipo OutOfMemoryError (error por desbordamiento de la
memoria), por lo que nunca se ha podido llegar a finalizar una ejecucio´n.
Por lo tanto, la solucio´n para resolver este asunto, dados los problemas
de memoria, fue traducir el algoritmo de bu´squeda en el espacio de esta-
dos, transforma´ndolo de uno en anchura, basado en una cola por uno en
profundidad, basado en una pila. Los algoritmos basados en una pila tienen
el mismo coste asinto´tico en tiempo, pero no en memoria. Gracias a este
cambio, la Ma´quina Virtual de Java no tiene problemas de desborda-
miento de memoria, y el algoritmo puede terminar. Evidentemente, pese a
haber resuelto los problemas de memoria, el coste en tiempo sigue siendo
muy grande.
Si durante la bu´squeda exploramos todos las posibles historias que pue-
den ser generadas, nuestro algoritmo es completo. Sin embargo, no significa
que sea o´ptimo de manera general, recordemos, ya que la evaluacio´n de la
similitud entre la historia generada y el objetivo que ha de cumplir la his-
toria, como explicamos en la Seccio´n 3.2.4, es de cara´cter heur´ıstico, y no
asegura ninguna optimalidad. Ma´s adelante se discuten estas ideas.
Siguiendo esta manera de generar discursos, el algoritmo crea todos los
posibles siguiendo una bu´squeda exhaustiva en profundidad. El algoritmo,
pues, elige un primer objetivo que se establece a mano como entrada del
sistema (lo que el lector deber´ıa querer saber), y construye varios discursos.
La Figura 3.16 representa estas ideas.
Percepcio´n del discurso narrativo por parte del lector
Hoy en d´ıa modelar el cerebro humano esta´ fuera de nuestro alcance.
Existe una gran cantidad de disciplinas de todos los a´mbitos volcadas en
el conocimiento de los mecanismos mentales de las personas. Desde luego,
esta investigacio´n no pretende crear un modelo de esa magnitud, pero si
permitimos varias relajaciones, y nos centramos en los aspectos puramente
literarios, y so´lo, desde luego, funcionales, podemos conseguir un sistema
que, a pesar de no emular al hombre, sea capaz de guiar la creacio´n de
historias.
A medida que el a´rbol de bu´squeda de estados que representan historias
apropiadas va siendo generado, en cada paso, como historia parcial, cal-
culamos el estado del modelo del lector como perceptor de la historia. En
esta seccio´n explicamos co´mo, a lo largo de la generacio´n de la historia, la
percepcio´n del lector, segu´n la hemos creado, va evolucionando.
La visio´n que el lector tiene de lo que se esta´ contando, su imagen men-
tal, no so´lo es modificada por los atributos f´ısicos de los personajes. En una
historia que pretenda tener algo de contenido causal, es imperativo disponer
de un mecanismo que describa el estado mental de los personajes, de mo-
do que el lector pueda conocer las motivaciones, creencias y deseos de los
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Figura 3.16: A´rbol que representa la bu´squeda con diferentes posibles histo-
rias encontradas.
mismos.
En este trabajo se ha implementado las ideas BDI (Beliefs, Desires and
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Itentions) de agentes [Bra87] para modelar los personajes. Cada personaje
en la historia, por tanto, de la misma manera que los agentes BDI, tiene un
conjunto de creencias, deseos e intenciones que definen su estado mental.
Durante la historia, el sistema no crea la informacio´n BDI de los per-
sonajes, simplemente la extrae de los hechos que van an˜adie´ndose al relato
final. Es decir, la sema´ntica de las reglas que gobiernan el modelo de los
personajes ha de estar especificada en las aplicaciones que generen los datos
de entrada del sistema.
La percepcio´n del lector de los personajes sigue la historia, y tiene que ir
cambiado segu´n e´sta avanza. Para dar un ejemplo explicativo de esta idea,
si tenemos el siguiente texto (codificado en la entrada, desde luego, como
datos de ordenador, no como texto legible):
Los sofistas criticaban a So´crates.
Podemos decir que el personaje “So´crates” tiene un conocimiento del
mundo determinado acerca de lo que los sofistas piensan de e´l. De manera
estructurada, la representacio´n del personaje con este dato an˜adido ser´ıa la
que se refleja en la Tabla 3.1.
Personaje
Creencias [desprecio de los sofistas]
Deseos [· · · ]
Intenciones [· · · ]
· · · · · ·
Tabla 3.1: Tabla que representa el conocimiento del estado mental de un
personaje con creencias.
Si, adema´s, el lector lee en la historia que nuestro personaje, “So´crates”,
desea ser respetado por los sofistas, tendr´ıamos que actualizar el estado
mental del personaje “So´crates” con el deseo que tiene de ser respetado. Si
la frase fuera:
So´crates deseaba ser respetado por los sofistas.
La representacio´n ser´ıa la mostrada en la Tabla 3.2.
Finalmente, dados unos deseos y unas creencias, los personajes generan
intenciones. Estas intenciones son aquellas decisiones del personaje sobre la
accio´n a realizar. Con frases como:
So´crates decidio´ beber cicuta.
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Personaje
Creencias [desprecio de los sofistas]
Deseos [respeto de los sofistas]
Intenciones [· · · ]
· · · · · ·
Tabla 3.2: Tabla que representa el conocimiento del estado mental de un
personaje con creencias y deseos.
Personaje
Creencias [desprecio de los sofistas]
Deseos [respeto de los sofistas]
Intenciones [beber cicuta]
· · · · · ·
Tabla 3.3: Tabla que representa el conocimiento del estado mental de un
personaje con creencias, deseos e intenciones.
El estado de la percepcio´n del lector acerca del personaje “So´crates” se
actualizar´ıa, y dar´ıa lugar a una nueva estructura de datos como la repre-
sentada en la Tabla 3.3. Esta tabla representa, evidentemente, un estado en
el cual tambie´n se han incluido las frases anteriores.
Por lo tanto, vemos co´mo, con estas ideas, la percepcio´n del lector sobre
los personajes de la historia puede ser modelada. Veremos, en el algoritmo
que genera, ordenando y filtrando, los hechos de la historia final, que esta
informacio´n es indispensable para conseguir una historia que transmita la
informacio´n que se quiere transmitir a los lectores de una manera coherente.
Los personajes dentro de una historia no son simples entidades formales
con deseos, creencias e intenciones, sino que representan seres con propie-
dades no so´lo mentales ma´s o menos complejas, dependiendo del tipo de
historia o narracio´n, y como tales su descripcio´n no puede ser simplemente
una referencia, es decir, “So´crates” no es nada con significado hasta que
no esta´ descrito. Por ejemplo, en una historia del estilo de la siguiente, no
sabemos quie´n es el So´crates ni que´ importancia tiene que no sea un sofista:
So´crates no era un sofista.
Sin embargo, si an˜adimos algunos atributos previos a la descripcio´n de
la accio´n, podemos entender mejor cua´les han sido las causas:
Hab´ıa un filo´sofo que se llamaba So´crates. Exist´ıan filo´sofos so-
fistas. Los sofistas ensen˜aban la arete´. La arete´ era la virtud.
So´crates buscaba la virtud. So´crates no era un sofista.
3.2 Proceso de los datos: Generaracio´n de historias 85
Por esto, el conocimiento que tiene el lector de los atributos de los per-
sonajes es una muy buena parte del contenido que ha de serle transmitido,
y por esta razo´n ha sido incluido en el modelo de la percepcio´n del lector.
Para hacer esta inclusio´n, la estructura de datos lo´gica que representa
el conocimiento del lector en un momento dado de la historia incluye una
lista de los personajes de cuya existencia el lector tiene consciencia. De estos
personajes “conocidos”, guarda los atributos que se saben. Es decir, si en la
historia ha aparecido algo del estilo de:
Hab´ıa un filo´sofo que se llamaba So´crates.
representado de manera estructurada, como se cuenta en la Seccio´n 3.2.1,
al an˜adir esa sentencia a la historia final, la percepcio´n del lector se actua-






· · · · · ·
Tabla 3.4: Tabla que representa el conocimiento de los atributos de un per-
sonaje.
Y, por tanto, el lector, segu´n el modelo, tendra´ esta informacio´n, que
servira´ para conducir el algoritmo de generacio´n de historias. Ba´sicamente,
podemos ver estas ideas resumidas y representadas gra´ficamente en la Figura
3.17. El texto correspondiente a este discurso ser´ıa:
So´crates era viejo y sabio, por eso, los sofistas lo criticaban.
Podemos resumir hasta aqu´ı que no disponemos de una descripcio´n fun-
cional del cerebro humano, pero pesar de eso, no es imposible nuestra tarea,
ya que, por un lado, so´lo estamos modelando una pequen˜a parte del com-
portamiento humano, y por otro no es necesario que el modelo se adapte
totalmente al comportamiento humano. Lo ma´s importante de la descrip-
cio´n de lo que piensa el lector que hemos hecho es que es una informacio´n
adicional para la creacio´n del discurso que podemos usar e ir actualizando
para generar el discurso.
Para poner un ejemplo que aclare, la representacio´n secuencial de la
Figura 3.18 muestra co´mo usar la percepcio´n del lector en un caso concreto.
Como vemos, la idea de la percepcio´n de la historia por parte del lector
es ma´s potente que la simple lista de referentes, ya que nos permite muchas
ma´s flexibilidad del discurso aplicando de manera no demasiado estricta el
modelo BDI.
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Figura 3.17: Discurso narrativo. Las cajas internas representan la percepcio´n
del lector.
1. Tenemos como Objetivo decir datos sobre los conocidos de un per-
sonaje.
2. Buscamos todas las relaciones en la base de conocimiento que pertenez-
ca al conjunto de relaciones entre personajes, como “amigo”, “enemi-
go”, “padre”, etce´tera.
3. Comprobamos en la percepcio´n del lector.
a) Si alguno de los personajes referenciados ya se conocen, se
desechan, y no se an˜aden.
b) Si existe algu´n personaje que tenga intencio´n de saber algo sobre
alguno, se crea un Objetivo de relacionar e´ste personaje que
aque´l.
4. Creamos un discurso con los posibles Objetivos creados y los Men-
sajes sobre los otros personajes
5. Actualizamos la percepcio´n de la historia del lector con todos los men-
sajes que hayan sido an˜adidos.
Figura 3.18: Ejemplo de la actualizacio´n de la percepcio´n del lector para un
caso concreto.
3.2.4. Evaluacio´n de la traduccio´n: creacio´n de la heur´ıstica
para las historias
Se ha comentado en la Seccio´n 3.2.3 que se prueban diferentes posibles
historias para luego conseguir una historia final que, segu´n cierta heur´ıstica,
se la ma´s adecuada de todas. En este apartado vamos a explicar co´mo se
extrae dicha heur´ıstica y co´mo se usa.
Muchos sistemas, como [PG06] emplean un sistema de valoracio´n de los
3.2 Proceso de los datos: Generaracio´n de historias 87
textos externa a la generacio´n y posterior a ella que consiste en evaluar de
una manera o de otra los textos generados, da´ndoles una “nota” a cada una
de sus partes (Seccio´n 2.3.1). Despue´s, se analiza la evaluacio´n de los textos y
se cierra el lazo aplicando las conclusiones en los retoques de algunas partes
determinadas de la generacio´n de la historia.
Nuestro sistema sigue una aproximacio´n similar, sin embargo la te´cnica
que hemos empleado consiste en incluir directamente las valoraciones en el
texto, no retocando el algoritmo, sino ajustando para´metros de una heur´ısti-
ca directamente desde la evaluacio´n de los usuarios.
Uso de la heur´ıstica
Cada discurso parcial que generamos tiene impl´ıcitamente una calidad.
Esta calidad es muy dif´ıcil de definir, y es, adema´s, tremendamente subje-
tiva (¿quie´n era mejor poeta: Francisco de Quevedo, o Luis de Go´ngora?).
Sin embargo, para crear un discurso narrativo mediante una bu´squeda nece-
sitamos un valor comparable (un nu´mero) que valore cada parte generada,
de forma que podamos guiar y terminar la bu´squeda.
Por tanto, necesitamos una funcio´n de valoracio´n de un discurso, una
funcio´n heur´ıstica que definamos de tal forma que sea posible saber el valor
de la misma para cada discurso. Para esto se ha disen˜ado una funcio´n de
varios te´rminos que se calcula a partir de cada discurso. En la siguiente lista
mostramos los valores que se han incluido en el prototipo:
Coherencia (CH), o co´mo ve el lector de coherente un texto.
Orden (O), si sigue un orden lo´gico que un humano podr´ıa haber
establecido.
Conocimiento (CO), o cua´nto sentido tiene referenciar elementos en
esa parte segu´n lo que se sabe de la historia.
Distribucio´n (D) de parte hablada y narrada de forma coherente.
As´ı, a cada discurso parcial que se genera se le puede aplicar esta funcio´n,
y cada discurso parcial tiene unos valores particulares de estos para´metros,
siendo forma, en consecuencia, la heur´ıstica de esta forma:
h(discurso) =
CH + OR + CO + D
4
(3.1)
As´ı, en la bu´squeda, sabremos calcular la “calidad” de las partes de la
historia generadas, con lo que sera´ posible realizar un busqueda correcta.
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Extraccio´n de la heur´ıstica
Queda explicar cua´l es el proceso de averiguacio´n de los valores de esta
heur´ıstica. Para conseguir este propo´sito, que no es en absoluto sencillo,
nos hemos basado en aproximaciones previas sencillas que esta´n basadas
en la encuesta de varios usuarios sobre textos concretos generados con la
intencio´n de que valoren el texto que se les da, y, sobre estas encuestas,
realizar te´cnicas estad´ısticas ba´sicas para extraer los valores que han de
tener los para´metros. Para realizar la explicacio´n vamos a poner un ejemplo
sobre el que se vera´ cua´l es el proces ba´sico.
Primero, supongamos que la historia ha generado un texto determinado.
Se le pide entonces a un conjunto de lectores que evalu´en la coherencia
del texto, y no la expresio´n lingu¨´ıstica textual, que, evidentemente, no es
correcta. Para evaluar esto, a cada lector se le da una cuartilla con el texto
generado y cuatro preguntas, que son las de la Figura 3.19. El texto ha
sido retocado desde la generacio´n original para que sea ma´s legible, pero sin
cambiar su estructura ni su relacio´n.
Supongamos, entonces, despue´s de tener n respuestas (10 en este ejemplo
que mostramos), que conseguimos la Tabla 3.5 de evaluacio´n
Coherencia Orden Conocimiento Distribucio´n
Lector 1 7 7 4 10
Lector 2 5 8 3 9
Lector 3 6 6 4 10
Lector 4 5 7 2 10
Lector 5 5 6 3 10
Lector 6 4 8 4 7
Lector 7 6 7 2 10
Lector 8 5 6 1 10
Lector 9 7 8 0 10
Lector 10 2 6 2 10
Tabla 3.5: Tabla que representa evaluacio´n de un texto para diez encuesta-
dos.
Por lo tanto, a partir de la tabla anterior los siguientes valores, aplicando
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Evalu´e la calidad del texto con valores del 1 al 10, teniendo en cuenta que
se interpretara´n aproximadamente como:
0 Ausente.
2.5 Existe, pero es incorrecto o insuficiente.
5 Es aceptable, pero nadie lo expresa as´ı.
7.5 Hay gente que lo expresa as´ı, pero no es la mejor manera.
10 No lo distingo de co´mo lo har´ıa un hombre que supiera escribir con
correccio´n.
El texto es el siguiente:
Socrates: Does Meno see that the boy has advanced? The boy
didn’t know before the side of the figure. The boy doesn’t know
now the side of the figure. The boy have difficulty now, but the
boy had not difficulty before.
Responda a las preguntas segu´n las instrucciones recibidas antes, desde el
punto de vista de la estructura lo´gica del texto, no la representacio´n textual.
Tenga en cuenta que es un fragmento de un texto y los personajes ya habr´ıan
sido presentados:
1. ¿Cua´l es la coherencia entre las frases, existe sentido como unidad?
2. ¿Existe un orden secuencial apropiado entre las frases?
3. ¿Hay un conocimiento de los personajes de la historia adecuado?
4. ¿Existe correccio´n y buena distribucio´n entre las partes dialogadas y
narradas?
Figura 3.19: Cuestionario para la evaluacio´n de historias.
Distribucio´n = 9,6
Y con estos valores ya podemos ajustar la funcio´n heur´ıstica de la calidad
del Plan de discurso que ha dado lugar a este texto.
h(discurso1) =
5,2 + 6,9 + 2,5 + 9,6
4
= 6,05 (3.2)
Por supuesto, la evaluacio´n no es perfecta. Muy probablemente ni si-
quiera el lector entienda perfectamente lo que quiere decir coherencia de la
misma manera que lo entendemos desde el punto de vista de la aplicacio´n,
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Figura 3.20: Gra´fica que representa los valores de la heur´ıstica segu´n la
evaluacio´n.
por lo que su puntuacio´n nunca sera´ exacta. Adema´s, dar una puntuacio´n
no so´lo es subjetivo, sino que seguramente el lector no sabra´ muy bien la
diferencia entre 3 y 4, en una escala del 1 al 10. Tambie´n hay que saber
que ningu´n lector, a priori, invertira´ mucho esfuerzo en valorar realmente la
historia, y generalmente no se puede obligar a alguien que lo haga.
Por estas razones sabemos que no tenemos la informacio´n ma´s perfecta,
pero lo consideramos como una aproximacio´n mı´nima que nos habilita para
seguir perfeccionando la evaluacio´n y estudiando la repercusio´n de esta en
la calidad del sistema final como se ve desde el punto de vista del creador
de la misma: lo cercana que es a la manera de escribir textos que tenemos
los humanos.
3.3. Salida del sistema: El texto generado
Hasta esta seccio´n hemos presentado el funcionamiento interno del sis-
tema de generacio´n en cuanto a la planificacio´n de contenido se refiere. No
obstante, pese a estar en esta parte la aportacio´n principal del trabajo, se
ha acometido adema´s la tarea de realizar lo que se conoce en la literatura
como Surface Realization, o paso de la representacio´n estructurada y
formal de la informacio´n sobre una historia en un ordenador a un texto, ya
en un idioma natural (espan˜ol, ingle´s...) para la posterior legibilidad por un
humano.
3.3.1. Traduccio´n de discurso a texto
La propuesta que aqu´ı realizamos consiste en una manera simple pero en
ocasiones eficaz que consiste en la traduccio´n directa de los Mensajes que se
han producido durante el proceso de generacio´n texto, siendo la traduccio´n
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de cada mensaje llevada a cabo mediante la aplicacio´n de una plantilla de
texto dependiente de dicho mensaje. Es decir, el mensaje de “conocer algo”
tiene una plantilla del estilo de (en ingle´s):
%SUJETO % knows %DIRECTO % [at %TIEMPO %].
En esta plantilla, so´lo habr´ıa que hacer las sustituciones, y so´lo an˜adir
aquellas partes de las que realmente tenemos informacio´n, es decir, si no
tenemos la informacio´n sobre cua´ndo ocurrio´ el hecho en la base de co-
nocimientos, en la plantilla deber´ıamos omitir el “[at %TIEMPO %]”. As´ı,




Tabla 3.6: Ejemplo de un mensaje que va a ser traducido por texto.
Este mensaje podr´ıa ser traducido como:
Socrates knows virtue.
De esta forma podemos traducir los mensajes. No obstante, si en la
historia realizamos una traduccio´n tan simple, el resultado final va a ser
muy pobre. Necesitamos un sistema de traduccio´n que este´ por encima de los
simples mensajes, porque por un lado tenemos que representar la estructura
del texto, y por otro, adema´s, las relaciones entre los diferentes hechos que
narramos.
Supongamos que tenemos, pues, una estructura ma´s compleja, todo un
pa´rrafo, como elemento de plan de discurso. La Figura 3.21 muestra este
pa´rrafo. Vemos que tenemos una relacio´n de condicio´n entre un nu´cleo y










Figura 3.21: Ejemplo de pa´rrafo que va a ser pasado a texto.
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Para conseguir esto, usamos plantillas de la misma manera que en los
Mensajes, pero ahora las aplicamos a todas las Unidades Sema´nticas.
As´ı, los Pa´rrafos tambie´n pueden ser traducidos. En el ejemplo que esta-
mos siguiendo, podr´ıamos tener la plantilla de:
%NUCLEO % %traduccion(RELACIO´N) % %SATELITES %.
Esta plantilla indica que primero hay que escribir el nu´cleo de la rela-
cio´n, despue´s una representacio´n textual de la relacio´n reto´rica que uno el
nu´cleo con los sate´lites, y, despue´s, el conjunto de sate´lites, que a su vez
puede ser traducido mediante la aplicacio´n de otras plantillas diferentes que
correspondan segu´n el caso. La traduccio´n de la “RELACIO´N” de la que
hablamos consiste en la aplicacio´n de una tabla que equipara las relaciones
reto´ricas con representaciones textuales, de la forma:
Tabla de traduccio´n de relaciones reto´ricas
CONDITION “, because ”
CONJUNCTION “, and ”
· · · · · ·
Tabla 3.7: Fragmento de la tabla de traduccio´n a texto de las relaciones
reto´ricas.
As´ı, siguiendo la Figura 3.21, podr´ıamos establecer la traduccio´n como:
Meno asks, because Meno doesn’t know.
Como se ve, con estas simples reglas de plantillas, por lo tanto, ya ad-
quirimos la habilidad de traducir planes complejos a un modo legible. Por
supuesto que no es la mejor manera, pero al menos tenemos la posibilidad
de disponer de un sistema, gracias a estas ideas, que reciba datos y gene-
re texto, de manera global y desacoplada, ya que es perfectamente posible
sustituir, por ejemplo, este realizador superficial que presentamos.
No obstante, au´n podemos mejorar un poco ma´s la salida, con ideas
simples pero potentes, usando recursos que ya hemos presentado con ante-
rioridad en este trabajo. Lo vemos en la siguiente seccio´n.
3.3.2. La percepcio´n del lector en la traduccio´n
En la Seccio´n 3.2.3 se han expuesto algunas ideas que se han utilizado
para modelar la percepcio´n que el lector tiene de la historia que se esta´ crean-
do durante la ejecucio´n del algoritmo de generacio´n de historias en lenguaje
natural. Hemos comprobado que es una herramienta u´til, ya que nos hace
posible guiar la generacio´n de historias segu´n lo que sepa el lector.
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Tambie´n la podemos usar para generar el texto final. Si, durante la tra-
duccio´n del contenido estructurado en formato de datos de ordenador pro-
pagamos una estructura que contenga la percepcio´n del lector, y la vamos
actualizando segu´n se “escriban” datos en el texto final, podremos saber
que´ piensa el lector sobre la historia en cada punto de su lectura, con lo que
tendremos la informacio´n que necesitamos para an˜adir a la historia textual
tambie´n pronombres y referencias concretas.
Por ejemplo, si en un punto de la historia no sabemos el nombre de un
personaje porque au´n no se ha escrito, podemos hacer referencia a e´l como:
That person spoke about the virtue.
As´ı podr´ıamos seguir hasta que hubiese un mensaje que consistiese en
poner expl´ıcito el nombre de ese personaje, (por ejemplo, Meno´n) entonces
podr´ıamos ya hacer referencia a e´l como:
Meno spoke about the virtue.
Con esta y otras reglas que esta´n incluidas en las plantillas de traduccio´n
de los Mensajes y Unidades sema´nticas en general es posible ya realizar
una traduccio´n que permita al lector leer el texto sin problemas, si bien es
verdad que la calidad literaria va a ser pobre.
3.3.3. Diferencia entre dia´logos y narraciones
El u´nico asunto que queda por exponer en lo que a la realizacio´n super-
ficial en nuestro proyecto de investigacio´n se refiere es el relacionado con la
diferencia de escritura de los dia´logos y las partes narradas. La represen-
tacio´n textual relacionada, tal como la escribimos usualmente en espan˜ol,
france´s o ingle´s es distinta: un pa´rrafo por elocucio´n, precedido de un guio´n
y separado de la parte narrativa, por ejemplo. Por tanto, hay que tener en
cuenta estos detalles.
Por tanto, vamos a tener un conjunto de mensajes cuya traduccio´n, pese
a ser parecida a la de las partes narrativas, tiene una estructura diferente
que sigue los patrones de la representacio´n de dia´logos a la que estamos
acostumbrados. Estos mensajes, por tanto, tendra´n claramente diferenciado
quie´n es el autor de la elocucio´n, cosa fundamental, aunque imponemos
ciertas restricciones por simplicidad.
Adema´s, hemos de tener en cuenta que durante un dia´logo existe una
posicio´n de cada personaje con respecto a los dema´s, es decir, cuando alguien
“habla”, “habla” con otro personaje, y esto ha de verse reflejado en el texto.
Por ejemplo, no es va´lido generar un texto con la forma de:
Socrates says: Do Meno know virtue?
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Cuando en realidad So´crates esta´ dirigie´ndose a Meno´n. La representa-
cio´n correcta ser´ıa:
Socrates says: Meno, do you know virtue?
As´ı s´ı, realmente, estar´ıamos transmitiendo la informacio´n correcta. Te-
nemos la informacio´n de a quie´n se dirige cada personaje en los hechos de
la base de conocimiento, por lo que simplemente podemos usarla. Por esta
razo´n y las antes comentadas diferenciamos ambas realizaciones superficia-
les.
3.4. Ejemplo completo
A continuacio´n, en esta seccio´n, ofrecemos la salida del sistema de un
ejemplo concreto de funcionamiento. Para realizarlo se ha creado a mano
una descripcio´n estructural, en el formato propio que se ha expuesto an-
teriormente, de un fragmento del dia´logo de Meno´n escrito por Plato´n. El
texto coincide con algunas frases del original. Se vera´ que no so´lo se consi-
deran las partes de dia´logo que aparecen en el original, sino que tambie´n se
han an˜adido fragmentos de narracio´n.
Es fundamental tener en cuenta, a la hora de leer el siguiente texto, que la
aplicacio´ de objetivos, reglas y plantillas no es, en el prototipo implementado,
au´n perfecta, y pueden verse, por ejemplo, construcciones sinta´cticas poco
usuales en ingle´s, o incluso incorrectas. Como trabajo futuro se contempla,
por supuesto, la mejora de las plantillas de generacio´n, con lo que la salida
sera´ ma´s correcta, y la conexio´n del Planificador de discurso con un
realizador superficial externo que no funciones con plantillas.
En el Ape´ndice C se muestra cua´l ha sido la descripcio´n con el formato
de entrada propio de la aplicacio´n de la que se ha generado este texto.
Meno thought that Socrates know Virtue always. Meno asked
Socrates:
- Can you tell me: People acquired Virtue because People lear-
ned Virtue, or People acquired Virtue because People practiced
Virtue?
Then Socrates said to Meno:
- It’s false that I knew Virtue.
Then Meno asked Socrates:
- Must I told in Thessaly that you said that It’s false that So-
crates knew Virtue?
Then Socrates said to Meno:
- Yes.
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Then Meno asked Socrates:
- Did you met Gorgias always in Athens?
Then Socrates said to Meno:
- Yes.
Then Meno said to Socrates:
- I thought Idea of virtue, because Gorgias thought Idea of virtue.
Then Socrates said to Meno:
- You told to me Idea-of-virtue.
Then Meno said to Socrates:
- Virtue was Multiple.
Then Socrates said to Meno:
- You said Virtue was Multiple was not coherent with the idea
of Bees is Unique always.
Meno was confused. Then Meno said to Socrates:
- Virtue was Courage, and Temperance, and Wisdom, and Mag-
nanimity.
Then Socrates said to Meno:
- God give Virtue to People.
Then Meno said to Socrates:
- I agreed with you.
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Cap´ıtulo 4
Discusio´n y propuestas
Hasta este cap´ıtulo se ha descrito con detalle cua´l es el estado del arte
a partir del cual ha surgido esta investigacio´n, cua´les son los principales
inconvenientes o aspectos sobre los que merece la pena invertir esfuerzo con
el objetivo de aportar nuevas ideas y te´cnicas, y un sistema que pretende
ofrecer nuevas alternativas a algunos problemas en la generacio´n de historias.
Esta cap´ıtulo esta´ dedicado a poner de manifiesto, con detalle, y dis-
cutir, las principales aportaciones que ofrece la investigacio´n realizada y el
prototipo implementado.
4.1. Principales aportaciones
Cualquier sistema que se desarrolle dentro del a´mbito de la investigacio´n
tiene como objetivo principal el de aportar cualquier creacio´n de conoci-
miento que se haya originado de su desarrollo sobre el estado de arte en el
campo en el que se estudie. De la investigacio´n que se presenta, de este modo,
pueden extraerse ciertas ideas concretas que suponen algunas perspectivas,
soluciones o conceptos nuevos que merece la pena destacar como aportacio-
nes. En esta seccio´n las comentamos, aisla´ndolas del resto del sistema para
hacerlas claras, pero relaciona´ndolas en general con toda la investigacio´n
y, sobre todo, con el estado actual de las investigaciones en las que se ha
basado este trabajo.
4.1.1. Historias con varios personajes
El sistema nacio´ como intento de crear una nueva solucio´n al problema
de las historias que no so´lo se dedican a narrar en tercera persona hechos o
a transmitir informacio´n, sino a contar la vida o acciones de personajes en
conjunto de taman˜o no limitado de ellos. Desde luego, no es el primero de
ellos, como podemos comprobar en la Seccio´n 2.2.
Sin embargo s´ı hemos contemplado un conjunto de caracter´ısticas que
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hemos considerado fundamentales para la investigacio´n y que suponen una
aportacio´n en el campo de la generacio´n de historias en lenguaje natural.
Nuestro sistema de generacio´n tiene la capacidad de crear narraciones a
partir de un nu´mero indeterminado de personajes, un nu´mero que es po-
tencialmente muy grande (cientos de personajes). Esta caracter´ıstica se di-
sen˜o´ porque dispon´ıamos de unos sistemas de agentes que pod´ıan generar
su salida como log de datos, y estas grabaciones de los mismos no eran, en
absoluto, legibles para un ser humano.
Por tanto, disponer de un sistema, ya sea de una calidad literaria exce-
lente o no tan buena, que permite realizar una traduccio´n de varios miles
de datos nume´ricos u ordenados como grandes tablas a una representacio´n
textual que se comporte como un sumario de esta informacio´n tiene un in-
tere´s directo como ayuda al trabajo humano, si tiene que depurar esos datos,
o, quiza´s, como generacio´n de informes, o como resumen de una partida de
muchos jugadores, tras la que narramos la intervencio´n del jugador que ma´s
puntos ha ganado, por ejemplo.
4.1.2. Narracio´n y dia´logo mezclados
No existen sistemas significativos capaces de generar planificacio´n del
discurso y realizacio´n superficial con dia´logos y narraciones mezcladas. E´sta
es la aportacio´n principal de nuestro trabajo. Como hemos comentado en
el Cap´ıtulo 2, los trabajos relacionados con los problemas que afronta esta
investigacio´n no trabajan considerando el dia´logo.
Nuestro modelo de dia´logo no es, desde luego, perfecto. Sin embargo,
s´ı que hemos creado una distincio´n clara entre los eventos de narracio´n o
accio´n y los de la comunicacio´n entre distintos personajes. A pesar de que
se han tomado muchas soluciones simples, conseguimos que el sistema se
comporte de manera diferente segu´n el tipo de historia que queremos narrar,
lo cual ofrece un tipo de generacio´n de historias que puede dar algunas ideas
sobre co´mo tratar o contar pasajes de historias mezclando partes dialogadas
con narradas, lo cual, pese a que desde el punto de vista del autor puede
suponer un esfuerzo, y no facilitar la tarea de contar historias, para el lector
puede significar la diferencia entre una lectura interesante o una aburrida,
una dida´ctica o una que lo deje indiferente.
4.1.3. Percepcio´n de la historia por parte del lector
Muchos planificadores de discurso usan modelos del lector. De hecho,
podemos decir que siempre existe, aunque sea impl´ıcito, un modelo de lo
que el lector sabe o quiere recibir. Este modelo es ma´s que necesario, ya
que sin e´l no se sabr´ıa que´ hay que escribir en una historia, ni siquiera a
mano. Por tanto, la explicitacio´n del modelo en s´ı no es una aportacio´n
fundamental.
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S´ı lo es, sin embargo, la inclusio´n del modelo BDI de Bratman en la
percepcio´n del lector de la manera en la que lo proponemos. Esta inclusio´n
se ha debido al cara´cter “multiagente” de nuestra aplicacio´n. Necesitamos
las caracter´ısticas que nos proporciona este modelo porque, como tenemos
que narrar lo que les ocurre a varios personajes, es “obligatorio” explicar
sus deseos, creencias e intenciones, del mismo modo que usarlas para guiar
la creacio´n de la historia.
Al usar un modelo BDI en la planificacio´n podemos utilizar los mismos
mecanismos que se usaron durante la generacio´n de la historia para la narra-
cio´n de la misma. De este modo, tenemos informacio´n que nos permite crear
discursos e historias con un contenido ma´s cercano a la ejecucio´n real de los
hechos y, por tanto, ma´s interesante para el lector. En [YM94] podemos en-
contrar trabajos relacionados con esta aproximacio´n, donde se presenta un
algoritmo que pretende enfocarse en los personajes, extrayendo las posibles
motivaciones que los condujeron a realizar las acciones que realizaron.
4.1.4. Sistema completo de generacio´n de historias
Otra de las principales ventajas del proyecto de investigacio´n que se pre-
senta en esta memoria es la de ofrecer un sistema completo de generacio´n
de historias en lenguaje natural. Muchos de los sistemas que se han comen-
tado durante la exposicio´n del trabajo previo simplemente estudian casos
concretos o se limitan al trabajo sobre operaciones muy determinadas de la
generacio´n de historias.
Desde luego, esas propiedades de los trabajos no disminuyen su calidad
como tales. Sin embargo, e´ste que se presenta se incluye dentro del grupo
de aquellos que, genera historias completas ya de manera textual, si bien
es verdad que algunas fases se solucionan de una manera simple, y que es
necesario que se avance en su desarrollo.
4.2. Aplicaciones del generador de historias
Hemos avanzado, hasta aqu´ı, que el sistema que se ha presentado es capaz
de manejar datos provenientes de fuentes de programas de ordenador capaces
de generar datos que representan la vida o ejecucio´n de un colectivo de
personajes con mayor o menor complejidad o autonomı´a. Ahora exponemos
algunos de estos sistemas, con los que ha sido desarrollada y probada la
aplicacio´n.
Las narraciones que se generan en este proyecto esta´n fundadas en un
conjunto de datos que pueden provenir de diferentes fuentes. Se requiere,
por la orientacio´n del programa creado, que estas fuentes este´n formadas
por colectivos de unidades individuales que sean capaces de actuar, en el
sistema adecuado, de manera independiente de las dema´s, de forma que
cada unidad pueda grabar una traza de operacio´n.
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Tras la ejecucio´n de una actividad dada, se recoge la traza de cada una de
las unidades que ha desempen˜ado un papel en dicha actividad, y se exporta,
como comentaremos ma´s adelante, para que un programa de creacio´n de
texto en lenguaje natural pueda generar una historia que narre los sucesos
importantes, de la mejor manera posible.
El proceso general que aplicamos durante esta parte del proyecto es la
de an˜adir informacio´n a los datos de entrada. En cada paso, mediante datos
adicionales, reglas o algoritmos, an˜adimos contenido expl´ıcito a la cadena de
entrada del sistema generador de forma que, cuando termine el proceso de
generacio´n de contenido, el realizador de texto, encargado de dar la forma
final textual, sea capaz de escribir una narracio´n.
4.2.1. Barcos auto´nomos cooperantes a escala
En ciertas operaciones reales, la seguridad del hombre puede verse com-
prometida durante su realizacio´n. Por ejemplo, en un escenario de recogida
de una mancha de petro´leo en el mar, las emisiones contaminantes pueden
perjudicar a los tripulantes de los barcos. En algunas situaciones de rescate
de na´ufragos, puede darse la casualidad de que salvar a una persona ponga
en peligro la vida de todo un conjunto de rescate. En el marco de todo este ti-
po de operaciones se ha desarrollado, como proyecto paralelo y enlazado con
este trabajo de investigacio´n, una plataforma de robots auto´nomos marinos
que son capaces de realizar de manera no tripulada una serie de operaciones
en las que es decisivo, por una parte, eliminar la presencia del ser humano
(o sin la necesidad, puede ser recomendable), y, por otro, la labor de modo
cooperativo, ya que una sola unidad robo´tica no es capaz de completar la
misio´n con e´xito, por las caracter´ısticas de la misma.
A partir de este sistema se producen trazas susceptibles de convertirse
en textos es un entorno de experimentacio´n sobre maniobras mar´ıtimas de
veh´ıculos acua´ticos no tripulados. Para la experimentacio´n real, estos veh´ıcu-
los son emulados con robots auto´nomos montados a partir de barcos de radio
control. Es posible encontrar ma´s informacio´n en [LGSE06, GSDL06]. Los
barcos son capaces de efectuar maniobras de grupo automa´ticamente. Esta´n
orientados al estudio a escala de escenarios reales como la recogida de una
mancha de petro´leo, la salida de un grupo de naves de un puerto, o el rescate
de na´ufragos. Esta´n programados para realizar tareas de un modo cooperati-
vo, de modo que, dado un objetivo claro, puedan encontrar la mejor solucio´n
entre ellos y operar de modo colectivo para llevarla a cabo. En la Figura 4.1
se muestra una fotos de los barcos robo´ticos.
Estos barcos han sido equipados con una unidad electro´nica de control
y ca´lculo, empaquetada en lo que ha dado en llamarse Caja Universal. Ca-
da una de estas unidades puede ser desacoplada del barco, y utilizada en
cualquier otra unidad que cumpla un conjunto simple de requisitos. De este
modo, se ha construido un sistema de manejo simple de robots u´til para un
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Figura 4.1: Foto de los barcos auto´nomos a escala.
amplio grupo de sistemas. En la Figura 4.2 puede verse una fotograf´ıa de
la caja con la electro´nica, y un esquema de su funcionamiento en la Figura
4.3. Las funciones que ofrece esta caja de control inteligente automa´tico son
las siguientes:
Comunicacio´n, para que los robots auto´nomos o barcos puedan in-
tercambiar informacio´n sobre el proceso y el estado de la operacio´n,
entre ellos y el operario que este´ supervisando la operacio´n.
Gobierno de los motores del barco, gestio´n de los sensores del
barco y control de rumbo y posicio´n. Los barcos son capaces de ma-
niobrar en un entorno marino de forma auto´noma, y, por tanto, la
electro´nica de a borde debe proveer estos servicios a los algoritmos de
alto nivel, con operaciones de tipo ir a un lugar o mantener rumbo.
Gestio´n de datos. Durante el desarrollo de una operacio´n, surge una
cantidad muy grande de datos que son susceptibles de almacenar y
estudiar, para revisiones y control de las capacidades y estados de las
decisiones y comunicacio´n de los barcos.
Inteligencia artificial. La aportacio´n ba´sica del sistema es, evidente-
mente, una Inteligencia Artificial capaz de resolver problemas concre-
tos relacionados con el entorno en el que se plantea el problema. Los
programas de a bordo contienen algoritmos de Inteligencia Artificial
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capaces de solucionar situaciones en las que la cooperacio´n es necesaria
para llegar a alcanzar el objetivo dado. Toda la Inteligencia Artificial
de los barcos, para poder ser realmente operativa, se apoya en las tres
funciones anteriores de comunicacio´n, control y gestio´n de datos.
Figura 4.2: Foto de los caja de control de los barcos.
Figura 4.3: Esquema del programa de control de la caja.
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Todas estas funciones, consideradas como una capacidad global, dotan
a los barcos de propiedades u´tiles para la cooperacio´n en la resolucio´n de
problemas experimentales reales.
A continuacio´n mostramos la historia generada a partir de una ejecucio´n
en la plataforma de experimentacio´n simulada de los barcos, en la que dos
de ellos esta´n enlazados por una red, y tienen que realizar una maniobra
de giro complicada. En este tipo de maniobras es necesaria la cooperacio´n,
que aqu´ı representamos como un dia´logo. En el Ape´ndice D se muestra el
archivo de entrada correspondiente a este texto. Hay que tener en cuenta
que existen errores ortogra´ficos y gramaticales porque las plantillas tienen
una capacidad limitada de generacio´n.
Ship 1 was located in Location a, and Ship 2 was located in
Location b. Then Ship 1 said to Ship 2:
- I received Message.
Then Ship-1 said to Ship 2, because Ship 1 received Message,
and because Ship 1 have attached Net always, and because Ship
2 have attached Net always:
- I turn to Location c.
Then Ship 2 asked Ship 1:
- Do You knew Method?
Then Ship 1 said to Ship 2, because Ship 1 knew Method:
- Method was Following always.
Then Ship 2 said to Ship 1:
- Ok.
Then because Ship 1 received Message Ship 1 moved to Location
c, and Ship 2 moved to Location d.
Then Ship-1 controlled Direction.
Then because Ship 1 received Message Ship 1 stopped, and Ship
2 stopped.
4.2.2. Simulaciones de agentes sociales
Otro de los sistemas que ha sido usado como fuente de datos para el
generador de texto consiste en una aplicacio´n informa´tica que modela y
simula el comportamiento de sociedades de personas que son capaces de
crear diferentes tipos y grados de relaciones entre s´ı [PAHS06].
El programa simula el comportamiento de una sociedad durante una serie
de an˜os, dadas unas condiciones iniciales determinadas. En esta simulacio´n,
cada entidad social (la representacio´n simulada de una persona) es capaz
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de relacionarse con aquellas otras entidades cuya “cercan´ıa” a la primera no
exceda un l´ımite. Esta cercan´ıa no representa, necesariamente, cercan´ıa local
en la simulacio´n (es decir, no quiere decir que dos personas vivan juntas),
sino cercan´ıa relacional, o co´mo de probable es que se forje una relacio´n.
Las entidades sociales de la simulacio´n evolucionan durante la misma.
Cuando se han producido relaciones entre dos de estas entidades, surgen unos
cambios en e´stas ocasionados por la diferencia que posiblemente haya entre
sus caracter´ısticas. Por ejemplo, es posible que una persona con convicciones
religiosas fuertes influya a otra con unas convicciones del mismo tipo, pero
ma´s de´biles.
Las relaciones entre las personas simuladas, en el caso de que se cumplan
unas determinadas reglas, pueden dar lugar a uniones entre dos personas,
que producen hijos. Estas reglas, evidentemente, son del tipo de tener di-
ferente sexo, ideolog´ıas y religiones parecidas, y otras. As´ı, las poblaciones
evolucionan, no so´lo por medio del cambio de estado de sus individuos, sino
tambie´n como consecuencia de su crecimiento de poblacio´n absoluta. Esto,
claro, puede conllevar nuevas relaciones, y, por lo tanto, nuevas tendencias
sociales.
El conjunto de para´metros que definen el estado de la sociedad en el
momento de inicio de la simulacio´n pueden ser establecidos por el usuario
del sistema, de modo que existe la posibilidad de crear diferentes tipos de
experimentos simulados, con resultados potencialmente diferentes.
Con este entorno se ha enlazado el generador de historias, y se han
creado narraciones de nivel cualitativo de los agentes que interaccionan en
este medio. Estas narraciones son puramente descriptivas, y trazan la vida
de cualquiera de estos personajes. A continuacio´n explicamos co´mo se ha
realizado el proceso de generacio´n de historias a partir de este sistema. En
la Figura 4.4 mostramos la aplicacio´n de simulacio´n social.
Adaptacio´n del sistema multiagente a un dominio fanta´stico: emu-
lacio´n de Juegos Multijugador
El reciente e´xito de los videojuegos de rol multijugador on-line masivos
(conocidos como de MMORPGs1) ha hecho que crezca el intere´s en su desa-
rrollo y en las posibilidades de crecimiento que tienen, tanto desde el punto
de vista de la innovacio´n tecnolo´gica, como de produccio´n y beneficio. En
estos juegos, una gran cantidad de personas (en ocasiones, cientos de mi-
les), conviven virtualmente en un entorno en el que puede relacionarse entre
ellos, y con otros personajes no controlados directamente por humanos, sino
mediante Inteligencia Artificial.
Segu´n este funcionamiento, el transcurso de una partida (que puede du-
rar meses) provoca que se forjen relaciones entre estos personajes. Cuando
1Massive Multiplayer Online Role Playing Games
4.2 Aplicaciones del generador de historias 105
Figura 4.4: Aplicacio´n de simulacio´n social multiagente.
un humano interacciona con un un Personaje No Jugador2, es posible que
necesite, o le sea apropiado, conocer la historia pasada de este personaje, ya
sea para la consecucio´n de una tarea en el juego, o para mejorar la calidad
del mismo. En la Figura 4.5 se puede ver una captura de pantalla de un
juego multijugador por Internet.
Es posible que, dentro de la arquitectura de un juego de este tipo, se
disponga de capacidades de almacenamiento de trazas de relaciones y com-
portamientos. Estas trazas, generalmente, quedara´n almacenadas en una
estructura de datos que, posiblemente, este´ dotada de un orden lineal por
el tiempo en el que se han sucedido los hechos. Sin embargo, al jugador le
es de muy poca utilidad, dentro del entorno del juego, recibir una traza que
represente la historia del personaje en este formato. Por esto, el personaje
controlado por Inteligencia Artificial deber´ıa ser capaz de narrar su historia
de una manera textual.
Por otro lado, la generacio´n de narraciones a partir de trazas de perso-
najes no so´lo tiene la utilidad de la interaccio´n con el jugador, sino tambie´n
como me´todo de informacio´n sobre el transcurso de una partida para un
pu´blico que no este´ tomando partido en ella, ya sea el administrador del
2Este te´rmino es ma´s conocido en la literatura como Non-Player Character (NPC), en
ingle´s.
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Figura 4.5: Captura de pantalla de un juego multijugador masivo por Inter-
net.
sistema, que tendr´ıa la posibilidad de leer de una forma textual cua´les han
sido los hechos ma´s resen˜ables en el juego, o usuarios que deseen conocer
que´ historia ha surgido durante una partida, narrada de un modo atractivo
para ellos, y quiza´ publicada en una pa´gina web.
Por estos motivos, se decidio´ adaptar el sistema multiagente comentado
antes de modo que pudie´semos disponer de una salida similar a la de un
juego multijugador.
Para emular historias fanta´sticas, cuya narracio´n tiene, en general, mayor
atractivo para un lector, se llevo´ a cabo una migracio´n del dominio del
sistema de agentes sociales [LHG07]. Con este cambio, se doto´ al sistema de
un dominio sema´ntico muy diferente al de la pura simulacio´n social, y en
la historia ahora pod´ıan aparecer personajes fanta´sticos como elfos, enanos
y orcos. Con estos personajes, y nuevos atributos que no son simplemente
sociales se hizo posible la generacio´n de un contenido en un dominio mucho
ma´s atractivo, desde el punto de vista del entretenimiento, y las historias
pudieron ser ma´s ricas en contenidos.
Las relaciones posibles que pod´ıan crearse entre los agentes sociales (con-
vertidos ahora en personajes fanta´sticos de fa´bula) fueron modificadas, y
aparecieron traiciones, romances, enemistades, y dema´s. As´ı era posible la
creacio´n de un grupo social cuya vida estuviese compuesta por sucesos va-
riados y algo ma´s emocionantes.
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Adema´s, se an˜adio´ al sistema la posibilidad de generar eventos aleato-
rios que, junto con las relaciones sociales ma´s emocionantes, dotasen ya a la
historia de un conjunto posible de datos de entrada mucho ma´s rico. Estos
eventos aleatorios consist´ıan en, por ejemplo, “matar a un drago´n”, “encon-
trar un tesoro escondido” o “librar una gran batalla”. De este modo ya las
historias posibles se hac´ıan mucho ma´s numerosas, y las reglas de generacio´n
de historias pod´ıan crean contenido ma´s entretenidos y creativos.
Hero´doto
Desde luego, este trabajo de investigacio´n ha sufrido una gran evolucio´n
desde su inicio. La primera versio´n que se publico´ de e´l [LHG07, HPML07,
HLGH07] fue llamada Hero´doto3. A partir de las sucesivas ampliaciones
y mejoras de los prototipos surgio´ la versio´n final que ahora presentamos.
Sin embargo, tiene intere´s mostrar los resultados que se consiguieron con las
primeras versiones, y de que´ modo se obtuvieron.
En Hero´doto la planificacio´n del contenido no se realizaba mediante
bu´squedas ni esquemas, sino aplicando plantillas ma´s o menos complejas con
las que era posible narrar. Hero´doto, adema´s, estaba muy centrado en las
operaciones de Determinacio´n del contenido. El programa recib´ıa un
conjunto muy grande de hechos provenientes de un sistema multiagente de
simulacio´n social (explicado en la Seccio´n 4.2.2), y la tarea de Hero´doto
consist´ıa en filtrar la informacio´n no relevante del conjunto de datos de
entrada, y elegir, mediante un conjunto de reglas y fo´rmulas matema´ticas
que orientaban la decisio´n, los hechos que deb´ıan narrarse. Finalmente, el
programa era capaz de generar una salida textual que era un resumen de las
historias ma´s relevantes que se contaban.
Determinacio´n del contenido en Hero´doto
Hero´doto estaba centrado en la determinacio´n del contenido desde una
cantidad ingente de datos, y la presentacio´n ordenada de los mismos. Por
tanto, conseguir una determinacio´n del contenido potente era fundamental.
Para esto se crearon un conjunto de valores nume´ricos que se asignaban a
los hechos segu´n una serie de funciones y reglas que permit´ıan valorarlos,
o establecer un intere´s en ellos que crease una clasificacio´n de que´ deb´ıa
y que´ no deb´ıa ser contado. Este intere´s estaba dividido en dos valores:
el Intere´s base y el Intere´s de las relaciones- El Intere´s base se




fi · h (X, i) (4.1)
3Hero´doto (Halicarnaso 484 adC – Atenas, 425 adC) es considerado el padre de la
historiograf´ıa.
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Ba´sicamente, este valor se calculaba buscando, para cada hecho del per-
sonaje, en una tabla, el valor de dicho hecho (fi), y pondera´ndolo con las
caracter´ısticas del personaje (h (X, i)), haciendo que, por ejemplo, casarse
entre dos cristianos, o dos elfos (segu´n el dominio, Hero´doto se aplico´ a
varios) tuviera menos intere´s que un matrimonio entre un cristiano y un
musulma´n, o un elfo y un orco. El sumatorio de cada uno de los hechos de
un personaje segu´n esta fo´rmula nos permit´ıa calcular su Intere´s base.
El Intere´s de las relaciones, como podemos ver en la Fo´rmula 4.2,
consist´ıa en encontrar el intere´s que ten´ıa un personaje dado por las rela-
ciones que ten´ıa con otros personajes, haciendo que aquellos “amigos” de
personajes famosos fuesen ma´s interesantes (Ib(Y )). Del mismo modo que el
Intere´s base, era ponderable por las caracter´ısticas de ambos personajes




Ib(Y ) · g (X,Y, i) (4.2)
Finalmente, a cada hecho se le asignaba un intere´s que se computaba con
la suma de ambos valores antes calculados, como mostramos en la Figura
4.3:
If = Ib + Ir (4.3)
Con este valor y un conjunto de reglas para aplicarlo, como eliminar
todos aquellos hechos redundantes o los que tuvieran un intere´s que estuviera
por debajo de un umbral establecido a mano, crea´bamos un subconjunto de
hechos que esta´bamos preparados para ser ordenados y traducidos a texto.
Comparado con nuestro sistema, Hero´doto s´ı ten´ıa una determinacio´n
de contenido expl´ıcita. En la aportacio´n que esta´ presentada en este docu-
mento, como se ha comentado, no aplicamos operaciones de este tipo porque
la determinacio´n del contenido que hacemos esta´ basada en simplemente no
usar el conocimiento de la base de datos de entrada, con lo cual, ma´s que
evidentemente, esos datos quedan omitidos. Son, por supuesto, dos alter-
nativas diferentes, con resultados, ventajas e inconvenientes diferentes. Au´n
as´ı, ambas pueden ser va´lidas para las mismas aplicaciones. Por ejemplo,
podr´ıamos filtrar, aplicando estas ideas, los datos de entrada que tenemos,
y despue´s aplicar la planificacio´n del discurso, o, en Hero´doto, omitir es-
tas fo´rmulas y aplicar la bu´squeda en las plantillas de la determinacio´n de
contenido que explicamos en la seccio´n siguiente.
Planificacio´n del discurso en Hero´doto
La planificacio´n del contenido se realizaba de manera muy diferente a
como se hace en esta investigacio´n. Se uso´ un conjunto de plantillas fijas
de narracio´n, en las que so´lo era posible establecer un orden en el que se
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narraban los hechos ma´s importantes de la vida de un personaje junto con
sus relaciones con otros personajes o agentes con los que hab´ıa existido una
relacio´n durante la simulacio´n social multiagente.
Con este me´todo no era posible, pues, tener un plan de discurso flexi-
ble. Lo u´nico de lo que era capaz el sistema era de crear resu´menes de un
personaje principal. Sin embargo, esta caracter´ıstica la hac´ıa interesante des-
de ciertos puntos de vista, como por ejemplo narrar partidas multijugador,
contando los hechos ma´s importantes de cada personaje.
Como ampliacio´n a Hero´doto, en [HLGH07] se an˜adio´ la capacidad
de gestionar un foco que pod´ıa apuntar a diferentes personajes durante la
generacio´n, para narrar la vida de estos, y hacer que la historia fuese ma´s
dina´mica superando la limitacio´n de un solo personaje por historia. El cam-
bio de foco de un personaje a otro estaba gobernado por un conjunto de
reglas que nunca llego´ a ser perfeccionado, por lo que el foco nuca consi-
guio´ un comportamiento respecto al cambio suficientemente bueno.
Desde luego, el sistema de generacio´n presentado en este trabajo es mu-
cho ma´s potente, principalmente en la tarea de planificacio´n del discurso, que
es en la que se ha invertido un gran esfuerzo para conseguir una generacio´n
de historias rica y suficientemente general.
Realizacio´n superficial en Hero´doto
Hemos visto hasta aqu´ı que las operaciones de planificacio´n del discurso
que aplicamos en Hero´doto no son nada similares a las que presentamos
en este trabajo. Sin embargo, la realizacio´n superficial que se aplica en esta
investigacio´n es una ampliacio´n de la que aplica´bamos en Hero´doto. De
igual forma aplica´bamos plantillas basadas en los mensajes que formaban
el texto final, y tambie´n conserva´bamos una versio´n primitiva de lo que se
convirtio´ un la percepcio´n de la historia por parte del lector.
Ejemplo de Hero´doto
A continuacio´n mostramos tres ejemplos del funcionamiento de Hero´do-
to, segu´n las tres versiones que existen. El primer ejemplo es del trabajo
publicado en [LHG07], y vemos que simplemente es el resumen de la vida
de un personaje fanta´stico:
The Great Story - A fantasy Middle-Age world:
Badash Taltaur the Elf was born in 504.
Badash Taltaur met Amdor Taltaur, and she was lost in a forest,
then she was enchanted with the incredible spell of memory, then
she found a Magic Ring.
Badash Taltaur was lost in a labyrinth, then she met Werlom
Mcknight, and Werlom Mcknight was offspring of Rirbag Great-
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gibber, and Badash Taltaur was involved in a great battle, then
she was enchanted with the incredible spell of frog.
Badash Taltaur fell in love, desesperately, with Werlom Mck-
night, then she was lost in a forest, then she found a Treasure,
then she married Werlom Mcknight, then she had a child: Idrin
Taltaur.
Badash Taltaur had a child: Dora Taltaur, then she had a child:
Dwalin Taltaur, then she had a child: Pimmam Taltaur, then she
had a child: Baradadan Taltaur, then she found a Magic Sword.
Badash Taltaur found a Magic Ring, then she was lost in a forest,
then she was involved in a great battle, then she was enchanted
with the incredible spell of sex, then she was lost in a forest.
Badash Taltaur found a Treasure.
Badash Taltaur died in a mysterious accident in 555.
The end.
El segundo ejemplo parte de la versio´n con foco del planificador del
discurso de Hero´doto, puede encontrarse ma´s informacio´n en [HLGH07]:
Jeanine Avery was born in 520.
Jeanine Avery was saved by the priest. Jeanine Avery killed the
ogre. Jeanine Avery was involved in the battle. Jeanine Avery
was enchanted with the marvellous spell of the frog. Jeanine
Avery killed the dragon. Jeanine Avery was lost in the forest.
Jeanine Avery met Luisa Brandagamba. Luisa Brandagamba was
born in 529. Luisa Brandagamba met Jeanine Avery. Jeanine
Avery killed the ogre. Jeanine Avery fell desperately in love with
Bobbie Beasttongue. Jeanine Avery inherited the castle. Jeanine
Avery met Pogor Brandagamba.
Pogor Brandagamba was born in 529. Pogor Brandagamba killed
the ogre. Pogor Brandagamba met Jeanine Avery.
Jeanine Avery grew up. Jeanine Avery fell desperately in love
with Bobbie Beasttongue. Jeanine Avery met Haurk Avery.
Haurk Avery was born in 542. Haurk Avery found the magic
sword. Haurk Avery met Jeanine Avery.
Jeanine Avery was lost in the labyrinth. Jeanine Avery found the
treasure. Jeanine Avery was enchanted with the marvellous spell
of the memory. Jeanine Avery was enchanted with the marve-
llous spell of the frog. Jeanine Avery was involved in the battle.
Jeanine Avery killed the ogre. Jeanine Avery killed the dragon.
Jeanine Avery was involved in the battle. Jeanine Avery was lost
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in the forest. Jeanine Avery found the treasure. Jeanine Avery
killed the dragon.
Jeanine Avery was betrayed and killed by Morrain Avery.
Finalmente presentamos el trabajo de la versio´n de Hero´doto que ope-
raba directamente con la simulacio´n social; disponible ma´s informacio´n en
[HPML07]:
Rosa Pe´rez was born in 1955, and she met Luis Mart´ınez, and she
met Miguel Lo´pez, and she met Mar´ıa Valde´s, and she suffered a
horrible childhood, and she had a very good friend: Mar´ıa Valde´s,
and she believe in God, and she went to church every week, and
she met David Garc´ıa, and she wanted to be a priest, and she
suffered an incredible accident, and she met Marta Alonso.
When she was a teenager, she messed with a gang, and she met
Claudia Sa´nchez, and she went to confession every week, and she
had problems with drugs, and she became an adult, and she met
Marci Boyle, and she was involved in a labour union, and she
met Carla Gonza´lez, and she got arrested, and she learned how
to play the guitar, and she became a hippy, and she was involved
in a NGO.
She met Sara Herna´ndez, and she stopped going to church, and
she met Marcos Torres, and she fell in love, desperately, with
Marcos Torres, but in the end she went out with Miguel Lo´pez,
and she lived together with no wedding with Miguel Lo´pez, and
she had a child: Melvin Lo´pez. She had a child: Andrea Lo´pez,
and she met Sergio Ruiz, and she separated from Miguel Lo´pez,
and she went out with Sergio Ruiz, and she lived together with
no wedding with Sergio Ruiz.
She had a abortion, and she bought a house, and she had a
depression, and she had a crisis of values, and she was involved
in a NGO, and she had a huge debt, and she inherited a great
fortune, and she met Daniel Lorenzo, and she bought a car, and
she was unfaithful to Sergio Ruiz with another man, and she was
fired from her job.
Nowadays she is an atheist.
4.3. Creatividad del sistema
En la Seccio´n 2.3 se ha mostrado el estado del arte y las ideas princi-
pales sobre Creatividad Computacional. Este concepto se ha incluido
en el trabajo con el propo´sito de motivar una pequen˜a reflexio´n sobre las
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capacidades creativas que se han logrado con nuestro sistema de creacio´n de
historias. En esta seccio´n la desarrollamos.
Obtener un sistema de Planificacio´n de contenido que pueda ser
considerado creativo no es, evidentemente, una tarea sencilla. Disponer de un
sistema as´ı implicar´ıa haber disen˜ado e implementado un sistema que tuviera
la capacidad, vista desde un punto de vista funcional, de “comprender” los
datos de entrada como lo hacemos los humanos. Despue´s deber´ıa, tras la
inteligencia de los datos, ser capaz de crear un objetivo de generacio´n de la
historia, es decir, decidir de manera automa´tica que´ es lo ma´s susceptible,
interesante o pertinente de ser contado. Y, desde luego, crear un hilo de
historia tal que presente ciertas caracter´ısticas que nos hagan percibir una
historia “creativa”, haciendo que su contenido sea original o sorprendente.
Desde luego, esto no es posible hoy en d´ıa. Lo que acabamos de comen-
tar es un proyecto demasiado ambicioso dado el conocimiento que hoy se
tiene sobre las capacidades de comunicacio´n lingu¨´ıstica del ser humano. No
obstante, no conocer algo no implica dejar de avanzar hacia su conocimien-
to, y este sistema que hemos presentado a lo largo del desarrollo de esta
memoria para el trabajo de investigacio´n intenta dar algunos pasos hacia
la consecucio´n del objetivo de modelar la generacio´n humana de textos e
historias.
Podemos decir que la creatividad de nuestro sistema, por tanto, esta´ al-
macenada en el algoritmo de generacio´n. Cuanto ma´s “creativo” consigamos
que sea este proceso, ma´s “creativa” podra´ ser la salida. Como se ha expli-
cado, la insercio´n de la informacio´n que realizamos durante el proceso de
generacio´n contiene el conocimiento humano necesario para generar histo-
rias. Por ejemplo, los Objetivos esta´n formados por reglas de produccio´n
en las que tenemos la posibilidad de “insertar” creatividad. Cuanto ma´s
elaboradas sean estas reglas, ma´s elaborada podra´ ser la salida, por tener
el sistema ma´s posibilidades de creacio´n de estructuras. Las heur´ısticas que
definimos para guiar la bu´squeda en el espacio de estado durante la ejecucio´n
de la generacio´n en el proceso tambie´n incluyen mucha informacio´n sobre la
calidad de los textos, parte fundamental de lo que conocemos intuitivamen-
te como calidad creativa. La representacio´n que establecemos de lo que el
lector piensa sobre el estado de la historia tambie´n sigue ciertas reglas que
almacenan, de nuevo, nuestra creatividad como programadores.
Por tanto, la conclusio´n a la se puede llegar tras en ana´lisis de estas ideas
es que nuestro sistema tiene tanta creatividad como podamos transmitirle en
el modelado del sistema. Con esta idea, la calidad de la generacio´n de textos
depende totalmente de las reglas que hayamos introducido en la generacio´n.
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4.4. Comparacio´n de la generacio´n de texto con
otros sistemas
Los sistemas de Generacio´n de Lenguaje Natural son capaces de
producir un contenido textual de mayor calidad que otros sistemas de ge-
neracio´n textual, entendiendo por tal la facilidad de comprensio´n del texto
por parte de un humano, y el grado de similitud del contenido generado con
el contenido que generar´ıa otro humano.
4.4.1. Texto y gra´ficos
En muchas ocasiones, los datos guardados en una ejecucio´n de un pro-
grama o sistema de captura de datos dado no so´lo son susceptibles de ser
narrados, sino tambie´n de ser representados de manera gra´fica. Por ejemplo,
los datos del control automa´tico de un robot, como el muestro de un sensor
de posicio´n pueden ser mostrados como una gra´fica con el valor de la medida
respecto del tiempo, y, para un experto, probablemente esta imagen tenga
mucho ma´s valor que un texto descriptivo que comente los datos. So´lo hay
que recordar el proverbio antiguo que dice que “una imagen vale ma´s que
mil palabras”.
No obstante, esto no siempre es cierto. Para empezar, existen muchos
sistemas en los que la representacio´n gra´fica de la informacio´n no es posible, o
no es trivial. Por ejemplo, ser´ıa muy complicado representar con una imagen
el ejemplo con el que hemos hilado la presentacio´n de este trabajo, un dia´logo
plato´nico. Una sola imagen no puede capturar, en la mayor´ıa de los casos,
hablando en general, todo un discurso de acciones y dia´logos. Por eso la
aportacio´n de este trabajo tiene intere´s en el campo de la comunicacio´n
hombre-ma´quina.
Por esto, es importante notar que, en general, el intere´s de usar una
aplicacio´n de Generacio´n de Lenguaje Natural depende del dominio,
muy concreto, de aplicacio´n. En esta investigacio´n se propone un dominio
de narracio´n en la que los personajes dialogues y realicen acciones, y en una
sola imagen es muy dif´ıcil capturar toda esa informacio´n y transmitirla de
un modo claro para el lector.
4.4.2. Texto y voz
Existe una gran diferencia entre los textos escritos y hablados. De hecho
el estudio de lenguaje diferencia bien estas dos a´reas de la comunicacio´n
humana. Cin˜e´ndonos a la narracio´n de historias, o´ır una historia hablada o
leerla en un libro son dos experiencias que pueden ser muy diferentes. Una
historia escrita representa con caracteres y esquemas visuales, muchas veces,
gran parte de la informacio´n que, cuando se habla, se muestra mediante
cambios de entonacio´n, o incluso de timbre de voz.
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Por ejemplo, en un dia´logo, un buen narrador de cuentos adoptara´ la voz
del he´roe o del malvado en funcio´n de quie´n este´ hablando, y mostrara´ emo-
cio´n o miedo segu´n sea necesario. En los textos escritos esto so´lo se puede
hacer usando caracteres como exclamaciones o interrogaciones que muestren
al lector ma´s informacio´n que la simplemente almacenada en las palabras.
Los textos escritos permiten que el lector interprete, pues, estos “marcado-
res” del texto como e´l considere oportuno o le surja, mientras que en las
historias o´ıdas el narrador es que establece estos significados.
Sin embargo, podemos comentar en el marco de esta investigacio´n que
es posible traducir un texto escrito de manera automa´tica a sonido usando
un sintetizador, e incluso es posible hacer que la narracio´n tenga emociones,
como queda publicado en [FGGL07]. Un sistema de este tipo recibe un texto
marcado con las emociones correspondientes, tarea que se puede realizar de
modo automa´tico, y ajustar los para´metros de la prosodia de forma adecuada
para la expresio´n de emociones.
4.4.3. Texto y animacio´n
Los contenidos de animacio´n (incluyendo el sonido) tienen unas capaci-
dades de transmisio´n de informacio´n que superan las del texto escrito y las
ima´genes fijas. Las animaciones reproducen con mucha fidelidad los entornos
en los que se desarrolla la vida humana, por lo que las personas esta´n muy
adaptadas a la recepcio´n de este tipo de contenido. Por tanto, comparar la
generacio´n de texto con la animacio´n no tiene mucho sentido desde el punto
de vista de la oposicio´n, s´ı quiza´s viendo la animacio´n como una ampliacio´n
de la generacio´n de texto.
Como se ha detallado en todos los cap´ıtulos anteriores, el trabajo que se
ha realizado esta´ centrado en la Planificacio´n del contenido. Esta parte
de la GLN no considera la realizacio´n lingu¨´ıstica de las historias generadas,
por lo que mucha parte de la ciencia que investiga este tipo de operaciones
puede ser aplicada a la generacio´n de historias por animacio´n. Desde luego,
habr´ıa que traducir la realizacio´n de conceptos a texto por la traduccio´n
de conceptos de mensajes a movimientos, enfoques de ca´mara, expresiones
y dema´s. Es, obviamente, un objetivo mucho ma´s complejo y ambicioso, si
bien, por otro lado, los resultados pueden resultar por un lado mucho ma´s
espectaculares, y por otro mucho ma´s dida´cticos o claros, ya que tenemos
la capacidad, como humanos, de comprender mucho mejor una animacio´n.
So´lo hay que ver la facilidad que tenemos de aprender cosas en una pel´ıcula
en comparacio´n con la aptitud que poseemos, en general, de aprender cosas
leyendo.
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4.4.4. Schemas
Los Schemas (podemos ver con detalle en que´ consisten en la Seccio´n
2.1.6) han sido un me´todo de generacio´n de textos muy popular desde su
aparicio´n, y lo siguen siendo hoy en d´ıa. Sin embargo, suelen presentar es-
tructuras bastante r´ıgidas, y no permites una planificacio´n del texto real-
mente dina´mica.
Nuestro sistema, a pesar de basarse en esta tecnolog´ıa, an˜ade un poco
de dinamismo a estas ideas, an˜adiendo sobre Schemas la posibilidad de
reducirlos, de arriba a abajo, ma´s informacio´n que la que se contiene en las
reglas de produccio´n del simple Schema. Primero, tenemos que realmente
hacemos una bu´squeda en profundidad para encontrar el mejor candidato de
todos las posibles reducciones, con lo que conseguimos una aplicacio´n ma´s
flexible que la que sigue, sin ma´s, un simple patro´n de seleccio´n de posibles
Referentes de entrada.
Por otro lado, adema´s, al incluir la percepcio´n de la historia de lector,
an˜adimos capacidades au´n mayores de adaptacio´n, ya que en las reglas no
simplemente vamos a tener como precondiciones el conocimiento del sistema,
sino tambie´n todo el contexto anterior de la historia resumido en que´ ve el
lector de la misma. Por tanto, tenemos que e´sta es una de las aportaciones
ma´s interesantes de nuestro sistema de generacio´n de historias en lenguaje
natural.
4.5. Principales inconvenientes del generador de
historias
Desde luego el sistema que hemos desarrollado no es perfecto. Au´n tiene
ciertos puntos que deben ser observados y mejorados. En esta seccio´n los
analizamos.
4.5.1. Tipo de sistema de “arriba hacia abajo”
Nuestro sistema entra dentro del tipo de generadores de lenguaje natu-
ral de “arriba hacia abajo”, es decir, partiendo de una estructura general,
procura ir reducie´ndola hasta conseguir un a´rbol en el que las hojas tienen
relacio´n entre s´ı, con una sema´ntica coherente, y son mensajes concretos. El
principal problema de estos sistemas es que no hay manera de garantizar que
la informacio´n correcta va a formar parte del discurso final, por la misma
topolog´ıa y los algoritmos de la aplicacio´n.
Esto es un problema general que ha de ser resuelto, y probablemente
pueda serlo aplicando restricciones en la valoracio´n de historias, haciendo
que sea obligatorio incluir ciertos hechos. Sin embargo, es un problema con el
que hay que contar y tratar. En la generacio´n de historias no podemos obviar
el inconveniente que esto causa, ya que existen ciertos hechos que contienen
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informacio´n que no esta´ reflejada de ninguna manera en otra parte de la
base de conocimiento. Por tanto, no podemos descuidar este aspecto para
el trabajo futuro de investigacio´n que seguira´ al que presentamos en esta
memoria.
4.5.2. Dependencia del dominio
Se ha explicado durante el desarrollo de las ideas principales que los
sistemas de GLN tienen el inconveniente principal de ser muy dependientes
del sistema cuyos datos van a formar parte de los textos que van a ser
generados. Este problema se da principalmente en las partes de la generacio´n
relacionadas con la generacio´n del discurso narrativo, y quiza´s no tanto en
la realizacio´n superficial y la construccio´n de la agregacio´n y las expresiones
de referencia.
Esta investigacio´n no es una excepcio´n. En la parte de planificacio´n de
contenido (el grueso del sistema) tenemos que las posibilidades de la apli-
cacio´n esta´n muy acotadas respecto de lo que se puede hacer a la hora de
contar historias. No en vano, conseguir un sistema que sea capaz de narrar
cualquier historia con una calidad suficientemente buena estar´ıa cerca de
uno de los objetivos principales de la Ingenier´ıa Lingu¨´ıstica.
Las operaciones de realizacio´n superficial que se realizan en nuestro ge-
nerador de historias, a diferencia de los sistemas ma´s potentes que esta´n
plenamente dedicados a a esta parte, s´ı son dependientes del dominio. Esto
se debe principalmente a que hemos adoptado una solucio´n simple y directa,
y muy relacionado con lo que queremos recibir de la historia. Por ejemplo,
so´lo existe una manera de escribir los dia´logos, y no es posible hacer construc-
ciones complejas ni referencias a elementos que no existen. Las plantillas que
escribimos pra´cticamente desechan los tiempos verbales. En general, nuestro
sistema de realizacio´n superficial, si la aplicacio´n fuese dedicada algu´n d´ıa a




A lo largo de esta memoria del trabajo de investigacio´n se ha presentado
un sistema de generacio´n de historias en lenguaje natural que es capaz, a
partir de unos hechos almacenados como una base de conocimiento, crear
una historia que describa mediante un texto con caracter´ısticas lo ma´s pa-
recidas posible a las humanas la actuacio´n de varios personajes mediante
partes habladas y narradas.
Hemos expuesto las tecnolog´ıas a partir de las que ha surgido este tra-
bajo, as´ı como las motivaciones que han impulsado que se lleve a cabo.
Finalmente hemos comentado, de una manera discutida, las aportaciones
principales que ofrece este sistema con relacio´n al trabajo previo sobre el
que se apoya.
En este u´ltimo cap´ıtulo so´lo nos queda explicar cua´l es el estado en el
que queda el trabajo y cua´les sera´n los caminos posteriores de investigacio´n
que se seguira´n para conseguir que el esfuerzo en la investigacio´n que se ha
invertido hasta aqu´ı sea el principio de un trabajo mayor que pueda ofrecer,
en la medida de lo posible, un conjunto de nuevas ideas en la Inteligencia
Artificial.
Con el prototipo implementado, que sigue las ideas hasta aqu´ı expues-
tas, pero no dispone de muchas reglas ni tipos de reduccio´n posibles, ahora
mismo el generador de historias es capaz de narrar de una manera simple
acontecimientos, siempre que se tenga el objetivo del mismo establecido de
antemano y se disponga de un conjunto de reglas potente y muy extenso
para crear las traducciones. Adema´s, necesitamos una evaluacio´n ma´s com-
pleta y estudiada que la que hemos expuesto, ya que sin ella nunca podremos
refinar la salida del sistema. Por tanto, aunque es un sistema razonablemen-
te u´til, segu´n hemos mostrado con las aplicaciones que hemos contado, y de
funcionamiento suficientemente general para dichas aplicaciones, au´n queda
mucho por hacer.
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5.1. Conclusiones sobre el estado actual de la in-
vestigacio´n
El sistema que se ha disen˜ado es el producto de una inversio´n de estudio
y esfuerzo que ha desembocado en la realizacio´n de un sistema de generacio´n
de historias que ofrece algunas aportaciones a esta disciplina, a partir de las
cuales el trabajo puede ser continuado y mejorado. Estas aportaciones han
sido comentadas en la Seccio´n 4.1. Sin embargo, e´stas no esta´n, ni mucho
menos, cerradas o concluidas. Tal y como se ha expuesto en la discusio´n del
sistema, aparacen sobre las caracer´ısticas originales del sistema ventajas e
inconvenientes que no han sido resueltas en este prototipo, y deben seguir
siendo estudiadas.
Por tanto, la conclusio´n general a la que se puede llegar tras el trabajo de
investigacio´n es que los resultados han sido, si bien preliminares, s´ı satisfac-
torios considera´ndolos con lo que se esperaba obtener. El objetivo principal
de este trabajo era aque´l definido en el t´ıtulo: “historias de varios persona-
jes usando narracio´n y dia´logo”, y esto se ha logrado. En los ejemplos se ha
mostrado que la generacio´n de texto que conseguimos no es perfecta, pero
s´ı disponemos de un sistema mejorable que implementa ya ideas importantes
sobre las que podemos seguir trabajando.
Por tanto, aunque el trabajo puesto en la realizacio´n de la investigacio´n
ha dado frutos de intere´s acade´mico (refrendado por las publicaciones, las
cuales exponemos en el Ape´ndice A), se convierte casi en un deber proseguir
con el trabajo realizado hasta aqu´ı, convirtiendo un trabajo de estudios de
Ma´ster, mediante la investigacio´n posterior, en un trabajo de Tesis Docto-
ral. Algunas de las ideas que ya estamos barajando, y sobre las que se ha
empezado a trabajar las contamos en las subsiguientes secciones.
5.2. Mejoras del sistema
Desde luego la investigacio´n de este trabajo, a pesar de haber dado frutos
en forma de ideas y de pequen˜as aportaciones, ha de ser continuada para
conseguir objetivos ma´s ambiciosos sobre la generacio´n de historias. El ob-
jetivo general de la investigacio´n es conseguir un sistema lo suficientemente
potente como para, dentro de un dominio determinado, crear narraciones
a partir de varios personajes con una calidad suficiente como para que un
humano no tenga la necesidad de llevar a cabo la tarea de escribirlas a partir
de los datos. Es mucho el trabajo que queda por hacer, y en esta seccio´n
exponemos y proponemos una serie de tareas como trabajo futuro que se
tienen planeadas para la continuacio´n de la investigacio´n.
5.3 Mejorar la descripcio´n de los objetivos 119
5.3. Mejorar la descripcio´n de los objetivos
Uno de los problemas principales de la generacio´n de textos en Lenguaje
Natural es la decisio´n o establecimiento de que´ debe ser narrado. En el
comienzo del desarrollo de este trabajo se encontraron dificultades a este
respecto. Los primeros prototipos se basaron en la generacio´n de textos a
partir de cantidades muy grandes de datos, a partir de los cuales hab´ıa que
generar una historia, filtrando porcentajes muy altos de la entrada (90 %−
−95 %). En este punto se afronto la pregunta: ¿que´ debemos contar en la
historia?.
En cap´ıtulos anteriores ya se ha discutido en ma´s profundidad este te-
ma. Como se ha explicado, tras el estudio de este problema en la literatura
correspondiente se ha disen˜ado una solucio´n, y la propuesta que se ha deci-
dido hacer consiste en establecer unos objetivos cuya sema´ntica operacional
esta´ codificada en sus propias reglas de traduccio´n a otros objetivos o a
discursos de narracio´n.
A pesar de que esta especificacio´n es suficientemente completa, ya que
programamos las reglas en un lenguaje de programacio´n Turing-completo,
no es la manera ma´s eficaz de establecerlas, ya que un usuario que quisiera
interaccionar con el sistema, con muy poca probabilidad, querr´ıa programar
cada nuevo objetivo. Por tanto, se concluye que es necesaria otra aproxima-
cio´n a este problema.
Una posible solucio´n, muy directa, ser´ıa ofrecer al usuario un abanico de
objetivos entre los que e´l pudiera escoger para recibir una historia o con-
testacio´n apropiadas. En un sistema ma´s interactiva, hasta podr´ıa colegirse
este objetivo a partir de otro tipo de entradas provenientes del usuario. No
obstante, se preve´ como trabajo posterior el encontrar sistemas, ideas y mo-
delos de relacio´n hombre–ma´quina que permitan crear objetivos de manera
dina´mica, permitiendo as´ı que el conjunto de historias generado sea mu-
cho mayor, aplicando te´cnicas de adaptacio´n al sistema de generacio´n de
historias.
5.4. Mejorar y aumentar el conjunto de reglas
En cualquier caso, y siguiendo las ideas comentadas en la seccio´n ante-
rior, las reglas seguir´ıan gobernando el comportamiento de nuestro sistema.
En este tipo de aplicaciones de la Inteligencia Artificial, el nu´cleo principal
de la investigacio´n esta´ orientado no tanto, desde luego, a la implementacio´n
o disen˜o del programa como a la extraccio´n a partir del corpus de las reglas
funcionales que definen el sistema, o dicho de otro modo, la algoritmia que
suyace (en la mayor´ıa de los casos no presente como tal) detra´s del compor-
tamiento humano. Mediante las reglas es posible implementar un modelo del
que pudie´ramos disponer para establecer la generacio´n de historias, con lo
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que a priori resultan suficientemente potentes.
Por tanto, la reduccio´n de objetivos, la creacio´n de los mismos y las ma-
neras de crear el discurso necesitan un conjunto de reglas mucho ma´s potente
que e´ste del que disponemos en el prototipo implementado. Con un conjunto
ma´s amplio y elaborado, es seguro que nuestra generacio´n va a ser ma´s rica.
El u´nico inconveniente que tiene el uso de reglas es la dificultad de ampliar
el sistema, ya que requiere programacio´n por cada funcionalidad nueva de
generacio´n que se le quiere aplicar. Este, evidentemente, es un inconvenien-
te de peso que puede provocar un replanteamiento de la aproximacio´n a la
resolucio´n del problema distinto al que tenemos ahora.
No obstante, es fundamental apuntar que no existe ninguna seguridad de
que los sistemas que so´lo intentan emular la generacio´n de textos humana, o
cualquier otra disciplina, en general, de la Inteligencia Artificial, puedan ser
realmente implementados siguiendo ideas que replican la funcionalidad, y no
la topolog´ıa. Por tanto, a pesar de que como trabajo futuro en esta parte de
la investigacio´n se plantea el desarrollo del modelo narrativo y de las reglas
correpondientes, no se desestima experimentar y estudiar otras alternativas
que creen los textos siguiendo otras te´cnicas.
5.5. Mejorar el sistema de evaluacio´n
Hemos explicado que el sistema “cierra el lazo” de comunicacio´n con el
hombre basa´ndose en un me´todo concreto de evaluacio´n sobre las historias
generadas. El me´todo, de forma general, se incluye dentro de aquellos ma´s
usados hoy en d´ıa, que consisten en la encuesta a un conjunto de personas
sobre ciertas caracter´ısticas del texto. Estos me´todos se aplican as´ı porque
no se dispone de un modelo psicolo´gico o siquiera funcional sobre la creacio´n
de contenidos de los humanos, por lo que simplemente tenemos que cen˜irnos
a los comportamientos que podemos comprobar.
Siendo como es nuestra aplicacio´n, la repercusio´n de estas evaluaciones
sobre los textos es muy importante. La bu´squeda de la historia correcta que
realiza el sistema esta´ totalmente apoyada en estas evaluaciones, de modo
que sin ellas, o con un conjunto malo de las mismas, el sistema puede verse
seriamente afectado, y, en general, muy degradado.
Como se ha comentado antes, uno de los principales problemas que me-
rece la pena comentar aqu´ı es que, recibida la evaluacio´n, no es evidente
co´mo aplicarla a la creacio´n de la heur´ıstica. Esto se debe a que la “nota”
que un encuestado da a un pa´rrafo no depende so´lo de ese pa´rrafo, sino de la
calidad de los dema´s, y aislar este dato para analizarlo, no siempre es fa´cil,
dependiendo del caso.
Es por estas razones que como futuro importante de la investigacio´n se
procurara´, de manera pra´cticamente obligada, disen˜ar y poner en pra´ctica un
sistema de evaluacio´n ma´s complejo que el que se usa. Muy probablemente
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haya que acudir a otros campos de investigacio´n ma´s alla´ de la tecnolog´ıa
informa´tica o incluso de la lingu¨´ıstica, y sea necesario introducirse en el
estudio de la psicolog´ıa del lenguaje.
5.6. Integracio´n con un sistema de generacio´n de
historias completo
Toda esta investigacio´n esta´ englobada en la de desarrollo de un sistema
gene´rico y completo de generacio´n de contenido en lenguaje natural, llamado
TAP (Text Arranging Pipeline). Este sistema esta´ dividido en bloques
de programacio´n orientados en las fases globales identificadas ma´s comunes
de la GLN, a saber: Planificacio´n del contenido, Planificacio´n de
las frases y Realizacio´n superficial. En la Figura 5.1 queda repre-
sentada de manera muy simple la arquitectura TAP a grandes rasgos, tal
y como sigue la secuencia t´ıpica de la GLN. Todo el trabajo desarrollado
durante esta investigacio´n ha sido dedicado a la primera de estas tres fa-
ses, y la intencio´n general es la de crear un Framework de programas que
permita enlazar los trabajos de estos mo´dulos.
Figura 5.1: Diagrama de TAP.
El sistema, por lo tanto, ha sido desarrollado siguiendo las directrices
que se han establecido para TAP. En la arquitectura de TAP no so´lo se
especifican, desde luego, los mo´dulos de alto nivel que han de crearse para
el sistema, sino tambie´n las interfaces desde el punto de vista estructural
que han de cumplirse como comunicacio´n entre los mo´dulos. En estas inter-
faces se establecen las estructuras de datos que han de ser pasadas, como,
por ejemplo, la estructura de a´rbol que ha de tener un discurso narrativo
tras la fase de Planificacio´n de discurso o co´mo se representa la salida del
Planificador de frases para que la alimentacio´n al realizador superficial sea
correcta.
TAP es un sistema de generacio´n de lenguaje natural muy gene´rico. Se
plantea como una arquitectura sobre la que enlazar los mo´dulos que se vayan
creando, y estos pueden tener muy diferentes propo´sitos. Por ejemplo, es po-
sible que el planificador de contenido, mo´dulo que, como se ha comprobado,
es muy dependiente de la plataforma, tenga que ser reemplazado segu´n la
aplicacio´n. TAP considera este caso, y, a priori, ser´ıa posible tener diferentes
mo´dulos de planificacio´n conectados a la misma cadena de creacio´n final de
texto.
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5.7. Creacio´n de una plataforma de comunicacio´n
hombre–ma´quina
Se han presentado en las Secciones 3 y 4.2.1 un sistema de generacio´n
de historias en lenguaje natural (el grueso de este trabajo) y una platafor-
ma de barcos robo´ticos auto´nomos cooperantes a escala, respectivamente.
El desarrollo de ambas investigaciones esta´ estrechamente ligado, y sigue un
camino comu´n en el que ambos sistemas puedan complementarse para crear
una plataforma en la que el hombre y las ma´quinas (estos barcos auto´no-
mos) puedan comunicarse de una manera en la que el humano perciba los
comporamientos y detalles internos de las operaciones en formato de Len-
guaje Natural, y no necesite tener experiencia en sistemas informa´ticos para
poder entender “que´ esta´ pasando”. La Figura 5.2 esquematiza estas ideas.
Figura 5.2: Esquema de la relacio´n de comunicacio´n hombre–ma´quina.
El concepto principal de la investigacio´n ser´ıa crear un sistema auto´nomo
de operaciones en el que la plataforma robo´tica pudiera manteneer informado
al responable humano u operario de la maniobra, de modo que su informa-
cio´n visual sobre los movimientos de los barcos se viera complementada con
textos escritos generados a partir del conocimiento que manejasen los ro-
bots. De este modo la aportacio´n principal del sistema ser´ıa que se evitar´ıa
en gran medida necesitar expertos en los sistemas concretos para entender
las operaciones.
La investigacio´n sobre la inclusio´n de dia´logos en los textos narrados
esta´ muy motivada, pues, por las caracter´ısticas distribuidas de la platafor-
ma robo´tica. Al tener varios barcos a escala, y basar estos sus capacidades
cooperativas en las posibilidades de comunicacio´n y dia´logo con las que se
les ha dotado, tiene mucho sentido y utilidad ser capaz de transcribir los
mensajes “hablados” entre las ma´quinas como dia´logos t´ıpicos de los textos
literarios a los que estamos acostumbrados, puesto que la aprehensio´n de
estos por parte del hombre es, dada nuestra educacio´n, muy simple y direc-
ta. As´ı, la transmisio´n desde lo que hacen los robots hacia lo que entienden
los humanos, que sera´ el nu´cleo de la investigacio´n futura en este campo,
sera´ ma´s efectiva, entendiendo como tal la relacio´n que existen entre lo que
un humano a comprendido de la operacio´n respecto de la operacio´n llevada a
cabo por las ma´quinas. Si esta relacio´n fuese 1, es decir, el humano entiende
y conoce toda la operacio´n, esta investigacio´n futura que se propone ser´ıa un
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e´xito. Es ma´s que evidente que este objetivo es muy ambicioso. No obstan-
te, previa puesta en marcha de la investigacio´n en este campo se impone un
ana´lisis intenso sobre las posibilidades que en esta materia podemos barajar
de cara a realizar, a partir de los conocimientos que hasta aqu´ı hemos ex-
puesto, y los que pudieran ser en un futuro adquiridos, un trabajo de Tesis
Doctoral.
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El desarrollo de este proyecto ha dado lugar a las siguientes publicacio-
nes. Esta´n expuestas aquellas relacionadas directamente con esta investiga-
cio´n, y con la experimentacio´n de barcos cooperantes a escala, que se ha
realizado en paralelo con esta, y ha servido como fuente de datos para las
historias:
From the Event Log of a Social Simulation to Narrative Dis-
course: Content Planning in Story Generation. Leo´n, C.; Has-
san, S. & Gervas, P. AISB’07, Artificial and Ambient Intelligence, Pro-
ceedings of the AISB Annual Convention, 2007, 402-409.
Este art´ıculo presenta la primera versio´n de Hero´doto (Seccio´n 4.2.2).
Se muestra co´mo el sistema de simulacio´n social correspondiente se
adapto´ al dominio apropiado. Tambie´n se presentan las principales
ideas que conforman la primera versio´n del Determinador de Con-
tenido y del Planificador de discurso. Asimismo se muestra un
Realizador superficial simple, que sirvio´ de base para versiones
ma´s desarrolladas del mismo. Se estudia co´mo un sistema de Lenguaje
Natural de este tipo puede ayudar en sistemas de gran generacio´n de
datos de muchos personajes, como por ejemplo juegos masivos multi-
jugador en Internet.
A Computer Model that Generates Biography-Like Narrati-
ves. Samer Hassan, Carlos Leo´n, Pablo Gerva´s, Raquel Herva´s. Inter-
national Joint Workshop on Computational Creativity, 2007.
Centrado ma´s en la creatividad que se pod´ıa percibir del sistema, este
art´ıculo presento´ las capacidades de emulacio´n de la creatividad del
humano por parte del sistema de generacio´n. Se establecio´n un estudio
sobre la incidencia, adema´s, de los para´metros de la simulacio´n en la
generacio´n de los datos del mundo. Una parte muy importante de este
trabajo es la discusio´n sobre la calidad de la creatividad que puede
alcanzarse con un sistema de generacio´n como el que se expuso. Se
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muestra una segunda versio´n de Hero´doto en la que se hace ma´s
e´nfasis en la Planificacio´n del discurso, presentado la idea del
foco sobre los personajes para an˜adir la capacidad de contar historias
de ma´s de un personaje.
Agent Based Simulation Framework for Quantitative and Qua-
litative Social Research: Statistics and Natural Language Ge-
neration. Samer Hassan, Juan Pavo´n, Milla´n Arroyo Mene´ndez y Car-
los Leo´n. The Fourth European Social Simulation Association Confe-
rence, Tolouse, 2007.
Orientado a la pura simulacio´n social, en este trabajo se presenta co´mo,
aparte de un enfoque de estudio macrosocial mediante simplifacio´n pa-
ra el ana´lisis usando te´cnicas estad´ısticas, es posible usar un resumen
en lenguaje natural sobre la vida de uno de los individuos de la simu-
lacio´n para realizar un ana´lisis cualitativo (enfoque micro).
Robotics and Automation in the Maritime Industries, Chap-
ter 14: Towards automatized cooperation of ships in spill-over
recovery scenarios. J. M. de la Cruz, J. Giron-Sierra, S. Esteban, J.
Recas, J. F. Jime´nez, S. Cifuentes, C. Leon, E. Besada, J. A. Lopez-
Orozco, B. de Andres and J. Fdez. Prisuelos. Editado por J. Aranda,
P. Gonza´lez de Santos y J. M. de la Cruz. Pa´ginas 305-335, ISBN-13:
978-84-611-3915-6, ISBN-10: 84-611-3915-1.
En este cap´ıtulo de libro se muestra un resumen del trabajo del grupo
de investigacio´n de Ingener´ıa de Sistema y Automa´tica con los barcos
cooperativos auto´nomos a escala, dando detalle de su construccio´n y
funcionamiento, as´ı como el estudio matema´tico y f´ısico de sus capa-
cidades de maniobrabilidad.
Autonomous scaled ships for experimental study of marine
robotics. Leo´n, C.; Giro´n-Sierra, J. & Esteban, S. 7th IFAC Confe-
rence on Manoeuvring and Control of Marine Craft, 2006.
El trabajo que se muestra en esta publicacio´n muestra de manera de-
tallada cua´les son las partes lo´gicas y f´ısicas de los barcos a escala,
mostrando sus capacidades cooperativas preliminares usando un siste-
ma de lenguaje entre ma´quinas disen˜ado al efecto, conocido como Ship
Language.
A two linked ships cooperative scenario. Giron-Sierra, J.; Do-
minguez, A. & Leon, C. 7th IFAC Conference on Manoeuvring and
Control of Marine Craft, 2006.
En este art´ıculo se muestra un estudio sobre la captura de una mancha
de petro´leo en el mar usando un grupo de barcos que han de trabajar
de manera conjunta, unidos por una red de arrastre. Se hace e´nfasis
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en las leyes de control que han de seguir las naves para que la opera-




Ejemplo de XML de entrada
En este ape´ndice incluimos un ejemplo de un XML de entrada corres-
pondiente a una versio´n del prototipo anterior a la que se presenta como
programa final y que se explica en la Seccio´n 4.2.2. La intencio´n de este
ape´ndice es mostrar co´mo de largo e ilegible puede ser un conjunto de datos
de entrada, y, de este modo, justificar la utilidad de un sistema de ordenacio´n
y filtro que es nuestro generador de historias en lenguaje natural.
A continuacio´n tenemos un so´lo un fragmento del archivo XML, ya que
todo el archivo de entrada ser´ıa demasiado largo. Despue´s del co´digo XML
se ha incluido una generacio´n posible realizada con un prototipo de la apli-
cacio´n anterior al presentado, pero que sigue las mismas ideas. En este con-
junto de datos se incluye tambie´n la informacio´n sobre el modelo BDI que
tienen los personajes, lo que ayudo´, en este prototipo, para crear relaciones

















<Desire Type="find" Object="lost brother"/>
<Event Id="e1" Time="499" Action="birth" Param=""/>
<Event Id="e2" Time="501" Action="enemy" Param="i1"/>
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<Event Id="e3" Time="504" Action="enemy" Param="i3"/>
<Event Id="e4" Time="506" Action="saved" Param="priest"/>
<Event Id="e5" Time="506" Action="increased"
Param="religion"/>
<Event Id="e6" Time="513" Action="friend" Param="i10"/>
<Event Id="e7" Time="515" Action="grow" Param="adult"/>
<Event Id="e8" Time="515" Action="SAY"
Param="B:who has:the one ring:i10"/>
<Event Id="e9" Time="515" Action="friend" Param="i5"/>
<Event Id="e10" Time="518" Action="friend" Param="i6"/>
<Event Id="e11" Time="518" Action="SAY"
Param="B:who has:the one ring:i6"/>
<Event Id="e12" Time="519" Action="friend" Param="i9"/>
<Event Id="e13" Time="520" Action="enemy" Param="i2"/>
<Event Id="e3" Time="503" Action="spelled" Param="memory"/>
<Event Id="e4" Time="503" Action="decreased"
Param="education"/>
<Event Id="e14" Time="524" Action="involved" Param="battle"/>
<Event Id="e15" Time="527" Action="enemy" Param="i12"/>
<Event Id="e16" Time="527" Action="spelled" Param="fireball"/>
<Event Id="e17" Time="529" Action="kill" Param="ogre"/>
<Event Id="e18" Time="532" Action="KNOW"
Param="B:where another:wizard:i6"/>
<Event Id="e19" Time="533" Action="SAY"
Param="B:where another:wizard:i9"/>
<Event Id="e20" Time="534" Action="SAY"
Param="B:who has:the one ring:i5"/>












<Attribute Id="education" Value="very low"/>
<Desire Type="kill" Object="dragon"/>
<Desire Type="find" Object="the one ring"/>
<Desire Type="become" Object="wizard"/>
<Event Id="e1" Time="499" Action="birth" Param=""/>
<Event Id="e2" Time="500" Action="I ALREADY KNOW"
Param="B:where:the one ring"/>
<Event Id="e3" Time="503" Action="spelled" Param="memory"/>
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<Event Id="e4" Time="503" Action="decreased" Param="education"/>
<Event Id="e5" Time="505" Action="involved" Param="battle"/>
<Event Id="e6" Time="506" Action="enemy" Param="i9"/>
<Event Id="e7" Time="506" Action="enemy" Param="i7"/>
<Event Id="e8" Time="512" Action="inherit" Param="castle"/>
<Event Id="e9" Time="512" Action="increased" Param="economy"/>
<Event Id="e10" Time="512" Action="lost" Param="labyrinth"/>
<Event Id="e11" Time="515" Action="grow" Param="adult"/>
<Event Id="e12" Time="515" Action="friend" Param="i8"/>
<Event Id="e13" Time="516" Action="inherit" Param="castle"/>
<Event Id="e14" Time="516" Action="increased" Param="economy"/>
<Event Id="e15" Time="516" Action="involved" Param="battle"/>
<Event Id="e16" Time="524" Action="impossible love" Param=""/>
<Event Id="e17" Time="526" Action="friend" Param="i3"/>
<Event Id="e18" Time="526" Action="spelled" Param="memory"/>
<Event Id="e19" Time="526" Action="decreased" Param="education"/>
<Event Id="e20" Time="528" Action="lost" Param="labyrinth"/>
<Event Id="e21" Time="530" Action="involved" Param="battle"/>
<Event Id="e22" Time="534" Action="spelled" Param="fireball"/>
<Event Id="e23" Time="534" Action="KNOW"
Param="B:who has:the one ring:i8"/>
<Event Id="e24" Time="538" Action="DO"
Param="I:travel:wild lands"/>
<Event Id="e25" Time="539" Action="DO"
Param="I:find:gollum’s cave"/>
<Event Id="e26" Time="539" Action="dungeon"
Param="the one ring"/>
<Event Id="e27" Time="540" Action="DO"
Param="I:trick:gollum"/>
<Event Id="e28" Time="543" Action="DO"
Param="I:find:the one ring"/>
<Event Id="e29" Time="543" Action="ACCOMPLISHED"
Param="D: find:the one ring"/>
<Event Id="e30" Time="544" Action="KNOW"
Param="B:where another:wizard:i3"/>
<Event Id="e31" Time="547" Action="friend" Param="i2"/>










<Attribute Id="ideology" Value="very right"/>
142 EJEMPLO DE XML DE ENTRADA
<Attribute Id="education" Value="very high"/>
<Desire Type="become" Object="wizard"/>
<Desire Type="find" Object="lost brother"/>
<Desire Type="kill" Object="dragon"/>
<Event Id="e1" Time="499" Action="birth" Param=""/>
<Event Id="e2" Time="500" Action="I ALREADY KNOW"
Param="B:weak point:dragon"/>
<Event Id="e3" Time="500" Action="friend" Param="i4"/>
<Event Id="e4" Time="501" Action="saved" Param="priest"/>
<Event Id="e5" Time="501" Action="increased"
Param="religion"/>
<Event Id="e6" Time="502" Action="friend" Param="i10"/>
<Event Id="e7" Time="505" Action="dungeon" Param="potion"/>
<Event Id="e8" Time="505" Action="increased"
Param="strength"/>
<Event Id="e9" Time="506" Action="enemy" Param="i5"/>
<Event Id="e10" Time="515" Action="grow" Param="adult"/>
<Event Id="e11" Time="515" Action="friend" Param="i7"/>
<Event Id="e12" Time="515" Action="friend" Param="i6"/>
<Event Id="e13" Time="517" Action="involved"
Param="battle"/>
<Event Id="e14" Time="518" Action="friend" Param="i3"/>
<Event Id="e15" Time="519" Action="friend" Param="i8"/>
<Event Id="e16" Time="520" Action="SAY"
Param="B:weak point:dragon:i6"/>
<Event Id="e17" Time="522" Action="couple" Param="i7"/>
<Event Id="e18" Time="522" Action="child" Param="i11"/>
<Event Id="e19" Time="522" Action="child" Param="i12"/>
<Event Id="e20" Time="522" Action="dungeon"
Param="treasure"/>
<Event Id="e21" Time="522" Action="increased"
Param="economy"/>
<Event Id="e22" Time="533" Action="KNOW"
Param="B:where another:wizard:i8"/>
<Event Id="e23" Time="540" Action="kill" Param="ogre"/>
<Event Id="e24" Time="543" Action="SAY"
Param="B:where another:wizard:i3"/>
<Event Id="e25" Time="544" Action="SAY"
Param="B:where another:wizard:i4"/>





A continuacio´n, el texto generado correspondiente. Ha sido generado
eligiendo dos personajes que han sido considerados principales, y ajustando
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las reglas para que se cree el dia´logo que satisface algunos de sus deseos
como personajes.
It was a man. And His name was Deron. And His last name
was Cairnbreaker. And Deron Cairnbreaker desired to become a
great wizard. After that, the spell of memory was cast upon De-
ron Cairnbreaker. Because of that, its education decreased. After
that, Deron Cairnbreaker and Parbagar Greatcutter talked:
– Do you know who has the one ring?
– Yes, I can tell you who has the one ring - said Deron Cairn-
breaker, and it told where.
– Are you sure? Then I’ll go and talk with it. - said Parbagar
Greatcutter - Farewell.
Before that, Deron Cairnbreaker and Georgia Houston talked:
– Do you know where can I find another wizard?
– Yes, I do. I will tell you. - said Deron Cairnbreaker.
Then, Deron Cairnbreaker showed the place.
– Ok, now I have this useful information. - said Georgia Houston
-Thank you!
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Ape´ndice C
Entrada para el fragmento
del Meno´n
Este co´digo en el lenguaje creado para el prototipo presentado de la
aplicacio´n contiene la informacio´n sobre el fragmento del dia´logo de Meno´n
escrito por Plato´n, que se ha creado a mano para la demostracio´n del sistema
de generacio´n de historias en lenguaje natural. El texto generado puede verse
en la Seccio´n 3.4.
#
# Elementos de la historia del dia´logo
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direct event ev1d3 {
who meno;
verb must;
































































direct property pr1d9 {
who virtue;









direct property pr1d10 {
who d9;
verb incoherent;
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Ape´ndice D
Entrada para el ejemplo de
los barcos auto´nomos
Este co´digo corresponde a un dia´logo entre dos barcos que arrastran
una red y tienen que realizar un giro complicado de manera cooperativa, y
corresponden al texto de la Seccio´n 4.2.1.
#






























property pr1 {who message; verb be;
attribute orden; init start; end theend}
property pr2 {who message; verb type;
attribute giro; init start; end theend}
property pr3 {who ship-1; verb beattached;
attribute net; init start; end theend}
property pr4 {who ship-2; verb beattached;
attribute net; init start; end theend}
event ev1 {who ship-1; verb located;
where location-a; init 1; end 2}
event ev2 {who ship-2; verb located;
where location-b; init 1; end 2}
event ev3 {who ship-1; verb receive;
init 2; end 3; direct message}
event ev5 {who ship-1; verb turn; direct
location-c; init 3; end 4;}
dialog di1 {who ship-1; verb say; indirect
ship-2; direct ev3; init 2; end 3}
dialog di2 {who ship-1; verb say; indirect
ship-2; direct ev5; init 3; end 4; because
ev3, pr3, pr4}
property pr5 {who method; verb be;
attribute following; init start; end theend}
event ev6 {who ship-1; verb know;
direct method; init 3; end 4;}
dialog di3 {who ship-2; verb ask; indirect
ship-1; direct ev6; init 4; end 5}
dialog di4{who ship-1; verb say; indirect
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ship-2; direct pr5; init 5; end 6; because ev6}
dialog di5{who ship-2; verb say; indirect
ship-1; direct ok; init 6; end 7}
event ev7{who ship-1; verb move; where
location-d; init 7; end 8; because ev3}
event ev8{who ship-2; verb move; where
location-c; init 7; end 8; because ev3}
event ev9{who ship-1; verb control;
direct direction; indirect ship-1; init 8; end 9}
event ev10{who ship-1; verb stop; init
9; end 10; because ev3}
event ev11{who ship-2; verb stop; init
9; end 10; because ev3}
