In many physical systems, the system's full state cannot be measured. An observer is designed to reconstruct the state from measurements. Disturbances often contribute to the dynamics of the system, and the designed observer must account for them. In this paper, a modified sliding-mode observer (SMO), a robust observer, is proposed that combines the efficiency of a nonlinear observer with the robustness of an SMO. The estimation error is proven to converge to zero under natural assumptions. This improved observer is compared with an extended Kalman filter and an unscented Kalman filter, as well as a standard SMO for three different versions of heat equation: a linear, a quasi-linear, and a nonlinear heat equation. The comparisons are done with and without an external disturbance. The simulations show improved performance of the modified SMO over other observers.
Introduction
In many physical systems, the full state of the system is important; however, it cannot be measured. Observer design is a wellknown approach for reconstructing the state vector from some measured quantities. The observer dynamics are composed of a copy of the system's dynamics and a feedback term.
Although the observer design for the systems represented by linear ordinary differential equations (ODEs) is well studied (see Misawa and Hedrick (1989) for a review), it can be challenging for nonlinear systems. A comparison of nonlinear observers for ODEs can be found in Walcott, Corless, andŻak (1987) and Chen and Dunnigan (2002) . Some nonlinear systems can be transformed into a linear form for which the observer can be adjusted as in Kazantzis and Kravaris (1998) ; Xia and Gao (1989) ; Noh, Jo, and Seo (2004) ; Ding, Frank, and Guo (1990) ; Rigatos (2011); and Rigatos (2015a, 2015b) . Checking the necessary and sufficient conditions for the existence of such a transformation is not easy; this transformation might not exist in a general case. Among different nonlinear observers, extended Kalman filter (EKF) and unscented Kalman filter (UKF) are two nonlinear efficient yet simple estimation techniques (see Grewal and Andrews (2011) and Wan and Van Der Merwe (2000) for details).
The existence of disturbances in most physical models is inevitable and adds more complications to the observer design. A robust observer is intended to compensate for the disturbances; examples can be found in Kai, Wei, and Liu (2010) ; Kai, Liangdong, and Yiwu (2011) ; Einicke and White (1999); and Reif, Sonnemann, and Unbehauen (1999) . These observers are efficient in compensating for multiplicative disturbances and zero mean bounded noises. A different approach is implementing sliding-mode techniques in which the disturbances are modelled by some unknown inputs. In this case, no restriction except for boundedness is made on the disturbances.
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Sliding-mode techniques were first employed for observation in the 1980s (see Walcott and Zak (1987) ) and were incorporated in the design of a robust observer called a sliding-mode observer (SMO). A good review of sliding-mode observation methods for both linear and nonlinear systems can be found in Spurgeon (2008) . The idea is to use a discontinuous output feedback to drive the estimation state vector towards a reference manifold. The main advantages of the SMO are insensitivity to unknown inputs, robustness, and providing an equivalent output error injection that can also be used as a source of information (Fridman, Shtessel, Edwards, and Yan (2008) ). An important challenge is how the disturbances can be included in the observer design. In general, the consideration of the disturbances induces either structural conditions or matching assumptions to ensure a finite-time convergence towards the sliding surface (Veluvolu, Soh, and Cao (2007) . Different designs handle the disturbances and system nonlinearities in different ways (see Drakunov (1992) ; Drakunov and Reyhanoglu (2011) ; Drakunov and Utkin (1995) ; Koshkouei and Zinober (2004) ; Utkin (1999) ; Xiong and Saif (2001) ). As a robust estimation technique, a Luenberger observer is usually used with the SMO; for instance, see Spurgeon (2008) ; Koshkouei and Zinober (2004); and Veluvolu, Soh, and Cao (2007) . For a nonlinear system, the Luenberger observer must overcome the nonlinearities and stabilise the error dynamics on the sliding surface. Generally, a linear matrix inequality (LMI) problem is solved to obtain the Luenberger observer as in Koshkouei and Zinober (2004) and Veluvolu et al. (2007) . The LMI problem is not easy to solve; in fact, it might have no solution.
In this paper, a modified version of the SMO is developed. Instead of the Luenberger observer, the modified SMO combines an exponentially stabilising nonlinear observer with the sliding-mode observation to increase the estimation performance. The exponential convergence of the estimation error to zero is proven. The improved observer can compensate for both nonlinearities and disturbances coming from an unknown input.
In some physical processes, such as diffusion, the system's behaviour is distributed in space. These systems are known as distributed parameter systems (DPSs) and are modelled by partial differential equations (PDEs). Observer design for linear DPSs has been well studied; for instance, see Sallberg, Maybeck, and Oxley (2010) ; Smyshlyaev and Krstic (2005) ; Hidayat, Babuska, De Schutter, and Nunez (2011); Liu and Lapldus (1976) ; Miranda, Chairez, and Moreno (2010); Orlov (2008); Curtain (1982) ; Demetriou (2004) ; Meirovitch and Baruh (1983); and Curtain and Zwart (1995) . However, observer design has not been well explored for nonlinear DPSs. Some examples of observer design for the nonlinear DPSs can be found in Wu and Li (2008 , 2011 ) and Castillo, Witrant, Prieur, and Dugard (2013 .
A major issue in the observer design for DPSs is that the original PDEs cannot in general be used in the observer dynamics. The usual way of dealing with this problem is to approximate the system by a system of ODEs via some approximation method, such as the finite element method. This approximation introduces errors into the observer's dynamics because the higher modes are neglected. In this paper, this truncation is treated as a disturbance to an ODE model. It is proven that for a wide class of nonlinear PDEs, the modified SMO provides estimation with an error that goes to zero as the order of approximation of the observer is increased.
The performance of the modified SMO is compared with two well-known nonlinear observers, the EKF and UKF and a standard SMO for three different versions of the diffusion equation: a linear, a quasi-linear, and a nonlinear model. Two sources of uncertainties are introduced in the observer design: the disturbances coming from the unknown input ξ (t) and the modelling uncertainty due to the order reduction in the observer design. The simulation results show that the modified SMO performs better than the other observers in the presence of external disturbances and model truncation.
Observer design
Consider the following ODE model consisting of n differential equations:
where z orig ∈ R n is the state variable, u ∈ R is the control, ξ ∈ R is the disturbance input, and y ∈ R is the measured output. Here, B ∈ R n×1 , C ∈ R 1×n , and f (·) and g(·) are smooth vector fields on R n . The vector field g(·) is called the distribution vector and indicates the disturbance spatial distribution. The disturbance input is assumed to be bounded, that is a positive number M ξ exists such that |ξ | ࣘ M ξ . Initialise at k = :
Prediction step:
Correction step:
For simplicity of exposition, consider a discrete-time implementation
where z k , u k , and are, respectively, the state vector, input variable, and output at time step t = t k , ν k is the system noise, and ω k is the measurement noise. The EKF algorithm is summarised in Table 1 where z 0 is the state vector at time t = t 0 ,s = E(s) represents the mean value of the random vector s, and defines the rate of exponential convergence. More details on this estimation technique can be found in Grewal and Andrews (2011) . The exponential convergence, provided that certain assumptions are satisfied, of the EKF is shown to hold in and Reif, Sonnemann, and Unbehauen (1998) .
The UKF is another candidate often used for nonlinear systems to provide an accurate estimation. In this technique, the variance is updated at each step via some sample points. For a random vector of dimension N, 2N + 1 sample points, which are also called sigma points, are used. Details can be found in Wan and Van Der Merwe (2000) . The sigma points and their corresponding weights are Table 2 .
Unmodelled disturbances are often present. A robust observer is required to compensate for the disturbances. A potential way of including robustness in the observer design is to employ sliding-mode techniques in which no assumption except Initialise at k = :
for boundedness is made on the unknown input to compensate for its presence. The first step in the SMO design is to transform the system representation (1) into a standard form as in Xiong and Saif (2001) . The transformation divides the system into two parts: the part which is directly affected by the unknown input and the part which is not.
The following assumptions on the system are required. Isidori (1995) . The relative degree of system (1) from the input ξ to the output y is independent of z p ∈ R n .
If Cg(z p ) = 0 for every z p ∈ R n , the system has the relative degree one and satisfies Assumption 2.2. This is not a hard condition to check and often holds in the observer design.
Let the relative degree be q. If Assumption 2.2 holds, q ࣘ n (Isidori, 1995, Prop. 5.1.2) . Set
If q < n, n − q functions,φ q+1 (z orig ), . . . , φ n (z orig ) , can be found such that the Jacobian matrix of the mapping
is nonsingular at every z p ∈ R n . Define the new state vector z
Define functions a d (·), and b k (·) produced by the transformation (4) as
the Frobenius Theorem implies that the system's description becomes
wheref
and a r (·) and b r (·) are vector fields of dimension n − q obtained from transformation (4). The transformation (4) decomposes the system into two subsystems so that only z d is directly affected by the disturbances. More details on this transformation can be found in Isidori (1995) .
Assumption 2.3: The input terms in the transformed equations can be put into the form
. . .
Assumption 2.4:
The system with representation (1) and its corresponding transformed form (6) are bounded-input boundedoutput (BIBO) stable for the output operator being the identity operator.
The SMO design forces the system's states towards a sliding surface followed by stabilisation of the error on the sliding surface. Some lemmas are required to establish convergence of the observer. First, Lipschitz continuity of the functions (5) follows from smoothness of the original system (1).
Proof: The proof followed from Assumption 2.1, the transfor-
given by (4) being a diffeomorphism, and the Mean Value Theorem. Now, a method for estimation of the undisturbed nonlinear system will be combined with an SMO to obtain an observer for the disturbed system. Define the state vectorz
The representation (9) is assumed to be detectable in the sense that an exponentially convergent observer can be designed for this system.
; indicate the observer gain by K(·). The observer dynamics using the transformed Equations (6) become
where
If the disturbance ξ = 0, the error dynamics take the form (10) and (12), respectively. There exists a continuously differentiable Lyapunov function V : D → R such that
Assumption 2.5: Let the observer dynamics and its corresponding error dynamics be given by Equations
for someβ 1 , β 2 , β 3 , β 4 > 0 and along trajectories
If the disturbance ξ = 0, the observer is modified by adding some sliding-mode terms. Combining an exponential convergent nonlinear observer satisfying Assumption 2.5 with the sliding-mode terms reduces the effect of chattering associated with some SMOs.
Define
where (λ k−1 sign(ē k−1 )) eq are equivalent signals obtained by low-pass filtering the signals λ k−1 sign(ē k−1 ) with an antipeaking structure introduced in Drakunov (1992) ; this filter is designed to avoid peaking phenomenon in a way that the information regarding the observation error e k−1 is not used till the sliding manifold e k−1 = 0 assigned with this information is reached. In other words,ē k is set to zero till the sliding manifolds e k−1 = 0 are reached one by one in a recursive manner. The observer dynamics are
(16) This observer can also be written as
where 
where β 3 , β 4 , and V(·) are defined in Assumption 2.5, and
with M 0 > 0 representing the upper bound of (z c )ξ .
Proof: Define the error vector e = z c −ẑ c ; the error dynamics can be obtained from equations (6) and (17) as
Consider a continuously differentiable Lyapunov function V(·) satisfying Assumption 2.5. Along trajectories,
employing inequalities (14) and (15) leads to
From the definition of (z c ), Equation (7), Lemma 2.1, Assumption 2.4, and the boundedness of the vector u r and unknown input ξ , it can be concluded that
If e <
, the error vector is bounded and the proof is complete. Suppose then that e ≥
. From inequalities (13) and (22), this implies that
In this case, the error vector is bounded by (18) Theorem 2.1: Suppose that Assumptions 2.1-2.4 hold and also the error dynamics for the undisturbed system (ξ = 0) defined in (12) satisfy Assumption 2.5 with Proof: If the disturbance input ξ is zero, the result follows trivially from the assumptions. Consider then a non-zero disturbance term ξ = 0. The proof involves several steps.
Step 1: This step is along the lines of the proof of Xiong and Saif (2001, Theorem 1 
Consider the first dynamical equation (23) of the error dynamics. Defining the Lyapunov function V 1 (e 1 ) = 1/2e 2 1 ,
From (27) and inequality (11), it is concluded that
The estimation error is bounded by Lemma 2.2 in two possible ways; in (18) (19) in which, by definition, u r = col(λ 1 sign(e 1 ), 0, . . . , 0) and u r = λ 1 since the sliding manifold e 1 = 0 has not reached yet. In (28), let |e 2 | be replaced by this upper bound; it is derived that
Following both possibilities for choosing λ 1 , define
and noteβ 5 > 0 . Thus, inequalities (28) and (29) become
From this inequality, it is obvious that |e 1 | is decreasing; thus, ϵ t > 0 can be chosen arbitrarily large, and (30) is true for every t ࣙ t 0 . From (30), it is also concluded that the system reaches the switching surface e 1 = 0 after a finite time t 1 . After this ideal sliding motion takes place, e 1 = 0 and for t > t 1 . The second equation in (24) becomes
Furthermore, for t > t 1 , u r = col(e 2 , λ 2 sign(e 2 ), 0, . . . , 0) till the system reaches the switching surface by definition. Followed by the same procedure as before, let
Given Lemma 2.2, inequalities (11) and (8) as well as the boundedness of e 1 and e 2 , one can choose
for which, as was shown before for|e 1 |, |e 2 | is decreasing; thus, ϵ t > 0 can be chosen arbitrarily and the system reaches the switching surface after a finite time t 2 > t 1 . Following the same reasoning implies that after finite time T > t q > > t 2 > t 1 , the system reaches the sliding surfaces e 1 = 0, . . . , e q = 0 one by one.
Step 2: Once the motion is along the intersection of the sliding surfaces, e 1 = 0, . . . , e q = 0 , the discontinuous vector u r in Equation (17) can be replaced by its equivalent smooth counterpart (Edwards & Spurgeon, 1998) 
where u eq forces the system's motion to stay along the intersection of some sliding surfaces; then, the error dynamics of the system take the form
From Equation (31) and inequalities (8),
Step 3: The observer K(ẑ c , e 1 ) was proven in Lemma 2.2 to provide a bounded error even for a system with disturbances. In sliding mode, which occurs after finite time, the error dynamics are given by Equation (32). Differentiating the Lyapunov function V(·) satisfying Assumption 2.5 leads to
Inequalities (14), (15), and (33) imply that
Since
and the estimation error e goes to zero exponentially.
Theorem 2.1 shows that an exponentially convergent observer for the undisturbed nonlinear system can be combined with the SMO. The result is an exponentially convergent observer in the presence of disturbances coming from an unknown input. A number of estimation methods can be used for the undisturbed systems. In the simulations below, the EKF is used.
There are two ways of handling the transformation of the observer states to the original coordinates: finding the statespace representation of the observer in the original coordinates, or transforming the estimated state back into the original coordinates. Direct transformation of the estimated state back into the original coordinates is a practical choice when the observer dynamics can be sampled for its solution. In this paper, the observer state in the original coordinates is obtained byẑ orig = φ −1 (ẑ c ).
Observer design for distributed parameter systems
Consider a DPS with state in a separable Hilbert space H and model
where z ∈ H, x ∈ R m is the spatial variable, F (·) : D(F ) ⊂ H → H is a nonlinear operator, B : R → H is the input operator and bounded, G(·) : R → H is the disturbance operator, u ∈ R is the input signal, ξ ∈ R is the disturbance input, y ∈ R is the output signal, and C : H → R is the output operator and linear bounded.
Let
be a basis for H. Now, define the finitedimensional subspace
The orthogonal projection of H onto H M is
for z ∈ H and z i ∈ R. Let the state vector be decomposed into two parts
The projection (38) can be used to approximate system (37) by a finite-dimensional system of the form
The state variablesz M and z M are different: the state z M is the projection of the solution to (37) onto H M whilez M satisfies the finite-dimensional system (39). An ODE representation on R M equivalent to (39) can be obtained via multiplying both sides of (39) by v i for i = 1, … , M in the sense of H inner product (·, ·) H . This leads to
where f M (·) and g M (·) are functions defined on R M and B M is a column matrix of dimension M.
The observer dynamics are composed of a copy of the system approximate dynamics (40) with N ࣘ M and a filtering feedback operator. Define
The system (40) is rewritten as
Next, the following change of coordinate
is applied, wherein φ N (z orig,N ) is defined as in (4) with f (·) and g(·), respectively, replaced by f N (·) and g N (·). In the new coordinates, the system takes the form 
where K N (·) is the filtering gain and u r,N is defined in the same way as u r in (17) for n = N. 
Proof:
The proof is given in the Appendix.
Boundedness of the estimation error is provided by the following theorem. 
Proof: The proof is given in the Appendix.
The constants in Lemma 3.1 and Theorem 3.1 depend on the functions f N (·), g N (·), and h N (·) and thus on N. In addition, the observer dynamics (43) depend on the nonlinear filtering gain K N (·). In other words, proving that the solution to the approximate observer converges to the true state as the order of approximation increases requires adding some conditions on the upper bounds of these constants as well as some conditions necessary to show the convergence of the involved functions. Finding these conditions is not straightforward for general nonlinear PDEs.
According to Theorem 3.1, the estimation error bound depends on the model truncation defined byh N (z c,N , z c,M ) and z c orig,N . If the norms of these terms converge to zero as the order of approximation increases, the estimation error norm converges to zero. This convergence is observed in the numerical simulation in the next section.
Simulations
In this section, the modified SMO is compared with different estimation methods for variations of the heat equation; linear, quasi-linear, and fully nonlinear versions are considered as well as versions with and without a disturbance input. In the following simulations, the EKF and the modified SMO are designed in the transformed coordinates defined by Equation (4). The UKF is designed in the original coordinates. Two sources of uncertainties are introduced: the disturbance coming from the unknown input ξ (t) and the modelling uncertainty due to the order reduction in the observer design.
The finite element method with piece-wise linear functions was used to approximate all three versions of the heat equation. The order of approximation is defined as the number of employed elements. The 'true' system was simulated in COM-SOL with 17 linear elements to imitate true measurements and states. Increasing the number of elements beyond 17 showed negligible changes in the system's solution.
In the continuous-time EKF, a differential Riccati equation must be solved simultaneously with the system's dynamical equations. It is faster to use the discrete-time version of the EKF. In order to use the discrete-time EKF, the time span of interest is divided into sub-intervals of the same size t where t is small compared to the observer's dynamics so that the effect of time discretisation can be neglected. The value t = 0.01 was found to be adequate.
The observer parameters were chosen by trial and error to achieve the best performance for each observer. This tuning was done separately for every observer. For example, the parameter in the EKF algorithm (Table 1) provides control over the rate of convergence. The best value for was found by increasing it to a point that the covariance matrix remained bounded and no further improvement of the performance was obtained. The same approach was used to find the SMO gain. In the standard SMO, which was added for the sake of comparison, the Kalman filter was tuned using just the linear part of the system. In the modified SMO, the EKF was combined with the SMO. The UKF parameters were also chosen for the best performance too.
On every sub-interval, the observer's dynamical equation (43) was solved with K N (t ) set to zero. Next, the discrete-time EKF was used to provide the state estimate at every time step; the observer gain K N (t ) acts as a correction to the state prediction. The observer equations were solved using MATLAB ODE15s. Let the solution at the time step k + 1 be
where χ(·) is an evolution operator. The connection between the linearisation around the estimated stateẑ in the continuoustime and sampled-time system is provided by Theorem A.1 in the Appendix. Theorem A.1 was used to calculate the linearisation of χ (·) around the state estimateẑ as the linear operator F z k in Table 1 .
Simulations were run first with a zero disturbance ξ and then with a non-zero ξ . In both sets, as a non-persistent source of disturbances, a fraction of the initial condition profile ωz(0, x) for ω > 0 was added to the system's state at every time step. This type of disturbance was added to keep the system's modes excited in time. For linear and quasi-linear heat equations, ω = 0.1 , and for nonlinear equation, ω = 0.3 .
Letting z M be the 'true' state calculated with approximation order M, andẑ N the estimated state using an approximation of order N, the estimation error is defined as
where e = z M −ẑ N . The system's initial condition is z(0, x) = 0.5 sin(πx) sech(3(x − 0.5)) and the observer's initial condition isẑ(0, x) = 0. The shared observer's parameters are chosen as, for the EKF,
for the UKF,
and for the modified SMO,
The linear heat equation was
and localised observation
where α 1 = 6 is the diffusivity coefficient, z ∈ L 2 (0, 1) is the state variable, u is the control input, ξ is an unknown input attributed to the disturbances, g(x) ∈ C([0, 1]) is the spatial distribution of the unknown input, and b(x) ∈ C([0, 1]) is the spatial distribution of the control. In the simulations,
The observer parameters are a = 20 , λ 1 = 50 .
The simulation results are shown in Figures 1-3 . These figures show that for all methods, the estimation error not surprisingly decreases by increasing the order of approximation. In the absence of an external disturbance input, both EKF and UKF show the same performance. Furthermore, the modified SMO performs closely to the EKF.
When the disturbance input is added, that is, ξ = 0, the EKF offers slightly better estimation error than the UKF. In the presence of the disturbance input, the modified SMO provides much smaller estimation error than the other estimation methods. The modified SMO shows a considerable decrease in error for higher orders of approximation. The error for different observation techniques with a fixed approximation order N = 5 is shown in Figure 4 and Table 3 .
The next model considered was a reaction-diffusion system, the quasi-linear heat equation where α 2 = 4 ,
η 1 = 0.2, and η 2 = π 2 . The boundary conditions are again (48), and the observation is defined by Equation (49). In the simulations, g(x) = sin(πx), ξ (t ) = −18(2 + 1.5 sin(t )),
The observer parameters are a = 2 , λ 1 = 40 for the EKF and the modified SMO and λ 1 = 60 for the standard SMO.
The simulation results are shown in Figures 5-7 . Again, the estimation error decreases as the order of approximation increases. Figures 5 and 6 indicate that in the absence of a disturbance input, the estimation error provided by both EKF and UKF is nearly the same. Moreover, adding the sliding term to the EKF does not change its performance when there is no disturbance.
However, the estimation error of the UKF in the existence of the disturbance input is more than two times larger than that of the EKF. According to Figure 7 , the modified SMO reduces the estimation error four times more than EKF. This improvement can be seen in Figure 8 and Table 3 where different observation techniques, all with approximation order N = 5, are compared. It is also observed that the modified SMO produces an error that is almost a third of the one produced by the standard SMO.
The last model considered was a nonlinear heat equation. The system is similar to the linear equation (47) except that the diffusivity is a function of the state: where θ 1 = 6 and θ 2 = 0.02. The governing equation is
The same boundary conditions (48) hold, and the observation is again defined by (49). In the simulations,
The observer parameters are a = 20 , λ 1 = 10 for the EKF and the modified SMO and λ 1 = 30 for the standard SMO.
The simulation results are shown in Figures 9-11 . The same pattern of reduction in error as the order of approximation increases can be seen in the absence of a disturbance input. The estimation error of both the EKF and the UKF is almost the same in the absence of the disturbance (Figures 9 and 10) . However, the estimation error associated with the UKF is larger than that of the EKF when the disturbance is present. Like the previous two examples of the heat equations, the modified SMO performs similarly to the EKF when there is no disturbance. However, when the disturbance is present, with the modified SMO, the error is up to four times smaller than the EKF (Figure 11 ). This is illustrated in Figure 12 and Table 3 where all the observation methods are compared with the order of approximation N = 5. It is also observed that the modified SMO produces an error around four times smaller than the error produced by standard SMO.
Conclusions
The main contribution of this paper was a modified SMO where an EKF was combined with an SMO. This modified SMO combines an exponential stabilising nonlinear observer with the sliding-mode observation to increase the estimation performance. Unlike standard versions of the SMO, the modified version handles both nonlinearities and disturbances. The exponential convergence of the estimation error to zero was proven in Theorem 2.1. The modified SMO was compared with two nonlinear filtering methods, the EKF and the UKF, as well as a standard SMO for estimation of three different versions of heat equation: linear, quasi-linear, and nonlinear. The simulations were run for each model and estimator with and without an external disturbance.
Although chattering is less of an issue in an SMO than in a sliding-mode control, and was not an issue in our computations, discontinuities in the observer dynamics may cause complications. Specifically, large discontinuities may lead to an increase in computation time to solve the observer equations. However, the modified SMO provides the possibility of using smaller sliding gains, which reduce chattering. Table 3 shows that the computation time of the modified SMO did not increase significantly compared with the EKF and the UKF.
In the simulations, the order of approximation used to design the observer was smaller than the order used for the 'true' system to simulate the effect of neglected modes. Therefore, the error was expected to be only bounded as given by Theorem 3.1. In the absence of the external disturbance, increasing the order of approximation decreases the error, which is not surprising. Increasing the order of approximation results in a closer approximation to the true system.
When the disturbance was present, the performance of the modified SMO was better than that of the other observers, including the EKF and standard SMO. Exponential convergence to zero of the error norm, proved in Theorem 2.1, can be observed for high orders of approximation in Figures 3, 7 , and 11. Furthermore, increasing the order of approximation reduces the estimation error, as predicted by Theorem 3.1. According to this theorem, the estimation error bound is defined by the norm of model truncation denoted byh N (z c,N , z c,M ) and z c orig,N ; the decreasing estimation error norm observed in the simulations is assigned with the convergence of these terms to zero as the order of approximation increases.
The performance of the modified SMO was examined with different versions of the heat equation. The heat equation is structurally stable and satisfies the conditions of Theorems 2.1 and 3.1; however, the wave equation has different dynamics and stability properties which limit the application of the SMO. Future work involves development of observers for DPSs such as weakly damped waves where the decline in energy with each mode is much slower than for diffusion equations.
From the definition of N (z c,N ); Equation (7) Since the error vector and the system state are bounded so is the observer state, and the proof is complete.
Proof of Theorem 3.1: If the disturbance input ξ is zero, the result follows trivially from the assumptions. Consider then a non-zero disturbance term ξ = 0. The proof is similar to that of Theorem 2.1. Followed by the same procedure as in the step one of the proof of this theorem, for q = 1, there exists λ 1 > 0 such that the observer reaches the sliding surface in finite time; the equivalent signal is 
