Abstract-The problem of segmentation of tracking sequences is of central importance in a multitude of applications. In the current paper, a different approach to the problem is discussed. Specifically, the proposed segmentation algorithm is implemented in conjunction with estimation of the dynamic parameters of moving objects represented by the tracking sequence. While the information on objects' motion allows one to transfer some valuable segmentation priors along the tracking sequence, the segmentation allows substantially reducing the complexity of motion estimation, thereby facilitating the computation. Thus, in the proposed methodology, the processes of segmentation and motion estimation work simultaneously, in a sort of "collaborative" manner. The Bayesian estimation framework is used here to perform the segmentation, while Kalman filtering is used to estimate the motion and to convey useful segmentation information along the image sequence. The proposed method is demonstrated on a number of both computed-simulated and real-life examples, and the obtained results indicate its advantages over some alternative approaches.
I. INTRODUCTION

I
MAGE segmentation is the procedure of partitioning the domain of a data image into a number of sub-domains, over which certain statistical properties of the image appear to be homogeneous. Hence, from a certain perspective, image segmentation can be thought of as a way to simplify the image content-the simplification that has proven extremely important and useful in numerous applications including medical imaging [1] , [2] , surveillance video [3] , [4] , robotics [5] , [6] , traffic control [7] , [8] , and navigation [9] , [10] .
A multitude of segmentation algorithms have been proposed over the last few decades. Some basic methodologies include histogram-based image segmentation [11] , [12] . Using the interpixel dependencies within an image and/or its multiresolution representation is a basic tool used in Bayesian segmentation approaches [13] - [16] . Persistency of the image content in time and apparent object motion constitute a basis for motion-based segmentation [17] - [19] , while specific structural details of an image (e.g., edges) are used in segmentation methods employing active contours [20] - [22] . The correlation with a predefined content [23] and color consistency [24] are additional examples of image features used by other segmentation algorithms (for an exhaustive survey on which, the reader is kindly referred to [25] ).
Unfortunately, comparing the performance of existing segmentation methods against their computational complexity reveals the well known problem that the accuracy of segmentation and its computational complexity tend to increase pro rata. An unfortunate consequence of this fact is that many sophisticated solutions are not applicable in the situations where fast processing is required. In such cases, it may be necessary to bring the performance of relatively simple segmentation methods as close as possible to that of more complex ones. A possible realization of this concept is proposed in the present paper.
The proposed method is based on a sequential Bayesian classification, in which the pixels of a tracking image are ascribed to the segmentation classes whose posterior probability is maximized [26] , [27] . Note that the property of such a segmentation scheme of being sequential consists in using the posterior probabilities computed for a given tracking image, as prior probabilities for its successor [28] , [29] . It should be noted, however, that such a recursion makes sense only if the motion of the tracked objects is relatively slow. Unfortunately, when the motion is relatively fast, the sequential Bayesian segmentation may no longer be of use because of the errors caused by applying the priors (i.e., the posteriors of preceding images) to incorrect pixels. 1 The above limitation, however, could have been naturally overcome, had the posteriors been properly transformed before being used as prior distributions. It goes without saying that such a transformation, in turn, could be only performed, if the apparent motions related to each of the segmentation classes were known.
Motion estimation in tracking applications is another fundamental problem, which has inspired numerous studies [30] , [31] . In the current paper, the apparent motion is represented by means of optical flows [32] , the estimation of which is nowadays considered as a fundamental problem in numerous applications. A problematic aspect of this estimation, however, is known to be related to its relatively high complexity for the cases when optical flows are discontinuous. Unfortunately, such cases are quite typical in tracking scenarios, in which the motion of a background and those of tracked objects are often relatively simple when taken separately, while the corresponding global motion is discontinuous and, therefore, poorly describable by parametric models of low complexity.
In order to simplify the complexity of motion estimation, we propose to "couple" the latter with the process of image segmentation in the following way. Based on a predicted motion field, the posteriors computed for a current tracking image are "warped forward" to form priors for the subsequent image. After the latter has been segmented, the resulting segmentation mask is used to divide (disintegrate) the global optical flow into a number of its simpler components. As a final step, all the "disintegrated" motions are estimated and, subsequently, used to estimate the motion field through updating its prediction. It should be noted that the motion estimation above is performed in two stages, viz. prediction and update. Hence, the use of a Kalman filter comes naturally for the needs of the proposed approach [33] .
It should be noted that the idea of using the prediction property of Kalman filtering in order to transform the past observations of a dynamic scene into its probable future configuration is not new, and it has been exploited in a number of studies [34] - [36] . However, to the best of our knowledge, using Kalman filtering to integrate the processes of optical-flow-based tracking and Bayesian segmentation (so as to decrease the computational complexity of the former, while improving the performance of the latter) is reported here for the first time.
The paper is organized as follows. Section II briefly reviews the sequential Bayesian classifier used for segmentation, whereas Section III discusses the optical flow model used as well as some methods for its estimation. Kalman filtering is also briefly discussed in this section. Section IV summarizes the overall structure of the algorithm. A number of simulated and real-time examples are demonstrated in Section V. Section VI finalizes the paper with a discussion and conclusions.
II. SEGMENTATION OF TRACKING SEQUENCES
A. Segmentation via Bayesian Classification
We start with briefly describing the Bayesian segmentation approach of [28] and [29] which constitutes the basis for the segmentation method proposed in the present paper. This approach is based on the assumption that each pixel of the image to be segmented can be ascribed to one of classes, where is supposed to be known in advance and fixed. Even though from the practical point of view the latter assumption may seem as a limitation, it is introduced mainly to facilitate the discussion. If necessary, the proposed method can be easily modified to deal with an unknown number of classes, as detailed in [29] .
Let denote segmentation classes, to which the pixels of image (with ) need to be ascribed. The segmentation classes , in turn, are characterized by certain features, which are usually quantified by real numbers and manipulated as an ordinary Euclidean vector . The feature vector is considered to be a random vector, whose (class-) conditional probability is different for every , in general. Below, these conditional probabilities are denoted by . The central notion in the theory of Bayesian classification is that of posterior probability. For the case at hand, we are interested in computing the posterior probability of the pixel to be in given that the observed feature vector at this pixel is equal to . This probability can be computed using the Bayes rule, and it is given by (1) where denotes the prior probability of the pixel to be in . The Bayesian classifier ascribes to the class, for which the posterior probability (1) is maximal. Namely, having observed, it is decided that , where
Note that using more independent attributes of usually improves the performance of Bayesian classification. However, to facilitate the present discussion, we restrict it to the specific case of being a scalar representing the grey-level values of , viz. .
B. Modeling of Conditional Densities
To compute the posteriors in (2), the conditional probabilities need to be specified first. In the current paper, the probabilities are modeled using the Gaussian Mixture Model (GMM) [37] which is defined as given by (3) where stands for the Gaussian probability density function (pdf) with its mean and standard deviation equal to and , respectively. Note that the number of mixture components is class-dependent and it is assumed to be chosen a priori for each so as to optimally balance the accuracy and complexity of the density approximation. By setting , , the setting in [28] , [29] is restored. In real-life scenarios, the hyperparameters of each class-conditional pdf can vary in time because of, e.g., changes in the background content and/or changes in illumination conditions. Thus, these hyperparameters should be constantly re-estimated by means of, for instance, the EM algorithm of [38] . We will elaborate on this issue later on. In the meanwhile, it is assumed that these hyperparameters are known and available to be used for computing the conditional densities .
C. Regularization of Posterior Probabilities
In the discrete setting, the data is a sequence of discrete images, which we denote here by with and being the space and time variables, respectively. The corresponding posteriors can also be arranged as sequences of "images," which will be denoted below by with . Thus, with this new notation, at time , the Bayesian classifier ascribes the pixel to the class , with . Pixelwise application of the classifier can be viewed as an operator that maps the image to another image (of the same size), which takes its values in the set and is commonly referred to as a segmentation mask. With slight abuse of notation, we define the segmentation mask as given by (4) where the maximization is performed pixelwise.
Being a pixelwise operation, the segmentation (4) ignores any possible dependencies between the image pixels. Needless to say that this property of the segmentation method can considerably worsen its robustness. Indeed, being a function of measurements, the posteriors (1) inevitably "inherit" some of the properties of the data. For example, if the tracking sequence is noisy, then the posteriors will be noisy as well. As a result, the segmentation mask could appear to be overly fragmented.
To overcome the above deficiency, it was proposed in [28] , [29] to "re-introduce" the dependencies between adjacent pixels via prefiltering the posteriors, before the latter are substituted in (1). Thus, if denotes a filtering operator, then the segmentation can be performed according to (5) The segmentation (5) was demonstrated to provide considerably better results as compared to (4) under a variety of experimental conditions, while remaining relatively fast to compute.
A number of different choices for in (5) are possible, which range from ordinary linear filtering to many powerful nonlinear methods [39] - [42] . While linear filtering is certainly the fastest, the others may be preferred, when oversmoothing is undesirable and fine image details (e.g., edges) need to be preserved. As the present study has been aimed at developing a real-time tracking system, an ordinary linear filtering was used throughout the experimental part of the paper. It is to be noted that, in this case, the values of the impulse response of the linear filter should sum to 1 to guarantee that the posteriors are properly normalized.
D. Sequential Bayesian Segmentation
The computation of the posterior probabilities given by (1) requires knowing the corresponding prior probabilities . Typically, the priors are elicited from either training data or some antecedent knowledge on morphological details of the object being tracked. In dynamic scenarios, however, it seems to be very natural and advantageous for computational reasons to use, so called, sequential priors, which are nothing else but time-delayed posteriors. Formally (6) with . Using the sequential priors (6) allows fusing useful segmentation information along the time axis. However, these priors makes sense only if the motion of tracked objects is negligible over the time span of two successive images. Otherwise, using the priors updated according to (6) can result in erroneous segmentation.
To overcome the above deficiency, we propose a different rule for dynamically updating the prior probabilities. Formally, this rule can be expressed as given by (7) where is a map relating to its follower according to . For the convenience of referencing, the update rule of (7) will be referred below to as dynamically updated adaptive learning (DUAL).
It should be noted that, in the current paper, the map is defined by an optical flow, that implies the existence of such that . However, as it was pointed out in the introductory sections of the paper, in many cases of practical interest, the order of a global map should be kept sufficiently high to properly account for the discontinuities of the composite motion. As a result, estimation of the global flow could be computationally too intensive to be realizable in a real-life scenario.
The problem above, however, could be easily overcome, if segmentation masks for the images and were available. The segmentation breaks down the domain of image definition into disjoint subsets , so that each of the subsets supports a distinct segmentation class, which is presumed to be associated with a local optical flow describable by a low order model. In this case, one can define to be a set of maps and to be a set of associated optical flows, such that each (or, equivalently ) "acts" on a distinct subset of (8) To compute the prior probabilities using DUAL requires knowing the local maps , which are generally unknown and, hence, should be estimated from the data. As it was pointed out earlier, such an estimation procedure would be possible, if the images and were given along with their corresponding segmentation masks and . The latter, however, could be computed only if the maps were known. In order to break this logical circle, we replace the local maps by their predictions derived from the past observations of the dynamic system. The prediction is performed by a Kalman filter, which constitutes the core of the motion estimation method we describe next.
III. MOTION ESTIMATION BY KALMAN FILTERING
A. Affine Optical Flow
The problem we address next is that of estimating the apparent motion of tracked objects given a sequence of images . The estimation is based on assuming any pair of successive images to be related according to . This implies that any subsequent image can be represented as a locally translated version of its predecessor, where the local translations are governed by the optical flow , which is a function of time . In order to facilitate the discussion, the optical flow here is temporarily assumed to be global. The problem of estimating the optical flow is ill-posed, in general. Therefore, in order to render its solution stable and unique, all the admissible optical flows should be restricted to some "target" class via imposing appropriate smoothness constraints on their spatial and/or temporal behavior. An alternative way to regularize the solution is via parametrization. Such parametric models have proven advantageous in practice since they allow reducing the order of the motion model, thereby facilitating the computations. More specifically, one can restrict the solution to belong to a family parameterized by a vector of real parameters . In this case, the datum of the sequence is equivalent to the datum of the optical flow itself. As the current work is aimed at developing a system for real-time tracking, the parametrization seems to be a reasonable way to regularize estimating the optical flow.
When the tracking of rigid targets is under consideration, assuming the displacement field to be affine may be quite reasonable, in which case and (9) with and being the first and the second coordinate of , viz.
. A typical example here is the tracking of military targets (e.g., tanks, armored troop-carriers, aircrafts) using an airborne SAR or CCD camera freely moving in 3-D. 2 Then, assuming the amplitude of the displacement field to be relatively small, its least square (LS) estimate can be shown to be given by [43] , [44] (10) where , , and with and standing for the spacial and temporal derivatives of , respectively. Finally, we note that the estimate (10) is based on assuming the optical flow to have relatively small magnitudes. However, when rapidly moved objects are tracked, the magnitude of the optical flow can be large even for relatively high image-acquisition rates. Unfortunately, when this happens, the solution by (10) may no longer provide a useful result. In this case, using the multiscale approach of [45] seems to be an effective alternative way to compute on account of only marginal increase in the amount of required computations.
B. Kalman Filtering of Affine Parameters
Equation (10) provides a solution to the problem of estimating affine optical flow between any pair of successive images within the sequence . However, if one needs to predict the affine parameters given the input images up to the time inclusive, this equation by itself is of little use, since it does not take into account the temporal coherence of the motion field. Thus, in order to predict the optical flow, 2 Note that such an assumption requires perspective effects to be relatively negligible.
the temporal "tendencies" within the sequence should be duly brought into consideration.
To account for the temporal coherence of the affine parameters, we describe their evolution using the Kalman system given by (11) where and stand for the state and measurement noises, respectively. These noises are assumed to be mutually independent, zero-mean, Gaussian noises having time-independent covariances and . It is worthwhile noting that the system (11) suggests that the affine parameters pertaining to time are equal to their time-delayed version contaminated by the state noise , while the estimated parameters are considered to be a noisy measurement of the true parameters .
The system (11) can be efficiently solved via Kalman filtering [33] . Although the theory of Kalman filtering is very well known, there is a particular reason to recall the filter structure, since it plays a crucial role in the proposed tracking algorithm. Specifically, the Kalman filter estimates the state in two basic steps. First, a prediction of is computed. For the case at hand, the prediction equation is given by (12) where denotes the posterior error covariance computed at time and is its prediction at time . As the second step, the prediction is updated using the information brought in with a new observation obtained by (10) (13) The fact that the prediction appears explicitly as an intrinsic part of the Kalman filter forms the main property underlying the dynamic segmentation method proposed in this paper. In particular, the predicted parameters of the optical flow (12) are used by DUAL to propagate the posteriors and to perform the segmentation, while the resulting segmentation masks are used to decompose the global motion field into its affine components, followed by estimating the parameters of the latter. Having the affine parameters estimated, the Kalman filter regards them as new observations of the true states and performs the update according to (13) .
C. Estimation of Individual Motion Components
Before summarizing the overall structure of the proposed algorithm, a few words need to be said regarding the method we use to "isolate" the local (affine) components of the global motion for the purpose of their estimation. Note that the basic assumption used here is that each local motion can be associated with a distinct segmentation class.
Let the total number of objects (including background) be equal to , and the support of the object in two successive images and be and , correspondingly. Then, the affine model can be estimated by applying the procedure specified in the preceding section to 
It should be noted that the weighting functions given by (14) are computed based on the related segmentation masks which are estimated quantities by themselves. This implies that, due to estimation errors, the supports of the weighting functions cannot be ideally aligned with the respective regions of local motion. Moreover, the weighting functions are discontinuous-the property that can also give rise to numerical inaccuracies.
Fortunately, the above deficiencies can be substantially alleviated via slightly extending the support of and by means of morphological dilation [46] , followed by linear filtering the results thus obtained. In the present paper, the dilation has been performed using a disk-shaped structural element with the radius of 4 to 6 pixels.
IV. DUAL: OVERALL STRUCTURE
The proposed segmentation algorithm is executed recursively. At each step, the segmentation mask pertaining to and the parameters of affine optical flows relating with its predecessor are supposed to have been already estimated. At the output, the same information is recovered for . Below, we specify a sequence of procedures by which the segmentation using DUAL can be implemented.
•
Step 1: [The first stage of the Kalman filtering]
The set of the affine parameters corresponding to time is used to predict the affine parameters using (12). This step results in the set of predicted parameters . • Step 2: The predicted parameters are used to compute the related optical flows . Subsequently, the posteriors are pushed forward by the predicted optical flows according to the methodology of DUAL. This step results in the set of priors for the image .
• Step 3: [The Bayesian segmentation]
The posterior probabilities of the segmentation classes in are computed according to (1) , and, subsequently, used to estimate the segmentation mask using (5).
• Step 4: The weighting functions are computed based on using (14) (followed by morphological dilation and smoothing, if necessary). Subsequently, the images and are multiplied by the elements of and , respectively, and the resulting weighted images are used to estimate the local optical flows using (10). This step results in the set of estimated affine parameters .
• Step 5: [The second stage of the Kalman filtering]
The predicted and the "measured" parameters are used to update the estimation of the affine parameters according to (13) . This step results in the set of updated parameters , which define the optical flow "connecting" the images and .
• Step 6: [Optional "backing" stage] The steps 2 and 3 are repeated for the updated parameters instead of the predicted parameters . • Step 7: The segmentation mask is used to classify the pixels of into groups (as per the number of classes), which are used to re-estimate the hyperparameters using the EM algorithm [38] . Finally, we note that the computational complexity of one iteration of DUAL is mainly defined by Steps 2, 3, 4, and 7. Specifically, pushing forward the posteriors requires applying an interpolation procedure. In practice, accurate and stable results have been obtained using linear interpolation, which can be performed with linear complexity in the number of image samples. The Bayesian classification of Step 3 can be carried out with linear complexity as well, if the class-conditional densities are computed by means of lookup tables. Estimating the affine parameters for each of the segmentation classes requires computing the partial derivatives of the weighted images. The number of such computations depends on as well as on the number of multiscale levels involved in computation of using the pyramid-based approach of [45] . However, since the LS estimation of the affine parameters requires inverting only 6 6 matrices, the complexity of Step 4 still remains linear in the number of image samples. Finally, the complexity of Step 7 is mainly defined by as well as by the number of EM iterations. In practice, however, the latter has rarely exceeded five iterations to update the hyperparameters with more than 1% accuracy. Note that the initial values of the hyperparameters are assumed here to be provided in the beginning of the DUAL recursion. These values could be, for instance, learned based on some previous observations of the scene of interest or estimated based on the results of either manual or semi-automatic segmentation.
V. EXPERIMENTAL RESULTS
A. Computer-Simulated Experiments
Computer-simulated experiments are usually the first validation stage intended to assess the performance of a given algorithm under controllable conditions. To this end, a number of tracking sequences were synthesized using two "aircraft" objects and a background of the form shown on the left and right subplots of Fig. 1 , respectively. The amplitude of the background was set to be such that its largest value comes to 95% of the objects' grey level (with the latter being normalized to unity). It has been done so as to make the "aircrafts" poorly recognizable over the bright spots of the background, thereby challenging the segmentation.
The motions of the "aircrafts" were simulated by applying to their images two sequences of affine optical flows, whose parameters were evolved in accordance with (11) . The initial state for the first object was set to be equal to , which corresponds to a rotation through the angle of 30 . For the second object, corresponded to a rotation through the angle of . For both objects, the state noise covariance was set to be a diagonal matrix with its diagonal equal to , . The measurement noise covariance was set to be an identity matrix proportional to , . The resulting images of the "aircrafts" were superimposed on the background, at the same time when the latter was subjected to random shifts intended to mimic the camera egomotion. The coordinates of the shifts were defined to be i.i.d. Gaussian random variables with zero mean and variance equal to 2 pixels. The resulting images were contaminated by white Gaussian noise giving rise to three different levels of SNR, viz. 10, 15, and 20 dB. The image size was set to be 256 256, and each simulated sequence consisted of 25 images.
As a first part of the experiment, the simulated sequences were subjected to the Bayesian segmentation procedure of [28] , [29] using the sequential priors (6). For convenience, this algorithm is referred below as "static Bayesian." The conditional densities of the object and background classes were defined according to (3) with the number of mixture components being 1 for the "aircrafts" and 2 for the background. The smoothing operator in (5) was defined to be linear filtering using a fourthorder (separable) binomial filter. As the next step, the tracking sequences were processed by the Bayesian classifier (5) using the DUAL rule (7) (below, we refer to this method as "dynamic Bayesian"). Here, the segmentation parameters were set identically to the previous case. Moreover, at each iteration, the weighting functions (14) have been morphologically dilated using a disk-shaped structural element with a radius of 4 pixels, followed by smoothing the resulted functions by convolving the latter with a fourth-order binomial filter. In addition, estimation of the dynamic parameters was initialized with zero initial conditions and the error covariance equal to for both objects, where is a 6 6 identity matrix. A typical result for the case of SNR dB is shown in Fig. 2 , where the upper row of subplots depicts a subset of the simulated images corresponding to , while the middle and the lower rows show the segmentation masks obtained with "static Bayesian" and "dynamic Bayesian," respectively. One can see that "static Bayesian" provides unacceptable results, since none of its segmentation masks correctly represents the shape of the object being tracked. On the other hand, the segmentation masks computed by "dynamic Bayesian" correctly represent the content of the simulated images as well as the shapes of both "aircrafts" for all .
Since the simulated images of the "aircrafts" are binary, the segmentation masks obtained in this manner can be used for quantitatively comparing the simulation results. Particularly, if the "aircrafts" and the background classes are labeled by 1 and 0, respectively, the resulting segmentation masks can be regarded as estimates of the images of the "aircrafts". In this case, the mean-squared error (MSE) criterion can be used to evaluate the algorithm's performance. A typical behavior of the MSE as a function of time is shown in Fig. 3 for SNR dB. One can see that "dynamic Bayesian" (dotted-solid line) provides considerably more accurate estimation results than "static Bayesian" (solid line). Moreover, while the MSE of "static Bayesian" increases as a function of time, the MSE of "dynamic Bayesian" slightly decreases due to the convergence of the Kalman filter.
Finally, Subplots A1-A5 of Fig. 4 show the segmentation masks (corresponding to the same as above) computed using "dynamic Bayesian" for SNR dB, while Subplots B1-B5 of the same figure show the masks for the case SNR dB. One can see that, while the shape of the "larger aircraft" is recovered with relatively high accuracy independently of the noise level, the reconstruction of the "smaller aircraft" degrades, as the SNR decreases. This happens for two main reasons. First, the smaller the object, the smaller the numerical support for estimating its affine parameters and, hence, the higher the error of estimating the related optical flow. Second, the smaller the object is, the higher is the probability of its being misaligned with the corresponding (dynamically updated) priors due to the errors in estimating the affine parameters. Despite the above limitations, the proposed algorithm is still capable of reliably tracking relatively small targets as it is further demonstrated in the section that follows.
B. Experiments With Real Data
As a next validation step, the algorithm performance was tested using real-life video sequences. The sequences were acquired using an optical (digital) camera mounted on a training aircraft. During the data acquisition, the latter was instructed to follow another, freely-maneuvering aircraft so as to capture its images over dynamically changing background. Note that this experiment was conducted as part of the project for developing a system for automated control of unmanned air vehicles (UAV) during a flight in formation. In such applications, the information provided by a segmentation procedure is vital for defining a number of important parameters of the formation structure (e.g., relative positions of the UAVs and their mutual distances). Moreover, in such applications, occlusions are rare, while the main difficulties are usually related to the existence of clutter noise as well as to the ego-motion of tracking cameras. Note that the camera ego-motion (being caused by aircraft's vibrations and wobbles) is transformed into the motion of background which makes the spatial occurrence of clutter noise be arbitrary, thereby further worsening the conditions under which the segmentation is to be performed. Fig. 5 shows a subset of typical tracking images. The image acquisition rate was set to be approximately equal to 30 fps, and the figure shows the frames number 15, 30, 45, 60, 75, 90, 105, 120, 135, 150, 165, 180 (if counted in a normal left-to-right, up-to-down direction). One can see that, in virtually all the images, the target (i.e., the followed aircraft) is hardly recognizable over its background, being represented by the gray-levels that are very close to those representing the underlying terrain. Consequently, due to the relatively strong ego-motion of the camera and a fast motion of the followed aircraft, the priors elicited using the sequential rule (6) have been of no use and, as a result, the "static Bayesian" approach failed to provide a stable segmentation of the tracking sequences. 3 On the contrary, "dynamic Bayesian" provided stable and useful segmentations of all data sequences. To perform the segmentation, the object and background classes were modeled using the Gaussian mixture model (3) with one and three mixture components, respectively. The hyperparameters of the conditional densities were updated dynamically according to Stage 7 of Section IV. At each iteration, the weighting functions (14) have been morphologically dilated using a disk-shaped structural element having a radius of 5 points, followed by smoothing the resulted functions by linearly filtering the latter with a fourth-order (separable) binomial filter. As to the motion estimation part, the covariance matrices were set to be , . The posterior error covariance was set to be equal to . Fig. 6 shows the results of segmentation of the tracking images of Fig. 5 (where the magenta contour indicates the segmentation boundary; for a color version of the figure visit http://www.ieeexplore.ieee.org/). Comparing these figures, one can see that the segmentation provided by "dynamic Bayesian" well agrees with the actual support of the tracked aircraft.
Finally, the same tracking sequences were processed using the motion-based segmentation method of [17] , where it is used for deriving a layered representation of video sequences. This method proceeds in two main stages, during the first of which a dense optical flow field corresponding to a given frame is computed. Subsequently, the field is divided into small blocks whose related (local) affine models are estimated and, subsequently, clustered by means of the k-means algorithm. The latter yields a number of "motion centroids" which are used for classification of the vectors of the dense optical flow. In the present study, the dense optical flow was estimated based on 3 3 pixel neighborhoods, while the size of the local blocks was set to be equal to 5 5. Moreover, 50% overlap between the blocks were allowed to increase the number of affine vectors related to the motion of the tracked aircraft. The number of motion clusters was set to be equal to 2. The remaining parameters of the algorithm were set according to the guidelines provided in the original reference (see [17, Section V] for more details). The resulting segmentation is shown in Fig. 7 , which reveals an unfortunate drawback of the reference method that consists in its being incapable of reliably tracking small objects/targets. The difference in performances of the proposed and reference methods can be further seen in Fig. 8 , which shows the original frame #150 (left subplot) along with its segmentation by the motion-based approach of [17] (middle subplot) and by "dynamic Bayesian" (right subplot).
VI. DISCUSSION AND CONCLUSIONS
The present study introduced a computationally efficient method for segmenting the sequences of tracking images. The segmentation was performed within the Bayesian estimation framework, which is known to be centered around the concept Fig. 5 ; (middle subplot) image segmentation using the motion-based segmentation approach of [17] ; (right subplot) Image segmentation using the "dynamic Bayesian" approach.
of prior probabilities, and where has always been a concern about the way the latter are elicited. In fact, the present study advocates the point that, in dynamic scenarios, some valuable priors can come naturally from previous observations of the scene of interest.
The central part of the proposed method is the DUAL rule used for priors elicitation. This rule can be viewed as an extension of the classical method of sequentially learning the prior probabilities [28] and [29] . Specifically, while the standard approach substitutes the posteriors of the preceding images for the priors of their followers, the DUAL rule transforms the posteriors according to the apparent motion before the substitution is done. This allows the Bayesian segmentation using DUAL to perform considerably better as compared to the "dynamics-indifferent" approaches of [28] , [29] .
To estimate the motion of tracked objects, linear Kalman filtering was used. It should be noted, however, that assuming the state and measurement models to be linear and the noise processes in (11) to be white Gaussian may be restrictive in general. Although the adequacy of our assumptions has been verified experimentally, the linear Kalman filter can be potentially replaced by particle filtering [48] , which is capable of estimating the motion parameters for (reasonably) arbitrary types of models and noises. Moreover, the choice of a model for optical flow is application dependent as well, and, hence, the affine model used in this study may be replaced by a different model, which is more appropriate for an application at hand.
In the case when more than one target is tracked, the problem of association of different segments within two successive images becomes particularly important. In the current paper, the image segments are associated based on the concept of a minimal distance, while the latter is defined as a sum of two components, viz. "geometric" and "probabilistic." For each pair of the image segments, the first component is computed as either the Hausdorff distance between the segments or the Euclidean distance between their centroids. At the same time, the "probabilistic" component is computed as a distance between the empirical pdf's of the feature vector corresponding to the segments. Such a distance can be defined, for example, based on either the Kullback-Leibler divergence or the Bhattacharyya distance. Subsequently, segment in the current image is associated with segment in the subsequent image if their distance is minimal among all possible candidates.
In the current study, the Bayesian segmentation algorithm discriminated between tracked objects and background based on the information contained in pixel values. It was shown that, in this form, the algorithm is capable of reliably tracking fast-maneuvering targets contaminated by clutter noise. However, if the proposed method is to be used for different applications, it should be thoroughly investigated which features should be passed to the Bayesian classifier to make the segmentation less sensitive to a wider class of disturbances.
