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Abstract 1
Abstract
Let G be a finite group of order v > 1. Let f(x) be an integral polynomial. A subset
D of G with k elements is a (v, k, f(x))-polynomial addition set if f(D) = λG
where D =
∑
d∈D d ∈ Z[G], G =
∑
g∈G g ∈ Z[G] and λ ∈ Z. We call an integral
polynomial primitive if the gcd of its coefficients is equal to 1.
In general, there exists many polynomials f(x) ∈ Z[x] such that f(D) = λG.
Among these polynomials, we fix a primitive one with least degree. We call this
polynomial the minimal polynomial of D and its degree is called the degree of
D. Characterization of degree 3 polynomial addition sets in cyclic groups G has not
been done before and will be the main focus in this thesis.
We classify a polynomial difference set D of degree 3 according to the roots of the
polynomials f(x):
• D is called type 1 if f(x) has three rational roots, i.e. f(x) = (x−a)(x−b)(x−c)
where a, b, c are integers.
• D is called type 2 if f(x) has one rational root and two irrational roots, i.e.
f(x) = (x − a)g(x) where a is an integer and g(x) is an irreducible integral
polynomial of degree 2.
• D is called type 3 if f(x) has three irrational roots, i.e. f(x) is irreducible.
We shall study both the existence and non-existence of polynomial addition sets of
degree 3 for each of the three types mentioned above.
In Chapter 1, we provide background knowledge on polynomial addition sets.
Known results from the literature will be presented. Background knowledge on
Abstract 2
character theory and Schur rings are also presented in Chapter 1.
In Chapter 2, we discuss ways to construct certain type 2 and type 3 sets. These
constructions serve as examples for us to see how type 2 and type 3 sets might look
like.
In Chapters 1 and 2, we have the characterization of type 1 and type 3 sets in
cyclic groups. Type 2 sets are finally characterized in Chapter 3.
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Chapter 1
Introduction
This chapter will serve to provide background knowledge for our study on poly-
nomial addition sets.
Background knowledge of polynomial addition sets is presented in Section 1.1.
A background knowledge on character theory is presented in Section 1.2. Results
from the literature on polynomial addition sets are presented in Section 1.3. Finally,
an algebraic object called the Schur Ring is introduced in Section 1.4.
1.1 Elementary Definitions and Results
Let R be a commutative ring with unity and G be a finite group. The group
ring R[G] is the ring consisting of elements of the form
∑
g∈G agg where ag ∈ R for


























where x, y, ag, bg ∈ R.
In this thesis, G will always be a finite group.
For any A ⊂ G, we denote the element ∑a∈A a ∈ R[G] by A. For polynomial
f(x) = anx
n + an−1xn−1 + · · · + a1x + a0 with ai ∈ R, we write f(A) to mean





+ · · · + a1A + a0e ∈ R[G], where e is the identity element of G.
Let y =
∑





t, t ∈ Z. Let A be a subset
of G. Define A(t) = {at | a ∈ A}. Note that the notation A(t) is not to be confused
with A
(t)
. This is because A(t) will be the sum of the elements of A(t).
Note that for A ⊆ G and B ⊆ G with B ⊆ A, A \B = A−B .
Let G be a finite group of order v > 1. Let f(x) be an integral polynomial with
degree n more than 1. A subset D of G with k elements is a (v, k, f(x))-polynomial
addition set if f(D) = λG for some λ ∈ Z.
We call an integral polynomial primitive if the gcd of its coefficients is equal to
1.
From Theorem 1.1.8 in [7], we have for every subset D of a group G, there exists
polynomials f(x) such that f(D) = λG. Among them we choose a polynomial
of least degree which is primitive. We call this unique polynomial the minimal
polynomial of D and its degree is called the degree of D. See [7].
By Corollary 1.3.14 in [7], for a (v, k, f(x))-polynomial addition set, we can
always assume f(x) to be a monic polynomial.





+2D+2e = 5G. Hence D is a (4, 2, x3+2x2+2x+2)-polynomial
addition set. Observe that f(x) is the minimal polynomial and thus the degree of
D is 3.
The concept of polynomial addition sets come from the study of polynomial
digraphs from Hoffman. See [2] and [3]. Degree two polynomial addition sets were
studied intensively under the name “partial difference sets”. See [8] and [10]. Very
few papers in the literature study degree 3 polynomial addition sets.
Degree 3 polynomial addition sets can be classified into the following 3 types.
Let D be a polynomial addition set of degree 3 and let f(x) be a minimal
polynomial of D.
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• D is called a type 1 set if f(x) has three rational roots, i.e. f(x) = (x −
a)(x− b)(x− c) where a, b, c are integers.
• D is called a type 2 set if f(x) has one rational root and two irrational roots,
i.e. f(x) = (x−a)g(x) where a is an integer and g(x) is an irreducible integral
polynomial of degree 2.
• D is called a type 3 set if f(x) has three irrational roots, i.e. f(x) is irre-
ducible.
In this thesis, whenever we say D is a type 1, type 2 or type 3 set, we mean D is of
degree 3 and its minimal polynomial is of the form above.
We also call a polynomial addition set in G cyclic, abelian or non-abelian de-
pending on whether G itself is cyclic, abelian or non-abelian.
Let G1 and G2 be two finite groups. Suppose we have a homomorphism ρ from
G1 to G2. Then ρ induces a homomorphism (an extension) ρ from R[G1] to R[G2]










Theorem 1.1.1 (See [7, Theorem 1.1.10]). Suppose ρ : G1 → G2 is an isomorphism.
Let D be a polynomial addition set of degree n in G1. Then ρ(D) is a polynomial
addition set of the same degree n in G2.
1.2 Character Theory
We call χ a character of an abelian group G if χ : G→ C is a homomorphism
from G to the multiplicative group of C. Note that χ(e) = 1.
Let g be an element in an abelian group G of order v. We have gv = e. Thus
χ(gv) = 1. So χ(g) is a complex v-th root of unity and we write χ(g) = (e2pii/v)x for
some x. We denote e2pii/v as ζv and hence write χ(g) = ζ
x
v . So χ(g) ∈ Q(ζv) for all
g ∈ G.
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Let char(G) be the set of all characters of G. Then char(G) is a group under
the group multiplication defined as follows:
For two characters τ and χ in G, χτ is the character defined by
χτ(g) = χ(g)τ(g)
for all g ∈ G.
We call char(G) the group of characters for G. The identity element of
char(G) is called the principal character of G. This is the homomorphism that
maps every element in G to 1. We denote the principal character by χ0. A character
of G is called non-principal if it is not the principal character.
Let H be a subgroup of G. A character χ of G is called principal on H if
χ(h) = 1 for all h ∈ H. Define H⊥ = {χ ∈ char(G) | χ is principal on H}.
Theorem 1.2.1 (See [5, Theorem 1.6.13]). Let G be a finite abelian group and H
a subgroup of G. H⊥ is a subgroup of char(G) and |H⊥| = |G||H| .
Let G be a finite abelian group. For any g in G, we identify g with a character
g : char(G) → C of char(G) such that g(χ) = χ(g) for all χ ∈ char(G). With this
identification, we have char(char(G)) = G.
By the extension defined in Equation 1.1, we can extend χ to a homomorphism







Let y ∈ Z[G]. A character value of y is defined to be the value χ(y) ∈ C
for some character χ ∈ char(G). If χ is non-principal, the value χ(y) is called a
non-principal character value.
The following are important lemmas in character theory.
Lemma 1.2.2 (See [13, Lemma 1.2.2]). Let G be an abelian group. Let y =∑







Corollary 1.2.3 (See [7, Corollory 3.1.7]). Let x, y ∈ C[G]. χ(x) = χ(y) for all
χ ∈ char(G) if and only if x = y.
CHAPTER 1. INTRODUCTION 7
Lemma 1.2.4. Orthogonal Relations: Let G be an abelian group and H a sub-
group of G. For χ ∈ char(G)
χ(H) =

|H|, if χ is principal on H
0, if χ is non-principal on H.






|K|, if g is principal on K
0, if g is non-principal on K.
Let y =
∑
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(1) χ˜0 = G;

















The next lemma calculates the Fourier transform of char(G) and G:
Lemma 1.2.7.
(1) ˜char(G) = ve;
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(2) G˜ = vχ0.































= |G|χ0 + 0
= vχ0.
In this thesis, whenever G is a cyclic group of order v, we shall use g to represent
a generator of G, i.e. G = 〈g〉 and ◦(g) = v. Furthermore, if w is a divisor of v, we
use Hw to denote the subgroup of order w in G, i.e. Hw = 〈gv/w〉.
Note that in this case, char(G) is also a cyclic group of order v. For convenience,
for a divisor w of v, we use H∗w to denote the subgroup of order w in char(G).
It is easy to check that
H∗w = {χ ∈ char(G) | χ is principal on Hv/w} = H⊥v/w,
and that
H∗v/w = {χ ∈ char(G) | χ is principal on Hw} = H⊥w .
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Lemma 1.2.8. Let G be a cyclic group of order v and Hw, H
∗
w as defined above,
(1) H˜∗w = wHv/w;






































































1.3 Results on Polynomial Addition Sets
In this section, we state some results on polynomial addition sets that are already
proved in the literature.
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Theorem 1.3.1 (See [7, Theorem 1.1.5]). (i) Let D be a (v, k, f(x))-polynomial
addition set, then G \D is a (v, v − k, f(−x))-polynomial addition set.
(ii) Let D be a (v, k, f(x))-polynomial addition set with e /∈ D, then D ∪ {e} is
a (v, k + 1, f(x− 1))-polynomial addition set.
(iii) Let D be a (v, k, f(x))-polynomial addition set with e ∈ D, then D \ {e} is
a (v, k − 1, f(x+ 1))-polynomial addition set.
Theorem 1.3.2 (See [7, Theorem 2.1.5]). Let D be a polynomial addition set in G.
Let f(x) be the minimal polynomial of D.
The following are equivalent:
(1) f(k) = 0 where |D| = k;
(2) 〈D〉 6= G;
(3) f(D) = 0.
Theorem 1.3.3 (See [7, Lemma 3.1.8.]). Suppose D is a subset of an abelian group
G. Let |D| = k and |G| = v. D is a (v, k, f(x))-polynomial addition set if and only
if
(1) χ0(D) = k and;
(2) f(χ(D)) = 0 for all non-principal characters χ in char(G).
Part two of Theorem 1.3.3 is important because it says that the characters of D
are the roots of the polynomial of the polynomial addition set D.
Theorem 1.3.4 (See [7, Theorem 4.2.1.]). Let G be a group of order v. If D ⊂ G
is a subgroup of order k, then D is a (v, k, x2 − kx)-polynomial addition set in G.
Theorem 1.3.5 (See [9, Theorem 1]). Let G be a cyclic group. Let D ⊂ G such
that all character values χ(D) are rational and that there are at most 3 distinct
non-principal character values. Then either D \ {e} or G \ (D \ {e}) is equal to one
of the following:
(I) ∅;
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(II) Hw \ {e} where w|v;
(III) Ht \Hw where w|t and t|v;
(IV) (Hr ∪Hs) \ {e} where v = rs and gcd(r, s) = 1.
Suppose we have a (v, k, f(x))-polynomial addition set D of type 1 in a cyclic
group, i.e. f(x) is a degree 3 polynomial with 3 rational roots. Theorem 1.3.5 shows
that D \ {e} or G \ (D \ {e}) is one of the 4 forms above. Thus type 1 sets in cyclic
groups are completely characterized by Theorem 1.3.5.
Let G be a group of order v, D ⊂ G and l be an integer relatively prime to v.
Then l is called a multiplier of D if D(l) = D.
Theorem 1.3.6 (See [7, Theorem 3.3.3]). Let D be a (v, k, f(x))-polynomial addi-
tion set in an abelian group G. If f(x) = f1(x)f2(x) · · · fni(x) where for all i ∈ N,
fi(x) is an irreducible polynomial of degree ni. Then for n = max{ni}, ln is a
multiplier of D for any l relatively prime to v.
1.4 Schur Rings
In this section, we study an algebraic object called a Schur Ring. Schur Rings
will be used later in this thesis.
We first begin with the definition of Schur Rings. (See [11], [14] and [18].)
Let G be a finite group and D0, D1, · · · , Ds be nonempty subsets of G with the
following properties:
(i) D0 = {e};
(ii) G = D0 ∪D1 ∪ · · · ∪Ds and Di ∩Dj = ∅ if i 6= j;
(iii) D
(−1)
i = Dfi for some i and fi in {1, 2 · · · , s};
(iv)Di Dj =
∑s
k=0 cijDk for some constants cij.
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Then the subalgebra of C[G] spanned by D0, D1, · · · , Ds is called a Schur ring
over G of dimension s+ 1.
Schur rings were originally used to study the classification of permutation groups.
Later, they were found to have applications to combinatorial designs. See [11].
The following theorem will be used in the thesis later. We state it first.
Theorem 1.4.1 (See [9, Theorem 2]). Let G = 〈g〉 be a cyclic group of order v.
The following are all partitions of G which span a Schur ring over G of dimension
4.
(I) D0 = {e}, D1 = {g3j | j = 1, 2, · · · , (v− 1)/3}, D2 = {g3j+1 | j = 1, 2, · · · , (v−
1)/3}, D3 = {g3j+2 | j = 1, 2, · · · , (v− 1)/3}, if v is prime with v ≡ 1 mod 3.
(II) D0 = {e}, D1 = G \ Hw, D2 = {gm2jv/w | j = 1, 2 · · · , (w − 1)/2}, D3 =
{gm2j+1v/w | j = 1, 2 · · · , (w − 1)/2}, where w|v and w is an odd prime and m
is a primitive root modulo w.
(III) D0 = {e}, D1 = Hw \ {e}, D2 = {gj | ∃k ∈ Z with j ≡ m2k mod v/w},
D3 = {gj | ∃k ∈ Z with j ≡ m2k+1 mod v/w}, where w|v and v/w is an odd
prime and m is a primitive root modulo v/w.
(IV) D0 = {e}, D1 = {g2}, D2 = {g}, D3 = {g3} where v = 4.
(V) D0 = {e}, D1 = Hw \ {e}, D2 = Hq \Hw, D3 = G \Hq, where w|q and q|v.
(VI) D0 = {e}, D1 = Hr \ {e}, D2 = Hs \ {e}, D3 = G \ (Hr ∪Hs), where v = rs
and gcd(r, s) = 1.
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Chapter 2
Constructions of Polynomial Sets
In this chapter, we will discuss some construction methods of type 2 and type 3
sets. These will serve as examples of type 2 and type 3 sets.
2.1 A Construction of Type 3 Sets Using Cyclo-
tomic Classes
In this section, we will give a construction of a class of type 3 sets in finite fields
and also discuss their structure.
In this section, we always assume v = pt for some odd prime p. Let Fv be the
finite field of order v. The additive group of Fv is isomorphic to Zp × · · · × Zp︸ ︷︷ ︸
t times
.
Let m be a divisor of v − 1 and f = v−1
m
. Let α be a primitive element of Fv.
Define Cm,k = {αmt+k | t = 0, 1, · · · , f − 1} for k = 0, · · · ,m− 1. The sets Cm,k
are called mth cyclotomic classes.
General properties on cyclotomy classes can be found in Storer [17] chapter 1.
Note that
F∗v = Cm,0 ∪ Cm,1 ∪ · · · ∪ Cm,m−1.
Lemma 2.1.1. Using the notation above, if v is odd, then





Cm,k, if f is even
Cm,(k+m
2
), if f is odd,
where, as in additive group notation, C
(−1)
m,k = {−αmt+k | t = 0, 1, · · · , f − 1}.
Proof. Since (α
v−1
2 )2 = 1 and α
v−1
2 6= 1, α v−12 = −1. This is because 1 and -1 are
the only solutions to the equation x2 − 1 = 0. We have
C
(−1)
m,k = {−αmt+k | t = 0, · · · , f − 1}
= {αmt+ v−12 +k | t = 0, · · · , f − 1}
= {αmt+mf2 +k | t = 0, · · · , f − 1}
=

{αm(t+ f2 )+k | t = 0, · · · , f − 1}, if f is even
{αmt+f(m2 )+k | t = 0, · · · , f − 1}, if f is odd,
=

{αm(t+ f2 )+k | t = 0, · · · , f − 1}, if f is even
{αm(t+w)+m2 +k | t = 0, · · · , f − 1}, if f is odd. [Write f = 2w + 1],
=

Cm,k, if f is even
Cm,(k+m
2
), if f is odd.
Instead of using the additive group of Fv, it is more convenient to convert the
group to a multiplicative group.
Define
E = {Xy | y ∈ Fv}
with XxXy = Xx+y for x, y ∈ Fv.
It is obvious that E ∼= (Fv,+). Note that X0 is the identity element of E.
Let Cm.k be the m
th cyclotomy classes of Fv. Then the cyclotomic number of
sets Cm,i and Cm,j is defined as (i, j)m = the number of solutions (x, y) ∈ Cm,i×Cm,j
satisfying x+ 1 = y.
CHAPTER 2. CONSTRUCTIONS OF POLYNOMIAL SETS 16
In the following, we use A to denote
∑
g∈AX
g for any A ⊂ Fv. Note that the
notation A has a different meaning in other parts of this thesis.
Lemma 2.1.2. Let Cm,k be the m
th cyclotomic classes of field Fv. Suppose v is odd
and let f = v−1
m
. Then








f, if i = j
0, otherwise,
for f even; and
aij =


















( the number of pairs (x, y) ∈ Cm,i × Cm,j satisfying x+ y = ζ)Xζ ,
where aij is the coefficient of X
0 in Cm,i Cm,j.
So aij is the number of pairs of (x, y) ∈ Cm,i × Cm,j satisfying x+ y = 0.
By Lemma 2.1.1; if f is even, then
aij =

f, if i = j
0, otherwise.
If f is odd, then
aij =

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Given a fixed ζ ∈ Cm,k, each solution of (x, y) = (x1, y1) ∈ Cm,i × Cm,j for




1 ) ∈ Cm,j−i ×
Cm,k−i for the equation x + 1 = y; on the other hand, each solution of (x, y) =
(x2, y2) ∈ Cm,j−i × Cm,k−i for the equation x + 1 = y gives us a solution (x, y) =
(y−12 ζ, x2y
−1
2 ζ) ∈ Cm,i × Cm,j for the equation x + y = ζ. Thus the number of
pairs (x, y) ∈ Cm,i × Cm,j satisfying x + y = ζ is equal to the number of pairs
(x, y) ∈ Cm,j−i × Cm,k−i satisfying x+ 1 = y.
Therefore,






(the number of pairs (x, y) ∈ Cm,j−i × Cm,k−i





(j − i, k − i)mCm,k.
In Lemma 2.1.1, when m = 3 with v odd, from the equation mf = v − 1, we
find that f is even. Hence we have aij = 0 if i 6= j and aij = |C3,i| = f if i = j.
Lemma 2.1.3 (See [1, Chapter 6]). For v ≡ 1 mod 3, there is a representation of
v as
4v = c2 + 27d2
for c ≡ 1 mod 3 and some d. The representation is unique up to the sign of d.
Lemma 2.1.4 (See [17, Lemma 7]). Let 4v = c2 + 27d2 where c ≡ 1 mod 3. The
cyclotomic number (i, j)3 is the (i, j)-entry of the following array:
0 1 2
0 A B C
1 B C D
2 C D B
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where
A =












v + 1 + c
9
.
In Lemma 2.1.4, the choice of the primitive element α in the definition of the
cyclotomic classes determines the sign of d in Lemma 2.1.4.








set in the additive group of Fv for v ≡ 1 mod 3 and c as defined in previuos section.
Proof. Since the additive group of Fv is isomorphic to the multiplicative group E,
we carry out all computations in the group ring Z[E]. By Lemmas 2.1.3 and 2.1.4,
we obtain the values for (i, j)3.
By Lemma 2.1.2, C3,i C3,j = aijf +
∑2
k=0(j − i, k − i)3C3,k, where aii = f and
aij = 0 for i 6= j.
Using the array in Lemma 2.1.4, we have
(C3,0)
2 = C3,0 C3,0 = f + AC3,0 +BC3,1 + CC3,2, (2.1)
C3,0 C3,1 = BC3,0 + CC3,1 +DC3,2, (2.2)
C3,0 C3,2 = CC3,0 +DC3,1 +BC3,2, (2.3)
and
E = 1 + C3,0 + C3,1 + C3,2. (2.4)
Thus
(C3,0)
3 = fC3,0 + A(C3,0)
2 +BC3,0 C3,1 + CC3,0 C3,2. (2.5)
From Equation 2.4 we have
C3,1 = E − 1− C3,0 − C3,2. (2.6)
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Substitute Equation 2.6 into Equation 2.1, we result in this equation
(C3,0)
2 = f + AC3,0 +BE −B −BC3,0 −BC3,2 + CC3,2. (2.7)
Let A, B, C and D as defined in Lemma 2.1.4. Using Equation 2.6 to substitute
for C3,1 and substituting for A,B,C and D in Equation 2.7, we find that
−2+c+9d+4q−12C3,03+3CC3,0−18(C3,0)2+18d(C3,2) = E(4+c+9d−2q). (2.8)
Rewriting (C3,0)
2 and (C3,0)
3 in terms of v, c, d, C3,0, C3,1 and C3,2 and substitut-
ing Equation 2.7 into Equation 2.5, we get
(c+ 3v − v2)E = (9v − 9)C3,0 − 27(C3,0)2 − 27(C3,0)3 − 1 + vc+ 3v. (2.9)
By Equation 2.9 above, C3,0 is a polynomial addition set with polynomial
x3 + x2 − (v − 1
3
)x− (cv + 3v − 1
27
).
Similarly we can do the same for C3,1 and C3,2 to get the same results.
The polynomial in Proposition 2.1.5 is irreducible. Thus C3,i are a class of type
3 sets.
The full characterization of all type 3 sets in cyclic groups has already been
proved in the literature:
Theorem 2.1.6 (See [7, Theorem 3.4.4]). Let f(x) be an irreducible polynomial of
degree n ≥ 2. Let G be a cyclic group of order v generated by an element g, i.e.
G = 〈g〉. If D is a (v, k, f(x))-polynomial addition set in G, then v = nc+1 is an odd
prime and D is found to be in the form Cni, Cni ∪ {e}, G \ Cni or G \ (Cni ∪ {e.})
for Cni = {gmnj+i | j = 0, 1, · · · , c − 1} where m is a primitive root modulo v,
i = 0, · · · , n− 1.
We state Theorem 2.1.6 for degree 3 polynomial addition sets in the following.
Theorem 2.1.7 (See [7, Theorem 3.4.4]). Let h(x) be an irreducible polynomial.
If D is a (v, k, h(x))-polynomial addition set in a cyclic group G of order v, then
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v = 3f +1 is an odd prime and by identifying G with the additive group of Fv, D is
equal to C3,i, C3,i ∪ {e}, G \ C3,i or G \ (C3,i ∪ {e}) for i = 0, 1 and 2.
By Theorem 1.3.5 and 2.1.7 we have a complete characterization of Type 1 and
type 3 sets in cyclic groups. Type 2 sets will be studied in the remaining parts of
this thesis.
2.2 The First Construction of Type 2 Sets
In this section, we describe a construction of a type 2 polynomial set. The
construction is based on the following theorem:
Theorem 2.2.1. Let G be a group and H a proper subgroup of G. If D is a
polynomial addition set in H of degree 2 and D ∪ {e} is not a subgroup of G, then
D is a polynomial addition set in G of degree 3.
We will need the following Lemma to prove Theorem 2.2.1.
Lemma 2.2.2. Let G be a finite group and D ⊂ G. If D2 + aD + be = 0 for some
integers a and b, then D ∪ {e} is a subgroup of G.
















So for any g1, g2 ∈ D, the element g1g2 ∈ D ∪ {e}. By Corollary 4.1.4 in Malik,
[12], we have that D ∪ {e} is a subgroup of G.
Proof of Theorem 2.2.1. First of all, we need to show that for some λ′,D
2
+aD+be 6=




+ aD + be = λ′G. Since D is a polynomial addition set of H,
D
2
+ aD + be = λH = λ′G. This means λ = 0 so that D
2
+ aD + be = 0G. By
Lemma 2.2.2, D ∪ {e} is a subgroup of G. This contradicts the assumption that
D ∪ {e} is not a subgroup of G. So D2 + aD + be 6= λ′G for some λ′.
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Now suppose that D
2
+ aD + be = λH for some integers a, b and λ 6= 0.
Then
(D − |D|e)(D2 + aD + be) = λ(D − |D|e)H
= λ(D H − |D|H)
= 0.
So D is a polynomial addition set in G of degree 3.
Next we will prove the following proposition by using cyclotomy classes as defined
in the previous section.
Proposition 2.2.3. Let v be an odd prime power and f = v−1
2
. If f is even, C2,i
are (v, v−1
2
, x2 + x− f
2
)-polynomial addition sets in the additive group of Fv. If f is
odd, C2,i are (v,
v−1
2
, x2 + x− f+1
2
)-polynomial addition sets in the additive group of
Fv.
We will need the following Lemma to prove Proposition 2.2.3.
Lemma 2.2.4 (See [17, Lemma 6]). Let f = v−1
2
. For a finite field Fv, let Cm,k
denote the m-th cyclotomic classes. If m = 2, the cyclotomic numbers are given by:
(a) If f is even: (0, 0)2 =
f−2
2




(b) If f is odd: (0, 0)2 = (1, 0)2 = (1, 1)2 =
f−1
2




Proof of Proposition 2.2.3. The proof is the same as the proof of Proposition 2.1.5,
we carry out computations in the multiplicative group Z[E]. By Lemma 2.1.2 in the
previous section,




f, if f is even
0, if f is odd.
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First we consider the case where f is even. By use of Lemma 2.2.4, we have







Now E = e+ C2,0 + C2,1. Hence
E − e− C2,0 = C2,1. (2.11)









(E − e− C2,0)



















C2,0 is a (v,
v−1
2
, x2 + x− f
2
)-polynomial addition set. Similarly for C2,1.








By use of Equation 2.11 on Equation 2.12, we have
C2,0
2






Hence when f is odd, C2,0 is a polynomial addition set of degree 2 with λ =
f+1
2
and C2,0 is a (v,
v−1
2
, x2 + x − f+1
2
) polynomial addition set in E. Similarly for
C2,1.
By Theorem 2.2.1 we have the following proposition:
Proposition 2.2.5. Let v be an odd prime power, let f = v−1
2
and let G be the
abelian group that contains the additive group of Fv as a subgroup. Then the cyclo-
tomic class C2,k is a polynomial addition set in G of degree 3. If f is even, the poly-
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We note that C2,k ∪ {e} are not subgroups of G.
Example 2.2.6. Let G be a cyclic group of 5 elements. We consider F5. This
means f = 2. The primitive element of F5 is 3. Consider C2,1 = {g3, g2}.
By the above proposition, we set the polynomial to be t(x) = (x−2)(x2+x−1).
We find that t(C2,1) = 0G.
2.3 The Second Construction of Type 2 Sets
The following is another construction of Type 2 sets.
Theorem 2.3.1. Let G be a group with a normal subgroup H. Let D1 ⊆ G/H such
that D1 is a (|G/H|, |D1|, f(x))-polynomial addition set in G/H of degree n. Define
ρ : G→ G/H be the natural epimorphism and let D = ρ−1(D1) be the pre-image of
D under ρ.





x)-polynomial addition set in G.
Proof. BecauseD1 is a (|G/H|, |D1|, f(x))-polynomial addition set in G/H of degree
n, we have that f(D1) = µG/H for some integer µ.
Since D = ρ−1(D1), D is a union of cosets of H. So D H = |H|D.








Suppose f(x) = xn + an−1xn−1 + · · ·+ a1x+ a0.





+ · · ·+ a1D1 + a0e = µG/H. (2.14)
























+ · · ·+ a0
]
= (D)n + an−1|H|(D)n−1 + · · ·+ a1|H|n−1D + a0|H|n.




























































































Now for any i1, i2, · · · , im ∈ {1, · · · , k}, hi1hi2 · · ·him = h if and only if gi1gi2 · · · gimH =
gH where ρ(g) = h. With D1 =
∑















+ a0e = µG/H,
so that∑
i1,··· ,in
hi1hi2 · · ·hin + an−1
∑
i1,··· ,in−1
hi1hi2 · · ·hin−1 + · · ·+ a1
∑
i
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which implies that∑
i1,··· ,in
gi1 · · · ginH + an−1
∑
i1,··· ,in−1


















H + a0H = µG. (2.17)


























Substituting for µG by using Equation 2.17, we get
|H|n−1 [µG+ a0|H| − a0H] = |H|nf ( D|H|
)
. (2.18)
Next set µ′ = |H|n−1|D|µ and multiply D to both sides of Equation 2.18 with






D = µ|H|n−1D G+ a0|H|nD − a0|H|n−1H D
= µ|H|n−1D G+ a0|H|nD − a0|H|nD
= µ′G.





x)-polynomial addition set in G.
We use Theorem 2.3.1 and Proposition 2.2.3 to get a particular example of a
type 2 set.
Proposition 2.3.2. let f = v−1
2
. Let H be a normal subgroup of G. Let v be an
odd prime and let Fv ∼= G/H. C2,i is a polynomial addition set in G/H of degree 2.
Then D = ρ−1(C2,i) is a polynomial addition set in G of degree 3 with polynomial:
x3 + |H|x2 − |H|2 f
2
x if f is even; and x3 + |H|x2 − |H|2 (f+1
2
)
x if f is odd.
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Proof. Let H be a normal subgroup of G. We apply Theorem 2.3.1 by setting D1
to be C2,i. Let k =
v−1
2
|H|. Then D is a (v, k, |H|2h( x|H|)x)-polynomial addition set
in G. We work out the polynomial of D:




















= x3 + |H|x2 − |H|2f
2
x.
Hence D is a (v|H|, v−1
2
|H|, x3 + |H|x2 − |H|2 f
2
x)-polynomial addition set.




















= x3 + |H|x2 − |H|2f + 1
2
x.
Hence D is a (v|H|, v−1
2
|H|, x3 + |H|x2 − |H|2 f+1
2
x)-polynomial addition set.
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Chapter 3
Characterization of Type 2 sets
In this chapter, we aim to find out what are the possible type 2 sets in cyclic
groups. Throughout this chapter, we let G be a cyclic group of order v and D be a
type 2 set in G.
3.1 The Main Theorem
Let the polynomial of D be
f(x) = (x− a)(x2 + bx+ c) (3.1)
where a, b, c ∈ Z and x2 + bx+ c = (x− r1)(x− r2) for r1, r2 ∈ Z[ζv] \Z. Note that
b = −r1 − r2 and c = r1r2.
Let Gal(Q(ζv)/Q) be the Galois group of the field extension (Q(ζv)/Q). For any
σ ∈ Gal(Q(ζv)/Q), we see that
(x− σ(r1))(x− σ(r2)) = x2 − (σ(r1) + σ(r2))x+ σ(r1)σ(r2)
= x2 − σ(r1 + r2)x+ σ(r1r2)
= x2 + σ(b)x+ σ(c).
Because σ is in Gal(Q(ζv)/Q), σ fixes elements in Q and b and c are rational. We
have
(x− σ(r1))(x− σ(r2)) = x2 + bx+ c = (x− r1)(x− r2).
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Hence
{σ(r1), σ(r2)} = {r1, r2}.
We know that if σ(r) = r for all σ ∈ Gal(Q(ζv)/Q), then r is rational. Since r1
is not rational, σ(r1) 6= r1 for some σ ∈ Gal(Q(ζv)/Q). There exists σ such that
σ(r1) = r2. As σ permutes the roots r1 and r2, σ(r2) = r1.
From now on, “σ” is used to represent an element in Gal(Q(ζv)/Q) such that
σ(r1) = r2 and σ(r2) = r1.
By Theorem 21.3 of [16], σ(ζv) = ζ
t
v for some integer t relatively prime to v.




































y = D +D
(t)
.
We shall see that y is very useful in the determination of the structure of D.
Lemma 3.1.2. y 6≡ 0 mod 2.
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Proof. Suppose there exists χ ∈ G such that χ(D(t)) = r1. By Lemma 3.1.1, χ(D) =
r2. Likewise, suppose if χ(D
(t)
) = r2, χ(D) = r1. This means there exists χ ∈ G
such that {χ(D(t)), χ(D)} = {r1, r2}.
Suppose y ≡ 0 mod 2, then D = D(t) and this contradicts the fact that there
exists χ ∈ char(G) such that {χ(D(t)), χ(D)} = {r1, r2}.
Lemma 3.1.3. For χ ∈ char(G) \ {χ0},
χ(y) =

2a, if χ(D) = a
−b = r1 + r2, if χ(D) = r1 or r2
where a and b are defined in Equation 3.1.




= χ(D) + χ(σ(D))
= χ(D) + σ(χ(D)).
If χ(D) = r1, then
χ(y) = r1 + σ(r1)
= r1 + r2
= −b.
If χ(D) = r2, then
χ(y) = r2 + σ(r2)
= r2 + r1
= −b.
If χ(D) = a, then χ(y) = a+ σ(a) = 2a.





























To determine all possible type 2 set D, we need to find all y ∈ Z[G] with
coefficients 0, 1 and 2 such that y has 2 rational non-principal character values.
Proposition 3.1.4. 2a + b 6= 0 i.e. y has two distinct non-principal character
values.
Proof. Suppose 2a + b = 0. That means 2a = −b which means χ(y) = −b for all
χ ∈ char(G) \ {χ0}. We show that there does not exist a type 2 set D such that
y ∈ Z[G] has coefficients 0,1 or 2.










= zχ0 − b(char(G)− χ0)
= zχ0 + bχ0 − b char(G). (3.3)
Then by Lemmas 1.2.6 and 1.2.7, we have
˜˜y = zχ˜0 + bχ˜0 − b ˜char(G)
= (z + b)χ˜0 − b ˜char(G)
= (z + b)G− bve.
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On the other hand, by Lemma 1.2.5 we have ˜˜y = vy(−1). Since the complex conjugate




for all χ ∈ char(G) and χ(y) is rational by Lemma 3.1.3, we




. By Corollary 1.2.3 we have y = y(−1). Thus we have








The coefficients of y must be 0, 1 or 2. Also the two coefficients z+b
v
and b must add
up to 0 or 2. This is because e(t) = e. If e /∈ D, the coefficient of e in y is 0; and if






= 0, 1 or 2. If y is of form 2G − be or 0G − be, then b can only
take values 2 or 0. By Lemma 3.1.2, we find both cases cannot happen.
If y is of form G − be, then b must take values 1 or -1. This means the value




. In either case this is not possible because
χ(D) is in Z[ζv] ∩Q and by Lemma 2.14 in [15], Z[ζv] ∩Q = Z.
Hence we find that 2a+ b 6= 0.
We define a set
Y = {χ ∈ char(G) \ {χ0} | χ(y) = 2a}.
By Lemma 3.1.3 and Proposition 3.1.4, we see that
char(G) \ (Y ∪ {χ0}) = {χ ∈ char(G) \ {χ0} | χ(y) = −b}.
Let χ0(y) = z, i.e. z = 2|D|.
The next lemma works out the Fourier transform of Y . We recall that for any
g in G, we can identify g with a character g : char(G) → C of char(G) such that











e− z + b
2a+ b
G.
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= zχ0 + 2aY − b(char(G)− Y − χ0).
From Equation 3.4 we have
vy = (z + b)χ˜0 + (2a+ b)Y˜ − b ˜char(G). (3.5)
Applying Lemmas 1.2.6 and 1.2.7 to Equation 3.5, we get
















g∈G cgg where cg can only take values 0, 1 or 2. We prove that Y has
at most three rational, non-principal character values.
Proposition 3.1.6. Y as defined above has at most 3 rational, non-principal char-
acter values.




















ce − z+b2a+b + bv2a+b , if g = e
− z+b
2a+b










, if g 6= e and cg = 2.
(3.7)
So that means Y has at most three rational, non-principal character values.
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Having proved Proposition 3.1.6, we apply Theorem 1.3.5 on Y . By studying
the cases in Theorem 1.3.5 one by one, we determine all the type 2 sets in a cyclic
group.
We first state the main theorem of this chapter. We will prove this theorem in
the next section.
Theorem 3.1.7. The main theorem: Let G = 〈g〉 be a cyclic group of order v.
The following are all type 2 sets D in G.
(A) D \ {e} or G \ (D ∪ {e}) is of the following forms:
{gβ2kv/z | k = 0, 1, · · · , (z − 1)/2}
or
{gβ2k+1v/z | k = 0, 1, · · · , (z − 1)/2},
where z is an odd prime divisor of v and β is a primitive root modulo z.
(B) D \ {e} or G \ (D ∪ {e}) is of the following forms:
{gj | ∃k ∈ Z with j ≡ m2k mod v/w}
or
{gj | ∃k ∈ Z with j ≡ m2k+1 mod v/w},
where w is a divisor of v such that v/w is an odd prime and m is a primitive
root modulo v/w and v is odd; or
(C) D \ {e} or G \ (D ∪ {e}) is {g} or {g3}, where v = 4.
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3.2 Proof of the Main Theorem
Assume e 6∈ D. By Theorem 1.3.5 and Proposition 3.1.6, we have the following
cases:
Case (I): Y = ∅ or Y = char(G) \ {χ0}.
Case (II): Y = H∗w \ {χ0} or Y = char(G) \ (H∗w \ {χ0}) for w|v.
Case (III): Y = H∗q \H∗w or Y = {char(G)\{H∗q }}∪H∗w for w|q, q|v and w < q < v.
Case (IV): Y = H∗r ∪ H∗s \ {χ0} or Y = char(G) \ H∗r ∪ H∗s for v = rs and
gcd(r, s) = 1.
We deal with the above cases in the following subsections.
3.2.1 Case (I): Y = ∅ or Y = char(G) \ {χ0}
Proposition 3.2.1. The case Y = ∅ or Y = char(G) \ {χ0} is impossible.
Proof. If Y = ∅, then χ(D) = r1, r2 for all non-principal characters of G. So D is of
degree 2 and cannot be a type 2 set.
If Y = char(G) \ {χ0}, then χ(D) are rational and hence is not of type 2.
3.2.2 Case (II): Y = H∗w \ {χ0} or Y = char(G) \ (H∗w \ {χ0}) for
w|v.
Suppose Y or char(G) \ (Y \ {χ0}) satisfies Theorem 1.3.5 type (II), i.e. Y =
H∗w \ {χ0} or Y = char(G) \ (H∗w \ {χ0}) for w|v.
First, we study the case Y = H∗w \ {χ0}, i.e. Y = H∗w − χ0.
We work out its Fourier transform
Y˜ = H˜∗w − χ˜0,
by Lemmas 1.2.6 and 1.2.8,
Y˜ = wHv/w −G.
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e− z + b
2a+ b
G = wHv/w −G.
Hence after re-arranging we have
y = αG+ βHv/w + γe (3.8)
with conditions:
1. α+ β + γ = 0; (as e 6∈ D)
2. β 6= 0;
3. α can take values 0, 1 or 2;
4. α+ β can take values 0, 1 or 2.
For the case Y = char(G)\(H∗w\{χ0}), i.e. Y = char(G)−H∗w+χ0, we calculate
the Fourier transform of Y by using Lemmas 1.2.6, 1.2.7 and 1.2.8 and by Lemma
3.1.5:
Y˜ = ˜char(G)− H˜∗w + χ˜0
= ve− wHv/w +G.






e− z + b
2a+ b
G = ve− wHv/w +G
with the same conditions listed above.
Therefore in both cases we have,
y = αG+ βHv/w + γe (3.9)
with conditions:
1. α+ β + γ = 0;
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2. β 6= 0;
3. α can take values 0, 1 or 2;
4. α+ β can take values 0, 1 or 2.
With the above conditions, we draw up a table of all possible cases of D +D
(t)
.
We deal with the cases one by one. By use of Lemma 3.1.2, we eliminate cases
(2) and (5) in Table 3.1.
We consider cases (1) and (6) first.
Theorem 3.2.2. Suppose y is as in case (1) or (6) in Table 3.1, then D \ {e} or
G \ (D ∪ {e}) is a subset of Hv/w, and D \ {e} or G \ (D ∪ {e}) is of the following
forms:













for β being a primitive root modulo v/w.
First, we show that Case (1) and (6) are similar in the next Lemma:
Lemma 3.2.3. Let D′ = G\(D∪{e}). If D+D(t) satisfies Case (1), then D′+D′(t)
satisfies Case (6); and vice versa.
Proof. Suppose Case (1). That is D +D
(t)
= Hv/w − e.




= 2G−D −D(t) − 2e
= 2G−Hv/w + e− 2e
= 2G−Hv/w − e.
This is Case (6).
Similarly for the vice versa case, suppose case (6). That is D + D
(t)
= 2G −
Hv/w − e. Observe that
D′ +D′
(t)
= 2G−D −D(t) − 2e
= 2G− 2G+Hv/w + e− 2e
= Hv/w − e.
Which gives us Case (1).
Proof of Theorem 3.2.2. Suppose
D +D
(t)
= Hv/w − e.
Then D = Hv/w − e−D(t). And so D ⊆ Hv/w 6= G.
By Theorem 1.3.2, we have f(k) = 0 where k = |D|. That is for D in G, the
polynomial of D is of form f(x) = (x− k)(· · · ).
Let χ ∈ H⊥v/w = H∗w be a non-principal character of D in Hv/w. Suppose that
there exist χ(D) = k. Then there is some polynomial p(x), such that p(χ(D)) =
p(k) = 0. This p(x) will be of form p(x) = (x − k)(· · · ). By Theorem 1.3.2, the
subgroup generated by the elements of D is smaller than Hv/w. Since t is relatively
prime to the order of G, the subgroup generated by the elements of D(t) is the same
subgroup generated by D. In our case, the subgroup generated by D(t) is smaller
than Hv/w. Hence D +D
(t)
= Hv/w − e is contradicted.
Thus for any χ ∈ H∗w \ {χ0}, χ(D) 6= k, for a rational k.
Hence for any χ ∈ H∗w \ {χ0}, χ(D) takes two irrational values r1 and r2. There-
fore we apply Theorem 2.1.6 with n = 2 and Lemma 3.2.3 to see that D \ {e} or
G \ (D ∪ {e}) is of the form in Theorem 3.2.2.
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Next we deal with Cases (3) and (4).
Theorem 3.2.4. Suppose y is of form Cases (3) or (4) in Table 3.1, that is y =
G − Hv/w − 2e or y = G − Hv/w. Then D \ {e} or G \ (D ∪ {e}) is one of the
following:
1. {gj | ∃k ∈ Z with j ≡ m2k mod v/w} or {gj | ∃k ∈ Z with j ≡ m2k+1
mod v/w}, where Hw is a subgroup of G with order w such that v/w is an odd
prime and m is a primitive root modulo v/w and v is odd; or
2. {g} or {g3}, if v = 4.
We first prove a lemma showing Cases (3) and (4) are similar.
Lemma 3.2.5. Let D′ = G\{D∪{e}}. If D+D(t) satisfies Case (3) then D′+D′(t)
satisfies Case (4); and vice versa.






= 2G−D −D(t) − 2e
= 2G−G+Hv/w − 2e
= G+Hv/w − 2e.
This gives us Case (4).







= 2G−D −D(t) − 2e
= 2G−G−Hv/w + 2e− 2e
= G−Hv/w.
This gives us Case (3).
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In what follows, we assume D +D
(t)
= G−Hv/w.







where L = b2 − 4ac.
To prove Theorem 3.2.4, we need the following Lemmas:
Lemma 3.2.6. If D +D
(t)
= G−Hv/w, then D(−1) = D and D(−t) = D(t), if L is
positive; and D(−1) = D(t) and D(−t) = D if L is negative.
Proof. If L is positive, we have r1 = r1 and r2 = r2. Hence for χ ∈ char(G),
χ(D
(−1)
) = χ(D) = χ(D). By Corollary 1.2.3, D(−1) = D.
Similarly for χ ∈ char(G), χ(D(−t)) = χ(D(t)) = χ(D(t)). By Corollary 1.2.3,
D(−t) = D(t).
If L is negative, we have r1 = r2 and r2 = r1. By σ defined in Section 3.1 and








By Corollary 1.2.3, D(−1) = D(t).








By Corollary 1.2.3, D(−1) = D(t).
Define
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E− + a(char(G)− E+ − E− − χ0).
Let σ ∈ Gal(Q(ζv))/Q such that σ : ζv → ζtv as defined in the beginning of this
chapter.









E− + a(char(G)− E+ − E− − χ0).
Let z = 2k, we have
D˜ + D˜
(t)














= kG+ r2E˜+ + r1E˜− + a(ve− E˜+ − E˜− −G). (3.13)
From Equation 3.11, we have,
vD
(−1)
= kG+ (r1 − a)E˜+ + (r2 − a)E˜− + ave− aG˜. (3.14)
From Equation 3.13, we have
vD
(−t)
= (k − a)G+ (r2 − a)E˜+ + (r1 − a)E˜− + ave.
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Re-arranging the above equation we have E˜− in terms of G, E˜+ and D(−t). That is
(r1 − a)E˜− = vD(−t) − ave− (z − a)G− (r2 − a)E˜+. (3.15)
Substitute Equation 3.15 into Equation 3.14, we have that E˜+ is a linear combi-









Proposition 3.2.8. If D +D
(t)
= G−Hv/w, then e, D, D(t) and Hv/w \ {e} span
a Schur ring of dimension 4 over G.
Proof. We will prove that e, D, D(t) and Hv/w \{e} satisfy the properties of a Schur
ring as listed out in the definition of a Schur ring in Section 1.4 in Chapter 1.
Property (i) is certainly satisfied.
Because D∩D(t) = ∅, (Hv/w \{e})∩D = ∅ and (Hv/w \{e})∩D(t) = ∅, property
(ii) is satisfied.
Note that (Hv/w \ {e})(−1) = Hv/w \ {e}.
By Lemma 3.2.6, property (iii) in the definition of a Schur ring is satisfied.
We now prove property (iv). Note that
(Hv/w − e)(Hv/w − e) = ( v
w
− 2)(Hv/w − e) + ( v
w
− 1)e.
So Hv/w − e is a linear combination of Hv/w − e and e.
We aim now to prove that D Hv/w \ {e} and D(t) Hv/w \ {e} are linear combi-
nations of e, D, D
(t)
and G.
Now from D +D
(t)





−v/w, if χ ∈ char(G) \H∗w
0, if χ ∈ H∗w \ {χ0}.





2a, if χ(D) = a
−b, if χ(D) = r1 or r2.
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Thus two cases happen:
Case 1 where 2a = −v/w and −b = 0, meaning
χ(D) =

r1 or r2, if χ ∈ H∗w \ {χ0}
0, if χ ∈ char(G) \H∗w
and
E+ + E− = H∗w − χ0.
Case 2 where 2a = 0 and −v/w = −b, meaning
χ(D) =

r1 or r2, if χ ∈ char(G) \H∗w
0, if χ ∈ H∗w \ {χ0}
and
E+ + E− = char(G)−H∗w.
We will consider arguments for case 1 only. Case 2 will be similar.





0, if χ ∈ char(G) \H∗w
(v/w)χ(D), if χ ∈ H∗w \ {χ0}.
For Case 1, because we have
χ(D) =

r1 or r2, if χ ∈ H∗w \ {χ0}




0, if χ ∈ char(G) \H∗w
v
w
r1, if χ ∈ E+
v
w
r2, if χ ∈ E−.
















Then by Lemma 1.2.6,
˜











































= D, D Hv/w or D(t) Hv/w are linear combinations
of e, G, D and D
(t)
.
For Case 1, because we have
χ(D) =

r1 or r2, if χ ∈ H∗w \ {χ0}






0, if χ ∈ char(G) \H∗w
a2, if χ ∈ char(G) \ {E+ ∪ E− ∪ χ0}
−b+√L
2
, if χ ∈ E+
−b−√L
2
, if χ ∈ E−.
(3.16)
Hence







= z2χ0 + a


























= z2G+ a2(v − E˜+ − E˜− −G) + b
2 − L
4
(E˜+ + E˜−). (3.17)
By Lemma 3.2.6, when L is positive, we can replace D(−1) for D and D(−t) for
D(t) in Equation 3.17. We have that D D
(t)




By Lemma 3.2.6, when L is negative, we can replace D(−1) for D(t) and D(−t) for
D in Equation 3.17. We have that D
(t)




A similar application of the above arguments for D D
(−t)
in the LHS of Equation




are linear combinations of e, G, D and D
(t)
Thus property (iv) is proved and e, D, D
(t)
and Hv/w \ {e} span a Schur ring
over G.
Now, we prove Theorem 3.2.4.
Proof of Theorem 3.2.4. Case (4) in Table 3.1 is D+D
(t)
= G−Hv/w. This means
G = D ∪D(t) ∪Hv/w.
Then by Proposition 3.2.8, we apply Theorem 1.4.1 to find out the structure of
D. In Theorem 1.4.1 the cases I, II, V and VI do not fit the description of the Schur
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ring in Proposition 3.2.8. For I, if D1 = D then D2 cannot be D
(t). For II, the
structural forms of D(t) do not match any in II if D = G \Hv/w. For V, if we fix D1
to be Hv/w and fix D3 to be G \Hq, then D2 cannot be D(t). Finally for VI, if we




= G − Hv/w, D cannot be of the form {g2} in IV and of the
form H \ {e} in III where H is a subgroup of G. The remaining forms result in
forms (1) and (2) in Theorem 3.2.4.
By applying Lemma 3.2.5, we follow the arguments above and get the same result
for G \ {D ∪ {e}}. Thus Theorem 3.2.4 is proved.
3.2.3 Case III: Y = H∗q \ {H∗w} or Y = {char(G) \ {H∗q}} ∪ H∗w
for w|q, q|v and w < q < v.
Let Y or char(G)\(Y \{χ0}) satisfy Theorem 1.3.5 Case (III), i.e. Y = H∗q −H∗w
or Y = G∗ −H∗q +H∗w for w|q, q|v and w < q < v.
First we study the case Y = H∗q \ {H∗w}, i.e. Y = H∗q − H∗w. We work out its
Fourier transform:
Y˜ = H˜∗q − H˜∗w.
By Lemma 1.2.8,
Y˜ = qHv/q − wHv/w.






e− z + b
2a+ b
G = qHv/q − wHv/w.
Hence after re-arranging we have
y = αG+ βHv/w + γHv/q + δe. (3.18)
with conditions:
1. α+ β + γ + δ = 0;
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2. β 6= 0 and α 6= 0 and γ 6= 0;
3. α can take values 0, 1 or 2;
4. α+ β can take values 0, 1 or 2;
5. α+ β + γ can take values 0, 1 or 2.
For the case Y = {char(G) \ {H∗q }} ∪ H∗w, i.e. Y = char(G) − H∗q + H∗w, the
Fourier transform of Y gives us
Y˜ = ˜char(G)− H˜q + H˜w
= ve− qHv/q + wHv/w,
by Lemmas 1.2.7 and 1.2.8.






e− z + b
2a+ b
G = ve− qHv/q + wHv/w
with the same conditions listed above.
Therefore in both cases, we have
y = αG+ βHv/w + γHv/q + δe (3.19)
with conditions
1. α+ β + γ + δ = 0;
2. β 6= 0 and α 6= 0 and γ 6= 0;
3. α can take values 0, 1 or 2;
4. α+ β can take values 0, 1 or 2;
5. α+ β + γ can take values 0, 1 or 2.
With the above conditions, we draw up a table of all possible cases of y
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We deal with the cases one by one. By use of Lemma 3.1.2 we eliminate cases
(4) and (12). The next lemma will eliminate more cases.












Proof. by Equation 3.19, for χ ∈ char(G)
χ(y) =

δ, if χ is principal
γ(v
q





) + δ. if χ ∈ H∗w.


























































, hence β = 0. But that contradicts
the condition that β 6= 0.
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. From Equation 3.20, we have |γ| > |β| with β and γ
having different signs.
With Lemma 3.2.9 now, we can eliminate all cases in Table 3.2 except cases (6)
and (8). Both cases imply that q = 2w.
Lemma 3.2.10. Let D′ = G \ (D ∪ {e}). If D + D(t) satisfies Case (6), then
D′ +D′
(t)
satisfies Case (8), and vice versa.
Proof. Suppose case (6). That is D +D
(t)




= 2G−D −D(t) − 2e
= 2G−G+Hv/w − 2Hv/q
= G+Hv/w − 2Hv/q.
This gives us Case (8).
Similarly for the vice versa case, suppose Case (8). That is D + D
(t)
= G +
Hv/w − 2Hv/q. Observe that
D′ +D′
(t)
= 2G−D −D(t) − 2e
= 2G−G−Hv/w + 2Hv/q − 2e
= G−Hv/w + 2Hv/q − 2e.
This gives us Case (6).
In what follows, we assume
D +D
(t)






−2, if χ ∈ char(G) \H∗2w
(v/w)− 2, if χ ∈ H∗2w \H∗w
−2, if χ ∈ H∗w \ {χ0}.
(3.21)
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and we know that
χ(D +D
(t)
) = 2a or − b.
By comparing the above we find two possible cases.
Case A is where 2a = −2 and −b = v
w
− 2.
Case B is where 2a = v
w
− 2 and −b = −2.
3.2.4 Case (III)A
In this section, we will find out what kinds of D will result from Case (III)A.
Theorem 3.2.11. Suppose D +D
(t)
= G −Hv/w + 2Hv/(2w) − 2e and that χ(y) =
−2 = 2a if χ ∈ char(G) \H∗2w and χ ∈ H∗w \ {χ0} and that χ(y) = −b = vw − 2 for












We will prove the theorem using the following two lemmas.
Lemma 3.2.12. In Case (III)A, 2a = −2 and −b = v
w





· · · ∪ gmH v
2w
where g1, g2, · · · , gm ∈ G.





2a, if χ ∈ char(G) \H∗2w
−b, if χ ∈ H∗2w \H∗w
2a, if χ ∈ H∗w \ {χ0}.
By the proof of Lemma 3.1.3, when χ(D+D
(t)
) = 2a, we get χ(D) = a. And when
χ(D +D
(t)
) = −b, we get χ(D) = r1 and r2. Therefore:
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χ(D) =

−1, if χ ∈ char(G) \H∗2w
r1 or r2, if χ ∈ H∗2w \H∗w
−1, if χ ∈ H∗w \ {χ0}.
(3.22)
Thus χ(D + e) = 0 for χ ∈ char(G) \H∗2w.
By Corollary 1.2.5 in [13], we see that




∪ · · · ∪ gmH v
2w
,
for some g1, g2, · · · , gm ∈ G.
Let
η : G→ G/Hv/2w
be the natural homomorphism. We extend η to
η : Z[G]→ Z[G/Hv/2w].
By use of the notation in Lemma 3.2.12, without loss of generality, suppose
η(g1) = e. Define D1 = {η(g2), η(g3), · · · , η(gm)} ⊆ G/Hv/2w.





− 1 or r2+1
v/2w
− 1, if χ is non-principal on η(Hv/w) = Hv/w/Hv/2w
−1, if χ is principal on η(Hv/w) = Hv/w/Hv/2w.
Proof. We note that η(g1) is not in D1 and that {e} ∪ D can be partitioned into











η(D + e) =
v
2w
(η(g1) + η(g2) + · · ·+ η(gm))
⇒ χ (η(D + e)) = v
2w
χ (η(g1) + η(g2) + · · ·+ η(gm)) .
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Now for χ ◦ η ∈ char(G),
χ ◦ η(D + e) =

r1 + 1 or r2 + 1, if χ ◦ η ∈ H∗2w \H∗w





[χ(η(g1) + · · ·+ η(gm))] =

r1 + 1 or r2 + 1, if χ ◦ η ∈ H∗2w \H∗w
0, if χ ◦ η ∈ H∗w \ {χ0}, χ ◦ η is
principal on Hv/w.
Then for χ ∈ char(G/Hv/2w)
v
2w
χ(D1 + 1) =

r1 + 1 or r2 + 1, if χ ◦ η ∈ H∗2w \H∗w





− 1 or r2+1
v/2w
− 1, if χ ◦ η ∈ H∗2w \H∗w
−1, if χ ◦ η ∈ H∗w \ {χ0}, χ ◦ η is principal on Hv/w.
Observe χ◦η ∈ H∗2w\H∗w. If χ◦η ∈ H∗2w, then χ is principal on η(Hv/2w) = {e}. And
if χ ◦ η 6∈ H∗w, then χ ◦ η is non-principal on Hv/w. This means χ ∈ char(G/Hv/2w)






− 1 or r2+1
v/2w
− 1, if χ is non-principal on η(Hv/w)
−1, if χ is principal on η(Hv/w) = Hv/w/Hv/2w.
We now prove Theorem 3.2.11.
Proof of Theorem 3.2.11. Let
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Using a similar procedure as in the proof of Proposition 3.2.8, we find that e, D1,
D1
(t)
and K span a Schur ring of dimension 4 in G/Hv/2w. We can do this because




and let q2 =
r2+1
v/2w
. Then σ(q1) = q2 and σ(q2) = q1.
This means e, D1, D
(t)
1 and K are of the form of as stated in Theorem 1.4.1 part
(III) or (IV) applied on G/Hv/2w.
Using the form of D1 found above, we have
D =
(∪hi∈D1hiHv/2w) \ {e} (3.23)
for some elements hi in G/Hv/2w.
We work out the type of hi that can be found in D1.
Let G/Hv/2w = 〈h〉 be a cyclic group of order 4. Observe that
Hv/w = Hv/2w ∪ κHv/2w (3.24)
for hw = κ. We find that η(Hv/w) = {e, η(κ)} where η(κ) is of order 2.
We thus find that χ ∈ char(G/Hv/2w) is non-principal on Hv/w/Hv/2w and is of
order 2. Therefore we discard part (III). We are thus left with (IV).
Then D1 = {h}, {h2} or {h3}. Since D1 ∩ Hv/2/Hv/4 = ∅, D1 cannot be {h2}.
We are thus left with D1 being of form {h} and {h3}.
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By Lemma 3.2.10, we may follow the arguments above for G \ (D ∪ {e}).
3.2.5 Case (III)B
In this section, we will find out that no type 2 sets will result from Case (III)B.
Theorem 3.2.14. Case (III)B has no feasible solution .
We need a few lemmas and propositions to prove Theorem 3.2.14.
Lemma 3.2.15. The number w is odd.





−b, if χ ∈ char(G) \H∗2w
2a, if χ ∈ H∗2w \H∗w
−b, if χ ∈ H∗w \ {χ0}.
By the proof of Lemma 3.1.3, when χ(D+D
(t)
) = 2a, we get χ(D) = a. And when
χ(D +D
(t)
) = −b, we get χ(D) = r1 and r2. Therefore:
χ(D) =






− 2), if χ ∈ H∗2w \H∗w
r1 or r2, if χ ∈ H∗w \ {χ0}.
(3.25)
Now 2a + 2 = v
w
. Hence v = 2w(a + 1) which means v is even. Let G = 〈g〉.
Since |char(G)| = v is even, there exists a character χ1 ∈ char(G) of order 2 such
that χ1(g) = −1. Then χ(D) must be an integer. Thus χ1 is in H∗2w \H∗w. Suppose
w is even, then we have χ1 ∈ H∗w, a contradiction. This means w is odd.
Lemma 3.2.16. The integer w has only one prime divisor, i.e. w = ps for some
odd prime p.
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Proof. Suppose p and q are two distinct odd prime divisors of w. By Lemma 3.2.15,
p and q are odd. Let χ1, χ2 be in H
∗
w such that the order of χ1 is p and the order
of χ2 is q.
Then χ1(z) ∈ Q(ζp) for all z ∈ Q[G] and χ2(z) ∈ Q(ζq) for all z ∈ Q[G].
We have {χ1(D), σ(χ1(D))} = {χ2(D), σ(χ2(D))} = {r1, r2}. Thus r1 and r2
belong in Q(ζp)∩Q(ζq). But Q(ζp)∩Q(ζq) = Q, the set of rationals. Thus we have
a contradiction and this means that w has only one odd prime divisor, say p. Hence
w = ps for some integer s.
Proposition 3.2.17. The number v
2w
is odd.
Proof. Suppose on the other hand that v
2w
is even. Then v
2w
= 2j for some j. So
v = 4jw. This means 4 divides v.
We let χ4 be a character of G such that the order of this character is 4. χ4 is
not in H∗2w because |H∗2w| = 2w and w is odd. Thus χ4 ∈ G \H∗2w. Thus χ4(D) and
σ(χ4(D)) take values r1 and r2 by Equation 3.25. Now r1 and r2 both belong to
Q(ζ4) and also r1 and r2 both belong to Q(ζp) by the proof of Lemma 3.2.16. We
then have r1, r2 ∈ Q(ζ4) ∩Q(ζp) = Q.
We have arrived at a contradiction. So v
2w
is odd.
Lemma 3.2.18. v is of form v = 2pθ for some θ.
Proof. By Proposition 3.2.17, suppose there is an odd prime divisor q of v
2w
such
that q 6= p. Let χq ∈ char(G) be a non-principal character. Note that χq is
not in H∗2w because q is an odd prime and the order of H
∗
2w is 2w = 2p
s. Thus
χq ∈ char(G) \ H∗2w. By Equation 3.25 we see that χq(D) and σ(χq(D)) will take
values r1 and r2.
Thus r1 and r2 both belong to Q(ζq). By Lemma 3.2.16, w = ps. We see that r1
and r2 belong to Q(ζp). We have r1, r2 ∈ Q(ζq)∩Q(ζp) = Q which is a contradiction.
So v
2w
is a power of p. Thus v = 2pθ for some θ.
Lemma 3.2.19. D(l
2) = D for all integers l relatively prime to v.
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Proof. The result follows from Theorem 1.3.6 with n = 2
Because D + D
(t)
= G − Hv/w + 2Hv/2w − 2e, it is more convenient to define
D1 = D \Hv/w and work on D1 instead.
Let G = 〈g〉 for g of order 2pθ. Let h ∈ G be an element of order 2. Let g1 ∈ G
be an element of order v
2
= pθ. Then G can be written in the form of
G = 〈h〉 × 〈g1〉, (3.26)
where the product refers to the direct inner product.
Proposition 3.2.20. Let D1 = D \Hv/w. Then for α with 1 ≤ α < ps,
If gα1 ∈ D1 then gαl
2
1 ∈ D1,∀l, gcd(l, v) = 1; (3.27)
and
if hgα1 ∈ D1 then hgαl
2
1 ∈ D1,∀l, gcd(l, v) = 1. (3.28)
Proof. Let D1 = D \Hv/w where e 6∈ D1. Since D1 ⊂ G\Hv/w and Hv/w = 〈h, gps1 〉,
we have α with 1 ≤ α < ps, gα1 or hgα1 is in D1.
We apply Lemma 3.2.19 to get the results we need.
Define
Cq0 = {l2 mod pq | gcd(l, p) = 1}
and
Cq1 = {l mod pq | gcd(l, p) = 1} \ Cq0 .




























for some integers c1q, c2q, d1q, c2q and C.
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Proof. Let e 6∈ D1. By Proposition 3.2.20, we have elements of D1 of forms gαl21 and
hgαl
2




1 as partitions to replace the l



























Let f = jp + i for 0 < i < p. Then by [4] pp. 52, y2 ≡ f mod pr is solvable if













for some integer C.




















































By Equations 3.33 and 3.34, we have Equation 3.29.
We proceed to prove Theorem 3.2.14.
Proof of Theorem 3.2.14. With the notation of Lemma 3.2.21. Let G1 = 〈g1〉. Let
χ ∈ char(G1) and 〈χ〉 = char(G1), i.e. χ is of order of pθ. Because q runs from
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s + 1 to θ; gp
θ−q+1
can never equal to e. This means χ(g
j(pθ−q+1)
1 ) 6= 1. By Lemma









Therefore χ(D1) = 0. Since D1 = D \Hv/w and D∪Hv/w = Hv/2w = e, χ(D) = −1.
We find that Case (III)B is infeasible.
3.2.6 Case IV: Y = H∗r ∪ H∗s \ {χ0} or Y = char(G) \ H∗r ∪ H∗s
for v = rs and gcd(r, s) = 1
Theorem 3.2.22. Suppose Y satisfies Theorem 1.3.5 part (IV), that is Y = H∗r +
H∗s − χ0 or char(G) − Y + χ0 = H∗r + H∗s − χ0 for gcd(r, s) = 1, then there is no
feasible D.
Proof. Suppose Y satisfies Theorem 1.3.5 part (IV), then Y = H∗r + H∗s − e or
Y = char(G)−H∗r −H∗s with gcd(r, s) = 1, r 6= s and rs = v.
Both cases, we have HrHs = G. And by Equation 3.18, y = αG+βHr+γHs+δe
with β 6= 0, γ 6= 0.
Now for any non-principal χ of G,
χ(y) =

δ, if χ ∈ H⊥r ∪H⊥s
βr + δ, if χ ∈ H⊥r \ {χ0}
γs+ δ, if χ ∈ H⊥s \ {χ0}.
We know y has two non-principal character values and both βr and γs cannot
be zero. Since δ 6= βr + δ and δ 6= γs+ δ, δ + βr = γs+ δ. Hence
βr = γs (3.35)
.
We have β 6= γ and they have the same sign. This is because r and s are positive
numbers. If β is negative, then γ is negative by equation 3.35. And if β is positive,
then γ is positive by equation 3.35
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Considering all possible cases of the 4 coefficients with χ(D) in Equation 3.25 ,
we find that only two cases and their complements can happen:
(a) α = 0, β = 1, γ = 2 and δ = −3.
(b) α = 0, β = 2, γ = 1 and δ = −3.
In case (a), because β = 1 and γ = 2, we find r = 2s. That violates gcd(r, s) = 1.
For the same reason, case (b) will not occur.
So this case cannot give us any feasible D.
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