Context. The PICsIT detector onboard the INTEGRAL satellite was designed to provide information about emission in the soft γ-ray band for many bright sources. Due to strong and variable instrumental background, only 4 objects have been detected so far using standard software. Aims. The moderate sensitivity of PICsIT can be compensated for in the case of many objects by adopting a long exposure time, thanks to INTEGRAL's large field of view and an observing strategy focused on the Galactic plane. With angular resolution far higher than that of all other instruments operating in a similar energy band, PICsIT is suitable for fields too crowded or too significantly affected by Galactic diffuse emission. Therefore, it is desirable to improve the spectral extraction software to both obtain more reliable results and enlarge the number of objects that can be studied. Methods. The new PICsIT spectral extraction method is based on three elements: careful modelling of the background, an energydependent pixel-illumination function, and the computation of the probability density of the source count rate. Background maps of the detector plane are prepared for short periods and relatively narrow energy bands to insure that the background dependence on time and energy is modelled well. The most important element of the new spectral extraction method is the proper treatment of the Poisson-distributed data, developed within a Bayesian framework. Results. The new method was tested extensively on both a large true data set and simulated data. Results assumed in simulations were reproduced perfectly, without any bias and with high precision. Count rates measured for Crab were far more stable than those obtained with the standard software. For weaker sources, the new method produced spectra of far higher quality and allows us to detect at least 8 additional objects. Comparison with other INTEGRAL instruments demonstrated that PICsIT is well calibrated and provides valuable information about the continuum emission in the 250 keV -1 MeV band, detectable currently only by INTEGRAL.
Introduction
The low-energy γ-ray band (100 keV -10 MeV) is extremely difficult to observe, mainly because of the intense nuclear-decay emission induced by cosmic rays inside the detector and surrounding materials. As the flux of the observed objects decline significantly with increasing energy from X-rays to γ-rays, the strong increase in internal background of the detector makes the ratio of observed signal to background very small. This ratio usually does not exceed 0.01 even for sources as bright as the Crab nebula, despite the passive and active shielding applied. Moreover, the fact that soft γ-rays cannot be focused as well as soft X-rays reduces the angular resolution in this energy range. Therefore, observations of crowded Galactic fields with γ-ray telescopes are often affected by contamination from nearby sources or from Galactic diffuse emission.
There have been many γ-ray observatories, but due to their generally limited life times and sensitivities only a few have provided a significant amount of data. More detailed studies of the soft γ-ray spectra became possible in the last decade of the 20th century, thanks to the SIGMA detector (Paul et al. 1991) onboard the GRANAT satellite, and the OSSE and BATSE detectors (Johnson et al. 1993 ) onboard the CGRO satellite. SIGMA was a coded-mask instrument with a good angular resolution of Send offprint requests to: P. Lubiński 
13
′ , and its nominal energy range was 35-1300 keV. The OSSE telescope has been the most sensitive soft γ-ray instrument sent into orbit until now, due to its large size. The high sensitivity of OSSE was in practice slightly reduced by limitations related to its low orbit. In addition, the large field of view of OSSE made it difficult to resolve closeby objects at the Galactic centre and to distinguish point-source emission from Galactic diffuse emission. BATSE was an all-sky monitor, used mainly for detecting GRBs and monitoring the activity of brighter γ-ray sources. The nominal energy range of the PDS detector (Frontera et al. 1997) onboard the BeppoSAX satellite was 15-300 keV but its sensitivity above 150 keV was insufficient to provide more precise data.
There are four missions presently in operation with soft γ-ray instruments, namely RXTE (HEXTE), INTEGRAL, Swift (BAT), and Suzaku (HXD/GSO). The HEXTE (Rothschild et al. 1998) and BAT (Gehrels et al. 2004 ) energy ranges do not exceed ≈150 keV, and these instruments have therefore limited capabilities of studying the high energy emission. GSO onboard Suzaku was declared to be the detector with the lowest internal background in the 40-600 keV band, due to a more advanced active-shielding technique (Takahashi et al. 2007 ). This low background should correspond to high sensitivity, but 3 years after Suzaku's launch almost no results above 200 keV have been published, apart from Cyg X-1 observed up to 400 keV (Makishima et al. 2008) . Therefore, taking into account the limited angular resolution of GSO above 100 keV (≈ 4.5 • ), current interest in the soft γ-ray research is focused on the data acquired by INTEGRAL detectors.
The INTEGRAL satellite (Winkler et al. 2003 ) has onboard three coded-mask γ-ray detectors. ISGRI ) is the upper detector of INTEGRAL's imager IBIS (Ubertini et al. 2003) , which operates nominally in the 13-1000 keV range. Owing to its relatively high sensitivity and angular resolution of 12 ′ , ISGRI remains the INTEGRAL instrument of choice for studies of point sources, particularly Galactic ones. The lower layer of the IBIS imager, the PICsIT detector , is described in the next section. The spectrometer SPI (Vedrenne et al. 2003 ) is a high spectral resolution γ-ray telescope operating in the energy range 20 keV -8 MeV. Despite its lower sensitivity and limited angular resolution (≈ 2.5
• ), SPI spectra extracted for brighter sources complement the ISGRI spectra well, especially above 150 keV where the ISGRI sensitivity declines rapidly. Due to its reliable, ground-based efficiency calibration, SPI serves also as a reference instrument for the INTEGRAL cross-calibration tests. Observations of crowded fields, however, are difficult, as for OSSE, and special care is required in analysing such data (Roques & Jourdain 2005) .
Notwithstanding their unique capabilities, SPI and ISGRI provide rather limited information about the continuum emission from point sources above ≈200 keV. In the case of SPI, besides its limited angular resolution, there are some difficulties in modelling the instrumental background at higher energy, where the number of photons is low. However, by applying a more sophisticated analysis to SPI data, it was possible to detect 20 objects above 200 keV (Bouchet et al. 2008) . The sensitivity of ISGRI declines dramatically above 150 keV, and the efficiency calibration remains uncertain in that range .
Initially, the INTEGRAL imager sensitivity was planned to exceed that of OSSE by about an order of magnitude (Winkler 1994) . Unfortunately, due to a reduction in mission funds, this plan became impossible, when the foreseen three layers of the high energy detector were reduced to two layers of smaller volume and a limited telemetry was ascribed to them. The effect is that the PICsIT detector, being still the largest soft γ-ray detector on orbit, has the thickness of only 3 cm compared to almost 18 cm of OSSE. The sensitivity of PICsIT is reduced further because the pixellated structure and data-acquisition logic produce an additional loss in the fraction of the Compton-scattered photons. On the other hand, due to the elongated orbit, both the Earth occultations and passages through the radiation belts affect only a small part of the INTEGRAL revolution period. This and the observing strategy focused on the Galactic centre and Galactic plane ensures that many objects are observed by PICsIT with a long exposure time, compensating to some extent the moderate sensitivity of the instrument.
Shortly after launch, it appeared that the PICsIT background level was about two times lower than the pre-launch conservative estimate . Only the energy band below 300 keV showed a higher background, with an excess originating in track events induced by high-energy cosmic rays (Segreto et al. 2003) . Despite the lower background, the sensitivity achieved after the first year of detector operation was low, a factor between 5 and 10 lower than the statistical limit. The situation was improved considerably when the long-exposure background maps were included in the OSA 4.0 software release (Foschini 2004) , allowing a sensitivity comparable to that of SPI to be achieved.
Nonetheless, almost six years after the INTEGRAL launch, there remain only three objects for which results with PICsIT have been reported: Crab (Di , Cyg X-1 (Cadolle Bel et al. 2006) , and XTE J1550-564 during its 2003 outburst (Foschini 2005) . The PICsIT spectra presented did not provide significantly more information than the SPI spectra. More spectacular PICsIT results were instead obtained for the observations of gamma-ray bursts (GRBs) (Malaguti et al. 2003a) , in particular those appearing outside the INTEGRAL field of view (Marcinkowski et al. 2006) , because these events are detectable at high energy with the use of IBIS Comptonmode data.
Since the possibilities of improving the spectral extraction performance for PICsIT using the standard OSA software were limited, a completely novel approach was developed for testing purposes. Preliminary results demonstrated that this new approach produced very good results, by for example allowing us to detect several objects not detected by the standard procedure. This paper presents all the elements of the new method, which is now fully developed. Since we decided after discussions with the IBIS Team that the new method should not be implemented in the standard software for INTEGRAL data analysis, we provided a detailed presentation here to allow a potential user to reproduce the results. In Sects. 2-4, basic ingredients of the spectral extraction technique are described. Section 5 presents the results of testing the PICsIT detection limits. In Sect. 6, our main results, PICsIT spectra, are widely presented and discussed. After a summary given in Sect. 7, an extended Appendix A presents the results of tests completed for different methods that can be used to extract the source count rates from γ-ray instruments.
Instrument model
A detailed description of the PICsIT detector and IBIS in general can be found in the IBIS Observer's Manual (Kuulkers 2006) and in the references listed there. We present here only basic information related to the pixel-illumination modelling.
PICsIT is the PIxellated Caesium Iodide Telescope, which operates in the nominal energy range of 175 keV -10 MeV and has an angular resolution of 12 ′ . The fully coded field of view is a rectangle of 9
• × 9
• and the 50% partially coded field of view has a size of 19
• × 19 3 ) is mounted 9 cm above the PICsIT surface. The IBIS collimator operates as a passive lateral shield and consists of the main IBIS tube, a hopper giving an additional limit to solid angle observable by detectors, and a side-mask shielding between the mask and tube walls. Both ISGRI and PICsIT detectors are surrounded with lateral and bottom BGO crystals that form an anti-coincidence shield, reducing the instrumental background by about a factor of 2.
PICsIT operates in three modes: photon-by-photon, spectralimaging, and spectral-timing. Due to the limited INTEGRAL telemetry, photon-by-photon mode is in practice used only for tests. Therefore, almost all PICsIT data are stored as spectralimaging histograms and spectral-timing tables. The spectralimaging is the basic mode since it provides full position information (count rate for each pixel) and 256 channels of energy information. Histograms correspond to a single science window (a single spacecraft pointing), thus the time resolution of the spectral-imaging data is usually in the range of 30-120 minutes. Spectral-timing data have a time resolution fixed between 1 and 500 ms but the count rates are integrated over all detector pixels and stored in only 8 energy channels. Therefore, this mode can be used only for extremely bright sources, typically GRBs, that have the signal strength that exceeds the background emission in short time intervals.
The spectral-imaging histograms are made for two types of events: single and multiple. A single event detection is one in which there is only one photon in a single PICsIT pixel. Multiple events are defined to be detections of 2 or 3 photons in a single submodule (half of the module, with pixels coupled electronically); the event position is then given by the position of the pixel with the highest energy deposit and the energy of the event equals the summed energy of all photons registered within the event time. The fraction of multiple events varies from ≈ 10% in the 300-400 keV band to ≈ 50% in the 1500-2200 keV band. The logic of selecting single and multiple events based on one submodule detection introduces some non-uniformity because the multiple events in the border pixels are often registered as single events. This paper describes the spectral extraction applied to single events only, although the same procedure can be applied to multiple events.
The standard analysis software for all INTEGRAL data is the Off-line Science Analysis (OSA) package, distributed by the INTEGRAL Science Data Centre . The OSA software package presently allows for a limited PICsIT data analysis: image analysis for spectral-imaging data, and detector light curve and spectrum analysis for spectral-timing data. Taking into account that each source detected by PICsIT should be observable at lower energies by ISGRI, PICsIT alone is not expected to detect new sources. Therefore, the spectral extraction based on the Pixel Illumination Function (PIF) computed for the catalog source position appears to be more appropriate for quantitative PICsIT data analysis than the image deconvolution. The PIF-based method directly describes the photon absorption that on the detector surface creates a shadow of the mask illuminated by the source observed at a given angle. In contrast, image deconvolution is an indirect method, which usually applies some type of inversion or cross-correlation that can lead to decreased efficiency.
There has been a spectral extraction component in the OSA software since version 5.0 but the PIF model included is not yet reliable (Foschini 2007a) . In consequence, all PICsIT spectra made with OSA are based on count rates determined from the mosaic images. For the purpose of the research presented here, a completely new software was developed for PIF modelling. The code was an adaptation of the code used to model the absorption in the Nomex structure supporting the IBIS mask (Lubiński 2007) . The absorption of photons in the mask and the ISGRI detector layer was computed to be the mean fraction of source photons arriving at each pixel at given polar and azimuthal angles. Attenuation coefficients for tungsten (mask) and CdTe (ISGRI) are taken from the tables of Hubbell & Seltzer (1996) . The PIF map is calculated for 22 energy bins, with an effective energy for each bin that is calculated by assuming that the spectral index of the source emission is 2.1. The probability that the photon arrives at each pixel of the detector is computed over a grid where photons are separated by 0.125 mm. The photon path length inside a given mask or ISGRI pixel was determined by numerical integration and the vertical step was also set to the value 0.125 mm, which was far smaller than the pixel size and thickness. Figure 1 presents an example of ISGRI and PICsIT PIF models calculated for the same science window and the same source. The Nomex structure supporting the IBIS mask absorbs between 10% and 25% of the source photons at energies above 200 keV, depending on the source off-axis angle. To correct the source count rates for this effect, a set of high-energy off-axis correction maps was prepared for PICsIT, in the same manner as those provided for ISGRI in the OSA package. Fig. 1 . ISGRI (left, 50 keV) and PICsIT (right, 450 keV) PIF models for science window 007900330010 calculated for Cyg X-1 seen at 3.9
• off-axis angle and 224
• azimuthal angle. Azimuthal angle is measured anticlockwise from the right. The PICsIT PIF is slightly shifted towards the upper right because of larger distance between the mask and detector. Fully open and fully closed elements transparency is respectively 1 and 0.003 for ISGRI and 0.89 and 0.11 for PICsIT.
High energy photons from the source can pass through the IBIS tube walls and illuminate the part of the detector that is not coded by the IBIS mask. For that reason the non-coded part of shadowgrams cannot be used to estimate the background level and the PIF is usually calculated only for the coded part. However, the ISGRI PIF model implemented in OSA takes into account different structures such as walls or hopper, providing a source illumination pattern for the entire detector plane. This PIF model can be adapted for PICsIT after applying shifts and changing the size of the pixels. Tube walls are quite transparent to photons in the PICsIT energy range, for example, for sources at an off-axis angle of 36
• and with an azimuthal angle of 53
• about 40% of 450 keV photons can pass through the wall, illuminating the detector surface. Therefore, it appears desirable to use such data in attempting to increase the amount of information about a given source where the large off-axis angle observations correspond to the exposure time, which can be several times longer than the time of fully coded observations. Figure  2 shows an example of the extended PIF model for the source observed at 36
• off-axis. The extended PIF model for PICsIT spectral extraction was tested with the Crab data, and the results of these tests are presented in Sect. 6.2.
Background model
Given the fact that the PICsIT instrumental background rate exceeds the source count rate by several orders of magnitude, a correct analysis of PICsIT data must be based on careful modelling of the background. The background model for a given observation must be prepared after detailed studies of general PICsIT background properties and investigation of the behaviour of the background during that observation. Positions of the γ-ray • off-axis angle and 53
• azimuthal angle. The mean wall transparency for 450 keV photons is 63% for the lower left part (red), 39% for the upper part (green) and 20% for the lower right part of the shadowgram (blue).
lines are one of the basic characteristics of the background. Since these lines are emitted by isotopes produced by cosmic rays in the detector and the surrounding materials, a spatial distribution of the count rate over the detector surface is energy dependent. Another important property of the background is its time evolution. Long-term variability should be monitored to check, for example, the positions of the lines in the background spectra. Short-term variability must be studied for selection of data that can be used to prepare the background map for a given observation. Solar flare periods or time intervals with a strange background behaviour should also be excluded. This section presents the results of the PICsIT background studies. Figure 3 shows PICsIT background spectra from different periods of the mission. The spectra were integrated over one spacecraft revolution (hereafter Rev.) lasting almost 72 hours. The spectrum of Rev. 0541 (19-21 March 2007) , taken exactly 4 years after the Rev. 0052 spectrum (18-20 March 2003) illustrates how the background emission evolves during the mission. The sharpest increase in the emission with time was observed at low energy, below 300 keV, where the Rev. 0541 count rate was about as twice high as the Rev. 0052 count rate. Above 300 keV, the count rate after 4 years was about 50% higher than at the beginning of INTEGRAL operation.
Spectra
The PICsIT energy resolution is rather coarse, varying between 30% at 300 keV and 4% at 4 MeV (Malaguti et al. 2003b) . In spite of this, the background spectra are not completely smooth, exhibiting strong peaks at 511 and 680 keV, weaker peaks at 1800 and 2750 keV, and a broad hump between 800 and 1700 keV. The identification of the background characteristic features can be useful in properly adjusting the energy bins used in the data analysis and monitoring the energy calibration stability. Due to the limited energy resolution even the strongest lines positions were affected by contamination from weaker lines nearby, while weaker lines were hidden in the Compton continuum associated with the stronger lines, which form broad humps everywhere below 1700 keV. Therefore, only several background lines could be identified with a high level of plausibility. These identifications were supported by comparison with the list of SPI background lines (Weidenspointner et al. 2003) that were clearly resolved, and the data about CsI proton activation measurements (Ruiz et al. 1994) . The main lines identified in normal (non-flaring Sun periods) spectra are listed in Table  1 . The two strongest lines, the 511 keV (β + decay line) and the 680 keV complex, are emitted predominantly by the iodine, caesium, and antimony isotopes produced in the detector material. Radioactive bismuth is produced in the BGO crystals of the IBIS anticoincidence system, whereas sodium and aluminum activity originates in the aluminum frame holding both IBIS detectors.
In addition to the lines presented in Table 1 , normal spectra also exhibit weak emission around 2230 keV, presumably from a 1 H(n,γ) 2 D reaction. The bumps observed between 800 and 1700 keV are probably associated with emission from numerous isotopes produced mainly in the detector and its frame, for example 59 (Churazov et al. 2007 ) was performed.
Energy calibration
A routine energy calibration for PICsIT is based on the special data (so-called S5 datastream) collected in coincidence with the emission from the onboard 22 Na calibration source (Bird et al. 2003) . S5 data are collected as separate 64-channel spectra and monitored by the instrument team (Malaguti et al. 2003b) , providing the parameters for the channel-energy conversion. This standard calibration assumes that energy is a linear function of the channel number, which in general is not necessarily true. Studies of 256-channel background spectra completed directly by using the standard spectral-imaging histograms of single events can help in controlling the energy calibration, as well as extending it outside the 511-1274 keV range of S5 data.
Energy calibration tests were completed as follows. Background spectra were extracted for all public data from revo- lutions 0039-0676. The positions of the 511, 667, and 1779 keV lines were then fitted in channel space using Xspec 11 (Arnaud 1996) . The lines were modelled with Gaussian shape and the local continuum was asummed to be in the form of a powerlaw. After some initial calibration tests, the most reliable gain value was established to equal the width of one basic channel, i.e., 7.1 keV, in agreement with the standard energy calibration performed by the IBIS team (Foschini et al. 2007 ). The only remaining parameter needing to be adjusted was then an offset, a shift in energy units to be applied to the original onboard histograms to ensure that the three tested lines were in the correct positions. The best-fit offset was found to be +9.6 keV with respect to the standard energy calibration of PICsIT. The first usable channel of spectral-imaging single-events histograms was channel number 10, which in the standard OSA 7.0 calibration starts at 203 keV and in the new calibration presented here at 212.6 keV.
The mean positions and 1-σ errors found for the background lines in the spectra from revolutions 0170-0676 are equal to 509.2±5.0 keV, 668.5±3.8 keV and 1772.8±4.1 keV. Before revolution 170, a different binning was applied to the onboard histograms and the data were treated separately. The corresponding mean positions of the calibration lines were found to be shifted by about +5 keV with respect to the results quoted above.
The main factor driving the offset of energy calibration is the temperature of the PICsIT detector (Malaguti et al. 2003b ). Short time variations in the line position reach as high as about 15 keV on timescales of weeks. This is a large value compared to the minimal width of the bin used in spectral extraction, 21.3 keV. In principle, this can introduce fluctuations in the extracted count rates. As we show in Sect. 6.3, Crab count rates are stable over the mission time, which indicates that the offset correction is not very important, although it should be taken into account in a proper preparation of the background maps. This is currently achieved by preparing several maps for revolutions with large temperature variations, using data from periods with an approximately constant temperature.
Variability
The count rate of the PICsIT background varies strongly in response to the cosmic-ray intensity changes, since it is moderated by the decay time of various radioactive nuclei produced in the detector neighborhood. On average, the background count rate increased with time during the first four and a half years of INTEGRAL operation, as shown in Fig. 4 . This increase was caused by both the solar modulation of the cosmic-ray intensity and the accumulation of the radioactivity in the detector assembly. The increase in the background count rate is irregular, there are periods of high variations but there are also periods of almost constant count rate. Since March 2007 (around Rev. 0540), the background appeared to have saturated at a level of about 60% higher than the initial one. However, below 250 keV the increase in the background count rate is far more significant, higher than 100% since the beginning of the mission and appears still not to be saturated.
Within a single revolution, a substantial variability is also observed, induced mainly by the spacecraft passages through the Earth radiation belts and the Solar activity. An example of this variability is presented in Fig. 5 , for six energy bands between 213 keV and 1940 keV. This figure illustrates a rather typical behaviour, where the total count rate decreases with time for energies below ≈511 keV and increases above that energy. The very low energy bands (close to 200 keV) usually exhibit a different type of variation, due to the track events. The second and third (from top) panels of Fig. 5 indicate that the background variability can be quite different in two close energy bands. Consequently, spectral extraction with a background model constructed for too wide an energy band can be inefficient when the radiation in the low-energy part of the band increases but in the high-energy part decreases with time. In general, there is a variety of background light curves observed, sometimes the changes in all energy bands are correlated, sometimes there are flare-like events or rapid count-rate variations that are only observable for a limited energy range. Therefore, for a correct background modelling, the variability in narrow energy bands must be determined for each revolution.
Background maps
The background model for PICsIT is the map of pixel count rates corresponding to the background emission registered in a given energy band during some period of time. Both the sum of photons originating in all point sources in the field of view and the summed diffuse sky emission equal at most of the order of several per cent of the total detector count rate at energies above 200 keV. Accordingly, the background map consists of a sum of shadowgrams collected during a number of dithering observations, such that the point sources and the diffuse emission patterns are spread over the detector surface. In this way, the background model contains the same data used subsequently to extract the source count rate. The dithering observational strategy thus allows us to obtain for the coded-mask instruments the highest quality background estimate, based just on the actual data. This is one of the most important virtues of masked pixellated detectors compared with standard telescopes, where the background must be determined in some indirect way, such as a rocking observing strategy as applied for OSSE.
While there is no variation in count rate within each pixel during an observation, the background map provides the most accurate, experimentally-determined background model, with an accuracy increasing with the exposure time. This situation never occurs in reality and the main task in achieving a correct background model is to describe properly its variation in time. Some observations are also taken in special conditions, such as staring mode, when the map cannot be prepared with the contemporary data. Consequently, the variability model should allow us to check if another map can be used for these special observations. The simplest way of taking into account the background variability in time is to assume that there is only one global trend, coherent for all pixels. The only parameter that has then to be determined with the source count rate is the background map normalization for a given science window. As shown in Sect. 6, this approach produces completely acceptable results.
In view of the considerations mentioned above, the only parameter that is free in the modelling of the background is the time period for which the background map is prepared. Since the spacecraft activation is caused predominantly by passages through the Earth radiation belts, the natural choice of time interval for which a map is prepared is the revolution period. Owing to the large number of counts collected by each pixel during this time period, the accuracy of the revolution-averaged background rate is sufficiently high. On the other hand, if there is a sub-orbit variation observed, the shortest time for which the background map can be prepared is limited by the condition of smoothing the source illumination pattern. This will depend on the actual dithering pattern, but usually about 10 science windows are sufficient to obtain a sufficiently smoothed summed shadowgram. Nonetheless, producing more than one background map for a single revolution is unnecessary, unless there is clear variability in the background mean count rate or the detector temperature measured during the orbit time. In practice, almost all results presented later were obtained with the use of a single map, apart from several observations of Crab and Cyg X-1, where two maps per revolution were needed to suppress an artificial trend found in the source light curves.
Data used to prepare the map were selected according to the mean count-rate level over all pixels in a given science window. The fluctuations in that value usually did not exceed 3% for periods with a stable background and this criterion was adopted for the PICsIT data analysis presented in this paper. In the spectral extraction, a similar criterion was used, excluding the data, when the background map normalization was outside the 0.97-1.03 range. This selection automatically excludes periods with solar flares or science windows affected by the passage through the radiation belts at the beginning or end of revolution. Fig. 6 . Distributions of differences between 336-448 keV shadowgram from Rev. 0079 and corresponding shadowgrams from Revs. 0070 to 0078 and 0080 to 0090 (starting from the upper left, row by row). Warmer colours (yellow, red) correspond to the higher count rates. The smallest differences (flattest images) are observed for Revs. 0072, 0075, 0078, 0080 and 0081. There was a small solar flare in Rev. 0076 that changed also the background distribution in the following revolution.
When it was not possible to prepare the map for part or an entire revolution, one could use, in principle, a map prepared for another period close in time. Tests done for the Crab indicated that this approach did not always provide good results, especially when the map is constructed with data from another revolution. The simplest way of confirming the adequacy of a map is an investigation of the differences or ratios between the pixel count rates in the summed shadowgrams from both the map and the source observation. Figure 6 presents an example of this test made for the summed shadowgram from Rev. 0079 when Cyg X-1 was observed. The flattest difference shadowgrams are those for Revs. 0078 and 0080 (two rightmost in the second row of the plot). It has to be kept in mind, however, that this test may not be applicable when a relatively strong source is observed in staring mode, because then there will be a systematic imprint on the shadowgram from the source illuminating the same pixels all of the time. A possible solution to this limitation is to test the background stability over several revolutions adjacent to the actual source observation and to prepare some mean map.
Count-rate extraction method
The necessity of merging a large amount of PICsIT data to detect weaker sources not only compels one to model the background precisely but also to apply a method that is strictly correct for data with a low signal-to-noise ratio. Otherwise, the inadequacy of the method can produce results with a bias comparable to the signal strength. The most common way of estimating some parameter value and its confidence limits is the application of the χ 2 test statistic. Although it is well known that the conditions needed to justify the use of the χ 2 test are not fulfilled for low number of counts, it is worth reminding us of all limitations of the standard technique.
1. The assumption that the Poisson distribution can be approximated by a Gaussian distribution for a large number of counts is not always justified because these distributions differ: the Poisson distribution is asymmetric with non-zero skewness and kurtosis, whereas the Gaussian distribution is symmetric with zero skewness and kurtosis. When the signal has an amplitude comparable with the difference in shapes of the Poisson and Gaussian distributions for the total (signal+background) number of counts, the Gaussian approximation will provide a systematically biased result.
2. The Poisson distribution is defined for parameters of nonnegative values. Count rates also cannot be negative and any analysis using a Gaussian or other distribution in negative signal space does not offer a completely proper description of the phenomenon.
3. The difference of two parameters both characterized by a Poisson distribution is not Poisson distributed. Consequently, the signal+background and the background alone should be modelled simultaneously instead of subtracting the background rate from the total rate, especially when this subtraction leads to negative signals.
4. Since the true variance is usually unknown, the observed number of counts serves as a variance estimate for the χ 2 statistic. This approximation is invalid for a small number of counts and many solutions have been proposed to improve the variance estimate, but none of them performs well for weak signals, when zero net counts are measured in a majority of trials.
5. To estimate the uncertainty of a parameter of interest when many parameters are fitted simultaneously, one usually considers the limits corresponding to the change in the statistic by a certain value (Lampton et al. 1976 ). This approach based on the projection of the respective parameter confidence region onto the parameter axis often overestimates the error. Moreover, its basic condition, namely the use of the model variance, is not met in many practical applications, as stated in point 4.
The solution to several issues listed above is application of a statistic proposed by Cash (1979) based on a maximum likelihood estimation for the Poisson distribution. The application of the Cash statistic allows us to avoid problems arising due to the differences between Poisson and normal distributions but still has some limitations that will be discussed in Appendix A. Due to its direct handling of probability density function (hereafter PDF) associated with the model parameters, a Bayesian approach provides a more general and efficient solution to many statistical questions, including the 'low-number-of-counts' issue.
A Bayesian technique for dealing with the Poissonian type data in the presence of known or unknown background was presented by Loredo (1990) . This type of approach applied to a lowquality ASCA data obtained for weak AGNs, was demonstrated to reconstruct precisely the assumed shape of the iron line complex (Lubiński 2004 ). Due to its efficiency, the method has now been generalized to deal with the extraction of count rates for objects observed with PICsIT. Developments have occured in two respects: the Poisson PDF is now computed in two (or more) dimensions, and the model now takes into account the main observation conditions. The probability density function p k (s, b k ) of the source count rate parameter s and the background map normalization factor b k in the science window number k for a given energy band is defined as the product of Poisson PDFs P for all n k active pixels
where the factor C k normalizes the
is the number of counts measured by the i-th pixel, η k (i) is the source PIF value for that pixel, ξ k corrects s for the off-axis effect, and B(i) is the efficiency-corrected background count rate given by the background map. The factor f k (i) converts count rates into counts,
using the exposure time T k and the pixel efficiency ε k (i), where the source count rate is normalized to the half of the detector area (32×64 pixels). The density p k (s, b k ) is the posterior probability density, i.e. the prior probability densities on s and b k are assumed to be uniform. When a large amount of data is used, as in the PICsIT case, with thousands of pixels and hundreds of science windows, the final density distribution associated with the detected source signal is sufficiently concentrated not to be affected by the choice of the prior distribution.
Since the calculation of the PDF must be performed for a relatively wide range of s and b k , the product in Eq. 1 is computed by summing the PDF logarithm to avoid the multiplication of many small numbers. The final PDF p(s) is derived after integrating p k (s, b k ) over the background normalization parameter and then computing the product of p k (s) for all science windows of interest. Using p(s), one can extract all needed parameters such as the mean, the median, or the desired credibility intervals. For PICsIT, it is possible to have a detection in a single science window only for sources at least as bright as the Crab. To achieve a reliable result for weaker objects, a large number of science windows must be merged. Table 2 compares typical values of the number of counts, count rates, and signal-to-noise ratios for data of a 50 mCrab source observed with PICsIT and a 2 mCrab source observed with ISGRI.
Examples of Poisson PDFs obtained for a true source are presented in Fig. 7 . PDFs computed for a single science window are very broad when compared to the source count rate. For an object as weak as GRS 1758-258 (about 70 mCrab in the 300-500 keV band), even one-revolution of data is not enough to achieve a detection. Nevertheless, thanks to a frequent monitoring of the Galactic centre field by INTEGRAL, it is possible to follow the seasonal (i.e. on the scale of several months) changes in the high energy emission from this source in several energy bands below 500 keV. The technique presented in this paper is the most correct means of handling the Poisson-distributed data within the Bayesian framework. Due to this first application of such a method to extract the astrophysical γ-ray data, some tests of the performance are needed to check for example the limiting signal that can be extracted and compare this technique with several other commonly used methods. An obvious test is to use this method for the ISGRI spectral extraction and to compare the results with those of the standard OSA software. The results of these tests are presented in Appendix A.
The computation time needed to extract the source count rate over a PDF grid as fine as possible (the grid step should be much smaller than the expected rate) is long compared to the time needed by the method using the fitting with some statistic. For only two parameters handled (the count rate for a single source and the background normalization), computing over a PDF grid can be performed even for a large data set. However, if there are several sources in the field of view, the computation over the grid has to be replaced by some Monte Carlo integration of multi-dimensional PDFs. Such procedures are time consuming and need some adjustments to accelerate the data analysis. Due to the small number of sources observed with PICsIT, this type of software does not appear to be needed, especially in a situation when the emission from any contaminating source is far weaker than the background. Nevertheless, a version of the software with the Monte Carlo integration implemented was prepared and tested with the simulated data for up to 7 sources in the field of view. These tests show that only in the case of sources separated by a short distance (less than several degrees) there can be some contamination for weaker sources. An independent test, where the single-source PDF method was applied separately to ISGRI data of NGC 4151 and NGC 4051 (separated by 5.3
• ), has shown that the results for both objects are fully consistent with those of the standard OSA software handling many sources at once.
Detection limits
The standard way of verifying whether the observed signal corresponds to a detection is the 'n-sigma' significance test. The test statistics (significance) is defined as the difference between the measured signal+background and the background estimated in an independent way, divided by the noise represented by the standard deviation of that difference. Detection can be claimed if the observed significance is higher than the threshold for a given probability level, e.g., 3 for probability level 0.997 (3-sigma test). The significance level is often set to 5-or 6-sigma because such a conservative approach is supposed to account for the number of trials or to balance all possible systematic effects not incorporated into the uncertainty calculation.
In true situations, the significance estimate should take into account all circumstances of the measurement: the detector model, the background model, and the method used to extract the count rate. For coded-mask instruments, one has to take into account the mask pattern and transparency, the spatial resolution of the detector and the background non-uniformity. There are many approaches developed to determine analytically the sensitivity of coded-mask instruments (see Skinner 2008 and references therein) .
This simple 'n-sigma' significance test cannot be applied to the results of the technique presented here. The method based on the Poisson PDFs extracts the net source count rates without direct background subtraction and operates in a physical, non-negative parameter space. The mean net count rate determined by integrating a PDF over a non-negative argument cannot be zero even when there is no signal, although it decreases with increasing exposure time. Therefore, there will always be some signal excess above zero resulting in an overestimation of the true significance level. On the other hand, for the weak signals expected to be observed with PICsIT, a too conservative approach might exclude some potential sources from the analysis. Therefore, we would like to find a way of estimating the true noise level. This will be useful not only for the verification of the results but will also help to judge if the source with a given flux level can be detected after a given observation time.
The question addressed here is: "what is the probability of obtaining a false signal, arising from the background (noise) fluctuation and described by the probability density function with a given mean count rate, for an observation lasting a given time". To find the answer, we compiled the distribution of mean count rates extracted for random positions in fields that do not include strong sources. The tail of the distribution was then fitted to find the upper noise limit corresponding to a given probability level. Tests of the PICsIT noise level were completed for six wide energy bands: 277-362, 362-461, 461-632, 632-930, 930-1938, and 1938-3131 keV. The limits of these wide bands were adjusted to have a coherent background variation within a given band (see Sect. 3.3). Input empty-field data were selected as observations when all of the eight possibly brightest PICsIT sources (Crab, Cyg X-1, GRS 1758-258, 4U 1700-377, GRS 1915+105, Cen A, 1E 1740.7-294, XTE J1550-564) were farther than 45
• away from the pointing direction. This criterion provided 5599 science windows from Revs. 0047-0450 with the total exposure time equal to 14.48 Ms. Input PIF data were calculated for 91 (13×7) possible positions corresponding to the hexagonal dithering pattern with a so-called "wandering centre of pattern" (Kuulkers 2005) . The hexagonal dithering pattern was chosen because in this case the object is in the fully coded FOV all the time and there is no need to correct the exposure time for incomplete detector illumination.
At the beginning of each test, the PIF was randomly selected for each input science window. The net source count rate was then extracted for each science window using the method described in the previous section. These results were merged for a subset of all science windows to obtain the mean count rate for a given assumed total exposure time. For shorter times, it was possible to select the subset several times because the entire sample was sufficiently large to avoid repetition. To ensure that the tail of the mean count-rate distributions could be determined to a good precision, approximately 1000 tests had to be performed. However, since computation of one test takes several hours on a 20-CPU grid network, it is impossible in practice to complete 1000 tests for times longer than 1 Ms.
Upper noise limits were calculated for probability values corresponding to the commonly used 'n-sigma' significance levels, where n was in the range 1-5. The limit of 1-sigma significance level was determined as the mean count rate value for which the sum of runs, starting from the minimal mean count rate, reaches 68.3 % of the total run number. A model function was then fitted to the tail of the distribution, i.e. above a 1-sigma limit and the 2-5 sigma limits are found via integration of that tail model. Because the true shape of the distribution was unknown, three model distributions were tested for the 277-362 keV band, where the number of tests was much larger, reaching more than 11 000 runs for the shortest 10 ks exposure time. The Gaussian function was used to model a rapid decline and the exponential function to model a slow decrease. The third model included a gamma distribution, which reproduced an intermediate decrease. For distributions analyzed with a large number of tests (> 1000), the best fit was always obtained with the Gaussian distribution. The fitted gamma distribution was usually quite similar to that of the Gaussian, but the 3-sigma upper limit was found to be slightly (1-5%) larger. The exponential model, in turn, seems to underestimate the decrease in the tail, giving always the highest χ 2 . The uncertainty in the fitted 3-sigma upper limit was estimated to be, in general, not larger than 10% and 20 % for the exposure times below and above 1 Ms, respectively. This estimate was based on tests with an increasing number of runs using different tail models. Figure 8 presents the example of noise limit estimate for the 277-362 keV band and exposure times of 10 ks and 1 Ms. The distributions of mean count rates extracted for empty fields are asymmetric and clearly peaked above zero. Comparison of the three fitted tail models is shown in the upper panel of the figure. For 1 Ms, three PDFs are presented with the highest mean count rate, which illustrate the typical shape of the probability density distribution at this count rate level. These PDFs are compared with two PDFs obtained for the microquasar GRS 1758-258 after observations lasting about 1.05 Ms. The GRS 1785-258 PDFs correspond roughly to 5 and 6-sigma detections.
The results of the noise level studies for 3-sigma detection limits are collected in Table 3 . A wide range of effective exposure times should allow for a relatively precise interpolation for a particular observation time. The last row of the table shows the mean PICsIT fluxes measured for the Crab that can be used to convert the limits into Crab units. PICsIT sensitivity limits for 1 and 10 Ms are compared in Fig. 9 with the 1 Ms sensitivity limits computed in an analytical way for PICsIT, SPI, and OSSE. Sensitivity limits for PICsIT and SPI were calculated using the on-line Observation Time Estimator (OTE)
1 . The formulae used by the OTE were described in Bélanger (2008) . OSSE sensitivity data are taken from Fig. 3 of Winkler (1994) . Despite the different approach used in the computation, PICsIT sensitivities based on the noise level tests and given by the OTE tool are consistent for the first two energy bands. Above 460 keV, the OTE estimates are well below those determined experimentally. Since noise determination based on the empty field observations takes into account several effects not included in the OTE model (e.g. background non-uniformity, background level evolution with time, and a realistic PIF model) one can expect OTE to overestimate the PICsIT sensitivity. The same concern can possibly be raised for the SPI sensitivity estimates made in an analytical way. The PICsIT detector should be more sensitive to continuum observations because of its larger area and volume, the higher quantum efficiency of CsI compared with Ge crystals in terms of registering photons, and higher number of detector and mask pixels allowing for a more robust disentanglement between the signal and the noise. Nevertheless, a more reliable comparison of the SPI and PICsIT sensitivity is not possible unless a noise study similar to that completed for PICsIT is also completed for SPI. On the other hand, this comparison is probably more secure for the OSSE detector because of the rocking strategy of observations with that instrument. PICsIT appears to be much less sensitive than OSSE. As can be seen in Fig. 9 , PICsIT needs about 10 times longer exposure time to reach the OSSE S/N ratio because its volume is three times smaller. This lower efficiency is partly compensated, however, by a larger fraction of observing time (because of a higher orbit). 
PICsIT spectra
We now review the PICsIT spectra extracted for various objects. Some of these spectra are used to verify PICsIT calibration, by comparing them with the spectra obtained from two other highenergy INTEGRAL detectors, SPI, and ISGRI. Potential problems that might arise due to systematic effects are checked using Crab spectra. The results of the spectral extraction method based on the Poisson PDF (hereafter PPDF) technique described in Sect. 4 are compared with the results obtained with the standard OSA 7.0 software. Finally, examples of spectra derived for several detected objects are shown against the noise level expected for a given exposure time.
Calibration
Cross-calibration tests are one of the most important elements of the verification of a given detector performance. Due to the presence of three high-energy detectors onboard INTEGRAL observing the source at the same time, these tests are easier and more reliable than in the case of satellites hosting only a single instrument operating in a given energy range. Moreover, the SPI detector was carefully calibrated before the launch of INTEGRAL (Attié et al. 2003) , which ensured that the calibration check was independent of the details of the particular model assumed for a calibration source such as the Crab. A lot of effort has been invested since the beginning of the mission to calibrate well the ISGRI and SPI instruments, resulting in a good performance in the energy range below 100 keV ). Due to a limited ISGRI sensitivity above 100 keV, there is however still a spectral slope issue remaining for the high energy part of the spectra. On the other hand, PICsIT standard OSA spectral extraction was applied only to a limited number of sources. This enabled only a crude check of the calibration, suggesting that there was an overall agreement between PICsIT and ISGRI spectral results (Foschini et al. 2007 ).
The first PICsIT response files for single-event spectra were provided to the user community with the OSA 4.2 release in December 2004. The two response files currently used are the RMF pics srmf grp 0003.fits (or pics srmf grp 0005.fits rebinned to the default energy bins) and the ARF pics sarf rsp 0003.fits. Both files were used in the tests presented here, although both interpolation and smoothing were applied to them to correct for discontinuities caused by the too wide energy bands used in their Monte Carlo computation. These corrections were necessary for obtaining smooth background spectra without jumps, observable when the standard responses are used (see e.g. Fig. 6 in Bélanger 2008) . The source spectra with finer binning are also smoother after this correction, although the overall calibration remains similar to the standard one. The final change that remains to be applied to the current response is the correction for the influence of the mask pattern. Preliminary tests showed that this correction affects mainly the high-energy part of the response, with the spectral fitting results below 1 MeV remaining virtually the same (L. Natalucci, private communication).
Another issue related to the INTEGRAL cross-calibration is the ISGRI spectral slope above 100 keV. Due to superior sensitivity up to about 150 keV, ISGRI spectra dominate the INTEGRAL spectral fitting. Therefore, even a small discrepancy between the spectral slope of data from ISGRI and the two other detectors, can change substantially the results of a broadband fit, producing a model with an incorrect spectral shape at high energy and incorrect relative normalization between instruments. For a long time, the photon index Γ of the reference Crab model used in ISGRI calibration was set to be 2.225 for the entire ISGRI energy range. In OSA 7.0, following the recommendation of the INTEGRAL Users Group, it was changed to 2.1 below 100 keV and 2.34 above 100 keV, to match the SPI Crab spectrum, as provided by the SPI team. However, the latter value is clearly higher than Γ ≈ 2.2 inferred from the Crab spectral analysis with the standard OSA SPI software, provided in its version 7.0 and several earlier releases. The latest INTEGRAL cross-calibration report ) presented a new result for SPI: with the updated spectral extraction software used by the SPI team, the Crab spectral slope above 100 keV is now equal to 2.22, i.e. a value fully consistent with the OSA result. One can thus expect the next OSA releases to provide revised ISGRI response files, adjusted accordingly. To anticipate this inevitable result, the standard ISGRI OSA 7.0 ARFs were corrected to match the value 2.22 above 100 keV for the purpose of the testing described below. Calibration tests were made for two sources, Crab and Cen A, the latter to enable checks to be completed for a weaker object and with a different spectral shape. High energy spectra were produced with a large data set to achieve the highest possible precision. For Crab, all data from the standard dithering observations made in Revs. 0239, 0300, 0365, 0422, 0483, 0541, 0605, 0665, and 0666 were used. This choice takes into account the fact that before Rev. 0216 SPI had not yet lost two of its detectors and its response was thus different during earlier observations. In the case of Cen A, it was impossible to obtain acceptable SPI spectra for observations completed between January 2005 and February 2007. Unfortunately, in this period there were strong background variations caused by enhanced Sun activity. PICsIT spectra for that period were also clearly worse than those obtained for earlier observations. The Cen A calibration spectra comprise therefore only data from observations made before 15 February 2004 (up to Rev. 0163), for which the source was detected at energies up to about 460 keV. Calibration tests with ISGRI and SPI spectra of the Crab were limited to the energy band above 100 keV, to decrease the influence of the low energy part on the fit completed for the PICsIT spectral band.
Results of spectral fitting performed with the calibration spectra are presented in Table 4 and illustrated in Figs. 10 and 11. In agreement with the results of tests done with the standard OSA software, the PICSIT calibration appears to be reliable, validating the instrument model included in the Monte Carlo software used for the response simulations. Both the Crab and Cen A spectra measured by three INTEGRAL instruments are fully consistent, producing similar spectral slopes also when fitted separately. The cross-calibration factors measured with respect to SPI obtained for ISGRI and PICsIT are both below 1. The PICsIT cross-calibration factor is poorly constrained for the Cen A spectra, where the SPI and PICsIT useful bandwidths are rather narrow. The relative PICsIT/ISGRI normalization obtained for the Crab of 0.86 is well above the value of 0.52 quoted for PICsIT spectra extracted with the standard OSA software (Foschini et al. 2007 ). This issue is discussed further in Sect. 6.3. Fig. 10 . Cross-calibration test completed for the INTEGRAL Crab spectra. ISGRI and SPI spectra were extracted with the standard OSA 7.0 software, and the PICSIT spectrum was extracted with the PPDF method. Results of a power-law fit are given in Table 4 . Fig. 11 . Cross-calibration test for the INTEGRAL Cen A spectra. ISGRI and SPI spectra were extracted with the standard OSA 7.0 software, and the PICSIT spectrum was extracted with the PPDF method. Results of a power-law fit are given in Table 4 .
Other tests
Besides the verification of the PICsIT calibration, other tests were needed to check the performance of the spectral extraction software related to the instrument model. One of the main effects to be tested was the dependence of the results on the off-axis angle at which the source was observed. Many possible problems can arise from different orientations of the spacecraft with respect to the object. It is impossible to account for all of them in the instrument model included in the spectral extraction or in the response-simulation software. Problems with the off-axis observation results were reported for the standard OSA software and some corrections to the sky-image deconvolution code were introduced starting from the OSA 6.0 release (Foschini 2007b ). The PIF-based spectral extraction presented in this paper accounts for some off-axis effects, as already mentioned in Sect. 2. The Crab spectra presented in Fig. 12 show that these corrections are sufficient to ensure stability of the results. They were extracted for all data taken during and after Rev. 0170, and for several subsets of those data, selected according to the off-axis angle. Both large off-axis angle (above 10
• ) and small off-axis angle (in the 0.5
• -1 • range) spectra are fully consistent with the total spectrum. However, it appears that the spectra produced from the on-axis data (off-axis angle below ≈ 0.3
• ) are quite different. They are found to exhibit strong spectral hardening observed in this case, starting at an energy of ≈ 400 keV and resulting in a Crab spectral index Γ of around 1.4. A similar effect is observed for on-axis spectra extracted with the standard OSA 7.0 software.
Deeper studies of the on-axis phenomenon indicate that its amplitude in single-revolution spectra is variable. The hardening is sometimes strong or very strong, but sometimes it is quite weak or not present at all. In addition, the hardening appears at different energies for individual spectra. A possible explanation of at least part of this effect is discussed below, but a full explanation will need more tests and additional data. For instance, a micro-dithering observation could be useful. Nevertheless, in practice, sources other than the Crab are typically observed with the standard 5×5 or some other dithering pattern, and this onaxis effect is not important for them. For instance, there are only 19 science windows with Cyg X-1 observed at off-axis angles below 0.3
• , among all of the 1726 publicly available pointings for that source.
The correctness of the background model provided by the background map is crucial for obtaining good PICsIT results. As already mentioned before, such a background map cannot be prepared with the staring data because the PIF pattern corresponding to the source emission is then included in the background pattern and it is not possible to distinguish the signal from the background. Tests performed with the maps based on the staring data show the Crab and Cen A spectra with a low intensity, similar to the noise spectra derived for empty-field observations. This does not mean that the staring data must always be neglected. Usually only part of the revolution is consumed by these observations and the background map can be prepared with the rest of the data, corresponding to the dithering mode. Even when there is no dithering data for a given revolution, it is still possible to prepare background maps using data from observations carried out some time before or later. In the case of the Crab, this solution was tried for Revs. 0039 and 0184. Unfortunately, the change in the background pattern after passage through the Earth radiation belts appears to be too large and the staring-data spectra obtained for these two observations were unsatisfactory. The highest quality spectrum for Rev. 0039 was obtained with the background map of Rev. 0044, showing a normal Crab spectral shape but with an about 30% too high normalization. The maps from Revs. 0042, 0043, and 0045 produced lower quality results, of higher flux and a distorted spectral shape at energies higher than ≈ 500 keV. This test indicates Fig. 12 . Test of the off-axis effect. The plots show the ratio between the data and a power-law model for Crab observations from Revs. 0170-0636 with different selections of off-axis angles. Model used for each plot was fitted to the spectrum made with dithering data. Dithering data comprise all data except onaxis data (< 0.3
• ). For the > 10 • selection only the data of Rev. 0170 were used. that the observation closest in time was not necessarily the most suitable for preparing a background map.
Other Crab staring data were collected together with the dithering data for the same revolution, allowing us to use the default background map. The spectra extracted for both on-axis and off-axis staring data show, in general, the same type of behaviour: the flux is too high, and the spectrum is distorted and too hard at higher energy. Because the staring observation is sometimes performed in different conditions from the dithering ones, e.g., at the beginning or end of the revolution, the dithering background map does not always model sufficiently well the background for the entire revolution. This can explain partly the observed effect, although an incorrect background map normally produces a spectrum that is consistent with the noise level. Therefore, the higher flux and harder staring spectra, especially those with the source observed on-axis, remain unexplained. Figure 13 presents yet another spectral test made for Crab. As mentioned in Sect. 2, the wall transparency of the IBIS telescope allows a quite large fraction of high-energy photons from the source to reach the detector when the object is observed at large (> 15
• ) off-axis angles. If this effect is modelled by the PIF in its extended version, one can in principle extract spectra for these observations. However, the quality of the result depends on the actual observing strategy because the source-PIF patterns for the science windows used to prepare the background map should be sufficiently different from each other to allow for disentanglement between the source and the background. The far off-axis Crab spectrum shown in Fig. 13 proves that it is possible to obtain a good result, at least in the energy range up to ≈500 keV, where no more significantr departure from the normal spectrum is seen. This also indicates that the standard response files can be used in such a case. Taking into account the fact that for almost all objects observed with INTEGRAL, there are more pointings with the off-axis angle in the 15
• -40
• range than in the standard dithering ≤ 15
• range, plenty additional data can be used. This technique needs further studies to be carried out together with the investigation aimed at finding the most reliable method of verifying the applicability of the background map, mentioned at the end of Sect. 3.4. Red crosses are the PICsIT Crab spectrum extracted with the extended PIF using the data from the Algol observation in Rev. 0220, when the Crab was 31-39 degrees off-axis.
Comparison with the OSA 7.0 results
The spectra extracted using the PPDF method have to be compared with the spectra extracted with the standard PICsIT analysis software distributed within the OSA package. Because the PIF-based spectral extraction software included in OSA 7.0 is still unreliable (Foschini et al. 2007) , OSA spectra were prepared from the sky mosaic images. Both methods of creating mosaic images were tested: the first applies the OSA tool ip skymosaic, the second utilizes the varmosaic tool distributed within the HEASOFT package. The data analysis performed using the OSA followed exactly the instructions given in the document "PICsIT analysis made easy" prepared by the IBIS Team (Foschini 2007a) . Mosaic images based on the singleevent data were created in the 8 default energy bins, corresponding to the channels of the rebinned response matrix pics srmf grp 0005.fits. All parameters were set to the default values, except for PICSIT inCorVar, which was set to 1 to take into account an uncertainty in the background map. Crab spectra were extracted for the same sets of science windows as for the PPDF method, in order to test the software performance in various conditions. Figure 14 and Table 5 present a comparison of the OSA and PPDF Crab count rates in a broad, low-energy band. For OSA this is the second default channel between 252 and 336 keV, i.e. the lowest energy channel unaffected by the track events. For the PPDF 22-bin spectra, channels 2-5 were merged, giving the count rate in the 255-340 keV band. The Crab light curve extracted with the PPDF method is remarkably stable and the results are much more precise than those obtained with the OSA software. The Crab count rates computed by the PPDF method are almost two times higher than those read from the OSA sky mosaic images. Since there are so many different elements in these two approaches, it is difficult to identify a main reason for such a large count-rate deviation. Possible explanation can be: a difference between the PIF model and IBIS mask model used in the image deconvolution, different background maps, and different approach used to calculate the net source-count rate. Moreover, the fact that the count rates extracted from mosaic images created using ip skymosaic and varmosaic sometimes differ, shows that the mosaic results can be unstable. Although the PICSIT inCorVar parameter was set to 1 in the sky image deconvolution, the uncertainty in the count rates extracted from the mosaic produced with the varmosaic tool are clearly too small compared to the scatter of results. A detailed analysis of the standard OSA 7.0 PICsIT spectra is beyond the scope of this paper. Nevertheless, we completed spectral fitting for about 20 different Crab spectra extracted for different observing conditions, which were fitted separately first and then together, for both mosaicing tools. In addition, the longexposure spectra from mosaics containing data from many revolutions were prepared to be compared with PPDF spectra extracted for the same data set. The default energy bins defined in the OSA software are too wide to allow a detailed spectral analysis. Therefore, only some basic tests were completed by fitting a power-law model to all 8 bins (203-6720 keV) or to the limited band with channels 1 and 8 excluded. Spectra of shorter exposure times, e.g. those corresponding to a single revolution, were fitted by retaining the relative normalization as a free parameter. Table 6 . Parameters of the Crab spectral fitting obtained for dithering spectra extracted with the PPDF and OSA 7.0 (Iip skymosaic, V -varmosaic) methods. The PPDF spectrum was fitted in the 298-1938 keV range, OSA spectra in the 252-1848 keV range. Flux in the 300-1000 keV band is given in ergs cm −2 s −1 . Rows 2 and 3 show the OSA results obtained when single revolution spectra were fitted together with a free relative normalization, rows 4 and 5 correspond to the fit made for spectra extracted from all-data mosaics. 0.14 OSA, V 2.02±0.07 2.3±0.9 4.0 × 10 −9
2.39
In general, the Crab spectral-fitting results were consistent for all three methods, i.e. the PPDF and both OSA-based mosaics. The relative normalization of the short-exposure Crab spectra was similar for each method, confirming, for example, the effect of higher count rates, as measured for on-axis spectra. However, these numbers and the spectral indexes are affected by significantly more scatter for the OSA results than for the PPDF results. The most extreme cases are staring spectra from Rev. 0102, which have a Γ value of 3.93, and Rev. 0045 spectra with a Γ of 1.43. Both observations were performed with a relatively small Sun off-axis angle and may have been affected by a higher and more variable background than usual. For other spectra, Γ values are within the range 1.5-3.1 and the relative normalization parameters are within the range 0.5-1.4. The results of the spectral fitting for all dithering spectra together are presented in Table 6 . All spectra fitted in the 300-1000 keV band had a slightly smaller spectral index than obtained for the SPI spectra. This suggests that the steepness of the PICsIT ARF was overestimated in this energy range. Fluxes obtained with the PPDF method are about a factor of two higher than those of the OSA spectra, in agreement with the result for a narrower band, presented in Table 5. PPDF and OSA spectra were also compared for two other sources, and the results are shown in Figs. 15 and 16 . The Cyg X-1 observation completed in September 2006 (Rev. 0482) was special because the source was then brighter than the Crab. Unfortunately, this was a routine Galactic Plane Scan observation and the object was always at least 9
• off-axis. Therefore, the results were not optimal for studies of the physics of this Cyg X-1 brightening but, on the other hand, provided a good opportunity to test the OSA performance under special conditions. The model plotted in Fig. 15 is a cut-off power-law fitted only to the SPI and PICsIT PPDF spectra, in the 100-600 keV band. Because this observation took place well after the period covered by the data used to prepare the default OSA PICsIT background maps, a revised map was prepared for the default OSA energy bins with the data taken from revolution 0482. However, both types of PICsIT OSA spectra extracted for this observation, i.e. using either the default or new map, were of quite low quality. There was no detection (negative count rate) in the first and second band of the default-map and new-map spectra, respectively. The default-map spectrum exhibited large deviations from the model, and both of the OSA spectra exhibit high levels of flux, above that of the PPDF spectrum, whereas the Crab results showed the opposite trends. Noise-level studies for an observation of similar exposure time (see Sect. 5) indicated reliable source detection for energies of up to 600 keV. Thus, the spectral hardening observed in the PPDF spectrum above that energy was only the noise fluctuation. A detailed analysis and discussion of the INTEGRAL results for the Cyg X-1 flare observed in September 2006 were presented in Malzac et al. (2008) . Fig. 15 . Comparison between the SPI and PICsIT spectra of Cyg X-1 during the September 2006 outburst. The model was fitted to the SPI and PICsIT PPDF spectra in the 100-600 keV band.
The third object, for which the OSA PICsIT spectra were tested was Cen A, to check whether is was possible to study a source much weaker than Crab or Cyg X-1. The same data as in the case of the calibration studies were used, and the OSA mosaic was made with the varmosaic tool only. The first two channels of the OSA PICsIT spectrum are in agreement with the model, assuming a relative normalization similar to the Crab case. Nevertheless, the OSA spectrum is much less precise than that extracted with the PPDF method and provides no additional information to that derived using the SPI spectrum.
PICsIT detections
We review PICsIT spectra extracted for objects of various types. Although most of these results are only preliminary and were obtained without a careful analysis and data selection, they illustrate the type of information that PICsIT can provide. The number of objects with relatively strong emission within the PICsIT energy range between several hundreds of keV and several MeV is very small. The dominant class of sources are Galactic binary systems with a black hole candidate. Three other sources detected until now were the Crab and PSR B1509-58 pulsars and a single AGN, Cen A. Several objects were detected only during outbursts of several days or weeks because their persistent emission was too weak for PICsIT. Currently, there are 12 firmly detected sources (with > 6-sigma detections in the 277-361 keV band) among about 30 tested. Figure 17 illustrates the scale of the problem for a detection of emission in the soft γ-ray domain. Cosmic-ray induced internal background of the detector is usually orders of magnitude higher than the radiation of the brightest sources. In the case of PICsIT, the background is a factor of 100 stronger than the Crab emission around 300 keV, and 1000 times stronger at several MeV. Due to the coded-mask technique and dithering observation strategy, it remains possible to model the background to a precision allowing objects many times weaker than Crab to be detected, provided that there is sufficient exposure time. Crab was observed only during one or two revolutions twice a year, and the total exposure time of about 1 Ms provides a clear detection up to 2 MeV. Cyg X-1 was observed far more frequently but its steeper spectrum allowed us to detect the source only up to about 700 keV. Because more data will become public from the INTEGRAL Key Programme observations of the Cygnus region, future analysis should yield a spectrum reaching at least 1 MeV, according to the noise limits shown in Fig. 17 . Fig. 17 . PICsIT spectra of the two brightest objects, Crab and Cyg X-1, compared to the PICsIT background spectrum and 3-sigma upper noise limits for 1, 2 and 14 Ms of effective exposure time.
The spectra of three other persistent sources that can be well studied with PICsIT are presented in Fig. 18 . Due to a long exposure time, the results obtained for the microquasar GRS 1758-258 were of overhelmingly higher quality than any obtained for this object with any other, past, or contemporaneous, instrument. As data continues to arrive in the next few years for this Galactic Bulge source it will be possible to study the emission properties up to about 600 keV, with the possibility of subdividing the data according to the object state. The other bright microquasar, GRS 1915+105, would need a more sophisticated analysis, but preliminary results indicate rather unambiguously a harder spectrum in the soft γ-ray band than for GRS 1758-258, and a cut-off at around 500 keV. The third object with the spectrum shown in Fig. 18, 1E 1740 .7-2942, exhibits weaker emission in the PICsIT energy band, and more data and a more careful analysis will be needed to obtain a high-quality spectrum. Nevertheless, the final spectrum should not differ significantly from the current one, showing yet another emission pattern with a hard spectral slope. The other spectrum of Fig. 18 was extracted for the position of the Galactic Centre radio-source Sgr A*. Taking into account that no strong hard X-ray emission originates in this point (ISGRI observations of IGR J17456-2901 reveal a 7 mCrab source in the 60-150 keV band (Kuulkers et al. 2007 )), it is unsurprising that the PICsIT spectrum is fully consistent with the noise spectrum. The expected exposure time of in excess of 20 Ms at the end of the INTEGRAL mission will allow us to derive the most reliable ever upper limit to the emission from the centre of our Galaxy. We emphasize that for both 1E 1740.7+2942 and Sgr A* located in a region of strong diffuse emission observed in the 200-500 keV range by SPI (Bouchet et al. 2008 ), PICsIT, due to its high angular resolution, is the only instrument capable of resolving point sources without the ambiguity affecting SPI and Suzaku/HXD results.
Besides the bright persistent soft γ-ray emitters mentioned above, several objects are too weak to be detected by PICsIT in the normal state but bright enough during relatively long periods of outbursts. Five sources of this type have been detected with PICsIT. Figure 18 presents the spectrum of one of these sources, XTE J1550-564. The other four are black hole candidates: GRO J1655-40, GX 339-4, IGR J17497-2821, and SWIFT J1753.5-0127. The last spectrum shown in Fig. 18 illustrates detection of emission from the PSR B1509-58 pulsar system. This source was detected by PICsIT with the standard OSA software (Kuiper 2005 ), although no details were then given.
Future prospects
The spectral extraction method presented in this paper provides valuable and reliable results, as shown in the previous subsections. Notwithstanding, possible ways of improving the PICsIT spectra remain, which would increase the sensitivity of the instrument and the stability of the results. The first possibility is application of a spectral extraction also to the multiple events. Although several times fewer photons are registered in multiple than single events below 1 MeV, the instrumental background for multiple events is also several times lower. This can allow the sensitivity to be improved by about 20% above 300 keV. More careful modelling of the background and more careful selection of the data will produce more stable source count-rates, smoother spectra, and more precise light curves. This goal can be achieved by developing tools to verify the adequacy and stability of the background during a single revolution or a sequence of observations. Currently, a simple way of achieving a more ac- curate background model is to prepare two or three background maps for a given revolution.
Further improvements in sensitivity, of up to a factor 2, can be achieved with the development of an efficient tool to verify the background-map applicability to the data of other revolutions. This would allow us to extract the results for sources observed in staring mode or at very large off-axis angles, when the standard map produced for a given revolution does not allow us to distinguish between the source and the background. In this way, the total exposure time for many objects could be increased by a factor of 2-4, which would be important for extragalatic objects observed rarely with INTEGRAL.
Summary and conclusions
We have developed a comprehensive method for extracting PICsIT spectra from spectral-imaging single-event data, which enables us to derive information to the physical limitations of the instrument. This was achieved mainly by application of a correct description of the Poisson-distributed data and careful modelling of the detector background.
We adopted a technique that handles the Poisson probability density functions in a Bayesian manner for the first time in extracting the count rates from a γ-ray detector. The effectiveness of this technique in the 'low number of counts' regime and its superiority over other methods was proven with exhaustive tests.
In our spectral extraction technique we employed a background model that was as close as possible to the data because it consisted of a map of the mean count rate measured for each pixel during a given object observation. This approach is justified for a coded-mask instrument operating in a dithering mode, especially when the background is orders of magnitude stronger than the source emission.
The detection reliability was verified by detailed studies of fake source spectra extracted from empty field observations. This approach provided the most reliable estimate of the noise level possible, which accounted for true background fluctuations and other systematic effects related to the instrument and spectral extraction method. We recommend similar tests for other instruments, because the standard analytical calculation of the detection limit can often underestimate the true noise limit.
We tested the performance of the new PICsIT spectral extraction method by comparing our results with those from other INTEGRAL instruments. Using the standard PICsIT response files, we found good agreement between the spectral fitting results for data from PICsIT and both SPI and ISGRI, obtained for the Crab, Cen A, and Cyg X-1. PICsIT appears to be well calibrated, although some tuning of the response files may be needed below 300 keV and above 1 MeV.
Confronted with the standard OSA software results, count rates computed with the new method are far more stable and about a factor of two higher, in close agreement with results derived for data from other INTEGRAL instruments. Crab spectra extracted with both OSA and the new method are described well by a model of the same spectral slope. However, for weaker objects and for observations made at large off-axis angles, we were unable to obtain high quality spectra with the standard software.
The new spectral extraction method was applied to date for about 30 objects observed with INTEGRAL. Eight new sources were added to the four already reported, which were detected with the standard PICsIT software. A refined analysis and an expanding data set should provide at least several detections more. Due to a very long exposure time, the spectrum obtained for the microquasar GRS 1758-258 reached an unprecedented quality and could be extended to higher energies up to about 700 keV. Preliminary spectra extracted for several other sources, in particular those observed during outbursts, also provide information unachievable for any other instrument currently operating.
Despite its unique advantages, PICsIT has a limited sensitivity when compared to the OSSE or BATSE detectors. The main reason for this is the smaller thickness of the detector layer, 3 cm for PICsIT, compared to 17.8 cm for OSSE and 7.6 cm for BATSE. In addition, the PICsIT ability to detect photons is decreased by the pixellated structure of the detector and the logic discriminating single and multiple events. Nevertheless, it seems that a coded-mask instrument is the most appropriate solution for soft γ-ray astronomy, because this technique offers at the same time a large field of view, good angular resolution and direct measurement of the background when dithering observations are used.
A detailed description of this technique will be published soon (A. Goldwurm and A. Gros, in preparation) . Besides the OSA 7.0 standard method and the PPDF method applied to the ISGRI spectral extraction, five alternative methods were checked. Two of them also represent a Bayesian approach with the direct handling of probability density functions, where the Poisson distribution is replaced by the Gaussian PDF (hereafter GPDF). The first one holds the Gaussian width parameter σ equal to the square root of the number of counts given by the model, whereas the second uses instead a σ equalling the square root of the simulated number of counts. As in the case of the PPDF method, the final outcome of these two techniques is the probability density distribution for the source net count rate. Then, two standard statistics methods were controlled, where the test statistic was either a χ 2 (Gaussian likelihood) or C statistic (Poisson likelihood). For these two techniques the result collected for a single science window consisted of only two numbers: the source count rate minimizing the χ 2 (or C) and its uncertainty corresponding to a change of the statistic by a certain value. In the case of the χ 2 statistic, both variants of the Gaussian width parameter (from the model or from data) were checked. When the number of counts simulated for a given pixel was zero, the 'data variant' σ was set to be 1.
Final results for the methods producing probability density distributions were computed using the product of all individual PDFs obtained for single science windows constituting a given data set (simulation run). OSA spectra were summed with a dedicated tool spe pick (included in the OSA software). In the case of methods based on χ 2 and C statistic, the results for a single science window were computed over a grid of the source count rate and background normalization values. This was more time demanding, but allowed us to avoid potential problems with the convergence of the fitting procedure when a global minimum (maximum) is searched for. Uncertainties in a single science window result were determined by finding the width of the confidence region projected onto the source count-rate axis, for which the χ 2 or C statistic value changed by 1.0, i.e. 1-sigma confidence level for one interesting parameter (Cash 1979) . Then, the count rates for larger data sets (e.g. one or all simulation runs) were calculated as a mean weighted by these uncertainties. This approach is, of course, not justified for the C statistic because the likelihood obtained for a single science window is still not well approximated by the Gaussian distribution. In consequence, the standard weighted mean is inadequate for an asymmetric Poisson distribution characterizing 'low count rate' data, where the position of the density maximum is usually far from the position of the mean. Because the maximum likelihood is often peaked at zero and the lower and upper limits are located at quite different distances from the maximum, the standard deviation error used for computing the weighted mean was set to the arithmetic mean of the lower and upper errors.
Simulations were performed for the ISGRI detector with the aim of comparing the PPDF method with the standard OSA ISGRI results and because the method presented here was planned to be used with the high-energy ISGRI data. The observations of the Cassiopeia field made in Revs. 0384-0395 served as a simulation template. They included 428 science windows with about 880 ks total exposure time. A fake source of 1 mCrab strength was assumed to be at the Cas A position. The standard OSA 7.0 PIFs computed for Cas A and background maps were used to simulate the shadowgrams in thirteen energy bands listed in Table A .1. The simulated source and background count rates are also presented, together with the signal-to-noise ratios (S/N) for 1 Ms exposure time. The noise was estimated simply to be the ratio of the square root of background counts to the exposure time.
Because the simulated count rates were too low to achieve a 3-sigma detection in the higher energy bands, simulations were repeated 20 times, resulting in 17.6 Ms of total simulated exposure time. In addition, to check the case with conditions more relevant to PICsIT, another set of simulations with the background count rates assumed to be 10 times higher than those of ISGRI was performed. Figure A .1 presents the main result of the tests. For the standard background level, both PPDF and OSA 7.0 methods reproduce correctly the source count rates with at least a 3-sigma significance for energy bands below 166 keV. The PPDF method performs more reliably, producing results very close to the assumed values in all bands below 40 keV. Above that energy, PPDF count rates are, on average, closer to the true value than the OSA 7.0 count rates. In the case of a test made with a background level higher by a factor of 10, the differences between the PPDF and OSA 7.0 results are small in the 18-55 keV energy range, although, at higher energies the PPDF method appears to estimate the count rate more reliably (note that there is still insufficient data to obtain a detection at higher energy).
Since alternative methods were not expected to produce good results at low count rates, their behaviour was tested first for a wider range of simulated count rates. Figure A. 2 shows the results of this test for the second energy band (17.8-21.6 keV) with the count rates decreasing from 10 to 0.02 cps. The GPDF and χ 2 statistic methods using the model σ parameter diverge from the true result by a factor of 2 or more starting from 0.2 cps, producing too high count rates. When the data σ parameter is used instead in these two approaches, the reproduced count rates are too small by a factor of ≥ 2 already at 0.5 cps. The C statistic performs much better than the methods based on the Gaussian distribution: deviations from the true value are observed below 0.5 cps but they remain small (< 20%), except for the lowest tested count rate (0.02 cps). Below 0.05 cps, the count rates reproduced by the GPDF, the χ 2 statistic (both with the model σ) and the C statistic all saturate at different levels. We checked with an additional test that these levels are proportional to the background level: for a 10 times higher background they are about 3 times higher, in accordance with the expected increase in the standard deviation, equal to the square root of the total count number. Table A .1). At low energy (below 20 keV), when the number of counts simulated for a given pixel is often equal to zero (due to the low energy thresholds set for the pixels), both methods using the Gaussian approximation (GPDF and χ 2 ) fail completely. Figure A.4 compares the results of the PPDF and C statistic methods applied to single science windows and merged later in the way described above, and the results obtained when all the data from the entire simulation run (428 science windows) were extracted at once with these methods. Merging the data is possible because simulations are always performed with the same background level assumed and all 428 data sets can be treated as one set, corresponding to the detector with 428 times more pixels. Contrary to the standard procedure, the background normalization was found once for all science windows. For both higher and lower S/N bands (low and high energy, respectively), both PPDF approaches give similar results, completely consistent, on average, with the assumed count rate. Direct application of the PPDF count rate extraction to the data of all science windows at once leads to slightly larger final errors, because of a broader two-dimensional PDF associated with a broader background count rate distribution in a larger simulation set. It seems more reliable to integrate the two-dimensional PDF over the background normalization factor for each science window separately because it allows a more careful control of background fluctuations. Since in a real situation the instrumental background varies quickly, this strategy should be followed and one has to work on possibly short-time data sets before merging the results from a longer observation period.
On the other hand, the C statistic technique produces the correct results only when applied to a larger data set. In this case, the maximum likelihood method of course finds a correct position of the PDF maximum, as shown in Fig. A.4 , where the PPDF maxima are marked for comparison. Nevertheless, it appears to be rather inefficient for low S/N data, as shown in the lowest panel of Fig. A.4 . This is a consequence of using the maximum, which is quite often located far from the gravity centre of the asymmetric Poisson PDF. In principle, when the count rates are not too small, the C statistic applied to all data at once can be used, provided that there is no need to update the result when a new data set arrives. For such an update, the PDF methods storing all distributions derived for single science windows are faster because in this case one has only to extract the PDFs for the new data and then merge them with the older results. Also any change in the data selection, e.g. for the source variability studies, makes the method based on C statistic rather impractical. Besides the performance tests described already, the two most reliable methods were in addition checked with respect to the scatter in the results and the correctness of the derived uncertainties. These tests were done using the results of 20 simulation runs and merging them in a random way to obtain a new simulation run, again with 428 science windows. For each new run, each science window was selected randomly from one of 20 runs, to preserve the original science-window content of the simulation set. This procedure was repeated 500 times, to calculate χ 2 , arithmetic mean of the standard deviationsσ, and the fraction of results containing the true count-rate value within the uncertainty limits. The complete results of these tests are listed in Table A .2, for the first 11 energy bins and for three energy bins (4, 7, and 10), for the default and 10 times higher background, respectively.
Both methods were examined with the so-called 'frequentist coverage' test, where the fraction of results covering the true count rate value by error bars was computed. In case of the Table A .2. Uncertainty tests done for the OSA 7.0 and PPDF spectral extraction methods. χ 2 is summed over all 500 shots, σ is an arithmetic mean of the standard deviation errors, f 1σ is a fraction of shots covering the true count rate value inside the error limits and f s is a similar fraction of shots computed for the shortest credible interval errors for the PPDF method. Three rows at the bottom present the results of the same test made for the background assumed to be 10 times higher than the default one.
PPDF method, there are many ways to determine the uncertainty, so-called 'credible intervals' in Bayesian nomenclature, because the PDF associated with the result is asymmetric. Here, three variants were tested. The first one was a standard deviation defined as the square root of the variance determined by integrating (s −s) 2 (where s is the source count rate) weighted by the PDF, i.e. the second central moment of the PDF. The second variant was the shortest interval containing the desired fraction of the PDF integral, 68.3% for 1-σ error. The third option was the central credible interval, found as limits above and below which the PDF integrals were equal to (1-0.683)/2.
The standard deviation and central credible interval approaches gave almost identical results and thus only the former is shown in Table A .2. They tend to overestimate slightly the uncertainty, whereas the shortest interval approach seems to underestimate the uncertainty. Nevertheless, all of these variants produce errors that are, in general, in agreement with the 0.683 coverage probability taking into account about 5% deviation expected for 500 simulations performed. The OSA 7.0 uncertainties appear to pass the coverage test more successfully than those obtained with the PPDF technique. However, this happens at the cost of much larger error values (measured byσ) and a larger scatter in the results. Plainly the PPDF method is more precise than the method implemented in the OSA software.
Yet another comparison between the results of OSA 7.0 and the PPDF methods is shown in Fig. A.5 . Progress in the determination of the source count rate is presented for three energy bands. The PPDF produces overestimated count rates when there is insufficient information in the data, as a consequence of broad but non-negative PDFs. On the other hand, the OSA 7.0 software has some tendency to underestimate count rates when the data set remains too small for a detection. With the increasing amount of data both approaches exhibit normal random oscillations around the true value, with the amplitude of variations decreasing with the data set size. As already demonstrated in Table A .2, the scale of oscillations is clearly smaller in the case of the PPDF method, converging quite rapidly to the true value. Extensive tests performed with simulated data showed that only two count-rate extraction methods work correctly for data of very low signal-to-noise ratio. The method handling the Poisson probability functions can be treated as a reference, because it allows us to obtain the most precise and quickly converging results. The only limitation of this method is a long computation time when many parameters have to be treated at once. However, in the case of high energy astrophysics the number of sources in the field of view is always small and this limitation poses no serious problem. The technique implemented in the OSA software also produces very good results and can be recommended for general use whenever computation speed and robustness is needed. Among the other methods tested, only that based on the C statistic performs relatively well when the signal is not extremely weak. Because it can produce systematically underestimated results, its performance in a given application should be tested with simulated data.
