p(n+1) for n > 1. Let r(n) = n p(n)/n and ∆ be the difference operator respect to n. Desalvo and Pak pointed out that their approach to proving the log-concavity of p(n) may be employed to prove a conjecture of Sun on the log-convexity of {r(n)} n≥61 , as long as one finds an appropriate estimate of ∆ 2 log r(n − 1). In this paper, we obtain a lower bound for ∆ 2 log r(n − 1), leading to a proof of this conjecture. From the log-convexity of {r(n)} n≥61 and { n √ n} n≥4 , we are led to a proof of another conjecture of Sun on the log-convexity of { n p(n)} n≥27 . Furthermore, we show that lim n→+∞ n 5 2 ∆ 2 log n p(n) = 3π/ √ 24. Finally, by finding an upper bound of ∆ 2 log n−1 p(n − 1), we prove an inequality on the ratio
analogous to the above inequality on the ratio
Introduction
In this paper, we study the log-behavior of the sequences n p(n) and n p(n)/n, where p(n) is the number of partitions of n. Recently, by using the Hardy-Ramanujan-Rademacher formula of p(n) (see [6, 7, 10] ) and Lehmer's error bound (see [8, 9] ), Desalvo and Pak [5] gave an estimate for −∆ 2 log p(n − 1), and then found an upper and lower bound for this estimate, finally proved that p(n) is log-concave for n > 25. They also proved the following inequality conjectured by Chen [2] . Theorem 1.1 For n > 1,
Desalvo and Pak [5] showed that lim n→+∞ −n 3 2 ∆ 2 log p(n − 1) = π/ √ 24, (1.2) and proposed the following conjecture.
Conjecture 1.1 For n ≥ 45,
In view of (1.2), the coefficient (1.4)
The proof of (1.4) requires Desalvo and Pak's upper bound of −∆ 2 log p(n−1) for n ≥ 50,
(1.5)
For n ≥ 50, the upper bound in (1.5) can be relaxed to
By using the Lambert W function, it can be shown that
3 < 0 when n ≥ 5000, and therefore we arrive at the upper bound in the form of (1.4). Let r(n) = n p(n)/n. Desalvo and Pak also considered the log-behavior of r(n). A positive sequence {a n } is log-convex if it satisfies that for n ≥ 1,
Conversely, a positive sequence {a n } is log-concave if it satisfies that for n ≥ 1, a 2 n − a n−1 a n+1 ≥ 0.
Desalvo and Pak noticed that the log-convexity of {r(n)} n≥61 conjectured by Sun [11] can be derived from an estimate for ∆ 2 log r(n − 1), see [5, Final Remark 7.7] . They also remarked that their approach to bounding −∆ 2 log p(n − 1) does not seem to apply to ∆ 2 log r(n − 1). In this paper, we obtain a lower bound for ∆ 2 log r(n − 1), leading to a proof of the log-convexity of {r(n)} n≥61 . Theorem 1.2 The sequence {r(n)} n≥61 is log-convex.
The log-convexity of {r(n)} n≥61 implies the log-convexity of { n p(n)} n≥27 , because the sequence { n √ n} n≥4 is log-convex [11] . It is known that lim n→+∞ n p(n) = 1. For a combinatorial proof of this fact, see Andrews [1] . The log-convexity of { n p(n)} n≥27 was conjectured by Sun [11] . He also proposed the conjecture that { n p(n)} n≥6 is strictly decreasing, which has been proved by Wang and Zhu [12] . It is easy to see that the log-convexity of { n p(n)} n≥27 implies the decreasing property.
It should be noted that there is another approach to proving the log-convexity of { n p(n)} n≥27 . Chen, Guo and Wang [3] introduced the notion of a ratio log-convex sequence and showed that ratio log-convexity implies log-convexity under an initial condition. A sequence {a n } n≥k is called ratio log-convex if {a n+1 /a n } n≥k is log-convex, or, equivalently, for n ≥ k, log a n+2 − 3 log a n+1 + 3 log a n − log a n−1 ≥ 0.
Chen, Wang and Xie [4] showed that that for any r ≥ 1, one can determine a number n(r) such that for n > n(r), (−1) r−1 ∆ r log p(n) is positive. For r = 3, it can be shown that for n ≥ 116, ∆ 3 log p(n − 1) > 0.
Since ∆ 3 log p(n − 1) = log p(n + 2) − 3 log p(n + 1) + 3 log p(n) − log p(n − 1), it is evident that {p(n)} n≥116 is ratio log-convex. So we are led to the following assertion.
Theorem 1.3
The sequence { n p(n)} n≥27 is log-convex.
In the spirit of the inequality (1.3) on
, we obtain the following inequality on
Desalvo and Pak [5] have shown that the limit of −n 3 2 ∆ 2 log p(n) is π/ √ 24, see (1.2). By bounding ∆ 2 log n p(n), we derive the following limit of n 5 2 ∆ 2 log n p(n), which is analogous to (1.2), lim
From the above relation (1.7), it can be seen that the coefficent
in (1.6) is the best possible. This paper is organized as follows. In Section 2, we show that {r(n)} n≥61 is logconvex. In Section 3, we find the limit of n 5 2 ∆ 2 log n p(n) and give the inequality (1.6).
2
The Log-convexity of r(n)
In this section, we obtain a lower bound of ∆ 2 log r(n − 1) and prove the log-convexity of {r(n)} n≥61 . First, we follow the approach of Desalvo and Pak to give an expression of ∆ 2 log r(n − 1) as a sum of ∆ 2 B(n − 1) and ∆ 2 E(n − 1), where ∆ 2 B(n − 1) makes a major contribution to ∆ 2 log r(n − 1) with ∆ 2 E(n − 1) being the error term, that is, ∆ 2 B(n−1) converges to ∆ 2 log r(n−1). The expressions for B(n) and E(n) will be given later. In this setting, we derive a lower bound of ∆ 2 B(n − 1). By Lehmer's error bound, we give an upper bound for |∆ 2 E(n − 1)|. Combining the lower bound for ∆ 2 B(n − 1) and the upper bound for ∆ 2 E(n − 1), we are led to a lower bound for ∆ 2 log r(n − 1). By proving the positivity of this lower bound for ∆ 2 log r(n − 1), we reach the log-convexity of {r(n)} n≥61 .
The strict log-convexity of {r(n)} n≥61 can be restated as the following relation for n ≥ 61, log r(n + 1) + log r(n − 1) − 2 log r(n) > 0, that is, for n ≥ 61, ∆ 2 log r(n − 1) > 0.
For n ≥ 1 and any positive integer N, the Hardy-Ramanujan-Rademacher formula reads
is a sum of 24th roots of unity with initial values A 1 (n) = 1 and A 2 (n) = (−1) n , R 2 (n, N) is the remainder. Lehmer's error bound for R 2 (n, N) is given by
Let us give an outline of Desalvo and Pak's approach to proving the log-concavity of {p(n)} n>25 . Setting N = 2 in (2.1), they expressed p(n) as
where
(2.5)
They have shown that
and
e µ(n−1) to estimate −∆ 2 log p(n − 1), leading to the log-concavity of {p(n)} n>25 .
In this paper, we use an alternative decomposition of p(n). Setting N = 2 in (2.1), we can express p(n) as
Based on the decomposition (2.8) for p(n), one can express ∆ 2 log r(n − 1) as follows:
12)
13)
14)
The following lemma will be used to give a lower bound and an upper bound of ∆ 2 B(n − 1).
Then there exists c ∈ (n − 1, n + 1) such that
If f (x) has an increasing second derivative, then
Conversely, if f (x) has a decreasing second derivative, then
. By the mean value theorem, there exists a number ξ ∈ (n − 1, n) such that
Again, applying the mean value theorem to ϕ ′ (ξ), there exists a number θ ∈ (0, 1) such that
Let c = ξ + θ. Then we get (2.15), which yields (2.16) and (2.17).
In order to give a lower bound for ∆ 2 log r(n−1) and obtain the limit of n 5 2 ∆ 2 log n p(n), we need the following lower and upper bounds for ∆ log T (n − 1).
Lemma 2.2 Let
For n ≥ 40, we have
Proof. By the definition (2.9), we may write
we see that for n ≥ 1, f 
. So, by (2.21) we find that
where An easy computation shows that for n ≥ 3,
Substituting (2.29) into (2.26) yields that
Using (2.25) and (2.30), we find that
Apparently, for n ≥ 2,
Since, for n ≥ 2,
utilizing (2.31) and (2.32) yields that for n ≥ 3,
Using (2.27), (2.28) and (2.34), we deduce that
Let C(n) be the right hand side of (2.35). To prove (2.22), it is enough to show that C(n) > 0 when n ≥ 40. Since log x < x for x > 0, and for n ≥ 3
we get
(2.37)
Note that for n ≥ 2,
Combining (2.37) and (2.38) gives for n ≥ 2,
It is straightforward to show that the right hand side of (2.39) is positive if n ≥ 490. For 40 ≤ n ≤ 489, it is routine to check that C(n) > 0, and so C(n) > 0 for n ≥ 40. It follows from (2.35) that for n ≥ 40,
To derive the upper bound for ∆ 2 1 n−1 log T (n − 1), we obtain the following upper bounds which can be verified directly. The proofs are omitted. For n ≥ 2,
Combining the above upper bounds, we conclude that for n ≥ 40,
This completes the proof.
The following lemma gives an upper bound for |∆ 2 E(n − 1)|.
Lemma 2.3
For n ≥ 40,
Proof. By (2.14), we find that for n ≥ 2,
To bound |∆ 2 E(n − 1)|, it is necessary to bound y n . For this purpose, we first consider R(n), as defined by (2.10). Since d < 1 and µ(n) > 2, for n ≥ 1 we have
For N = 2 and n ≥ 1, Lehmer's bound (2.2) reduces to
By the definition of R(n),
Recalling the definition (2.9) of T (n), it follows from (2.42) that for n ≥ 1,
Observe that for n ≥ 2,
using (2.44) and (2.45), we deduce that for n ≥ 40,
Now, it is clear from (2.43) and (2.46) that for n ≥ 40,
In view of (2.47), for n ≥ 40,
It is known that log(1 + x) < x for 0 < x < 1 and − log(1 + x) < −x/(1 + x) for −1 < x < 0. Thus, for |x| < 1,
49) see also [5] , and so it follows from (2.48) and (2.49) that for n ≥ 40,
Because of (2.41), we see that for n ≥ 2,
Applying (2.50) to (2.51), we obtain that for n ≥ 40,
Plugging (2.47) into (2.52), we infer that for n ≥ 40,
is decreasing for n ≥ 1, it follows from (2.53) that for n ≥ 40,
This proves (2.40).
With the aid of Lemmas Lemma 2.2 and 2.3, we are ready to prove the log-convexity of {r(n)} n≥61 .
Proof of Theorem 1.2. To prove the strict log-convexity of {r(n)} n≥61 , we proceed to show that for n ≥ 61, ∆ 2 log r(n − 1) > 0.
Evidently, for n ≥ 40,
By Lemma 2.1,
(2.54)
It follows from (2.12) that
Applying Lemma 2.2 and (2.54) to the above relation, we deduce that for n ≥ 40,
By (2.11) and Lemma 2.3, we find that for n ≥ 40,
3 An inequality on the ratio
In this section, we employ Lemma 2.2 and Lemma 2.3 to find the limit of n 5 2 ∆ 2 log n p(n). Then we give an upper bound for ∆ 2 log n−1 p(n − 1). This leads to an inequality analogous to the inequality (1.3).
Proof. Using (2.8) , that is, the N = 2 case of the Hardy-Ramanujan-Rademacher formula for p(n), we find that
where T (n) and y n are given by (2.9) and (2.13). By the definition (2.14) of E(n), we get
Applying Lemma 2.2, we obtain that for n ≥ 40,
It is easily seen that lim n→+∞ 72π(n − 1)
By (3.4) and (3.5), we see that
Combining (3.3) and (3.6) gives
From Lemma 2.3, we know that for n ≥ 40,
.
By the fact that lim
Using (3.2), (3.7) and (3.8), we deduce that
as required.
To prove Theorem 1.4, we need the following upper bound for ∆ 2 log n−1 p(n − 1).
Proof. By the upper bound of ∆
log T (n − 1) given in Lemma 2.2, the upper bound of ∆ 2 E(n − 1) given in Lemma 2.3 and the relation (3.2), we get the following upper bound of ∆ 2 log n−1 p(n − 1) for n ≥ 40,
To prove (3.9), we claim that for n ≥ 2095,
Applying (3.16) to (3.15), we obtain that for n ≥ 60, For n ≥ 60, it is easily checked that the right hand side of (3.18) is bounded by 1 (n−1) 3 . This confirms (3.11).
To prove the claim (3.10), it is enough to show that for n ≥ 2095, So we obtain (3.19 ). This completes the proof.
We are now in a position to finish the proof of Theorem 1.4.
Proof of Theorem 1.4. It is known that for x > 0, x 1 + x < log(1 + x), so that for n ≥ 1, 3π √ 24n 5/2 + 3π < log 1 + 3π √ 24n 5/2 .
In light of the above relation, Theorem 3.2 implies that for n ≥ 2095, ∆ 2 log n−1 p(n − 1) < log 1 + 3π √ 24n 5/2 , that is, n+1 p(n + 1) n−1 p(n − 1) < 1 + 3π √ 24n 5/2 ( n p(n)) 2 .
It can be checked that the above inequality holds for 2 ≤ n ≤ 2095. This completes the proof of the theorem.
We remark that α = 3π/ √ 24 is the smallest possible number for the inequality in Theorem 1.4. Suppose that 0 < β < α. By Theorem 3.1, there exists an integer N so as to for n > N, n 5/2 ∆ 2 log n−1 p(n − 1) > β.
It follows that ∆ 2 log n−1 p(n − 1) > β n 5/2 > log 1 + β n 5/2 , which implies that for n > N, n p(n) n+1 p(n + 1) 1 + β n 5/2 < n−1 p(n − 1) n p(n) .
