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ABSTRACT 
This thesis presents the results of a study of the use of shape invariance 
in supersymmetric quantum mechanics. The most original part of the thesis 
comprises research on ( i) the use of shape invariance in the momentum 
representation (Chapter 5) and on (ii) the shape invariance of certain non­
relativistic and relativistic Coulomb problems and of a relativistic 
oscillator (Chapters 5 and 6). This thesis also contains other contribu-
tions, namely (iii) a simple yet complete derivation of the basic results 
of shape invariance (Chapter 1); 
the use of shape invariance 
(iv) some simple introductory examples on 
( Chapter 2) ; (v) for all the problems 
considered it is shown how in the treatment by shape invariance the 
normalization of bound state eigenfunctions can be achieved (Chapters 1-6); 
and (vi) in the determination of these eigenfunctions the results are 
expressed in terms of h:,,pergeometric functions (Chapters 3-6), rather than 
other special functions. 
presentation. 
Use of the former functions clarifies the 
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CHAPTER 1 
INTRODUCTION, SUPERSYMMETRY AND SHAPE INVARIANCE 
1.1 INTRODUCTION
In this Chapter a discussion of the origins of supersymmetry and shape 
invariance in quantum mechanics is presented (Sections 1. 2. 1 and 1. 3. 1). 
The historical outline given in these Sections is by no means complete, 
although it is hoped that the references quoted will complement the 
discussion and enable the reader to easily find references to topics that 
have been omitted. 
In Section 1.2.2 the mathematical formalism of supersymmetric quantum 
mechanics is presented. In this discussion we have emphasized those ideas 
that are necessary for the introduction of the concept of shape invariance 
in supersymmetric quantum mechanics. In Section 1. 3. 2 we introduce the 
concept of shape invariance and derive the results which give explicit 
algebraic expressions for the energy eigenvalues (Equation (1.41)) and 
normalized energy eigenfunctions (Equation ( 1. 46)) of quantum mechanical 
systems with shape invariant potentials. Our derivation differs from those 
presented in the literature in that we make use of a construction of two 
hierarchies of Hamiltonians instead of the single hierarchy used in the 
standard derivation. This approach simplifies the derivation of the above­
mentioned results, and it also provides a clearer insight into the factors 
required to obtain normalized eigenfunctions. The normalization constants 
are usually omitted in the literature. 
The results obtained in Chapter 1 are applied to three simple quantum 
mechanical systems in Chapter 2. The first example is the familiar 
one-dimensional harmonic oscillator (Section 2. 1), for which the method of 
2 
shape invariance is identical to the standard operator method of solving 
this problem. 
{Section 2.2). 
The second example concerns orbital angular momentum 
We show how shape invariance can be used to obtain the 
orbital angular momentum quantum numbers and the spherical harmonics. In 
Sect ion 2. 3 we consider the problem of an electron in a uniform magnetic 
field. 
In Chapter 3 we use shape invariance to determine the energy 
eigenvalues and normalized coordinate-space eigenfunctions of certain 
one-dimensional systems. Here we consider the one-dimensional Morse 
potential (Section 3. 1), the Rosen-Horse potential (unsymmetric and 
symmetric cases - Section 3. 2) and the first and second Poschl-Teller 
potentials (Sections 3.3 and 3.4). The analysis of the first two examples 
is presented in some detail to clarify the procedure. These problems (and 
some of the others that are considered in this thesis) have previously been 
treated by shape invariance in the literature to obtain the energy 
eigenvalues and the (unnormalized) energy eigenfunctions. The treatment 
given in this thesis shows how the normalization of bound state eigen-
functions can be performed using shape invariance. We also obtain these 
eigenfunctions in terms of hypergeometric functions rather than (as is done 
in the literature) in terms of Jacobi polynomials or other special 
functions. We believe the use of hypergeometric functions clarifies the 
presentation and in Chapters 3-6 we have obtained the results in terms of 
these functions. 
In Chapter 4 the results obtained in Chapter 1 are expressed in a form 
which is suitable for application to the coordinate representation of 
spherically symmetric problems in an angular momentum basis. \,Te consider 
the fol lowing problems: ( i) the three-dimensional isotropic non­
relativistic oscillator (Section 4.2), (ii) the non-relativistic Coulomb 
3 
problem (Section 4.3), (iii) modified oscillator and Coulomb potentials 
(Section 4.4) and (iv) the Eckart potential (Section 4.5). In Section 4.6 
we show how the Hulthen potential can be obtained from the Eckart 
potential, and in Section 4.7 we extend the results obtained for the one­
dimensional Morse and symmetric Rosen-Morse potentials obtained in 
Chapter 3 to s states of the corresponding three-dimensional potentials. 
In Chapter 5 we formulate the method of shape invariance in a manner 
that is suitable for application to the momentum representation of 
spherically symmetric systems in an angular momentwn basis (Section 5. 1). 
In Section 5.2 we use the formulation of Section 5.1 to obtain the energy 
eigenvalues and normalized radial momentum-space eigenfunctions of the 
three-dimensional isotropic non-relativistic oscillator. The non-
relativistic Coulomb problem in the momentum representation is discussed in 
Section 5. 3. 
In Chapter 6 we consider relativistic problems. A brief introduction 
to the Klein-Gordon and Dirac equations is presented in Section 6. 1. In 
Sect ion 6. 2 we treat the Klein-Gordon and Dirac equations \Ji th a Coulomb 
potential, in a form which is suitable for application to the coordinate 
representation. We consider a Dirac oscillator in the coordinate represen­
tation in Section 6.3, and in the momentum representation in Section 6.4. 
As a final example we discuss the one-dimensional Klein-Gordon equation 
with a Coulomb-like potential in the momentum representation (Section 6.5). 
We also compare the various types of shift operations that can be 
constructed for most of the examples considered in Chapters 3-6. Namely, 
those obtained by the method of shape invariance, the shift operations 
obtained from the factorization method of Infeld and Hull, and the shift 
operations for energy. These shift operations are presented in Tables at 
the end of each Section. 
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The results presented on the application of shape invariance in the 
momentum representation (Chapter 5), and on the relativistic Coulomb 
problems (Chapter 6) have previously been published in the following two 
papers: 
1. de Lange, 0. L. and Welter A. (1992).
Application to the Momentum Representation.
Hathematical and General, 25, 5753-60.
Shape Invariance with 
Journal of Physics A :
2. de Lange, O.L. and Welter, A. (1992). Shape Invariance of Coulomb 
Problems. American Journal of Physics, 60, 254-7. 
1. 2 SUPERSYMMETRY 
In this sect ion a historical account of the developments leading to the 
introduction of supersymmetry in quantum mechanics and the subsequent 
applications of this theory are given {Section 1.2.1). The relation 
between the method of super-symmetry in quantum mechanics and other 
algebraic methods is also traced. A brief review of super-symmetric quantum 
mechanics is then presented {Section 1.2.2). 
1. 2. 1 Historical review 
The current interest in super-symmetry stems fr-om work done in the early 
nineteen seventies bji' a number of authors [ 1-3], al though the algebra 
governing supersymmetry had been explored in some mathematical contexts 
before this (4). In 1971 Gol'fand and Likhtman [1] discovered the 
four-dimensional Poincare superalgebra, and shortly thereafter Volkov and 
Akulov [2] and Wess and Zumino [3] incorporated supersymmetry in field 
theories. The current use of super-symmetry is mainly due to the work by 
Wess and Zumino. 
The term supersymmetry is usually associated with two properties. 
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Firstly, supersymmetry involves transformations of bosons into fermions and 
vice versa (the Hamiltonian is invariant under such transformations). 
Secondly, the algebra of supersymmetry is a graded Lie algebra which 
involves both commutation and anti-commutation relations for the generators 
of the algebra [5]. 
An important property of supersymmetry in field theory is that it has 
led to the reduction of divergences which had plagued certain quantum 
theories in the past. This success led immediately to the incorporation of 
supersymmetry in quantum theories of gravity [6], which had run into 
difficulties due to the non-renormalizability of the gravitational inter­
action. The study of supersymmetric theories of gravity (supergravity) is 
still a major topic of interest [7], and it is envisaged that a unified 
theory of all interactions will be supersymmetric in character. 
Whether there is any evidence of supersymmetry in high energy particle 
physics is still uncertain [B]. However, supersymmetry has been applied 
successfully in atomic, nuclear, statistical and solid state physics [S]. 
The degeneracy of the Landau levels for a spin -½ particle in a uniform 
magnetic field has been recognised to be supersyrnmetric in character for 
the special case when the gyromagnetic ratio g = 2 [10]. The mathematical 
properties of the superalgebra have been rigorously analysed by many 
authors [ 11]. It has been remarked that supersymmetry is another example 
of "when the mathematicians in all their wisdom have overlooked a beautiful 
and most useful structure, and have come to appreciate it only at the 
demand of physicists" (4]. 
The development of supersymmetry in quantum mechanics is due to a 
simple model proposed by Witten [ 12] to demonstrate a system in which 
6 
dynamical supersymmetry breaking occurs.• �itten chose the simplest 
example of supersymmetry in which there are only two generators (see 
Section 1.2.2). This reduces the problem to one of supersymmetric quantum 
mechanics. 
Since the inception of supersymmetry in quantum mechanics, a 
considerable amount of work has appeared in the literature on the 
applications of supersymmetry in quantum mechanics [131, and on the 
relation between supersymmetry and other algebraic methods in quantum 
mechanics [15, 19). 
algebraic methods. 
This work has provided a deeper insight into these 
The method of supersymmetry in quantum mechanics 
involves the factorization of a given Hamiltonian (or some other operator) 
into a linear operator and its adjoint (see Section 1.2.2). In terms of 
differential equations, this is equivalent to replacing a linear second­
order differential equation by two linear first-order differential 
equations. The mathematical groundwork describing the factorization of 
higher-order differential equations into systems of lower-order equations 
had already been carried out in the eighteenth and nineteenth centuries 
[14], but it was not until much later that these connections were pointed 
out [ 15 J. 
The idea of using a factorization method to solve certain quantum-
mechanical eigenvalue-problems was introduced by Dirac, Weyl and 
Schrodinger [ 16). This work was generalized in a classic paper by Infeld 
and Hull [17], who obtained six classes of factorization types, and used 
these to solve Schrodinger' s equation for al 1 the known so 1 vable one-
dimensional potentials. Infeld and Hull's factorization method was later 
• Broken and unbroken superymmetry is discussed in Section 1.2.2.
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shown to be related to the Darboux transformation [lBJ. The equivalence of 
supersyrnmetry in quantum mechanics to the factorization method has now been 
firmly established [19], and further insight into this equivalence has been 
given by the introduction of the concept of shape invariant potentials [20) 
(see Section 1.3). 
1. 2. 2 Supersymmetry in quantum mechanics 
In supersymmetric quantum mechanics there are two operators Q and Q which 
1 '2 
commute with the Hamiltonian Hand anti-commute with each other, and whose 
squares are equal to half the Hamiltonian. That is, 
and 
{Q,Q} =o H ,  
1 j i j 
for land j equal to 1 or 2. 
where 
and 





Q:::: ....! (Q + Q
t







( 1. 1) 
( 1. 2) 
( 1. 3) 
( 1. 4) 
(L 5) 
Here p and x are the one-dimensional momentum and position operators of a 
particle of mass M; they satisfy the canonical commutation relation [21] 
[x,p] = i.fi . (1.6)
The superpotential, W(x), is a real function of x. 





( 1. 7) 
Here H = H and 
ss 
with 
2 h dW(x) V ± ( X ) = W ( X ) ± V2M �
8 
( 1. 8) 
( 1. 9) 
It is straightforward to show that Q2= (Qt ) 2= 0, and hence that (1.3)-(1.5)
satisfy ( 1. 1) and ( 1. 2). The operators H
± 
are referred to as super-
symmetric partner Hamiltonians and V+ (xl are supersymmetric partner 
potentials. 
It 
Suppose that H± possess 
+ + + 
H±I�; > = E;J¢; >




( 1. 8) 
discrete spectra. i.e. 
= 0, 1, 2, ... ) ( 1. 10) 
and A =  (A ) t that 
(1.11) 
+ 
(This can be seen by premultiplying both sides of (1.10) by the bra (�-I
H 
and using the non-negativity of a norm.) 
Supersymmetry is said to be dynamically broken if the ground state of 
a quantum mechanical system is degener-ate. If supersymmetry is unbroken 
then ther-e exists a single non-degenerate ground state, determined by an 
annihilation condition (see equation (1.12)), with zero energy. 'we assume 
throughout this work that supersymmetry is unbroken [12]: hence either A 
+
or A annihilates the ground state. 
(22], suppose the former and write 
We can, ,..i thout loss of generality 
Premultiplying (1.12) by A_, and using (1.8) and (1. 10), yields 
E = 0 
( 1. 12 l 
( 1. 13) 
In the coordinate representation (1. 12) corresponds to the first-order 
differential equation, 
(_.!:_ � + \J(x)J¢-(x) = 0
v'2m dx o 
(1. 14) 
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where w�(x) = <xlw� > is the coordinate-space eigenfunction of the ground 
state. Equation (1. 14) has the solution 
¢�(x) = C
0
exp[- � f w(x)dx] (1.15)





if the ground state eigenfunction 
W(x) from (1.15) using 
h d -
= - �-·in¢ (x) v2m dx o 
the relation 
is known, one could 
( 1. 16) 
Alternatively, one could start with a known potential V (x) and solve the 
Riccati equation (1.9) for the superpotential W(x).
To establish the relationships between the eigenkets of H+ and H we 





Use of (1.8) in (1.17) shows that 
H+{A+l¢:+1)} = 
E�+1 <A+ lw�+1)}
(with N replaced by N+ l) by A to + 
(1.17) 
( 1. 18) 
Hence A j¢- ) are eigenkets of H+ corresponding to energy E + N+l N+l A similar 
calculation yields
H_< A_lw: )} = E:<A_j¢: )} 
and therefore A_I�:) are eigenkets of H 
+ 
corresponding to energy EN. 
(1.19)
from
(1.18), (1.19), (1.8) and the condition (1.12) for unbroken supersymmetry, 
we obtain the following transformations• 
and 
• Note that if (1.13) does not hold, then E 
N+l




in (1.20) and (1.21) 
N 
t b 1 d b E E and E
+
_ E . mus e rep ace y -
N+l O N O' 













Fig.1.1 The spectra of the Hamiltonians (1.8) (see Ref. 21 
Section 3.8). Examples of the transformations (1.20) 
and ( 1. 21) are depicted. The kets 1 1/J
+
H) and [i/J- ) areN+l 




(N == 0, 1, 2, ... ) ( 1. 22) 
A detailed derivation of Equations (1.20)-(1.22) is provided in Appendix A. 
The spectra of H± and examples of the transformations (1.20) and (1.21) are
depicted in Fig. 1. 1. We see that the spectra of H and H are identical+ 
except that H+ has no normalizable eigenket with energy zero.•
1. 3 SHAPE INVARIANCE IN SUPERSYMMETRIC QUANTUM MECHANICS 
Shape invariance was introduced into quantum mechanics in 1983 as a "new 
type of hidden symmetry" by Gendenshte in ( 20 I • For systems with this 
invariance property, the eigenvalues and eigenfunctions can be obtained by 
a simple procedure which is essentially a generalization of the method of 
shift operators for the one-dimensional harmonic oscillator [20]. 
In Section 1.3.1 an outline is given of the developments of shape 
invariance in supersymmetric quantum mechanics since its introduction in 
1983. In Section 1.3.2 a derivation is given of the main results which 
will be used in the remainder of this thesis to obtain the eigenvalues and 
eigenfunctions of various systems. 
1. 3. 1 Historical Review 
Three years after the introduction of the concept of shape invariance in 
1983 [20J, Dutt et al. [23] extended the results derived by Gendenshtein to 
include calculations of the bound state eigenfunctions from the ground 
+ 
• Choosing A_l�0) = 0 instead of (1. 12) also has the consequence that the
spectra of H± are identical, except that in this case it is H which has
no normalizable eigenket with zero energy.
12 
state using the results obtained by the introduction of shape invariant 
potentials. Further work on the calculation of eigenvalues and eigen-
functions was carried out by Dabrowska et al. [24]. 
The first formal connection between supersymmetry, shape invariance 
and solvable potentials was made by Cooper et al. [25] who investigated the 
Natanzon class of potentials and showed that these are, in general, not 
shape invariant. This work showed for the first time that shape invariance 
is not a necessary condition for solvability. The equivalence between the 
shape invariance condition and the factorization condition [17] \.las shown 
by Stahlhofen [15.26] and Montemayor and Salem [27]. 
Besides the calculation of eigenvalues and eigenfunctions, the concept 
of shape invariant potentials has been used in conjunction with super­
symmetry and a factorization method to generate other solvable potentials, 
which are in general not shape invariant (28]. Shape invariance has also 
been used to determine scattering amplitudes [29]. and to evaluate path 
integrals for shape invariant potentials [30]. 
The results of supersymmetry and shape invariance have been derived in 
an abstract mathematical framework [31], and extended to include 
applications in the momentum representation [32) (see Chapter 5). Recently 
it has also been shown how Point Canonical Transformations map twelve types 
of shape invariant potentials into two potential classes [33]. 
1. 3. 2 Shape invariance 
Gendenshtein showed that if a potential is shape invariant, one can 
construct a hierarchy of Hamiltonians H(s) (s = 0,1,2, . ,. ), each member of
which is the supersymmetric partner of the adjacent member in the hierarchy 
(see below). The method of constI"ucting a hierarchy of Hamiltonians to 
solve for the eigenvalues and eigenfunctions has also been used by Sukumar 
[34} without referring explicitly to the concept of shape invariance. The 
13 
results obtained by Sukumar are the same as those obtained using shape 
invariance. 
If the supersymmetric partner potentials V±(x) also depend on a set of
parameters a (s = 0,1,2, ... ), then they are said to be shape invariant if 
6 
the following relation exists between them: 
V (x, a ) = Y (x, ex ) + R(a. ) + s - s+1 s+1
Here a denotes a set of parameters with
s 
a = f(a ) , 
s+l s 
and the remainder, R(a) in (1.23) is independent of x. 
s 
( 1. 23) 
( 1. 24) 
Substituting (1.9) in (1.23), where W(x) is now also a function of a, 
we obtain the condition for shape invariance in terms of the superpotential 
W(x,a. ): 
if(x, a ) + 
dW(x,a) h dW(x,a. )
s 2 s+l 
d = W ( x, ex ) - d 
+ R( a: ) . ( 1. 25) 
X s+l v'2M° X s+l 
It can be shown that equation ( 1. 25) is equivalent to the factorization 
condition of Infeld and Hull (17,15,26,271. 
ners; 
The usual analysis (20,24] starts with a hierarchy of Hamiltonians 
one 
(s = 1,2, ... ), ( 1. 26) 
(1.27) 
( 0) ( l l Consequently H and H are supersymmetric part-
can readily show that H es> and H< 
s+l) (s = 1,2, ... ) are also 
supersymmetric partners (241.) In the following derivation we modify* this 
analysis by considering t�o hierarchies of Hamiltonians, namely 
• This modification clarifies the presentation, in particular the deriva-
tion of the energy-dependent factor O (a.) in (1.46). 
N 0
In the literature









+ L R(a: ) (s 1,2, . . . )
k =: 1 
Taking the lower sign in (1.28) and replacing s by s+ 1,
H
( s+1) -- 1 2 s+l
2Mp 
+ V ( X' (X ) + L R( a: )-
si'l k 
k=: 1 
s 1 2 
"'2MP + V (x,a:) + L R(a:)+ s k 
k =: 1 
where the shape invariance condition ( 1. 23) has been used. 
(1.28) and (1.30), and using (1.8), we see 
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( 1. 28) 
( 1. 29) 
( 1. 30) 
Comparing 
are 
supersymmetric partner Hamiltonians. Therefore the results obtained from 
supersymmetry in Sect ion 1. 2. 2 apply to the eigenvalues and eigenkets of 
these Hamiltonians. In particular, for discrete spectra, the energy 
eigenvalues E�sl of H Csl must satisfy (see (1.22) and Fig. 1.1) 
E(s)= E(s+1) 
N N-1 
Furthermore, the right-hand slde of (1.30) is simply H (s) so that+ 
(1.31)
( 1. 32) 
Consequently if l�:(a:
5)) denote the eigenkets of H�sl, we can write, 
I � - c o: i > = l � + c a: J > . ( 1. 33 > N s+1 N s 
The above properties of the spectra and eigenkets of the hierarchies (1.28) 
are i 11 ustrated in Fig. 1. 2. 
Next we rewrite equations (1.B) and (1.9) to include the dependence on 
the parameter o: : 
where 
i = ± -p + W( a. )
and 
v2M s 
2 h V+(o:) = W (o:) ± 





( 1. 36 l



































































































































































































































, V± and W on x. From ( 1. 28) and ( 1. 34)
H
e 91
= A (a. )A (a. ) 
-
S + 51 + E R( a: ) (s 
= 1,2, 
k=1 
annihilation condition ( 1. 12) is 
(s = 0,1,2, ... ) 
we see 
... ) 
and the ground-state energy of H<o> is (see (1. 13))
E(O)= 0
that 








Letting s = N (= 1,2, ... ) in (1.40) and noting from (1.31) and Fig. 1.2 
that E(Nl __ ECO) bt . f ( 1 40) ' f th . 
0 N 
, we o a1n rom . an express 1 on or e energy e 1 gen-
values of H COJ in terms of the remainder R(a. ), namely 
Eco>= }: R(a ) 
N k 
k=l 
(N= 1,2, ... ). ( 1. 41) 
Equation (1.41) is a general formula for calculating the energy eigenvalues 
of shape invariant potentials. 
From ( 1. 28) it is obvious that Htl are also supersymmetric partner 
Hamiltonians. Therefore the transformations (1.20) and (1.21) yield 
( 1. 42)
and 
( 1. 43 l 
·e In (1.42) and (1.43) we have included a phase factor e i (see Appendix A).
(The energy-dependent factors in (1.42) and (1.43) are similar to those in
(1.20) and (1.21), except that they now explicitly include ground state
• (0) (s) energies E = E which are simply zero in ( 1. 20) and ( 1. 21).) Examples 
s 0 
of the transformations (1.42) and (1.43) are depicted in Fig. 1.2. Using 
(1.33) in (1.42) and (1.43) we obtain transformations for the kets of H�sl , 
(1, 44) 
( 1. 45) 
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By repeated application of (1.45), we can generate all the excited states• 
I� (a)) of H from I� (o: )). The result is: 
N O - 0 N 
I� (a.)).::: e-tNe� (a )A (a )A (a) .. . A (a ) II/I (a)), 
N O N O - 0 - 1 - N-1 0 N 
normalized according to 
(1/JN(a.o)II/JN(ao)) = 1
(see also (A.11) and (A.12)). 
( 1. 46) 
( 1. 47) 
Equation (1.46) is a general formula for calculating the eigen-
functions of bound states of shape invariant potentials. 




< □> _ E(oJ )-tA (a lll/J { a: ))1 0  1 0 - o  0 1 ' 
which is (1.45) with s=O and N=O. Assuming (1.46) is true for some N, we 
must show that it holds for N+l. Let 
fjN = CtN+l • ( 1. 48) 
Then (1.46) with N replaced by N+l becomes 
I > -19 -lN9 I ) 1/J (o:) = e 1 (a )A (a ){e A ((3 )A ({3 ) ••• A (ff ) 1/J (/3)}N.+1 0 N+l C - 0 - 0 - 1 - N-1 0 N 
( 1. 49) 
( 1. 50) 
where (1.31) and (1.48} were used. Hence the ratio of the energy-dependent 
(1.51) 
• We simplify the notation by omitting the superscript - on l�N) in (1.44)
and ( 1. 45).
Using (1.51) in (1.49), we obtain 
1
1/J ( a. ))= e-i9(E(Ol _ E(OJ )-fA ( a. ) j¢ (a))
N+l O N+1 0 - 0 N 1 
1 
which is equation (1.45) with s=O. 
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The main results of this section are equations (1.41) and (1.46). In 
the following Chapters we make use of these expressions, and show how they 
enable one to calculate the energy eigenvalues and normalized eigen-
functions of a Hamiltonian with a shape invariant potential. In Chapter 4 
we show how the results obtained in this Section can be extended to treat 
three-dimensional spherically symmetric systems, and in Chapter 5 we modify 




This chapter is intended as an introduction to the use of shape invariance: 
thus the theory presented in Chapter 1 is applied to solve certain simple 
quantum-mechanical problems. Three systems for which the results are well 
known are considered. The simplest of these is the one-dimensional 
harmonic oscillator [1,2]. The standard operator method for the harmonic 
oscillator closely resembles the method of shape invariance for this 
problem. In fact, it has been noted that the method of shape invariance is 
a generalization of the operator method for the harmonic oscillator [3]. 
In Section 2.2 shape invariance is used to determine the eigenvalues and 
eigenfunctions for orbital angular momentum, and in Section 2.3 the problem 
of an electron in a uniform magnetic field is treated by shape invariance. 
2.1 ONE-DIMENSIONAL HARMONIC OSCILLATOR
The Hamiltonian of the one-dimensional harmonic oscillator is given by 
with 
1 2 H = 2M p + V( x)
2 2 
V( x) = fMw x
Here x and pare the position and momentum operators: 
canonical commutation relation 
[x,p} = ih . 
( 2. 1)
(2.2) 
they satisfy the 
(2.3) 
By inspection of (1.9), it is easy to see that the potential (2.2) can 
be generated (to within a constant term) from the superpotential 
W(x) = vgM wx . (2.4)
Furthermore, the potentials generated from the superpotential (2.4) satisfy 
20 
the shape invariance condition (1.23) without necessitating the introduc-
tion of a parameter (see (2.6)). We could therefore set oc = 1 in this 
s 
problem, ho�ever it is customary to let 
Q'. = w 
s 
Substituting (2.�) in (1.36) we obtain 
Y+(x, a:. ) = tMw
2x2+ 1 flw
- s - � ' 
(2.5) 
(2.6) 
which satisfies the shape invariance condition (1.23) with the remainder 
R(cx ) = hw (2.7) 
Substituting (2.7) in (1.41) we obtain the energy eigenvalues of H(
Ol 






= [fi.w = Nfi.w (N = 1,2, ... ), 
k=l 
(2.8)
where ECO) = 0 (see ( 1. 39)). 
0 
Comparing V (x, ex ) with (2. 2), we see that 
- 0 
these differ by the constant -fflw, so that 
H ·= H - -½nw . 
Hence the energy eigenvalues of the Hamiltonian (2. 1) are given by
(N = 0, 1,2, ... ) , 
(2.9) 
(2. 10)
which is the familiar spectrum of the one-dimensional harmonic oscillator. 
( s) Fig. 2. 1 shows the oscillator spectrum compared with the spectra of H . 
In terms of the superpotential (2.4), the operators A+(x,a:.) are 
- s 
A+(x,a:.) = ± _i_ p + �2m wx._ s v'2iii' ✓  
(2.11) 
It is apparent from (2.11) that A
+
(x,oc) are identical to the traditional 
- s 
t raising and lo1,1ering operators a and a for the one-dimensional harmonic 
oscillator [2J. The excited states v, ( x) are given by ( 1. 46), where the 
. N: 
ground state v, (x) can be found by solving equation (1.38). This calcula­o 
tion of � (x) is identical to the standard operator method for this 
N: 
problem. The procedure will not be repeated here as it is well documented 




















































































































































































2.2 ORBITAL ANGULAR MOMENTUM
The orbital angular momentum operator Lis obtained from the definition of 
classical angular momentum. In classical mechanics, the angular momentum 
of a particle with position vector r = (x,y,z) and momentum p=(p,p,p) 
I( y z 
is defined by 
L =r xp, 
or in tensor notation 
L = c r p 
I ijk J k 
(i = 1,2,3 or x,y,z} . 
Here £ is the totally antisymmetric tensor in three dimensions. 
ijk 
( 2. 12) 
(2. 13) 
The quantum mechanical operator L is obtained by replacing the 
position and momentum vectors by the position and momentum operators. The 
relation (2. 13) shows that Lis linear, and using the commutation relations 
defining the operators r and E• it can be shown that Lis Hermitian and 
[L ,L] = ifu: L (2.14) 
i j i jk le 
An operator that commutes with L is 
This can be seen by expanding the commutator [L2, L] using (2. 14) and 
I 
noting that e is an antisymmetric tensor. 
ijk 
Thus L2 and one 
(traditionally taken to be L) can have simultaneous eigenkets:z 
L 1km) = hmlkm) , 
z 
of the L 
l 
( 2. 16) 
(2. 17) 
The algebraic solution for the eigenvalues m and kin (2. 16) and (2.17) is 
well documented in most textbooks on quantum mechanics [4]. In the 
coordinate representation the kets in (2.16) and (2.17) turn out to be the 
spherical harmonics. 
In what follows we treat this problem using shape invariance with the 
operators L z
2 and� expressed in terms of spherical polar coordinates. For 
this purpose we need to define conjugate momentum operators to the angles 9 
23 
and¢ shown in Fig. 2.2. In terms of Cartesian coor dinates, the angles 0 
and¢ are given by 
-1 " e :: cos z and -1 ¢ = tan y/x ,
and the conjugate momentum operators to (2. 18) are [5] 
p = L = -ih �
q, z 8¢ 
and 
Pe= -ih [!e + icota] 
Furthermore, �2 is given in ter ms of (2.18)-(2.20) by [SJ 
2 2 . -2 2 t 2 _1_ 2 L = P
e 
+ (sin 9) ( p ¢ - h ) - Th .
2.2.1 Shape invariance
(2.18) 
( 2. 19) 
(2.20) 
(2.21) 
Substituting (2.21) in (2.17), with p¢ replaced by its eigenvalue hm,





2 2 1 




Potentials of the shape (2.23) can be generated from the super­
potential 
wh ere 






Substituting (2.25) in (1.36), where the differentiation is now with 
respect to 9, yields the partner potentials 













The system of spherical polar coordinates 
24 
25 
By inspection it can be seen that V ( 9, a, ) is the potential ( 2. 23) minus- 0 
the constant term 
(2.28) 




Substituting (2.29) in (1.41) gives the eigenvalues E<O) of the operator on
K 
the left-hand side of (2.22) with the potential (2.23) replaced by 

















) (N 1, 2, 
. . .  ) (2.30) = 
N 0 
eigenvalues c corresponding to the potential (2.23) K are
therefore equal to 
c = h2o:.2 
H N 
(0)E plus the constant term (2.28). This yields
M 
(N = 0,1,2, ... ). (2.31) 
Substituting (2.31) in (2.24) and using (2.26) with s replaced by N and 
2 solving for k we find 
(2.32) 
It is customary to write the eigenvalues k2 in terms of the angular 
momentum quantum number e = N+m. The kets in (2. 16) and (2. 17) must be 
normalizable, and L must be Hermitian in the Hilbert space of these kets. 
As is well-known this places the following restrictions on the quantum 
numbers i, and m: 
l=0,1.2, ... (2.33) 
and 
m = -e, -£+ 1, , .. , e-1, e . (2.34) 
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2.2.3 Coordinate-space eigenfunctions
In the coordinate representation (2.16) and (2. 17) are 
(2.35) 
and 










(S,<J,) that are normalized in this way are lcno\ffi as 
spherical harmonics. 
We separate variables and write 
(2.38) 
From (2.16) with L given by (2.19), it is straightforward to find the 
z 
normalized function�(¢), namely m 









) is Ele/0,o:N), which must be determined from the annihilation 
condition ( 1. 38) with s=N. In terms of p0 and !,./(9, aN) this yields the 




) = h[!e - (o:M- f}cot0]0ee_le, aN) = o . 
The normalized solution to (2.40) is 
El (e " ) = C (O'. )sino:"'-te 
et ' N O M 







�C (a l =o N 2N




The phase factor (-1 ) N
+m in (2. 42) has been introduced for later 
convenience. 
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For this problem, it is easier to determine 13
lm
(8,a0J directly from 
Operating with A (0, O'. ) on 00"(0, cxN) and setting the phase - M-1 u:. 
factor in A (9,a l equal to unity gives -
N-1 




• N+,n-18 case sin 
d 
where we used the identities 
and 
d . " d 
d0 = -sino d(cos0)
Similarly, operating on (2.43) with A (9,a ) yields - H-2 
A (0,a )A (8,0'. )0
00
(9,a.) = h2C (a.) l - H-2 - N-1 u. N o N sin
H+m-20 d(cos8)2 
• 2N+2m9-----sin 
Repeating the above steps N times we obtain 
w'here 
A (8, a: J •.. A c0, a: )0ee<0, a: l- 0 - N-1 N 
According to (1.46), 




(e,o:0) = r (a: )A (0,o: ) ..
. A (0,« l8v0(8,o:) ,un N O - 0 - H-1 u. N 
1 1 1 
-v (~) = [ JIN h2(,,,,
2- o:2 )]-"2"= h-N[ (N+2m)! ]7= h-K[ (e+m)! ]"2" 
aN ...... 0 k=l "'"N k-1 N!(2N+2m)! ce-m)!(2l)! 
(2.43) 
(2.44) 





In the last three steps we have used (1.47), (2.30), (2.26) and e = N+m. 
Note that in (2.49), m = a. - f and e = N + a - -}. From (2.47), (2.48], 
0 0 
(2.48), (2.41) and (2.42) we have 
El (9,o:) = (-1/[(2
f+1)(f�m)!]f_1_ 
d l -m (sin8)2t. (2.50) 
l!m o 
2e0 , 2(£-m). . m d( )f-m ,. sin e cose 
Finally, combining (2.39) and (2.50) we obtain the spherical harmonics 












Equation (2.51) is often written in terms of the associated Legendre 
function P�(cos9). This yields 
where 
rn[(2l-+1)(i-m)!]� . m Y
fm
(9,¢) = (-1) 4rrU-+m)! exp(1m¢)Pe(cos8), 
f -m d ( . e)2e 
f-m sin d(coss) 





Consider an electron with charge e (<O) and mass Min a uniform magnetic 
field 
8 = (0,0,B) (2.54) 
Here B = �x�, where A is the vector potential. We choose the gauge 
� = fB(-y,x,0). We also choose the complete set of commuting observables 
H, p and L [2], where p and L are the z components of the momentum and 
z z 'Z z 
orbital angular momentum of the particle. 
coordinates p, ¢, z. In terms of these 
We work in 
where 
x =peas¢, y = psin¢ 
Then 
For this particle, Schrodinger's 
H





2 + !_ 82 
2M p 8p 8p az2 p2 8¢2 
equation can be written as 
2 2 .Mw q__ _ � p2]¢ = E¢ + lh 8¢ 4h2 











(2.57) by defining the canonical conjugate of p, namely 
p = -ihr� + .!.....) 
p . 8p 2p 
In terms of (2.56) and (2.59)
In 





(2.60) we replace 
+ 
Pz 





and L with 
z 







and m. Making 






,., 1 ( "' 1 ) + _l_u, ,2p2 
= 2M m - 4 2 "R"lTKU 
p2 




Note that the problem (2.61) is similar to that of an isotropic three-




Potentials of the shape (2.62) can be generated from the superpotential 
\J(p,a.) 
s 
A - - + Bp .
p 
(2.64) 
Here A and Bare constants to be determined  so that the shape invariance 





I rp• [-ih� - ihltpdp =8p 2p 
similar term is required 
Also, the term l/2p 
00 
• 
in (2.59) makes p Hermitian: 
p 
I [[-ih�p - ��) rp] xpdp
0 
in spherical polar coordinates for the radial 




condition (1.23) is satisfied, and so that V (p,o:) is the potential (2.62)- 0 
to within a constant. Substituting (2.64) in (1.36) and comparing V (p,o:) - 0 
with (2.62) we find that 
A = - _1_( Im I+ ¾) 
v2M 
and 
8 = t✓-fM w 
(2.65) 
(2.66) 
In (2.65) we have written 1ml in place of m: this is in anticipation of 
(2.84), where it emerges that normal izabi 1 i ty of the eigenfunctions R K
requires this replacement. To obtain a suitable expression for W(p,o: l wes 
must introduce a parameter in either or both the constants (2. 65) and 




- _.:: + fv'fM wp
v'2Mp 
a.
= 1ml + s + t
s 
(s = 0,1,2, ... ) .
(2.67) 
(2.68) 




1 2 = - a (a:.± 1)- + fMw p
2- ihw(a + i)
2M s s 2 7 s 7 
These satisfy the shape invariance condition (1.23) with remainder 
R(a. ) = hw . 
(2.69) 
(2.70) 
Finally, setting s=O in (2.69) we find that V (p,a)
-
0 
is the potential 
(2.62) minus the constant term 
fnw{lml+ 1) 
2.3.3 Energy Eigenvalues 
(2.71) 
The eigenvalues of the Hamiltonian with the potential V (p,o:) are given by- 0 
(1.41). Using (2.70) in (1.41) we find 
( N = 0, 1, 2, ... ) , (2.72) 
31 
The eigenvalues c in (2.61} differ from E
co> by the 
N 
constant term (2.71). Hence using (2.63), (2.71) and (2.72) we obtain for 
the eigenvalues E of (2.57) 
1 2 
E = 2M Pz+ (N + tlmf+ tm + f)hw (N = 0,1,2, ... ) (2.73) 
Here N is the radial quantum number, m is the angular momentum quantilln 
number of L, and P is the eigenvalue of the momentum operator p. 
z z z 
2.3.4 Coordinate-space eigenfunctions
Since p and L are constants of the motion we can write the eigenfunctions 
z z 
in the form 
1/J = _l_ RN(p)exp(k Pzz + im¢) N v'2Tr (2.74) 
We use the method of shape invariance to determine the rad ial function 
R (p). 
N 
We start with the condition (1. 38) with s=N expressed in the co-
ordinate representation. In this representation 
i 
::!: -p + W(p,a: )
V°2M p K 
= ± __!!_(d
d + _21) + W(p, a: ) .
\l2M p p K
(2.75) 
Hence, according to (1.38), the function R (p,a.) is the solution to the 
0 N 
first-order differential equation 
[__!:__[aa + 21) + W(p,a: )JR (p,a. J = o . 
'\12Mp p 
K O N 
(2.76) 
It is easily verified that the normalized solution of (2.76) with W(p,a:) 
N 
and a given by (2.67) and (2.68) is N 
where 
and 









Next we determine R (p,a) by operating with A (p,o:) on R (p,a ). 
1 0 - 0 0 1 
Premultiplying by -r (a. ) and setting the phase factor equal to unity we 
1 0 
obtain (see {1.46) and (1.47)) 
R (p,a.) = C (a )plmlp (p
2
/2a2)exp(-p2/4a2)1 0 1 0 1 
where 
C (o:) - -1 [Clmj+ l)!Jf
1 0 - alml+1
l
ml! 2 ml 
and the polynomial P (p2/2a
2 ) is given in Table 2. 1. 
1 
R (p,a) we obtain from (1.46) 
2 0 














+ 2) ! 
] 
f




) is given in Table 2.1. 2 
Equations (2.80) and (2.82) are particular cases of 







)N p, ao M O N 
where 
and 
C ( a. )N 0 





(-N; lml+l;p /2a) .
Here F denotes the confluent hypergeometric function 
1 1 
N (-l)J r(N+l) r(B) j 











To prove that (2.84) holds for- all N we use (1.45) with s=O (see induction 






[mj+ f, so that RH(p,a1
) can be found simply by replacing jml by [ml+ 1 in 






where B = Im + 2 and u = p /2a . The recurrence relation (2.88) is proved
in Appendix B. 
TABLE 2. 1 The constants C (a: ) and the polynomials P (u) 






(2.80) and (2.82) for N = 0, 1,2. The polynomial P (u) 
0 












lml+ 1 ( lml+ 1) ( lmJ+ 2) 
C ( a: ) 
N 0 
I [�r ajmj+t lml! 2 m 
-1 ( lmj+l)! 7
[ ]' alml+1 l m l ! 21ml 





ONE -DIMENSIONAL SYSTEMS 
In this chapter we consider the application of shape invariance to certain 
one-dimensional systems. The following potentials are discussed: the 
Morse potential (Section 3. 1). the Rosen-Horse potential (unsymmetric and 
symmetric cases - Section 3. 2) and the first and second Poschl-Teller 
potentials (Sections 3.3 and 3.4). The results obtained for the Morse and 
symmetric Rosen-Morse potentials are extended to the s states of the 
corresponding three-dimensional potentials in Chapter 4. 
The above problems have previously been treated by shape invariance to 
obtain the energy eigenvalues and the (unnormalized) energy eigenf'unctions 
[1]. The analysis given in this chapter has two purposes: ( i) to perform 
the normalization of the bound-state eigenf'unctions using shape invariance, 
and (11) to compare the various types of shift operator, namely those given 
by shape invariance, the Infeld-Hull type operators for changing para­
meters, and the energy shift operators. 
3. 1 ONE-DIMENSIONAL MORSE POTENTIAL (2] 
The three-dimensional Morse potential was proposed by Morse in 1929 to 
model the motion of nuclei in diatomic molecules [2). Morse considered the 
three-dimensional problem with the angular momentum quantum number £=0 (see 
Section 4.6). Here we discuss the one-dimensional potential 
V(x) = D[exp(-2x/a) - 2exp(-x/a)J (3. 1) 
where D and a a.re positive constants. The potential (3. 1) has a minimum 
value -D at x=0. Also V(x) ➔ 0 as x➔ oo and V(x) ➔ oo as x➔ -oo. This is shown 




Fig. 3.1 The classical one-dimensional Morse potential (3. 1). 




and the operators 
x = � - enc 2k + 1 i •a 









1 -2.X -X = si e - 2 ( 2k
+ 1) e ) .
3.1. 1 Shape invariance 
(3.5) 
(3.6) 
By inspection of (1.36) and (3.6) we see that the superpotential associated 
with the Morse potential must have the form 
-x W(X, ci: ) = A - Be 
0 
(3.7)
where A and Bare constants and o: is to be determined. Substituting (3.7) 
0 
in (1.36) we obtain the supersyrnmetric partner potentials 
V+(X,o:) = B












Next we must make an appropriate choice for the parameter oc. Consider the 
s 
simple expression 
o:=k - s  
s 
(s = 0,1,2, ... ) .  
From (3.8)-(3. 11) we have 
(3. lll 
(3. 12) 






Also, the partner potentials {3.12) satisfy the shape invariance condition 
(1.23) with remainder 
R(O'. ) = 2
1
M(o::2 - a:
2) (3. 14) 
s s-1 s 
From (3.7) and (3.9)-(3. 11) we see that in terms of oc the superpotential 
s 
is 
W'( X, a:, ) = ( 3. 15) 
3. 1. 2 Energy eigenvalues 
Using (3. 14) in ( 1. 41) we obtain the eigenvalues corresponding to the 
(N = 0,1,2, ... ), 
where we have included N=O because E(Ol = O (see (1.39)). 
0 
( 3. 16) 
To obtain the 
eigenvalues corresponding to the potential (3. 6) we must subtract the 
constant (3. 13) from (3.16). Hence 
f i2 E = - --( k - N2 ) , ( 3. 1 7 ) 
2Ma
2 
where we have used (3.11) with s=N. Finally, substituting (3.2) in (3.17) 
and multiplying out, we obtain the energy eigenvalues of the bound states 
of the one-dimensional Morse potential in the form 
Here 










is the largest integer less thank. This restriction on N must 
be placed in order to obtain normalizable eigenkets (see (3.23) and [4J). 
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3.1.3 Coordinate-space eigenfunctions
The operators (1.35) with the superpotential (3. 15) are 
1 1 -x A+ ( X, a ) = -( ± i p + a: - te ) ( 3. 19) - s /2H X s 
In the coordinate representation, the annihilation condition ( 1. 38) with 
s=N yields the first-order differential equation 
_!_ [� + a - fe -xJ ¢ ( X, a: ) = O .
./.2H dX N o N 
The solution to (3.20) is 
1 -x ¢ (X,a) = C (a )exp(-a X - --.rP ) ,
0 N O N N ,;.-
where C (a:) is a constant to be determined so that 
0 N 
-oo
In (3.22) we change the variable to u 
co 
u e du=
J z-1 -ll 
0 
f(z) 
where z = 2k - 2N > 0. This yields 
C (") = [r(2k - 2N)]-f. 
0 N 






The normalized eigenfunctions ¢ (X,a:) can be determined by substitu-N 0 
ting (3.21) in (1.46). Setting the phase factor in (1.461 equal to unity, 
we obtain for the first and second excited states 
and 
J..... -x -x ¢ (X,a:) = C (a: )exp[-(k-l)X]exp(-""2-' )P (e )
1 0 1 0 1 
J..... -
x -)( ¢ (X,a:) = C (a: )exp[-(k-2)X]exp(-""2-' )P (e ) , 
2 0 2 0 2 
(3.25) 
{3.26) 
where the constants C (a:)
N 0 
and the polynomials are given in 
Table 3. 1. The polynomial P = 
0 
1 in Table 3.1 is obtained from (3.21), and 
1 1 
the constant C (a:)= [f(2k)]-�= [2kr(2k+l)/{r(2k+1)}
2 ]� from (3.24). 
0 0 
-X 
By inspection of P (e l in Table 3. 1, we see that N 
P (e-x) = F (-N·2k-2N+l·e-x) 
N 1 1 ' ' 
(3.27) 
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TABLE 3. 1 The constants C (a) 
N 0 





(3.25) and (3.26) for N = 0,1,2.










2 (k-2 Jr( 2k-1 ) r











( 2k-3 )(2k-2) 
-2Xe 
2! 
where F is a confluent hypergeometric function ( see (2. 87)). Equations 
1 1 
(3.25) and (3.26) are particular cases of 
1 -x -x � (X,a) = C (a )exp[-(k-N)X]exp(-F ) F (-N;2k-2N+l;e ) , 
K O N O 1 1 
where (see Table 3. 1) 




N o lN!{f(2k-2N+1)} 2 
(3.28) 
(3.29) 
To prove that (3.28) and (3.29) are valid for all non-negative 
integers N, we must show that the identity 
A (X,a )� (X,a:.) = � � (X,a:.)
- 0 N 1 N+l N+l 0 
(3.30) 
holds (see (1.45) \./ith s=O). Using (3.19) and (3.28), with k replaced by 
k-1 to obtain� (X,a ), we find that the left-hand side of (3.30) is
N 1 
(2k-N-1 )C (a. )




Setting u=e-x and 8 = 2k-2N-1 in (3.32), and using (B.1), we have 
,i.. (X) = F (-[N-t-1]·2k-2N-l·e-x).




It is easy to show that the factor independent of X in (3.31) is equal to 
� C (a). Hence we obtain the right-hand side of (3.30). 
N.+1 N+l 0 
40 
In Table 3.2 the operators A
+
(X,«) are compared with the shift 
- N 
operators for a parameter A- obtained from the factorization method of
k 
Infeld and Hull (5) and the shift operators for energy B; [3]. The shift 
operators A- factorize 2MH, where H is the Hamiltonian with a Morse 
k k k 
potential; the shift operators B- factorize an operator related to the 
N 
Hamiltonian (3). The shift operations given in Table 3. 2 are depicted in 
Figs. 3.2-3.4. The shift operators obtained from the shape invariance and 
Infeld-Hull factorization methods transform between eigenkets of different 
potentials with the same energy, while the energy shift operations 
transform between eigen.kets with different energies belonging to the same 
potential. 
Inspection of Table 3.2 shows that the operators A+(X,a) and A± are
- s k 
similar in form. This similarity is due to the equivalence of the method 
of shape invariance and the Infe ld-Hul 1 fact or i zation method I 6] . Using 
the method of shape invariance the eigenfunctions are determined from 
(1.46) (see also Fig. 3.2) and the energy eigenvalues from (1.41). In the 
Infeld-Hull factorization method, the eigenfunctions are determined by 
+ 
repeated applications of the raising operator A to the ground state (see 
k 
Fig. 3.3), and the energy eigenvalues are determined from the requirement 
of the non-negativity of the norm (5,7].
3.2 ROSEN-MORSE POTENTIAL [B] 
The potential 
V(x) = -U sech 2x/a + U tanh x/a , 
0 1 
(3.34) 
where U ,  U and a are positive constants, was discussed by Rosen and Morse 
0 1 
in 1932 to describe the vibrational energies of polyatomic molecules (8]. 
The potential (3. 34) has a minimum if U < 2U and tends to ±U as x➔ ±oo 




Shift operations for the one-dimensional Morse potential (3. 1}. 
The parameter k is given by (3.2). The notation lw (X,a l) is 
N s 
explained in Section 1.3.2; )Ek) and INk) are different
notations for the same ket. The energy eigenvalues E are given 
by (3. 17). 
1. 
A (X,a:) ]W (X,a:)+ s N s 
Shape invariance 
1 2 2 1 
A (X,a) lw (X,a: ) = -(a - a l�[I/J (X,a: l) 
- s N s+1 v'2M s N+s N+1 s 
where a = k - s and A+(X,a ) = -1-(±ip - -½e-x+ o: )s - s J2M X s 
2. Shift operators for the parameter k [3,5]
A:IEk) = [(k + t ± {) 2- n2Jf[E,k ± 1) 
�here n = k - N and A±= ±ip + ½e-x_ (k + f ± fl
k X 
3. Shift operators for energy [3]
-f ± f )( k - N)(2k - N + i + f)l-f
[N±l,k) 













































































































































































































































































































































































































































Fig. 3.4 Energy shift operations for the Morse potential. 
+ 





























The energy eigenvalue equation with the potential (3.34) can be rewritten 









In (3.40), E is the eigenvalue of the Hamiltonian with the potential 
(3. 34). 
3.2.l Shape invariwice
Potentials of the shape (3.39) can be generated from the superpotential 
W(X, a ) = -1-(a tanhX + �J . (3. 41) s 
v2M s a5 
where 





and k is a solution to k(k+l) = 2Ma2h-2U .  That is, 
0 
Using (3.41) in (1.36) yields the potentials 
Thus 
V (X,a) = V(X) + K ,
- 0 








" 2M 2Ma2 
(3.47) 




The eigenvalues corresponding to the potential (3.46) are given by (see 
(1.41)) 
where 
1 2 2 2 1 2 2 2 = -(a + q /a. ) - -(a. + q la. ) , 2M o o 2M K N 








The restriction on N is required to ensure that the eigenfunctions (3.57) 
• 
are normalizable. From (3.46), (3.47), (3.40) and (3.48) the energy 










2Ma2 2h2 (k-N) 2 
(3.51) 
where N = 0,1,2, ... , N 
max 
and we have used (3.43) and (3.42) with s=N.
3.2.3 Coordinate-space eigenftmclions
The operators (1.35) with the superpotential (3.41) are 
A± (X, '\) = � [±ipx + '\/anhX + �J (3.52) 
Normalizability of (3.57) requires -(k-N)<-q/(k-N)<k-N. Here k-N>O with 





The normalized solutions to equation (1.38) with s=N and A+(X,aN) given by
(3.52) are 
� (X,o:) � C (o: )cosh-aNX exp(-qX/a.) 
0 N O N N 
where 




The excited states are obtained by substituting (3.52) and (3.53) in 
( 1. 46). 
N 1 
The factor � in ( 1. 46) is equal to II (Eco> _ Ecol )-'7 with E co> 
N k:1 N .k-1 ' N 
given by (3.49). The first two excited states are found to be 
� (X,a) 
1 0 
The constants C (« ) and C (a ) , and the polynomials P and P ,




in Table 3. 3. The polynomial P = 1 in Table 3. 3 is obtained from (3. 53). 
0 
The constant C (a) is (see (3.54)) 
0 0 
__ [ 
rc2« J ] t
C (a. ) o 
0 0 
22<Xo-lf(O: + q/a )r(a. - q/a.)
0 0 0 0 
[ 
(a2- q2 /o? )r(2a + 1 )r(o: + 1 - q/a ) lt O O O O 0 
22a 0a {r(a + 1 - q/oc )} 2r(a + 1 + qla) 
0 0 0 0 0 
Equations (3.55) and (3.56) are particular cases of 
where 
1/J (X,a) = C (o: )cosh-o:o
+NX exp[-qXN) N O N O <X -
x F ( -N 2a - N + 1 · a - N + 1 - _q __ _1_tanhX + 1 ) 
2 1 
' o ' o o: - N' '"2"' '2' ' 
0 
(3.57) 
2 2 2 
1 [ [ (a -N) -q /(a -N) ]f(2o: -N+l )r[a +1-q/(o: -N)) l '7 
C ( a ) N 0 
"" (-l)N o o a o o . 
22
a.o - 2NN!(o: -N){r[o: -N+l-q/(o: -N)J} 2 r[a. +l+q/(a -N)] 
0 0 0 0 O 
(3.58) 
The validity of (3.57) and (3.58) can be extended to all non-negative 
integers N by substituting (3.57), (3.58) and (3.52) in (1.45) with s=O. The 






The constants C (a) and the polynomials P (Y) in Equations (3.55) and (3.56) for N = 0,1,2. 
M O N 
C (o: )M 0 
2 2 2 [ c oc - q Io: > re 20: + 1 > re a + 1
0 0 0 0 
20:0 2 2 o: {f(o: + 1 - q/o: )} f{o: + 
0 0 0 0 
0 0 0 0 0 [ 






- q2/(o: - 2)2 ]f(?.o:0 0 0 
220:0-42(0: - 2){r[a. - 1 - q/(a -0 0 0 
- l)r[(o: + 1 - q/(o: - 2))
0 0 




1 - 0 y
a - qi( a. - 1)0 0 
2(2a -1) 2o: (2o: - 1) 
l O o O '{2- oc-1-q1<0: -2i v + 10:-1-q1ca. -2)J[o:-q1co:-2)1 0 0 0 0 0 O 
where 
and 
B = 2k - N - 1 , 
qC = k - N -
K-N-1
Y = f ( tanhX + 1) 







In Table 3.4 we compare the operators A±(X,cx5) with the operators A:
obtained using the factorization method of Infeld and Hull [5]. In this 
Table we have not given any shift operators for energy (that is, operators 
which change Nin (3.57)) because, as far as we know, it is not possible to 
construct such operators for the Rosen-Morse potential. (However, for the 
symmetric Rosen-Morse potential one can construct shift operators for 
energy - see Table 3.5 below.) 
3.2.4 Symmetric Rosen-Horse potential [10]
The potential (3.34) with U = 0 is known as the symmetric Rosen-Morse 
1 
potential. A graph of this potential is shown in Fig. 3.6. From (3.51) we 
obtain the energy eigenvalues 
2 
E = _h_(k - N) 2 
2Ma2 
(N=0,1,2, ... , N ) , 
max 
(3.63) 
where k is given by (3.44) with the positive sign, and from (3.50) N < k. 
max 
To obtain the eigenfunctions for the symmetric Rosen-Morse potential 
we first rewrite (3.52)-(3.54) with q=O. Hence 
and 
A+(X,a:) = _l_ (±ip + ex tanhX) , (3.64) 
- N v'2°H X N 





TABLE 3.4 Shift operations for the Rosen-Morse potential ( 3. 34). The 
parameter k is given by the positive solution in (3.44), and q 
is given by ( 3. 43) . 
(3.51). 
The energy eigenvalues E are given by 
1. Shape invariance
1 2 2 2  2 2 2  1 A (X,a: ) ]t/1 (X,a: )) =-[(a+ q let:.) - (a + q la: 
)J°7jt/l (a: ))+ s N s \l'2M s e N+s N+s N - 1 s-+-1 
1 ..,  2 2  2 2 2  1 A (X,a:) ltJJ (X,a: )) = -[(a
"'+ q la.) - (a + q /a. )1
7
1"1 {a:))- s N s+1 \l'2M s s N+s+l N+s+1 N+l s 
where a.= k - sand A+(X,a:) = s - s 
1 
v'2M 
( ±ip + a. tanhX + q/a: ) 
X s a 
2. Shift operators for the parameter k [5,9] 
+ 
where A-= ±ip - (k + t ± f)tanhX - q/(k + f ± f)
k X 




The symmetric Rosen-Morse potential ((3.34)with U = 0). 
1 
52 
To obtain (3.66) we have used the identity 




Continuing as in Section 3.2.3, we obtain from w (X,cr.) the first and 
0 N 
second excited states w (X,a::) and � (X,a. ), which are odd and even1 0 2 0 
functions of X respectively. In general, ¢ (X,cr.) is an even function of 
2N 0 
X, and� (X,cr. l is an odd function of X. General expressions for these21i+1 0 
eigenfunctions can be obtained using (1.46). We first state the results 
and then outline the proof. The even eigenfunctions are 
where 
c<e) (er. ) 
2N D 
The odd eigenfunctions are 
where 
,h<ol (X a::)= c<o) { er. )cosh-a.0X sinhX F (-N N+l-a. ·-l-·-sinh2X)"'N:+1 '0 2N+l O 2 l ' o'"' 












To prove (3.68)-(3.71) we first use (1.46) to obtain a transformation 
which changes N by 2. It is easy to show that (see Appendix Cl 
A ( a JA c a i I¢ ca. )  = l <E<oi _ E,01 J (Eco> _ E(o) l r�·1w ca. i). 
- 0 - 1 N 2 H+2 0 N+2 l N+2 0 (3.72)
For the symmetric Rosen-Morse potential A is given by (3.64), and it can 
be shown that 
A_ (X, a::
0
) A_ (X, '\) = -H
C 2 > + E�o> + ;M [k(k-1) +( k-2) 
2-(k-1) (2k-1 )sech2X
-(2k-1 )tanhX�x] . (3. 73)
Here E (O> is given by (3.49) with q=O and 
N 
H(2l = .!_ 2+ V (X a) + E (OJ 2M Px - ' 2 2 ' (3.74) 
where V (X, a:: ) can be obtained from (3. 45) with q=O. When using (3. 73) in
2 
(3.72) we can replace by the energy eigenvalue (see 
54 
(1.31)). Using (3.73), (3.49) with q=O and (3.68) in (3.72) and simplify­









-l)du 2F1 (-N, B ;i;u)
= /1(-[N+l]. B-l;t;u) , (3.75)
(3.76) 
(3. 77) 
The proof of (3.75) is given in Appendix 8. 
\.le can obtain the odd eigenfunctions (3. 70) from (3. SB) by using 




(2N+1)(2B-1) l - (2N-2B+l) (u-1) �u]2F1(-N,B;t;u) = 2F1(-N,B;¾;u) ,
(3.78) 
where 
B = N - k + 1 ( 3 . 79)
and u is given by (3.77). The proof of (3.78) is also given in Appendix 8. 
This completes the proof of (3.68)-(3.71). 
In Table 3.5 the operators (3.64) are compared to the shift operators 
obtained from the factorization method of Infeld and Hull and the shift 
operators for energy. 
3.3 FIRST P6SCHL-TELLER POTENTIAL [10]
The potentials (3. 80) and (3. 93) were originally discussed by Poschl and 
Teller in 1933 [10]. More recent work on these potentials can be found in 
Ref. 11. 
V(x) 
The first Poschl-Teller potential is 
,e �[ µ(µ-1) + ?i,(;\,-1)]
2 2 2 
' 
2Ma sin x/a cos x/a 
(3.80) 
where a is a positive constant andµ and ?i. are constants greater than one. 
The po tential (3.80) is depicted in the interval [O,inaJ in Fig. 3.7 for 
TABLE 3.5 
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Shift operations for the one-dimensional symmetric Rosen-Morse 
potential ((3.34) with U= 0). 1 The parameter k is given by
(3. 44) with the positive sign and the energy eigenvalue E is 
given by (3.63). 
1. Shape invariance
1 2 2 1 A ( X' 0:: ) I tj, ( X' o; ) > = -( 0:: - o; ) .,. I tj, ( X' a. ) >+ s N s \l'2M s M+s N-1 s+l 
1 2 2 1 A ( X, a ) I tj, ( X, a ) ) = -( a - o:: ) .,- I tj, { X, a. ) ) - s N r;+l \l'2M s M+s+l N+l s 
where a: = k - s and A
+ 
( X, a. ) = -1-{ ± ip + a: tanhX)
s _ s \.'2M X s 
2. Shift operators for the parameter k (5,9] 
A!IEk) = [(k + t ± fl 2- (k - N) 2f¾[E,k ± 1) 
where A-= ±ip - (k + t I f)tanhX .
le X 
3. Shift operators for energy [ 9)
1 ± N) (2k
1 
[(N ' f) (k - - N + f + tr 
+ �
B; jNk) = k + 1 - N IN ± 1,k) 







Fig. 3.7 The first Poschl-Teller potential (3.80). 
56 
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the three cases µ=A, µ<A and µ>A. 
Using the variables (3.35) and (3.36), the energy eigenvalue equation 
with the potential (3.80) becomes 




(µ-1) + A(A-1)]2M • 2 2 sin X cos X 









= �((A + as)tanX - (µ + c\ )cotX] ,
where 
a: = s 
s 
(s=0,1,2, ... ) . 





- s 2M sin2X 
and hence 
(A+s)(A+s±1) 2] - (µ+h2s) , 
cos2X 




where V(X) is the potential (3. 82). It can be shown that the shape 
invariance condition (1.23) is also satisfied with remainder 
(3.87) 
Substituting (3.87) in (1.41) and using (3.82) and (3.86) we find that the 
energy eigenvalues for the first Poschl-Teller potential are given by 
h2 
E = --( µ + i\ + 2N) 2 ( N = 0 , 1 , 2, . . . l . ( 3 . 88 ) 
2Ma2 
The eigenfunctions obtained from (1.46) and (1.38) are 
1/1 (X,oc) = C (a:) F (-N,µ+i\+N;µ+t;sin2X)sinµX cosAX (3.89) 
N O K 0 21 
for N = 0, 1,2, ... , where 






The validity of ( 3. 89) and ( 3. 90) can be proved for al 1 non-negative 
integers N by substituting these equations in (1.45) with s=O. This yields 
the recurrence relation 
where 
B =µ+A + N + 2, C = µ + f and 
F (-[N+l) B-l·C-l·u) 
2 1 
' ' ' (3.91) 
(3.92) 
Equation (3.91) is proved in Appendix B. The various shift operations for 
the first Poschl-Teller potential are given in Table 3.6.
3.4 SECOND POSCHI.-TELLER POTENTIAL [10]





) l ' (3.93) 
2Ma sinh x/a cosh x/a 
where a is a constant and µ and A are constants greater than one. The 
potential (3. 93) is depicted in Fig. 3. 8 for A>µ-1>0. Using the variables 
(3.35) and (3.36) and continuing in the same manner as in Section 3.3 we 
obtain the eigenvalue equation 
[�
M














Using (3.97) in (1.36) it is easy to show that 
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TABLE 3,6 Shift operations for the first Poschl-Teller potential (3.80). 
The energy eigenvalues E are given by (3.88). 
1. Shape invariance
A(X,ct)lt/J(X,a))=-1-[4a. (µ+.ha. )-4a.(µ+A+a.)lf[\ll (X,a ))+ s N s v2K N+s .N+s s s N-1 s+l 
A (X,a:) [t/1 (X,a. l) = -1-(4a (µ+,\+a: )-4« (µ+ha. )lfl\11 (X,cr: )) - s .N s+l v'2M N+s+l N+s+l s s N+l s 
where a.= sand A
+
(X,a) = -1-(±ip - (µ+a. )cotX + (A+a. )tanXJ
a - s v2M X s s 
2. Shift operators for the parameter k [5,121
A!IEk) = 2[(k + Nl 2- (k - t ± +1
2 1t1E.k±l)
+ 
where k = f(A+µ) and A�= ±ipx- (µ - f ± t)cotX + (A - f ± f)tanX.
3. Shift operators for energy [12]
1 
[
(N+f±f) (µ+A+N-f±f) {µ+;\.+2N) (2A±1+2N) (2µ±1+2N)
] 
""2" 








where V(X) is given by (3.95). Also the shape invariance condition (1.23) 
is satisfied with remainder 
(3.100) 
From (1.41), (3.99), (3.98) and (3.96) we obtain for the energy eigenvalues 
of the second Poschl-Teller 
= - _h_(,\
2Ma2 




for N = 0,1,2, I • I t N 
max 
' where N is the 
max 
largest integer less than 
f(A - µ) (see Ref. 3, p.104). 
The eigenfunctions obtained from (1.46) and (1.38) are 
¢ (X,a) = C (a) F (-N,N+µ--\;µ+f;-sinh2X) sinhµX cosh-,\X }I O N 0 21 
where 










The validity of (3. 102) and (3.103) can 
integers N by substituting these equations 
the recurrence relation (3. 91) with 
8 = µ - ?i. + N + 2, C = µ 
+ ¾ and 
be proved for all 
in (1.45) with s=O. 
u = -sinh2X 





The various shift operations for the second Poschl-Teller potential are
given in Table 3.7.
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TABLE 3.7 Shift operations for the second Poschl-Teller potential (3.93). 
The energy eigenvalues E are given by (3.101). 
1. Shape invariance
1 1 A (X,a.) II/I (X,a: )) = �(4a: (;\-µ-a: )-4a (A-µ-a. )]"'2"[1/J (X,a )) + s N s v'2M N+s N+s s s N-1 s+l 
A (X,a) /VJ (X,a )) = -1-[4a: (;\-µ-a: )-4a. (A-µ-a) 1fjl/J (X,a. )) - s N s+l y'2M N+s+l N+s+l s s M+l s 
where a: = sand A+(X,a) = -1-(±ip - (µ-oc )cothX + (;\-a )tanhX)s _ s v'2M X s s 
2. Shift operators for the parameter k [5,13]
A:jEk) = 2((k - f ± f) 2- (k - 1 - N)f [ E,k±l) 
-+ 
where k = f(;\.-µ+2) and A-= ±ip + (µ - f + ¾ )cothX - (A + t ± f JtanhX .
k X 
3. Shift operators for energy [13)
[





where B±= ±i sinhXcoshXp -(;\-µ-2N)sinh2X-f(A-µ-2N)-[µ(µ-1)-;\(;\+1)/2(�-µ-2N+1). 
N X 
CHAPTER 4 
SPHERICALLY SYMMETRIC SYSTEMS 
In this Chapter we show how shape invariance can be used to treat certain 
spherically symmetric problems. We first present a brief description of 
how the results derived in Chapter 1 must be modified for spherically 
symmetric problems (Section 4.1). In Sect ion 4. 2 we discuss the 
three-dimensional isotropic non-relativistic oscillator. Here we present 
the analysis in some detail to clarify the difference between the 
application of shape invariance to one-dimensional and spherically 
symmetric systems. In Section 4. 3 we treat the non-relativistic Coulomb 
problem in an angular momentum basis; relativistic Coulomb problems are 
discussed in Chapter 6. In Section 4. 4 we show how the oscillator and 
Coulomb potentials can be modified to inc 1 ude a repulsive inverse-square 
term. The Eckart potential and the Hul then potential are discussed in 
Sect ions 4. 5 and 4. 6. In Section 4. 7 we extend the results of the 
one-dimensional Morse and symmetric Rosen-Morse potentials to the 
corresponding three-dimensional cases. As a final example, we briefly 
describe how the Manning-Rosen potential can be obtained from the Eckart 
potential by making certain simple substitutions. 
Except for the Hul then potential, the above problems have previously 
been treated by shape invariance to obtain the energy eigenvalues and 
(unnormalized) eigenfunctions [ 1]. For the Coulomb problem, normalized 
eigenfunctions have been determined using shape invariance [21. In this 
Chapter we perform the normalization of bound-state eigenfunctions for the 
above systems using shape invariance. At the end of Sections 4. 2-4. 6 we 
63 
compare the operators given by shape invariance to the Inf'eld-Hull type 
operators that change a parameter, and the shift operators for energy. 
4.1 INTRODUCTION 
The results of supersymmetry and shape invariance derived in Chapter 1 can 
easily be extended to treat spherically symmetric systems. This can be 
1 
achieved by replacing the operators x and p, respectively, by r = ( � · S) � 
and the radial momentum operator (3,4] 
P = i(�-p + e•e) = .!(r•p - ih)r ~ ~ - -- r - ~ -
These operators satisfy the commutation relation 




The results also apply to two non-relativistic spinless particles 
interacting via a spherically symmetric potential V(r), where r = j r - r I
~1 ~2 
is the separation of the two particles. The Hamiltonian H can beT 
separated into Hamiltonians H 
cm 
and H, associated \.lith the motion of the 
centre of mass and the relative motion of the two particles. We write 
H = H +T cm H, 
where 
H 1 p2 




1 2 H=-p+V(r) (4.5) 2M 
Here m and m are the masses of the particles, P = p + p is the total1 2 ~ ~1 ~2 
momentum, _M the reduced mass and p = (mp - m p  )/(m + m ) [3].
~ 2~1 1~2 1 2 




1 2 ~ H = - p + �- + 1/(r)2M r 2Mr2 
2 The operators H, � and L2 are a complete set of commuting operators: they
act on the kets I Ehn) of an angular momentum basis. It is a general 
property of spherically symmetric problems that the energy E does not 
64 
depend on the quantum number m [5]. 
For the purpose of operating on the kets jEfui) one can consider 
instead of H the radial 
H = !__ p2+ ri2eu+ue 2M r 2Mr
2 
Hamiltonian 
+ V(r) , (4.6) 
which is obtained from H by replacing L2 with its eigenvalues h2t(t+l). In 
what follows we denote an eigenket of He by IE£). The corresponding radial 
coordinate-space eigenfunction is RE/ r) 
= (r I El).
For the shape invariance method of Chapter 1, we denote the eigen-
functions for bound states by R (r,a l, where N = 0, 1,N s 
these, ( 1. 38) and (1. 44 )-( 1. 46) are 
. In terms of 
A (r,� )R {r,a) = 0 (4.7) + s O s 
and 
Here 
A ( r, a'. ) R ( r, a: ) = ( E< s> - E ( O} l "2"°R ( r, a )+ s N s N s N-1 s+l 
1 
A (r,ci: )R (r,a: ) = (E C
sl _ E(
Ol )�R (r,a:)- s N s+l N+1 s N+l s 
R (r,a:) N 0 





and O is given by ( 1. 47). N 
The partner potentials V+(r,cx.) are given in
- s 
terms of the superpotential W(r,<l'.) by (1.36) with x replaced by r. 
5 
4.2 THREE-DIMENSIONAL ISOTROPIC NON-RELATIVISTIC OSCILLATOR 
The potential of the three-dimensional isotropic non-relativistic oscilla­















Potentials of the shape (4.12) can be generated from the superpotential 
h(a: -t- 1) 
W(r,a = v'fM wr -
v2Mr 
where 
a= e + ss (s = o, 1, ... ) .












( 4. 13) 
(4. 14) 
hw(oc + 1 (4. 15) 
(4.16) 
where V(r) is the potential (4.12). It can also be shown that the shape 
invariance condition (1.23) is satisfied with remainder 
R(a. ) = 2hw . ( 4. 17) 
Substituting (4.17) in (1.41) we obtain the energy eigenvalues of the 
Hamiltonian with the potential (4. 16) 
E<
o) = 2Nhw (N = 1,2, ... ) , (4. 18) 
N 
(OJ where E = 0 (see (1.39)). The energy eigenvalues of the Hamiltonian with0 
the potential (4. 12) are given by (4.18) plus the constant hw(l -t- ½) (see 
(4. 16)). Hence 
E = ( 2N + l + ,- ) hw (N=0,1,2, ... ) . (4.19)
The coordinate-space eigenfunctions can be obtained by the separation 
of variables 
/\ 
Ip Eli, ( � ) = REt'. ( r ) Y fm ( � ) , ( 4 . 20 ) 
where RE/r) = q-lEl) is the radial coordir:ate-space eigenfunction and
/\ Y
frn
(�) is a spherical harmonic (see Section 2. 2). In this representation 
the radial momentum operator is [3,4] 
ih d pr= - r dr r · (4. 21) 
We use the method of shape invariance to determine the radial 
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eigenfunctions R Cr), where N is the radial quantum nwnber. 
N 







is given by 
0 N O N 2a
z









In (4.23) we change the variable to u 
with z = o::N+ t. This yields 
2 2 = r /a and use the integral (3. 23) 
where 
C (a ) = [ ta2<XN+3r(o:
N
+ ¾) ]--¼- • 
0 M 





equation (4.10). Setting the phase factor in (4.10) equal to unity we find 
that 
R (r, o:: ) 
N 0 
where 
= C Co: ) �z)f./2exp(-r2) F [-N; e+f; r2)
N O  2 2 21 1 2 a a 




readily verify (4.26) and (4.27) by substituting these expressions in 
(4.9) with s=O. On simplifying the result one obtains the rec1.1.rrence 
relation (2. 88) with B=N+l+f and u=r2/a2. 
The various types of shift operations for the three-dimensional 
+
isotropic oscillator are shown in Table 4. 1. The shift operators �e(w) for
a parameter shift both e and the energy. 
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TABLE 4. 1 Shift operations for the three-dimensional isotropic non­
relativistic oscillator. The energy eigenvalues E are given by 
(4.19). The kets IEt) and In£) are eigenkets of the radial 
Hamiltonian H
R
: The notation R (r,a) is explained in 
K SI 
Sect ion 4. 1. 
1. Shape invariance
A (r,a }R (r,a.) = (2Nhwf1"R (r,a ) 
+ s N s N-1 s+l 
A (r, a: )R (r, o: ) = (2(N + l)hw)""2"R (r, a ) - s N s+l K+l s 
where a:= s t + s and A+ ( r, a: ) = -
1-[± i p + ,/fM wr -_ s v2H r 
2. Shift operators for the parameter t [6) 
3. Shift operators for energy [7]
h o d Q:t =  i r
2 
3 + 1 w ere n = 2N + <- an 
n = :t h rp r - 2 + n + -z- - ""2"
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4.3 NON-RELATIVISTIC COULOMB PROBLEM IN AN ANGULAR MOMENTUM BASIS










and k is a positive constant. 
generated from the superpotential 
Potentials of the shape (4. 28) can be 
h(o: + 1) 
W(r,o:) = - s 
+ �h(a:� 1),s v'2M' r s 
where o: is given by (4.14). From (4.30) and (1.36) we obtain 
Thus 
where 
V (r,a:)- 0 
a = 
h2 (o:+ l)(a:;+ 1 :t 1)s s 
= V(r) + h
2 1








and V(rl is given by (4.29). It is easy to show that the shape invariance 
condition (1.23) is satisfied with remainder 
R( a:; ) = _!{_ [( ex + 1) -2 - ( o: + 1) -2) .s 2Ma2 s-1 a 
From (4. 34), (4. 14) and {1. 41), and subtracting the constant in 
obtain the energy eigenvalues of the potential (4.28) 
E = - �
2 2 11 
( N + e + 1) - (N=0,1, ... ) .  
(4.34) 
( 4. 32), 1-1e 
(4.35) 
The radial coordinate-space eigenfunctions are obtained in a similar 
manner to the eigenfunctions of the oscillator in Section 4. 2. Using 










C ( a. ) = [( \ ) ) 
\ r( 2a +0 N «x+ a N 
N. 
1 
3) ]-� (4.37) 
From (4. 10) we obtain t'he normalized radial coordinate-space eigenfunctions 
in the form 
where 
C ( ex ) 
K 0 
and the phase factor in (4.10) has been set equal to unity. 
(4.38) 
(4.39) 
One can readily prove that (4.38) and (4.39) are valid for all 
non-negative integers N. Using (4.38), (4.39), (4.34) and (1.41) in (4.9) 
with s=O we find that (4.9) reduces to 
( 
N+B-1 
l - (B-l)(B-2) u + 
where B = 2e+4 and u = 
Appendix 8. 
B�1 �u)1F1(-N;B;u) = 




proof of ( 4. 40) 
(4.40) 
is given in 
The various types of shift operations for the Coulomb potential are 
summarised in Table 4.2. Note that in Table 4.2 the energy shift operators 
for the Coulomb potential require the introduction of a scaling operator 
[7]. The effect of this scaling operator on rand pr is given by
l:i.± !::. = � l:i.
± 
n n n±l n 
(4. 41} 
In the method of shape invariance, the shift (4.41) is automatically 
achieved by the introduction of the parameter (4. 14). 
4.4 MODIFIED OSCILLATOR AND COULOMB POTENTIALS
The oscillator and Coulomb potentials of Sect ions 4. 2 and 4. 3 can be 
-2 
modified to include a repulsive inverse-square term Ar , where A is a 
positive constant. We can write the potentials (4.12) and (4.29) including 
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TABLE 4.2 Shift operations for bound states of the Coulomb potential (4.29). The energy 
eigenvalues E are given by (4.35). The notation for R/r,as), !El) and Inf)
is explained in Table 4.1. 
A+(r,a )R (r,a)s N s 
A (r,a JR (r,a )- s N s+l 
1. Shape invariance




tR (r,a ) 
Y2M a s 
N+5. N-1 s+t 
h 2 2 1 = �-[ ( a + 1) - - ( a. + 1 ) - ] � R (rt IX 
v2M a 
s M+s+l K+t s 
2. Shift operators for the parameter e [61
3. Shift operators for energy [7]
+ -1 1 
Q� I ne) = { n c n ± 1 H n c n ± 1 J - ec e + n n � 1 n± 1 , e) 




the term �r-2 as follows:
and 
where 








From (4.42) and (4.43) and Sections 4.2 and 4.3, it is clear that 
these potentials are shape invariant. The eigenvalues and eigenfunctions 
of the modified oscillator and Coulomb potentials can therefore be obtained 
by replacing t with 1 in (4.19), (4.26), (4.27), (4.35), (4.38) and (4.39).
For example, for the modified oscillator potential (4, 42), the energy 
eigenvalues are given by {4.19) withe replaced by l: thus 
2 2 1 E = { 2N + 1 • [ ( i + f) + 2MAh - ] °2"} hw
Similarly, 
E = -
from (4.35) we obtain 




for the energy eigenvalues of the modified Coulomb potential (4.43).
Equations (4.45) and (4.46) show that the degeneracy of the oscillator and 
Coulomb problems with respect to t is removed by the repulsive inverse­
square term in (4.42) and (4.43).
4.5 THE ECKART POTENTIAL 
We consider the Eckart potential [1] 
V(r) = A csch2r/a - 8 coth r/a, 
where A, 8 and a are positive constants. 
(4.47) 
This potential tends to -8 as 
r➔ M, becomes infinite as r➔ 0 and has a minimum if B>2A (see Fig. 4. 1).
It is convenient to define the dimensionless operators 
u = r/a a andp= -p ,






fig. 4. 1 The Eckart potential (4.47]. 
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r/a 
which satisfy the commutation relation [p , u] = -i. u If we consider s
states (e=O), we can �ite the energy eigenvalue equation with the 
form potential (4.47) in the 
[�
M 
p:-t- V(u) ]RN(u) = 
where 
2 
V(u) a A 2 = -- csch u
h2 
and 




c R (u)N N 




Potentials of the shape (4.50) can be generated :from the super­
potential 
W(u,o:) = -1-[a coth u - g__] ,
12M s a5 
where 
and 
a:=k - ss (s=0,1,2, ... ) 





k = -f ± t(l + 8Ma Ah-)�. (4.55) 
\fuich of these two solutions must be used is discussed below (see (4.72)). 






= 2M a8 (a6+ l)csch u
K ( a: -- 1 ( 2 2 -2) -o:-t-qa: 2M s s 
(4.56) 
(4.57) 
V ( u, a: ) = V ( u) -t- ,c ( a: ) , ( 4. 58 ) - 0 0 
where V(u) is the potential (4. 47). Also, the shape invariance condition 
(1.23) is satisfied with remainder 
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(4.59) 
Substituting (4.59) ln (1.41) we obtain the energy eigenvalues correspon-
ding to the potential (4.50) 
( 0 l 1 2 2 -2 E = ,c ( oc ) - 2M( ct + q a ) ,N O N N (4.60) 
h N 1 2 N and E(Ol= O w ere = , , ... , . 
!Dal< 0 
The restriction on N is discussed in 
Appendix D, where it ls shown that 
1 
N < k + q""2""
in.ax 
(4.61) 
Using (4.53) and (4.54) in (4.60) and subtracting the constant K(a0), we












( N - k ) 2 , 
where N = 0,1,2, ... ,N 
n>alC 
The normalized solution to (4.7) with s=N is 
R (u,a) = C (a )u-1(sinh u)
-aN exp(qu/a) ,

















It can be shown that the eigenfunctions generated from (4.10) are given by 




) F (-N,2k-N+1;2A+l; 
e-u ] ,N O N O - 2 1 -u u 










and we have set a phase factor equal to unity. In (4.66) and (4.67) it is 
understood that a= k and A = -(q-a::2 )/2«. The validity of (4. 66) and 
0 0 0 
(4.67) can be proved for all non-negative integers N by substituting these 
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equations in (4.9) with s=O. 
with 
This yields the recurrence relation (3. 59)





( 4. 68) 
Consider now the behaviour of (4.66) as u➔ 0. The polynomial F in
2 t 
-N. (4.66) is proportional to u for small u, so -k-1 that R ~ u Thus corres-





Now for R to be a solution to the Schrodinger equation in Cartesian 
N 
coordinates, one must have (4,8]
uR (ul ➔ O as u ➔ a
N 
The form (4.69) satisfies (4.71) whereas (4.70) does not. 
take 
(4.71) 
Hence \Je must 
(4.72) 
This is the expression for k which must be used in (4.62), (4.66) and 
( 4. 67). 
+ 
In Table 4.3 we compare the operators A±(u,a5) with the operators �:
obtained from the factorization method of In.feld and Hull [91 (see 
Appendix D). In this Table we have not given any shift operators for 
energy because, as far as we know, it is not possible to construct such 
operators for the Eckart potential. 
4.6 HULTHEN POTENTIAL (101
The Hulthen potential is given by [10] 
V(r) = -U 
O er/d_ l 
1 (4.73) 
where U and d are positive constants. The potential (4.73) tends to zero 
0 
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TABLE 4.3 Shift operations for the Eckart potential (4.50). The energy 
eigenvalues E are given by (4.62), q is given by (4.54) and k 
is given by (4.72). The kets jEk) are eigenkets of the radial 
Hamiltonian with the Eckart potential. 
1. Shape invariance
A ( u, a ) R ( u, o: )+ s N s 








)[ ( a: + q (X -
s s 
2 2 -2 
[ ( a + q (X ) -
'iii 5 







qa- ) p·R (u, a ) 
M+s K-1 s+l 
2 
( a: + K+s+l qa-
2 )]tR (u,« )N+s+l N+l s 
-1
(±ip + o: coth u - qo: ) 
u s s 
2. Shift operators for a parameter
+ > 




1 2 t I > 1?.� I Ek = [ 2HEa fi + q ( k + � :!:: ) + ( k + ± "1') J E, k:!:: 1 
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as r➔ ex,, and to -oo as r➔ 0. This is shown in Fig. 4.2. The Hulthen 
potential (4.73) can be obtained from the Eckart potential (4.47) by
putting 
A= 0, B = 1U 
0 
and a =  2d . (4.74) 
Using (4.74) in (4.72) yields k = -1•. Substituting (4.74) in (4.47) we 
find 
vcr) = -u r_ 1 + 1] . 
O�r/d_ l "2" 
(4.75) 
Comparing (4.73) and (4.75) it is clear that the energy eigenvalues 
corresponding to the potential (4.73) can be obtained by adding the 
constant tU to the energies in ( 4. 62). 
0 
Using (4.74) in (4.62), setting 
k = -1 and adding the constant ½U we find 
0 
(N=O,l, ... ,N 
max 
where v2= 2Md2U h-2 and N < v-1 (see (4.61)).
0 lllillX 
(4.76) 
Using (4.74) and k = -1 in {4.66) and (4.67) we obtain the normalized 
coordinate-space eigenfunctions of the Hulthen potential 
2 
[ 
-u-1 N+l -1) e R {u, ct ) "' C (ex )u (sinh u) exp �N 1 u) F -N, 2k-N+l; ---]N O H O + 2 1 -u u 





g�;�;!!l) [ (.HN+l) ( 2.HN+l )2;\ J"f
To obtain (4.78) from (4.77) we have used the relation (11]
F (-N B· C· z) = ( 1-z) N F (-N C-B· C· 2 ] 
2 1 ' ' ' 2 1 ' ' ' z-1 





• It is interesting to note that the positive solution in (4.55) gives k=O
when A=O: with this value of k the superpotential (4.52) is undefined
for s=O.
V<rJ 
Fig. 4.2 The Hulthen potential (4.73). 
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In Table 4. 4 we compare the various shift operations for the Hulthen 
potential. The operators Q- in Table 4. 4 are not shift operators forn 
energy, they shift between eigenkets of the same A belonging to different 
potentials (different v) [12]. They factorize an operator related to the 
Hamiltonian with the Hulthen potential. The operators A+(r,a) in 
- s 
Table 4.4 are obtained by substituting (4.74) and k = -1 in the correspon-
ding expressions given in Table 4. 3 for the Eckart potential. We do not 
present the operators 'R.- obtained using the k Infel
d-Hull factorization 
method for the Hamiltonian with the potential (4.73), since the operators 
+ + 
'R.- and� are undefined when k = -1 (see the operators�- in Table 4.3). 
k k+1 k 
4.7 OTHER SPHERICALLY SYMMETRIC POTENTIALS
For certain one-dimensional problems we can extend the results obtained for 
the energy eigenvalues and coordinate-space eigenfunctions to give the 
eigenvalues and eigenfunctions of the corresponding three-dimensional 
problem. In this Sect ion we show how this can be achieved for the Morse 
and the symmetric Rosen-Morse potentials. 
4.7.1 Three-dimensional Morse potential 
Here we consider the s states of the radial Hami 1 tonian ( 4. 6) with the 
potential 
V(r) = o[exp[-2 
r 
: ro) - 2exp[-
r 
: ro)] (4.81)
If we let x = r - r in (3.1) we obtain the Morse potential (4.81). Here 
0 
we assume the limit 




TABLE 4.4 Shift operations for the Hulthen potential (4.73). The energy 
1 
eigenvalues E are given by (4.76) and v = (2Md2U h-2)�.
A (r,a )R (r,0::) + s N s 




2. Shift operators for an operator related to the Hamiltonian
with a Hulthen potential [12] 
Q.:t lnA) = -(n-HlJ(2n.±1)-1[n(n+;\)(n+;\+l)(n±1)-1Jt l n±1,i'o.),n 
where n = N+A+l, A= (-2Md
2
h-2E)t and
o!= ±i(l-e-r/d)� pr+ ne-r/d_ (2n±l)-
1[(n-t±f)
2+ (n-l±fl + �.21
81 
• 
which ensures that p is Hermitian with respect to the bound states. In 
r 
the analysis of Section 3. 1 we must therefore make the substitutions 
and 









- fu(2k + 1 ) (4.83) 
(4.84) 
(see (3.3) and (3.4)). For bound s states the energy eigenvalues are given 
by (3.18), and from (4.21) and (3.28) we obtain the eigenfunctions of the 
potential (4.81) 
1 
R ( r, a. ) = - ¢ ( r, a ) , ( 4. 85) 
N O r N Q 
where 1/J (r,a) is given by (3.28) with X replaced by u (see (4,83)). From 
H 0 
(4.82) and (4.23) it is apparent that the normalization constants in the 
functions !/J (r,a.) above are the same as (3.29). 
N 0 
4.7.2 Three-dimensional symmetric Rosen-Horse potential 




r/a . (4.86) 
Q 
We can extend the analysis for the one-dimensional potential (3.34) with 
U = 0 (Section 3.3) to the three-dimensional case by making the substitu-
1 
tions 
X ➔ u = r/a (4.87) 
and (4. 84). 






) is given by (3.68) or (3.70), and (4.87). From ( 3. 68 ) we 
see that the even functions violate the above condition, so that they must 
be exc 1 uded . Hence the coordinate-space eigenfunctions for the bound s 
The assumption that p is Hermitian with respect to the bound states 
r 
requires that !/J (0) = 0 in (4.85) [12]. 
N 
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states of the potential (4.86) are given by (4.85) and (3.70) with the 
I 
substitution (4.87), where we must include a factor 2� in (3.71) because 
0 s rs oo \.[hereas -oo s x s oo. 
The energy eigenvalues are given by (3.63) where N = 1,3, ... ,N andmalC 
N < k (see (3. 50) with U = 0). Here k is given by the positive solution 
111<1,l( 1 
in (3.44).
















2Ma2 (1 - e-r/a)2 1 e 
(4.8B) 
where /3(/3 - 1) and o: are positive constants. \.le can obtain the potential 





{3(/3 - 1) 
4 




in (4.47) \.fe obtain the potential (4.B8) minus the constant (4.91). From 
(4.90) and (4.72) we find 
k = tC/3 - 1) 
and from (4.91) and (4.54) we obtain 
q = f[a: + /3(/3 - 1)] 
(4,92)
(4.93)
Substituting (4.92) and (4.91) in (4.62) and adding the constant 
( 4. 91) we obtain the energy eigenvalues corresponding to the potential 
(4.88) in the form 












N < t(t3 - 1) + t(a + (3((3 - 1)]� , 
max 
see ( 4. 61). The coordinate-space eigenfunctions for the potential (4. 88) 
can be obtained by substituting (4.89)-(4.93) in (4.66) and (4.67). 
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CHAPTER 5 
SHAPE INVARIANCE WITH APPLICATION TO 
THE MOMENTUM REPRESENTATION [1] 
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In Section 5. 1 we formulate the method of shape invariance in a manner that 
is suitable for application to the momentum representation. Then two 
examples are discussed: the isotropic non-relativistic oscillator (Section 
5. 2 l and the non-relativistic Coulomb problem (Section 5. 3). For these 
problems we use the formulation of Section 5. 1 to determine the energy 
eigenvalues and normalized momentum-space eigenfunctions for bound states. 
The content of this Chapter is based on the paper: de Lange , D. L. and 
Welter, A. ( 1992). Shape invariance with Application to the Momentum 
Represent at ion. Journal of Physics A: Hathematical and General, 25, 
5753-60. A relativistic (Dirac) oscillator and a relativistic Coulomb 
problem are discussed in Chapter 6. 
5. 1 SHAPE INVARIANCE IN THE MOMENTUM REPRESENTATION 
In this Section we present the method of shape invariance in a form that is 
suitable for application to the momentum representation of spherically 
symmetric potentials in an angular momentum basis. The formulation is 
similar to that in Chapter 4 but with some differences. 
Instead of rand p we introduce the operators p = Cp·p)f and
r 
r == f(�-r + r•e) = ! (p·r + ih) , 
p 
~ ~ ~ ~ p - -
�hich satisfy the commutation relation [2] 
[ f ( ) J . h 
df ( p)r p' p = 1 dp . 
For the problems considered below, we make use of the identity [3) 
2 2 -2 2r = r+p � 
p 
( 5. 1) 
(5.2) 
(5.3) 
to introduce the radial operator (5. 1). 
Next we consider the operators 
B (p.�) = ±ir f(p) + W(p,/3) ,± s p s 
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(5.4) 
where (3 (s = 0, 1, ... ) is a set of parameters and W(p,/3 ) and f(p) are s s 
determined below (Sections 5.2 and 5.3). 
adopted in (5. 4) is for lat.er convenience.) 
which are second order in r, namely 
p 
s 
(The ordering of r and f(p) 
p 
�e then construct operators 
.t\�sl= [r/Cp)]
2
+ i\(p,,Ss) + L R(





V (p,(3) = \r(p,�) + hf(p) 
s 
± s s � 
(s) The operators /\± play the role of
"potentials" V+(p,(3) are shape invariant if- s 
v (p.� J = v Cp.� l + R(f3 l ,
+ s - s+l s+l 
(5.6) 
(5.7) 
in Chapter 1. The partner
(5.8) 
where R((3 ) is independent of p and /3 1= g(,B ) .s s+ s 
Suppose 
equations 
/\ ( 9) 
± 
possess discrete spectra and consider the eigenvalue 
(N=0,1, ... ) ,  (5.9) 
where R (p,�) is a normalized radial momentum�space eigenfunction. By 
N s 
analogy with (1.38) we suppose that 
B (p,(3 )R (p.�) = 0, 
+ s O s 
then 
( see ( 1. 39 ) ) . 
( 5. 10) 
(5, 11) 
If the shape invariance condition (5.B) is satisfied then the 
eigenvalues and momentum-space eigenfunctions of .t\ (OJ are given by formulae 
87 
which are similar to (1.41) and (1.44)-(1.47): 
/\�O)= E R(/3k) • 
k=l 
( 5. 12) 





for N = 1,2, The phase ,pin (5.13)-(5.15) is a real constant. 
For spherically symmetric problems in an angular momentum basis, the 
momentum-space eigenfunctions can be obtained by the separation of 
variables [4] 
- - A 
"'EemcEJ = REe'p)YemCeJ 
where i\ip) = (PjEt) is the radial momentum-space eigenfunction and 
Y
em
(E) = (Ejfm) is a spherical harmonic (see Section 2.2). ( The kets I Et) 
are eigenkets of an appropriate radial operator - see below. ) A similar 
calculation to that presented in Section 2.2 yields the spherical harmonics 
Y Im (eJ, which can be obtained by replacing � by e: that is, the angular
coordinates 8 and¢ of� in (2.50) are replaced by the angular coordinates 
a and ¢ 
p p 
I\ 
or E· In the following two Sections we denote the radial 
momentum-space eigenfunctions by R (p, (J ) , where N is the radial quantum 
t( 0 
number. 
In Sections 5.2 and 5.3 we give two examples to which the results 
(5.12)-(5. 16) can be applied, namely the isotropic non-relativistic 
oscillator and the Coulomb problem in an angular momentum basis. Two 
further applications, to a relativistic oscillator and a relativistic 
Coulomb problem are discussed in Sections 6.4 and 6.5. 
5.2 OSCILLATOR IN AN ANGULAR MOMENTUM BASIS
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\.le start with a radial Hamiltonian f'or the isotropic non-relativistic 
oscillator expressed in a form which is quadratic in r [2].
p 
it ls easy to show that 
where 
V(p) = fM,lh2t(e. + 1 )__!__
2 
p 




Comparing (5. 17) and (5.6), we take f = 4H w. "Potentials" of the shape 
(5. 18) can be generated from a "superpotent ial" 
W(p, /3 ) = {fH hw(/3 + u!. - _l_ p 
s s 
p v2M 
Substituting (5.19) in (5.7) � find 
V+(p,/3 ) = tmw
2h
2
(a + l)(a: + 1 ± 1).!_ + 2
1
m p
2- hw(a + 1 + fl
- s s s 2 s 
If /3 = l, then0 
V ( p , /3 ) = V ( p ) - hw (e. + ½) , 
-
0 




/3 = e -+- s cs . 22 J 
s 
then the potentials (5.20) satisfy the shape invariance condition (5.8) 
with constant remainder 
R = 2hw . ( 5. 23) 
In (5.6) let V (p,/3) be given by (5.21): comparing the result with- 0 
(5. 17) we see that 
A (Ol = H - hw(e + f)- e (5.24) 
(0) From (5.12), (5.23) and (5.11) we have .:\. = 2Nhw, and hence for the eigen­N 
values of H
.e 
we obtain the familiar result E = (2N + l -1- f)hw, where 
N = 0,1, . , . is the radial quantum number. 
With W(p,�) given by (5. 19) with s=N andN 
ih d r P= p dp p
the normalized solution to (5.10) with s=N is 
(5.25) 
R (p,/3) 0 N. 
]t[ ] /3H [ 2] 
p p - exp - -




Here p = v'M!iw and n! != n(n-2) ... 2(n even), = n(n-2) ... l(n o dd). The0 
normalized radial momentum-space eigenfunctions for N = 1, 2, ... can be 
obtained by substituting (5. 26) in (5. 15). 
found to be particular cases of 
The first few of these are 
where 
R (p,/3) = e-!N<f>c (o:) [E....]lexp[- _L] F [-N·H O HO p 2211 ' o Po 
C (a:)= [i+ 2 -N(2f+2N+l)!!lt No p;rr�N![(2f+l)!!] 2 
(5.27) 
(5.28) 
and the confluent hypergeometric function F is defined by (2.87). The 
1 1 
identifications (5.27) and (5.28) can be extended to all non-negative 
integers N: we use (5.27) in (5. 14) with s=O to obtain 
(1 - � + � d
d) F (-N; l+f; u) = F (-[N+l]; f.+f; u)<- + �  -c, + .,- U l l  1 1  
(u = p2/p�), which is the recurrence relation (2.88), with B = e+f.
(5.29) 
The radial momentum space eigenfunctions (5.27) can also be obtained 
from the results in Sect ion 4. 2. Comparing the radial Hamiltonian (4.6) 
with the potential fMwr2, with (5. 17) and (5. 18), we see that these 
transform into each other under the substitutions 
and 
p � -Mwr 
r p
From (5. 30), (5.31), (4.21) and p= ../Hhw', 0 
(5.30) 
(5.31) 
it is clear that r/a � p/p .0 
Thus ( 5. 27) and ( 5. 28) can be obtained by replacing r and a by p and p 
0 
respectively in (4.26) and (4.27). 
The various types of shift operations for the isotropic non­
relativistic oscillator in the momentum representation are given in 
Table 5. 1. 
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TABLE 5.1 Shift operations for the three-dimensional isotropic non­
relativistic oscillator in the momentum representation. The 
energy eigenvalues E are given by E = (2N+i+f)hw. The notation 
R/p, (35) and IEi) is explained in Section 5. 1. The kets In£) 
and jEi) denote the same ket. 
1. Shape invariance
1 -
= (2Nhw)� R (p,(3 ) 
N-1 s+1 
B (p,(3 )R (p,(3 ) -
s K s+l 
= (2(N+1)hw]f R (p,�)
K+ 1 s 
2. Shift operators for the parameter t [4] 
1 
P�(w)jEf)= ± �[![£ + hw(t + f ± f)l]�IE±hw, e±l) 
3. Shift operators for energy [4]
-+ 
. 2 
where n = 2N + t and Q-= + � pr - _E_ + n + ½ ± 1 n h p Mhw � 
5. 3 COULOMB PROBLEM IN AN ANGULAR MOMENTUM BASIS 
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(p2- 2ME) J\ l(t+l)(p:- 2ME)
2
) jEi) = 4p�jEl) , 
p 
(5.32) 
where p =Mk/hand k is the constant in (4.29). We consider bound states 0 
(E<O) and define 
u = plMME. r =  �r u p
In terms of these (5.32) can be written
where
Ht = [� r)u
2.., 1) J\ V(u)






2 2 Po e: = - ME - 2l.(l + 1) . (5.37) 
In applying the formulae in Section 5.1 we replace p and r with u and
p 




� = t + s 









l)(u + u )-





1)({3+ s 1 1) (5.40)
(5.41)
where V( u) is given by (5. 36). One can readily show that the potentials 
(5.40) satisfy the shape invariance condition (5.8) with remainder 
R(/'3 J = se + ss + 4 (5.42) 
From (5. 12), (5.39) and (5.42) �e obtain 
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In (5.6) let V (u,/3) be given by (5.41). Then - 0 
A = He - 2 u + 1 )( e + 2 ) . c 5 . 44 ) 
From (5.37), (5.43) and (5.44) we have 
2 2 
2 Po 4N + B£N + BN = - ME - zec e + 1 ) - 2 c e + 1 ) c e + 2) , (5.45) 
which yields the Bohr formula 
2 
Po E = - 2M ( N + e + 1 )-
2 
, (5.46) 
where N = 0,1, ... is the radial quantum number. 
With W(u,/1) given by (5.38) with s=N and r by (5.25) and (5.33), theK u 
normalized solution to (5.10) with s=N is
[
24/3N+s(/3 + 1) 4 (/1 ! )
2
l
f uf., N R (u (3 ) = K M ----=---
o I N 3 2 /3 +2 
p 2n ( 2(3 + 1 ) ! ( U + 1 ) N 
0 H 
(5.47) 
By substituting (5.47) in (5.15) we generate the normalized radial 
momentum-space eigenfunctions for N = 1, 2, It is straightforward 
though tedious to show that the first few of these are particular cases of 
e 
R (u,/3 )=e-iNi;ltc (/3) u F [-N,2f+2+N; e+f; (u2+1)-1] . (5.48) 
Here 
N O K O ( U2 + l /+2 2 1 
[
24,l+a ( f+N+l) 4 ( l !) 2 (2£+N+l) ']
f 
p 3 21tN ! [ ( 2 t + 1) ! l 2 
0 
(5.49) 
u is given by (5.33) and (5.46), F is a hyper-geometric function and (3 = t.2 1 0 
The validity of (5.48) and (5.49) for all non-negative integers N can be 
proved by using (5.48) and (5.49) in (5.14) with s=N. With x = (u2+ 1)- 1
this yields 
(1-2x+ 2(1 - x)x d J s 
2
e + 3 dx /1 {-N, 2l+4+N: e+"2"; xl = / 1 (-[N+l J, 2l+3+N; t+f; x) ,
(5.50) 
which is the recurrence relation (3.91) with B = 2l+4+N and C = t+f. 
The various types of shift operations for the Coulomb problem in the 
momentum-representation are given in Table 5.2. 
TABLE 5.2 
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Shift operations for the Coulomb problem in the momentum 
representation. The energy eigenvalues£ are given by (5.46).
The notation R (p, (3 ) , I Ee) and In£) is explained in Table 5. 1. 
N. s 
1. Shape invariance
B+(p.� )R (p,/3) 
s N s 
Po 
[ ( (3 + 
"V2M s 
1)-2- (� + 
H+s 








1 )-2 _ ( /3 + 
N+s+l 
1J-21t R Cp,/3 J N+ 1 s 
where u and r are given by (5.33), /3 = e + s
u s 
2. Shlft operators for the parameter l (6]
+ -1 2
t 1 
-1 2 where P�e = + ih r/p - 2ME) + (t + ± ""2")p (p + 2ME) 
where n 
J. Shift operators for energy (6)
= N + l + 1 and ila:: I!,.± (=.- _hi pr + 2 ( n + 1 ) po n n p 2 2 2n P + Po
- n ±
Here the action of�± on p and r is 6±np = (n ± l)p�± 
n p n n 
+ r r +
and 6 - ...E. = P 6 - [ 6 J . 




Certain relativistic problems can be treated by shape invariance and also 
by the factorization method [1]. In this Chapter \.le sho\.l how shape 
invariance can be used to obtain the energy eigenvalues and the radial 
eigenfunctions for the follo1,1ing relativistic systems: 
( i) the Klein-Gordon and Dirac equations with a Coulomb potential in
the coordinate representation [21 (Section 6.2),
(ii) a Dirac oscillator [3) in the coordinate and momentum representa­
tions (Sections 6.3 and 6.4) and
(iii) the one-dimensional Klein-Gordon equation 1,1ith a Coulomb-like
potential in the momentum representation [4] (Section 6.5).
We start by giving a brief introduction to the Klein-Gordon and Dirac 
equations for a charged particle in an electromagnetic field (Section 6. 1). 
6.1 INTRODUCTION 
Consider a relativistic particle of char-ge q and rest mass m in an 
0 
electromagnetic field 1,1ith vector and scalar potentials A(r,t) and �(�,t). 
Let H denote the Hamiltonian of this particle and let 
P = (p .!:_ H) 
µ ~' C 
,
X = ( r, ict)
µ 
(µ = 1,2,3,4). The four-vector potential is 
A (x) = [A(x ), .!. �(x )) µ U ~ V C V 
( 6. 1) 
(6.2) 
(6.3) 
The relativistic equations for a spin O or spin+ particle can be written 
in an abstract form (5]. It can be shown that the Klein-Gordon equation is 
and the Dirac equation is 
Here 
( i3' D + m c) ll/1) = 0
µ µ 0 
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(6. 5) 
D = p - qA (6.6) 
µ µ µ 
is the gauge-covariant derivative with p = ih8/8t. Also 
4 




p - [ ; _: l




In (6.4) and (6.5) a repeated Greek index implies summation from 1 to 4. 
Consider a stationary state ll/l(t)) of a time independent scalar 
potential�(:). The time evolution of ll/l(t)) is given by (6) 
j¢(t)) = ll/1) exp(-iEt/h) 
where Eis the energy eigenvalue. Then (6.4) and (6.5) become 
and 
(6.11) 
For the Klein-Gordon equation, the ket 1¢) is a scalar, and for the Dirac 





The Dirac ket {6.12) is normalized according to 
( 6. 12) 
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(t/11¢) = L (1/IAl¢A) = 1 . (6. 13) 
A=:1 
Next we consider spherically symmetric electrostatic potentials. For 
the Klein-Gordon equation with such a potential, the operators H2 , �2 and 
L are a complete set of' commuting operators [l]: 
z 
they act on the kets 
It/I)= jEem) of an angular momentu m basis (see Section 4. 1). For the Dirac 
equation we denote the spin operator by�= t� and the Dirac operator by 
where 
-1 
[ X O l 




The total angular momentum operator is i = L + S.
a complete set of commuting operators [7].
Then H, J~
2
, J and Kare
~z 
and 




j(j + 1) It/I) 
Jzl¥'1) = hmlt/1) 
(j: ½, f, •' •) I 
(m = j, -j+1, ... , j) 
Herek denotes the Dirac quantum number 
k = -17( j + t) , 
where 











This completes our introductory remarks on the Klein-Gordon and Dirac 
equations. 
6.2 RELATIVISTIC COULOMB PROBLEMS
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In this Section we consider the Klein-Gordon and Dirac equations (6. 10) and 
(6. 11) for a chaJ""ged particle in an attractive Coulomb potential 
z 2
qlJl(r) = - ....:L
r 
It is convenient to define the operators 
u = Er and 
-1




These satisfy the commutation relation Ip , uJ = -ih.
u 






- p:) [BJ, (6.23) and (6.24) in (6.10) and replacing �
2 by its
eigenvalues h








Here 1e = h,r/m c, 
0 
2 where ,r = Zq /he is the atomic number times the fine 














where i\. is a dimensionless function of energy, 
1 
A =  [,r2E2/(m2c4- E2)] T . (6.30) 
0 
2 For bound states {E < m c ) , ;\ is real. The eigenfunctions R(u) in (6. 25) 
0 
denote the radial coordinate-space eigenfunctions (rjE£) (see Chapter 4). 
In the Dirac equation (6.11), we can eliminate pin favour of pr using
the relation [BJ a:·p = exp+ ir-1cx O:•L + h), where a "'  ex-�. 
~ - r r  r ~ ~  r 
From the 
Dirac equation with the potential (6.23) one can also obtain a second-order 
equation of the form (6.25). This can be done by first performing a 
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similarity transformation of the Dirac-Coulomb equation and then decoupling 
the resulting first-order equations [10]. 
transformed Dirac-Coulomb problem have the form 
The eigenfunctions of the 
(6.31) 
are the usual spinor spherical harmonics 
[ 11]. The radial functions R and R are solutions to (6. 25) with V(u) 
U L 
given by (6. 26) and 
0 = ( -1) J +l+f' if R = R
(6.32) . f. 1 
-(-l)J + +7, if R = 
< = [ ( j + --})
2- r2 ri (6.33) 
and j = e ± i [12]. The parameters c and A are given by (6.29) and (6.30). 
The transformed radial functions must be normalized according to (131 
(6.34) 
where the upper sign applies if R is R, u and the lower sign if R is R .
According to (6.34), if A=� then R {r) = 0. 
L 
The nonrelativistic Schrodinger-Coulomb equation is also a particular 
case of (6.25): it corresponds to the parameters 
< = e , (6. 35) 
o = 1 and c given by {6.29). Note that for the nonrelativistic equation
the rest mass energy is included in the energy E. 
The parameters A, Cando are summarized i� Table 6.1. 
TABLE 6.1 The parameters�. ( and o in (6.25) 
Klein-Gordon Dirac 
1 0 = ll if R = R 
= 
-7l if R =
l} = 
( -1 ) J + t+ t
6.2. 1 Shape invariance
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Schrodinger 
2 2 2 
1 
(7 m c /2(m c - E)]T 
0 0 
We now prove the shape invariance of the above Coulomb problems. In 
applying the formulas of Section 4.1 to (6.25), we must replace r with u
and pr with p u in ( 4. 7 )-( 4. 11).








a = s + ( + ,½( o + 1 )
s 
From (1.36) and (6.37) we have 
h2a: (« ± 1) 
V (u,o.) = - � + __ s __ s __




V (u,o.) = V(u) + 
- 0 











where V(u) is the potential (6. 26). Also, the partner potentials ( 6. 39)
satisfy the shape invariance condition (1.23) with remainder 
R( 
a: ) = -
mo ic
2 [.!_ - _1]
s 2h2 a: a!-1 .
6.2.2 Energy eigenvalues
From (1.41), (6.41) and (1.39) we have 




The right-hand side of (6.42) is equal to the eigenvalues c of (6.25) plus 
the constant m K2/(2h2a2 ) (see (6.40)). Hence, using (6.29), we find that 
0 0 
(N = 0, 1, ... l . (6.44) 
Note that in the Dirac case, if j = e-f then R does not exist if N=O (seeL 
( 6. 34 ) , ( 6. 44 ) and ( 6. 32) ) . F'rom this and (6.44) it follows that for 
2 2 
j = e-f the values of ;\ start at U:+1) . 
We can now write down the energy eigenvalues. From (6.44), (6.27), 
(6. 28) and (6. 30) we obtain for the positive-energy eigenvalues or bound 
states of the Klein-Gordon equation 








Similarly, for the Dirac equation we find 




where N:.tO if j = e-f. For the Schrodinger equation, (6. 35), (6. 36) and
(6. 44) yield
E = m c 2 [ 1 - � 
2 
( N + f + 1 ) -z J 0 
which is the rest-mass energy plus the Bohr value. 
(6.47) 
In (6.44)-(6.47) the radial quantum number N = 0, 1, ... is equal to 
the number of times that the operator A (r,a) must be applied to generate 
-
s 
R (r,o-.) from R (r,a) (see (4. 10) and Table 6.2). 
N O O N 
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6.2.3 Coordinate-space eigenfunctions
To use ( 4. 10) we must first determine the normalized function R ( r, a ) .
0 N 
This can be obtained from the first-order differential equation (4.7) with 
s=N. Using (4.11) (with r and p replaced by u and p ), (6.37) and (6.43) 
r u 








exp[- 2:J (6.48) 
Here i\. = aN= N+q+f(o+l), ai\.= (h/2m0
c�)i\. for the Schrodinger equation, and




c:r)(i\. + r ) for the Klein-Gordon and Dirac equations. In (6. 48) 
N we have for later convenience chosen a phase factor equal to (-1).
the 
Substituting (6.48) in (4. 10), and using (6.42) and (6.43), we obtain 
normalized eigenfunctions of (6.25) in 
-INS -t [r ]Ao-1 ( RN(r,o:0) = e a;\. CN(a0) a;\. exp -
the form 
�1 F (-N· 2i\. · �)2a� 1 1 ' o' a� (6.49) 




r ( 2i\. + N) 
] 
� 
C (a ) 
o 
N O N!2(i\.o+ N)[r(2i\.0))
2 
(6.50)
One can extend the identifications (6. 49) and (6. 50) to all non-negative 
integers N by induct ion. Using (6.49), (6.50) and (6.42) in (4.9) with 
s=O, we find that (4.9) reduces to (4.40) with 8 = 2?i.
0
+ 2 and u = r/a
i\.
.
Equations (6.49) and (6.50) give the normalized radial eigenfunctions 
for the Schrodinger and Klein-Gordon equations; in these the choice of 
phase a in (6.49) is arbitrary. For the Dirac equation there are three 
additional steps that must be performed to obtain eigenfunctions. 
(1) The phase e is deter-mined by substituting (6.49) in t,he transfer-med
first-order Dirac equations. For this purpose one can use the









This yields e=rr if j = e-+-t, and 8=0 if j = e-f [ 14J. 
(ii) The functions (6.49) are normalized to unity. Thus the normaliza­
tions (6.34) require that an extr-a factor, equal to the square root
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of the right-hand side of (6.34), be included in (6.50). 
(ii i ) To obtain eigenfunctions for the original Dirac equation, one must 
apply the inverse of the similarity transformation used to derive 
( 6 , 25 ) , ( 6 . 26) and ( 6. 29) - ( 6 . 31 l . This procedure has been 
described in detai 1 in the 1 i terature [ 12, 131 and wi 11 not be 
repeated here. 
In Table 6. 2 we compare the transformations for shape invariance of 
the above Coulomb problems with the shift operations for energy of these 
problems. Note that in Table 6. 2 the energy shift operators require the 
+ 
scaling operators A�. 
+ 
These are similar to the scaling operators t:.- for n 
the non-relativistic Coulomb problem (see Section 4.3). 
these operators on r and p is given by 
The effect of 
T 
l:i.± � = _r_ l:i.± ;\ a,\ a?.±t n
+ + 
l:i.�aApr= aA±lprA� (6.51) 
In Table 6.2 we have not given the Infeld-Hull shift operators that change 
the value of the orbital angular momentum quantum number i: 
discussed in Refs. [16]. 
6.3 SHAPE INVARIANCE OF A DIRAC OSCILLATOR [17] 
In this Section we consider the Dirac equation 
with the Hamiltonian 
these are 
(6.52) 
2 H = ca:· (p - im w/3r) + m c/3 , (6. 53) ~ ~ 0 ~ 0 
where w is a positive constant, � is given by (6.8) and /3 by (6.9). The 
system described by (6.52) and (6.53) is referred to as a Dirac oscillator 
[ 17). 2 It can be shown that the operators J , J and K commute with the 
-
z 
Hamiltonian (6.53) [17]. The action of these operators on the kets I�) in 
(6.52) is given by (6.16)-(6.18). 
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TABLE 6.2 Transformations for bound states of the Klein-Gordon, Dirac and 
Schrodinger equations with a Coulomb potential. The energy eigenvalues are 
given by (6.45), (6.46) and (6.47). For the Klein-Gordon and Schrodinger 
equations R ( r, a: ) denote the radial functions in (6. 31). 
K O 
The kets Ii\<':) 
denote the upper or lower elements of the transformed Dirac ket in an 
angular momentum basis [ 1]. The parameters i\, < and 0 are 
Table 6. 1, a
;\ 






the Schrodinger and Klein-Gordon 
equation 9=rr if j = l+f and 8=0 if
1. Shape invariance
equations one can 
j = £-t I 141. 







+ s N s O s N+s N-1 s+l 










v2m u o het 
0 0 
2. Shift operators for energy [15]
and 
+ +·a 1 1 + 
Q�ji\C) = e-l {i\- (Hll[;\.(;\±1) - <;;(1;;+8)]}7(3�clA±1,C),
+ 1 
where ��







The Hamiltonian (6.53) is in 2x2 block form. Therefore the eigenkets 
in (6.52) can be written as 
Ill) - [ 
i II/J)u l 
(6. 54)-
'.:•?Jits)L ' 
where the factors i and <T· � have been introduced for later convenience. 
-1 A Using the relation a.~•P. = a. p + ir o: (�·L + h), where a:= a:·r [8), we can 
•- r r r ~ - r ~ ~ 




H = cet p + ihcr-
1
°' /3K - im cwa: (3r + m0c
'l
f3 , 
r r r O r 
where we have used (6.14) and �'2::: 1 (see (6.9)). 
(6.55)
Using (6. 14), (6. 15), 
(6.55) and (6.54) in (6.52) we find for energy eigenkets that 
A [ 
cr•r 
~ ~ cp + ihcr -l 1{ 
0 
- im cwr 0 
cp
r 














From (6.56) it is straightforward to write down the coupled equations 
(icp + hcr-11{ - m cwr) [1/J). = -(E - m c
'l
) lits).





1{ + mcwr)I¢)."" (E + mc
2
)J¢). (6.58)
r O U O L 
Here we have used o--� "}{ = -"}{ o-•�, [p ,<T·�] = O and (<T·�) 2= 1 [18]. It isr ~ ~ 
obvious that o-•� commutes with r. Decoupling (6.57) and (6.58) we find 
where 
In terms 
2hwm c 2 
0 




h2�U;+1) + f•ow2r2] j;,) • hw(>2m r 2m r 
(6.58) 
(6.60) 
in the convenient form 
+ k + ol ll/J) . (6.61) 
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Here II/I) denote the elements j¢)u or ]¢)L
.
given by 
The paramete,s ( and o are 
� = e 
8 = t if lif') = lif')u , (6.62) 
� = e - lJ 
0 = 1 • f -7 l lif') = l¢)L
and k and 7J are given by (6. 19) and (6. 20).
(6.63) 
The kets (6. 54) must be 
normalized according to (see (6.13))
since (�-�) 2= 1. This requires [3] 
u(¢l¢)u = t(l 
L(l/lll/l)L = t(1 
2 
+ m c /E) 
0 





Because the potential in (6.61) has the same form as (4.12), we can 
obtain the energy eigenvalues and normalized coordinate-space eigen­
functions from the results obtained in Section 4.2. Replacing t with< in 
(4.19) and equating the right-hand side of (4.19) with hw(� � k + o) (see 
(6.61)), we obtain the energy eigenvalues of the Dirac oscillator 
2 2 -1 
_1_ J. E = ±m c {1 + 2hw(m c) [2N +I!.+ 1 + 1J(j + 7)]}" •0 0 (6.67) 
for N = 0,1, ... . Here we have used (6.60), (6.62), (6.63), (6.19) and 
(6.20). From (6.65)-(6.67) and (6.20) we see that when N=O and j = t+f, 
l¢)u does not exist for E<O and ll/l)L does not exist for E>O.
Here 
The coordinate-space eigenfunctions for the Dirac oscillator are given 
= (sign E)M C , 0,R, n, 





< r) are radial coordinate-space eigenfunctions and /.- ( � J are the" Jm ~ 
spinor spherical harmonics (11]. In (6.69), C'= C-� and N'= N-1 if 
j = e+f, N'= N if j = e-f [3). The constants 
2 
1 
M+= (f(l ± m c /E) J
°
'2" (6. 70) 
- 0 
are required because of the normalizations (6.64)-(6.66). From (4.26) and 
(4.27) we obtain 
RN/r,











-1M9 In (4.26) we set the phase factor e equal to unity. For the Dirac 
oscillator the phase 9 can be determined by substituting the limiting form 
as r➔ 0 of FM/r) and Gxe<r) in the coupled first-order Dirac equations
(6.57) and (6.58). This yields 
9 = 1l if j = e + + 
"" 0 if j = e - +
and the factor sign E in (6. 69).
The various types of shift operations for the radial eigenfunctions 
(6. 71) of the Dirac oscillator in the coordinate representation can be 
obtained from the shift operations presented in Table 4. 1. Here we must 
replace e with� (see (6.62) and (6.63)) and use the expression (6.67) for 
the energy eigenvalues E. 
6.4 DIRAC OSCILLATOR IN THE MOMENTUM REPRESENTATION
Here we consider equation (6.52) with the Hamiltonian (6.53) expressed in 
terms of the radial operator r (see (5. 1)). 
p 
'we can eliminate r and :p in 
favour of r and p in (6. 53) using the relation �-� = a: r - ih-
1a: (I>L + h)
p 
·~ ~ 
p p p - -
where a = �·p [19]. This yields for the Hamiltonian 
p 
-1 2 H :;: im cwa. r f3 - m chwp o:: �K.{3 + co:: p + m c f3 , 
0 pp O p p 0 
where we have used (6.14), (6.8), (6.9) and (5.1). 
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(6.74) 
From (6. 52), (6. 54) 
with� replaced by E• and (6.74) we obtain for the upper and lower elements 





-1 m ch.wp K -
0 
-1 m chwp X +
0 









Comparing (6.75) and (6.76) with (6.57) and (6.58) it is clear that 
these equations transform into each other, apart from the factor i 
multiplying j!/J)u in (6.75) and (6.76), under the substitutions
p � -m wr 
r o p 




Thus the radial momentum-space eigenfunctions for the Dirac oscillator can 
be written down by replacing r/a in (6.71) with p/p
0
, where
p = v'm nw :;: fl/a, and a with p in (6. 72). 




2f + 1) ! ! 
l 7+1)!!]
2 
Hence we obtain for the radial 
(6.79) 
(6.80) 
The phase factor (-71i) t in (6. 80) is required because of the factor i
multiplying jw)u in (6.75) and (6.76). This factor can also be determined
by considering additional factorizations for the Dirac oscillator [20].
The energy eigenvalues are given by (6.67). 
The vari ous types of shift operations for the radial eigenfunctions of 
the Dirac oscillator in the momentum representation can be obtained from 
the shift operations presented in Table 5.1. Here we must replace £ with� 
(see (6.62) and (6.63)) and use the expression (6.67) for the energy 
eigenvalues E. 
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6. 5 KLEIN-GORDON EQUATION UITH A ONE-DIMENSIONAL "COULOMB" POTENTIAL IN
THE MOMENTUM REPRESENTATION [4) 
As a final example we consider a spinless relativistic particle with rest 
mass m moving in the one-dimensional potential 
0 
Zq 2 
V(x) = - Txf . (6.81) 
If ....-e let qcll ::: -Zq2/lxl in the Klein-Gordon equation (6.10), replace p 
X 
with -ihd/dx and set p::: p = 0, we obtain the eigenvalue equation 
y z [ 2 2] d 2-rE 1 2 - + � + - rp(x) = ;\ v,(x)




,r = Zq /he , 
2 1 A = ( m c/h )( 1 - c ) 7 
0 






It can be sho;.m that the motions to the right and left of the origin are 
independent: that is, a particle in the right (or left) region will remain 
there indefinitely (4,211. 
Here 
In the momentum representation (6.82) becomes [4] 
(c.; - lJ,;2 :;2 + (2 - v{ls �s - (2 + 3'
2 J)rt/ci;l = o
.; = 2/(1 ± ivq) 
q = p/(q·m c)
0 
v = crm c/hi\ 
0 






In this tranform �
+
(x) denotes the solution for a particle confined to x>O, 
and rp-(x) the solution for a particle confined to x<O. 
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To treat (6.86) using shape invariance, we must rewrite it in a form 
that is similar to (5.6). This can be done by making the substitution 
where 
(6.91) 
and to simplify the notation we have omitted superscripts ± on g or 0. 
Here v is defined by (6.106) and C is a normalization constant. 
(6.90) and (6.91) in (6.86) we find 
(rxEfC�JJ
2












Equation (6.92) is the desired form which we treat by shape invariance. 
Potentials of the shape (6. 95) can be generated f"rom. the "super­
potent ial" 
where 
f3 = k + s 
2 and k is the solution to k(k - 1 l = -7{ That is 
k = 1 +7 - (f - r
2>"½ . 
(For regular solutions to (6.86) we 
[21 J. ) From (5.7) and (6.96) we find 
v+CE,a J- s 
= 




1) f3 (.B± 1)+ 
s 9 
E 
must take the 
I} 




upper sign in (6.98) 
(6.99) 
( In (5. 7) we must set h=l because we are using dimensionless variables.) 
2 Us i ng /3 ( f3 - 1 ) = -r ( see ( 6. 97 l and ( 6. 98 ) ) in ( 6. 99 ) i t is eas i l y 
0 0 
verified that 





where V{i;) is the potential (6.95}. It can also be shown that (6. 99) 
satisfy the shape invariance condition (5.8) with remainder 
Rc�.) = l�t:r- r;;:
r 
Consider bound states of (6.86) 
A (0} = [
{3� + V] 2-
[
/3:+ tJ] 2 
N 2(30 2(3N 
(that is, The eigenvalues 
{N=0,1, . . .  ) 
(6. 101) 
(6. 102) 
obtained from (6.101) and (5.12), are equal to the eigenvalues -f(v+1) 2 
2 2 plus the constant [{/3 + v)/2/3] (see {6.92) and (6. 100)). Hence 
[/32 ]2 O 
O 
;;Nu = f(v + 1) 2 (6. 103) 
Using (6.97) with s=N, (6.89), (6.84) and (6.85) in (6.103) we find 
2 2 -2 - l 
E = m c [ 1 + 0 (N + k) ] � , 0 
where N = 0, 1, ... and k is given by (6.98) with the upper sign. 
(6. 104) 
Finally we use shape invariance to calculate the momentum-space eigen-
+ 
functions for bound states <p-(i;,{3 ) .N' 0 
These are determined from (5. 10), 
(5.15) and (5.4) with R (p,/3) replaced by Q (p,/3) and with the super-
N s N s 
potential given by (6.96). The unnormalized solution to (5.10) with s=N 
is 
Q (I; {3 ) = [-l;-)/3N(i; _ 1) (/3N+V )/2/3�-l). (6. 105) 0 ' N I; - 1 
The momentum-space eigenfunctions n (�,/3) for N=l,2, ... can be obtained 
N 0 
by substituting (6.105) in (5.15). In these calculations care must be 
taken to use the correct expression, in terms of N, for the v which appears 
The function g (�) introduced in (6.90) does not preserve the normaliza­v 
+ 
tion of <p-(i;l when treating (6.92) using shape invariance. 
N 
For this 
reason we do not follow the normalizations as in the previous examples. 
+ 
The normalization of the functions <p-(1;') is performed in Appendix E.
N 
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in (6.105) and (6.96 ). For positive energy solutions v>O (see (6.98)) and 
hence from (6,103) we obtain 
v =k + N .  ( 6. 106 ) 
The Q (p,�) which is used in the shape invariance calculations is 
N s 
associated with the parameter 
v = k + N -+ s ( 6. 107) 
N'+s 
that appears in the eigenvalue of (6.92) (see (1.31)). Thus the value of v 
to be used in the Q (�. /3 ) and the W(�, {3 ) , that are contained in (5. 10)0 K s 
(with s=N), (5.15) and (5.4), is given by (6.107) with s=O. 
The first few functions obtained from (5.15) are found to be 
particular cases of 
Q/!;,/30) = �
k
(� - 1)-t(k+N:+1\Fl(-N,k+l; 2k; �). (6.108)
Here /3 = k (see (6.97)). The identification (6.108) can be extended to all 
0 
non-negative integers N: we use (6.108) in (5. 14) with 
1; (1-�l d 
) 
s=O to obtain 
[
l _ B(2B-N-1)+2N
I;+(28-1) (28-2) 2B-1 di; 2F1(-N, B
+l ; 2B; �)
= F (-[N+l] E· 2B-2· C) , 
2 1 
' ' ' � (6. 109) 
where B=k+l. (In the calculation leading to (6.109) the v contained in the 
superpotential (6.96 ) is given by 
(6.109) is proved in Appendix B. 
v = k+N+l - see above. ) 
N+l 
Equation 
From (6.90), (6.91) (with v = k+N), (E.15) and (6.108) we obtain the 
normalized momentum-space eigenfunctions for the one-dimensional Klein-
Gordon equation with the potential (6. 81). For N= O, 1, . . we find 
Here 





1[-N,k+l; 2k; l±i(�/h.:\.)]n. N o [l±i(p/h;\)] k+l 
C ({3 ) =N 0 
(6. 110) 
(6.111) 
k = i+(f-r2 ) t and (see (6.8�), (6.85) and (6. 104)) A= -2 
-2 -1 
[ 1 +-r ( N + k ) l
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APPENDIX A 
We prove that the transformations (1.20) and (1.21) are valid for unbroken 
supersymmetry. From (1.18) we see that 
A+ jlb�+i> = c� II/J;_0) , ( A. 1) 
and from (1. 19),
(A. 2) 
where o' and o are integers ( see ( 1. 10)).
obtain 
Premultiplying (A.1) by A we 
where we used ( A. 2) with N replaced b:y N-o. 
(A. 3) we find 
(A. 3) 
Us i ng (1 . 8 ) and ( 1. 10) in 
E;+1 I\/J�+1> = c:c:_,5 I\/J:_o+o' > ' (A.4) 
which shows that 
o'-.5=1. (A.5) 
If we take N=0, (A. 1) yields 
(A.6) 
Because the index labelling the kets is non-negative (see (1.10)), it 
follows from (A.6) that .5 � 0. Now (A.5) in (A.2) with N=O yields 
Because o is an integer � 0, ;.ie have from (A. 7) that o::::O or -1. Consider 
the possibility o = -1 in (A. 7): premultiplying (A. 7) by A , and using 
-t-
( 1. 8), ( 1. 10 l and the condition ( 1. 12) for unbroken supersymmetry we have 
+ + -t-
£ JI/J) = 0, and hence E:::: 0. The last result contradicts the property that 
0 0 0 
for unbroken supersymmetry E > 0 (see Fig. 1. 1), and thus o * -1 . . N 
Therefore .5=0 and from (A. 5) ;.ie have o' = l. 
yield 
Hence (A.1) and (A.2)
and 
+ + -
A l!/J > "" C l!/J > . -
N N H+l 
Taking the norm of (A.9), we find 
Hence, choosing a phase factor equal to 








( A. 11 ) 
C�= .I£+ e-te (A.12) 
M N 
Using o=O, o'.::1, (A.11) and (A.12) in (A.4) we obtain 
+ 
E = E (A.13} 
tl+l N 
Equations (A.9)-(A. 13) yield (1.20)-(1.22). 
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APPENDIX B 




(1 - B�l + B�l �u) 1F1 (-N; B; u) =1F1(-[N+1]; B-1; uJ ,
( 
N+8-1 u d 
] 1 - (8-1)(8-2) u + 8-1 du 1
F
1
(-N ; 8; u) =1F1(-[N+l]; 8-2; u) ,





] 1 - N+C u + 8(N+C) u(l-u)du 2F1 (-N, 8 ; C; u) =2F1 (-[N+l); B+l; 
C; u) ,
[ 
B-N-1 u(l-u) d 




8 (2B-N-1)+2N u(l-u) d] 1 
- (2B-1)(2B-2) u + 28-1 du 2
Fl(-N, 8+ 1;2B;u) =2F1(-[N+1],B;28
-2;u) '
[l 
_ 2(2B-1)(8-1)+2N(2N-28+3J + 2(2N-28+3) ( -l)�](2N+1)(28-1) u (2N+1)(28-1) u u du 
x F (-N B· i. u) = F (-[N+l] B-1· .J..· u) 
2 1 ' ' 7' 2 1 





_ . 1. 3 




Here N is a non-negative integer. The function 
!( 
F (-N· B·, u) = °" a (N B)uJ 




(-l) J r(N+l) r( 8) a
J
(N , 8) = 
� f(N+l-j) r(8+j) .
(B. 10) 





(-N,B; C; u) = E a_(N, 8 ,C)uJ , (8. 11) 
j=O J 
(B. 12) 
is a hypergeometric function. 




where b = 1. The left-hand side of (B.8) has the form 
0 
I: b uj 
J=O J 
where b = 1 (see below). 
0 
B.1 PROOF OF (B.1) 
115 
( B. 13) 
(8. 14) 
Substituting (B.9) and (B.10) on the left-hand side of (8. 1) we obtain 
bj= [1 + N:8]a/N, 8 ) - N�8 aJ_l(N,
8)
if 1.:sj:sN, and 
b 
N+l 
Substituting (8.10) in these equations we find 
b = a (N+1, B) 
J J 
b = a (N+1,B) 
N+l N+1 
( 1 ::s; j .:s N) , 
Hence (8. 13) is equal to the right-hand side of {B. 1). 
B.2 PROOF OF (B.2) 
Here 
bt [1 + 8�1]a/N, B) - B�l aJ-l (
N,B)
if l:sj:sN, and 
b 
N+i 
Substituting (8.10) in these equations yields 
b= a (N+l,B-1) j J 
b = a (N+l,B-1) 
N+l N+l 
(1 .-s j :s N) 
Hence (B.13) is equal to the right-hand side of (B.2). 
B.3 PROOF OF (B.3) 
Here 
bJ= (1 + 8�1Jaj(N, B )
if l:5j:5N, and 
N+8-1 




(B-1) (8-2) aN(N, 8)
Substituting (B. 10) in these equations yields 
b = a (N+l, B-2) 
J j 
b = a (N+l, 8-2)N+1 N+1 
(1:sj::s N) 
Hence (B. 13) is equal to the right-hand side of (8.3). 
B.4 PROOF OF (B.4) 
Here 
(N+B+l) (N+B) 
B(N+C) aj-l(N, B ,C)




B(N+C) aN(N, 8, C) .
Substituting (B. 12) in these equations yields 
b = a (N+l,8+1,C) 
J j 
b = a ( N+ 1 , B+ 1 , C) 
N+l N+l 
(1 ::. j :s N) 
Hence (B. 13) is equal to the right-hand side of (8.4). 
B.S PROOF OF (B.5) 
Here 
b (1 j ] (N 8 C) - (
B-N-l+j-l]a (N B CJJ = + C-1 aj ' ' C-1 J-1 ' ' 
if l:sj:sN, and 
b = -
N+l 
Substituting (8.12) in these equations yields 
b = a (N+l,8-1,C-1) 
j j . 




Hence (B. 13) is equal to the right-hand side of (B.5). 








J b/" 1 + 28_1 a/N, E








( 2B-2)( 2B-1) aN(N, 8+1,2B )
Substituting (B. 12) in these equati ons yields 
b = a (N+1, 8, 2B-2) 
j J 
b = a (N+l, E ,28-2 ) 
N+l N+l 
(1 :s: j :s: N) 
Hence (8. 13) is equal to the right-hand side of ( B.6). 












- (2N+l) ( 28-1) a/
N, 8 • "2') - (2N+1)(28-1) 
if 1:sj:sN, and 
b =N+l 
Substituting ( B.12) in these equations yields 
b = a (N+1,B-l,-l-) 
j j � 
b = a (N+l, 8-1, fl
N+l N+l 
(1 :s; j :S N) 
Hence (8.13) is equal to the right-hand side of (8.7). 
B.8 PROOF OF { B .8) 
x a_ (N,8,f)
J-1 
Substituting (8. 1 1) and (B. 12) on the left-hand side of (B.8) we obtain 
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2 (j+l) 1 ] 
bt (2N+l )(2B-1) l - 2N-2B+l a/
N, 8• tl + 2N-2B+1 aj+/N, B, "2') (E. lS)
if 1:Sj:SN-1, and 
-(2N-28+1) 
[ bN= (2N+l)(2B-1) l 
2N 
] - 2N.;...2B+l a/N, B, f) (E. 16) 
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Substituting j=O in (B.15), it is easy to check that b == 1. Using (B.12) 
0 
in (8.15) and (B. 16) we find 





Hence (8. 14) is equal to the right-hand side of (8.8). 
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APPENDIX C 
We prove the result 
A (a )A (a) l,J; (a))= [(E(
OJ _ E (OJ )(E(
OJ _ E (Ol )rt1,;., (o: )) , 
- 0 - 1 H 2 N+2 0 N+2 1 N+2 0 
( C. 1) 
which is used in Section 3.2.4. Replacing N by N+2 in (1.46) and setting
the phase factor e-iNS equal to unity, we obtain
Let 
I,;., (a )) = :r (a )A ( a )A (a l .. , A (a ) l,J; (o: )) . 
N+2 0 N+2 0 - 0 - 1 - N+l O N+2 
then (C.2) becomes 
I,;., (a )) = r (a )A ( a )A (a ){A ((3 ) ... A ((3 ) II/J ((3 l)} 
N+2 0 N+2 0 - 0 - 1 - 0 - N-1 0 N 







where (1.31) and (C.3) were used. Hence the ratio of the energy-dependent 
factors in (C.4) is 
= 
N+2 1 
TT (Er O > - E ( o > ) --:2"
k=l N+2 k-1
; (E(O)_ ECO) )-t
k=l N+2 k+l 




We derive the Infeld-Hull type shift operators for the parameter kin the 
Eckart potential (4.47). We also use the Hellmann-Feynman theorem to 
determine the condition for bound states of this potential to exist. 
Consider the Infeld-Hull factorization type 6 (type F in ref. 17 of' 
Ch. 1) {1] with d = 0 and� replaced by i�. Then 
cot�(x + d) ➔ -icoth�x, (D.1) 
cosec�(x + d) ➔ -icsch�x (D.2) 
and the potential (3.87) in Ref. 1 becomes 
1 2 2 2 Vk(x) = 2M (-2h�q'coth�x + h � k(k - l)csch �x)
In order to keep the same notation used in Section 4.5, we define 
1 2 





Thus according to (D. 4) we must replace k by k+l in the operators and
coefficients (but not in IEk)l for factorization type 6. Using the 
operators (4.48), equations (D.1), (D.2) and (D.5), we find that (D.3) with 
-1 k replaced by k+l is the potential ( 4. 47) if � = a , and if q and k are 
given by (4. 54) and (4. 72) respectively. Hence from (3. 88), (3. 89) of 
Ref. 1 and (D. 1) we obtain the shift operations 
[±ip - (k+-½±t)cothu + q(k+t±f)-1] IEk)
= {2MEa2h-2+ q2 (k+f±-}J-2+ (k+½±½l
2
l�IE,k±l) (D.6) 
For the Hulthen potential k = -1 (see Section 4.6), which results in 
+ -the operators 'R and !R being undefined (see Table 4. 3). 
k k +1 
Because the
Infeld-Hull factorization method requires the factorizations [1] 
and 
A- A+= 2MH + F 
k+l k k+1 k 
+ -
A A = 2HH + G 
k k+l k•l k 
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we see that it is not possible to use this method to treat the Hul then 
potential. Here R- are operators which are functions of r and p whereas 
k r 
A - are functions of x and p . 
k X 
To find the condition for the existence of the bound states, we use 
the Hellmann-Feynman theorem [2). Treating A in (4.47) as a continuous 










The left-hand side of (D.7) is positive, hence we can determine for which 
values of k-N bound states exist. Since k<O (see (4. 72)) we find that 
either 
-qf< k - N < O (D.8) 
or 
k - N > q7 (D.9) 
Here q and k are given by (4.54) and (4.72). The condition (D.9) implies 
that N < k - qt , which is not satisfied if N = 0, 1, . . . 
see that there is a maximum value for N, 
1 
N < k + q� , 
max 
From (D. 8) we 
(D, 10) 
above which there are no bound states. Because N � 0, (D. 10) shows that 
t[O + 8Ma2Ah-2 )
°
t 11 < (Ma2Bh-2 )f (D.11) 
Hence for fixed M, a and A, there is a minimum value of B, below which no 
bound states exist. 
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APPENDIX E 
We perform the normalization of the eigenfunctions 
(E. 1) 
for the one-dimensional Klein-Gordon equation with a Coulomb-like potential 
(Section 6.5). These eigenfunctions must be normalized according to 
-Q) 
To simplify the notation we denote 
hypergeometric function (8.11) by 
at aJ
(N,B,C)
the coefficients a (N,B,C) 
j 
Using (8.11), (E.1) and (E.3) in (E.2) we obtain 
(X) 
















z = p/hA (E.6) 
(see (6.B7)-(6.89)). In terms of (E.5) and (E.6), (E.4) becomes 











where B(x,y) = r(x)r(y)/r(x+y) is the beta function. Using (E.8), (E.3), 
(B. 10) and (B.12) in (E.7) and simplifying, we find 







[f(N+1)] 2 S 




N N (-l)j+l r(2k+J·+t+1) 
s = [ E N 
j=O f=o 
j! l! r(N+l-j)f(N+l-e)r(2k+j)f(2k+t) (E. 10) 
and we have also used the identity (3.67). The sum over j in (E. 10) can be 
expressed in terms of a hypergeometric function using (8.11), (8.12) and 
(8.10). Hence 
Now 














identity (E.12) is proved below.) Next we use (E.12) in (E.11): the 
factor (C-8) in (E. 12) is equal to 
Jl 
(2k-2k-l-1) = ( -f-1) = (-t-1 )(-t) ... ( -f-2-t-N) , 
N N 
which is zero except 
1 
SN= r(2k)r(N-t-1) 
when l = N-1 and f = N. Thus (E. 11) becomes 
[ 
-1 2k-t-N-1 1 1 2k+N ( ) , ) 
_ 2k+2N 
(N-1)! r(2) N. + N! f(l) N+l. - N!f(2k-t-N)
Thus (E. 14), (£. 9) and (E. 2) yield 
c (/3 
) = _1_ (2k) r(2k+N) 
[ 2 
]½ 
K o v'hl.' 42k
+tN! (2k+2N)[f(k-t-f)]
2 
This completed the normalization of the eigenfunctions (E. 1). 
(E.13) 
(E. 14) 
( E. 15 l 
Finally we prove the identity (E. 12) by induction. For N=O, 
some N, we must show that 
(C-8) 
N+l F ( - [ N+ 1 ] , B ; C; 1 ) =2 1 ( C) 
N+l 
Consider the left-hand side of (E.16). From (B. 11) we have 
N+l 
F (-[N-t-1],B; C; 1) = [ a (N-t-1,B,C) 2 1 j 
j =O 




a (N+l,B,C) = a (N,B,C) + b (N+l,B,C) 
j j j 
if 05J:5N, and 
a (N+l,8,C) = b (N+l,B,C) 
N+l N+1 
Using (8.12) and (B. 10) in (E. 18) we find that 
b
J
(N+l,B,C) = Nil aJ
(N+l,B,C) ,
for 0:5j:5N+1. Thus 
N+t 
Eb (N+l,B,C) 





= -N 1 [ (j+l)a. (N+






( E. 19) 
(E.20) 
where in the last step we have (8.12) and (B. 10). Substituting 
(E.18)-(£.20) in (E.17) and using the induction hypothesis (E, 12) we obtain 
(C-8) 
F (-[N+l] 8· C· 1) = (C) 
N
2 l 










because (C) = (C) /(C+N) and C(C+l) = (C) . This proves (E. 16). 
N N+l N N+1 
(E.21) 
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