In Boyle et al. (2000) we propose a simulation method for pricing high-dimensional American style derivatives. The method exploits the uniformity property of the low discrepancy sequences so that the resulting biased high estimator can achieve higher rate of convergence of quasi-Monte Carlo method. In this paper, we extend this work by proposing another estimator that is biased low. It has the computational advantage that it can be obtained concurrently with the high-biased estimator using a recursive valuation approach. Some numerical examples are conducted to demonstrate its efficiency. We also show that further enhancement to the proposed estimator is possible by incorporating the standard variance reduction technique such as the use of control variates.
Introduction
Monte Carlo simulation is an important computational tool for pricing complex derivatives and valuing real options. It widely used in modern risk management since it is well suited for dealing with the large number of variables that are required to analyze the market risk and credit risk of large portfolios. The two most important limitations of the Monte Carlo method are:
• It is sometimes slow.
• The pricing of American options is difficult for high dimensional problems.
In recent years progress has been made along both these fronts. To speed up the method, a wide variety of variance reduction techniques have been proposed. In particular by using specially selected deterministic points, known as quasi-random points, instead of the usual random points, the efficiency of the method can be improved (see e.g. Joy et al. (1996) and Tan and Boyle (2000)). There has also been progress in the application of simulation methods to the valuation of American style derivatives. However even the best methods available are still not very efficient for high dimensional problems and this is exactly where the alternative approaches such as finite difference methods break down. There are two reasons why the valuation of American style options by simulation holds such fascination. First it is a hard technical problem. Indeed until the publication of Tilley's 1993 paper it was believed 1 that American options could not be valued by Monte Carlo simulation. Since then, this problem has attracted considerable academic attention 2 and despite significant progress has not been adequately solved for high dimensional problems. Second, it is a problem of considerable practical interest. The Monte Carlo method is really the only viable numerical technique for high dimensional problems and such problems are becoming more prevalent.
The difficulty in applying the Monte Carlo method to value an American style contract stems from its early exercise feature. At each point the holder of an American option has to decide whether to exercise the contract or continue to hold on to it. A rational investor will select an optimal exercise strategy that will maximize the value of the contract. This problem can be set up in a dynamic programming framework where we can solve the optimization problem by working backwards through time. However in the standard Monte Carlo method we generate future price paths of the asset or assets in question starting from the current time. This forward marching approach clashes directly with the backward recursion feature of dynamic programming. The decision to exercise depends on the topography of the early exercise boundary. The standard Monte Carlo method that we use for European options does not furnish this exercise boundary.
A variety of approaches have been used to value the early exercise feature by simulation. Typically they involve some technique for approximating the early exercise boundary or approximating the transitional density function. It is often difficult to disentangle the errors induced by these approximations from the statistical error associated with the Monte Carlo approach. It is not easy to come up with convergence proofs for many of these methods. A common approach is to show that the proposed simulation method produces estimates which converge for large numbers of trials to the results produced by some other numerical method for a range of examples. Broadie and Glasserman have made important contributions to this problem. They proved (1997a) that for a large class of problems the simulation estimator is biased. They also developed a simulated tree approach which produces two estimators: one biased high and the other biased low. These estimators converge asymptotically and furnish confidence intervals for the true value. Unfortunately, this algorithm becomes computational burdensome when the number of exercise points or underlying assets is large. Subsequently, they propose a stochastic mesh method (1997b) which could handle much higher dimensions. The rate of convergence for this method, however, is very slow and significant variance reduction techniques need to be incorporated in order for this method to be practically useful.
As inspired by the stochastic mesh method, Boyle et al. (2000) showed that with an appropriate choice of mesh density, the method can be combined with the quasi-Monte Carlo technique to achieve a significant bias reduction of the high-biased estimator. In this paper we extend the work of Boyle et al. (2000) by studying properties of a low-biased estimator. The motivation for considering these two estimators jointly is so that the correct value of the problem of interest is bounded by these two estimates. Previously, this method has been considered by Avramidis and Hyden (1999) in the context of a stochastic mesh only.
We also investigate two practical issues not resolved in earlier studies: the first one is related to the construction of the biased-low estimator and the second to methods of combining high-biased and low-biased estimates together. In the last section, we present some simulation study where we demonstrate their efficiencies. Furthermore, we show that additional enhancement can be achieved by using some standard variance reduction techniques, such as the use of control variates.
Low-Biased and Point Estimators

Introduction and Motivation
We are interested in pricing a derivative security whose payoff depends on s underlying asset prices { S t } = {(S 1 t , S 2 t , . . . , S s t )}. The security can be exercised prior to maturity at d + 1 time points (including the initial time), which we will denote as t 0 , t 1 , . . . , t d = T . If the security is exercised at time τ , its value is equal to I(τ, S τ ), where I(·) is a known function, which represents the discounted value of the contract.
For now we do not make any special assumptions about the dynamics of the price process { S t } except that under the risk-neutral measure Q it is a Markov process with a fixed initial state, whose transition probability densities f (t i , t j , x; ·), defined by
exist and are known. We denote the time-zero prices by S 0 and for brevity the transition density functions f (0, t i , S 0 ; ·) by f o (t i ; ·) and f (t i , t i+1 , x; ·) by f i ( x; ·).
The valuation of the American derivative can be formulated as the maximization of its expected exercise value taken over all stopping times (see Duffie (1996) ). Thus we are interested in finding V such that
where τ is a stopping time taking values in the set {t 0 , t 1 , ..., T }. We can solve this problem using the principle of dynamic programming: We find the functions V (t i , ·) through the backward recursion:
and finally set V = V (0, S 0 ). To use this method in practice we must be able to calculate or approximate efficiently the continuations values C(t i , x) for all i = 0, ..., d − 1 and some selected set of points x from the state space. For t = t 0 this can be accomplished using the Monte Carlo method:
is an approximation of V (t 1 , ·) obtained from the backward recursion and X t 1 (1), ..., X t 1 (n) is a random sample drawn from a distribution with density function f 0 (t 1 ; ·). We can repeat the same procedure at t = t 1 , now, however, instead of one integral we have to evaluate n integrals. Proceeding as before, we generate n random points for each conditional ex-
.., n. We could, in principle, proceed in a similar way for the remaining time points t. In practice, however, this method will quickly become unworkable because the number of points will grow exponentially. The key to the stochastic mesh method (Broadie and Glasserman, 1997b) and low discrepancy mesh (LDM) method (Boyle et. al., 2000) is the observation that points that we generate to calculate one conditional expectation can also be used to calculate other expectations. By doing this, we may reduce the rate at which the number of points growths, or even keep it constant. In both methods, first we generate a mesh of state points { X t i (j), i = 1, . . . , d, j = 1, . . . , n}, from R s . In the stochastic mesh method this is achieved by generating random points from a distribution specified by a certain density function g t i , which is referred to as a mesh density. Similar methods are used for the low discrepancy mesh method except that the mesh points are generated by applying the inverse method to a low discrepancy sequence. Once a mesh is constructed, the values V (t i , ·) are calculated using the backward recursion method, where the continuation values are approximated byĈ
is the Radon-Nikodym derivative. We denote the resulting estimateV (0, S 0 ) asV H . The introduction of the weights w is necessary as the points in the mesh are sampled from the density g t i . This procedure, applicable to both stochastic and deterministic mesh points, generates an estimate that is biased high.
A good choice of the densities g t i , i = 1, . . . , d, is crucial for the success of the mesh method. For random sampling, Broadie and Glasserman (1997b) suggest to use the average density
which can be interpreted as a mixture distribution of transition densities with the initial points equally likely to be selected. The authors justify this selection by demonstrating that for European style contracts other choices may lead to a build-up of the error. For American options, a more formal argument in favor of this distribution is presented by Boyle et al. (2000) . In the same paper it has been also shown that a simpler choice of the mesh density g equal to the marginal distribution f o (t i ; ·) will give a very similar rate of convergence. Results presented by Boyle et al. (2000) indicate that an application of low discrepancy sequences can improve significantly the accuracy of the mesh method. In this paper we consider a method that yields biased low estimates.
Low-Biased Estimator
Let us partition the set of indices I = {1, . . . , n} into two subsets, A and its complement A c = I − A, and denote by | · | the number of elements in a set. A biased low estimator is defined in a recursive way similar to the high-biasedV H but at each time step we use the following formula:
where for an arbitrary subset of I, say B, we define
The above estimator is considered by Avramidis and Hyden (1999) , who in the case when g t i is equal to the average density (2) state that it is a biased low estimator of V . Since for low discrepancy sequences we are also interested in using the marginal distributions as mesh densities, we need a result that would cover this case.
Proposition 1 Suppose that the mesh points are generated using
and that the payoff function I(·) is bounded. Then for any positive number α there exist N such that for n > N the estimatorV L , as defined above, satisfies
for all x ∈ R s and i = 0, . . . , d. In the case when I(0, S 0 ) = C(0, S 0 ), the number α can be taken equal to zero.
This result can be extended to the case when the mesh densities g t i depend on the previously generated points in the mesh, as considered by Boyle et al. (2000) . However, for low discrepancy sequences there is very little difference between mesh methods based on such a density and the marginal densities f o . The assumption of the payoff function being bounded is a technical one and can be relaxed at a cost of adding more complexity to the proof. Proposition 1 will hold for any selection of the subset A and we need an additional criterion to determine a desirable partition. In previous studies, two different partitions of I have been used. Avramidis and Hyden (1999) propose to include in the set A only one element but then they take an average of the resulting estimators over all possible choices of this element. Avramidis et al. (2000) in their studies use equal number of points in A and A c . In both cases no formal justification has been provided, however.
To get more insight into the problem, now we consider the variance of the low-biased estimators as a function of the number of points in A. To simplify the exposition, we present an analysis assuming that at the next time step, t i+1 , the value of the contract is known.
Let us fix time step, t i , and a point in the state space, x, and introduce the following notation:
where U is a random variable with the density function g t i , and m = |A|. In the expression for σ 2 (t i , x) we have used V to calculate the variance. For the analysis to be valid this is not an essential assumption; what really matters is that V is non-random.
Using basic probability rules, it is easy to find the variance ofV L :
The last expression suggests ways of partitioning I with the objective of reducing the variance. If x belongs to the continuation region, { x : I(t i , x) < C(t i , x)}, the probability p L (m) will be small for large values of m. This will reduce the size of the second component in the variance but for a fixed n will increase the first term, which corresponds to the variance of estimation of the continuation value. This suggests that for x from the continuation region we should increase the number of points in A c . On the other hand, in the exercise region with I(t i , x) ≥ C(t i , x), we can reduce the variance by increasing the accuracy of estimation p L (m) which suggests increasing the number of points in A.
The above analysis is consistent with intuition and can be useful for an adaptive approach, when a partition of the index set I is allowed to depend on the state point. For a simpler method where n and m are fixed in advance, we may select a good partition by a closer examination of the above formula. For this purpose, we can use the Central Limit Theorem to find the following approximation to p L (m):
where Φ is the standard normal cumulative distribution function and
. From this we can get the following approximation to the variance as a function of the fraction of points, δ, from I included in set A:
In this formula, the variance depends on the point x only through a scalar parameter M . Otherwise it is quite general, as it does not depend on the payoff function I nor the dimension of the state space. Fig. 1 depicts typical shapes of this function: in the middle of the range of possible values of its argument, it is almost flat and close to the minimal value. This suggests that any partitioning that corresponds to δ near 0.5 should be close to the optimal one, regardless of M . This has been verified numerically by constructing a dense set of points for δ and M . 
Point Estimator
An advantage of using the low-biased estimator described in previous section is that it can be constructed using the same mesh points as the high-biased
estimator. An obvious question now is how these two can be combined to define a good point estimate. Below we provide a discussion of a possible solution of this issue and return to it in the next section where we present numerical examples.
As before, we analyze the problem assuming that the value of the contract at the next time step, say t i+1 , is known. Following our findings about optimal choices of the partition of I, here we assume that the number of points n is even and that each subset of I contains the same number of points. For ease of the exposition, let us rewrite the definitions of the biased high and biased low estimators, respectively, as follows:
where C, C 1 , and C 2 are three estimators of the continuation value at mesh point x, defined from formula (4). The estimator C encompasses the entire set I = {1, . . . , n} while both C 1 and C 2 correspond to equal partitioning of the set I with the points being randomly chosen. Our objective is to find a point estimator, sayV P , of the value of the contract V x ≡ V (t i , x) as a linear combination ofV H andV L :
We are interested in finding γ such that V P has good statistical properties. As a criterion, we shall use the mean square error of V P , and for this we need formulas for the variances ofV H andV L . As the variance for the former is given by (6), here we only need to consider the variance of the later. Let us denote by ℵ A the indicator function of a set A. Using conditioning argument we have
where I ≡ I(t i , x), p H (n) = P {C ≤ I} and q H (n) = 1 − p H (n). From this, it can be shown that there exists a constant, say D, such that
To identify the leading term in the right-hand-side of this inequality, we use (7) to find that p H (n) = Φ(M √ n), where as before, M = (I(t i , x) − µ( x))/σ(t i , x). The cumulative distribution function Φ for large values of its arguments admits the following approximation (Abramowitz and Stegun, 1972):
where |R 1 (z)| < 1/(2z 2 ), as z → ∞. Therefore, either p H (n) or q H (n), depending whether µ( x) > I or not, converges to zero at a higher rate than 1/n. This implies that for large n the term that will contribute more to
Using representation (6) , an analogous analysis can be carried out for the variance ofV L . In this case the leading term is V ar[C 2 ].
These results can be used to find γ in (8) that minimizes the mean square error ofV P . We have,
Our previous analysis suggests that
where σ 2 ≡ σ 2 (t i , x). In order to asses the bias of these estimators, we need to find their expectations:
and
By comparing (13) and (14), we conclude thatV H will have a larger bias thanV L . This is consistent with our numerical results. These formulae, however, suggest also that both estimators converge to the true value at a rate that corresponds to representation (10) of the c.d.f Φ. This high rate would make the bias term in the mean square error (11) negligible when compared with the variances. This, however, is due to the fact that in our analysis we assume thatV (t i+1 , ·) is equal to the true value V (t i+1 , ·). This assumption does not play an important role for estimates of relative variances but it is crucial for assessment of the bias. Therefore, to proceed with our analysis we have to rely on our empirical experience, which suggests that both estimators converge at a rate that is close to 1/ √ n. If we apply this to the bias term in (11), then we get
(15) The covariance Cov(V L ,V H ) will have the same order as Cov(C, C 2 ), which is equal to σ 2 /n. Thus, representation (15) can be used to minimize the mean square error with respect to γ and the optimal value is γ o = 0.65. In practice, especially for smaller values of n, we expect this number to be lower due to a lower bias ofV L compared withV H .
For low discrepancy sequences the corresponding rates of convergence of variances will be higher. In particular, for randomized low discrepancy sequences that we have used in our numerical examples, the rates in (12) will become:
Assuming that now estimators converge at the rate log(n) (s−1)/2 n −3/2 , which is slightly higher than our empirical studies show, we can find the value γ that minimizes the mean square error (15) . For LDM method, we do not know the correlation coefficient between C and C 2 . If we denote it by ρ, then the optimal value can be expressed as a function of ρ in the following way
where
, and
Unlike the stochastic case, now the results depend on the dimension of the state space. For example, for s = 2 and ρ between 0.5 and 1, the optimal γ is in the interval [0.83, 0.88]. When s = 5, the optimal values are in the interval [0.79, 0.84]. These particular cases illustrate well the general dependency of γ on some of the parameters. We make the following remarks:
(i) the optimal combination of the high-and low-biased estimators is not sensitive to the choice of the value of the correlation parameter,
(ii) for LDM method, the high-biased estimator has a larger weight assigned to it than in the random sequences case,
The first observation above makes applications of this analysis easy, as we do not have to estimate ρ. Remark (ii) is consistent with the numerical examples presented in the next section.
Numerical Results
In this section we discuss some applications of the low discrepancy mesh method and the stochastic mesh method to the valuation of American derivative contracts. We assume that (under the risk-neutral measure Q) the asset prices follow a multivariate geometric Brownian motion
where r is the risk-free rate of return, B 1 (t), . . . , B s (t) are independent standard Brownian motions, and M is the volatility matrix. We assume that the instantaneous covariance matrix Σ = M M is nonsingular. This model implies that conditional on S t i−1 , S t i has a multivariate lognormal distribution. Hence, the mesh density for the stochastic method becomes the mixture of lognormals (see (2)). In the following simulation studies, the stochastic mesh is generated using the "ran2" pseudo-random number generator of Press et al. (1992) . For the LDM, we use the marginal (lognormal) density f o (t i+1 ; u) as the mesh density together with the scrambled low discrepancy sequences of Owen (1995) . This is motivated by Proposition 1 as well as the results in Boyle et al. (2000) .
Low Discrepancy Mesh vs Stochastic Mesh Estimators
The goal in this subsection is to evaluate the efficiency of the various mesh estimators. For each generated mesh, either based on average density (ADM) or LDM, three estimators are computed:
1. the high-biased mesh estimator, 2. the low-biased mesh estimator, 3. the point mesh estimator (8) . For the ADM method, we set γ = 0.65. For the LDM, we fix γ = 0.85 for the first example and γ = 0.8 for the second example, as justified in the previous section.
For each simulated mesh estimator, we compute the root mean square error (RMSE) as defined by
where M is the number of option contracts,Ĉ i is the simulated estimator for the i-th American option contract based on n mesh points and C i is the true price of the contract. In our numerical examples, we consider two types of option contracts with the following features:
• American call options on the maximum of two assets and with 21 exercise dates,
• American call options on the geometric average of three assets and with 21 exercise dates.
We have chosen These two types of option contracts mostly because the correct option premiums can be approximated accurately using the bivariate lattice method of Boyle, Evnine and Gibbs (1989) and the Cox, Ross and Rubinstein (1979) lattice model, respectively. The option values from these procedures are then used as a benchmark for computing the RMSE. For the American call option on the maximum of two assets, we consider M = 50 option contracts with mesh sizes n ∈ {128, 256, 512, 1024, 2048, 4096}.
The initial asset prices are assumed to be fixed at 100 while the remaining parameter values are randomly generated as follows: the strike price K ∼ U [80, 120], the time until maturity of the contract T ∼ U [1 month, 4 years], the correlation between assets is ρ ∼ U [−0.4, 0.7], the annual interest rate r ∼ U [1%, 5%], the annual volatilities and the annual dividend rates for each asset are, respectively,
For American call options on the geometric average of three assets, we generate 25 option contracts using the same randomization procedure as in the previous example except for the correlations. In this case, we assume that all the pairwise correlations are identical and their values are randomly generated from the range (0, 0.5). For the mesh sizes, we consider n ∈ {243, 729, 2187, 3645, 5832}. The results (plotted in log n vs. log RMSE) are depicted in Fig. 2 . We make the following remarks:
• For both types of option contracts, the high-biased estimators of ADM are extremely biased. The low-biased estimators of ADM, on the other hand, are significantly better relative to the corresponding biased high estimators.
• The proposed high-biased LDM estimator is extremely effective at reducing the bias. The low-biased estimator, on the other hand, is not as efficient. The LDM low-biased estimator compares favorably to the low-biased estimator of ADM for the low-dimensional option contracts while compares inferiorly for the high-dimensional examples. The deterioration of the LDM low-biased estimator as dimension increases can be attributed to the lack of independence of the mesh points but to get a better understanding of this issue more work is necessary.
• For the point estimator, we take the proportion γ as 0.65 for the ADM estimator. This proportion is optimum asymptotically as argued in Section 2.3. The point estimators compare favorably to the high-biased of ADM but inferiorly to the corresponding low-biased estimators. This is a consequence of the slow rate of convergence of the ADM methods and from the mesh sizes considered in these examples, the asymptotic rate has not been attained. In view of the significant biased of the high estimators relative to the low-biased estimators, a possible enhancement to the point estimators is to allow greater weight in the low estimator and a smaller weight to the high estimator. In fact if we had taken γ to be around 10%, the resulting point estimators would compare favorably to both high and low estimators of ADM.
• For the LDM methods, we have used γ equal to 0.85 and 0.8 for the options that depended on two and five assets, respectively. The point estimators are very effective for the low-dimensional problems while not as efficient for the higher-dimensional examples. The larger bias in the underlying low estimator of LDM implies that higher proportion should be assigned to the high LDM estimator. We have again confirmed this observation that using γ = 0.9 would produce point estimators that outperform both high and low estimators.
Mesh Estimators with Control Variates
In the numerical results reported in the last subsection, we show that by taking an appropriate proportion between the low-biased and high-biased estimators, the efficiency of the point estimator can further be enhanced. The experiment, however, also indicates that if an "inappropriate" proportion has been taken, the resulting point estimator can be worst than either the biashigh and bias-high estimates, depending which one is closer to the true value. This can be attributed to the different rates of convergence exhibited by the low-and high-biased estimators. In practice, it is desirable to report the low-and high-biased estimators since this provides a range for which the true value must lie. More specifically, letV L andV H be the low-and highbiased estimators based on M independent meshes andσ(V L ) andσ(V H ) are respectively, the sample standard deviations ofV L andV H . Then the 100(1−α)% confidence interval can be constructed from these two estimators as
where z α/2 is the 1 − α/2 quantile of the standard normal distribution. To ensure that this interval is as tight as possible, one source of enhancement is to reduce the magnitude of bothσ(V L ) andσ(V H ). This can be achieved through the variance reduction techniques. In this subsection, we consider several examples and discuss the impact of incorporating a commonly used variance reduction tool known as the control variate technique.
In our study, we have considered an arithmetic average options with 5 assets and 11 different exercise dates. This is a classical example where there exists no competitive approach for obtaining an accurate estimate of the option price. The parameter values are: K = 100, r = 5%, T = 3 years, S i = {90, 100, 110}, d i = 10%, σ i = 30%, ρ ij = 0.5 for i, j = 1, . . . , 5, i = j. A natural candidate for the control variate in this case is the corresponding geometric average option since the option premium of the geometric average option can be approximated accurately from the CRR model. The results for both ADM and LDM methods based on 10 independent replications are shown in Table 1 . Based on these simulation results, we make the following remarks:
• Incorporating control variates is effective at reducing the variance for both ADM and LDM methods. The impact is marginally more pronounced for the ADM methods (see columns (i) and (ii)).
• The confidence intervals constructed from LDM are narrower than the corresponding intervals from ADM. The order of improvement, as measured by the ratio of the width of the 90% confidence intervals of ADM to LDM, ranging from 3.5 to 5.6 (see column (iv)) without the control variate and 3.3 to 4.5 (see column (v)) in the presence of control variate. 
Conclusion
The current challenge in using simulation to price high dimensional American derivatives is to obtain a procedure that is computationally efficient. In this paper we have made progress on this problem. We have been able to combine two useful labour saving devices in our implementation. The first is the stochastic mesh method of Broadie and Glasserman which solves the problem of the exploding tree by restricting the expansion of the state space as we move through time. The second is the use of low discrepancy sequences, which have already proved useful in the case of European derivatives. We were able to combine both these features in our approach and this is the source of its computational efficiency. In this paper, we have studied two estimators: biased low and biased high estimators. The efficiencies of these estimators are analyzed. The LDM high-biased estimator is in particular very promising. Furthermore, we have also shown that the proposed estimators can be enhanced by incorporating the standard variance reduction techniques such as the control variates. Other techniques are certainly possible and similar order of improvement can be expected. As many of them will be problemdependent, we have not implemented them in this study since our goal was to provide a more general framework for pricing American options.
