Abstract For any open set Ω ⊂ R n and n ≥ 2, we establish everywhere differentiability of viscosity solutions to the Aronsson equation
Introduction
For any open set Ω ⊂ R n with n ≥ 2, we consider the Aronsson equation: Employing the theory of viscosity solutions of elliptic equations, Jensen [19] has first proved the equivalence between AMLEs and viscosity solutions of (1.4), and the uniqueness of both AMLEs and infinity harmonic functions under the Dirichlet boundary condition. See [27] and [6] for alternative proofs. For further properties of infinity harmonic functions, we refer the readers to the paper by Crandall-Evans-Gariepy [11] and the survey articles by Aronsson-Crandall-Juutinen [7] and Crandall [10] . For L ∞ -variational problems involving Hamiltonian functions H = H(x, z, p) ∈ C 2 (Ω × R × R n ), Barron, Jensen and Wang [8] have proved that an absolute minimizer of (1. is a viscosity solution of (1.1), provided H is level set convex in p-variable. Recall that a Lipschitz function u ∈ Lip(Ω) is an absolute minimizer for F ∞ , if for every open subset U ⋐ Ω and v ∈ Lip(U ), with v| ∂U = u| ∂U , it holds
See [14] , [5] , [20] , and [21] for related works on both Aronsson's equations (1.1) and absolute minimizers of F ∞ . The issue of regularity of infinity harmonic functions (or viscosity solutions to (1.4)) has attracted great interests. When n = 2, Savin [28] showed the interior C 1 -regularity, and Evans-Savin [16] established the interior C 1, α -regularity. Wang and Yu [30] have established the C 1 -boundary regularity. Wang and Yu [29] have also extended Savin's C 1 -regularity to the Aronsson equation (1.1) for uniformly convex H(p) ∈ C 2 (R 2 ). When n ≥ 3, Evans-Smart [17, 18] have established the interior everywhere differentiability of infinity harmonic functions, Wang-Yu [30] have proved the boundary differentiability of infinity harmonic functions, and Lindgren [23] has shown the everywhere differentiability for inhomogeneous infinity Laplace equation.
In this paper, we are able to prove Theorem 1.1 by extending the techniques by EvansSmart [17, 18] to the Aronsson equation (1.1) for A ∈ A (Ω) ∩ C 1,1 (Ω) and n ≥ 2. It is an interesting question to ask whether Theorem 1.1 holds for A ∈ A (Ω) ∩ C 1 (Ω).
Preliminaries
In this section, we will describe a regularization scheme of the Aronsson equation (1.1). First, let's recall the definition of viscosity solutions of the Aronsson equation (1.1). Definition 2.1. A function u ∈ C(Ω) is a viscosity subsolution (supersolution) of the Aronsson equation (1.1) if, for every x ∈ Ω and every ϕ ∈ C 2 (Ω) such that if u − ϕ has a local maximum (minimum) at x then
A function u is a viscosity solution of (1.1) if u is both viscosity subsolution and supersolution.
For ǫ > 0 and a uniformly elliptic matrix
We consider an ǫ-regularized Aronsson equation (1.1) associated with B and H B :
For (2.2), we have the following theorem.
Proof. Consider the minimization problem of the functional of exponential growth
where K ǫ is the set of admissible functions of the functional I ǫ defined by
Note that since u ∈ K ǫ , K ǫ = ∅. Let {u m } ⊂ K ǫ be a minimizing sequence, i.e., lim
Without loss of generality, we may assume that there exists u ǫ ∈ K ǫ such that u m → u ǫ uniformly on Ω, and Du m ⇀ Du ǫ in L q (Ω) for any 1 ≤ q < +∞. Since H B (x, p) = B(x)p, p is uniformly convex in p-variable, by the lower semicontinuity we have that
Hence c ǫ = I ǫ [u ǫ ] and u ǫ is a minimizer of I ǫ over the set K ǫ . Direct calculations imply that the Euler-Lagrange equation of u ǫ is (2.2). The uniqueness of u ǫ follows from the maximum principle that is applicable of (2.2). The smoothness of u ǫ follows from the theory of quasilinear uniformly elliptic equations, and the reader can find its proofs in the papers by Lieberman [24] page 47-49 and [25] lemma 1.1 (see also the paper by Duc-Eells [15] ).
Note that any viscosity solution u ∈ C(Ω) of the Aronsson equation (1.1) is locally Lipschitz continuous, i.e. u ∈ C 0,1 loc (Ω) (see [9] and [21] ). Since we consider the interior regularity of u, we may simply assume that u ∈ C 0,1 (Ω). Now we will indicate that under suitable conditions on A, any viscosity solution u ∈ C 0,1 (Ω) of the Aronsson equation (1.1) can be approximated by smooth solutions u ǫ of ǫ-regularized equations (2.2) associated with suitable H B 's. For this, we recall that for any A ∈ A (Ω) ∩ C 1,1 (Ω), it is a standard fact that there exists 
This implies that there exists aû ∈ C 0,1 loc (Ω) such that, after passing to a subsequence, (2.3) u ǫ →û in C 0 loc (Ω). Since {A ǫ } satisfies (2.1) and (2.2), there exists ǫ 0 > 0 such that for any 0
, and the ellipticity constant L ǫ of A ǫ satisfies L ǫ ≤ 2 
below is applicable to u ǫ for any 0 < ǫ < ǫ 1 and we conclude that there exist γ ∈ (0, 1) and C > 0, independent of 0 < ǫ < ǫ 1 , such that
From (2.3) and (2.4), we see that
This implies thatû ∈ C(Ω) andû ≡ u on ∂Ω. By the compactness property of viscosity solutions of elliptic equations (see Crandall-Ishii-Lions [13] ), we know thatû ∈ C(Ω) is a viscosity solution of the Aronsson equation (1.1) associated with A and H A . Sinceû ≡ u on ∂Ω, it follows from the uniqueness theorem of (1.1) (see [9] and [21] ) thatû = u. This also implies that u ǫ → u in C 0 loc (Ω) for ǫ → 0.
A priori estimates
Motivated by [17, 18] , we will establish some necessary a priori estimates of smooth solutions u ǫ of the equation (2.2) associated with A ǫ satisfying (2.1) and (2.2), which is the crucial ingredient to establish everywhere differentiability of viscosity solution of the Aronsson equation (1.1).
In this section, we will assume A ∈ A (Ω)∩C ∞ (Ω), and u ǫ ∈ C ∞ (Ω)∩C(Ω) is a solution of the ǫ-regularized equation (2.2) with B and H B replaced by A and H A .
Lipschitz estimates
We begin with the following theorems.
is a solution of the ǫ-regularized equation (2.2), with B and H B replaced by A and H A . Then we have the estimates
and for each open set V ⋐ Ω, there exists C > 0 depending on n, L, u C(Ω) , dist(V, ∂Ω), and
Proof. The estimate (3.1) follows from the standard maximum principle of the equation (2.2). For (3.2), we proceed as follows. To simplify the presentation, we will use the Einstein summation convention. Denote
Taking ∂ ∂s of the equation (2.2), we obtain
Define the operator L ǫ by
Then (3.3) can be written as
so that by using the equation (3.7) we have
where Du ǫ , DADu ǫ is interpreted as the vector (
and, for β > 0 to be determined later, define the auxiliary function w ǫ by
If w ǫ attains its maximum on ∂Ω, then
hence (3.2) holds. Thus we may assume w ǫ attains its maximum at an interior point x 0 ∈ Ω. This gives
On the other hand, from (3.8) and (3.9) we have that, at
We estimate I 1 , · · · , I 5 as follows. Since ξ, Aξ ≥ 1 L |ξ| 2 for all ξ ∈ R n , we have
Applying Young's inequality, we can estimate I 2 by
where we have used (3.1). Henceforth C > 0 denotes constants depending only on n, L,
, and dist(V, ∂Ω).
Similarly, by Young's inequality we have
For I 4 , by using 0 < ǫ ≤ 1, we have
Finally, for I 5 , we have
Combining all these estimates with (3.9) yields that, at
We may choose β > 1 sufficiently large so that
Multiplying both sides of this inequality by φ 4 and applying Young's inequality implies
Hence we have
This finishes the proof, since v ǫ = 1 2 |Du ǫ | 2 attains its maximum at x 0 .
Next we will establish the boundary Hölder continuity estimate of u ǫ . 
Proof. To show (3.10), assume for simplicity that y 0 = 0 ∈ ∂Ω. Define w(x) = λ|x| γ , where λ > 1 is chosen such that
This is always possible, since u is Lipschitz. Now we claim that w is a supersolution of the ǫ-regularized equation (2.2). In fact, direct calculations imply
Note that we can choose γ > 0 so that
Finally, for the regularization term we can estimate
Putting these estimates together, we have
.
If DA L ∞ (Ω) ≤ δ 0 and ǫ 0 > 0 is sufficiently small, then we have γ ∈ (0, 1) that
By the comparison principle, we conclude that w + u(0) ≥ u ǫ in Ω. Similarly, we have −w + u(0) ≥ u ǫ in Ω. Thus we obtain
This completes the proof.
Flatness estimates
In this section, we will prove refined a priori estimates of the ǫ-regularized equation (2.2) under a flatness assumption. Assume u ǫ ∈ C ∞ (Ω) ∩ C(Ω) is a smooth solution to the ǫ-regularized equation (2.2) associated with A ∈ A (Ω) ∩ C ∞ (Ω).
and if u ǫ ∈ C ∞ (Ω) is a smooth solution of (2.2) that satisfies
then there exists a constant C > 0 independent of ǫ and λ such that 0, 3) ) be such that φ = 1 in B(0, 1), φ = 0 outside B(0, 2), 0 ≤ φ ≤ 1, and |Dφ| ≤ 2.
Applying Theorem 3.1, we have
If max
v ǫ is attained on ∂B(0, 2), then by (3.1), (3.11), and (3.12) we have max
and hence max
so that (3.13) holds. Therefore we may assume that v ǫ attains its maximum at an interior point x 0 ∈ B(0, 2). If |Du ǫ | 2 − u ǫ n (x 0 ) ≤ 0, then Φ(Du ǫ )(x 0 ) = 0 and max
so that (3.13) also holds. So we can also assume
To estimate v ǫ (x 0 ), let L ǫ and F ǫ s be given by (3.6) and (3.5). We need to compute
where we denote e n = (0, ..., 0, 1). Applying (3.12) and Theorem 3.1, we have by straightforward calculations that
and
as well as
Since DA L ∞ ≤ λ and A(0) = I n , we have |A − I n | ≤ Cλ on Ω and hence
Hence we have that
Since ξ, Aξ ≥ 1 L |ξ| 2 , we also have
Combining all these estimates on J i 's, we have
Moreover, similar to the proof of Theorem 3.1, we have
As explained earlier, we may assume |Du ǫ | 2 > u ǫ n at x 0 ∈ B(0, 2). With this assumption we have at x = x 0 that Hence we obtain that, at x = x 0 ,
Here G ǫ m is as defined in (3.4). Now we estimate K 1 , ..., K 5 separately as follows. For K 1 , we have
where (D 2 u ǫ ) n denotes the n th -row of D 2 u ǫ . For K 2 , we have
For K 3 , we have
For K 4 , we have
From (3.7), we have
so that we can apply Theorem 3.1 to estimate
Putting these estimates into (3.16) gives
It follows from (3.17) that
It is easy to see that
By Young's inequality, we have
Thus by Theorem 3.1, we obtain
Similarly, by Young's inequality, we have that
Putting all these estimates together and applying Young's inequality, we conclude that
Combining the estimates (3.14), (3.15) , with (3.18) yields that, at
Thus we have that, at x = x 0 ,
Choosing β > C and applying Young's inequality, we obtain
Thus we conclude that, at x = x 0 ,
Differentiability
This section is devoted to the proof of Theorem 1.1. In order to do it, we need some lemmas. The first lemma is the linear approximation property (see also [21] Theorem 5.1).
Lemma 4.1. Let A ∈ A (Ω) ∩ C(Ω) and u ∈ C 0,1 (Ω) be an absolute minimizer of F ∞ with respect to A in Ω. Then for each x ∈ Ω and every sequence {r j } j∈N converging to 0, there exists a subsequence r = {r j k } k∈N and a vector e x,r ∈ R n such that 
Recall that by [21] Lemma 5.1 there exists u ∞ ∈ W 1,∞ (R n ) and a subsequence {r j k } k∈N of {r j } j∈N such that u j k converges to u ∞ locally uniformly in R n , and weak * in W 1, ∞ (R n ). Moreover, by [21] Lemma 5.5 that there exists a vector e ∈ R n such that u ∞ (x) = e, x , x ∈ R n , and H ∞ (e) ≡ H(0, e) = Lip d∞ u ∞ (0). Given a pair of functions A ∈ A (Ω) ∩ C(Ω) and u ∈ C 0,1 (Ω), and a pair of 0 = r ∈ R and x 0 ∈ Ω, we define
Similarly, for any x 0 ∈ Ω and any non-singular matrix M ∈ R n×n , we define
The following scaling invariant property of absolute miminizers of F ∞ is a simple consequence of change of variables, whose proof is left for the readers.
Lemma 4.2. For any x 0 ∈ Ω, r = 0, and a non-singular matrix M ∈ R n×n , if u ∈ C 0,1 (Ω) is an absolute minimizer of F ∞ , with respect to A, in Ω, then u x 0 ,r is an absolute minimizer of F ∞ , with respect to A x 0 ,r , in Ω x 0 ,r , and u x 0 ,M is an absolute minimizer of F ∞ , with respect to
We also need the following lemma, which was proved in [18] . Proof of Theorem 1.1. For every point x 0 ∈ Ω, we will show that there exists a vector Du(x 0 ) ∈ R n such that
From Lemma 4.2, we may assume that x 0 = 0, u(x 0 ) = 0, and A(x 0 ) = I n . By Theorem 4.1, in order to prove (4.2), it suffices to show that for every pair of sequences r = {r j } and s = {s k } that converge to 0, if 
, we have |a| = |b|. We prove the above claim by contradiction. Suppose that 0 = a = b. Then, without loss of generality, we may assume that a = e n . For, otherwise, let M be a nonsingular matrix such that M a = e n . Set v(y) = v is an absolute minimizer of F ∞ , with respect to A. It is clear that (4.3) holds with u and a replaced by v and e n respectively. Since |b| = |e n | = 1 and b = e n , we have
Let C > 0 be the constant in (3.13) and choose λ > 0 such that
Choose r ∈ {r j } such that (4.5) max
and (4.6) 0, 3) ), λ , where δ(B (0, 3) ) is the constant given by Theorem 3.2.
Then there exists an ǫ 0 > 0 such that for ǫ < ǫ 0
Let u ǫ ∈ C 0,1 (B(0, 3)) be the unique solution of (2.2) associated with A ǫ and H Aǫ , with u and Ω replaced by u and B(0, 3) respectively. Then, by Theorem 3.2, we have that u ǫ → u uniformly in B(0, 3). By Lemma 4.2, u is an absolute minimizer of F ∞ with respect to A. From (4.5), we also have
Hence there exists ǫ 1 ∈ (0, ǫ 0 ) such that for all ǫ < ǫ 1 , (4.8) max
Setting s k = s k /r. Then we have The proof is completed by applying the argument in Theorem 4.1 of [17] .
Proof of Theorem 5.1. We want to show that for every x 0 ∈ Ω and for every ǫ > 0, there exists r 0 > 0 such that
Du(x) − Du(x 0 ) 2 dx ≤ ǫ.
for every r ≤ r 0 . As before, by Lemma 4.2, we may assume that x 0 = 0, u(0) = 0 and A(0) = I n . For an arbitrary 0 < λ < 1, since u is differentiable at 0, there exists r 0 < λ 2 such that 
