ABSTRACT Age estimation from speech has recently received increased interest as it is useful for many applications such as user-profiling, targeted marketing, or personalized call-routing. This kind of applications need to quickly estimate the age of the speaker and might greatly benefit from real-time capabilities. Long short-term memory (LSTM) recurrent neural networks (RNN) have shown to outperform state-ofthe-art approaches in related speech-based tasks, such as language identification or voice activity detection, especially when an accurate real-time response is required. In this paper, we propose a novel age estimation system based on LSTM-RNNs. This system is able to deal with short utterances (from 3 to 10 s) and it can be easily deployed in a real-time architecture. The proposed system has been tested and compared with a state-of-the-art i-vector approach using data from NIST speaker recognition evaluation 2008 and 2010 data sets. Experiments on short duration utterances show a relative improvement up to 28% in terms of mean absolute error of this new approach over the baseline system. INDEX TERMS Automatic age estimation, LSTM, RNN, DNN, NIST.
I. INTRODUCTION
Speaker age is part of the non-verbal information contained in speech. Age estimation consists of automatically determining the age of a speaker in a given segment of the speech utterance [1] . Nowadays we can find lots of younger children using computers and mobile devices. Moreover, the population of elderly people is getting larger and larger, thus, the daily use of these technologies by elderly people is expected to keep growing as well. These facts brings the necessity of all spoken systems being developed to have an user-interface and dialogue strategies capable of dealing with all generations.
For systems that are operated using voice, which are becoming more popular every day, this information can be helpful to adapt such systems to the user giving a more natural human-machine interaction. Hyper-parameters such as speech synthesis speed can change according to the user's age and different models for speech recognition could be trained depending on age. Call centers can also benefit from these systems in order to classify speakers in age categories or to perform user-profiling [2] , [3] . Business involved in market research, targeted advertising or service customization have also shown increased interest in this kind of systems.
While the general influence of speaker age on voice characteristics is being studied since the 1950s [4] , speech-based age estimation is still a very challenging problem for several reasons. First, the perceived age of speakers and their chronological age may differ. Second, in order to develop an age estimation system a database of speech from agelabeled speakers is required. Third, speech contains numerous intra-speaker variability factors that are different from age, including speaker weight, height, temper, mood or context to mention a few. For these reasons the first systems capable of successfully estimating the age from speech were not developed until the early 2000s [1] , [5] , and only a few attempts to build such systems lead to good results.
Nowadays, most of the state-of-the-art systems for age estimation rely on acoustic modeling [6] - [8] . The basic approach of these systems involves i-vector front-end features followed by a regression stage, as shown in figure 1 . An i-vector is a fixed-size representation (typically from 400 to 600 dimensions) of a whole utterance. They were first used for speaker recognition [9] but they have proven useful for a wide range of applications including language identification [10] , gender recognition [11] or speaker diarization [12] to mention a few.
To the best of our knowledge, the following are the two best age estimation systems published so far, and both of them use data from NIST Speaker Recognition Evaluation 2008 and 2010 and share the same performance metric, allowing us to compare our system with those reference systems:
• A system developed jointly by researchers from the University of Eastern Finland and the Brno University of Technology, which is based on i-vectors. In this work, the authors extract the i-vectors and use them as features to train a feed-forward Artificial Neural Network (ANN) in order to classify different speaker ages. [13] .
• A group of researchers from IBM Research in Yorktown Heights, NY, published a system using the same data an procedure that is based on a phoneticallyaware i-vector extractor. Then, a support vector regression (SVR) model is trained and used as a classifier to extract speaker age. Additionally, they transform the target age to a logarithm scale when training the SVR in order to further penalize estimation error for younger speakers compared with older speakers. [14] . The i-vector approach has proven to be successful in several scenarios, but shows a major drawback that makes it difficult to deploy on real-time applications where short utterances are very common; i-vectors are computed using a point-estimate that has a large variance when the amount of data used to compute it decreases, quickly degrading its robustness [15] , [16] .
In this study we propose a new approach to age estimation based on long short-term memory recurrent neural networks. LSTMs are a special Recurrent Neural Network with memory cells that allows the neural network to take long term dependency into account. Thus, the output depends not only on the input but also on previous inputs. This approach has shown good results in related tasks where short-utterances were present such as language identification or voice activity detection [17] - [19] .
Experimental results of the estimated age show that the proposed system achieves 18% to 28% relative improvement over state-of-the-art systems on short-durations in terms of Mean Absolute Error (MAE) on NIST SRE 2008 and 2010 datasets. Furthermore, due to the use of uni-directional LSTMs, our system starts estimating the speaker age with no additional delay, providing a progressive estimation so it can be very easily implemented in a real-time application because it does not need to wait for the whole utterance before starting the age estimation. The rest of the paper is organized as follows: section II is devoted to define both the baseline and the proposed method. Section III describes the experimental setup. Finally, results and discussion are presented in section IV and section V concludes the work.
II. AGE ESTIMATION SYSTEM A. BASELINE SYSTEM
In order to assess the performance of the proposed age estimation approach we have also implemented our version of the state-of-the-art system published by researchers from the University of Eastern Finland and the Brno University of Technology [13] . Furthermore, the same experimental procedure and databases are used as well.
The technique can be divided into two separated steps: First, i-vectors are extracted, then, an artifitial neural network based regressor is trained to predict the age of the speaker.
The i-vector extractor is based on a gender independent GMM-UBM [20] where a Total Variability (TV) modelling strategy is employed in order to model both age and session variability, similar to the system described in [21] . First, an Universal Background Model (UBM) composed of 1024 Gaussian components is trained, then Baum-Welch statistics are computed over this UBM, and a TV space of 600 dimension is derived from them by using PCA followed by 10 Expectation Maximization iterations [22] . All the process, from the parameterization of the audio to the i-vector computation has been done using Kaldi [23] .
Regarding the classification stage, these i-vectors are used as input to train a Multi-layer Perceptron or feed-forward Artificial Neural Network (ANN) [24] to directly predict the age of a speaker. The ANN architecture consists of a single hidden layer with 256 units and tanh activation function fed with the i-vector as input, followed by a single unit that predicts the age being trained using Mean Square Error (MSE) as objective function.
While the baseline has been implemented keeping it as loyal as possible to the original system, a few differences have been introduced in order to keep our systems comparable; the features used to train this system are the same as we will be using in our proposed system, which are further described in section IV-A1. Also, instead of using a gender dependent back-end that is tweaked for long utterances as in [13] , both a gender dependent and a gender independent versions of the baseline have been trained, optimized and tested not only on VOLUME 6, 2018 long utterances but also on short duration segments, ranging from 3 to 10 seconds.
B. LSTM RNN AS AN AGE ESTIMATION SYSTEM
Even though deep neural networks (DNNs) have been successfully applied to many speech related tasks, they rely on stacking a few frames in order to take context into account, restricting any long-term dependency and using a much bigger input vector, leading to models with a much bigger number of free parameters that need to be properly trained with the same data. Recurrent neural networks (RNNs) are deep neural networks (DNNs) where connections can form a directed cycle. Thus, RNNs can exhibit dynamic temporal behavior and should be a good approach to model temporal sequences. However, classical RNNs suffer from the vanishing gradient problem [25] : the gradient of the total output error with respect to previous inputs quickly vanishes as the time lags between relevant inputs, making them difficult to train and apply to real-life applications. A LSTM recurrent neural network replaces the hidden units in a RNN with memory blocks. This allows the LSTM to model long term dependency storing temporal state of the network so the output depends not only on the input but also on previous inputs. Figure 2 shows the typical architecture of a LSTM memory block; it contains a memory cell and three adaptive, multiplicative units called gates, which control the flow of information. Input and output gates allow the information into the block or into the rest of the network while forget gate resets the memory cell. These gates are active not only during test but also when back propagating the errors, solving the vanishing gradient problem of RNNs [26] . More information about the training procedure of a LSTM can be found in [27] .
Our age estimation system consists of one, two or three unidirectional LSTM hidden layers followed by a single feed forward NN hidden layer and finally an output layer. The single feed-forward NN is of equal size as the LSTM hid- den layer and uses Rectified Linear-Unit (RELU) activation function. Its purpose is to map the output of the LSTM to the output layer optimizing it for age estimation. The output layer is a single neuron with a linear activation function that performs the regression to the target age.
In all our experiments the training dataset is split into chunks of 5 seconds from which features are computed using Kaldi [23] ; features used are MFCCs [28] plus Probability of Voice (POV), pitch and delta-pitch appended with deltas and double deltas, further described in section IV-A1. Then the network is fed with these features with no stacking of acoustic frames.
During test time we have tried two different approaches in order to compute the predicted age. Our first approach feeds the neural network with the whole test-segment and gets only the last output of the LSTM. In the second one we split the test-segment in chunks of 5s and combine the scores as we will see in section IV.
III. EXPERIMENTAL SETUP
One of the main concerns when working with an architecture that has not been applied to a given problem before is to compare it with other well-established methods. For this reason, all the results have been reported on the same datasets and following the same metrics than the two state-of-the-art systems mentioned before, [13] and [14] .
One of most widely used databases to train and test different systems involving large amounts of speakers is the one collected by the United States National Institute of Standards and Technologies (NIST) for their series of Speaker Recognition Evaluations (SRE) as it contains rich meta-data labeling and a large number of both speakers and utterances. Following this trend, the data used for our experiments comes from the NIST SRE evaluations from years 2008 and 2010. Reproducing the experimental setup originally described in [13] , we consider utterances from speakers that are 20 to 70 years old yielding a total of 1597 speakers and 9442 telephone utterances with a sampling rate of 8 kHz. Figure 3 shows the age histogram of the selected speech utterances. In order to train the UBM and the Total Variability matrix we use all the available NIST SRE corpora except NIST 2008 and NIST 2010.
Two objective measures used in previous publications [13] , [14] are considered to assess the performance of the age estimation system:
• Mean absolute error (MAE), computed as in equation 1, where N is the number of test utterances,ŷ n is the predicted age and y n the ground truth for the age. Lower MAE means better performance.
• Pearson's correlation coefficient between the vectors of ground truth and the estimated ages as in equation 2, where µ y and σ y stand for the mean and standard deviation of actual ages while µˆy and σˆy denote the same measures of estimated ages. The higher the Pearson's correlation coefficient the better the performance.
In order to train, test and compare our approach consistently we adopt the same experimental setup originally described in [13] ; we use a cross-validation strategy splitting 2008 and 2010 NIST SRE corpora into 15 folds avoiding overlap of speakers in different folds. Then, 15 independent neural networks are trained using 13 of the folds to train the network, one to stop the training and the remaining one to assess the performance. Final MAE and Pearson's correlation coefficient shown in the paper are computed averaging them over the 15 different folds.
Concerning the optimization of the ANN used in the baseline, we divide the training data into several mini batches and neural network weights are optimized according to gradient of the mean squared error function (MSE) [29] in every mini batch using stochastic gradient descent (SGD) [30] . ANNs have been trained with a learning rate of 0.0001, a L1 regularization penalty of 0.1 and a L2 regularization penalty of 0.01 to avoid over-fitting [31] .
In order to train our LSTMs, we use Keras toolbox [32] using mean squared error function (MSE) [29] and Adam algorithm [33] with a learning rate of 0.001, β 1 of 0.9, β 2 of 0.999 and of 10 −8 . In order to prevent LSTMs being over-fitted to training data we use dropout algorithm [34] on the mapping hidden layer with a probability of dropout of 30%.
IV. RESULTS AND DISCUSSION

A. PARAMETER SELECTION
After running a few preliminary experiments we set a LSTM with two hidden layers of size 256 as a starting point because of its good performance. Using this architecture we explore and analyze the impact of all the hyper-parameters and setup in order to find the best configuration for our age estimation system. Parameter selection was performed using femaleonly data and tested on 5 folds instead of 15 in order to reduce the computational cost.
1) FEATURE SELECTION
We tried three different setups in order to find the best performing features for age estimation:
• Standard MFCCs with 20 static features and frame size of 20ms with 50% overlap.
• The same MFCCs plus Pitch (in Hz) and Normalized Cross Correlation Function (NCCF) [35] extracted using Kaldi's default parameters.
• MFCCs plus three different features; Probability of Voicing (POV), pitch and delta-pitch obtained processing both NCCF and pitch as it is described in [36] . Then, delta and delta-delta are computed and appended in the three different setups resulting features of size 60, 66 and 69 respectively. Results, that can be seen in Table 1 , are shown averaging the estimated age for all the 5 seconds chunks in the test segments with a 50% overlap. Best training results are obtained when using MFCC + Pitch + NCCF but we can see that the system generalization capabilities are poorer than those of the last system, which is the one that shows the best performance on test set, so we will be using these features from now on.
2) TARGET TRANSFORMATION
Neural networks often perform better when their output is constrained in some range and normalized. In this work we trained our neural networks comparing three different transformations of the targets:
• Without any transformation, predicting the actual age.
• Computing the standard deviation and average on the training set of each fold to normalize target age to have zero mean and unit standard deviation.
• Using the following logarithmic normalization; g(y) = log (y − β), where β is the minimum age in training set plus a small constant (we used a constant of 1) to avoid the logarithm of zero, as it was done in [14] . As shown in Table 2 the logarithmic normalization does not help in our LSTM approach. However, the zero mean and unit standard deviation significantly improved the performance of the system. Even though this transformation is a simple scale and shift of the target, it makes the training of the network easier improving its performance. Thus, that transformation is used in the rest of the experiments. VOLUME 6, 2018 
3) OUTPUT COMBINATION
Utterances in our dataset are typically longer than 3 minutes. Following previous work on LSTMs [17] , [37] our system is trained on chunks of 5s in order to have more training utterances and to avoid saturation of the memory cells in the LSTM. In this section we want to compare different approaches to deal with long utterances. The first approach consists of running the whole test utterance and taking a decision at the end. All our other approaches start splitting the test set in chunks of 5s with 50% overlap and computing an output for each chunk. Then, we combine them doing average, median, or computing N age bins, selecting the most popular with frame decisions and average all the outputs within that bin. Table 3 shows the different performance depending on output treatment. Splitting the test utterance and taking the median of all computed outputs obtains the best result so far; this procedure is used in the rest of this paper. 
4) TOPOLOGY OF THE NEURAL NETWORK
Once we have decided about the input features and output transformation, we wanted to explore the size and the depth of our neural networks. All configurations consist of one, two or three hidden LSTM layers followed by a feed-forward NN layer of the same size and finally a single neuron output layer. Table 4 shows the results obtained with all the different architectures. We know that when we are dealing with neural networks we should find the size of model that fits a given task. It is well established that every task has an inherent complexity and we should find the size of model that can solve this problem, because a smaller model will not be complex enough to deal with the task but a bigger model will need more data and will be more difficult to train. In this work, we empirically found that the best result is obtained with a LSTM of two hidden layers of size 256 and going for bigger or deeper architectures does not help in this scenario. Thus, this is the topology selected for our work.
B. LONG DURATIONS RESULTS
In this section we want to compare our best system with the reference system [13] and with our own version of their system. Table 5 shows the results obtained for both male and female using gender-dependent and gender-independent systems. As we have seen in other applications, LSTM based approaches perform slightly worse than the reference system on long durations in both gender dependent and gender independent schemes [17] . Even though such long utterances are hardly found in real applications, these results show that the proposed system shows a small degradation on these long utterances compared to the improvement that it achieves when dealing with short utterances, as shown in section IV-C. Moreover, we want to highlight that the proposed system could be easily deployed in real-time scenarios as it gives a continuously improving estimation of the age with almost no delay. 
C. SHORT DURATIONS RESULTS
The main contribution of this paper is to propose an original system capable of providing a gender independent, on-line age estimation from speech so it could be easily deployed in real applications. Applications such as forensics or personalized call-routing frequently deal with very short utterances. In this section, we show the improvement of the proposed system compared to state-of-the-art age estimation systems in these conditions. Table 6 shows both male and female results of LSTM and baseline approach when dealing with short utterances. Results show that our LSTM based system is consistently better than the reference system when dealing with short utterances, obtaining from 18% to 28% relative improvement in terms of MAE on predicted age using test utterances of 3, 5 and 10 seconds. In addition, we see very small degradation when using a gender independent LSTM neural network compared to the gender dependent experiments, making the gender independent system very suitable for real, on-line applications. We also want to highlight the fact that with the proposed approach, we do not need to set a test utterance length but we can start progressively estimating the age as soon as we have the very first seconds and we keep improving our prediction as we receive more data.
V. CONCLUSIONS
In this work, we proposed an original LSTM-RNN based system for age estimation, specially designed to be easily deployed in on-line applications where short utterances are present and real-time continuous estimation is necessary.
Through this study, we explored several configurations of LSTM-RNNs systems and compared them with a stateof-the-art i-vector based system. Results using NIST SRE 2008 and 2010 data showed that the proposed system clearly outperforms previous approaches in presence of short utterances.
In addition, the proposed system can progressively estimate and improve the age estimation on a streaming basis and shows very little degradation when coping with gender independent scenarios, making it a very good fit for on-line applications such as call-routing in call-centers, userprofiling or targeted marketing.
Results on NIST SRE data demonstrate that LSTM-RNN based approach, when dealing with short utterances ranging from 3 to 10 seconds, and compared to state-of-the-art i-vector systems achieved from 18% to 28% relative improvement.
