In this paper, a new denoising algorithm is proposed for hyperspectral image data cubes. With the strong correlations of the image bands, the low-rank structure of the hyperspectral image is explored by lexicographically ordering the 3-D data cube into 2-D matrix. Based on this property, the traditional principal component analysis (PCA) denoising model is established. For hyperspectral images (HSIs), the noise intensity in different bands is different. Therefore, a noise-adjusted iterative randomized singular value decomposition (NAIRSVD) algorithm is proposed to solve this PCA model. Combined with adaptive noise estimation and upper bound rank estimation, the proposed NAIRSVD algorithm is free from manual parameter determination. Several experiments were conducted to illustrate the performance of the proposed algorithm.
INTRODUCTION
With the wealth of spectral information available, hyperspectral imagery has drawn a lot of attention from various application fields, including urban planning, mapping, agriculture, forestry, and monitoring. However, hyperspectral images obtained by multiple detectors may be corrupted by different noises, which severely degrades the quality of the imagery and limits the precision of the subsequent processing [1] . It is therefore meaningful to reduce the noise of hyperspectral imagery.
In recent years, many denoising methods have been proposed for the denoising of hyperspectral images, such as the multidimensional analysis method [2] , the total variation model [3] - [4] , and so on. One of the most famous methods is the principal component analysis (PCA) model, which uses orthogonal transformation to convert the hyperspectral imagery into a set of values of linearly uncorrelated variables called principal components (PCs). It assumes that the high-dimensional hyperspectral data underlines a low-dimensional intrinsic space, indicating that the first few PCs contain most of the information and the rest of the PCs are considered to be noise. Thus, the hyperspectral data is denoised via inverse transformation of the first few PCs. However, the variance of hyperspectral imagery does not necessarily reflect the real SNR of the image, due to unequal noise levels being incurred in the different bands. Furthermore, it is also possible that some useful information is included in the last PCs. To address these issues, some improved methods have been developed [5] - [6] . In our previous work [7] , a robust PCA model was adopted to simultaneously remove Gaussian noise, impulse noise, and stripes. Recently, a Stein's unbiased risk estimate based singular value thresholding (SURE-SVT) method [8] has also been proposed for low-rank MRI image denoising.
In this paper, we propose a noise-adjusted iterative randomized singular value decomposition (NAIRSVD) algorithm for HSI denoising, based on the classical PCA model. The contributions of this paper are summarized as follows. Firstly, we introduce randomized singular value decomposition (RSVD) [9] to the HSI denoising model. An iterative regularization technique combined with RSVD is then proposed to further separate the signal from noise. In addition, different relaxation weights are utilized for each band, considering different noise intensities. The experimental results also demonstrate that NAIRSVD clearly improves the denoising results in comparison with some of the aforementioned techniques, both in the quantitative evaluation and visual effect.
THE CLASSICAL PCA MODEL
An observed HSI data, denoted by
, can be modeled as:
where 1 2 [ , ]
 is the Casorati matrix (a matrix whose columns comprise vectorized bands of the HSI) of the degraded hyperspectral image
is the Casorati matrix of the clean image For HSI, adjacent bands typically exhibit strong correlations. Additionally, nearby pixels in a HSI are also typically highly correlated, exhibiting the low-rank structure of HSI. In [7] , we investigated the low-rank property of HSI from the perspective of the linear spectral mixing model. All these factors have inspired us to use the classical PCA model to solve the denoising problem:
(2) To date, many algorithms [5] - [8] have been proposed to solve this classical model. In this paper, we introduce a randomized singular value decomposition (RSVD) [9] algorithm to approximate the low-rank matrix X . The RSVD algorithm can be summarized as Algorithm 1. 
THE NAIRSVD METHOD FOR HSI DENOISING
In this section, a noise-adjusted iterative regularization technique is proposed to be combined with RSVD to further improve the denoising result.
A. NAIRSVD for HSI Denoising
Consider HSI data u of size M N p × × . To utilize RSVD to denoise this image, it must first be transformed into a MN p × Casorati matrix Y . However, in many HSIs, spatial dimensionality will greatly exceed spectral dimensionality ( MN p  ), and Y is typically a very thin matrix. The RSVD may result in blurring and loss of details. Therefore, we divide the HSI into patches and denoise the Casorati matrix of each patch sequentially [7] - [8] . The image patches are sampled with spatial overlapping regions, and the size of each patch is set as 20 20 p × × . After processing all the patches of the HSI, we synthesize the denoised image from these clean patches. In the rest of this paper, we use: RSVD ( ) r f u = (3) to denote the RSVD process of all overlapping HSI patches, for simplicity. f denotes the synthetic denoised HSI, and r is the upper bound rank of all the Casorati matrices.
To thoroughly separate the signal from the noise, a noise-adjusted iterative regularization technique combined with RSVD is proposed here to denoise the HSI. Iterative regularization is widely used in inverse problems, and the performance improvement has been reported in [10] .
The basic idea of iterative regularization is to add the output denoised image of each iteration back to the input noisy image as the input of the next iteration, i.e., 1 (1 )
where k denotes the iteration number, δ is a relaxation parameter, which is between [0, 1], k u is the input image of the k-th iteration, and k f stands for the output image after the RSVD process on k u . In the iterative process, if the noise is uniformly distributed in all the bands, the performance improvement is outstanding. However, in most HSIs, different bands have different noise levels. Based on this fact, we extend the idea of iterative regularization with selection of δ related to each band, denoted as:
We also propose a noise-adjusted determination method for An intuitive explanation of this decision-making strategy in (5) is as follows. As the iteration starts, only strong signals (with large singular values) can survive the RSVD processing and contribute to the initial noise-free HSI f . However, a partially recovered signal will be fed back to the input signal through (5) to lower the estimation of the noise. In return, weaker signals can be identified and added to the signal estimate. In addition, when the noise level is lower in the i-th band of the input image, the low recovered signal of i-th band will be added back to the input signal in the i-th band, and vice versa. This strategy can help to protect the weaker signals in the high SNR bands, which will be fed back to the performance improvement of the low SNR bands. As the iteration progresses, we usually observe that the estimated noise variance monotonically decreases. Meanwhile, the HSI image structures are progressively recovered until the convergence. The NAIRSVD algorithm for HSI denoising is summarized as Algorithm 2. From Algorithm 2, we can see that only two parameters need to be considered, i.e., noise variance W and the upper bound rank r. 
RSVD ( )
k k r f u + + = via (3); Update 1 k k = + ;
End While

B. Adaptive Determination of the Parameters
In this part, we introduce a noise estimation method. Based on the estimated noise, an upper bound rank estimation technique is also proposed.
Noise estimation is a classical problem for HSI, and many techniques have been devoted to it. In this paper, we adopt the multiple regression theory based approach which was also adopted in [11] . . The upper bound of the rank is set to r, meaning that the first r-dimension subspace must contain a signal.
EXPERIMENTAL RESULTS AND DISCUSSION
In this part, we apply the proposed HSI denoising method to conduct both simulated and real HSI data experiments. To thoroughly evaluate the performance of the proposed algorithm, we select two similar noise reduction methods for comparison, i.e., the SURE-SVT method [8] and the low-rank matrix recovery (LRMR) method [7] . For LRMR, we manually adjust the parameters to the optimum and set the step size as 4, as introduced in [7] . For SURE-SVT and NAIRSVD, the step size is set as 8. The patch size of all three methods is 20 20 p × × . For the simulated experiments, we compute the PSNR and SSIM values between each noise-free band and denoised band, and then average them. These are denoted as MPSNR (mean PSNR) and MSSIM (mean SSIM).
The HYDICE image of the Washington DC Mall is used in our simulated experiments. The image is of size 256 256 191 × ×
. Before the simulated process, the gray values of each band of the HSI were normalized between [0, 1]. For the simulated process, we add noise as the following two cases:
Case 1: The same distribution of zero-mean Gaussian noise is added to all the bands. The noise variance is 0.02, 0.04, 0.06, 0.08, and 0.1, respectively.
Case 2: Different variance zero-mean Gaussian noise is added to each band. The variance value is randomly selected from 0 to 0.1, and the mean variance value is 0.059. Table I presents the denoising results of the different algorithms in Case 1, and Table II presents the denoising results in Case 2. Fig. 1 shows band 11 of the Washington DC Mall image before and after denoising, which is contaminated by Gaussian noise, with a noise variance value of 0.08. From Tables I and II and Fig. 1 , it can be clearly observed that the proposed method outperforms the other two methods. SURE-SVT can get comparable results in Case 1, but performs badly in Case 2. LRMR cannot effectively separate the signal from noise. We also show the PSNR and SSIM values of each band in Case 2, as presented in Fig. 2, to give a further quantitative assessment.
To demonstrate the superiority of this noise-adjusted iteration, as introduced in (5), Fig. 3 gives the output MPSNR and MSSIM values of each iteration in the top 50 iterations for NAIRSVD, with the two different update modes, as in (5) and (4) . For update mode (4), the iteration factor δ is the same for all the HSI bands, and we choose δ as 0.2, 0.4, 0.6, and 0.8 for comparison. From Fig. 3, we can see that the differences in the output MPSNR and MSSIM values are small after 50 iterations when δ varies from 0.2, 0.4, 0.6, and 0.8. However, the noise-adjusted iteration update mode in (5) has a clear advantage over the update mode in (4) .
We also adopt the AVIRIS Indian Pines image to conduct a real data experiment. The data size is 145×145 pixels, with 220 bands. Since no reference image is available, we just provide the two image groups for a visual quality comparison. Fig. 4 presents bands 103 and 149 of the denoised images. It can be clearly observed that SURE-SVT can only remove part of the noise. Compared to LRMR, NAIRSVD can suppress the noise and preserve the detailed information more effectively. 
CONCLUSION
In this paper, we propose a noise-adjusted iterative randomized singular value decomposition (NAIRSVD) method for HSI denoising. Based on the PCA model, RSVD is introduced to explore the intrinsic low-rank Casorati matrix of the HSIs. A noise-adjusted iterative regularization technique is then proposed to further denoise the HSIs. The experiments confirm the promising denoising performance of the proposed method. 
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