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We study the non-singularity and limit properties of the renewal kernel R = C K*” associated 
with a positive convolution kernel K(x, dy x df) defined on a general measurable space (E, 8). 
The principal tool is the use of embedded renewal measures. As an application we consider 
continuous parameter semigroups (R,(x, dy); t 2 0) of transition kernels on (E. 8). 
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1. Introduction 
Let K = {K(x, A); x E E, A E SO9?+} be a non-negative transition kernel from a 
general, countably generated, measurable space (E, 8) into the product space 
(E x [w,, ZYC39’i!+). (Iw, = [0, a), L%+ = the Bore1 u-algebra of R,.) This means that 
(i) for each x E E, K(x, *) is a a-finite measure on (E xR+, 80%+), and 
(ii) for each A E 8@%!+, K( . , A) is a measurable function on (E, ‘8). The 
convolution K, * K2 of two such kernels K, and K2 is defined by 
(K, * Kz)(x, dy x dt) = 
II 
Ki(x, dz x du)K,(z, dy x d( t - v)). 
E W+ 
The notation K*” means the n-fold convolution K * . . . * K, n 2 1. We set K*’ = I, 
the identity kernel 
I(x,A)=l if(x,O)EA, 
= 0 otherwise, for x E E, A E 80.%!+. 
Our main object of interest in this paper is the renewal kernel 
def m 
R = 1 K*” 
fl=O 
associated with K. R can also be characterized as the minimal non-negative solution 
of the operator equation 
R=I+K*R. 
The theory of the special case of non-negative transition kernels K(x, dy) on 
(E, 8) has its origins in the works by Perron [28] and Frobenius [13] (they studied 
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the case where E is a finite set and K is a matrix), and was extended e.g. by 
Vere-Jones [37] (E countable) and Tweedie [36] (E general); a survey of (the 
probabilistic approach to) this theory is given in [26]. 
Our aim in this paper is to formulate and prove some extensions of this theory 
to the renewal kernel R( x, dy x dt) associated with a transition kernel K (x, dy x dt). 
Our basic method is the use of an embedded regeneration structure. This technique 
was introduced in the context of Markov chain theory by Athreya and Ney [4] and 
Nummelin [23]. For stochastic transition kernels K(x, dy x dt) this technique was 
described in [5] and [24] (using a probabilistic approach via the theory of semi- 
Markov processes). The main novelty of our paper is to show that a weak non- 
singularity condition (see Definition 2.1) is sufficient for the existence of the embed- 
ded regeneration structure (see the Minorization lemma and Theorem 3 in Section 
4). We construct the regeneration scheme via an elementary ‘algebraic’ decomposi- 
tion result for the renewal kernel R. This approach is somewhat similar to that used 
for positive transition kernels on (E, ZT) (cf.[ 15,6,25], [26, Section 4.31). 
There exists a vast literature on the limit theory for Markov renewal kernels. Our 
contribution is to prove total variation type limit theorems for the renewal kernel 
by using the Stone decomposition of the embedded renewal measure (see Theorems 
1 and 2). Section 3 contains the main new limit results; the proofs are given in 
Section 5. 
In Section 6 we will consider as an application a general continuous-parameter 
semigroup (R,(x, dy); t E Iw,) of transition kernels on (E, 8). Namely, with a semi- 
group (R,) there is associated a kernel 
X(x, dy x dt) = e-‘R,(x, dy) dt, 
and the semigroup is reobtained as the density (w.r.t. Z, the Lebesgue measure on 
([w,, %+)) of the associated renewal kernel 
R(x,dyxdt)= f K*“(x,dyxdt)=1(x,dyxdt)+R,(x,dy)dt. 
II=0 
This idea enables us to reduce the analysis of continuous-parameter semigroups to 
that of discrete-parameter convolution kernels. We will prove that a weak non- 
singularity condition implies the existence of an embedded renewal density (see 
Theorem 5). Our approach leads also naturally to results concerning with eigenfunc- 
tions and limit theorems for semigroups (see Theorem 4 and the corollaries of 
Theorem 5). 
From the probabilistic point of view most important is the case, where the 
transition kernel K is substochastic, that means K(x, E x Iw,) G 1. Then we will use 
the symbol Q instead of K. With a substochastic kernel Q there is associated a 
(possibly terminating) Markov renewal process (X,,, T,; n E N) with transition prob- 
abilities 
${X,+, E dy, T,+, - T,Edtl~~;X,=x}=~{XIEdy, T,Edt(Xo=x, T,=O} 
= Q(x,dyxdt), HEN, 
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where Fn denotes the m-algebra generated by the random variables X0,. . . , X,, 
To, . . . , T, (see e.g. [8, Chapter lo]). The n-step transition probabilities of (X,, T,,) 
are given by the convolution Q*n, 
${X,,~dy, T,~dtjX,=x, T,=O}=Q*“(x,dyxdt). 
The renewal kernel R = CTSp=, Q*” has the probabilistic interpretation 
R(x,A)=IE ; lA(Xn, T,)lXO=x, T,=O 
n=O 1 
(iE denotes expectation, lA denotes the indicator function of the set A E ‘iY@ B.+). 
At the end of Section 6 we will specialize our semigroup results to the important 
markovian case (i.e. R,(x, E) c 1). 
2. Preliminaries 
In this section we will present the basic terminology and hypotheses and state 
some preliminary results concerning the Laplace transforms of the kernel K and 
of its renewal kernel R = Cyzp=, K *“. 
We adopt the following notation: 
KA(x, dy x dt) = e”‘K(x, dy x dt), 
K(x, dy; t) = K(x, dy x (t, a)), 
I?(x,dy; t)=K*(x,dyx(t,~~))= 
J 
eA”K(x, dy x du). 
(1.00) 
The Laplace transform k(A) of K is defined as the kernel 
&x,dy;h)= J e”‘K(x, dy x dt) R+ 
on (E, 8). Clearly its nth iterate equals to the Laplace transform of the n-fold 
convolution K*“, 
k(A)” = (K*“)A(h); 
in particular 
Also 
&O)“(x, dy) = K*“(x, dy x13,). 
I?(A)= f I?(A)“. 
n=o 
Henceforth we assume that the following basic hypothesis holds (for transition 
kernels on (E, Z?) we use the terminology of [26]): 
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Basic hypothesis. The kernel i(O) is q-irreducible for some a-finite measure q on 
(E, 8); that means, for any x E E, cp-positive set B E ‘ZY, 
K*“(x,Bx[W+)>O forsomen=n(x,B)al. 
We write rC, for the maximal irreducibility measure, i.e. i(O) is $-irreducible and 
any other irreducibility measure cp is absolutely continuous w.r.t. II, (see [36] or [26, 
Section 2.21). In fact +(. ) is equivalent to the measure pR(( * ) x R,) = 
5 ddx)R(x, (*>x~+). D enote Z?+ = {B E 8: +(B) > 0). 
We also always assume that K is non-degenerate, that means 
r#+UC(Ex(O,oo))>O. 
Frequently we will assume that K is a spread-out kernel, this means: 
Definition 2.1. The kernel K is called spread out, provided that for some set B0 E 8+, 
for all x E BO, the measure K*“(x, a) is nonsingular (w.r.t. $x I) for some n = n(x) 5 
1, or equivalently, the renewal kernel R(x, * ) is non-singular for all x E B,. 
Remarks 2.1. (i) In [22] these kind of kernels were referred to as belonging to the 
class 9. 
(ii) By irreducibility there is no loss of generality in taking B, = E in the above 
definition. 
Following closely [2] we call the number 
A = sup{h > --cc: i(x, A; A) <a for some x E E, A E ‘@} 
the convergence parameter of the kernel K(x, dy x dt). K is called A-transient if 
I?(x,A;A)<co forsomexEE,AEZ?, 
otherwise it is A-recurrent. We have the following result, the proof of which is similar 
to that for transition kernels K(x, dy) (see [36, Theorem l] or [26, Theorem 3.21). 
We call a non-empty set F E 8 closed, if K (x, F’ x R,) = 0 for all x E F. Note that 
$(F”) = 0 [26, Proposition 2.51. 
Proposition 2.1. (cf. [2, Theorem 11). (i) A<a. 
(ii) There exist a closed set FE %‘+ and a countable partition { Ci; i 2 0) c 8 of E 
such that 
l?(x,Ci;A)<a forallxEF,h<A,i>O, (2.1) 
and 
ff(x,B;h)=coforallxEE,A>A,BE@. (2.2) 
(iii) If is A-recurrent, then (2.2) holds with A = A; if K is A-transient, then (2.1) 
holds with A = A. 0 
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Remark 2.2. The statements of Proposition 2.1 could as well be taken as the definition 
of the convergence parameter A, and of A-recurrence and A-transience (cf. [2]). 
Assume now for a while that the kernel K is A-recurrent. By [36] we know that 
then the kernel I?(A) has an invariant function h, i.e., 
Z?(A)h = h. 
Moreover (see [26, Theorem 5.1]), h > 0 everywhere, h < 63 $-almost everywhere 
and h is minimal and unique in the sense that for any function h’s0 satisfying 
h’ak(A)h’, $(h’)>O, h’%-oo, there exists a constant O<c<co such that h’=ch 
Q-almost everywhere and h’a ch everywhere. The kernel I?(A) also has a unique 
(up to scalar multiplication) invariant measure v (see [36]) 
&A)=T. 
def 
The measure v is equivalent to 1,4. Hence the density p = dv/d$ is strictly positive 
and finite $-almost everywhere. (In Theorem 3 we will give explicit expressions for 
h and r, when K is spread out.) 
Write 
E,={xEE: h(x)<oo}={xEE:O<h(x)<oo}. 
Note that $(Ei) = 0. We call the kernel K positive A-recurrent, if 
& “zf 
I 
&“h(t) dt = JJJ t e”‘h(y)r(dx)K(x, dy x dt) R+ E E W+ 
is finite. 
For later purposes let us briefly consider some basic elements of renewal theory: 
Suppose that E = {x0} is a one-point set, and assume that the measure 
def 
F(dt) = K(x,,, {x0} x dt) 
is u-finite. Then 
def 
U(dt) = R(x,, {x0} x dt) = : F*“(dr) 
It=0 
is the renewal measure associated with the measure F. (F*’ = e. denotes the probability 
measure concentrated at the origin; F*“, n 2 1, denotes the usual nth convolution 
power of F.) Hence 
U(R+) = (1 - F([W+))-’ <cc if F(IW+) < 1, 
=CU if F([W+) 2 1. 
Let $(A) denote the Laplace transform of F, 
$(A) z J e”‘F(dt), -coSA~a3. R+ 
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Assume that F is non-degenerate, i.e. F(0,03) > 0. The convergence parameter A is 
given by 
A=sup{h2--co: iT(A)<co}=sup{A+co: P(A)<l}. 
The measure F is A-recurrent if and only if 6(A) = CO. Note that, by the renewal 
equation RA) c 1, and that $(A) = 1 if and only if F is A-recurrent. 
3. The decomposition and limit results 
In this section we state our main results. In order to motivate them we will start 
by looking at the special case of the renewal measure U associated with a probability 
measure F. 
Set 
F(t) = F((t, a’)), p,=~~+lF(df)=~~+F(f)dt. 
Note that U * F(t) = 1. In this case we have the following result, due to Stone. Note 
that U is non-singular if and only if F is spread out, that means, some convolution 
power F*“o is non-singular. 
Stone’s decomposition theorem [31]. Let U be the non-singular renewal measure 
associated with a spread-out probability measure F. Then it can be decomposed as 
U(dt) = U,(dt) + u( t) dt, 
where U, is a finite measure and u(t) is continuous and has the limit 
fiJ% U(f) = I//+. 0 (3.1) 
If F is a spread-out probability measure and its mean pF is finite, then by applying 
Orey’s theorem to the associated forward Markov process (cf. [19] or [l]) we have 
lim (U-(l/pcLF)I( * F(t)=O. 
,+CC 
In fact this result follows easily from Stone’s decomposition. Namely, let 
_u(t)=infu(v) (Tl/~~,ast+co). 
“Z=f 
Write _u( t) dt = _u. I(dt). Then, since g * F( t)Tl, we have 
ju-(l//_&j* F(t)c(U-_u. r>* F(t)+((l/&?)z-_u. I)* P(t)+0 
as t+m. 
Another corollary of Stone’s theorem is the following uniform renewal theorem: 
If F is spread out with mean ~~~03, then 
$2 U(t+U=(U/-+)~(~) uniformly over r G [0, a], for all 0 < a < 00. 
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By using the concept of conjugate probability measure we can easily extend 
Stone’s theorem to arbitrary A-recurrent E Recall that for A-recurrent F we have 
g(A) = 1. Hence F/l(dt) “zf e”‘F(dt) is a probability measure, called the conjugate 
probability measure of F (cf. Feller [12, Section X1.61). Applying Stone’s theorem 
to F” leads to the following corollary. 
Corollary 3.1. Assume that F is a spread-out A-recurrent measure on @I+, 9+) with 
“A-mean” p “, = j,, t e”‘F(dt) (~a). Then 
U(dt) = U,(dt)+ u(t) dt, 
where co(A) is jnite, the density u(t) is continuous and 
itt ed4’u(t) = l/p;. 
Zf in addition p c < ~0, then 
limIU”-(l/~~)I(*P(b)=O. 0 
,-‘X 
Now we will formulate the general decomposition and limit results. In Section 5 
we will prove the following two theorems. 
Theorem 1. Assume rhat K is a spread-out A-recurrent kernel. 
(i) The renewal kernel R = CyCp_, K*” can be written in the form 
R(x, dy x dt) = Ro(x, dy x dt) + r(x, y, t)$(dy) dt, 
where, for every x E E,,, y E E, the density r(x, y, t) is continuous in t and satisjes 
fi&e”‘r(x, y, t) = (llyi)h(x)p(y) (p = drld$), 
the measures Z?,(x, ’ ; A), x E Eh, are a-$&e (there is even a sequence E’“’ T E,,, 
common to all x E E,,, such that Z&(x, E (*I. A) are finite) and, for any rr-integrable ,
function g 2 0, 
L 
R,(A)g(x) ta3 for n-a.e. x E E. 
In the case of positive A-recurrence we have the following “monotone conver- 
gence” theorem. 
Theorem 2. Assume that the kernel K is spread out and positive A-recurrent. Then 
there exist a function h(x, t), x E E, t E [w, and a transition kernel QT( t, B), t E Iw,, 
BE 8, such that 
and 
R(x,dyxdt)>(l/p”,)e-“‘h(x, t)z-(t,dy) dt, 
Ji+; Th(x, t) = h(x), x E E, 
iitTr(t, B)= r(B), BE 2% 
(3.2) 
(3.3) 
(3.4) 
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As corollaries to Theorem 2 we obtain two total variation type convergence results 
(the proofs are again in Section 5): 
Corollary 3.2. Assume that K is spread out and positive A-recurrent. Then for each 
x~E, 
Corollary 3.3. Assume that K is spread out and positive A-recurrent. Then there exists 
an increasing sequence of sets E’“’ t Eh such that, for all x E E,,, n 5 1, c > 0, 
!i_n+(q t+A)=(l/&)h(x)~xl(A) 
unzformly in AG E’“‘x[O,C] (t+A dzf{(x,f+~): (x,s)EA}). 
Remarks 3.1. (i) For a functional analytic approach to the limit theory of renewal 
kernels the reader is referred e.g. to [33] and its references. 
(ii) For the limit theory of markovian renewal kernels see e.g. [30, 16, 18, 20, 3, 
24, 221. 
4. Embedded renewal measures in the renewal kernel R 
In this section we will show that for a spread-out kernel K there is an embedded 
renewal measure in the associated renewal kernel R. This result will allow the use 
of renewal theory in the analysis of R. In the case, where K = Q is the substochastic 
transition kernel of a (possible terminating) Markov renewal process (X,,, 7’,), the 
embedded renewal measure has a probabilistic interpretation in terms of a renewal 
process embedded in the Markov renewal process (X,,, T,) (see also [3, 5, 241). 
Recall from Section 2 our basic hypothesis that the kernel R(O) is irreducible 
having maximal irreducibility measure I/J. As before, A denotes the convergence 
parameter of K. In addition, throughout this section we assume that the kernel K is 
spread out. Our starting point is the following Minorization lemma. It proves that 
the concept of a C-set (see [ 173 or [27, Section 1.21) admits a generalization from 
the discrete case to our kernel K. The Minorization lemma improves Theorem 3.1(i) 
of [24] by relaxing the hypotheses. 
Minorization Lemma. Assume that K is spread out. Then there exist an integer rn,> 1, 
a constant p > 0, a $-positive set C E 8+ and a + x l-positive set D E 80 S2, such that 
the density k’“o’(x, y, t) of K*T(x, dy x dt) (w.r.t. t,b x 1) satisfies 
k”‘@(x,y,t)>@ forallxEC,(y,t)ED. (4.1) 
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The proof will be given at the end of this section. 
Remark 4.1. We can always find versions of the densities k’“‘, m 2 1, which are 
jointly measurable in x, y and t (cf. [27, Section 1.11). 
Writing 
s(x) = Plc(x), v(dy x dt) = l&y, tM(dy) dt 
and 
SO V(X, dy x dt) = s(x)Y(dy x dt) 
we can write the minorization inequality (4.1) shortly as 
K*“o3S@V. (4.2) 
Henceforth we let m,,, s and v bejxed quantities satisfying the above minorization. 
Let us assume for a while that m, = 1, i.e. 
KZSOZJ. 
This does not cause any loss of generality, since we could otherwise look at the 
kernel Kemo. 
Let us write R,, for the renewal kernel corresponding to K -SO V, 
00 
R,,= 1 (K-sOv)*“, 
n=O 
and 
def 
H(x, dt) = R,,s(x, dt) ( I = R,, (x, dy x dt)s(y) , E 
II(dy x dt) = v * R,,(dy x dt) 
v(dxxdv)R,,(x,dyxd(t-u)) 
Theorem 3. Assume that the kernel K is spread out and the minorization inequality 
(4.2) holds with m, = 1. 
(i) The measure US,, on ([w,, 9?+), defined by 
U,,,(dt) = Eo(df)+ v * Rs(dt) 
is a renewal measure associated with the measure 
(4.3) 
def 
F,v(dt) = v * Rs,zAdt). 
We have &(A) =S 1; equality holds if and only if K is A-recurrent. In particular Fs,” 
is a probability measure if and only if K is O-recurrent. 
(ii) When K is A-recurrent, then thefunction h(x) zf I?(x; A) is the unique minimal 
invariantfunctionforR(A) satisfying G(A)(h) = 1 and the measure r(dx) = fi(dx; A) 
is the unique invariant measure for I?(A) satisfying T(S) = 1. 
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(iii) The measure Rs(x, dt) is a delayed (with delay measure H(x, v)) renewal 
measure for all x E E, i.e. 
Rs(x, dt) = H(x, *) * U,,(dt) (or shortly, Rs = H * U,,,). (4.4) 
Similarly, with obvious notation, 
v* R= U,,*IK. 
The renewal kernel R can be decomposed as 
(4.5) 
R = R,,+ H 
Proof. (i) Let a, b be 
[26, Lemma 4.11) 
* u,,,*n. (4.6) 
two elements of an arbitrary ring. Then clearly (see [ 151, or 
(a+b)“=a”+ C am-lb(a+b)“-“. 
m=l 
(4.7) 
Apply this identity to the ring of transition kernels from (E, ‘8) into (E x [w,, 80 %+) 
(with convolution as the multiplication) with a = K - s 0 v, b = s 0 v, a + b = K, to 
obtain 
K”“=(K -s@v)*“+ i (K -s@v)*(m-1)s * (v * K*(“-m)). (4.8) 
WI=, 
Summing over n = 0, 1,2,. . . leads to 
R=R,,,+H*(v*R). (4.9) 
“Multiplication” from the left by v* and from the right by s and recalling the 
definitions of the measures Fs,y and U,,, leads to 
us,, = EQ+ Fs,y * U,,,. 
Hence U,,, is the renewal measure associated with the measure F,,,. 
To see that $_(A)< 1 note that the Laplace transform &,(A) is equal to the 
potential kernel 
G s,;(n)= f (m)-sov^(n))” (4.10) 
“=O 
of the kernel I?(A) - SO ;(A). Hence 
&,‘,,(A) = %t)G,9(njs. 
Since the convergence parameter of I?(A) is bigger than or equal to 1, the result 
follows from [26, Proposition 4.7(ii)]. Also by the same proposition gs,,(A) = 1 
whenever l?(A) is l-recurrent, which clearly is equivalent to K being A-recurrent 
(see Definition 3.2 in [26]). 
(ii) We have 
&x; A) = &,,(A)s = G,,i+~js, 
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which by [26, Theorem 5.11 is the unique minimal invariant function for the 
l-recurrent kernel 2 (A). 
The proof for T is similar. 
(iii) From (4.9) we get (“multiply” by s) 
Rs=H+H*(v*Rs)=H* u,,. 
Similarly the application of the dual of (4.7), that is the identity 
n-1 
(a+b)“=a”+ c (a+b)“ba”-“-1, (4.11) 
m=O 
leads to (4.5). Substitution into (4.9) yields (4.6). Cl 
For later purposes we need the following lemmas. 
Lemma 4.1. Assume that K is A-recurrent and the minorizution inequality (4.2) holds 
with m, = 1. Let h(x) = I?(x; A), n(dx) = fi(dx; A). Then the “A-means” 
and 
def 
&,, = 
I 
t e”‘F,,,(dt) 
R* 
& “zf 
are equal. 
1 e”‘h(y)a(dx)K(x, dy x dt) 
Proof. Without loss of generality we may assume that A = 0. 
Following [24] we write F’to denote the mean of a measure F, i.e. F’ zf jBB+ tF(dt). 
We have (cf. [24, formula (2.5)]) 
P Fs,,. = F1.v = (v * Rs,s)‘= v’(R*,,(O)s>+ qO)R:,,s. 
Furthermore (cf. [24, formula (2.6)]) 
A 
R:,=$,,(O)(K’-sOv’)R,,,(O). 
Recalling Theorem 3(ii) we get 
CL&.” =v’(h)+~(K’-s@v’)h=~K’h 
as asserted. 0 
Lemma 4.2. Let K be spread out and let v(dyxdt) = l&y, t)+(dy) dt. Then the 
measure F,,, is absolutely continuous (and hence spread out). 
Proof. In fact F,,,(dt) has the density 
fs,v(Q = +(dy)Rs,Ay, du). 0 
t--D 
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In the substochastic case, i.e. K(x, E x W,) = Q(x, E x W,) s 1, the above results 
have an interesting probabilistic interpretation (see also [3] and [24]): 
Let us normalize v to a probability measure. By Px we denote the distribution of 
the Markov renewal process (X,, T,) associated with Q given the start X0 = x, To = 0 
and by P, the corresponding distribution when the distribution of (X0, T,,) is V. E, 
and E,, denote the corresponding expectations. By using the regeneration technique 
introduced in [S] and [24] we can construct a sequence of regeneration times r(i), 
isO, for (X,, T,); that means, the law of the process (Xr(i)+r+n, T,(i)+l+,- T,(i); 
n 2 0) is P, independently of the pre-r( i)-history. Hence the variables T,(i), 2 0, 
form a renewal process; we call it the embedded renewal process of (X,, T,). 
From the construction of the random variables 7(i), i>O, it follows that the 
P,-distribution of the random variable (Xrcoj, T,,,,) is &(x, dy x dt)s(y). Hence 
H(x, dt) is the delay distribution of the (delayed) renewal process (T,,,,; i20) 
given the start X,, = x, To = 0; in other words, 
H(x, .) * us,,(r) = ‘E.x ? lr(Tr(i)). 
i=O 
BY [241 
and 
Rdx, Ax U = ‘L C 1~xrWn, TrJ 
n=O 
s(O) 
fl(A x r) = ZJ * &,,(A x r) = E, C l/&X”, T,,) 
n=o 
which also give probabilistic interpretations to the formulas (4.4)-(4.6). For example, 
R(x,AxT)=‘E, : I~xr(Xn, T,) 
n=o 
T(0) 
= E, C l~xr(Xn, T,)+‘E, : ‘(? l~xr(Xnr TJ 
n=o i=O n=r(i)+l 
=R,,(x,Axr)+; H(x, +F;:*l7(Ax(.))(r) 
i=O 
=RS,Y(~,A~~)+H(~, .) * Us,, * Il(Ax(.))(r). 
In the above calculations we have assumed that the transition kernel K under 
consideration satisfies K 2 s@ V. In the case, where only Khmer SO Y holds for 
m. 3 1, we can apply the previous results to the kernel K*“o. We omit the details, 
since the techniques needed are similar to those of the discrete time case (cf. [26, 
Chapter 51). 
We finish this section by proving the Minorization lemma. The proof is based on 
the following lemma. 
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Lemma 4.3. Let (Ei, 8, cp,), i = 1,2,3, be any three countably generated aTfinite 
measure spaces. Let A E ZY1 @ 8, and B E 8,@ 8, be arbitrary sets such that their 
composition A 0 B “zf (A x E3) n (E, x B) = { ( x1, x2, x3): (xl, x2) E A, (x2, x3) E Bl is 
‘p, x (p2 x q3-positive. Then there exist a ‘p, -positive set C E ZY1 and a cp,-positive set 
DE 8T3 such that 
(Here A,(x) zf {YE E,: (x, y) E A} and B3(z) Ef {y E E,: (y, z) E B}.) 
Proof. The proof is an obvious modification of that of Lemma 2.7 of [26]. 0 
Proof of the Minorization Lemma. By the spread-outness hypothesis (recall also 
Remark 2.1 (ii)), for some integers m, and m2, the densities k(“l) and kc”‘,) satisfy 
JEJEJEJR+JR+ k’“l’(x, y, v)k’“‘z’(y, z, t - v)$(dx)+(dy)$(dz) dv dt > 0. 
def 
This implies that for sufficiently small 6 > 0 the composition A 0 B = (A X E X R+) n 
(E x B) of the sets 
A = {(x, y, v) E E x (E x R,): k’“l’(x, y, v) 2 6) 
and 
B ={(y, v, z, t) E (E xR+) x (E xl%+): k’“z’(y, z, t-v)26} 
is $x (IJ x I) x ($ x l)-positive. By applying Lemma 4.3 with (E,, cp,) = (E, Ijl), 
(E2, (p2) = (ES, (p3) = (E x R,, + x 1) we get a #-positive set C E 8+ and a Ic, x I- 
positive set D E SO 9?+ such that 
def 
Y= inf 
xsC,(z,-,r)~D 
CCI x /(A,(x) n &(z, r)) ’ 0. 
It follows that, for all x E C, (z, t) E D, 
k(ml+m+x, z, t) z J k’“l’(x, y, v)k’“z’(y, z, t - v)$(dy) dv A,(x)n&(z,t) 
i.e., we have (4.1) with mO = m, + m,, /3 = ~6~. Cl 
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Remarks 4.2. (i) By [22] the minorization condition (4.1) implies a slightly stronger 
minorization. Namely, if (4.1) holds then there exist a constant p1 > 0, integer m, 3 1, 
set C1 E 8+ and I-positive interval r, E W+, such that 
Ic’“~‘(x, y, t) Z pi for all x, y E C1, t E r,. 
(ii) Note that the basic assumption made at the beginning of the paper that 8 
is countably generated was needed only in the proof of the Minorization lemma. 
In fact most of our results would carry over without this restriction by using the 
technique of admissible u-algebras (see [27, Section 1.11). 
5. The proofs of Theorems 1 and 2 and of Corollary 3.2 
We start with the proof of Theorem 2. 
Proof of Theorem 2. We assume for technical simplicity that the kernel K is 
O-recurrent. (In the general case we should look at the kernel K”.) We also assume 
that the inequality (4.2) holds with m, = 1, i.e. K 5 SO V. (The general case again 
follows by considering the kernel K*“o.) 
By Theorem 3(iii) we have 
R(x,dyxdt)aH(x, .)* u*ZI(dyx(.))(t) dz, (5.1) 
where, by Lemma 4.1 and Stone’s decomposition theorem, the density u(t) has the 
limit 
i;: n(r) = l/A& (=1//G&). 
Since also 
def 
it follows from (5.1) that 
R(x, dy x dr) Z= H(x, [O, t/3lMt/3>~(dy x 10, t/31) dt, 
i.e., the inequality (3.2) holds with h(x, t) = H(x, [0, t/3])~(t/3)~;, ~(t, dy) = 
n(dy x [0, t/3]). The assertions (3.3) and (3.4) follow from Theorem 3(G). q 
In the proof of Corollary 3.2 we need the following lemma. 
Lemma 5.1. Assume that K is spread out and O-recurrent. Then, for every x E E,,, t E R+, 
R * Kh(x, t) = h(x). 
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Proof. Obviously we have 
n-1 
R * &(x, t) = lim t C K*’ 
n+m i=O 
* KII(x, t) = h(x) - li+i J K*“h(x, [O, t]). 
By monotonicity it suffices to prove that lim,,, K*““~h(x, [0, t]) = 0. Thus we may 
assume that m. = 1. 
By the identity (4.7) and its dual (4.11) we have 
n-1 n-l m-l 
(a + b)” = a”+ c amban-“-I+ c c u’b(u + b)m-l-ibu”-m-l 
Wl=O m=O i=O 
for any two elements a, b of an arbitrary ring. By applying this with a = K -SO v, 
b=sOv, u+b=K and by denoting H,,,=(K-sOv)*“s, I&,,=v*(K-s@v)*~, 
urn = v * K*(m-l) s, we obtain (cf. (4.8)) 
n-1 
K*“h(x, [0, t]) = (K -SO v)*“h(x, [0, t])+ C H,,, * 17,_,_,h(x, [0, t-j) 
m=O 
n--l m--l 
+ C C Hi * U,,_i * II,_,_,h(x, [0, t-j). (5.2) 
m=O i=O 
We estimate the right hand side of (5.2) as follows: 
(K-SOV)*“h(X,[O, t])s(R(O)-s@G(O))“h(x)+O as n+cc 
(cf. [26, the proof of Theorem 6.71); 
m 
C H,,,(x,IW+)=H(x,IW+)=h(x)<oo forxE:Eh; 
m=o 
is finite, since U,,, is a renewal measure (see [12, Section VI.61); 
l&Il*h([O, t])=jprn v* (K -s@v)*“w4 tl)=0 
(cf. [26, the proof of Theorem 6.71; note that C(O)(h) < 00). Hence K*“h(x, [0, t]) 
tends to 0 for all XE E,,, as n+=oo. 0 
if urnwt tl)= u,m, tl> - Eo(P, tl) (cf. (4.3)) 
WI=1 
Proof of Corollary 3.2. Assume again that K is O-recurrent. 
By Theorem 2 we have, for all x E E,,, 
iR(x, ~-(~I/&)~(x)~x V)) * Kh(t) 
II 
I 
s R * I&(x, t)-(I/&) h(x, v)&(y, t - IJ)T(ZJ, dy) dv 
E 0 
II 
I 
+ (UPOK) h(x)Ih(x, t - v)r(dy) dv 
E 0 
h(x, v)&(y, t - V)T(V, dy) dv, 
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where R * Kh(x, t) = h(x) by Lemma 5.1, and 
JJ 
I 
lim h(x, u)Bh(y, t - u)rr(v, dy) du = h(x)n x I(Kh) = h(x)jl.$. 
r+m E 0 
This proves the assertion. Cl 
Proof of Corollary 3.3. It is easy to see that Corollary 3.2 holds true with g” 
replaced by K*““. The assertion follows by choosing E’“‘= {x E E: K*““h(x, l/n) 2 
l/n}. q 
Next we go to the proof of Theorem 1. In Proposition 5.1 below we first consider 
the stochastic case separately, after which the extension to the case of a general 
kernel K is straightforward. 
Let K = Q be the (stochastic) transition kernel of a Markov renewal process 
(X,,, T,,). Assume that the Markov chain component (X,) (with transition probability 
Q(0)) is Harris recurrent, i.e. Q is O-recurrent and the minimal invariant function 
h(x) = H(x, rW+) of Q(O) is identically equal to 1 (see [26, Corollary 5.11). Let again 
7~ denote the unique invariant measure of Q(0) satisfying n(s) = 1. Recall that 
8+={BE 8: +(B)>O}=(BE $: ?r(B)>O}. 
We need the concepts of a special set and a regular state for (X,): Let 7a = 
inf { n 2 1: X, E A}. A bounded, rr-integrable function g 5 0 is called special, if 
sup E, g g(X,,) <CO for all A E 8+ 
XGE n=, 
(see e.g. [29, Section 6.41, or [26, Section 5.31). A set DE 8 is called special (in 
Orey’s [27] terminology a D-set), if its indicator function lD is special. There is an 
increasing sequence D,, n 2 1, of special sets such that lJz=, D, = E ([27, Theorem 
1.6.31). 
A state x E E is called regular ([9] or [26, Section 5.3]), if 
[E,T~<co forall AE ‘Sf?. 
More generally, for any function g 2 0, a state x E E is called g-regular, if 
E, 1 g(X,)<co for all AE F?. 
n=o 
If g is n-integrable, then r-almost every x E E is g-regular [26, Proposition 5.131. 
In particular, if (X,) is positive recurrent, i.e. n(E) < ~0, then r-almost every state 
x E E is regular. Recall that 
&= 
J 
TQ( E x dt)t = E,,T,. 
R+ 
The following proposition is the probabilistic special case of Theorem 1. 
S. Niemi, E. Nummelin / Renewal kernels 193 
Proposition 5.1. Assume that Q is a stochastic, spread-out kernel and that the Markov 1 
chain (X,,) with transition probability Q(0) is Harris recurrent having invariant measure 
n. Then the renewal kernel R =Cr=p=, Q*” can be written in the form 
R(x,dyxdt)=R,(x,dyxdt)+r(x,y, t)$(dy)dt 
where, for all x, y E E the density 
r(x, y, r) is continuous in 1 
(5.3) 
(5.4) 
and satisjies 
fii~ r-(x, y, t) = k * g(Y). (5.5) 
Moreover, for every special set D E 8, 
sup R,(x, D x 62,) <co, 
XtE 
(5.6) 
and for every rr-integrable function g 2 0, for every g-regular state x E E (and hence 
for g-almost every state x E E), 
Ro(x, dy x R+k(y)<~. 
E 
(5.7) 
In particular, if (X,,) is positive recurrent, i.e. rr is a finite measure, then R,,(x, E x rW+) 
is jinite for r-almost every state x E E. 
Proof. Assume first that the minorization inequality (4.2) holds with m, = 1. Since 
$ and r are equivalent, we may take $ = 7r. 
By Theorem 3 (iii), Lemma 4.2 and Stone’s theorem the renewal kernel R can 
be written in the form 
R=R,,+H* U,*ZZ+H*u.l*ZZ, 
where the measure U, is finite and the function u(t) is continuous with 
fi+: u(t) = l//..&. 
Denote by II, the transition probability kernel from (E, 8) into ([w,, C%+) 
satisfying 
II(dy xdt) = 7r(dy)Z&,(dt). 
The measure H(x, .) * u. I* n(dy x (.))(dt) is absolutely continuous w.r.t. n x 1 
with density 
def 
r(x, y, t) = H(x, a) * u *II,(t). (58 
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The function r(x, y, t) is continuous in t, since so is u(t) and since the measures 
H(x, * ) and n,( * ) are finite. For each x, y E E, 
!iz I(X, y, t) = h(x)lIy(R+) fiz u(t) = l/cl:. 
Hence the assertions (5.4) and (5.5) hold for r as defined in (5.8). 
Write 
R,=R,,+H* U,*II. 
For each special set DE %, R,,(x, Dxlw,) = G S,;coj(x, D) (see (4.10)) is bounded 
in x [26, Proposition 5.13(iii)], and 
H(x, .)* U,,*II(Dx(*))(W+)= U,([w+)~(D)<az forallxEE, 
i.e., (5.6) holds. 
If g 3 0 is rr-integrable then, for every x E E, 
I H(x, * ) * U, * n(dy x ( * ))(R+)g(y) =Q,(~+)dg) < 00, E 
and, by [26, Proposition 5.13(iii)], for every g-regular state XE E, 
%4x, dy x W+)gb) =Gs,iw,gb) < ~0. 
These prove (5.7) and complete the proof in the case where m0 = 1. 
In the case m,> 1 the results proved above are applied to the m,,-step kernel 
Q *mo. (Use Stone’s decomposition, the inequality Cyzi’ Q*’ * Q(x, t)S 
m,,Q*%(x, E x (t, CO)) and the facts that a set DE 8 is special for (X,,) if and only 
if the function 1 z”=“,’ Q(0)il D is special for (X,,,), and that a state x E E is g-regular 
for (X,) if and only if it is C~J~’ Q(O)g-regular for (X,,) [26, Lemma 5.33). q 
Theorem 1 now follows by a simple “twisting” argument. 
Proof of Theorem 1. Apply Proposition 5.1 to the kernel 
def 
Q(x,dyxdt) = h(x)-‘h(y)eA’K(x,dyxdt). 
Note that Q is stochastic O-recurrent and the associated Markov chain is Harris 
recurrent on E,, (see [26, Proposition 5.41). q 
6. Application to a semigroup of transition kernels 
As an example we will now consider a semigroup of transition kernels (R,; t E W,) 
from (E, 8) into (E, ‘Z) satisfying 
R,+,(x, A) = R(x,dy)R,(.v,A), r,uER+,xEE,AE% 
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(R,(x, A) = l,+(x)). The closest reference related to this section is the article by 
Tuominen and Tweedie [35]. Our irreducibility hypothesis (see below) will be 
somewhat weaker than theirs. Also some statements hold true “everywhere” instead 
of “$-almost everywhere”. Other references are e.g. [21, 7, 10, 38, 34, 14, 321. 
We assume that the semigroup (R,) is measurable, i.e. the mapping (x, t) + R,(x, A) 
is ‘Z 0 S-measurable for every A E 8’. With the semigroup (R,) we associate a kernel 
K from (E, Z) into (E XII%+, SO%!+), 
def 
K(x, dy x dt) = e-‘R,(x, dy) dt. (6.1) 
Then clearly K*“(x, dy x dt) = (t”-‘/e’(n - l)!)R,(x, dy) dt for any n 3 1, and hence 
the renewal kernel R associated with K is given by 
R(x,dyxdt)= f K*“(x,dyxdt)=I(x,dyxdt)+R,(x,dy)dt. (6.2) 
n=0 
Thus, R,(x, dy) is reobtained as the density of R(x, dy x dt) w.r.t. 1. 
We assume that the semigroup (R,) is q-irreducible (for some non-trivial u-finite 
measure cp on (E, 8)); that means, for every rp-positive set BE 8, 
I R,(x,B)dt>O forallxEE. R+ 
(Note that this is equivalent to Z?(O) being p-irreducible.) Let (c, be a maximal 
irreducibility measure, i.e. a u-finite measure, which is equivalent to the measure 
IEIR+ rp(dx)R,(x, a) dt. Again let %+={BE %‘: +(B)>O}. 
The convergence parameter 
A=sup{*L-*: JR+eh’Rt (x, B) d t < a for some x E E, B E ‘Z”+ 
of the kernel K is called the convergence parameter of the semigroup (R,). A 
non-empty set FE 8 is called closed if 
R,(x, F”) dt = 0 for all x E F. 
Recall that $( F”) = 0. 
Proposition 2.1 holds true as such for the Laplace transforms l?(h) zfjw+ e’*R, dt 
of the semigroup (R,). The semigroup (R,) is called A-recurrent, if so is K, i.e. 
6(x, B; A) = CO for all XE E, BE 8+; 
otherwise (R,) is called A-transient. In the latter case there exists in fact a closed 
set FE 8 and a countable partition { Ci; i = 0, 1, . . .} c 8 of E such that 
R(x, Ci; A)<oo forallxe E, i30, 
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If (R,) is A-recurrent, then the (l-recurrent) kernel i(A) = J?(A - 1) possesses 
an essentially unique minimal invariant function h (see Section 2), 
h=d(A-1)h 
(i.e. h(x) = [ e’“-““&h(x) du for all x E E), (6.3) 
and a unique (up to scalar multiplication) invariant measure 71; 
&(A - 1) = r. 
The following theorem shows that h and v are in fact invariant for the semigroup 
(4). 
Theorem 4. Assume that (R,; t E Iw,) is an irreducible A-recurrent semigroup. 
(i) There exists a function h > 0, h < 00 J, a.e. satisfying 
R,h(x) = e-“‘h(x) forallx E E, t E Iw,. 
If h’a 0, J/( h’) > 0, h’ + ~0, is A-subinvariant for (R,), i.e. 
R,h’(x) c eC”‘h’(x) for allx E E, t E R+, 
then in fact h’= ch +-almost everywhere and h’ 2 ch everywhere for some constant 
o<c<oo. 
(ii) There exists a unique (up to scalar multiplication) u-finite measure 7~ such that 
rrR, = eC”n. 
The measure n is equivalent to +!I. 
Proof. By “multiplying” both sides of (6.3) from the left by R, and using the 
semigroup property and Fubini’s theorem we obtain 
e”‘R,h(x) = e’ 
I 
me’“-l’uR,h(x)dv forallxEE(<coforallxEE,,) 
* 
showing that the function t ++e”‘R,h(x) is differentiable for all x E Et,. Its derivative 
is easily seen to be equal to zero, which implies that e”‘R,h(x) = R,h(x) = h(x) for 
all x E Et,. 
Trivially e”‘R,h(x) c h(x) = ~0 for all XE Ek. On the other hand, for every fixed 
t 3 0, the function h’= e”‘R,h (= h $-almost everywhere) is A-subinvariant for 
R(A - 1); hence by the minimality h’ 2 h everywhere showing that e*‘R,h = h’= h 
everywhere. 
(ii) The proof is similar to that of (i). 0 
Tuominen and Tweedie [35] proved (with a different manner) the (+a.e.) 
existence and uniqueness of the function h under the somewhat stronger hypothesis 
of simultaneous q-irreducibility. Part (ii) of the above theorem is also due to them 
(for a simultaneously irreducible semigroup). 
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Let us specialize the above results to the case where (R,) = (PO is a substochastic 
semigroup, i.e. 
P,(x,E)Gl forallxEE,tER+, 
and suppose that there exists a (possibly terminating) measurable Markov process 
(X(t); t E R,) having (P,) as its transition probability semigroup (see e.g. [ll, Section 
111.21). Suppose that (I’,) is irreducible with maximal irreducibility measure I/A The 
Markov process (X(t)> is called Harris recurrent (see [7, condition (H)]) if, for 
every BE 8+, 
K 
(i 
l.(X(t))dt=oo =l forallxEE, 
w+ 1 
(PJ.) :fP{.Ix,=x}). 
Clearly, “(X(t)) Harris recurrent” implies “(P,) O-recurrent”. In fact, one can 
prove more: 
Proposition 6.1. The following three conditions are equivalent: 
(i) (X(t)) is Harris recurrent, 
A 
(ii) the Murkov chain (X,) with trans;tion probabilities P(x, dy; -1) = 
I w+ e-‘P,(x, dy) dt is Harris recurrent, 
(iii) (P*) is O-recurrent and the minimal invariant function h satisfying h = 1 
$-almost everywhere is identically equal to 1. 
Proof. The equivalence of (i) and (ii) is proved in [34, Theorem 2.11. (The Hunt 
assumptions made there are not needed.) The equivalence of (ii) and (iii) follows 
from the fact that h is also minimal invariant for @(-1) (see also [35]). 0 
Let (R,) be again an arbitrary irreducible semigroup. Let RTb”(x, dy) = 
rf(x, y)$(dy) denote the absolutely continuous part of R,(x, dy) (w.r.t. the maximal 
irreducibility measure I/J). Since (R,) is a measurable semigroup we can find a 
version of rf(x, y) which is jointly measurable in t, x and y (cf. [27, Section 1.11). 
We call the semigroup (R,) non-singular, if there exists a set BO~ 8+ such that 
I Ryb”(x, E) dt = rf(x, y)$(dy) dr > 0 for all XE BO. R+ 
It turns out that the non-singularity of (R,) is equivalent to simultaneous 
irreducibility of (R,). 
Proposition 6.2. The following three conditions are equivalent: 
(i) (R,) is (irreducible) non-singular. 
(ii) The skeleton semigroup (Rns; n = 0, 1, . . .) is irreducible for some S > 0, that 
means: for every x E E, B E 8+, Rns(x, B) > 0 for some n = n(x, B) 2 1. 
(iii) (R,) is simultaneously irreducible; that means, the condition (ii) holds for all 
s > 0. 
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Moreover, the maximal irreducibility measure $ for (R,) is also the maximal 
irreducibility measure for the skeletons ( Rns). 
Proof. If (R,) is non-singular, then by Remark 4.2 (i) there exist constants 0 < a < b, 
/? > 0, a set C E 8+ and a probability measure v such that V(C) > 0 and 
R,(x, dy) 3 pv(dy) for all x E C, for almost every t E [a, b]. (6.4) 
Since tR, can be expressed as the convolution Ji R,R,_, dv, it follows (using the 
fact that the convolution of an 9?- and JE’m-function is continuous) that we can 
without loss of generality assume that the above minorization condition holds for 
all t E [a, b]. Now it is easy to check that this implies the +-irreducibility of every 
skeleton ( R,s; n 2 0), 6 > 0. 
Now, assume conversely that some skeleton (Rns; n 3 0) is $-irreducible. Let 
C E ST be a C-set for ( Rns), i.e. there exist to = no8 and /I > 0 such that 
rt(y, z) > /3 for all y, z E C. 
For all t 2 to, x E E, z E C, 
R,(x, dz) 2 J &t&x, dy&,(y, dz) 2 PC& CMdz), C 
from which it easily follows (since ju+ R,(x, C) dt > 0 by irreducibility) that (R,) is 
non-singular. Cl 
Let S > 0 be arbitrary. Assume that (R,) is non-singular. Then by Proposition 6.2 
and [36] the skeleton semigroup (Rns) has a convergence parameter p6, i.e. 
f p”R&x, C) <cc for all p < ps, 
n=0 
+a.e. x E E, all “small” sets C E 8’ 
(see [26, Section 2.3]), and 
: ,c”R,s(x, B) = co forallp>p&, allxEE,allBE%+. 
n=O 
From the minorization (6.4) and Proposition 6.2 we get the following corollary. 
Corollary 6.1 [35, Theorem 41. Assume that (R,) is irreducible and non-singular. 
Then, for any 6 > 0, ps = e*‘. The semigroup (R,) is A-recurrent if and only if the 
skeleton semigroup ( Rns; n 2 0) is e”’ -recurrent for some (or equivalently, for all) 
s>o. cl 
Let now (R,) = (Pl) be an irreducible substochastic semigroup governing the 
transitions of a measurable Markov process (X(t); t E W,). Then the skeleton 
(P”& n 2 0) governs the transitions of the Markov chain (X(G); n = 0, 1, . . .). Recall 
that (X(n8); n =0, 1,. . .) is called Harris (recurrent) if, for every B E ‘8+, 
Pp,{X( ns) E B infinitely often} = 1 for all x E E. 
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From the dichotomy result of [lo, Proposition I.21 it follows that “regular” in 
the sense of [ lo] means actually the same as our “non-singular Harris”. Since clearly 
the minimal invariant function h of the semigroup (Pt) coincides with that of the 
skeleton semigroup (Pns), we get from Theorem 3.8 of [26] and our Proposition 6.1 
and Corollary 6.1 the following corollary (see also Proposition 11.2 of [lo]). 
Corollary 6.2. The Markov process (X(t)) is non-singular Harris recurrent if and only 
zf the skeleton process (X( n8)) is Harris recurrent for some (or equivalently, for all) 
s>o. •1 
We conclude this section by considering what forms Theorems 1, 2 and 3 take 
for a semigroup of transition kernels. 
Suppose that (R,) is an irreducible non-singular semigroup with maximal irreduci- 
bility measure I& In the proof of Proposition 6.2 we noticed that the inequality 
c-‘&(x, dy) 2 Plc(x)4dy)l[+](t) (6.5) 
holds for some irreducibility measure V, v-positive set C E $+ and constants p > 0, 
0~ a < b. By setting s(x) = @l&x), v(dy; t) = Y(dy)l,,,,(t), k(x, dy; t) = 
e-‘R,(x, dy), the inequality (6.5) can be written as 
def 
k(x, dy; t)zs(x)z$dy; t) = sOv(x, dy; t). 
Define the convolutions k*” of k by k*’ = k, and iteratively, 
JJ 
I 
k*(“+l)( x, dy; t) = k*“(x, dz; v)k(z, dy; t-v) dv. 
E 0 
Note that 
R,(x, dy) = : k*“(x, dy; t). 
n=* 
We denote 
rJx, dy; t) = f (k-sOv)*“(x, dy; t), 
II=, 
4dy; t) = v(dy; t)+ Y * rSJdy; t) 
dn(dy x dt) 
dr 
> 
. 
The following theorem can be proved in a similar way as Theorem 3 above. 
Theorem 5. Assume that the semigroup (R,) is non-singular. 
(i) 7’he function u(t), defined by 
u(t) = vs(f)+ v * R,.+(t) I = J v(dx; t)s(x) + JJJ 4dx; v) dvR,-,(x, dy)s(y) E E 0 E 
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is the density of the renewal measure corresponding to the measure f(t) dt, where 
f(t) = vs( t) + v * rS,s( t), i.e. 
We have!(A) zf 
J 
f(t) eAr dt c 1; equality holds if and only if (R,) is A-recurrent. 
R+ 
In particular f (t) is a probability density if and only if (R,) is O-recurrent. 
(ii) The transition kernel R,(x, dy) can be decomposed as 
R,(x, dy) = rJx, dy; t)+ H(x, . ) * v(dy; * )(t) 
+H(x, -) * u * rr(dy; a)(t). Cl (6.6) 
By applying Stone’s decomposition and the previous theorem we obtain 
Corollary 6.3. Assume that the semigroup (R,) is non-singular (with maximal irreduci- 
bility measure I+!J) and A-recurrent. Then the kernel R,(x, dy) can be decomposed as 
R,(x, dy) = R?(x, dy)+ r,(x, y)J/(dy) 
such that, for all x, y E E,,, 
r,(x, y) is continuous in t and flfnne”‘r,(x, y) = (l/a(h))h(x)p(y) 
(p = drr/d$). Moreover, there exists a sequence of sets E’“’ t Eh satisfying 
e”‘R~(x,E’“‘)dt<~ forallxEE,,nSO, 
and, for any T-integrable function g 3 0, 
e”‘Rvg(x) dt <a for r-a.e. x E E. 0 
Q+ 
From (6.6) we get 
Corollary 6.4. Assume that the semigroup (R,) is non-singular andpositive A-recurrent. 
Then there exist non-nega five functions h,(x) t h(x) as t + a for all x E Et, and measures 
T,(A) t r(A) as t + 03 for all A E 8, such that 
e”‘R,(x,dy)~(l/~(h))h,(x)~,(dy) fora$xEE,,, tE(W+. 0 
Corollary 6.4 immediately implies the following total variation convergence result 
(essentially due to [35]). We write (1~ Jlf = ], f d(F( f or any non-negative function f 
and any signed measure p on (E, 27). 
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Corollary 6.5. Assume that the semigroup (R,) is non-singular andpositive A-recurrent. 
Then, for all x E E,,, 
fiz IIen’Rt(x, .)-(1/4h))h(x)4*)Il~, =O. 
In particular, if (R,) = (P,) is a positive Harris recurrent transition probability semi- 
group, then, for all x E E, 
!i”m IIP,(x, *) - 7rll = 0. q 
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