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Abstract This functional magnetic resonance imaging
(fMRI) study investigated the role of Broca’s region for
selecting semantic, syntactic, and phonological information
during picture naming. According to psycholinguistic the-
ory, selection is reﬂected in speech latency differences, e.g.
during priming. Here, homogenous (priming) blocks in
which German picture names had the same semantic cat-
egory, syntactic gender, or initial phoneme alternated with
heterogeneous (non-priming) blocks. Speech latencies
revealed a negative priming effect. Speech latencies were
used as regressors for the fMRI data in order to tap
selection processes. In Broca’s region (BA 44), among
others, fMRI data showed repetition priming, which was
positive for semantic and syntactic but negative for pho-
nological selection. The different effects in area 44 are
discussed in terms of psycholinguistic theory. Overall, the
activation pattern is in line with the hypothesis that area 44
generally supports selection processes during noun pro-
duction at several levels of the mental lexicon.
Keywords Broca’s region  Area 44  BA 44 
Semantic  Phonological  Syntactic gender  fMRI
Introduction
The present study investigates the neural basis underlying
the selection of semantic, phonological and syntactic
information from the mental lexicon during speaking.
Based upon a psycholinguistic deﬁnition of the term
‘‘selection’’, we will demonstrate the involvement of
cytoarchitectonically deﬁned area 44 (Amunts et al. 2004)
in Broca’s speech region during selection of information of
all three types. Moreover, we will pinpoint the differential
role of area 44 for selection processes at the different levels
of the mental lexicon. Finally, we will discuss that the data
on syntactic selection have some repercussion on psycho-
linguistic theories of language production.
Several psycholinguistic models of language production
(e.g. Caramazza 1997; Dell 1986; Levelt et al. 1999)
assume that, prior to uttering a word, activation spreads
between nodes in the mental lexicon, each node repre-
senting some type of information. Such information may
be, e.g. conceptual-semantic, syntactic, or phonological.
According to the language production model by Levelt
(e.g. Levelt et al. 1999), a node that receives the highest
amount of activation is then selected, i.e. used, for the
production process. This selection is based on a statistical
procedure, with the selection probability of a node equal-
ling the ratio of its activation to that of all other nodes (the
‘‘Luce ratio’’). A similar mechanism is implemented in
Dell’s model (e.g. Dell 1986). Thus, on the psycholin-
guistic level, there is a distinction between ‘‘activation’’
and ‘‘selection’’ of information in the mental lexicon.
A node can receive a certain level of activation, but
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always implies prior activation, whereas activation not
necessarily also includes selection. As a consequence,
‘‘selection’’ but not necessarily ‘‘activation’’ relates to
speaking itself insofar as it is correlated with speech
latencies. In other words, only selected information will be
part of the utterance, and the time it takes to select this
information (based e.g. on competition between alterna-
tives and, thus, on the Luce ratio) is reﬂected in the time
necessary to start producing the word. Transferring this
logic to a functional imaging study implies that ‘‘selection’’
is reﬂected in the neuroimaging signal that correlates with
speech latencies. A priming effect in this part of the neu-
roimaging signal thus represents a modulation of selection
in the mental lexicon. Other priming effects which do not
relate to speech latencies can also be viewed as indication
of changes in the mental lexicon, but only as far as the
activation level in a lexical node is concerned (which may
be changed by priming) which does not lead to selection of
this node. We will return to this issue when discussing the
logic of the data analysis.
With respect to selection processes in the brain,
Broca’s region in the left inferior frontal gyrus (IFG) has
since long been regarded as a relevant structure. Several
neuroimaging studies related activation in Broca’s region
to the selection of semantic (e.g. Amunts et al. 2004;
Badre et al. 2005; Thompson-Schill et al. 1997, Thomp-
son-Schill et al. 1999), syntactic (e.g. Longoni et al.
2005), or phonological information (for reviews see e.g.
Costafreda et al. 2006; Indefrey and Levelt 2004; Vigneau
et al. 2006). However, the term ‘‘selection’’ in neuroim-
aging studies was not necessarily identical to that from
psycholinguistics. For instance, in a study on semantic
memory processes, Badre et al. (2005) contrasted
‘‘selection’’ (as a top-down process) with ‘‘top-down
activation’’ (controlled retrieval) and ‘‘bottom-up activa-
tion’’. Obviously, the latter process but not the one termed
‘‘selection’’ reﬂects the deﬁnition from psycholinguistics
given above. Other studies deﬁned selection demands
based on lexical frequency values (Thompson-Schill et al.
1997) or compared the retrieval of lexical entries from the
mental lexicon with that of overlearned sequences of
words (e.g. months of the year; Amunts et al. 2004),
which have lower selection demands. These examples
illustrate that, at present, it is difﬁcult to link neuroim-
aging data on selection processes with psycholinguistic
theory because of the partly different deﬁnitions of the
term ‘‘selection’’. Moreover, most studies investigated
only one aspect, e.g. the conceptual-semantic level, but
did not provide the direct comparison of selection pro-
cesses for semantic, syntactic and phonological informa-
tion in the mental lexicon. Hence, in order to test the role
of Broca’s region for selection at different levels of
the mental lexicon, it is necessary to demonstrate that the
haemodynamic response in Broca’s region covaries with,
e.g. speech latencies as an indicator of selection processes
in psycholinguistic terms. Furthermore, in order to gen-
eralise the ﬁndings, one would have to tap different levels
in the mental lexicon in the same study.
Consequently, the present functional magnetic reso-
nance imaging (fMRI) study addressed this issue, investi-
gating several related questions. (1) First, we tested
whether activation in Broca’s region was correlated with
the speech latencies during overt picture naming, thus
reﬂecting selection. (2) We further sought to elucidate
whether such effects were comparable for semantic and
phonological selection. (3) Finally, we investigated whe-
ther there was a similar effect also for the selection of
syntactic gender information.
This last issue is of relevance since it has been debated
in psycholinguistic research over the past decade. Syntactic
gender is a lexical information used in many languages
(e.g. Spanish, French, Dutch, or German) in order to
indicate the correspondence of, e.g. a noun and a deter-
miner or adjective (Spanish: ‘‘la casa blanca’’—thefeminine
house whitefeminine; German: ‘‘das Haus’’—theneuter house;
‘‘weißes Haus’’—whiteneuter house). But what if the
speaker simply says ‘‘casa’’ or ‘‘Haus’’, i.e. produces a bare
noun with no gender-marking? Psycholinguistic models of
language production featuring syntactic gender information
(e.g. Caramazza 1997; Levelt et al. 1999) agree that the
syntactic gender node in the mental lexicon might become
activated even then. However, based on earlier behavioural
data (La Heij et al. 1998), Levelt et al. (1999) assumed that
syntactic gender only becomes selected when it is actually
needed, e.g. for the correct retrieval of a determiner or an
adjective, but not during bare noun production. This view
was challenged by a more recent study (Cubelli et al. 2005)
that did observe syntactic gender effects even in bare noun
production. The authors demonstrated an inﬂuence of
gender-related distractor words on picture naming latencies
in the picture-word interference paradigm.
One research question in the present study, therefore,
was whether, on the neural level, we would obtain indi-
cation for the selection of syntactic gender information
during bare noun production after having established these
selection effects for semantics and phonology. From a
theoretical viewpoint, one might well assume that syntactic
gender should become activated in noun production even if
it is not needed, since syntactic word category information,
which is not needed either in bare noun production, is
nonetheless assumed to be activated in bare noun produc-
tion (Levelt et al. 1999). One argument for the selection
of syntactic word category is that substitution errors in
speaking usually occur in the same syntactic category.
However, a similar argument can also be made for
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123syntactic gender. Badecker et al. (1995) reported the case
of an anomic patient who was very impaired in naming but
always could tell the target noun’s gender even though it
was not needed for any form encoding.
The present fMRI study addressed these questions as
follows. First, we adopted the psycholinguistic deﬁnition
of ‘‘selection’’ (as opposed to ‘‘activation’’). As outlined
above, the selection process is reﬂected in the speech
latencies. Consequently, we investigated haemodynamic
effects which were correlated to speech latencies. Fur-
thermore, in order to distinguish semantic, phonological
and syntactic selection, we applied a priming paradigm in
which semantic, syntactic or phonological information in
the mental lexicon was repeatedly activated (as opposed to
the unprimed conditions), which in turn altered the Luce
ratio for the selection of this information in the primed, but
not in the unprimed conditions. Participants overtly named
pictures with simple noun phrases (e.g. ‘‘Haus’’). Blocks in
which all German picture names had the same gender
(gender-homogeneous, GEN_HOM) alternated with blocks
with mixed genders (gender-heterogeneous, GEN_HET;
created from the same stimuli as the gender homogeneous
blocks). Similarly, blocks in which all picture names star-
ted with the same phoneme (phonologically homogeneous,
PHO_HOM) alternated with blocks of different phonemes
(phonologically heterogeneous, PHO_HET; containing the
same stimuli in a different order). Finally, in the semantic
condition (SEM_HOM and SEM_HET), blocks with
objects from the same category (e.g. animals) alternated
with mixed blocks. Signiﬁcant differences in the speech-
latency-related haemodynamic effect for homogeneous
(i.e. primed) versus heterogeneous (i.e. unprimed) trials
thus reveal the neural correlates of selection in the psy-
cholinguistic sense. In order to distinguish the empirical
data from their neurofunctional interpretation, we will refer
to the technical term ‘‘priming’’ when reporting differences
between homogeneous and heterogeneous conditions,
while we use the term ‘‘selection’’ for the interpretation of
these priming effects with respect to the mental lexicon and
its neural correlates.
Materials and methods
Participants
Twenty-three healthy participants (mean age 27.7 years;
12 women) participated in the experiment. They were all
native German speakers and had normal or corrected-to-
normal vision. Informed consent was obtained from all
participants. The experimental standards were approved
by the local ethics committee of the University of
Aachen.
Materials
Eighteen sets of pictures were used, each containing 10
stimuli. Six of the sets were phonologically homogeneous,
i.e. all German picture names in a given set started with the
same phoneme (/k/, /m/, /sh/, /t/, /b/, or /f/). In contrast, the
stimuli within each block all had different genders and
belonged to different semantic categories. Six other sets
were gender-homogeneous, i.e. all picture names in a
particular set had the same syntactic gender (masculine,
feminine or neuter) but started with different phonemes and
were not in the same semantic category. Finally, the last six
sets were semantically homogeneous, i.e. all pictures
depicted objects from the same category (birds, mammals,
food, weapons, tools or toys.). These items, however, dif-
fered with respect to their initial phonemes and syntactic
genders. For each of the tree types of homogeneous sets
(semantic, syntactic phonological) an equal number of
heterogeneous sets was constructed by recombination of
stimuli across the individual sets. For example, for the
ensuing six semantic heterogeneous sets, pictures from the
six semantic homogeneous sets were rearranged in such a
way that different categories were distributed across all
sets. These heterogeneous sets thus contained the same
items as the homogeneous sets but did not feature the
(semantic/syntactic/phonological) commonalities and hence
should not evoke any priming effects. All German picture
names and their translations are listed in Appendix 1.
Some phonological commonalities between picture names
which did not have the same initial phoneme (but, e.g. the
same ﬁnal letter) could not be excluded due to the large
amount of pictures required for the study. However, such
commonalities were present in all sets and are thus a
constant, unspeciﬁc for any condition or set. The only
exceptions from this rule were the feminine nouns in the
syntactic sets, which frequently end with a schwa sound in
German. However, as will be discussed below, the relevant
syntactic effects in the fMRI data were comparable to the
semantic but not the phonological effects, ruling out a
systematic inﬂuence of this subset of all nouns from the
syntactic set on the results.
Procedure
The pictures were presented to the participants via goggles
(VisuaStim
TM, Resonance Technology, CA, USA). Stim-
ulus presentation was controlled by a computer placed in
the control room using Presentation software (Neurobe-
havioral Systems, Albany, CA, USA). The participants had
to name each picture as quickly as possible after its onset.
The study employed an implicit block design. The
blocks were not obvious to the participants since they were
not separated by pauses. This was done in order not to draw
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123the participants’ attention to the differences between blocks
and hence the presence of semantic, syntactic, phonologi-
cal sets. Each block comprised ten pictures. There were
six blocks for the gender homogeneous, phonologically
homogeneous, gender heterogeneous, phonologically het-
erogeneous, semantically homogeneous and semantically
heterogeneous condition, respectively. As heterogeneous
blocks were constructed from reordering the items of the
corresponding homogenous blocks, each picture was con-
sequently presented twice, once in a homogeneous block
and once in a heterogeneous block. The order of appear-
ance of an item in a homogeneous or heterogeneous block
was pseudorandomised over subjects and thus did not
induce a systematic habituation in the haemodynamic
response for the one or other condition.
Each trial started with the presentation of a ﬁxation
cross in the middle of the screen for 1,000 ms. During this
time the functional data were acquired (see Fig. 1 and the
section ‘‘Data acquisition and analysis’’). Then scanning
paused for 1,000 ms. During the period of silence a picture
appeared on the screen for 900 ms, which was named by
the participant. Such procedure combines several advan-
tages. First, it prevents motion-induced susceptibility
artefacts, since subjects only speak when no fMRI data are
recorded. Second, the scanner noise is not superimposed on
the verbal response. Consequently, the subjects’ speech
latencies are easier to assess as a behavioural variable in
the experiment. The resulting stimulus onset asynchrony
(SOA) between two subsequent pictures (with the ﬁrst
always being the prime for the second) was thus 2,000 ms,
which is in the range usually applied in priming experi-
ments (e.g. de Zubicaray et al. 2008: 1,750 ms; Raposo
et al. 2006: 2,500 ms).
Speech recordings
The participants’ speech production was recorded using the
microphone of the goggle system. The cable from the
microphone to the patient intercom in the MR control room
was plugged there into a splitter, from which one cable led
to the intercom and one to the line-in port of an external
sound card attached to a Toshiba notebook used for digital
recording. From these recordings the speech latencies were
obtained manually using the WavePad software (NCH
Software Pty Ltd, Canberra, Australia).
Data acquisition and analysis
fMRI data
The fMRI experiment was carried out on a 3T Siemens
Trio scanner. A standard birdcage head coil was used with
foam paddings reducing head motion (cf. Heim et al.
2006). The functional data were recorded from 17 sagittal
slices in the left hemisphere using a gradient-echo EPI
sequence with echo time (TE) = 30 ms, ﬂip angle = 90,
and repetition time (TR) = 2 s. The sagittal orientation of
the slices was chosen in order to correct head motion in-
plane (which is highest in the y-z plane; Heim et al. 2006),
thus preventing ‘‘slice shufﬂing’’. Acquisition of the slices
within the TR was arranged so that all slices were
acquired in the ﬁrst 1,040 ms, followed by a 960-ms
period of no acquisition to complete the TR during
which the subjects spoke. The ﬁeld of view (FOV) was
200 mm, with an in-plane resolution of 3.1 mm 9
3.1 mm. The slice thickness was 3 mm with an inter-slice
gap of 1 mm.
The data processing was performed using MATLAB 6.5
(The Mathworks Inc., Natick, USA), and SPM5 (Wellcome
Department of Cognitive Neurology, UK). Two dummy
scans before the beginning of the experiment were dis-
carded to allow for magnetic saturation. Data pre-pro-
cessing included the standard procedures of realignment,
normalisation to the MNI single subject template and
spatial smoothing (FWHM = 8 mm).
We performed an event-related statistical analysis at the
ﬁrst (single subject) level. To this end, homogeneous and
heterogeneous trials in each set were identiﬁed from the
individual PRESENTATION log-ﬁles. If a subject failed to
name a picture correctly or the speech onset was after the
presentation of the subsequent trial, the trial was excluded,
and the subsequent trial was coded as a non-repetition trial.
For each condition, a stick function (i.e. duration = 0, onset
time = trial onset) was convolved with a canonical hae-
modynamic response function (HRF) and its ﬁrst derivative.
For each participant, the contrasts of each condition versus
the implicit resting baseline were calculated. Each of the
Fig. 1 Speaking during scanning: A bunched-early EPI sequence was
used for the acquisition of the fMRI data. All slices were recorded in
the ﬁrst 1.04 s of the TR, resulting in a silent period of 0.96 s in the
second half of the TR. During this silent period, the participants
generated the words. The speech signal is clearly discernable, since it
is not obscured by the scanner noise
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123regressors was then contrasted against the implicit (resting)
baseline. For the group analysis, these individual contrast
images were entered into a repeated-measures ANCOVA
(with appropriate non-sphericity modelling) allowing ran-
dom effects analysis of our fMRI activation data. Moreover,
the speech latencies for each condition were entered as
covariatesintothemodel,capturingthevarianceinthefMRI
data that was due to the variance in the speech latencies and
thus reﬂected selection processes. The regressors for the six
conditions are subsequently called ‘‘condition regressors’’,
andthesixspeechlatencyregressorsaresubsequentlycalled
‘‘RT regressors’’. Following the logic outlined in the Intro-
duction, differences in the RT regressors between primed
and unprimed conditions reﬂect selection in the mental
lexicon plus prior activation, whereas differences in the
condition regressors (i.e. technically speaking, the residuals
oftheANCOVA)reﬂectdifferencesintheactivationlevelin
the mental lexicon without selection.
From the ANOVA the following contrasts were calcu-
lated. First, the overall main effect, i.e. the F-test over all 12
regressors, was performed, yielding the entire brain network
involved in the picture naming task. Within this network,
those regions that reﬂected the variability in the speech
latencies, were identiﬁed by computing the main effect only
for the six RT regressors. In order to constrain this analysis
to effectively task-driven regions, the main effect was
masked with the aforementioned overall main effect for
picture naming. In a next step, brain regions were identiﬁed
that revealed priming effects by calculating F-tests for the
contrasts of the RT regressors for heterogeneous minus
homogeneous trials (i.e. SEM_HET[SEM_HOM,
SYN_HET[SYN_HOM, PHO_HET[PHO_HOM). In
order to test for differences between the priming effects in
the RT regressors, the F-test for the interaction term of the
factors CONDITION (SEM, SYN, PHO) 9 PRIMING
(HOM, HET) was also calculated. Moreover, priming
effects for the RT regressors were contrasted pair-wise, i.e.
priming for SEM versus SYN, SEM versus PHO, and SYN
versus PHO. This analysis represents potentially different
selection mechanisms for conceptual-semantic, syntactic
and phonological information in the mental lexicon.
Finally, for the condition regressors, F-tests for the con-
trasts of primed and unprimed conditions (i.e. SEM_HET
vs. SEM_HOM, SYN_HET vs. SYN_HOM, PHO_HET vs.
PHO_HOM) were calculated, which reﬂect the psycholin-
guistic activation levels between the conditions in the
absence of selection processes.
Localisation of effects with cytoarchitectonic probability
maps
For the anatomical localisation of the activations we used
cytoarchitectonic probability maps (Amunts et al. 2004).
These maps are based on an observer-independent anal-
ysis of the cytoarchitecture in a sample of ten post-mor-
tem brains (Schleicher et al. 2005; Zilles et al. 2002).
They provide information about the location and vari-
ability of cortical regions in standard MNI reference
space. For the assignment of MNI coordinates to the
cytoarchitectonically deﬁned regions we used the SPM
Anatomy Toolbox (Eickhoff et al. 2005) available with
all published cytoarchitectonic probability maps and
references from www.fz-juelich.de/inm/spm_anatomy_
toolbox). In order to assess the role of Broca’s region
for selection processes in the mental lexicon, the analysis
of differential priming effects in the RT regressors was
conﬁned to cytoarchitectonically deﬁned area 44 as
provided in the SPM Anatomy Toolbox (Eickhoff et al.
2005).
Results
Behavioural data
The average picture naming latencies per condition are
presented in Fig. 2.T h e39 2 repeated-measures ANOVA
with factors CONDITION (SEM, SYN, PHO) and PRIM-
ING (HOM, HET) yielded signiﬁcant main effects of
CONDITION (F2,21 = 22.26; P\0.001) and PRIMING
(F2,21 = 8.06; P = 0.010). Overall, the speech latencies
were about 10 ms longer in the homogeneous than in the
heterogeneous conditions. No signiﬁcant effect was
obtained for the interaction CONDITION 9 PRIMING
(F2,21\1). Planned contrasts between homogeneous and
heterogeneous trials for each condition yielded no signiﬁ-
cant differences (all P[0.05).
Fig. 2 Picture naming latencies in the six experimental conditions.
SEM semantic, SYN syntactic, PHO phonological, HOM homoge-
neous, HET heterogeneous
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The effect of interest for picture naming yielded widespread
activationinthe lefthemisphere(Pcorr\0.001).Withinthis
network, some brain regions revealed a signiﬁcant correla-
tion with the speech latencies (Fig. 3 top middle; for cyt-
oarchitectonic details cf. Table 1). These regions included
the IFG (area 44/45; Amunts et al. 2004), insula, parietal
operculum (areas OP1/OP2/OP4; Eickhoff et al. 2007a),
superior temporal gyrus (area TE1.0; Morosan et al. 2001),
middle temporal gyrus, precentral gyrus (areas 4a/4p/6;
Geyer et al. 1996; Geyer 2003), postcental gyrus (areas 1/2/
3a/3b;Geyer etal.1999,2000;Grefkesetal.2001),superior
and inferior occipital gyrus (areas 17/18; Amunts et al.
2000), hippocampus (subiculum, SUB; cornu ammonis,
CA; entorhinal cortex, EC; Amunts et al. 2005) and amyg-
dala (superﬁcial group, SF; Amunts et al. 2005).
The main effect for priming in the RT regressors,
i.e. differences in the RT regressors for homogeneous
versus heterogeneous trials, yielded signiﬁcant results
(Puncorr\0.001) in the left IFG (area 44), precentral gyrus
(areas 4a/4p/6), postcentral gyrus (areas 1/2/3a/3b), parietal
operculum (areas OP1/OP2/OP4), lingual gyrus, precu-
neus, visual cortex (areas 17/18), middle temporal gyrus,
hippocampus (CA and fascia dentata, FD), amygdala
(centro-medial group, CM) and cerebellum (Fig. 3 top
right and bottom; Table 2).
In order to assess which regions involved in selection
(i.e. that showed a priming effect in the RT regressors)
were also involved in picture naming in general, a
conjunction analysis of the main effect of picture naming
and the main effect for priming in the RT regressors was
computed. This conjuction analysis revealed shared effects
only in the left cuneus (MNI coordinates -14, -70, 29),
but not in Broca’s region.
Since area 44 showed the hypothesised main effect for
priming, we further analysed the actual pattern in the fMRI
data in area 44. Testing for the interaction of CONDI-
TION 9 PRIMING also yielded a signiﬁcant effect in area
44 (Puncorr\0.001; F = 8.09) at MNI coordinates (x,y,z)
-54,6,19. The subsequent tests for pair-wise differences in
priming between the three conditions were signiﬁcant in
area 44 for SYN[PHO (Puncorr\0.001; F = 14.06) at
MNI coordinates -52,2,21. Similarly, the difference in
priming for SEM[PHO was signiﬁcant (Puncorr\0.001;
F = 15.88) at MNI coordinates -50,8,19. No differential
priming effect was observed for SEM versus SYN
(Puncorr\0.001) in area 44. All differential priming effects
are displayed in Fig. 4, which also shows the beta estimates
for the fMRI signal in the six RT regressors as well as their
differences, i.e. the priming effects. These data demon-
strate positive priming for both SEM and SYN, but nega-
tive priming for PHO. The implication of this pattern is
discussed below.
Finally, analysing priming effects in the condition
regressors, which, on the psycholinguistic level, reﬂect
activation without subsequent selection, yielded the fol-
lowing results (Puncorr\0.001; k = 30). Overall, there was
amaineffectforprimingintheleftangulargyrus(areasPGa,
PFandPFm;Caspersetal.2006),leftinferiorparietallobule
Fig. 3 Top Left: Surface
rendering of the main effect for
picture naming in the fMRI data
at an FWE-corrected
(Pcorr\0.05) and uncorrected
(Puncorr\0.001) threshold. Top
Middle fMRI signal that is
correlated with the speech
latencies. Top Right and Bottom
Within the brain regions where
the fMRI signal correlated with
the speech latencies (Top
Middle), the main effect for
priming (i.e. homogeneous vs.
heterogeneous trials in each
condition) was signiﬁcant
(Puncorr\0.001) in (1) area 44
in the left inferior frontal gyrus;
(2) area 6 in the precentral
gyrus; (3) the hippocampus and
the postcentral gyrus (area 3b);
(4) the posterior middle
temporal gyrus; and (5)
precuneus and the cerebellum
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123(areas hIP1, hIP2 and hIP3; Choi et al. 2006; Scheperjans
et al. 2008), left superior parietal lobule (areas 7A and 7PC;
Scheperjansetal.2008),leftmiddlefrontalgyrus,leftmotor
andpremotorcortex(areas4a,4p,and6),leftBroca’sregion
(areas 44 and 45), left middle temporal gyrus and left pre-
cuneus (Table 3). Among these regions, phonological
priming yielded massive priming effects in left superior and
inferior parietal cortex (areas PGa, PF, PFm, hIP1, hIP2,
hIP3, 7A and 7PC), Broca’s region (areas 44 and 45), left
precuneus,leftmiddletemporalgyursandleftmiddlefrontal
gyrus (Table 4). In the semantic conditions, there was one
single effect inthe leftsuperiorparietallobule(areas7Aand
hIP3),whereassyntacticprimingwasobservedinoneregion
close to the insula/parietal operculum.
Discussion
The present fMRI study investigated the selection of
semantic, syntactic and phonological information from the
mental lexicon during language production using a priming
paradigm. Priming was realised by the block-wise repeti-
tion of the same semantic category, syntactic gender, or
initial phoneme. The speech latencies revealed a main
effect for priming. Related to this behavioural effect,
priming in the fMRI data recruited a brain network
including left area 44 in Broca’s region. In area 44, positive
priming was observed for semantic and syntactic selection,
whereas negative priming was observed for phonological
selection. A further aim of the present study was to assess
Table 1 Brain activation during overt picture naming correlated with the naming latencies (Puncorr\0.001, k[50 voxels)
Local maximum in
macroanatomical structure
xyzFPercent overlap of cluster
with cytoarchitectonic areas
Left middle temporal gyrus -44 -50 15 8.22 11.3 Left OP 1
2.4 Left TE 1.0
Left hippocampus -16 -16 -13 8.94 17.3 Left Hipp. (CA)
6.1 Left Hipp. (SUB)
5.7 Left Amyg. (SF)
3.4 Left Hipp. (EC)
Left cerebellum -36 -70 -29 8.07 11.3 Left area 18
4.3 Left area 17
Left postcentral gyrus -18 -22 61 7.92 23.5 Left area 6
19.8 Left area 3a
19.2 Left area 4p
12.4 Left area 4a
2.2 Left area 3b
Left superior occipital gyrus -14 -72 29 6.27 7.7 Left area 17
1.3 Left area 18
Left postcentral gyrus -50 -14 27 6.85 32.3 Left OP 4
17.4 Left area 3b
10.3 Left area 3a
9.9 Left area 44
5 Left OP 3
1.7 Left area 1
1.1 Left area 2
1 Left OP 1
Left superior frontal gyrus -20 34 47 7.00
Left insula -46 8 -3 8.75 1.2 Left area 44
Left inferior frontal gyrus -54 20 25 5.72 50.1 Left area 44
48.7 Left area 45
Left middle orbital gyrus -22 32 -15 6.15
Left inferior occipital gyrus -42 -74 -13 7.03
Left hippocampus -30 -32 -3 7.12 26.1 Left Hipp. (CA)
1.8 Left Hipp. (FD)
Left superior medial gyrus -16 54 3 7.93
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123whether syntactic priming, i.e. indication for syntactic
gender selection, would occur at all, and if so, in area 44.
The data demonstrated the existence of such effect, which
was comparable to that for semantic priming but different
from that for phonological priming. The implication of
these ﬁndings is now discussed in detail.
fMRI evidence for selection in the mental lexicon
The logic behind the fMRI data analysis was to investigate
brain activation effects that related to effects in the speech
latency data, thus representing selection processes on the
conceptual-semantic, syntactic and phonological level. The
speech latencies revealed a signiﬁcant effect of priming,
i.e. an overall difference between homogeneous and
heterogeneous trials across conditions. Accordingly, such
effect was also observed for the RT regressors in the fMRI
data analysis. Priming effects occurred in those regions
whose activation co-varied with the speech latencies,
including area 44, posterior middle temporal gyrus, the
cerebellum and the hippocampus. This ﬁnding replicates a
number of earlier neuroimaging results from studies
investigating repetition priming (e.g. Meister et al. 2007;
Raposo et al. 2006), semantic priming (e.g. Copland et al.
2003; Giesbrecht et al. 2004; Rissman et al. 2003; Tivarus
et al. 2006) and phonological priming (e.g. Kouider et al.
2007), all of which reported effects in the posterior portion
of the left inferior frontal gyrus. However, the ﬁndings of
the present study go beyond these preliminary data in
several respects. First, the present study related priming to
selection mechanisms in the mental lexicon on the basis of
a psycholinguistic deﬁnition. Second, it directly related the
fMRI effects to the speech latencies by including them as
regressors in the analysis. Third, it investigated three
different stages of the production process (conceptual-
semantic, syntactic and phonological) in the same experi-
ment. Fourth, the neuroanatomical localisation was based
on a cytoarchitectonically deﬁned atlas of the brain.
Semantic versus phonological selection in area 44
Despite a main effect of priming in area 44, this priming
effect differed for semantic (and syntactic) versus phono-
logical priming. One explanation for this difference could
be that selection in the mental lexicon does not universally
rely on the same neural mechanisms. Rather, different
processing stages in the mental lexicon could require dif-
ferent neural underpinnings. In the present study, the
effects in left area 44 for both semantic and syntactic
priming differed from those for phonological priming,
while semantic and syntactic priming in area 44 did not
differ signiﬁcantly from each other. This pattern of results
could also be explained on the basis of the psycholinguistic
theory holding that semantic and syntactic processing both
occur during an earlier stage of processing in the mental
lexicon (in a former version of the Levelt model subsumed
Table 2 Effect of interest for priming in the speech latency regressors (Puncorr\0.001; k[30 voxels)
Local maximum in
macroanatomical structure
xyzF Percent overlap of cluster
with cytoarchitectonic areas
Left precuneus -14 -72 31 10.14
Left cerebellum -36 -70 -29 12.34
Left postcentral gyrus -50 -14 27 9.20 24.8 Left area 2
19.2 Left OP 4
15.6 Left area 3b
10 Left area 3a
2.9 Left OP 3
2.9 Left OP 1
Left amygdala -28 -16 -7 10.51 4.9 Left Amyg. (CM)
3.5 Left Hipp. (CA)
Left precentral gyrus -26 -28 63 9.33 77.4 Left area 6
12.8 Left area 4p
8 Left area 4a
Left middle temporal gyrus -44 -50 13 10.12
Left lingual gyrus -16 -58 -3 7.58 43.6 Left area 18
16.1 Left area 17
Left inferior frontal gyrus -46 6 17 8.45 30.2 Left area 44
Left hippocampus -30 -32 -3 9.22 14.9 Left Hipp. (CA)
5.2 Left Hipp. (FD)
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123as the lemma level; Levelt 1989) which contains the
abstract features of an entry such as meaning, word cate-
gory, gender, etc. In contrast, phonological processing is
located at the form/lexeme level on which the segmental
structure of the word, its syllables and phonemes are
speciﬁed (see e.g. Levelt 2001). Both processing stages are
separated by a ‘‘rift’’ (Levelt et al. 1999) which becomes
evident in non-impaired speakers in the tip-of-the-tongue
state, when meaning and syntax of a word but not its sound
form are available. The pattern of effects in area 44 might
reﬂect processing on the lemma level which is tapped by
syntactic and semantic priming. Neuroimaging evidence
for this notion comes from a series of studies (Hauk et al.
2008; Heim et al. 2007; Longoni et al. 2005) that demon-
strated the involvement of left area 44 in both lexical and
syntactic processing.
The nature of the processes on the two stages in the
mental lexicon might be better understood with a closer
look at the direction of the effects in area 44. In particular,
one needs to examine whether selection before and after
the ‘‘rift’’ could still rely on the same neural mechanism
despite the different effects in area 44. Whereas there was a
positive priming effect for semantic (and syntactic) selec-
tion, it was negative for phonological selection. The posi-
tive priming effect for semantic selection indicates that in
the primed/homogeneous condition, brain activation was
Fig. 4 In left area 44, there was a main effect for priming in the RT
regressors (top left) as well as a signiﬁcant interaction (top right).
Pair-wise comparisons of priming in the semantic (SEM), syntactic
(SYN), and phonological (PHO) conditions revealed differences
between SYN and PHO (bottom left) and between SEM and PHO
(bottom right). The beta values for the fMRI activation and those for
priming in SEM, SYN and PHO (with 90% conﬁdence intervals) are
also shown (middle). All effects are displayed at Puncorr\0.001,
masked with the maximum probability map of area 44
Brain Struct Funct (2009) 213:441–456 449
123lower than in the unprimed/heterogeneous condition. In
other words, when selection demands were higher (in the
unprimed condition), activation in area 44 was higher. In
terms of the psycholinguistic deﬁnition of selection as a
statistical mechanism evaluating Luce ratio, this effect
implies that activation in area 44 is the stronger, the lower
Luce ratio is, i.e. the smaller the difference between the
activation of the target and its competitors. This consid-
eration reveals that the haemodynamic effect in area 44
possibly reﬂects the effort to distinguish for which node in
Table 3 Effect of interest for priming in the condition regressors (Puncorr\0.001; k[30 voxels)
Local maximum in
macroanatomical structure
xyzF Percent overlap of cluster
with cytoarchitectonic areas
Left angular gyrus (PFm) -38 -62 47 14.71 17.2 Left area PGa
15.8 Left area 7A
11 Left area hIP3
7.5 Left area hIP1
2.4 Left area PFm
Left inferior parietal lobule (hIP1) -46 -48 41 11.17 25.8 Left area hIP2
25.4 Left area hIP1
22.3 Left area PFm
15.0 Left area PF
9.4 Left area PGa
1.1 Left area 2
Left middle frontal gyrus -38 54 1 9.15
-36 20 45 9.41
Left precentral gyrus (Area 4a) -18 -26 57 10.99 37.8 Left area 4a
35.9 Left area 6
23.6 Left area 4p
2.3 Left area 3a
Left inferior and middle frontal gyrus -48 16 39 7.37 66.7 Left area 44
5.1 Left area 45
Left middle temporal gyrus -66 -30 -13 9.84
Table 4 F-tests for priming effects in the condition regressors for phonological processing (Puncorr\0.001; k[30 voxels)
Local maximum in
macroanatomical structure
xyzF Percent overlap of cluster
with cytoarchitectonic areas
Left angular gyrus (PFm) -38 -62 47 36.96 31.2 Left area PGa
24.7 Left area 7A
16.5 Left area hIP3
15.5 Left area hIP1
3.9 Left area PFm
Left inferior parietal lobule (hIP1) -46 -48 41 30.72 22.1 Left area hIP2
23.0 Left area hIP1
21.4 Left area PFm
17.7 Left area PF
9.3 Left area PGa
2.3 Left area 2
Left middle frontal gyrus -38 54 1 22.75
Left middle frontal gyrus -36 6 57 17.58
Left inferior and middle frontal gyrus -36 20 45 26.22 24.7 Left area 44
Left middle temporal gyrus -64 -30 -11 24.70
Left precuneus -8 -56 29 22.80
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123the mental lexicon Luce ratio is highest, a procedure
becoming more difﬁcult the lesser the differences in the
activation of competing nodes in the mental lexicon are.
This pattern of results and the conclusions drawn from it
are well in line with earlier neuroimaging studies investi-
gating semantic selection demands in a number of different
paradigms (e.g. Thompson-Schill et al. 1997; or Badre
et al. 2005). For instance, in the study by Thompson-Schill
et al. (1997), subjects generated a verb for each noun
presented as a cue. A ratio of the lexical frequency of the
most common completion to the frequency of the second-
most common completion was calculated as a measure of
response strength. This response strength ratio is somewhat
similar to Luce ratio, and accordingly, the haemodynamic
effect in the posterior IFG in that study was higher for
stimuli with a low versus high response strength. These
ﬁndings corroborate our interpretation that the semantic
selection effect in area 44 represents the effort it takes to
actually perform the selection from the mental lexicon.
As noted above, the effect for phonological selection in
area 44 was reversed in comparison to that for semantic
selection. If area 44 supports a selection process which is
identical for all levels of processing (independent of the
‘‘rift’’ in the mental lexicon) one would assume that the
direction of the haemodynamic effect in area 44 was also
identical for all levels. The following argumentation might
explain that, despite these seemingly different effects, area
44 has the same role for selecting semantic and phono-
logical information in the mental lexicon. In fact, the
explanation for the reversed effect for phonological selec-
tion may be the relationship of matching versus mis-
matching phonemes in two subsequent words, i.e. the
prime word and the target word. Schiller (2008) showed in
a behavioural picture naming study that primes containing
one or more phonemes of the target picture name reduced
the speech latencies, i.e. the selection demands (e.g.
%b%%%%%%—BANAAN; %ba%%%%%—BANAAN).
However, when entire words were used as primes, which
again shared one or more phonemes with the target picture
name (e.g. beroep—BANAAN), speech latencies were
longer, i.e. selection demands were higher. Schiller argued
that this effect could be due to the activation of non-target
segments in the phonological output lexicon, which pos-
sibly competed with the target segments for selection.
Consequently, in the present study, the phonologically
homogeneous sets actually required more rather than less
selection than the heterogeneous sets, resulting in the
reversed haemodynamic effect in area 44.
The present results differ from that of a recent fMRI
study (Abel et al. 2009) which also tapped different pro-
cessing stages of the language production process. These
authors used distractor words rather than priming in order
to interfere with the production process, which were
phonologically, categorically or associatively related to the
picture name. In contrast to the ﬁndings of the present
study, Abel et al. (2009) only observed phonological but no
semantic effects in the posterior part of the left IFG. There
are possibly two reasons explaining this divergence of
ﬁndings. One is the differential method, since the pro-
cessing of a distractor word while retrieving a picture name
from the mental lexicon has other task requirements than
simply naming pictures (with residual activation levels in
the mental lexicon from previous trials). The other is the
differential scope of the two studies. Although both studies
aimed at tapping different levels in the mental lexicon, the
present paper explicitly investigated selection effects based
on a neuroanatomically deﬁned hypothesis. Therefore, the
present study considered brain activation effects related to
speech latencies, whereas Abel et al. (2009) reported brain
activation effects related to conditions (rather than speech
latencies). Therefore, the two studies may be regarded as
complementary, providing insights into different aspects of
the language production process.
Syntactic gender selection in area 44
Of particular importance for the research question in the
present study was the fact that syntactic priming occurred
and differed from phonological priming. In terms of
‘‘selection’’, this means that there was a syntactic selection
process going on which differed from phonological selec-
tion but resembled semantic selection.
Preliminary neuroimaging studies have already demon-
strated that the left posterior IFG (and sometimes, more
precisely, cytoarchitectonically deﬁned area 44) supports
syntactic gender processing in different tasks and modali-
ties (Hernandez et al. 2004; Longoni et al. 2005; Miceli
et al. 2002; Padovani et al. 2005). On the psycholinguistic
level the presence of a gender priming effect in left area 44
implies that syntactic gender information must have been
selected in the mental lexicon while the participants named
pictures with bare nouns—otherwise no priming effect
could have occurred. Thus, the present fMRI study dem-
onstrated the selection of syntactic gender information in
bare noun production even though such selection was not
required for the actual form of the utterance (unlike in
gender-marked determiner-noun phrases or adjective-noun
phrases). This ﬁnding is in accordance with one behav-
ioural language production study (Cubelli et al. 2005), but
in opposition to several other studies (e.g. La Heij et al.
1998) and the model assumptions based thereupon (Levelt
et al. 1999). However, if in the present study a non-sig-
niﬁcant effect in the fMRI data had occurred, one would
still have to face the criticism of insufﬁcient power. In
contrast, the actual positive ﬁndings for syntactic selection
in this study, which moreover occurred in a plausible brain
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123region, make a point in favour of the selection of syntactic
gender in bare noun production. This reasoning would
make sense considering that word category information is
also taken to be selected in bare noun production.
Priming effects in the RT regressors outside Broca’s
region
Besides the selection effects in Broca’s region, the main
effect for priming in the RT regressors yielded further
results in a number of other regions including the precen-
tral gyrus and the cerebellum involved in motor control,
the hippocampus, amygdala and middle temporal gyrus
(involved in lexical processing and memory), as well as
the postcentral gyrus, parietal operculum, occipital lobe
(somatosensory and visual processing). Among these
regions, only the left middle temporal gyrus is commonly
associated with linguistic processing (e.g. Friederici 2002;
Indefrey and Levelt 2004) on several levels of the mental
lexicon. Following the initial hypothesis that Broca’s
region is particularly involved in the bottom-up selection
processes in the mental lexicon, the involvement of the
middle temporal cortex could possibly reﬂect the conse-
quence of this selection process, i.e. that a lexical entry is
now available for further processing. This entry could then
activate its sensory features from semantic memory via the
sensory and memory regions. This is the more plausible
since all lexical entries refer to concrete, depictable objects
with well-deﬁned sensory features in the present picture
naming study. Finally, the modulated production speed of
the word, which is reﬂected in the speech latencies corre-
lated with this effect, is also reﬂected in modulated
involvement of the speech motor system. So far, only few
is known about the effective connectivity of brain regions
during priming (e.g. Nakamura et al. 2007) or language
production (e.g. Eickhoff et al. 2009). For this reason, the
here-proposed-interplay of the regions during priming in
language production must remain speculative and be sub-
jected to further research in this ﬁeld.
Activation without subsequent selection in the mental
lexicon
Priming effects that were not related to the RT regressors
were interpreted to reﬂect activation level changes in the
mentallexicon,however;withoutsubsequentselectionofan
entry. The analysis of such priming effects in the fMRI data
revealed a very particular pattern. Among all regions that
wereobservedinthemaineffect,mostregionswereinvolved
in phonological priming and only very few in semantic or
syntactic priming. Thus, the distinction between phonolog-
icalprocessing(lexemelevel)ontheonehandandsemantic/
syntactic processing (conceptual/lemma level) on the other
hand, which was already discussed with respect to the
function of Broca’s region, is apparently also relevant here.
Priming in the condition regressors for phonological
processing, i.e. phonological activation in the mental lex-
icon, involved a left hemispheric network that has (as a
whole or in parts) been reported in numerous other studies
on phonological processing (e.g. Abel et al. 2009; Burton
et al. 2000;D e ´monet et al. 1992; Indefrey and Levelt 2004;
Vigneau et al. 2006). By distinguishing activation from
selection in the mental lexicon, as we did in the present
study, the assignment of parts of this network to the one or
the other function becomes more obvious than on the basis
of meta-analysis data (e.g. Vigneau et al. 2006).
With respect to the left IFG (probably area 44) Burton
et al. (2000) argued that this region was involved in the
segmentation of phonological information during language
comprehension, since activation in this region was only
observed when whole phonemes (but not single features of
phonemes) had to be analysed for phonological same-dif-
ferent judgements. ‘‘Segmentation’’ in their sense requires
the identiﬁcation or retrieval of an entire phoneme and
therefore can be regarded as synonymous to the term
‘‘selection’’ used in the present study. Thus, the study by
Burtonetal.(2000)andthepresentstudyprovideconcurrent
evidence, stressing the importance of left area 44 (rather
than temporo-parietal regions) for phonological selection;
however, the present study goes beyond these earlier ﬁnd-
ings by demonstrating a role of left area 44 for phonological
activation in the mental lexicon prior to selection.
The present ﬁndings also contribute to testing the claim
by Indefrey and Levelt (2004) that left posterior IFG
(including area 44) is involved in syllabiﬁcation rather than
phonological code retrieval, while phonological code
retrieval is regarded as a function of posterior temporo-
parietal regions. The data from the present study indicate
that activation of phonemes in the mental lexicon and their
subsequent retrieval, rely on left area 44. Consequently,
area 44 is involved in the language production process
prior to syllabiﬁcation, i.e. at an earlier stage than
hypothesised on the basis of the data available for the meta-
analysis of Indefrey and Levelt (2004).
To conclude, the residual activation not correlated with
the speech latencies provides some complimentary infor-
mation about brain regions involved primarily in the acti-
vation and selection of phonemes in the mental lexicon.
Speech latencies
The ANOVA of the speech latencies yielded a signiﬁcant
priming effect. This priming effect consisted of increased
speech latencies for the homogeneous as compared to the
heterogeneous trials. Commonly, longer speech latencies
are taken as indicators for inhibitory processes in the
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123psycholinguistic literature (see e.g. Jescheniak et al. 2003
andreferencestherein).However,thisnotionseemscounter-
intuitive in a priming paradigm as employed in the present
study. In particular, priming is usually regarded as a form of
implicitlearning,resultinginfacilitatedratherthaninhibited
processing (e.g. Seger 1994). However, such notion only
directly applies to repetition priming, i.e. the repeated pre-
sentation of a particular stimulus. In psycholinguistics,
however, the situation is more complex. Depending on the
experimental context, priming effects may occur in both
directions, resulting in either increased or decreased
response times, as will now be outlined in some more detail.
Phonological priming
For phonological priming, positive and negative priming
effects have been reported in the literature. Whereas some
studies reported facilitation of naming latencies by phono-
logically or segmentally homogeneous primes (e.g. Collins
and Ellis 1992; Schiller 1999), other authors found the
reversed effect (e.g. O’Seaghdha and Marin 2000). A pos-
sible solution to this dilemma was offered by Jescheniak
et al. (2003) who argued that the direction of the phono-
logical priming effect crucially depends on the distance
between prime and target. By using a mathematical calculus
they demonstrated that, whereas short prime-target SOAs
usually result in facilitation, longer SOAs tend to produce
inhibition. These seemingly differential effects result from
the relation of gains and costs of activation of the corre-
sponding phonological nodes in the mental lexicon. This
model could well account for the longer speech latencies in
the phonologically homogeneous versus heterogeneous tri-
als in the present study which were separated by an SOA of
2,000 ms. Such interval is relatively long when comparedto
intervals of 0 or 150 ms which were reported to facilitate
naming responses (e.g. in Jescheniak et al. 2003).
Syntactic gender priming
With respect to syntactic gender priming, the only
psycholinguistic study that ever reported speech latency
differences between gender-homogeneous and gender-
heterogeneous trials in bare noun production (Cubelli
et al. 2005) found that homogeneous trials had longer
speech latencies than heterogeneous trials. While this
result has not been replicated in other experiments, it is
well in line with the data presented here, which conse-
quently corroborate these previous ﬁndings.
The discrepancy of the present study with earlier
behavioural studies (e.g. Van Berkum 1997; La Heij et al.
1998) possibly has several reasons. For instance, increasing
the prime-target interval from one trial (in the present study)
to 3–7 trials (Van Berkum 1997) led to the complete
disappearance of gender priming even when gender-marked
adjective-noun phrases served as primes and targets, indi-
cating the subtlety of gender priming in general. Using the
picture-word interference paradigm instead of gender
priming, La Heij et al. (1998) did obtain a gender congru-
ency effect (i.e. a signiﬁcant inﬂuence of the gender of
the distractor word) on the speech latencies for bare nouns
(his Experiment 2) as well as for determiner phrases (his
Experiment3b).However,theseeffects wereonlypresentin
the by-subject analysis but not in the by-item analysis.
Interestingly, again, this was the case for both bare noun
naming anddeterminer-phrasenaming.The weaknessof the
congruency effect in the determiner-noun condition raises
doubts about the statistical power of the experiment in
general, which may also account for the seeming absence of
a gender-congruency effect in bare noun production.
To summarise, the pattern of picture naming latencies
obtained in the present study, which is characterised by
longer latencies for semantically, phonologically or syn-
tactically homogeneous as compared to heterogeneous tri-
als, is in accordance with previous psycholinguistic studies
of language production and thus a sound basis for using the
speech latency regressors in the fMRI data analysis. Future
research (such as the approach by Jescheniak et al. 2003)
may elucidate under which conditions access to syntactic
gender information on the lemma level is present, be it
facilitating or inhibitory.
Conclusion
The present fMRI study demonstrated the involvement of
left cytoarchitectonically deﬁned area 44 in the selection of
semantic, syntactic and phonological information from the
mental lexicon during picture naming. The term selection
was based on a psycholinguistic deﬁnition and implies
bottom-up processing. The present data complement earlier
ﬁndings from neuroimaging studies reporting more anterior
activation (in or close to area 45; e.g. Amunts et al. 2004;
Badre et al. 2005; Heim et al. 2008) related to selection
processes that were top-down modulated by task demands.
The view of area 44 supporting bottom-up processing and
area 45 supporting top-down processing was corroborated
byprevious neuroimagingstudies(e.g.Noesseltetal.2003).
A second important aspect of this study was the pres-
ence of a syntactic selection effect in left area 44. This
ﬁnding implies that syntactic gender information becomes
selected in bare noun production. The absence of a corre-
spondence to this haemodynamic effect in the speech
latencies indicates the subtlety of the effect and may thus
explain why most of the previous behavioural studies failed
to obtain evidence for the selection of syntactic gender
during language production. This ﬁnding might inspire
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123future behavioural research to obtain more corroborating
evidence while considering the subtlety of the effect and,
therefore, the weak experimental power which must be
expected. Such research, in turn, would have repercussion
on psycholinguistic models of language production.
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Gewehr Riﬂe Lo ¨we Lion Schaukel Swing
Bombe Bomb Pferd Horse Seil Rope
Schwert Sword Zebra Zebra Wippe See-saw
Kanone Cannon Ziege Goat Wu ¨rfel Dice
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