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Abstract
The best-r-point-average (BRPA) estimator of the maximizer of a regression function,
proposed in Changchien (in: M.T. Chao, P.E. Cheng (Eds.), Proceedings of the 1990 Taipei
Symposium in Statistics, June 28–30, 1990, pp. 63–78) has certain merits over the estimators
derived through the estimation of the regression function. Some of the properties of the BRPA
estimator have been studied in Chen et al. (J. Multivariate Anal. 57 (1996) 191) and Bai and
Huang (Sankhya: Indian J. Statist. Ser. A. 61 (Pt. 2) (1999) 208–217). In this article, we further
study the properties of the BRPA estimator and give its convergence rate under some quite
general conditions. Simulation results are presented for the illustration of the convergence
rate. Some comparisons with existing estimators such as the Mu¨ller estimator are provided.
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1. Introduction
Consider a regression model:
Yi ¼ yðXiÞ þ Ei; i ¼ 1;y; n; ð1:1Þ
where yðÞ; deﬁned on a bounded interval CCR; is a real function with a unique
global maximum on C: Suppose that the maximum attains at x0AC: We are
concerned with the estimation of the maximizer x0: The estimation of the maximizer
of a regression function or mode estimation arises in certain industries such as iron
industry and chemical industry where optimal conditions are to be found to optimize
production. For example, in iron industry, engineers need to search for the optimal
burden distribution indices of blast furnace which maximize the iron production
from large quantities of iron-bearing materials.
The estimation of x0 by traditional approach is done through the estimation of the
regression function. That is, the function yðÞ is estimated by some nonparametric
method ﬁrst and then the maximizer of the estimated function #yðÞ is taken as the
estimate of x0: The regression function can be estimated by various methods such as
the kernel, the nearest neighbor, the orthogonal series or the smoothing splines, etc.
The convergence rate of the nonparametric estimator of the regression function
mainly depends on the smoothness of the regression function and requires the
existence of the second moment of the underlying error distribution. The
convergence rate is typically Opðn2=5Þ when a smoothing parameter involved in
those methods is appropriately chosen. Generally, this rate cannot be signiﬁcantly
improved unless some stronger conditions on the smoothness of the regression
function are assumed. The convergence rate of the estimator of x0 is determined by
the convergence rate of the estimator of the regression function which is essentially
independent of the error distribution except requiring the existence of its second
moment. For example, if the regression function is differentiable at the mode, the
convergence rate of the mode estimator is basically Opðn1=5Þ: For details on the
mode estimation based on nonparametric regression, we refer the reader to, among
others, Ibragimov and Khas’minskii [5] and Mu¨ller [6].
In recent years another method called the best-r-point-average (BRPA) is
developed for the mode estimation in a quite different spirit. The terminology
BRPA is coined by engineers in ﬁeld studies. The method can be described as
follows. Let ðX1; Y1Þ;y; ðXn; YnÞ be a sample of size n and let Yð1Þp?pYðnÞ be the
order statistics of Y1;y; Yn: Then, x0 is estimated by xˆ0ðrÞ ¼ r1
Pr1
i¼0 X½ni; the
average of those Xi’s corresponding to the r largest order statistics YðiÞ’s, where X½i
denotes the Xj corresponding to YðiÞ: The estimator xˆ0ðrÞ is called the BRPA
estimator. The BRPA method with r ¼ 1 has long been used without theoretical
justiﬁcation by engineers in searching for the optimum range of burden distribution
indices of blast furnace to extract iron from large quantities of iron-bearing
materials, see [2]. The theoretical justiﬁcations of the BRPA method were ﬁrst
provided by Chen et al. [3] where the consistency and certain rates of convergence of
the BRPA estimator under some sufﬁcient conditions were established. Besides the
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obvious merit of easy computation and application, Chen et al. [3] demonstrated that
the BRPA has higher convergence rate than Mu¨ller estimator for certain error
distributions whereas it is worse than the later for some heavy tailed error
distributions. Later, Bai and Huang [1] derived the necessary and sufﬁcient condition
for the consistency of the BRPA estimator. Some limiting properties of the BRPA
estimators were further investigated in [4]. Still, further studies on the BRPA
estimator need to be carried out. In this paper, we derive the rate of convergence of
the BRPA estimator under more general conditions including the necessary and
sufﬁcient condition established in [1].
The remainder of the paper is organized as follows. In Section 2, our main results
are described and some comparison with the work of Chen et al. [3] is made. The
results are illustrated by a simulation study presented in Section 3. The proofs of the
main results are given in Section 4.
2. Convergence rate of BRPA
We present our results on the convergence rate of the BRPA estimator in
this section. The following settings of model (1.1) will be considered: (i) the Xi’s
are ﬁxed design points chosen according to a density function gðxÞ such that
i=ðn þ 1Þ ¼ RXiNgðxÞ dx and the Ei’s are independent and identically distributed
(i.i.d.) random errors with distribution function F ; and (ii) the Xi’s are i.i.d. random
variables with density function gðxÞ and are independent of the Ei’s. In both
settings, we assume that gðxÞ is bounded from below on C; i.e., there is a constant
c40 such that gðxÞXc for all xAC: The convergence rate of the BRPA estimator
depends on the properties of both the regression function yðÞ and the distribution
function F : In particular, the spacings of the quantiles of F ; to be deﬁned below, play
a vital role in the rate of convergence. Let xs;t denote the ð1 t=sÞ-quantile of F ;
where tos: Deﬁne
BðsÞ ¼ xs;1  xs;2:
For simplicity, we shall use xs for xs;1 in the sequel.
It is established in [1] that the necessary and sufﬁcient condition for the
consistency of the BRPA estimator is that BðnÞ-0 as n-N: The intuitive reasoning
is as follows. The sample spacings of the extreme right order statistics should have
the same order as BðnÞ: Thus, to ensure the consistency of the BRPA estimator, it is
necessary and sufﬁcient that the sample spacings of the extreme right order statistics
of the errors are relatively smaller than the increment of the regression function due
to location changes. This hints that the convergence rate of the BRPA estimator
must be determined by the convergence rate of BðnÞ in some manner. Intuitively, if
BðnÞ converges to 0 faster, the sample spacings of the large extreme error values will
be smaller. That is, the differences between the largest error values are smaller. Thus,
the largest Y values will be basically determined by the largest values of the
regression function. This also indicates that the convergence rate will be higher if
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BðnÞ tends to zero faster. On the other hand, the convergence rate must depend on
the ‘‘sharpness’’ of the regression function. If the regression function is sharp, i.e.,
the regression function has large differences at different X values and hence the
mode is easier to detect. However, if the regression function is too sharp at the mode
then it will be difﬁcult to get an observation with X close to the mode, which may
reduce the convergence rate of the BRPA estimator. This indicates that the
convergence rate of the estimator depends on the sharpness of the regression
function in some way. In this article, we establish the convergence rate of the BRPA
estimator in terms of BðnÞ as well as the ‘‘sharpness’’ of the regression function. We
make the following assumptions:
(A1) The regression function yðxÞ has a unique maximizer x0:
(A2) There exists a positive constant d0 such that, for any dAð0; d0; fxAC; yðx0Þ 
yðxÞpdg is a non-degenerate interval with endpoints aðdÞ and bðdÞ where
aðdÞobðdÞ: Let cðdÞ ¼ bðdÞ  aðdÞ: It is easy to see that c is non-decreasing
and satisﬁes cð0Þ ¼ 0: We assume that c is continuous and, for any dAð0; d0
and b41;
c1b
t1cðdÞpcðd=bÞpc2btcðdÞ;
with constants 0oc1oc2 and 0otot1:
The assumption obviously implies that, for all dAð0; d0=2k; we have
c1nk1cð2kdÞocðdÞoc2nkcð2kdÞ;
where n1 ¼ 2t1 and n ¼ 2t:
(B) The spacing function BðsÞ is strictly decreasing to 0 when s4s0 for some s0 and
satisﬁes Bðs=bÞpbaBðsÞ for any s4s0; b41 and some a40:
The case where a regression function has a positive second derivative corresponds
to t1 ¼ t ¼ 1=2; and the case where a regression function is linear on both sides of
the mode corresponds to t1 ¼ t ¼ 1: Therefore, assumption (A2) regulates the
regression function so that it will be neither too ﬂat nor too sharp. Whereas
assumption (B) regulates the extreme spacing of the error distribution so that it will
not converge to zero too fast, not faster than sa for some a40: These conditions are
satisﬁed by most commonly used distributions except some artiﬁcial ones. Some
examples of the function BðsÞ are: BðsÞ ¼ 1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 log sp for the standard normal
distribution; BðsÞ ¼ 1=s for the uniform distribution on ½0; 1 and BðsÞ ¼ ðb=sÞ1=b for
Beta(a; b).
Assumption (B) implies that B1ðdÞ; the inverse function of BðsÞ; exists for all
small d40 and
B1ðd=bÞXb1=aB1ðdÞ: ð2:1Þ
Note that B1ðdÞ=cðdÞ is a function of d; strictly increasing toN as dk0: Thus, its
inverse function exists and is strictly decreasing to 0 as s-N: Let jðsÞ denote
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the inverse function of B1ðdÞ=cðdÞ: We now discuss some properties of the
function jðsÞ:
For any b41 and small d40; by assumptions (A2) and (B), we have
j1ðd=bÞ ¼ B
1ðd=bÞ
cðd=bÞ Xc
1
2 b
ð1þtaÞ=a B
1ðdÞ
cðdÞ ¼ c
1
2 b
ð1þtaÞ=aj1ðdÞ: ð2:2Þ
This inequality implies that, for all large s ¼ j1ðdÞ;
bajðsÞXjðc2bð1þtaÞsÞ;
or, equivalently,
jðsÞpba=ð1þtaÞjðc12 bsÞ: ð2:3Þ
Theorem 2.1. Suppose that, under both settings of model (1.1), assumptions (A1), (A2)
and (B) are satisfied. Then,
yðx0Þ  yðxˆ0ðrÞÞ ¼ OpðjðnÞÞ ð2:4Þ
and
x0  xˆ0ðrÞ ¼ OpðcðjðnÞÞÞ: ð2:5Þ
The following corollary is a special case of Theorem 2.1 which is easier to
understand.
Corollary 2.2. Suppose that the assumptions of Theorem 2.1 hold with BðsÞ ¼ saLðsÞ
and c1d
tocðdÞoc2dt where a and t are positive constants and LðsÞ is a slowly varying
function, i.e., LðasÞ=LðsÞ-1 as s-N for any a40: Then
yðx0Þ  yðxˆ0ðrÞÞ ¼ OpððBðnÞÞ1=ð1þatÞÞ ð2:6Þ
and
x0  xˆ0ðrÞ ¼ OpððBðnÞÞt=ð1þatÞÞ: ð2:7Þ
In the above corollary, the constant a is a measure of the heaviness of the right tail
of the error distribution. It determines the rate of convergence at which the remote
spacings approach to zero. If ap1; the remote spacings cannot have an order oðn1Þ:
The constant t40 describes the sharpness of the peak of the regression function
yðxÞ: If yðxÞ has a non-zero second derivative at x0; t ¼ 1=2: If yðxÞ is approximately
linear on both sides of x0; t ¼ 1: If yðxÞ is very sharp, a can be very large. The
condition of Corollary 2.2 is satisﬁed if LðsÞ is any power of log s:
It is worth mentioning that the rate OpðjðnÞÞ cannot be further improved under
any general conditions. We have the following theorem.
Theorem 2.3. Under the assumptions of Theorem 2.1, for any Z40; there is a positive
constant d40 such that
lim inf
n-N
Pðyðx0Þ  yðxˆ0ðrÞXZjðnÞÞXd ð2:8Þ
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and
lim inf
n-N
Pðx0  xˆ0ðrÞXcðZjðnÞÞ4d40; ð2:9Þ
where d is a generic positive constant taking different values at different appearances.
Theorem 2.3 implies that the rates OpðjðnÞÞ and OpðcðjðnÞÞÞ cannot be improved
to opðjðnÞÞ and opðcðjðnÞÞÞ; respectively.
In the remainder of this section, we make some comparison between our results
and those of Chen et al. [3].
Condition R given in [3] is basically our conditions (A1) and (A2) in the form
given in Corollary 2.2. However, our restriction on the function c does not require
its upper and lower bounds to have the same order. This allows the convergence rate
of the ﬁrst spacing of order n to contain a slow-varying function whereas condition R
only allows a bounded variation upon nt: Under condition E(1) of Chen et al. [3],
by setting eðtÞ ¼ ðwE  tÞfEðtÞ=ð1 FEðtÞÞ  k  1; we have
1 FEðtÞ ¼ CðwE  tÞkþ1L1ðtÞ;
where C is a positive constant and L1ðtÞ ¼ expð
R wE
t
eðsÞ ds
wEs Þ that is a slow-varying
function. It can then be shown that BðsÞ ¼ s1=ðkþ1ÞLðsÞ for some slowly varying
function LðsÞ: The following example can be taken as an illustration.
Example 2.4. Let eðtÞ ¼ a=logðwE  tÞ; where a is a real number. The solution
for L1ðtÞ is ðlogðwE  tÞaÞ: In this case, the spacing function is BðsÞ ¼
ðs logaðsÞÞ1=ð1þkÞ:
Under condition E(2) of Chen et al. [3], one can show that the spacing function
BðsÞ is proportional to ðlnðsÞÞð1vÞ=v:
Now, let us turn to the conclusions. At ﬁrst, as mentioned in the previous
paragraph, under their condition E(1), there should be a slow-varying function LðsÞ
appearing in the convergence rate. We guess they might have assumed LðsÞ ¼ 1:
Note that a ¼ 1=ðk þ 1Þ: In our Corollary 2.2, we have successively removed the
log n and log log n factors in their Theorem 2. There may be a typo in their
conclusion (a) of Theorem 1, for the rates in their Theorems 1 and 2 should not be
the same. According to our results, their rate should be Opððlog n=nÞ1=ðtþkþ1ÞÞ:
3. Simulation study and discussion
We report some of our simulation studies and provide some discussion in this
section. The simulation vindicates the theory we developed in Section 2 and, in
addition, reveals some interesting features of the BRPA estimator. Comparisons
between the BRPA method and the Mu¨ller method are also included in the
simulation.
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In our simulation study, we considered four regression functions and four error
distributions. The ﬁrst three regression functions and ﬁrst three error distributions
are used mainly for the illustration of the properties of the BRPA estimator. The
regression functions and the distribution functions of the error distributions and
their respective t and a are listed, respectively, below.
The regression functions:
f1ðxÞ ¼ x2; t ¼ 1=2;
f2ðxÞ ¼ jxj; t ¼ 1;
f3ðxÞ ¼ 
ﬃﬃﬃﬃﬃ
jxj
p
; t ¼ 2;
f4ðxÞ ¼
1þ x
2
; xo0;
4ð1 x
3
Þ; xX0;
(
t ¼ 1:
The distribution functions:
F1ðtÞ ¼ 1 ð1þ
ﬃﬃﬃ
2
p
Þ2ðt  1Þ2; 
ﬃﬃﬃ
2
p
ptp1; a ¼ 1=2;
F2ðtÞ ¼ t; 0ptp1; a ¼ 1;
F3ðtÞ ¼ 1
ﬃﬃﬃ
3
p
ð1 tÞ1=2; 2=3ptp1; a ¼ 2;
F4ðtÞ ¼ FðtÞ; NotoN; BðnÞ ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 log n
p
;
where FðtÞ is the distribution function of the standard normal distribution.
The protocol of the simulation study is described as follows. For each of the 16
combinations of the regression functions and the error distributions, 5000 samples of
size n; with n ¼ 100; 200; 400; 800; are generated. Each of the samples is generated as
yi ¼ fjðxiÞ þ ei; i ¼ 1;y; n; j ¼ 1; 2; 3; 4; where the xi’s are taken as equally spaced
values in the interval ½0:5; 0:5 and the ei’s are random numbers generated from the
error distribution Ft; t ¼ 1; 2; 3; 4; by using Splus 4.5. For each sample, the BRPA
estimator with r ¼ 1; 5 and 8 and the Mu¨ller estimator are computed, respectively.
For each n; the averaged absolute deviation of each estimator is computed as
1
5000
P5000
i¼1 jxˆ0i  x0j: These averaged absolute deviations are reported in Table 1. To
facilitate the comparison among the convergence rates of the various estimators, for
each estimator, we approximate the exponent n in the convergence rate OðnnÞ by
forming the ratio of two averaged absolute deviations with sample sizes n1 and 2n1
which yields the exponential 2n when n1 gets large. We computed the ratios of the
averaged absolute deviations by taking n1; in turn, as 100, 200 and 400. As n1 goes
from 100 to 400, the ratios become stable. Hence, we take the ratios with n1 ¼ 400 as
the approximation to 2n: These ratios are given in Table 2.
The following features can be seen from the simulated results:
(i) In Table 2, the number 2n decreases from f1 to f3 down the columns and from
F1 to F3 along the rows. This indicates that the convergence of the BRPA estimator
gets faster as a or t increase, which is well in line with the theory we developed in
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Section 2. Unlike the estimators based on the estimation of the regression function
whose convergence rate is solely determined by the properties of the regression
function, the convergence rate of the BRPA estimator depends on the properties of
both the regression function and the error distribution. Firstly, it depends on the
error distribution through BðnÞ; the ﬁrst spacing of order n: Secondly, it depends on
Table 1
Averaged absolute deviations of the BRPA estimators and the Mu¨ller estimator
n 100 200
r f \F F1 F2 F3 F4 F1 F2 F3 F4
1 f1 0.183 0.087 0.033 0.226 0.165 0.069 0.024 0.223
f2 0.129 0.043 0.014 0.200 0.106 0.030 0.009 0.195
f3 0.106 0.025 0.008 0.189 0.078 0.016 0.005 0.184
f4 0.135 0.052 0.019 0.190 0.109 0.037 0.013 0.184
5 f1 0.090 0.055 0.024 0.095 0.085 0.044 0.017 0.096
f2 0.077 0.034 0.013 0.089 0.069 0.024 0.008 0.089
f3 0.074 0.025 0.008 0.087 0.063 0.016 0.005 0.087
f4 0.180 0.095 0.046 0.203 0.157 0.067 0.029 0.196
8 f1 0.072 0.048 0.023 0.075 0.070 0.040 0.017 0.075
f2 0.064 0.032 0.013 0.071 0.058 0.023 0.008 0.070
f3 0.063 0.026 0.009 0.070 0.056 0.016 0.005 0.069
f4 0.194 0.118 0.062 0.209 0.173 0.084 0.039 0.200
M f1 0.173 0.086 0.028 0.236 0.134 0.074 0.028 0.195
f2 0.074 0.031 0.011 0.148 0.052 0.024 0.008 0.103
f3 0.054 0.022 0.008 0.125 0.033 0.015 0.005 0.078
f4 0.288 0.270 0.268 0.310 0.226 0.219 0.218 0.249
1 f1 0.148 0.055 0.017 0.220 0.125 0.044 0.012 0.220
f2 0.084 0.022 0.006 0.188 0.066 0.015 0.004 0.188
f3 0.055 0.010 0.003 0.176 0.040 0.006 0.002 0.172
f4 0.086 0.027 0.008 0.180 0.069 0.019 0.005 0.171
5 f1 0.080 0.035 0.013 0.094 0.070 0.028 0.009 0.096
f2 0.057 0.017 0.005 0.086 0.045 0.012 0.003 0.085
f3 0.048 0.010 0.003 0.084 0.034 0.007 0.002 0.083
f4 0.129 0.048 0.019 0.189 0.103 0.034 0.012 0.183
8 f1 0.067 0.031 0.012 0.075 0.060 0.026 0.009 0.075
f2 0.051 0.017 0.006 0.069 0.041 0.012 0.004 0.068
f3 0.046 0.011 0.003 0.067 0.033 0.007 0.002 0.066
f4 0.147 0.060 0.025 0.193 0.118 0.042 0.016 0.186
M f1 0.107 0.067 0.027 0.161 0.089 0.060 0.026 0.128
f2 0.041 0.019 0.007 0.073 0.030 0.014 0.005 0.053
f3 0.023 0.011 0.004 0.048 0.016 0.008 0.003 0.030
f4 0.188 0.186 0.186 0.202 0.167 0.167 0.166 0.172
Z. Bai et al. / Journal of Multivariate Analysis 84 (2003) 319–334326
the regression function through the index t as in Corollary 2.2. Under the
assumption of Corollary 2.2, BðnÞ is varying regularly with an index a: In other
words, BðnÞ converges to zero essentially at the same rate as na: Therefore, the
convergence rate of the BRPA estimator is essentially Opðn
at
atþ1Þ; that is, n ¼ atatþ1: It is
somewhat surprising that the convergence rate may be even higher than n1=2 for
certain cases where at41: This is demonstrated by the simulation for the case of f3
and F3; noting that 2
1=2 ¼ 0:707 that is larger than the entries in Table 2
corresponding to the combination of f3 and F3:
(ii) The entries of Table 2 corresponding to the BRPA estimators for the normal
distribution (F4) are close to 1. This is an indication that the convergence is very
slow, as is expected, since, under the normal distribution, BðnÞ is of the rate
Oð1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog np Þ: Mu¨ller estimator has almost the same convergence rates for different
error distributions including the normal distribution. This shows that Mu¨ller
estimator has higher convergence rate than the BRPA estimator in the case of
normal distribution, which is within our expectation. However, the superiority of the
Mu¨ller estimator is not that signiﬁcant for moderate sample sizes, as will be further
discussed in (v) and (vi).
The discussion in (i) and (ii) suggests that the BRPA estimator should be
employed when the error distribution has a lighter tail than normal distribution and,
otherwise, the Mu¨ller estimator should be adopted if the amount of computation is
not of concern.
Table 2
Simulated convergence rate n in scale 2n based on simulations with sample sizes 400 and 800
r f \F F1 F2 F3 F4
1 f1 0.846 0.798 0.702 1.002
f2 0.784 0.706 0.629 0.999
f3 0.713 0.611 0.581 0.977
f4 0.801 0.702 0.640 0.949
5 f1 0.879 0.8009 0.721 1.016
f2 0.795 0.729 0.629 0.990
f3 0.706 0.627 0.586 0.989
f4 0.796 0.708 0.634 0.966
8 f1 0.900 0.822 0.722 1.003
f2 0.803 0.723 0.637 0.995
f3 0.721 0.634 0.570 0.993
f4 0.805 0.707 0.632 0.963
M f1 0.833 0.895 0.960 0.794
f2 0.733 0.744 0.748 0.716
f3 0.672 0.693 0.688 0.621
f4 0.889 0.893 0.894 0.856
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It is interesting to note that the convergence rate of the Mu¨ller estimator is getting
better when the regression function changes from f1 to f3; and that, for f4 which is
discontinuous, the Mu¨ller estimator still performs well and even better than when the
regression function is f1: This phenomenon was not shown in Mu¨ller’s work.
(iii) For the regression function f4; the BRPA estimators have much better
convergence rates than the Mu¨ller estimator, which can be seen from Table 2. This
provides a typical example where the BRPA estimator can perform much better than
the Mu¨ller estimator. The function f4 is discontinuous at the maximizer of the
function. While the discontinuity has little effect on the BRPA estimator, it has a
great effect on the Mu¨ller estimator since the latter depends heavily on the
smoothness assumption of the regression function.
(iv) What is shown in Table 2 suggests a conjecture: among the BRPA estimators
the one with r ¼ 1 seems to have best convergence rates, which is but not
really surprising. Although a larger value of r will reduce the variance of
the estimator, it increases the bias as a price. Especially when the regression
function or the design points are not symmetric about x0; the larger the r; the larger
the bias it will introduce. The simulation results only illustrate that the reduction of
variance by increasing the value of r is not enough to counterweight the effect of
bias, which is especially the case for the asymmetric regression function f4; see (v)
below.
The simulated results also reveal the following small sample features of the
estimators.
(v) Although the BRPA estimator with r ¼ 1 seems to have the best convergence
rate in all the situations considered, the choice of r does pose an issue in small sample
problems. From Table 1, we can see that, for the three symmetric regression
functions, the best r value is 8 or 5 for n ¼ 100; and then in some of the situations the
best r shifts to 5 or 1 as n reaches 200, 400 and 800, while in the remaining cases
the best r remains at 8. On the other hand, for the asymmetric regression function f4;
the best r is 1 in all the situations and for all the sample sizes considered. It can also
be noticed that the best r depends on both the regression function and the error
distribution. However, how to develop a practical rule for the choice of the best r
needs further investigation.
(vi) Although the Mu¨ller estimator has a better convergence rate than the BRPA
estimators when the error distribution has a heavy right tail, this does not mean that
it performs better than the BRPA estimators for all possible sample sizes and all
choices of r: For moderately large n; e.g., n ¼ 100; 200; 400; the BRPA estimator with
r ¼ 5 or 8 performs much better than the Mu¨ller estimator. Even for n ¼ 800; the
performance of the BRPA estimators is still comparable with that of the Mu¨ller
estimator. We can only expect the superiority of the Mu¨ller estimator to show up for
extremely large sample sizes.
Based on the simulated results we may conclude that the BRPA estimator provides
a competitive alternative to the Mu¨ller estimator in the estimation of the maximum
point of a regression function. Apart from its simplicity and better convergence rate
in certain situations, the BRPA estimator seems to have advantages over the Mu¨ller
estimator in all small sample problems.
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4. Proofs of the theorems
Proof of Theorem 2.1. We only prove (2.4), since (2.5) follows immediately from
assumption (A2). Without loss of generality, we take C to be the unit interval ½0; 1
and assume that gðxÞ  1: We only give the proof for the case of stochastic designs.
The proof for the case of ﬁxed designs is easier and hence is omitted.
To prove (2.4), it sufﬁces to show
Pðyðx0Þ  yðxˆ0ðrÞÞXCnjðnÞÞ-0 as n-N; ð4:1Þ
for any sequence of positive numbers fCn-Ng: In fact we only need to consider
sequences of very slow rate. Therefore, we assume that CnjðnÞ-0 in the sequel.
We split the X -space into a series of decreasingly nested intervals fðaðdjÞ; bðdjÞÞ;
jX0g: Our strategy of the proof is to show that with a large probability, for each jX1;
there are at least r Y -values whose corresponding X -values are in ðaðdjþ1; bðdjþ1ÞÞ that
are larger than the maximum value of Y with its corresponding X value in
ðaðdj1; bðdj1ÞÞ\ðaðdj ; bðdjÞÞ: The nested separation saves a lot of comparisons and
hence get more accurate convergence rates than those obtained by Chen et al. [3].
We ﬁrst introduce some notation which will be used in the sequel. Let Cn-N be a
given sequence and Kn-N be a sequence to be speciﬁed later. For jX0; deﬁne
dj ¼ d0
2j
;
cj ¼ cðdjÞ ¼ bðdjÞ  aðdjÞ;
Aj ¼ fx : yðx0Þ  yðxÞpdjg:
For the sake of convenience, denote the triples ðXi; Yi; EiÞ with XiAAj by
fðX ðjÞ1 ; Y ðjÞ1 ; EðjÞ1 Þ;yðX ðjÞnj ; Y ðjÞnj ; EðjÞnj Þg; j ¼ 0; 1; 2;y;
where nj is the number of Xi’s falling into Aj: Also, the original data set is denoted by
fðX ð1Þ1 ; Y ð1Þ1 ; Eð1Þ1 Þ;y; ðX ð1Þn ; Y ð1Þn ; Eð1Þn Þg:
Since the Xj ’s are uniformly distributed, it follows that njEncðdjÞ; where E means
that the ratio of the two quantities on its two sides tends to 1.
Let mðnÞ be the largest integer j such that dj is greater than or equal to CnjðnÞ; that is,
mðnÞ ¼ ½log2 d0  log2 Cn  log2 jðnÞ:
For simplicity, mðnÞ is denoted by m afterwards. Note that m-N since CnjðnÞ-0:
For 0pjpm þ 1; let kn;j ¼ ½nmþjKn: Deﬁne the following events:
Rnj ¼fEðj1Þðnj1Þ  E
ðj1Þ
ðnj1kn;jÞXdjþ1g;
Qnj ¼f#fi : ipkn;j1; X ðj1Þlnj1iAðaðdjþ1Þ; bðdjþ1ÞÞgorg;
Dn;j ¼ffX ðjÞ½nj ;y; X
ðjÞ
½njrþ1gCðaðdjþ1Þ; bðdjþ1ÞÞg;
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where EðjÞð1Þp?pE
ðjÞ
ðnjÞ are the order statistics of E
ðjÞ
1 ;y; E
ðjÞ
nj ; ls denotes the index such
that eðj1Þls ¼ e
ðj1Þ
ðsÞ ; and X
ðjÞ
½1 ;y; X
ðjÞ
½nj  are the statistics induced by Y
ðjÞ
ð1Þ;y; Y
ðjÞ
ðnjÞ:
For the above events to be well deﬁned, we need the condition that nj14kn;j; for
j ¼ 0; 1;y; m þ 1: By assumption (A2), we have, for any jom þ 1;
nj1Encðd02jþ1ÞXncðd02mÞc12 nmþj1Enmc12 kn;j=kn;mþ1:
This approximation relation is implied by the fact that nm=kn;mþ1-N; or
equivalently
ncðCnjðnÞÞ=Kn-N: ð4:2Þ
We shall ensure that this condition be satisﬁed by choosing Kn later.
We now return to the proof. When the event RCnj-QCnj happens, there are at
least r integers i ðpkn;j1Þ such that X ðj1Þlnj1iAðaðdjþ1Þ; bðdjþ1ÞÞ: So, for all
X
ðj1Þ
h eðaðdjÞ; bðdjÞÞ;
Y
ðj1Þ
lnj1i
¼ yðX ðj1Þlnj1iÞ þ E
ðj1Þ
ðnj1iÞXyðX0Þ  djþ1 þ E
ðj1Þ
ðnj1Þ  djþ1
4 yðX ðj1Þh Þ þ Eðj1Þh þ dj  2djþ1 ¼ Y ðj1Þh :
This shows that the X -observations corresponding to the r largest Y -observations
must be inside the interval ðaðdjÞ; bðdjÞÞ; that is, RCnj-QCn;jCDn;j1: Here, when j ¼ 0;
Dn;1 ¼ fX½n;y; X½nrþ1Aðaðd0Þ; bðd0ÞÞg:
Note that
fyðx0Þ  yðxˆ0ðrÞÞpCnjðnÞg*
\m
j¼1
Dn;j :
Thus,
Pðyðx0Þ  yðxˆ0ðrÞÞXCnjðnÞÞp
Xm
j¼1
PðDcn;jÞ
pPðDcn;1Þ þ
Xmþ1
j¼1
PðRn;jÞ þ
Xmþ1
j¼1
PðQn;jÞ:
It has been proved in [1] that limn-N PðDcn;1Þ ¼ 0:
In the following, we estimate PðRn;jÞ and PðQn;jÞ: To begin with, notice that for
jX1; Nj :¼ #fi : ipkn;j; X ðj1Þlnj1iAðaðdjþ1Þ; bðdjþ1ÞÞg is a random variable distributed
according to Binomial (kn;j;cjþ1=cj1Þ: The left side inequality of assumption (A2)
implies that cjþ1=cj1Xd1 for some d1Að0; 1Þ: Then, an application of Bernstein’s
inequality yields
PðQnjÞpPðNj  kn;jcjþ1=cj1or  d1kn;jÞpedkn;j ;
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for some constant d40: Recalling the deﬁnition of kn;j and the fact that Kn will be
chosen to approach N; it follows that, as n-N;
Xmþ1
j¼1
PðQnjÞp
Xmþ1
j¼1
exp dnmþjKn
 	
p
XN
j¼0
expfdnjþ1 Kng-0: ð4:3Þ
We now estimate PðRnjÞ: We have
PðRnjÞ ¼PðEðj1Þðnj1Þ  E
ðj1Þ
ðnj1kn;jÞXdjþ1Þ
pPðEðj1Þðnj1ÞXxKnðmjþ2Þ2nj1Þ þ PðE
ðj1Þ
ðnj1kn;jÞpxKnðmjþ2Þ2nj1  djþ1Þ:
Note that ðj þ 2Þ2nj is a decreasing function in jX0:
At ﬁrst, we have
Xmþ1
j¼1
PðEðj1Þðnj1ÞXxKnðmjþ2Þ2nj1Þ
p
Xmþ1
j¼1
1 1 1
Knðm  j þ 2Þ2nj1
 !nj1 !
p
Xmþ1
j¼1
1
Knðm  j þ 2Þ2
pK1n
XN
j¼1
j2-0 as n-N:
Thus, to complete the proof of the theorem, it remains to show that
Xmþ1
j¼1
PðEðj1Þðnj1kn;jÞpxKnðmjþ2Þ2nj1  djþ1Þ-0: ð4:4Þ
We ﬁrst show that
Xmþ1
j¼1
PðEðj1Þðnj1kn;jÞpxnj1=2kn;j Þ-0: ð4:5Þ
Note that Eðj1Þðnj1kn;jÞpxnj1=2kn;j is equivalent toXnj1
i¼1
IðEðj1Þi pxnj1=2kn;j ÞXnj1  kn;j:
Since nj1  kn;j  nj1PðEðj1Þi pxnj1=2kn;j Þ ¼ kn;j; the Bernstein inequality implies
that, for some constant d40;
PðEðj1Þðnj1kn;jÞpxnj1=2kn;j Þ
pexpðk2n;j=2½nj1PðEðj1Þi 4xnj1=2kn;j Þ þ kn;j Þpedkn;j ;
which, in turn, implies (4.5).
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To complete the proof of (4.4), one needs only to verify that, for all large n; a
suitably chosen sequence fKn-Ng and for all j ¼ 1; 2;y; m þ 1;
xKnðmjþ2Þ2nj1  xnj1=2kn;jpdjþ1: ð4:6Þ
Since the function B is decreasing, we have
LHS of ð4:6ÞpBðnj1=kn;jÞ þ Bð2nj1=kn;jÞ þ?þ Bð2JðjÞnj1=kn;jÞ
p JðjÞBðnj1=kn;jÞ;
where JðjÞ is the smallest integer such that 2JðjÞXK2n ðm  j þ 2Þ2nmþj: Thus, (4.6) is
implied by
JðjÞBðnj1=kn;jÞodjþ1: ð4:7Þ
By assumption (A2), we have
nj1=kn;jEncðdj1Þ=kn;jXc12 ncðdmÞ=kn;mþ1:
We then have JðjÞBðnj1=kn;jÞpJðjÞBðc12 n1ncðd02m=KnÞÞ: Since djþ1=JðjÞ is
decreasing as j increases, to guarantee (4.7) for all jpm; we only need to select Kn
such that (setting j ¼ m þ 1), for any ﬁxed constant C40;
Jðm þ 1ÞBðCncðd02mÞ=KnÞ=dmþ1-0;
which is further implied, noticing (2.1) and that dmþ1oCnjðnÞ; by
ncðCnjðnÞÞ=½KnB1ðCnjðnÞ=Jðm þ 1ÞÞ
XncðCnjðnÞÞ=½KnJ1=aðm þ 1ÞB1ðCnjðnÞÞ-N;
where we have used the fact that d02m1 ¼ dmþ1ECnjðnÞ:
Noting that Jðm þ 1ÞE2 log2ðKnÞ and Kn-N can be chosen in a very slow rate,
to complete the proof of the theorem, one only needs to show that
ncðCnjðnÞÞ=B1ðCnjðnÞÞ ¼ n=j1ðCnjðnÞÞ-N: ð4:8Þ
This follows from (2.2) and the fact that jðnÞ=jðj1ðCnjðnÞÞ ¼ 1=Cn-0:
By (4.8) and the fact that B1ðCnjðnÞÞ-N; (4.2) then follows by choosing Kn
with a very slow rate.
The proof of Theorem 2.1 is complete. &
The Proof of Theorem 2.3. To prove (2.8), it sufﬁces to show that, for some positive
constant d40;
Pðyðx0Þ  yðxˆ0ð1ÞÞXZjðnÞÞ4d; for all large n: ð4:9Þ
Choose k0 such that c2nk0o1 and 2k0Z41: Deﬁne intervals I1 ¼ fx : yðx0Þ 
yðxÞoZjðnÞg; I2 ¼ fx : yðx0Þ  yðxÞo2k0ZjðnÞg: By assumption (A2),
jI2j ¼ cð2k0ZjðnÞÞXc12 nk0cðZjðnÞÞ ¼ c12 nk0 jI1j:
Denote the triples ðXi; Yi; EiÞ with XiAI2 by
fðX ni ; Y ni ; Eni Þ; i ¼ 1;y; nng;
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and denote the order statistics of fEni g by fEnðiÞg and the corresponding variables by
Xn½i and Y
n
½i; respectively.
For any b4maxðc1nk01 Zt1 ; 1Þ; we have
b1non ¼ j1ðjðnÞÞ ¼ B
1ðjðnÞÞ
cðjðnÞÞ ;
which implies that
Bðb1ncðjðnÞÞÞ4jðnÞ:
By assumptions (A2) and (B), we have
Z2k0jðnÞo Z2k0Bðb1ncðjðnÞÞÞpZ2k0ðBðc1nk01 Zt1b1ncð2k0ZjðnÞÞÞ
p ðc11 nk01 bÞa2k0Z1aBðncð2k0ZjðnÞÞÞ:
Write D ¼ ðc11 nk01 bÞa2k0Z1a: Choose zX2½Dþ1 such that
d1 :¼
Xz1
l¼0
zl
l!
ez  e140:
We have
xN;1  xN;z4
X½Dþ1
l¼1
ðxN;2l1  xN;2l Þ4DBðNÞ:
Since ncðjðnÞÞ ¼ B1ðjðnÞÞ-N; we conclude by assumption (A2) that
ncð2k0ZjðnÞÞ-N: When, nn ¼ NAð1
2
ncð2k0ZjðnÞÞ; ncð2k0ZjðnÞÞÞ; we have
PðEnð1Þ  EnðzÞ4Z2k0jðnÞjnn ¼ NÞ
XPðEnð1Þ  EnðzÞ4DBðNÞjnn ¼ NÞ
XPðEnðzÞoxN;zjnn ¼ NÞ  PðEnð1ÞoxN;1jnn ¼ NÞ
X
Xz1
l¼0
N
l
 !
z
N
 l
1 z
N
 Nl
 1 1
N
 N
E
Xz1
l¼0
zl
l!
ez  e1 ¼ d140: ð4:10Þ
It is obvious that if Enð1Þ  EnðzÞ4Z2k0jðnÞ and Xn½lAI2\I1; l ¼ 1;y; z; then for any
Xni AI1; we have
Y n½1  Yni XEnð1Þ  EnðzÞ þ yðXn½1Þ  yðx0Þ40;
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which implies that xˆ0ð1ÞeI1 and thus yðx0Þ  yðxˆ0ð1ÞÞ4ZjðnÞ: Therefore, by the
independence between the errors and designs, we have
Pðyðx0Þ  yðxˆ0ð1ÞÞ4ZjðnÞÞ
XPðEnð1Þ  EnðzÞ4Z2k0jðnÞ and Xn½lAI2\I1; l ¼ 1;y; zÞ
¼ PðEnð1Þ  EnðzÞ4Z2k0jðnÞÞPðXn½lAI2\I1; l ¼ 1;y; zÞ: ð4:11Þ
Since PðX n½lAI2\I1; l ¼ 1;y; zÞEð1 jI1j=jI2jÞzXð1 c2nk0Þz40; the proof of (4.9)
reduces to showing that
PðEnð1Þ  EnðzÞ4Z2k0jðnÞÞ4d40; ð4:12Þ
where d40 is a constant which is different from that in (4.9).
By (4.10), we have
PðEnð1Þ  EnðzÞ4Z2k0jðnÞÞ
Xd1Pð12ncð2k0ZjðnÞÞonnoncð2k0ZjðnÞÞ-12d1:
The proof of (4.12) is complete and hence Theorem 2.3 follows. &
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