The dynamical properties of distal and proximal gene regulatory elements are crucial to their functionality in gene regulatory networks. However, the multiplicity of regulatory interactions at control elements makes their theoretical and experimental characterisation difficult. Here a thermodynamic framework to describe gene regulation by distant enhancers via a chromatin mechanism is developed. In this mechanism transcription factors (TFs) modulate gene expression via shifts in the equilibrium between chromatin states. The designs of AND, OR, XOR and NAND two-input transcriptional gates for the chromatin mechanism are proposed and compared to similar gates based on the direct physical interactions of TFs with the transcriptional machinery. An algorithm is developed to estimate the thermodynamic parameters of chromatin mechanism gates from gene expression reporter data and applied to characterise the response function for the Gata2-3 enhancer in hematopoietic stem cells. In addition waiting-time distributions for transcriptionally active states were analysed to expose the biophysical differences between the contact and chromatin mechanisms. These differences can be experimentally observed in single-cell experiments and therefore can serve as a signature of the gene regulation mechanism. Taken together these results indicate the diverse functionality and unique features of the chromatin mechanism of combinatorial gene regulation.
Introduction
Differential regulation of gene expression is the key to cellular diversity in complex organisms. Its dynamical properties are controlled by underlying gene regulatory networks (GRNs) consisting of transcription factor (TF) genes and their cisregulatory elements that, together with basic transcriptional machinery, control the expression levels of each gene [1] . The complexity of genetic regulation in higher organisms is related to the complexity of the underlying networks rather than the number of genes [2] . In particular, this complexity often manifests itself in combinatorial regulation of gene expression with multiple inputs converging on regulatory control elements. Binding sites for transcriptional regulators are found either in the immediate vicinity of a transcription initiation site or in the enhancer sequences situated several kilobases upstream or downstream [3] .
The molecular mechanisms of gene regulation via distant enhancers are not very well understood. The proposed mechanisms of distal regulation of gene expression can be broadly characterised into two classes -contact mechanisms and non-contact mechanisms. Contact mechanisms involve DNA looping or packing that brings the enhancer-bound proteins close to the promoter (Fig. 1a) [4] . Non-contact mechanisms do not rely on direct physical contact of the enhancer-bound proteins and transcriptional machinery [5, 6] . Proposed mechanisms of non-contact enhancer action include superhelical tension in negatively supercoiled DNA, nuclear localisation and nucleosome remodelling [3] . The nucleosome-remodelling hypothesis is particularly attractive as it explains why chromatin integration is often essential to observe any enhancer action [7, 8] . It also explains why enhancers in some single-cell measurements affect the probability of transcription rather than the rate of transcription [7, 9] and how in many cases enhancers regulate transcription in a manner that is independent of their orientation and distance relative to the transcription initiation site [10] . about network steady states and its responsiveness to physiologically important inputs and perturbations. Construction of such models requires functional expressions that relate concentrations of TFs to the rate of transcription of regulated genes. Common approaches to constructing such input functions include the use of Boolean functions (such as logical gates), Hill functions and thermodynamic models. Boolean models and ordinary differential equation (ODE) models that use Hill functions provide useful qualitative information about the behaviour of regulatory networks. However, these approaches are based on phenomenological information about the networks rather than a specific biophysical mechanism of gene regulation [11 -13] . In contrast, thermodynamic treatment of transcriptional regulation provides a rigorous method to translate hypotheses about the mechanism of transcriptional regulation into quantitative models [14 -16] . This approach has been extensively used to model bacterial gene regulation but has not been widely adopted for combinatorial regulation in higher organisms.
We recently developed a thermodynamic model of distant enhancer activation via chromatin disruption and applied it to the dynamic modelling of the core network module in haematopoiesis [7] . The model assumes that the structure of chromatin in the gene neighbourhood is in either an unstable open state that allows binding of the transcriptional machinery and gene transcription or a relatively stable closed state that does not allow transcription (see Fig. 1b ). In the closed chromatin state, the binding regions for the transcriptional machinery are wrapped in nucleosomes and are inaccessible, and no gene expression is possible from this state. The closed chromatin state can spontaneously unwrap to an open state, where the binding sites become accessible and allow the transcriptional machinery to bind to the promoter and initiate transcription. This model of chromatin structure dynamics is based upon experimental results that show that (i) the structure of chromatin, in particular nucleosomes, can impede transcriptional initiation [17, 18] , (ii) chromatin exists in a dynamic equilibrium of open and closed states [19] and (iii) TFs can disrupt chromatin structure by displacing nucleosomes to control gene transcription [20, 21] . The central idea of our model is that by binding at the enhancer and modulating chromatin structure, TFs can control the rate of gene expression without any physical interactions with the transcriptional machinery.
In this paper, we further develop a general thermodynamic framework to construct input functions of combinatorial gene regulation. We generalise this mechanism to include the possibility of negative regulation via stabilisation of the closed chromatin conformation. With that generalisation, we show that this chromatin mechanism is capable of generating the same logical input functions as the direct contact mechanism of transcriptional regulation [14, 15] . We further compare the sensitivities of the resulting input functions with respect to changes of the parameters and indicate important distinctions between contact and chromatin mechanisms. In addition, we describe an approach that uses gene expression reporter measurements to estimate thermodynamic parameters and thereby characterise the complete response function for any enhancer design and apply it to characterise the regulation of Gata2, an essential haematopoietic stem cell (HSC) gene, by a distant enhancer. Finally, we compare the dynamic properties of the two mechanisms with respect to waiting-time distributions of transcriptionally active and inactive states.
Our results indicate that the chromatin mechanism of gene regulation can perform the same logic gate type input functions for transcriptional regulation as the contact mechanism. However, the differences in the biophysical mechanism (direct contact against chromatin) lead to differences in the design of regulatory elements, in sensitivities to mutations and in dynamical properties.
Results

Thermodynamic formalism to model combinatorial gene regulation via chromatin mechanism
Quantitative characterisation of gene regulation requires a mathematical expression relating the rate of gene transcription to the concentrations of TFs that regulate its expression. Because the initiation of transcription is usually the rate-limiting step in gene expression [22] , at thermodynamic equilibrium the rate of gene expression I is given by the product of the binding probability p B of transcriptional machinery to the promoter and the rate of RNA polymerase isomerisation I 0
We assume that in both contact and chromatin mechanisms of enhancer action, TFs at the enhancer modulate the transcriptional rate via probability p B . Binding of TFs and the transcriptional machinery at DNA binding sites in the regulatory region generates multiple protein-bound DNA configurations or microstates. At thermodynamic equilibrium, the probability p(a) of each microstate a is given by a Boltzmann distribution
Here Z = S a e −G a is a partition function that represents the sum of the Boltzmann weights of all possible configurations and G a is the dimensionless free energy of each configuration in the units of kT. In order to compute p B , we then simply sum up probabilities of all configurations where the transcriptional machinery is bound to the promoter (we denote this set by a T )
Using (2) and (3) we obtain the following expression for the cumulative probability for transcriptional machinery bound to the promoter
where we split the partition function Z into two parts Z ON and Z OFF , corresponding to transcriptional machinery bound and not bound states, respectively
The free energies depend on the binding affinities, cooperative interaction energies and concentrations of all bound proteins in that configuration. Therefore TFs can activate gene transcription by increasing Z ON or repress the transcription rate by increasing Z OFF . Concentrations of TFs and RNA polymerase/transcriptional machinery enter (4) and (5) via entropic contributions to free energies of each bound configuration
Here [C i ] stands for the concentration of the ith protein and summation is over all the bound protein monomers in the configuration and G 0 a is the standard free energy of the configuration at unit TF concentration.
Thus far the formalism is very general and can be applied to both mechanisms of enhancer action depicted in Fig. 1 . The chromatin mechanism (Fig. 1b) Fig. 1b ) [23, 24] . As a result, under the chromatin mechanism TFs modulate the rate of transcription even without direct physical interaction with the transcriptional machinery.
We first consider open and closed chromatin states in the absence of TF or transcriptional machinery binding and define their respective free energies as G 0 and G 1 . Thereafter we set G 0 ¼ 0 and measure all the other free energies from this reference state. We define an equilibrium constant of 'spontaneous' DNA opening (equilibrium constant for transitions between open and closed chromatin in the absence of TF bound) as
In most cases, the probability of spontaneous opening is low resulting in a large equilibrium constant, K ≫ 1 [19] . 
where
We assume that enhancer-bound TFs do not interact directly with the promoter-bound transcriptional machinery.
Therefore for each open chromatin microstate of the enhancer, the binding free energy for transcriptional machinery is the same value denoted G T . As a result, the partition function Z ON is factorised as
These general equations can be used to model any gene regulatory element that functions via the chromatin mechanism. We will use these equations to model the distant regulatory elements shown in Fig. 2b that implement input functions corresponding to various logic gates.
Implementation of cis-regulatory logic gate functions with chromatin mechanism
Buchler et al. [15] showed that AND, OR, NAND and XOR logic type cis-regulatory functions can be implemented with the contact model. In this section, we show that enhancer-bound TFs can produce similar logic gate input functions without TF -transcriptional machinery interactions based on the thermodynamic formalism given by (4), (5) and (8) - (10) . The parameter values for each gate were numerically determined to minimise the meansquare difference from the corresponding gate function of the contact mechanism ([15] and Fig. S1 ).
Our implementation of the AND gate type input function is schematically shown in Fig. 2a . Both TFs are activators and we assume that they only bind to DNA in the open chromatin state and thereby increase p B . The probability of transcription for the enhancer element is calculated by using the following expressions for Z ON and Z OFF in (4)
Clearly, the probability of transcription for an AND gate is maximum at saturating TF concentrations, that is [A], [B] 1 [cf. (4) and (11)]. We calculate the transcription rate normalised to this maximum level of expression and the results are shown in Fig. 3a . Note that because promoterbound transcriptional machinery and enhancer-bound TFs do not interact, the response function value at saturating levels of A is always the same as the value at saturating levels of B. This is not generally true for the contact model as the response function value at saturating concentrations depends on the free energy of the TF-transcriptional machinery interaction. However, for an appropriate choice of free energies this saturation effect will not be observed and the resulting input functions are very similar.
The implementation of the OR logic input function is shown in Fig. 2b . The design of the OR logic gate is similar to the AND gate in that both TFs increase the rate of gene expression by binding to the enhancer. The expressions for Z ON and Z OFF for the OR logic enhancer are the same as the ones specified in (11) for the AND gate. However, crucial differences between the AND logic and OR logic gate designs are in the parameters characterising the strength of TF-enhancer binding. In the case of AND gate, TFs bind to the enhancer weakly and the TF-TF interactions stabilise the TF-DNA complex. On the other hand, for OR gate each TF binds very strongly to its binding site in the enhancer. We substitute the expressions from (11) into (4) to calculate the transcription rate for the OR gate normalised relative to the maximum rate at [A], [B] 1. TFs A and B act as repressors of transcription in the NAND gate input function. Therefore we assume that both TFs bind to the enhancer in the closed chromatin state (Fig. 2b) and decrease the probability of transcription. This NAND gate is implemented with binding sites in the enhancer (silencer), unlike the implementation for the contact model NAND gate where the TF binding sites must overlap with the binding site of the transcriptional machinery [15] . p B depends on the following Z ON and Z OFF
The resulting analytical expression of the chromatin mechanism NAND is identical to that of the contact mechanism because of the lack of TF-transcriptional machinery interaction energies in either mechanism. Therefore we can analytically find parameter values for the chromatin mechanism such that its normalised transcription rate shown in Fig. 3c is identical to the normalised transcription rate of the contact mechanism [see (12) and (13) in Supplementary information and Fig. S1c ].
The XOR gate input function is obtained with the chromatin mechanism as shown in Fig. 2d 
We use the above equations with numerically estimated parameters (see the Methods section) to calculate the normalised transcription rate relative to the maximum 
1). Despite our attempt to match the response functions of the contact mechanism XOR gates (single promoter model), the shape of the resulting response functions is slightly different (cf. Fig. 3d and Fig. S1d ). However, we argue that the chromatin mechanism's design mimics an XOR gate better than the contact mechanism's design. In fact, the response function of the XOR gate of the chromatin mechanism is similar to the response of the contact mechanism XOR gate that involves two promoters (cf.
[15]).
Sensitivities of logic input functions to free energy values
The logic gate response functions discussed above depend on the values of free energies G i of TF binding and interactions. Even though the chromatin mechanism is capable of matching the response function gates, it still may possess different sensitivities to parameter variation. To quantify these differences, we calculate the logarithmic sensitivity as follows [25] 
Here p B is the probability of transcription as given by (4) and (11), and the index i ¼ A, B, AB indicates a specific free energy. These free energies are easily affected by mutations in the DNA -TF binding sites. Therefore the sensitivities are important indicators of the evolutionary robustness and adaptability of the transcriptional response.
The AND gate response is most sensitive to the free energies G A , G B and G AB at high concentrations of TFs A and B, respectively. The sensitivity of the AND gate response to these free energies is similar for the chromatin mechanism and the direct contact mechanism (see
The sensitivities of the OR gate response to free energies G A , G B and G AB were calculated using (11). The chromatin mechanism OR gate response is sensitive to G A and G B in a larger range of TF concentrations than the direct contact mechanism (see Figs. 4a and b). However, the direct contact mechanism shows more sensitivity to G AB near saturating concentrations of TFs A and B (see Figs. 4c 
and d).
The sensitivities of the NAND gate response to variations in the TF binding and interaction energies are identical for the two mechanisms. This is expected because the models for the two systems are exactly the same as shown above [see (12) and (13) in the Supplementary information and
The sensitivities of the XOR gates to various free energies differ significantly between the two mechanisms (see Figs. S2i-l ). However, these differences in sensitivity are mainly because of the dissimilarity of the response functions themselves.
In summary, we found that the sensitivities to free energies for AND and NAND logic gate responses of the chromatin mechanism do not differ significantly from the corresponding sensitivities of the contact mechanism. However, the chromatin mechanism OR gate response is more sensitive to free energies of TF-enhancer binding. This suggests that the OR gate response of the chromatin mechanism is more sensitive to mutations in the TF binding sites.
Parameter estimation for chromatin model from experiments
Statistical thermodynamic models can be used to predict the transcriptional response combinatorial cis-regulatory enhancers have over a range of TF concentrations and quantitatively characterise different designs of gene regulation as shown above. But these models usually have a Figure 3 Gene expression response functions for the logic gates of the chromatin mechanism a For the AND gate response, the normalised rate of transcription is calculated relative to the transcription rate at high TF
For the OR gate type response, the normalised rate of transcription is calculated using (11) relative to the transcription
14, e −G T = 2.15) c Normalised rate of gene transcription for the NAND response function relative to the transcription rate at large number of independent parameters -the free energies of all the configurations. Direct measurement of these parameters can be very cumbersome and without the parameter values it is difficult to relate results from these models to experimental information about gene expression. This problem greatly limits the utility of thermodynamic models. In this section, we outline an approach that reduces the dimensions of the unknown parameter space for the chromatin mechanism using experimental measurements of gene expression from enhancer-reporter constructs. As a result, a handful of reporter measurements allow us to quantitatively reconstruct the full transcriptional response function.
To illustrate our approach for parameter estimation, we develop a thermodynamic model of the regulation of Gata2, a gene that regulates the specification and differentiation of HSCs [26 -30] . Enforced over-expression and knockout experiments have shown that that the control of Gata2 expression has major implications for HSC function [29 -32] . Gata2 gene expression is an ideal example for the illustration of our parameter estimation approach because its regulation is dependent on the presence of multiple TFs as well as the chromatin organisation of distant upstream regulatory regions [29, 31, 32] . Moreover, experimental gene expression measurements for the Gata2 enhancer -reporter constructs have recently become available [29] .
As shown in Fig. 5 , Gata2 binds to an enhancer 3 kb upstream (Gata2 -3) along with another TF Fli1 to upregulate its own transcription [29] . Both TFs enhance Gata2 gene expression [29] ; therefore we assume that they bind to the Gata2 -3 enhancer only in the open chromatin state. The effect of the Gata2 -3 enhancer on gene expression was recently measured experimentally and reported in [29] . The authors cloned the Gata2-3 enhancer upstream of a SV40 promoter controlling a LacZ reporter gene [7, 29] . Thereafter, this construct was integrated into the genome of haematopoietic progenitor cells that show high concentrations of Gata2 and Fli1. The Figure 4 Sensitivity of OR gate response to variations of free energies values a and b Sensitivity of the transcription probability to the free energy of TF binding, G A for the contact mechanism and chromatin mechanism, respectively. The chromatin mechanism has a larger region of high sensitivity than the response of the contact mechanism c and d Sensitivity of the transcriptional probability to the interaction energy between two TFs G AB for the contact mechanism and chromatin mechanism, respectively. For both mechanisms, the response is sensitive to G AB only at high TF concentrations. In this region, the response for the contact mechanism is more sensitive Figure 5 Application of the parameter estimation method to the Gata2-3 enhancer a Schematic representation of Gata2 -3 and mutant enhancerreporter constructs. The wild-type (wt) enhancer contains both Gata2 and Fli1 binding sites, Enhancer 1 (E1) contains only a Gata2 binding site and Enhancer 2 (E2) contains only Fli1 binding sites. The numbers show the fold expression enhancement relative to the expression from Enhancer 3 (E3), which does not have any TF binding sites (data taken from [7, 29] ). These measurements are used in (20) - (22) to calculate the parameters of the Gata2 response function b Gata2 enhancer response function shows AND type logic for a chromatin equilibrium constant of K ¼ 300. We have normalised the Gata2 and Fli1 concentrations with the respective wild-type concentrations and the white lines demarcate this physiologically relevant range of TF concentrations. Note that the transcription rates are normalised relative to the minimum transcription rate at [Gata2] ¼ [Fli1] ¼ 0. The fold change under over-expression of Gata2 and Fli1 is K c Sensitivity of the Gata2 response to the value of the chromatin equilibrium constant K. The Gata2 response function is not sensitive to the value of K within the range of wild-type concentrations of TFs (demarcated by white lines). However, the response is sensitive to the value of the chromatin equilibrium constant when TFs are overexpressed IET Syst. Biol., 2010, Vol. 4, Iss. 6, pp. 393-408 399 doi: 10.1049/iet-syb.2010.0010 cells were then disrupted and analysed for b-galactosidase activity. Assuming that the reporter protein is stable, the level of b-galactosidase activity in cells with the enhancerreporter construct is directly proportional to the rate of reporter transcription in these cells.
The measured rate of transcription of the reporter I G is proportional to the probability p B that the promoter is bound by the transcriptional machinery [see (4) ]. Since RNA polymerase binds typical core promoters very weakly [14, [33] [34] [35] we find from (8) - (10) that
Accordingly, we keep only Z OFF in the denominator of (4) for p B to obtain
Here G G , G F and G FG represent the free energies of the Gata2-bound, Fli1 dimer-bound and Gata2-Fli1 dimerbound enhancer configurations, respectively. G FG includes the binding affinities G G , G F as well as the free energy of the Gata2-Fli1 protein-protein interaction. These free energies follow the definition in (6) and include entropic contributions from wild-type concentrations of Gata2 and Fli1 and the concentrations of Gata2 and Fli1 are normalised with these wild-type concentrations. K G represents the equilibrium constant for transitions between open and closed chromatin. The general idea behind the approach is that if the binding site of a TF is mutated or deleted, then the binding of that TF to the mutated enhancer becomes energetically unfavourable and the corresponding terms are excluded from both the numerator and denominator in the expression for p B . This allows us to compute one of the remaining free energies from the ratio of transcription rates of reporters with wild-type and mutated enhancers. Fig. 5a shows the fold expression enhancement for the reporter construct in the presence of the wild-type (wt) Gata2 -3 enhancer and three reduced versions of this enhancer: Enhancer 1 (E1) -Fli1 binding sites deleted, Enhancer 2 (E2) -Gata2 binding site deleted, Enhancer 3 (E3) -all binding sites deleted. All the experimental data have been abstracted from [7, 29] . The fold change in gene expression for different enhancer -reporter constructs was calculated by normalising the level of b-galactosidase activity of cells with enhancer -reporter constructs with the b-galactosidase activity levels of cells with enhancerlessreporter constructs. Therefore fold enhancements of gene expression reflect the ratio of p B in the presence and absence of enhancers. Note in (16) that the factors e −G T will cancel as ratios of transcription rates are computed.
We use the equations above to relate the free energies of different configurations to the fold enhancement of gene expression. The enhancer E1 can only bind Gata2. Accordingly, the ratio of transcription rates I G E1 /I G E3 depends only on the free energy G G of TF Gata2 and the equilibrium constant
Similarly, only Fli1 can bind to the enhancer E2 and the rate of gene transcription from this enhancer relative to the expression rate from E3 only depends upon G F and K G (see (19) ).
The ratio of transcription rates from the wild-type Gata2-3 enhancer and the enhancer E3 is easily constructed using (16) and this ratio depends on the free energies G G , G F and G FG (see (19) ).
Equations (17) and (18) are solved analytically for G G and G F in terms of the equilibrium constant K G .
These solutions are used in (19) to solve for G FG as a function of only K G .
Thus, using experimental data from [7, 29] for fold enhancement of gene expression in (20) - (22), we reduce the dimensions of the parameter space to one. If we know K G we can uniquely determine the free energies G G , G F and G FG . The unknown parameter K G can only be experimentally determined through overexpression of one of the TFs but these data are currently unavailable. We assume an appropriate value for K G to calculate the free energies and the response function of the Gata2 -3 enhancer. The response function is shown in Fig. 5b and indicates that the Gata2-3 enhancer functions as an asymmetric AND gate. Cooperative binding of Fli1 and Gata2 predicted from our estimations ensures that a high expression level is achieved only in the vicinity of maximal concentrations of both TFs.
As the exact value of K G is unknown, we explore the sensitivity of the Gata2 response to the value of the chromatin equilibrium constant. The logarithmic sensitivity was calculated with (14) and is shown in Fig. 5c . We found that the AND logic property of the response function is not sensitive to the value of the equilibrium constant K G (see Fig. 5c and Fig. S3 ). We can choose any value from the range K G . I G wt /I G E3 ¼ 120 (here we choose K G ¼ 300). Note that the maximum fold change in gene expression is approximately K G , thus showing that the chromatin equilibrium constant can be measured by overexpression of TFs. Note that the choice of this equilibrium constant can affect the dynamic properties of the transcriptional response. In the construction of dynamical ODE type models, the value of the chromatin equilibrium constant may also be constrained by qualitative phenotypic requirements (cf. [7] ).
Comparison of stochastic kinetics of gene regulation by direct contact and chromatin mechanisms
So far we have focused on the steady-state transcriptional response for combinatorial gene regulation via the chromatin mechanism and found that the chromatin mechanism can mimic the transcriptional response of the contact mechanism when the effect of the TFs is symmetric. In such cases, it might be difficult to distinguish the two mechanisms based on steady-state measurements of gene expression levels. However, the two mechanisms can still be distinguished based upon the differences in their dynamics. Recent advances in single molecule experimental techniques offer a wealth of data about the dynamics of transcriptional regulation in single cells [36 -38] . In this section, we will use a simple example to show how single molecule experimental data about the dynamics of gene regulation can be used to infer the mechanism of gene regulation. For simplicity, we use a 'toy model' with a single transcription activator to demonstrate two differences in the microscopic kinetics of these two models that can be experimentally observed.
Consider a gene that is regulated by a single TF A that binds to a distant enhancer. TF A up-regulates gene expression via direct physical contact with the transcriptional machinery or by shifting the equilibrium of local chromatin structure to an open conformation in which the promoter is accessible to the transcriptional machinery. The probability of gene transcription in thermodynamic equilibrium for both mechanisms can be calculated using the framework discussed in Section 2.1. Note that throughout this section, the superscripts con and chr denote the direct contact mechanism and the chromatin mechanism, respectively. For the contact mechanism, the probability of transcription p con B is calculated using (4)
is the dissociation equilibrium constant of TFenhancer binding and v represents the strength of TFtranscriptional machinery interaction. The probability of transcription p chr B for the chromatin mechanism is also calculated using (4)
Similar to the contact model, K 
When these three conditions are satisfied, the steady-state rate of gene expression is the same for both mechanisms. However, there are still differences in the kinetics of the binding and dissociation of the transcriptional machinery in these two mechanisms. 
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We use the methods discussed in [39] to calculate the probability density functions (PDFs) of waiting times in the transcriptional machinery bound (ON) states and unbound states (OFF) for the two mechanisms (see the Methods section). P ON (t) represents the PDF that the first exit from the ON state lies in the interval (t 0 + t, t 0 + t + Dt), given that the system entered the ON state at time t 0 . Similarly P OFF (t) represents the PDF of the first exit times from the OFF state. The fraction of time spent in the ON state is directly related to the rate of transcription. The ON and OFF times are related to transcriptionally active and transcriptionally inactive states and therefore may be obtained from the time-series data of single-cell gene expression. In addition, several groups have already shown that the time spent in transcriptional machinery bound and unbound states can be tracked in vivo by adding fluorescent protein binding hairpin loops to the mRNA tail end [40 -42] or by localisation enhancement that can detect protein binding and dissociation from a specific location [37, 38] . The waiting time distributions P ON (t) and P OFF (t) can be determined from these types of experiments and qualitative features of these distributions can be used to determine whether the gene regulation mechanism involves direct interactions between TFs and transcriptional machinery. 
This happens because the rate of transcriptional machinery dissociation is the same for the O R and O AR states without direct interactions with the activator. In contrast, for the contact mechanism the rate of exit from the ON state depends on whether the system is in sub-state O R or O AR because the rate of exit from the two states is different. Accordingly, the PDF P con ON (t) is a sum of two exponential terms The mean waiting times in the ON state are as follows
Notably kt chr ON l is independent of the TF concentration whereas kt con ON l increases with TF concentration till kt con ON l ¼ kt chr ON l at saturating concentrations of A (see Fig. 6e ). Moreover, because there are no TFtranscriptional machinery interactions in the chromatin model, kt chr ON l has only one timescale and is independent of TF concentration. This result will hold even when multiple TFs bind to the enhancer to regulate gene expression (not shown).
The situation is different for the distribution of transcriptionally inactive states (Fig. 6d) . In this case, the waiting time distribution in the OFF state for the contact model is exponential
This is a consequence of the assumption that the binding rate of the polymerase does not change with the presence of an activator (only dissociation rate does). Therefore the decay of PDF is determined by the rate constant of the binding transcriptional machinery k R . In contrast, up to three distinct timescales can be present in the waiting time distribution in the OFF state for the chromatin mechanism (Fig. 6d, solid line) . The three different timescales of the chromatin mechanism are reflected in the PDF P chr OFF (t), which consists of three exponentials (1/k R ) in the waiting time distribution.
The mean waiting times in the OFF state are as follows
We find that kt con OFF l is independent of TF concentrations whereas kt chr OFF l decreases with TF concentration till kt con OFF l ¼ kt chr OFF l at saturating levels of TF A (see Fig. 6f ). Note that while changing the TF concentration affects only kt chr OFF l in the chromatin mechanism and only kt con ON l in the contact mechanism, the fractional time spent in the ON state is the same for both mechanisms
. This fractional time in the ON state is proportional to the probability of transcription p B . Because we assumed that the probability of transcription is the same for both mechanisms, this result shows that our analysis is self-consistent.
Our results show that qualitative differences in the ON and OFF state waiting time distributions can be used to identify the biophysical mechanism of gene regulation. Although a relatively simple model was chosen to illustrate the effect, many of the results can be generalised for combinatorial regulation by multiple TFs. A more detailed investigation of the weight-time distributions will be reported elsewhere.
Discussion
Our results show that the chromatin mechanism and the direct contact mechanism are capable of creating functionally similar logic transcriptional gates. Notably, the NAND gate is a universal gate that can be used to create any logic gate. Moreover, transcriptional logic gates are continuous functions that can be adapted to more complicated combinatorial operations by tuning the TF binding affinities through binding site mutations as shown by the sensitivity analysis. This adaptability suggests that virtually any response function can be constructed with a combination of different logic gates and appropriate manipulation of TF binding affinities.
Although chromatin and direct contact mechanisms can show functionally equivalent transcriptional responses, the designs of regulatory elements for any transcriptional input function are very different between the two mechanisms. These differences in design may have important implications.
The chromatin mechanism is more flexible in the design of enhancers. Specific interactions between TFs and the transcriptional machinery are unnecessary to produce the same response as the contact mechanism. The only requirement is that the chromatin structure at the enhancer [43] . It is important to note that according to the chromatin mechanism, enhancers can act in a non-specific manner to activate the transcription of genes in the neighbourhood of the target genes. In fact, this type of non-specific transcriptional activation is consistent with a number of reports regarding the effects of distant enhancers and locus control regions in eukaryotes [44] [45] [46] . Each TF binds to the enhancer and disturbs the equilibrium between open and closed chromatin states and changes the probability of binding of other TFs in a manner similar to the Monod-Wyman-Changeux model for allosteric enzymes [47] . As a result, physical TF-TF interactions are unnecessary for cooperativity between TFs. For example, the NAND gate response functions of the two mechanisms are identical [cf. equations (22) and (23) in Supplementary information] but the response equation for the contact mechanism has an explicit TF-TF interaction term whereas the equation for the chromatin mechanism does not. The effective cooperativity that emerges from the equilibrium between open and closed chromatin in this case is equivalent to an effective free energy of interaction (see Supplementary information). The emergence of cooperativity without direct physical interaction between TFs means that any two DNA binding proteins can be used as TFs under the chromatin mechanism.
In contrast, the direct contact mechanism restricts the location of binding sites for transcriptional regulation. First, transcriptional repression requires binding sites in the promoter vicinity. For example, in the NAND gate of the contact model [15], binding sites for repressors A and B must be in the promoter region so that they can occlude the RNA polymerase binding site. Second, for all contact gates the free energies of DNA looping and TFtranscriptional machinery interaction affect the possible enhancer location. Third, each response function requires specific domains on TFs that are responsible for the appropriate TF -transcriptional machinery interactions.
Both the contact mechanism and chromatin mechanism can be utilised for combinatorial gene regulation in higher organisms and it might be necessary to investigate the particulars of the mechanism for each gene. Our models suggest several experimental designs to distinguish between the alternatives. Although the two mechanisms are functionally equivalent within the operating range of TF concentrations, we could distinguish the two through forced over-expression of any one of the TFs. Saturating concentrations of any TF will show the same level of gene expression for the chromatin mechanism. On the other hand, expression rates at saturating concentrations of different TFs might be different for the direct contact mechanism. Another method involves shifting the position of the enhancer relative to the promoter. Regulation by contact mechanism is sensitive to such translocations because the free energy of the enhancer-bound TFs and promoter-bound transcriptional machinery depends on the distance between them. Regulation by the chromatin mechanism will likely be unaffected by translocation of the enhancer because local accessibility of DNA at the enhancer can be propagated over long distances (several kBs) to establish an open chromatin state [43] . Interestingly, the sensitivities of the AND and NAND logic gate designs to free energies of TF-enhancer binding are not very different for the two mechanisms. However, the chromatin mechanism OR gate is more sensitive to TF-enhancer binding free energies. This increased sensitivity of the OR gate response suggests that this design is more sensitive to binding site mutations than the equivalent design of the contact mechanism. The thermodynamic approach that we have developed allows us to characterise gene expression input functions based on a handful of transcriptional reporter measurements. From this perspective, gene regulation via the chromatin mechanism is easier to quantify because it does not involve binding energies between TFs and the transcriptional machinery and therefore involves fewer parameters. In this case, the method that we have proposed can use experimental results directly in parameter estimation.
Although the chromatin mechanism and the direct contact mechanism can produce functionally equivalent timeaveraged transcriptional responses, there are intrinsic differences between the two mechanisms that nevertheless lead to differences in the stochastic kinetics of gene expression. We have shown that the chromatin mechanism can be distinguished from the contact mechanism based on single-molecule gene expression data. The chromatin mechanism can easily be identified from such data from the single characteristic timescale in the PDF of time spent in the transcriptionally active state. On the other hand, multiple timescales are present in the PDF of time spent in transcriptionally inactive state. We have also found that the mean waiting time in the ON state is independent of TF concentration for the chromatin mechanism. These distinguishing dynamical properties highlight the irreducible differences between the two mechanisms. Although these results were obtained using a somewhat oversimplified model of transcriptional activation, we expect our observations to hold even for more complex kinetic schemes. This will be a subject of a separate investigation.
We also note that transcriptional regulators using the chromatin mechanism have potentially promising applications in synthetic biology and genetic engineering. At present, synthetic biology circuits use simple promoter architectures with a single regulator to control gene transcription. This clearly limits the transcriptional response of the gene and functional properties of the circuits. This limitation exists because combinatorial gene regulation that follows the contact mechanism requires specialised TFs with appropriately interacting domains. At the same time, cisregulatory modules of living systems, especially eukaryotes, are typically dauntingly complex. The increase in complexity of gene regulation is associated with the evolutionary
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IET emergence of complex multicellular organisms [2, 48] . Moreover, the increase in proteins that control chromatin structure and nucleosome remodelling correlates well with the increase in complexity of cis-control elements in metazoans [2] . This adoption of the chromatin mechanism of gene regulation in higher organisms reflects the advantages of the flexibility in design of complex combinatorial regulation. Synthetic designs of combinatorial regulation based on the chromatin mechanism can harness this flexibility to avoid the limitations of the contact mechanism regulation. The designs of logic gates with combinatorial regulation via the chromatin mechanism that we have discussed in this paper are only an indication of how this mechanism can help simplify the design of synthetic circuits for any transcriptional response function.
Methods
Calculation of waiting times in transcriptional machinery bound (ON) and unbound (OFF) states
The methods discussed in [39] were used to calculate the PDF of the time spent in the transcriptional machinery bound (ON) and unbound (OFF) states for the contact and chromatin mechanism kinetic schemes. The dynamics for either mechanism in the ON state can be described by the following system of ODEs
here H is a rate matrix such that each element H ij represents the rate constant of j i transition and H ii ¼ 2S j=i H ij . U ij ¼ K ij ∀i = j, and the j i transition represents the dissociation of the transcriptional machinery from the regulatory region. All remaining elements of U are set to zero. Similarly, V ij ¼ K ij ∀i = j and the j i transition represents the binding of transcriptional machinery to the regulatory region with the initial conditions, G j (t) is the probability that the system has reached state j at time t without the dissociation of transcriptional machinery given that the system was initially in the ON state.
We used the equations above to calculate the PDF of time spent in ON state P ON (t)
Here p ss ( j), the vector of steady probability of each state, is computed using (2) and the partition function for each mechanism (see Section 2.5). The probability p in ( j) of entering the ON substate j is a weighing factor for the calculation of the ON state PDF ( † represents transpose and 1 represents a unit vector). Similarly the OFF state PDF can also be calculated as
We used (34) to calculate the PDF for ON state waiting times for both the chromatin and contact mechanisms
(see (37)) where w 1 [ (0, 1) is a weighing factor. These equations show that the ON state PDF for the chromatin mechanism has only one timescale whereas the PDF for the contact mechanism has two timescales: 1/r 1 and 1/r 2 .
Similarly, we used (35) to calculate the PDF for OFF state waiting times for both the contact and chromatin mechanisms
P chr OFF (t) = w 1 r 1 e −r 1 t + w 2 r 2 e −r 2 t + (1 − w 1 − w 2 )r 3 e −r 3 t
where w 1 , w 2 [ (0, 1) are weighing factors. Equations (38) and (39) show that the waiting time distribution of the OFF state in the contact model has only one timescale, (k
whereas the PDF of the chromatin mechanism has three timescales (see Supplementary information for details).
The moments of these waiting time distributions can be easily calculated from the PDFs.
Construction of logic gates for the chromatin mechanism
We define the response function for the logic gates as
where f i is the normalised rate of gene expression in the presence of TFs A and B (i ¼ con for the contact P con ON (t) = w 1 r 1 e −r 1 t + (1 − w 1 )r 2 e −r 2 t r 1,2 = 1 2
IET Syst. Biol., 2010, Vol. 4, Iss. 6, pp. 393-408 405 doi: 10.1049/iet-syb.2010.0010 mechanism; i ¼ chr for the chromatin mechanism) relative to the maximum rate of expression. Parameters and equations for the contact mechanism logic gates were taken from [15] . The expressions for p chr B for each of the logic gates were derived using (4) and the appropriate expressions for Z ON and Z OFF from Section 2.2.
f con and f chr were used to construct an objective function S that represents the mean square difference between the response functions of the two mechanisms.
The parameters for the AND, OR and XOR gates of the chromatin mechanism were estimated numerically by minimising S. The fminimax library routine of MATLAB was used to solve the non-linear optimisation.
Parameters of the NAND gate of the chromatin mechanism were derived analytically from the parameters of the NAND gate of the contact mechanism. See Supplementary information for the details.
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with the initial conditions (0) 1, (0) 0 
Here ss ( ) j p , the vector of steady probability of each state is computed using equation (2) 
For the contact mechanism we use the following numbering of sub-states: O (1), OA (2), OR (3) and OAR (4). For Figure 6 (a), the matrices H , U and V for the contact mechanism are: 
To find con ( ) ON P τ , the PDF of waiting time in the ON state for the contact model equations, first the equations (1), (2) and (4)- (6) were used with the Laplace transform to solve for con ) (
The inverse Laplace transform of 
Using equations (1), (3) and (4)- (6) 
The inverse Laplace transform of con ( ) OFF P s % shows that the PDF con ( ) OFF P τ has a single exponential term:
Thus the waiting time distribution of the OFF state in the contact model has only one timescale: ( )
We use the same method to calculate the waiting time distributions for the chromatin mechanism. We use the following numbering of sub-states: C(1), O (2), OA (3), OR (4) and OAR (5). The matrices H , U and V for the chromatin mechanism are: 
Using equations (1), (2) and (12)- (14) 
The 
Construction of logic gates for the chromatin mechanism
Parameters for the contact mechanism logic gates were taken from Ref. [10] . The parameters for each logic gate of the chromatin mechanism were chosen to ensure that the response of this design was as close as possible to the response of the corresponding contact mechanism logic gate.
The response function for the logic gates is given by S . The fminimax library routine of MATLAB was used to solve the nonlinear optimization. The parameters for the OR gate and XOR gate were estimated using similar objective functions.
Normalized transcription rates for these gates can be easily calculated with the equations listed in sections 2.3.
Parameters of the NAND gate of the chromatin mechanism were derived analytically from the parameters of the NAND gate of the contact mechanism. 
Using the substitutions (24) the response function for the contact mechanism in equation (22) can be rearranged to give the response function for the chromatin mechanism shown in equation (23) . Clearly the two expressions are analytically identical and the parameters of the chromatin mechanism can be derived from the substitutions used above. Note that in the response function for the chromatin mechanism the TFs A and B do not interact. This implies that the cooperativity between the two TFs emerges from the equilibrium between open and closed chromatin states. The strength of this emergent cooperativity matches the free energy of the TF-TF interaction in equation (22) . 
