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ABSTRACT
Optimally combining available information is one of the key
challenges in knowledge-driven prediction techniques. In
this study, we evaluate six Phi and Psi-based backbone al-
phabets. We show that the addition of predicted backbone
conformations to SVM classifiers can improve fold recogni-
tion. Our experimental results show that the inclusion of
predicted backbone conformations in our feature represen-
tation leads to higher overall accuracy compared to when
using amino acid residues alone.
1. INTRODUCTION
Local protein structures describe an individual amino acid
residue’s environment as well as its relationship to its neigh-
boring amino acid residues in a three-dimensional space [2].
There are many different types of local structures such as
Phi, Psi, and Omega angles, hydrogen bonds between amino
acid residues, lengths of bonds between atoms, number of
water molecules on the surface of an amino acid residue,
and number of neighboring amino acid residues and their
locations in certain proximity.
We can encode these different properties into discrete cate-
gories by grouping amino acid residues with similar proper-
ties into the same category. Such discrete encoding is called
a local structure alphabet [2]. Local structure alphabets
are designed to not allow an overlap between categories so
that any given amino acid residue can be assigned to a sin-
gle category unambiguously. Such discretization allows for
complex information in a three-dimensional space to be rep-
resented in a one-dimensional space. A backbone alphabet
is one example of a local structure alphabet. Each letter
in a backbone alphabet represents a backbone conformation
which defines a set of Phi (Φ) and Psi (Ψ) angle ranges.
Many earlier studies focused on a three-state (alpha helix,
beta sheet, and coil) classification of secondary structure.
However, the three-state classification is known to provide
little information about coils, which accounts for 45% of pro-
tein structure [34]. Over the years, many studies reported
fine-grained local structure alphabets [3; 4; 5; 6; 7; 8; 9;
10; 11; 12; 13; 14; 15; 16; 17]. A recent study [2] reported
a systematic analysis of various local structure alphabets.
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The study broadly evaluated seven different local structure
alphabets and they were DSSP [3], STRIDE [10], Protein
Blocks [17], HMMSTR [16], STR [2], ALPHA [2], and TCO
[2].
In this study, we evaluate six Phi and Psi-based backbone
alphabets; Kang [18], HMMSTR [16], Topham [19], Sun and
Jiang [20], Oliva [21], and Zimmerman [22]. Each backbone
alphabet consists of a certain number of letters or backbone
conformations. Each conformation represents a set of Phi
and Psi angle ranges. Section 3 discusses each of these back-
bone alphabets in details.
Our evaluation protocol tests whether a backbone alpha-
bet is predictable from amino acid residues. Then, it tests
whether the backbone alphabets are useful for fold recogni-
tion. We compute the baseline performance of SVM classi-
fiers that do not use backbone information. Then, we com-
pute the performance of SVM classifiers that do use back-
bone information. We then perform comparative analyses
between the two. We use Support Vector Machines [23; 24]
and different feature representation schemes.
2. BACKGROUND
An amino acid is a molecule that contains an amino group
(NH2) and a carboxyl group (COOH). Attached to its alpha
carbon (Cα) are a hydrogen atom and a side chain. Two or
more amino acids can be linked by a bond called peptide
bond, which involves amino and carboxyl groups, and a lin-
ear succession of peptide bonds is called a peptide. When
many amino acids form such a linear succession, it is called a
polypeptide. All participating amino acids in a linear succes-
sion of peptide bonds are referred to as amino acid residues.
The peptide backbone consists of all the atoms that are in-
volved in the peptide bond.
A polypeptide chain has rotational freedom about two bonds
formed by the alpha carbon, and they are the Phi (Φ) and
Psi (Ψ) angles as shown in Figure 1. The Φ angle forms
between Cα and N and the Ψ angle forms between Cα and
C. Due to steric interference between the peptide backbone
and the side chains, a given polypeptide chain can take a
limited number of possible conformations.
In the late 1960’s, G. N. Ramachandran used computer mod-
els of polypeptides to systematically vary the Φ and Ψ angles
with the objective of finding stable conformations [26]. For
each conformation, the structure was examined for close con-
tacts between atoms. Atoms were treated as hard spheres
with dimensions corresponding to their van der Waals radii.
Therefore, the Φ and Ψ angles which cause spheres to col-
Figure 1: Rotation of the peptide backbone about Cα atom
is only possible about the Φ and Ψ angles (Copyright Irving
Geis).
Figure 2: A Ramachandran plot (a plot of Φ angle versus
Ψ angle). Dark areas are low energy or favored regions for
particular combinations of torsion angles.
Figure 3: Zimmerman’s backbone alphabet
lide correspond to sterically disallowed conformations of the
polypeptide backbone. A Ramachandran plot is shown in
Figure 2.
3. PHI AND PSI-BASED BACKBONE AL-
PHABETS
3.1 Zimmerman
In their 1977 study, Zimmerman et. al. attempted to locate
all low-energy minima of amino acid residues in polypep-
tides. They split the Phi and Psi space into 1296 10-degree
by 10-degree bins, and plotted the conformational energy of
a given amino acid residue. After the plotting, they divided
the Phi and Psi space into 16 regions in the Ramachandran
plot and defined the letter code so that all related minima
fall within the same region. The 16 regions are E, F, D, C,
B, G, A, H, E*, F*, D*, C*, B*, G*, A*, and H*, and they
are shown in Figure 3.
3.2 Kang
In their 1992 work, Kang et. al. attempted to set up prob-
ability tables for the Phi and Psi angles (Figure 4). Their
objective was to improve the process of identifying possi-
ble conformations for a given protein by searching through
a large number of available conformations. Rather than
searching through a vast number of available conformations
randomly, by using probability tables, a set of biases can
be introduced when searching through conformations. In
their experiment, they used 8,600 amino acid residues from
55 high-resolution protein structures. They divided the Phi
and Psi space into 1,296 10-degree by 10-degree bins. When
they calculate the probability of a given amino acid residue
belonging to a particular bin, the residue’s local neighbors
and their Phi and Psi angles are considered in the calcula-
tion. Then, they averaged the Phi and Psi angle probabil-
ities over all residue types, and split the Phi and Psi space
Figure 4: Kang’s backbone alphabet
into five regions and they are A, B, C, L, and R.
3.3 Topham
In their 1993 study, Topham et. al. sought to construct
substitution tables for amino acid residues that are confor-
mationally constrained. They split the Phi and Psi space
into 1,296 10-degree by 10-degree bins. Then, they took 83
high-resolution protein structures, calculated the Phi and
Psi angles of their amino acid residues, and allocated them
to corresponding bins in the Ramachandran plot. Later,
they largely split the Phi and Psi space into seven regions in
the Ramachandran plot as shown in Figure 5. The regions
are a, b, e, g, l, p, and t. The plot indicates the number of
observed amino acid residues at 10-degree intervals.
3.4 Sun and Jiang
In their 1996 study, Sun and Jiang set out to analyze super-
secondary structures in 240 high-resolution proteins (Fig-
ure 6). They first followed Kabsch and Sander’s method [3]
of classifying an amino acid residue’s conformation as helix,
strand, or coil. However, they noticed that this three-state
conformation was sensitive to even small changes of direc-
tion of amide and carbonyl groups. Then, they classified
amino acid residues into Topham’s seven conformational re-
gions and simplified the classification by merging p with b
and merging g with l, and they are labeled b’ and l’, re-
spectively. They took 38,368 amino acid residues from 240
proteins for the analysis. The plot indicates the number of
observed amino acid residues at 10-degree intervals.
3.5 Oliva
In their 1997 study, Oliva et. al. set out to automate protein
loop classification. Extending an earlier work by Wilmot
and Thornton [25], in which they split the Phi and Psi space
into 10-degree by 10-degree bins, took beta-turn amino acid
residues, and plotted them in the Ramachandran plot, Oliva
et. al. split the Phi and Psi space into a 9-by-9 matrix and
Figure 5: Topham’s backbone alphabet
Figure 6: Sun and Jiang’s backbone alphabet
Figure 7: Oliva’s backbone alphabet
partitioned into seventeen regions. As shown in Figure 3.5,
the regions are b, p, a, T, N, I, E, F, b, O, *, M, e, l, g, S,
and G. In their analysis, they used 233 non-homologous and
well-defined proteins.
3.6 HMMSTR
In their 2000 study, Bystroff et. al. attempted to build
HMMSTR system. They partitioned the Phi and Psi space
into eleven regions and they are e, E, B, d, b, G, H, L, l,
x, and c. In their analysis, they used PDBselect: December
1998 [27], which is a non-redundant database of proteins
whose structures are known. They took all trans amino
acid residues from the proteins and plotted their Phi and
Psi angles in the Ramachandran plot. Then, they used k-
means clustering with k = 10 to partition the Phi and Psi
space, and Voronoi method was used to draw boundaries
between different clusters. As a result, they came up with
ten regions for trans amino acid residues and one region for
cis amino acid residues (region c) as shown in Figure 8.
4. BACKBONE PREDICTION
In backbone prediction, we want to predict the backbone
conformation of each amino acid residue in a given protein
sequence. We investigate the six Phi and Psi-based back-
bone alphabets. Each backbone alphabet consists of one or
more letters, and each letter represents a certain backbone
conformation.
4.1 Dataset
Of the 3,314 PDB chains in the latest Dunbrack-culled-PDB
dataset (with sequence identity cut-off of 20%, resolution
cut-off of 3.0 Angstrom, and R-factor cut-off of 1.0), 1,709
of them map to 2,109 chains in Astral SCOP version 1.69
[35], which contains 67,210 chains [28]. Also, those proteins
whose sequence length is less than 20 amino acid residues
are removed. The reason that the mapping is not one-to-one
Figure 8: HMMSTR backbone alphabet
Dataset Number of SCOP chains Number of Nine-mers*
1 516 93,326
2 579 103,304
3 479 86,824
Table 1: *Feature representation in backbone prediction
is because a single PDB chain can map to more than one
SCOP chain.
Next, we take the 2,109 SCOP chains and apply certain
filtering criteria [2]. The SCOP class e (multi-domain) is
removed because folds of this class contain domains belong-
ing to different classes. The SCOP class i (low-resolution) is
removed because folds of this class have poor quality struc-
tures. The SCOP class j (peptide) is removed because folds
of this class are short protein fragments. The SCOP folds
a.137 (non-globular, all-alpha subunits of globular proteins)
and d.184 (non-globular, alpha-beta subunits of globular
proteins) are removed because of similar reasons of ambigu-
ous fold membership. The SCOP superfamily f.2.1 (mem-
brane all-alpha) is removed because it is a temporary clas-
sification of transmembrane alpha-helix [35].
Later in the analysis, we use PSI-BLAST [29] log-odds score
profiles of SCOP chains for feature representation. Hence,
we apply one more filtering criterion by removing those
SCOP chains whose PSI-BLAST log-odds profile consist of
all zeros. A profile consisting of all zeros implies that there
are no matches found in the target sequence database for
a given SCOP chain. After this final filtering, the dataset
contains 1,574 SCOP chains.
For backbone prediction and fold recognition experiments,
we set out to create three distinct datasets. Specifically, for
fold recognition purposes, we filter out those SCOP chains
whose frequency is less than three. By doing so, we intend
to make sure that at least one SCOP chain of a particular
fold exists in all three datasets.
Figure 9: Confusion Matrix
Dataset 1 and Dataset 2 are used in backbone prediction
experiments. Because we perform a two-fold cross valida-
tion, each of the two datasets becomes the training dataset
or the testing dataset in each of the two rounds. In the first
round, Dataset 1 is the training dataset and Dataset 2 is
the testing dataset. In the second round, Dataset 2 is the
training dataset and Dataset 1 is the testing dataset.
4.2 Classification and Evaluation
We use Support Vector Machines to predict the backbone
conformation of the central amino acid residue in a nine-
residue sequence fragment. We call this nine-residue se-
quence segment a nine-mer. We use the latest SVM Light
package [30]. We perform a one-versus-all classification to
make multi-class predictions from binary classifiers. For
instance, if we are performing backbone prediction using
Kang’s backbone alphabet, we build a total of five binary
classifiers, one for each backbone conformation (A, B, C, L,
and R). Then, we assign the label (in this case, a backbone
conformation) of the class that produces the maximum mar-
gin for each test example (i.e. a nine-mer). The label is then
the predicted backbone conformation of the central amino
acid residue in a nine-mer.
We perform a two-fold cross validation. At the end of the
classification, each nine-mer will have for the central amino
acid residue the predicted conformation. Then, we construct
a confusion matrix where rows represent true labels and
columns represent predicted labels as shown in Figure 9.
Figure 9 shows a confusion matrix constructed from Round 1
of the two-fold cross validation performed on Kang’s back-
bone alphabet. The numbers highlighted in red are True
Positives or correctly predicted backbone conformations. The
figure shows that, for example, 30,592 out of 43,109 nine-
mers whose central amino acid residue had ”B” as their true
backbone conformation were correctly predicted. 12,331
nine-mers whose central amino acid residue had ”B” as their
true backbone conformation were incorrectly predicted to
have ”A” as their backbone conformation. Once we have
a confusion matrix constructed, we compute the accuracy
of our backbone prediction by taking the summation of di-
agonal values and dividing it by the total number of nine-
mers in the dataset. The accuracy indicates how many true
positives and true negatives out of all the nine-mers in the
dataset that our method correctly predicts.
4.3 Feature Representation
We use the PSI-BLAST log-odds profiles of a nine-mer for
feature representation. Around the central amino acid residue,
Figure 10: Amino Acid Residues
Figure 11: PSI-BLAST log-odds profile
there are four locally neighboring amino acid residues.
Figure 11 shows a segment of the PSI-BLAST log-odds pro-
file of Astral SCOP 1.69 chain d2jdxa , and it shows the
log-odds scores of the first 20 amino acid residues out of
359. Starting with the first amino acid residue until the last
one in a given protein sequence, each amino acid residue be-
comes the central amino acid residue in a nine-mer. In the
profile as shown in Figure 11, each amino acid residue has a
string of 20 integers. For a given nine-mer, we take one such
string of 20 integers at a time and concatenate one after an-
other from left to right. Hence, the feature representation
of a given nine-mer is a concatenation of nine 20-dimension
vectors.
At the beginning and the end of a given protein sequence
where a nine-mer does not consist entirely of amino acid
residues but one or more blank positions, we simply fill 20
zeros in each such blank position.
4.3.1 Neighboring Scheme 1
In this neighboring scheme, we use nine consecutive amino
acid residues and their PSI-BLAST profiles for feature rep-
resentation. Around the central amino residue, there are
four locally neighboring amino acid residues.
4.3.2 Neighboring Scheme 2
Our preliminary experiments using Neighboring Scheme 1
Figure 12: Nine-mer
Figure 13: Neighboring Scheme 1
Figure 14: Neighboring Scheme 2
indicate that our classifiers tend to over-predict alpha and
beta regions and under-predict coil regions. Throughout our
experiments, when we refer to alpha, beta, and coil regions,
we follow the secondary structure definitions of the DSSP
secondary structure assignment program [3]. Taking into
account the fact that coil regions rely on local as well as
global interactions [31], we devise a different neighboring
scheme specifically for coil regions.
We use the DSSP secondary structure assignments to divide
our study into two cases: coil versus non-coil (alpha and
beta). To simplify our experiments, instead of using the
original eight-state secondary structures, we combine H, G,
I into H (alpha), E and B into B (beta), and all others to C
(coil).
For non-coil regions (alpha and beta), we use Neighboring
Scheme 1 for feature representation. For coil regions, we use
Neighboring Scheme 2. The scheme considers four globally
neighboring amino acid residues and four locally neighboring
amino acid residues around the central amino acid residue.
The distance between the central amino acid residue and the
closest global neighbor is ”5 residues away”.
4.3.3 Neighboring Scheme 3
This scheme is similar to Neighboring Scheme 2, but it con-
siders different sets of neighbors. For coil regions, we use
eight globally neighboring amino acid residues around the
central amino acid residue. The distance between the cen-
tral amino acid residue and the closest global neighbor is ”5
residues away”.
5. FOLD RECOGNITION
In fold recognition, we want to predict the SCOP fold of
a given protein sequence. Our experiments are designed to
evaluate which backbone alphabets are effective in improv-
ing fold recognition.
5.1 Dataset
Figure 15: Neighboring Scheme 3
Dataset 3 is the testing dataset in fold recognition. Be-
cause we perform a two-fold cross validation in backbone
prediction, we can have either Dataset 1 or Dataset 2 as the
training dataset in fold recognition. If Dataset 1 is used as
the training dataset in backbone prediction and Dataset 2 as
the testing dataset, Dataset 2 is used as the training dataset
in fold recognition. On the other hand, if Dataset 2 is used
as the training dataset in backbone prediction and Dataset
1 as the testing dataset, Dataset 1 is used as the training
dataset in fold recognition. Because we seek to incorporate
predicted backbone conformations as part of feature repre-
sentation in fold recognition, we perform backbone predic-
tion of Dataset 3. Again, if Dataset 1 is used as the training
dataset in backbone prediction of Dataset 2, we use Dataset
1 as the training dataset in backbone prediction of Dataset
3. On the other hand, if Dataset 2 is used as the training
dataset in backbone prediction of Dataset 1, we use Dataset
2 as the training dataset in backbone prediction of Dataset
3.
5.2 Classification and Evaluation
We use Support Vector Machines to predict the SCOP fold
of a given protein sequence. We use the latest SVM Light
package. A total of 177 SCOP folds are used in our fold
recognition experiments. Hence, we build a total of 177 bi-
nary classifiers. We compute ROC scores. The ROC score
represents the area under the receiver operating character-
istic curve. ROCN is a plot of true positives as a function
of false positives up to the first N false positives [32]. On a
scale of zero to one, a score of one means that there is per-
fect separation between positives and negatives. A score of
zero means that among the samples selected by the method,
none is positive. In cases where the ratio between true neg-
atives and true positives is very large, a fixed ROC number
is used and the area is calculated under a truncated ROC
curve [32].
5.3 Feature Representation
The spectrum kernel [33] is used to generate SVM feature
vectors. The spectrum kernel models a sequence in the space
of all k-mers (subsequences of length k), and its features
count the number of times each k-mer appears in the se-
quence. In our fold recognition experiments, we move a k-
length sliding window across a protein sequence, look up the
current k-mer subsequence in the look-up table, and incre-
ment the classifier value. For instance, using a window size
of three, we can map each of the 20 amino acid residue to an
8000-dimension vector. And if we use Kang’s backbone al-
phabet, we can map each of the five backbone conformations
to a 125-dimension vector. We can use the above vectors in-
dividually as a feature representation, but we can also easily
combine one or more vectors by concatenating them to give
rise to a new feature representation.
For comparison purposes, our feature representation takes
three different types of information and they are amino acid
residues, backbone conformations, and secondary structures.
Specifically, we can use each type of information individu-
ally or alternatively, we can use combinations of two or more
different types of information. In our fold recognition exper-
iments, we deal with five different combinations of available
information and they are listed below.
1) Amino acid residues
2) Amino acid residues AND ”predicted” backbone confor-
Backbone Alphabet Accuracy Accuracy
(# of backbone conformations) (Round 1) (Round 2)
Zimmerman (14*) 0.417 0.429
Kang (5) 0.663 0.658
Topham (7) 0.602 0.592
Sun and Jiang (5) 0.677 0.672
Oliva (17) 0.671 0.666
HMMSTR (11) 0.429 0.438
Table 2: *Backbone conformations ’c’ and ’a’ are omitted
because we find no nine-mers in our datasets that match
these conformations.
mations
- We use predicted backbone conformations in both training
and testing.
3) Amino acid residues AND ”true” backbone conformations
- We use true (known) backbone conformations in both
training and testing. Ideally, this would never be the case
in classification where backbone conformations are unknown
for testing examples. This is done solely for evaluation pur-
poses.
4) Amino acid residues AND PSI-PRED-predicted secondary
structures
5) Amino acid residues AND DSSP-assigned secondary struc-
tures
- We use true (known) secondary structures in both training
and testing. Ideally, this would never be the case in classifi-
cation where secondary structures are unknown for testing
examples. This is done solely for evaluation purposes.
5.3.1 Neighboring Scheme 1
In this feature representation, we use k = 3 for amino acid
residues, backbone conformations, and secondary structures.
5.3.2 Neighboring Scheme 2
In this feature representation we use k = 3 for amino acid
residues, and we use k = 5 for backbone conformations and
secondary structures. Our goal is to see if including more
neighbor information (in the cases of backbone conforma-
tions and secondary structures) would improve fold recogni-
tion.
6. EXPERIMENTS AND RESULTS
6.1 Backbone Prediction
6.1.1 Neighboring Scheme 1
In this first set of results, we investigate our backbone pre-
diction using Neighboring Scheme 1 for feature representa-
tion. We evaluate the six backbone alphabets for each of
which we construct a confusion matrix and compute accu-
racy. Because we perform a two-fold cross validation, for
each backbone alphabet, we construct two confusion matri-
ces one for each of the two rounds and compute two accuracy
values. Table 2 comparatively shows the computed accuracy
values when we use the linear kernel with default parame-
ters. Using the polynomial and radial kernels with default
parameters does not improve prediction accuracy.
It is worth studying the generated confusion matrices be-
cause they show which backbone conformations are over-
predicted or under-predicted. Figure 16 and Figure 17 show
Figure 16: Confusion Matrix - Kang’s Backbone Alphabet
Figure 17: Confusion Matrix - Topham’s Backbone Alpha-
bet
two confusion matrices, one showing the second round of
Kang and the other showing the second round of Topham.
In Figure 5.1, the numbers highlighted in blue represent the
nine-mers that are predicted to have for its central amino
acid residue the backbone conformation ”B”. The numbers
highlighted in green represent the nine-mers that are pre-
dicted to have for its central amino acid residue the back-
bone conformation ”A”. In Dataset 2, over 89% of all the
nine-mers in the dataset have these two backbone confor-
mations for their central amino acid residues. The number
of examples corresponding to the other three backbone con-
formations is relatively minimal. As a result, our classifiers
tend to over-predict backbone conformations ”B” and ”A”
and under-predict backbone conformations ”R”, ”L”, and
”C”.
Figure 5.2 shows the same trend in the results obtained
from our experiment using Topham’s backbone alphabet.
In Dataset 2, over 77% of all the nine-mers in the dataset
have backbone conformations ”b” and ”a” for their central
amino acid residues. As in the case of Kang’s backbone
alphabet, the number of examples in the dataset that corre-
spond to ”b” and ”a” is relatively large compared to those
corresponding to ”p”, ”t”, ”e”, ”g”, and ”l”. As a result, our
classifiers tend to over-predict largely-populated backbone
conformations and under-predict the rest. All the confusion
matrices generated in this experiment are available in Ap-
pendix A, and they show the same trend of over-predicting
certain regions and under-predicting the rest.
An interesting observation is that the regions in the Ra-
Figure 18: Ramachandran Plot
machandran plot that are over-predicted by our classifiers
roughly match the regions that have been traditionally known
as alpha and beta regions in the original Ramachandran
plot.
Hence, it is observed that our classifiers tend to over-predict
alpha and beta regions and under-predict coil regions. Tak-
ing into account the fact that coil regions rely on local as
well as global interactions (Skolnick), we devise a different
neighboring scheme specifically for coil regions. Our goal
in this effort is to better represent coil regions by incorpo-
rating local and/or global neighbors in our nine-mer feature
representation.
6.1.2 Neighboring Scheme 2
In this set of results, we investigate our backbone predic-
tion using Neighboring Scheme 2 for feature representation.
For non-coil regions (alpha and beta), we use Neighbor-
ing Scheme 1 for feature representation. For coil regions,
we use Neighboring Scheme 2. The scheme considers four
globally neighboring amino acid residues and four locally
neighboring amino acid residues around the central amino
acid residue. In this experiment, we only tested Kang’s and
HMMSTR backbone alphabets. More experiments that test
all six backbone alphabets are planned in our future studies.
Using Neighboring Scheme 2 for coil regions and Neighbor-
ing Scheme 1 for alpha and beta regions has been shown
to have no significant effects on improving backbone predic-
tion. For instance, in the case of Kang’s backbone alphabet,
the prediction accuracy values in both rounds of the two-
fold cross validation are 0.004 and 0.002 lower than when
using Neighboring Scheme 1 for all nine-mers. In the case of
HMMSTR, the prediction accuracy values in both rounds
are 0.003 and 0.005 higher than when using Neighboring
Scheme 1 for all nine-mers. But these improvements in pre-
diction accuracy values are very minimal.
6.1.3 Neighboring Scheme 3
This scheme is similar to Neighboring Scheme 2, but it con-
siders different sets of neighbors. For coil regions, we use
eight globally neighboring amino acid residues around the
central amino acid residue. In this experiment, we only
tested Kang’s and HMMSTR backbone alphabets. More ex-
periments that test all six backbone alphabets are planned
in our future studies.
Using Neighboring Scheme 3 for coil regions and Neighbor-
ing Scheme 1 for alpha and beta regions has been shown to
have no significant effects but comparatively positive effects
on improving backbone prediction in comparison to Neigh-
boring Scheme 2.
For instance, in the case of Kang’s backbone alphabet, the
prediction accuracy values in both rounds of the two-fold
cross validation are 0.007 and 0.009 higher than when us-
ing Neighboring Scheme 1 for all nine-mers. In the case of
HMMSTR, the prediction accuracy values in both rounds
are 0.035 and 0.024 higher than when using Neighboring
Scheme 1 for all nine-mers. These improvements in predic-
tion accuracy values achieved by Neighboring Scheme 3 are
higher than that achieved by Neighboring Scheme 2.
6.2 Fold Recognition
6.2.1 Feature Representation 1
In this first set of results, we investigate our fold recognition
using Feature Representation 1. Our feature representation
takes three different types of information and they are amino
acid residues, backbone conformations, and secondary struc-
tures. We test the following combinations of feature vectors
for our feature representation.
1) Amino acid residues
2) Amino acid residues AND ”predicted” backbone confor-
mations
- We use predicted backbone conformations in both training
and testing.
3) Amino acid residues AND ”true” backbone conformations
- We use true (known) backbone conformations in both
training and testing. Ideally, this would never be the case
in classification where backbone conformations are unknown
for testing examples. This is done solely for evaluation pur-
poses.
4) Amino acid residues AND PSI-PRED-predicted secondary
structures
5) Amino acid residues AND DSSP-assigned secondary struc-
tures
- We use true (known) secondary structures in both training
and testing. Ideally, this would never be the case in classifi-
cation where secondary structures are unknown for testing
examples. This is done solely for evaluation purposes.
The fold recognition ROC24, ROC48, ROC240 and ROC
479 scores are shown in Figure 19. To compute these ROC
scores, we estimate the area under the ROC curve with a
trapezoidal method.
The differences between ROC scores across all six backbone
alphabets are minimal. The combination AA + Predicted
BB (Topham) has the highest accuracy by a small margin.
An important observation is that the inclusion of predicted
backbone conformations in our feature representation leads
to higher overall accuracy compared to when using amino
acid residues alone.
Figure 19: Kang’s Backbone Alphabet. ROC scores. AA
denotes ”amino acid residues”. BB denotes ”backbone con-
formations”.
Figure 20: ROC scores from Fold Recognition. AA denotes
”amino acid residues”. BB denotes ”backbone conforma-
tions”. Green color indicates the ROC scores when using k
= 5 for backbone conformations and secondary structures.
6.2.2 Feature Representation 2
In this feature representation we use k = 3 for amino acid
residues, and we use k = 5 for backbone conformations and
secondary structures. Our goal is to see if including more
neighbor information (in the cases of backbone conforma-
tions and secondary structures) would improve fold recogni-
tion.
Figure 20 shows the results of our experiments using k =
5 for backbone conformations and secondary structures. In
the combinations AA + Predicted BB (Kang) and AA +
Predicted BB (Sun and Jiang), including more neighbor in-
formation in our feature representation by expanding the
sliding window from three to five only slightly improves
ROC24 scores but decreases ROC48, ROC240, and ROC479
scores.
7. CONCLUSIONS
Optimally combining available information is one of the key
challenges in knowledge-driven prediction techniques. In
this study, the two types of information we use for feature
representation are amino acid residues and predicted back-
bone conformations.
This study shows that the addition of predicted backbone
conformations to SVM classifiers can improve fold recogni-
tion. Our experimental results indicate that the inclusion of
predicted backbone conformations in our feature representa-
tion leads to higher overall accuracy compared to when using
amino acid residues alone. It also indicates that the differ-
ences between ROC scores across all six backbone alphabets
are minimal even though the combination AA + Predicted
BB (Topham) has the highest accuracy by a small margin.
One possible extension to our backbone prediction is to de-
vise better neighboring schemes. Given a k-length sequence
fragment, the process of selecting which local and/or global
neighbors to consider for feature representation can be done
more systematically. For example, we can take a large num-
ber of high-resolution protein sequences and statistically de-
termine which combinations of local and/or global neighbors
around a central amino acid residue occur frequently. Us-
ing this frequency chart or table, we can convert this into a
score matrix which can be easily incorporated into feature
representation when building SVM classifiers.
One possible extension to our fold recognition is to use other
types of kernels for feature representation. In our experi-
ments, we used the spectrum kernel. Mismatch kernel and
profile-based kernel are other types of kernels that can be
used for this purpose.
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