Méthodologie d'aide à la décision multicritère pour l'ordonnancement d'ateliers discontinus by Baez Senties, Oscar
N°d’ordre :
THESE
Présentée pour obtenir le titre de
DOCTEUR DE L’INSTITUT NATIONAL POLYTECHNIQUE DE TOULOUSE
École doctorale : Transferts, Dynamiques des Fluides, Énergétique et Procédés
Spécialité : Génie des Procédés et de l’Environnement
Par M. Oscar Baez Senties
METHODOLOGIE D'AIDE A LA DECISION MULTICRITERE POUR
L'ORDONNANCEMENT D'ATELIERS DISCONTINUS
Soutenance prévue le 15/03/2007 devant le jury composé de :
M. Antonio ESPUÑA     Rapporteur
  M. Arsène ISAMBERT    Rapporteur
  Mme Catherine AZZARO-PANTEL   Directrice de thèse
  M. Jean Pierre COUDERC    Membre
  M. Denis JAUME    Membre
  M. Luc PIBOULEAU     Membre
  M. Serge DOMENECH    Membre invité
Abstract :
Scheduling of electronic components manufacturing systems is identified as a complex task, mainly
because of the typical features of the process scheme, such as cyclic flows and the high number of
equipment items. Actually, production managers have to cope with various objectives, which
contribute also to scheduling complexity. Discrete-event simulation (DES) is one of the most widely
used methods to study, analyze, design, and improve manufacturing systems, however their
applications in industrial processes takes an enormous computing time. In this study, we propose the
DES substitution by an approach based on a neural network technique coupled with a multiobjective
genetic algorithm for multi-decision scheduling problems in semiconductor wafer fabrication. The
training phase of the neural network was performed by use of the previously developed discrete-event
simulator, by using a backpropagation algorithm. The neural networks are then embedded in a
multiobjective genetic algorithm (MOGA) to optimize the decision variables and to deal with the set
of compromise solutions for the studied criteria, thus giving the optimal Pareto zone solutions. The
computing time is then considerably reduced. The program efficiency is validate by means of a
simplified industrial examples based on semiconductor manufacturing.
Résumé :
Les ateliers de fabrication de composants électroniques sont caractérisés par un mode opératoire
discontinu et flexible, par un flux de produits cyclique et par un fort besoin en équipements qui rend
complexe leur gestion. L’objectif des travaux de ce mémoire est l’optimisation multicritère de ces
activités de production, donnant lieu à un problème d’ordonnancement à court terme. Le modèle de
Simulation à Événements Discrets (SED) habituellement employé est cependant lourdement pénalisé
par le temps de calcul nécessaire au traitement de problèmes de taille industrielle. Le SED est ainsi
remplacé par une technique de modélisation reposant sur des réseaux de neurones, au sein desquels un
algorithme de rétropropagation est mis en ?uvre. Le temps de calcul se trouve alors considérablement
réduit. Enfin, lors de la phase d'optimisation, l’utilisation d’un Algorithme Génétique Multicritère
(AGM) offre la possibilité de considérer de plusieurs critères d’évaluation. La démarche est validée
sur un exemple didactique, représentatif des industries de fabrication de semi-conducteurs.
Resumen :
El estudio basado en la combinación del simulador y el optimizador ha permitido obtener resultados
satisfactorios para el problema de planeación a corto plazo. El principal inconveniente de esta
metodología es a menudo el tiempo para lograr una « buena » planeación, en relación al tiempo del
que disponen el(los) responsable(s) de producción. Y a menudo no hacen uso de estas prácticas. Los
estudios anteriores ponen en evidencia un tiempo de cálculo elevado a causa del uso excesivo del
simulador, en cuanto a la fase de evaluación de los indicadores de producción. Por ello la mención de
los trabajos mencionados con anterioridad.
En este sentido y tomando en cuenta la complejidad del problema, el estudio se enfocara en determinar
la planeación de manera provisoria. Para el desarrollo sistemático de una herramienta de ayuda a la
decisión, la acción a tomar consiste en utilizar un modelo de fabricación simple representado por un
simulador que a su vez pueda reproducir los fenómenos intrínsecos del sistema. En este sentido se ha
considerado utilizar los modelos de redes neuronales (RN) tomando en cuenta para el aprendizaje el
modelo de la simulación con miras a la optimización.
El programa de simulación MELISSA, ha sido desarrollado en nuestro laboratorio y servirá de soporte
para el presente estudio. El capitulo 2 explica el uso y resultados de MELISSA. Asimismo,
presentamos los criterios considerados para evaluar el rendimiento del modelo. Esta fase permite
poner en evidencia las variables del responsable frente a los criterios.
El capitulo 3 esta dedicado al desarrollo de los modelos de redes neuronales con el objeto de
representar el comportamiento del sistema de acuerdo a los criterios considerados. Es importante
resaltar que la utilización  de las redes neuronales se ha llevado a cabo con éxito ([SET98], [DAG95],
[KIM01], [RAM96], [MOR96], [HAN96], [SEI01], [ZHA00], [CHO02], [MON02], [HOL95]) y se ha
mostrado su capacidad para representar sistemas con éxito. Por otro lado, el análisis debe tomar en
cuenta el aspecto de múltiples criterios, que es común en este tipo de problemática.
El objetivo del estudio es de ayudar al responsable de producción a la toma de decisiones al encontrar
mejores soluciones para la planeación de la producción y proponer métodos o herramientas que
permitan progresos en la solución de problemas de decisión en donde los diferentes puntos de vista, a
menudo contradictorios, deben ser tomados en cuenta.
Tomando en cuenta los resultados presentados con anterioridad sobre el problema de concepción de
sistemas de fabricación flexible, los algoritmos genéticos multicriterio (MOGA), serán tomados en
cuenta. La figura 4 presenta la metodología básica del estudio. Las soluciones obtenidas pueden ser
simuladas de forma detallada por MELISSA con el fin de anexarlas a la base de datos original. Un
ejemplo de una pequeña fabrica, pero reproduciendo fidedignamente el proceso global de la
fabricación de componentes electrónicos sirve de ejemplo en este estudio para validar la metodología
propuesta.
El capitulo 5 esta consagrado a la aplicación de la metodología a un modelo de fabricación industrial
de mayor envergadura, a fin de justificar plenamente las aportaciones de este trabajo. Finalmente
presentamos las conclusiones de esta investigación y presentamos las perspectivas.
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Introduction
et position du
problème
La  performance  d’un  système  de  production  est  plurielle  et  multidimensionnelle.  Une  démarche
rigoureuse implique de l’évaluer globalement, sur l’ensemble du cycle de vie du système et des produits
réalisés. Elle  intègre non seulement les  notions  de coût, délais, qualité et  flexibilité,  mais aussi  les
facteurs humains et sociaux, longtemps sous-estimés. Il en résulte un besoin fort de méthodologies et
d’outils pouvant aider les décideurs à mieux appréhender la notion de performance et à l’évaluer lors de
la conception, l’exploitation et le remodelage d’un système de production.
Ce  travail de doctorat s’inscrit  dans ce champ thématique et s’intéresse exclusivement au problème
d’ordonnancement d’un atelier discontinu.
Par nature, l’ordonnancement d’ateliers nécessite la prise en compte de plusieurs critères (minimisation
du  temps  moyen de séjour des  produits, minimisation des retards, minimisation  des  stockages de
produits  (en  durée  et  nombre),  maximisation  des  taux  d’utilisation  des  équipements,  qualité  des
produits, rendement des étapes opératoires….), dont certains sont contradictoires entre eux.   Si cette
problématique a fait l’objet de nombreuses études lorsqu'il  s'agit d'optimiser un critère unique, il faut
reconnaître que le nombre de travaux menés  pour  des  critères  multiples  en  ordonnancement a été
beaucoup plus limité ces dernières années. On constate cependant que ce manque tend à être comblé
et que la littérature commence à foisonner dans ce domaine [TKI06].
1
1 Introduction et position du problème
Le responsable d’atelier, en charge de la phase d’ordonnancement, est confronté, de façon récurrente, à
la prise de décisions concernant les points suivants :
· quels produits va-t-on fabriquer ?
· comment organiser le plan de production, en déterminant notamment les dates d’introduction
des produits dans le système de production ou en définissant la campagne de production, de
façon plus générale ?
· quels équipements utiliser à partir du parc disponible ?
· quel personnel affecter à la fabrication des produits?
· combien  de  temps  faudra-t-il  pour  les  fabriquer,  en  tenant  compte  de  la  cadence  de
production   de   certains   équipements,   d’éventuels   aléas   de   fonctionnement   liés   aux
défaillances, aux phases de maintenance,  aux dérives de procédés ?
tout en satisfaisant simultanément un certain nombre de critères qui lui semble pertinents.
La difficulté d’appréhension du problème résulte notamment de son aspect combinatoire très marqué,
puisqu’il  comprend  un  grand  nombre  de  solutions  admissibles  parmi  lesquelles  on  cherche  les
meilleures vis-à-vis des critères envisagés, mais également du cadre relativement imprécis ou incertain
de données du problème.
L’objectif de ce travail s’inscrit ainsi dans le développement d’une  méthodologie d’aide à la décision
multicritère pour l’ordonnancement d’ateliers. Il vise à proposer une démarche s’appuyant sur l’analyse,
la modélisation et la simulation d’ateliers afin d’apporter une aide rapide et efficace au responsable de
production à la résolution du problème d’ordonnancement.
Le cas de l’atelier de fabrication de composants électroniques est retenu pour valider la démarche, car il
illustre  parfaitement  les  caractéristiques  qui  viennent  d’être  énoncées.  En  effet,  l’industrie  de  la
microélectronique  met en  jeu, des  procédés  discontinus, à partir d’équipements  standards (fours  de
dépôt,  de  recuit  …),  qui  présentent  l’avantage  de  pouvoir  élaborer  des  gammes  de  produits  très
différents, à forte valeur ajoutée et à  durée  de vie souvent limitée. La fabrication de chaque  produit
comporte généralement une  succession d’étapes, liées entre elles par  des  contraintes techniques et
des relations d’antériorité et doit répondre, de plus en plus, aux exigences de qualité, de sécurité, de
contrôle rigoureux des conditions opératoires des procédés et de traçabilité des produits. Si le nombre
d'étapes élémentaires avoisine les 200 pour la fabrication d’un transistor bipolaire selon un procédé
classique,  des  procédés  plus  récents  atteignent  facilement  400  à  500  étapes,  ce  qui  explique,
notamment, que le temps d’élaboration peut varier de 2 à 3 mois en fonction du degré de complexité.
Les enjeux industriels sont ainsi clairement focalisés sur la rationalisation de la production visant des
objectifs de rentabilité, avec le souci de conception d’installations flexibles pour s’adapter aux diverses
contraintes de fabrication, ainsi qu’aux fluctuations du marché.
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1 Introduction et position du problème
Ce chapitre introductif est divisé en trois parties :
-   Dans   un   premier   temps   les   caractéristiques   des   ateliers   de   fabrication  de   composants
électroniques sont présentées.
-  Les principales méthodes en ordonnancement d’ateliers sont ensuite recensées.
-   La   méthodologie   envisagée   pour   apporter   une aide   à   la décision multicritère   pour
l’ordonnancement d’ateliers est enfin proposée. Le plan de ce manuscrit y est détaillé.
1.1 Présentation des ateliers de fabrication
de semi-conducteurs
1.1.1 Principes généraux
Les  ateliers  de  fabrication de  composants électroniques  susceptibles  d’élaborer  plusieurs  composés
différents sont de type  multi-objectifs (ou Job-shop) : ils mettent en °uvre plusieurs types d’opérations
unitaires et sont également multi-produits. Ils correspondent à des cheminements multiples au cours du
temps, pour les  lots  d’un  même  produit. Cette configuration  d’atelier est retenue dans  le cadre de
l’approche envisagée car elle présente le degré de flexibilité le plus élevé, en englobant tous les aspects
précédemment  évoqués.  Le  processus  technique  et  technologique  de  fabrication  des  composants
électroniques implique trois grandes étapes [UZS92] :
· formation d’un substrat de silicium (sous forme de plaquettes polies) ;
· traitement   des  plaquettes   par   divers  procédés  physico-chimiques  pour   obtenir   les
propriétés électroniques des composants ;
· contrôle et assemblage pour fournir des composants commercialisables.
Seule  la  deuxième  étape,  qui  appartient  spécifiquement  au  domaine  de  la  microélectronique,  est
analysée. Elle implique  une succession  d’opérations  physico-chimiques  élémentaires, telles  que la
photolithographie, l’oxydation, le  dépôt, la diffusion,  l’implantation, la rectification et la métallisation
effectuées   dans   un  ordre  spécifique.  Toute  l’élaboration  s'effectue  dans   une  salle   blanche   :
l'atmosphère y est contrôlée en température et humidité et le nombre de particules de poussières doit y
être  le  plus  faible  possible.  Le  principe  de  fabrication  des  composants  est  basé  sur  des  ajouts
successifs de couches aux propriétés semi-conductrices passives ou actives.
Chacune des couches d’épaisseur très faible (de 0,1 à 2 microns) suit un processus d’élaboration type,
schématisé sur la Figure 1, qui illustre la création d’une couche dopée supplémentaire (l’évolution de la
plaquette y est représentée suivant une vue en coupe).
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Dépôt Photo Gravure Diffusion Nettoyage
Figure 1. Processus classique d¶élaboration d¶une couche dopée
Ces séquences peuvent être répétées aussi souvent que nécessaire pour constituer tous les éléments du
composant,  soit  isolant,  soit  semi-conducteur  dopé,  soit  conducteur.  Des  procédés  physico-
chimiques très divers sont mis en °uvre :
· Le  procédé  central  est  le  masquage  photolithographique  qui  permet  «d’imprimer  »,  avec
précision, un motif sur la plaquette. Il est réalisé à l’aide de photo-masques conçus au cours
d’études préliminaires  lors de la conception du produit. Il se  décompose en plusieurs sous-
étapes élémentaires : étalement d’une résine photosensible, alignement de la plaquette sous le
masque, exposition à des rayons ultra violets, puis, développement en dissolvant la résine non
polymérisée lors de la phase d’exposition. Ces divers traitements sont de courte durée (environ
1 heure).
· Le rôle des différentes phases de gravure, gravure humide lorsque les produits mis en °uvre
sont des solutions chimiques, gravure sèche lorsque le procédé est réalisé à l’aide de plasma,
est d’effectuer une attaque de la couche d’oxyde de la plaquette mettant ainsi à nu les parties
du silicium non masquées par la résine polymérisée.
· Les éléments actifs (assurant les propriétés conductrices) et passifs (assurant l’isolation) sont
obtenus par des techniques de dépôt, de diffusion, d’oxydation, d’implantation qui se basent sur
les  propriétés  chimiques  (dopage)  de  l’oxyde  de  silicium  :  les  opérations  de  diffusion  ou
d’implantation  consistent  à  doper  (N  ou  P)  les  parties  de  la  plaquette  mises  à  nu.  Les
équipements des étapes de diffusion ont la particularité de traiter plusieurs lots simultanément,
alors que les autres équipements traitent généralement les lots individuellement ou encore les
plaquettes les  unes  après  les  autres. Ces traitements sont de longue durée (pouvant aller
jusqu’à plus d’une vingtaine d’heures).
· Deux procédés interviennent en fin de fabrication des composants électroniques. La rectification
diminue  l’épaisseur  de  la  plaquette  de  silicium   pour  obtenir  au  final  une  épaisseur  de
composant spécifiée. Le procédé de métallisation consiste à déposer, par évaporation sous
vide,  une  couche  de  métal  (aluminium,  titane,  nickel,  argent  …)  sur  une  des  faces  de  la
plaquette. Ces dépôts sont destinés à assurer les contacts électriques entre le composant et le
système dans lequel il sera intégré.
Par ailleurs, les tests « qualité », réalisés à différents stades de la fabrication permettent de vérifier le
bon déroulement des procédés. La succession de traitements illustrée sur le Figure 1 est reproduite à
chaque superposition de couches (i.e., autant de fois qu’il y a d’étapes de masquage). Pour des circuits
intégrés, le nombre d’étapes de masquage réalisées peut  atteindre 30.
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En  raison  de  diverses  contraintes  (spécifications  techniques,  risque  de  pollution  en  dopants),  les
équipements qui réalisent les étapes de dépôt et de diffusion sont des équipements dédiés et ne sont
utilisés  qu’une  seule fois  au  cours  d’un processus  de  fabrication. A contrario,  les  équipements  de
photolithographie  et  de  gravure  qui  interviennent  au  cours  de  différentes  étapes  consécutives  du
processus sont identiques et donc fortement partagés.
1.1.2 Procédés de fabrication des composants
électroniques
Les caractéristiques générales des procédés de fabrication et les contraintes de flexibilité imposées aux
unités impliquent un processus discontinu (ateliers dits job-shop ou multi-objectifs). En effet, au cours
de  leur  processus  d’élaboration,  les  produits  fabriqués  sont  traités  plusieurs  fois  par  les  mêmes
équipements mais à des stades distincts de leur fabrication.
En termes de gestion de production, les ateliers de fabrication de composants électroniques sont parmi
les plus complexes existants. Les plaquettes de silicium sont regroupées par lots afin de faciliter leur
transport, leur chargement et leur gestion. Ainsi, les produits considérés ne sont pas directement les
plaquettes  mais  des  lots  de  plaquettes  (regroupées  par  12,  24  ou  48  suivant  le  diamètre  des
plaquettes).
Le  principe  de  superposition  de  couches  qui  fait  intervenir  de  manière  répétitive  le  procédé  de
photolithographie conduit à structurer les ateliers autour d’une zone centrale, de « photogravure ». Cette
zone  est composée  de  « baies  photo »  (une baie  est une succession d’équipements  d’étalement,
d’alignement, d’exposition) et de « baies gravure ». Ces baies sont agencées en parallèle et tous les
produits sont donc amenés à y passer de nombreuses fois au cours de leur fabrication. D’autres zones
comportant des familles d’équipements dédiés aux opérations de dépôt, de diffusion, de métallisation se
greffent autour de cette zone centrale.  Cette particularité confère  au  flux des  produits un caractère
cyclique.
Compte tenu de la diversité des produits fabriqués et des procédés mis en °uvre, il existe un nombre
important d’étapes de synthèse, dont les durées de traitement sont très variables. Pour répondre à la
demande du marché, l’atelier possède, pour la plupart des étapes de fabrication, plusieurs équipements
en parallèle capables de réaliser les mêmes opérations (figure 2).
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Figure 2. Schéma simplifié du flux des produits dans un atelier
de fabrication de composants électroniques
Chacune des étapes de traitement de la plaquette (ou du lot), dont la succession rigoureuse définit la
recette de production, nécessite l’intervention d’un opérateur pour décharger le produit, le transporter
jusqu’à  l’étape suivante  et  le charger  sur un nouvel  équipement. Les  opérateurs sont généralement
répartis entre les différentes zones de l’unité de production en fonction des compétences nécessaires
pour effectuer certaines tâches. Certains opérateurs peuvent être polyvalents. Les unités de production
travaillent en continu, ce qui nécessite la gestion de 6 équipes de production (composées d’opérateurs,
polyvalents ou non, travaillant en 3x8, y compris le week-end) couvrant ainsi la semaine. En conclusion, la
gestion des ateliers de production de composants électroniques  est très complexe pour diverses
raisons :
· la  gestion  du  flux  discontinu  et  cyclique  des  produits  :  le  flux,  qui  présente  de  nombreuses
irrégularités, est difficile à anticiper et à maîtriser. Le moindre aléa de production ralentit les
produits et a pour effet de créer de fortes fluctuations dans leur cheminement. La plupart des
étapes  de fabrication  font  face successivement à  des  périodes de  pénuries  et d’excès  de
produits.
· la  gestion  des ressources  en  équipements :  le  nombre  élevé d’équipements,  qui  peuvent  de
surcroît intervenir à différents stades d’élaboration, ainsi que le caractère irrégulier du flux de
produits rendent critique la gestion des équipements. La présence de plusieurs équipements en
parallèle susceptibles de réaliser la même tâche crée des conflits.
· la gestion des ressources en main d’°uvre : des opérateurs doivent intervenir à tous les stades de
fabrication du produit ou au contraire ne sont qualifiés que pour quelques opérations, voire une
seule.
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La  flexibilité recherchée pour ces ateliers a pour effet d’augmenter les possibilités  du  système et de
créer de nombreuses situations de conflits nécessitant un choix pour leur résolution. Compte tenu du
caractère discontinu et cyclique du flux de produit, le comportement général de l’atelier est difficile à
appréhender  par  un  responsable  d’unité.  Toute  remise  en  question  des  méthodes  de  travail  et
l’instauration d’une politique de gestion sont difficiles à mener de manière empirique. L’aide d’un outil de
simulation s’avère souvent indispensable dans ce contexte [CHA02].
1.2 Résolution du problème d·ordonnancement
1.2.1 Formulation du problème
Le problème d’ordonnancement d’ateliers peut se formuler de la façon suivante : programmer au mieux
l’ensemble des tâches à réaliser, en leur allouant les ressources nécessaires et en fixant leur date de
début. Le terme « au mieux » donne implicitement à cette définition une fonction d’optimisation, de sorte
que le problème ne consiste pas uniquement à déterminer des solutions réalisables, mais comporte
aussi la recherche  des plus favorables d’entre elles, au  regard d’un  critère souhaité  ou  de  plusieurs
critères.
Si l’énoncé d’un problème d’ordonnancement est généralement simple à formuler, sa résolution ne l’est
pas  forcément comme  en  attestent  les  nombreux travaux de recherche  effectués  dans  ce domaine
depuis plusieurs années [GOT04].
1.2.2 Méthodes classiques de résolution du problème 
d'ordonnancement
1.2.2.1 Approches par optimisation
On distingue généralement les méthodes G¶ordonnancement prévisionnel,   qui   considèrent
uniquement le problème statique, dont toutes les données sont supposées connues à l’avance et les
approches   d¶ordonnancement   réactif.  Ces  dernières  considèrent  éventuellement  un  problème
statique  dans  un  premier  temps,  puis  proposent  des  méthodes  pour  faire  face  à  des  événements
générant  des  perturbations,  comme  l’arrivée  en  fabrication  d’un  nouveau  produit,  les  pannes  de
ressource, l’absence de personnel  …
Le  travail  présenté  ici est dédié au  problème d’ordonnancement prévisionnel. En ordonnancement
prévisionnel, les méthodes classiques ont pour but de générer un ordonnancement optimal, c’est-à-dire
minimisant un  des  critères  présentés  (ou  plus  rarement une  combinaison  de  plusieurs  critères). Les
problèmes d’ordonnancement ainsi définis sont des problèmes d’optimisation combinatoire.
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La plupart d’entre eux appartiennent à la classe des problèmes NP-difficiles qui ne peuvent pas être
résolus au moyen d’un algorithme polynomial. Ainsi à côté des algorithmes classiques de l’optimisation
combinatoire ont été développés un grand nombre d’heuristiques.
Les  méthodes  de  résolution  des  problèmes  d’ordonnancement sont largement présentées dans la
littérature  [GOT04].  Elles   puisent  dans   toutes  les  techniques   de  l’optimisation  (programmation
mathématique, programmation dynamique, procédures par séparation et évaluation Branch and Bound,
théorie des graphes...). Ces méthodes présentent l’avantage de garantir théoriquement l’optimalité de la
solution fournie, si le problème est convexe.
Elles ont été largement utilisées et mentionnées dans la littérature spécialisée en Génie des Procédés,
où un grand nombre d’études aborde le problème sous forme de programmation linéaire en variables
entières ou mixtes1, ou bien sous forme de programmation non linéaire en variables mixtes. Pour des
problèmes  de  taille réelle, ces  procédures  requièrent des  temps  d’exécution prohibitifs  et sont alors
généralement associées à des méthodes heuristiques ou des algorithmes de recherche locale.
Rappelons   que  les   méthodes  heuristiques font  intervenir   des  algorithmes  de   liste   construisant
progressivement  un  ordonnancement  en  affectant  les  opérations  aux ressources  et  en  résolvant  les
conflits d’utilisation des ressources par des règles de priorité. Ces méthodes sont très rapides et très
utilisées en pratique.
Les  méthodes  de  voisinage impliquent une  génération itérative d’un  ensemble d’ordonnancements  à
partir d’un ordonnancement initial, dans le but d’améliorer le critère. On peut ainsi citer les méthodes de
descente qui améliorent le critère, mais  risquent de conduire à un  optimum local. Les  méthodes
métaheuristiques  suscitent à  l’heure  actuelle beaucoup d’intérêt, car elles  sont reconnues  pour leur
aptitude  à  traiter  des  problèmes  à  forte  combinatoire.  Ces  techniques  autorisent  une  dégradation
provisoire du critère en vue d’obtenir un optimum global. Parmi ces algorithmes stochastiques, on peut
citer  la  procédure  du  recuit  simulé  (RS)  ([KUH91]  [LAA92])  ou  les  algorithmes  génétiques  (AG)
([GOL94] [HOL94]) basés sur une évolution probabiliste de la (ou des)  solution(s) au problème posé.
Leur inconvénient majeur est l’incertitude quant à l’obtention d’une solution optimale à chaque essai de
la procédure et le réglage empirique des paramètres intrinsèques à la procédure. Un atout réside dans le
fait   qu’il   n’est   pas   nécessaire   d’avoir   des   connaissances   particulières   sur   les   propriétés
mathématiques du problème à traiter.
Les algorithmes génétiques (AG) sont fondés sur une analogie entre un problème d’optimisation et un
phénomène naturel, la loi de l’évolution énoncée par Darwin, où seuls les individus les plus forts d’une
population survivent par suite de leur meilleure adaptation à leur milieu naturel.
1 Un problème est dit à variables mixtes s’il met en jeu à la fois des variables discrètes et continues.
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Dans un AG, après création artificielle d’une population de solutions viables pour un problème donné, la
procédure fait évoluer les individus par croisement, mutation et sélection selon le critère à optimiser,
jusqu’à  fournir  une  population  d’individus  très  bien  adaptés  au  milieu  naturel (i.e. une  population  de
bonnes solutions pour le problème considéré).
Ces algorithmes présentent l’avantage de conduire en fin de recherche à une population diversifiée de
bonnes solutions. Si plusieurs critères  sont à  prendre en  compte, cette diversité de solutions est un
élément intéressant car elle permet de disposer de possibilités plus variées (qu’une seule et unique
solution optimale). Un nombre important de travaux est actuellement consacré [COL02] aux algorithmes
génétiques en tant que méthode d’optimisation multicritère pour fournir une aide à la décision.
Une autre approche utilise les méthodes de décomposition qui visent à construire à partir du problème
d’ordonnancement une suite de sous-problèmes plus faciles à résoudre. On distingue les méthodes de
décomposition spatiale pour lesquelles  les équipements sont regroupés en îlots de fabrication, des
méthodes de décomposition temporelle pour lesquelles on regroupe les produits en ordonnant les sous-
problèmes le long de l’axe des temps.
Certaines   méthodes   liées   à   l’Intelligence   Artificielle   sont   basées   sur   la   représentation   des
connaissances au moyen d’un ensemble de règles de production. Un moteur d’inférence contenant la
stratégie de contrôle comparable à un algorithme de résolution est nécessaire.
En ordonnancement prévisionnel, une autre approche a pour objectif non pas de minimiser un critère
mais de caractériser les ordonnancements admissibles pour proposer au décideur des solutions vis-à-
vis de contraintes  non  modélisées  et des  perturbations. Ces approches, basées sur l’analyse sous
contraintes, font l’objet de nombreux travaux.
Les orientations dans le domaine de l’ordonnancement réactif en incluent une méthode de réaction en
temps réel face aux aléas, tant internes (pannes, absences) qu’externes (retard d’approvisionnement,
arrivée imprévue d’un ordre de fabrication).
1.2.2.2 Approches par simulation
· Objectifs généraux
Parallèlement à ces  travaux impliquant une  formulation en  terme de problème d’optimisation, des
méthodes de  simulation d’ateliers ont été développées en utilisant des techniques de simulation par
événements discrets (SED) pour décrire de façon détaillée le fonctionnement dynamique d’un atelier,
en tenant compte de ses contraintes spécifiques.
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Ces techniques sont particulièrement intéressantes  car une expérimentation directe effectuée  sur le
terrain peut se révéler coûteuse, irrationnelle, voire impossible. Elles permettent notamment d’examiner
facilement et rapidement des variantes du système étudié.
· Mise en ±uvre
La simulation par événements discrets (SED) [ERA96] désigne la modélisation d’un système réel, tel
qu’il  évolue  dans  le  temps, par  une  représentation  dans  laquelle  les  grandeurs  le  caractérisant ne
varient qu’en un  nombre  fini ou dénombrable de points isolés dans le temps. Ces  points  sont les
instants où se passent les événements, i.e., les phénomènes capables de modifier l’état du système. Un
événement est donc un changement d’état du système réel, se produisant à un instant donné, ainsi que
les actions qui accompagnent ou caractérisent ce changement.
La  simulation à événements  discrets consiste alors à  prendre en compte dans  la modélisation des
tâches  actives,  les  seuls instants où un événement  se produit et à concentrer l’activité des  tâches
simulées sur ces instants-là. L’atelier flexible de chimie fine est perçu comme un système discret où les
équipements changent d’état à des instants précis lors du cheminement des lots de produits.
Un simulateur à événements discrets désigne le programme qui met en °uvre un modèle de simulation à
événements  discrets.  Sa  tâche  première  est  d’assurer  que  la  chronologie  des  événements  sera
respectée. A chaque  occurrence d’un  événement,  les actions qui lui sont associées  sont exécutées.
Deux  voies  de  conception  de  simulateurs  sont  possibles,  simulateurs  orientés  « événements » ou
«  processus ».
Dans le premier cas, la modélisation est centrée sur la gestion des événements eux-mêmes. A chaque
événement correspond une action réalisée, en principe, par l’activation d’une procédure. Le noyau d’un
tel système a pour rôle de gérer l’échéancier dans lequel les événements sont consignés avec la date à
laquelle la procédure doit être appelée. Lors de son exécution, de nouveaux événements peuvent être
créés et insérés dans l’échéancier.
Dans le cas d’un  simulateur  « orienté processus »,  l’unité  conceptuelle est la tâche  active. Elle est
programmée  comme  un  processus, activé  par  chaque  événement se  rapportant à  cette  tâche. Les
instructions se rapportant aux actions à effectuer sont alors exécutées, sans modification de l’heure de la
simulation.  Puis,  le  processus  est  suspendu  jusqu’à  ce  qu’un  nouvel  événement  provoque  sa
réactivation. Cette mise en  °uvre nécessite la programmation de  processus parallèles  ou quasi-
parallèles.
Les  systèmes  « orientés  événements »  constituent  l’approche  classique  dans  laquelle  le  système
simulé est géré événement par événement ([ERA96] [BAN84]).
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Les événements sont décrits par deux attributs :
· l’heure  d’activation  ou « date  d’occurrence » qui est  le  moment  où  l’événement  est  censé  se
produire ;
· la procédure d’activation, ou « d’exécution », qui contient les actions à exécuter à cet instant.
· Le noyau de simulation, appelé « moteur », possède lui aussi deux attributs :
· l’horloge centrale du système qui donne la « date courante », c’est à dire l’heure d’activation de
l’événement courant ;
· un  échéancier,  réalisé  comme  une  « file  d’attente »  avec  priorité  où  les  événements  sont
classés par rapport à l’heure d’activation et aux priorités des processus correspondant.
Lors  du  déroulement  de  la  simulation,  le  moteur  (Figure  3)  extrait  l’événement  situé  en  tête  de
l’échéancier et provoque l’exécution de la procédure d’activation correspondante. L’horloge du système
est alors mise à l’heure d’activation de l’événement extrait.
Figure 3- Fonctionnement du moteur de simulation
L’exécution de  la procédure d’activation peut provoquer la création de nouveaux  événements  mais
aussi la révocation ou le report d’événements déjà programmés.
L’ensemble  de  ces  éléments  montre  que  la  programmation  d’un  simulateur  orienté  événements  est
séquentielle et peut se faire a priori dans un langage de programmation classique dit « procédural »
tel que PASCAL, FORTRAN…
Lors de l’écriture d’applications, il apparaît qu’un certain nombre d’utilitaires programmés pouvaient être
exploités dans plusieurs parties d’une application, voire dans des applications différentes. Il est donc
important de permettre leur réutilisation afin de limiter l’effort de réécriture. La programmation par objets
est à l’heure actuelle la technique informatique la mieux adaptée à cette démarche.
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De  nombreux  logiciels  ont  été  développés   pour   simuler  des   procédés  discontinus.  De  façon
systématique, la plupart des simulateurs commerciaux les plus récents fournissent un environnement
orienté-objet   pour   définir   les   différentes   composantes,   statiques   et   dynamiques,   du   système   à
modéliser. Ils permettent ensuite de  suivre le déroulement  de la simulation. La  liste ci-dessous, loin
d’être exhaustive, reprend les simulateurs les plus cités dans la littérature dédiée :
· ARENA (Modeling Corporation) fournit une bibliothèque d’objets prédéfinis, assez simples, que
l’utilisateur peut ensuite utiliser  pour construire son propre  modèle, ce qui  lui  confère une
grande flexibilité. Le simulateur obtenu peut éventuellement être couplé à des modules externes
écrits en langage C ou en FORTRAN.
· WITNESS  (Lanner  Group  ltd.),  possède  une  bibliothèque  d’objets  prédéfinis  très  étendue
permettant  de  développer  rapidement  un  simulateur.  Des  modules  d’optimisation  (Recuit
Simulé, Hill Climbing…) peuvent être intégrés, mais l’interface avec des modules externes est
difficile.
· G2  (Gensym) est  conçu  dans l’esprit  des deux  logiciels précédents et  permet  de  développer
assez facilement des modules utilisateurs à partir d’une bibliothèque.
· Extend  (Imagine  That  Inc.)  est   un  progiciel   permettant   de  développer   un  simulateur  à
événements discrets. Le simulateur obtenu peut également être interfacé avec des logiciels de
traitement de données ou des modules écrits en langage C ou en FORTRAN.
· BATCHES,  qui  succède  à  BOSS,  a  été  développé  par  l’Université  américaine  de  West-
Lafayette. Il permet de simuler la production d’ateliers discontinus ou semi-continus, dédiés aux
industries  pharmaceutique  et alimentaire.  Il peut, de  plus, intégrer des modèles dynamiques
d’opérations  unitaires  ainsi  que  des  règles  de  décision.  BATCHES  a  été  utilisé  pour  le
remodelage d’un atelier de chimie fine [YOU89] et pour la conception d’une brasserie [MIG96].
· Batch Plus (Aspen Technology,  Inc)  a été conçu  pour  faciliter la transposition des recettes à
l’élaboration du procédé. L’utilisateur développe un modèle en créant une recette et le moteur
de simulateur restitue un diagramme de flux du procédé.
· BDK - Bach Design Kit de Hyprotech ([LIN94] [LIN95]) est très similaire dans sa philosophie et
ses fonctionnalités à Batch Plus.
· SuperPro designer, SchedulePro et EnviroPro designer (Société Intelligen, Inc.) [PET02] ont été
développés initialement pour des procédés biotechnologiques mais ont été étendus à d’autres
domaines (chimie fine, agroalimentaire, traitement de l’eau …). Un atout concerne l’étude des
critères économiques et l’analyse en terme d’impact environnemental.
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· SUPERBATCH,  version  étendue  de  gPROMS,  a  été  développé  par  l’Imperial  Collège  de
Londres, Royaume-Uni. Il peut être utilisé pour ordonnancer les procédés discontinus en ligne
(on-line) ou off-line. Il intègre les utilités et contrôle les politiques de stockages intermédiaires.
Le module gBSS exprime  les recettes  des produits ainsi que le niveau de  leur demande  et
permet d’optimiser  les  résultats  (MINLP). Il a  donné  lieu  de  nombreuses  publications  parmi
lesquelles  certaines  concernent notamment  l’optimisation  d’un plan  de  production  ([PAP96]
[KON93] [SHA93]).
· Une méthodologie de développement  de simulateur a été proposée dans [BER99] selon une
approche multicouche. Le moteur de simulation  générique chargé d’ordonner et d’activer les
événements est le noyau commun à tout SED. Les événements de la couche suivante sont,
pour la plupart, génériques à tous les simulateurs d’ateliers discontinus, et servent à décrire les
changements  du  système  modélisé ;  seuls  quelques  cas  spécifiques  peuvent  imposer  la
définition d’événements particuliers. Par rapport aux objets modélisés dans le simulateur, un
nombre restreint est commun à tous les types d’ateliers (i.e. bacs de stockage, réacteur simple
...), les autres sont à définir pour chaque problème particulier. Le niveau supérieur où la gestion
de conflits est résolue, correspond au superviseur : les actions à mettre en  °uvre au cours
d’une simulation peuvent être différentes selon les cas et imposent d’être adaptées.
Suivant cette méthodologie, deux simulateurs ont été développés : MELISSA (MicroElectonique-Logiciel
Industriel de Simulation et de Suivi d’Ateliers), dédié à la fabrication des composants électroniques et
AD-HOC (Ateliers Discontinus-Heuristiques et Ordonnancement à Court terme) dans le domaine de la
chimie fine.
Les données des simulateurs concernent généralement :
· l’architecture de l’atelier (équipements, bacs de stockage pour intermédiaire) ;
· les opérateurs (habilitation, i.e., polyvalence ou non, rotation des équipes, congés);
· les utilités ;
· les ressources consommables ;
· les produits et sous-produits ;
· les recettes de production ;
· les  informations  sur  la  production  (quantités,  nombre  de  lots,  horizon  de  temps,  type  de
campagne, règle de gestion des conflits).
· Analyses typiques
Le  but  principal  de  la  simulation  est  d’obtenir  des  résultats  qui  représentent  le  comportement  du
système. On peut envisager deux types d’analyses suivant la nature du problème, l’analyse d’horizon
fini et celle en phase d’équilibre :
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· dans  le  premier  cas,  la  simulation  se  termine  lorsqu’un  événement  donné  se  produit  tel  le
tarissement d’une source d’approvisionnement ou tout simplement lorsque le temps imparti à la
simulation est révolu.
· dans le cas d’une analyse en phase d’équilibre, on est intéressé par les performances à long
terme, effectuées après que le système a traversé une phase initiale transitoire.
L’analyse par simulation poursuit l’objectif de toute technique d’aide à la décision, à savoir d’évaluer les
décisions  possibles  dans  un certain contexte et de choisir la meilleure stratégie à adopter par le
décideur, à défaut une stratégie de haute qualité.
A la phase de conception du modèle s’ajoutent les actions d’évaluation suivantes :
· validation du modèle : contrôle de la correspondance entre le modèle et la réalité
· expérimentation  sur  le  modèle :  mise  à  l’épreuve  en  agissant  sur  les  paramètres  qui  le
configurent.
· optimisation du modèle : recherche de stratégies optimales par des méthodes appropriées.
Un simulateur par événements discrets peut conduire à diverses utilisations :
· outil prédictif d’aide à la production : un SED peut être utilisé pour fixer des délais de production
dans  un  contexte donné. On  peut en  général  visualiser  le  déroulement d’une  campagne  et
détecter les mauvais fonctionnements, les lacunes de l’organisation de production (manque de
matières  premières,  retards  excessifs...),  ou  les  goulets  d’étranglement  du  système.  Il  peut
également servir à la détermination de la capacité maximale de production d’un atelier donné.
· aide  directe  à  la  production :  pour  un  système  de  production  bien  rodé,  avec  des  règles  de
fonctionnement bien définies, et pour une durée de campagne spécifiée, le simulateur peut être
une aide directe à la production, en éditant au préalable les listes détaillés des tâches à réaliser.
Dans  ce  contexte,  il  devient  alors  l’organisateur  réel  de  la  production,  qui  propose  les
procédures  à  suivre  pendant  la  campagne,  en  respectant  les  politiques  imposées  lors  de
l’entrée des données.
· réaction aux  aléas de production : l’incidence d’un aléa sur la campagne et sur les délais de
production en particulier, peut néanmoins être évaluée et différentes stratégies testées pour en
limiter l’impact.
· aide  à  la  conception :  l’utilisation  d’un  modèle  de  simulation  permet  ainsi  d’étudier  plusieurs
architectures  d’ateliers  envisageables, afin de déterminer  la plus  favorable, au  regard d’un
critère de performance donné.
· optimisation  interactive :  sous  cette  appellation  un  peu  abusive,  on  désigne  l’aptitude  d’un
simulateur à contribuer à  la mise au  point de paramètres  de fonctionnement d’un système.
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L’utilisation  du  simulateur  permet  d’évaluer  l’impact  de  modifications  des  paramètres  de
fonctionnement sur les  indicateurs  de performance  de  production du système.  On peut par
exemple tester  l’influence de l’ajout d’un équipement  supplémentaire à  un  endroit donné  de
l’atelier,  ou  l’augmentation  des  capacités  des  stockages...   On  peut  aussi  l’utiliser  pour
déterminer  les périodes  de maintenance les  moins  pénalisantes  pour le déroulement de  la
campagne  ou  les  dates d’approvisionnements  au  plus  tard, ne générant pas  de retards de
production.
· fonction d’évaluation des performances : on peut signaler l’aptitude du modèle de simulation à
être une fonction d’évaluation d’une performance de production choisie du système étudié. Le
modèle de simulation peut en effet être utilisé pour évaluer l’efficacité d’une configuration de
production choisie, avec un critère (ou « fonction d’évaluation ») de nature technique. Ce critère
peut par exemple être la date d’achèvement de la campagne à réaliser, une fonction des temps
de  cycle  des  lots  ou  encore  des  retards  de  production  par  rapport  à  des  dates  d’attente
spécifiées.
1.2.2.3 Couplage simulation-optimisation
Dans cet ordre d’idée, une solution retenue pour déterminer des politiques efficaces d’ordonnancement
consiste à coupler un modèle de simulation par événements discrets avec une procédure stochastique
d’optimisation,  notamment  par  Algorithme   Génétique,  très   adapté  à  l’aspect  combinatoire  des
problèmes  d’ordonnancement  [AZZ04].  Cette  phase  permet  d’améliorer  de  façon  significative  les
performances de l’atelier   (par exemple, assurer le respect de dates échues en fonction de l’ordre de
lancement des produits et des règles heuristiques de gestion des conflits).
L’intégration  du  modèle de simulation dans  une boucle d’optimisation  a été étudiée  dans  certains
travaux. Les variables d’optimisation concernent notamment l’ordre de lancement initial des produits, le
choix des événements concurrents à  exécuter, les règles  heuristiques de gestion des conflits. La
procédure  de  couplage simulation-optimisation est illustrée dans [AZZ04] à travers  le problème du
lancement  initial  des  produits  dans  l’atelier,  choisi  comme  variable  d’optimisation.  L’indicateur  de
performance concerne la minimisation de la moyenne des temps de séjour des produits dans l’atelier. Les
autres  paramètres  qui  correspondent  aux « habitudes »  de  l’atelier  (règles  heuristiques  de
règlement des conflits, taille du lot ...) sont supposés figés.
Plusieurs problèmes pratiques liés à l’ordonnancement prévisionnel qui se posent au responsable de
production trouvent ainsi une solution efficace par cette approche.
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1.3 Méthodologie multicritère d·aide à la
décision en ordonnancement
L’approche basée sur  le couplage simulateur-optimiseur a  permis  d’obtenir des  résultats  tout à  fait
satisfaisants pour traiter le problème d’ordonnancement à court terme.  Le principal inconvénient de la
méthodologie  basée  sur  le  couplage  entre  un  simulateur  à  événements  discrets  et  une  méthode
d’optimisation monocritère ou multicritère est que le temps pour générer un « bon » ordonnancement
est souvent prohibitif par rapport au temps dont dispose le responsable d’ateliers. Il est donc souvent à
l’origine de la non utilisation pratique de ces techniques. Les travaux antérieurs ont clairement mis en
évidence que le temps de calcul élevé est dû aux  appels répétés au simulateur, en vue de la phase
d’évaluation du ou des critère(s) de performances.
C’est dans cette finalité que les travaux présentés ici ont été entrepris. Compte tenu de la complexité du
problème, l’étude se placera dans le cadre déterministe du problème d’ordonnancement prévisionnel.
Pour rendre systématique l’utilisation d’un outil d’aide à la décision, la voie naturelle consiste à utiliser un
modèle d’ateliers  plus simple que  celui résultant de techniques de simulation par événements
discrets, mais suffisamment représentatif des phénomènes.
Dans cette optique, nous envisageons d’utiliser des modèles de type réseaux de neurones (RN)   en
prenant pour base d’apprentissage le modèle de simulation par événements  discrets au sein de  la
procédure d’optimisation.
L’utilisation du simulateur à événements discrets (SED),   MELISSA, précédemment développé au sein
du Laboratoire servira de support à ces travaux. Son exploitation dans le cadre strict de l’étude fera
l’objet  du  chapitre  2  de  ce  manuscrit.  Nous  présentons  les  critères  retenus  pour  l’évaluation  des
performances  de l’atelier.  Cette phase permettra de  mettre en évidence  les  variables d’action du
décideur vis-à-vis de ces critères.
Le  chapitre  3  est dédié au développement de modèles de  réseaux de neurones pour représenter le
comportement de l’atelier vis-à-vis des différents critères en fonction des degrés de libertés du système.
Notons  d’emblée  que  les  réseaux  de  neurones  ont  été  utilisés  avec  succès  dans  des  domaines
connexes  ([SET98],  [DAG95],  [KIM01],  [RAM96],  [MOR96],  [HAN96],  [SEI01],  [ZHA00],  [CHO02],
[MON02], [HOL95]) et on montré leur capacité à décrire correctement le fonctionnement d’atelier.
Par ailleurs, l’analyse devra prendre en compte l’aspect multicritère qui sous-tend généralement ce type
de problématique. L’objectif de l’étude est d’aider le responsable d’atelier dans sa prise de décision à
trouver les meilleures solutions de  compromis pour l’ordonnancement de l’atelier et de  proposer des
outils ou des méthodes lui permettant de progresser dans la résolution d’un problème de décision où
plusieurs points de vue, souvent contradictoires, doivent être pris en compte.
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Compte tenu  des  résultats obtenus  précédemment sur des  problématiques  voisines  en  conception
d’ateliers  discontinus,   des  algorithmes  génétiques  multicritères  (MOGA,   MultiObjective  Genetic
Algorithm) seront envisagés. Ces choix seront justifiés dans le chapitre 4.
La figure 4 résume l’essentiel de la démarche de l’étude. Les solutions de compromis obtenus pourront
être simulées de façon détaillée par recours à MELISSA et réinjectées dans la base de données.
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Algorithme
Génétique
Décideur
Fabrication de
semiconducteurs
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Figure 4. Méthodologie Générale envisagée
Un exemple d’atelier de petite taille, mais reproduisant fidèlement le procédé global de fabrication des
composants électroniques sert de fil rouge à cette présentation afin de valider la démarche proposée.
Le chapitre 5 est consacré au traitement d’un atelier de taille industrielle, afin de justifier pleinement
l’apport de ce travail. Enfin, nous concluons ce mémoire et dégageons les perspectives.
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Introduction
Ce chapitre a pour objectif de représenter le fonctionnement d’un atelier flexible de production par un
modèle de simulation par événements discrets. La démarche est appliquée à un atelier multi-objectif
d’élaboration de semi-conducteurs.
La simulation par événements discrets consiste à décrire l’ensemble des événements se produisant à
l’intérieur d’un système lors du déroulement d’un horizon de temps.
L’objectif est de modéliser la circulation des lots de produits dans un atelier de production. Les
données disponibles sont la quantité à produire pour le (ou les) produit(s), la configuration de l’atelier
(nombre et taille des équipements pour chaque étape de traitement) et les conditions d’exploitation de
l’atelier (dates de lancement des produits, durée de campagne, quantités de produits à élaborer …).
Cette partie s’appuie sur l’exemple d’un atelier didactique. Le recours à la simulation permet de
préciser le calcul d’indices de performance de l’atelier et de quantifier l’impact des variables mises en
jeu.
 Le chapitre est divisé en cinq parties :
· l’approche retenue et la méthodologie générale sont tout d’abord exposées;
· dans un deuxième temps, les principes généraux de la simulation à événements discrets sont
présentés;
· la troisième partie est consacrée à la description du simulateur à événements discrets;
· la mise en ?uvre du simulateur d’ateliers flexibles de semi-conducteurs est ensuite explicitée
sur l’exemple didactique;
· finalement, les résultats significatifs  des simulations réalisées sont détaillés.
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NOTATIONS
AGM : algorithme génétique multicritère
DC : durée de campagne
DE : date d'entrée des lots
DL :  date d'entrée pour les lots
DS : date de sortie des lots
E : nombre total d'équipements
EC : écart type de TSM
EN : lots en cours de fabrication
FIFO : First In - First Out : Premier Arrivé - Premier Servi
LS : nombre de fois où les lots sont stockés par campagne
MTA : moyenne de temps d'attente
NL :  nombre total de lots par campagne
NR : nombre de combinaisons de recettes
NT : nombre total de lots à fabriquer
PCF : pourcentage de chaque famille
R1 :  recette de fabrication pour le produit 1
R2 :  recette de fabrication pour le produit 2
R3 :  recette de fabrication pour le produit 3
R4 :  recette de fabrication pour le produit 4
R5 :  recette de fabrication pour le produit 5
RN : réseaux de neurones
S : nombre de lots sortis
SPT :  Sélection selon l'opération ayant le temps opératoire le plus court
TS : nombre de fois où les lots stockés
TSM : temps de séjour moyen
TTS : Temps d'attente, pour les lots qui ont été stockés
TUEj : temps d'utilisation net pour chaque étape j
TUi : temps d'utilisation net par équipement i
TUM : taux d'utilisation moyen
2.1 Rappel de la méthodologie retenue
Le marché des composants électroniques est en pleine expansion depuis quelques années mais sujet
à de fortes perturbations. Pour répondre à la fluctuation de la demande, les sites de production
doivent évoluer, s’adapter et réagir très rapidement. Les unités industrielles de fabrication de
composants électroniques, très flexibles, sont notamment caractérisées par des procédés divers, un
grand nombre d’équipements et un flux de produits discontinu et cyclique. Ces particularités rendent
très complexe la gestion de production et l’ordonnancement de ces unités.
Plus  particulièrement, un problème récurrent pour le responsable d’atelier s’énonce de la façon
suivante : à partir d’un ensemble de lots à fabriquer, déterminer l'ordre de lancement afin d’optimiser
divers jeux de critères pertinents pour la performance de l’atelier, ainsi que leurs combinaisons.
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Ce contexte renforce l’intérêt de développement d’approches reposant sur des techniques
d’ordonnancement, pouvant générer un planning de production à court terme. Les outils d’aide à la
décision résultants doivent permettre, en produisant des solutions optimales ou proches de l’optimum,
d’améliorer le fonctionnement des ateliers. Des techniques largement utilisées reposent sur la
simulation par événements discrets (SED). Elle consiste à décrire l’ensemble des événements qui se
produisent à l’intérieur d’un système lors du déroulement d’un horizon de temps [DIE04]. Les
principes de la simulation par événements discrets peuvent être utilisés pour représenter finement le
comportement dynamique de l’atelier et déterminer la faisabilité de l’ordonnancement. Cette approche
a déjà été mise en ?uvre dans l’équipe COOP pour l’ordonnancement à court-terme d’ateliers
d’élaboration de composants électroniques [PEY92] [CHA00] et de chimie fine [BAU97], mais aussi
pour la conception d’ateliers de chimie fine [BER99] [DIE04]. Les principaux intérêts de la SED sont
les suivants :
· Le système productif peut être modélisé en détail par la simulation,
· les scénarios générés par les résultats de la simulation peuvent être utilisées pour obtenir les
solutions faisables retenues dans la pratique industrielle,
· une fonction objectif à optimiser, voire une combinaison de fonctions objectifs,  peut être
déterminée à partir du modèle.
La simulation a la capacité de bien représenter l’environnement du procédé de fabrication et se
caractérise par ailleurs par :
· Une aide à la décision ;
· Une meilleure appréhension et une maîtrise de la nature dynamique du système productif.
Ainsi, de par ses caractéristiques, la simulation a été très souvent employée dans l’industrie
d’élaboration de semi-conducteurs [ARI03a] [ARI03b] et a été traditionnellement appliquée à des
problèmes de conception et ordonnancement de procédés.
La figure 1 illustre quelques cas pour lesquels la simulation est mise en ?uvre, dans l’industrie de
fabrication de semi-conducteurs.
Au niveau tactique, dans quelques cas, le procédé de fabrication de semi-conducteurs est considéré
comme un seul système dit « entrées- sorties » [SHE01], où  le fonctionnement interne du simulateur
est vu comme une boîte noire.
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Figure 1. Application de la simulation à l?industrie de semi-conducteurs
Dans l’approche proposée, la simulation peut être utilisée à plusieurs niveaux :
1. Afin de développer une application à base de réseaux de neurones (RN) telle que celle énoncée
au chapitre précédent, il est nécessaire de disposer de deux bases de données : l’une pour effectuer
l’apprentissage et l’autre pour tester le réseau obtenu et déterminer ses performances. Les bases de
données sont constituées à partir d’un plan d’expériences, qui s’est révélé être une procédure efficace
pour la génération d’une base de données représentative. Ces points seront examinés en détail au
chapitre 3.
2. Des solutions révélées optimales par la procédure de couplage RN/AGM pourront être recalculées
par le simulateur pour donner au responsable d’atelier les informations détaillées sur le jeu de
paramètres sélectionné.
3. Elles pourront également être réinjectées dans la base de données. Nous détaillerons cette phase
d’actualisation également dans le chapitre 4. Cette phase nécessitera la simulation détaillée par SED
du scenario retenu pour le jeu de paramètres optimaux.
La figure 2 illustre la méthodologie retenue dans ce chapitre. La simulation par événements discrets
est destinée à générer la base de données, nécessaire à la mise en ?uvre de la phase initiale de
cette approche.
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Figure 2. Méthodologie retenue
2.2 Simulation par Evénements Discrets
(SED)
2.2.1 Principes généraux
Les principes généraux de fonctionnement de la modélisation selon les techniques de simulation à
événements discrets ont été exposés dans la thèse de Charles [CHA00]. Rappelons simplement que
la simulation par événements discrets décrit un système réel, tel qu’il évolue dans le temps, par une
représentation dans laquelle les grandeurs le caractérisant ne varient qu’en un nombre fini ou
dénombrable de points isolés dans le temps. Ces points sont les instants où interviennent des
événements, i.e. les phénomènes capables de modifier l’état du système.
Un événement est donc un changement d’état du système réel, se produisant à un instant donné,
ainsi que les actions qui accompagnent ou caractérisent ce changement. La simulation à événements
discrets consiste alors à prendre en compte, dans la modélisation des tâches actives, les seuls
instants où un événement se produit et à concentrer l’activité des tâches simulées sur ces instants-là.
2.2.2 Logiciels de simulation d?ateliers discontinus
De nombreux logiciels ont été développés pour simuler des procédés discontinus [RIP93]. Pour éviter
d’entrer dans une présentation exhaustive, l’analyse suivante est ciblée sur les principaux
simulateurs, en distinguant les logiciels commerciaux et des prototypes de recherche. La gestion
efficace d'un atelier multi-objectif, ou job-shop, est un problème difficile.
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Des outils d’aide à la décision ont été développés pour simuler des ateliers multi-objectifs ou job-shop
[RIP93][POT97]. Parmi les logiciels spécifiques aux ateliers de composants électroniques, citons
Arena Wafer Fabrication Template, ASAP, Auto Shed, ManSim/X, MS:X On Time.
D’autres logiciels dédiés à la simulation d’ateliers manufacturiers existent : Arena, AutoMod,
Extend+MFG, ProModel, QUESt, Taylor II, Witness, SIMNET II. De façon systématique, les
simulateurs commerciaux les plus récents fournissent un environnement pour définir les différentes
composantes statiques et dynamiques du système à modéliser et proposent une interface conviviale.
Les simulateurs existants présentent l’avantage d’intégrer les principaux éléments nécessaires à la
modélisation d’un procédé discontinu. Mais, en contre partie, ils nécessitent d’adopter un formalisme
particulier pour représenter l’atelier et les « recettes », ce qui peut s’avérer assez rigide si l’on
souhaite faire des modifications pour tenir compte de contraintes particulières. Compte tenu de
l’expérience acquise lors des travaux antérieurs au sein de notre équipe de recherche, il a donc été
décidé d’exploiter l’outil MELISSA déjà validé et dédié spécifiquement à des ateliers de semi-
conducteurs.
2.2.3 Présentation du Simulateur MELISSA
En 1992, dans le cadre d’une collaboration entre la Société MOTOROLA à Toulouse et le Laboratoire de
Génie Chimique (UMR CNRS 5503), l’équipe de Conception Optimale et Ordonnancement de
Procédés a développé un logiciel de simulation par événements discrets dédié à la fabrication de
composants électroniques, baptisé MELISSA (Micro-Électronique : Logiciel Industriel de Simulation et
de Suivi d'Ateliers) [PEY92][PEY93]. Il permet de simuler la circulation des lots de produits dans un
atelier discontinu de fabrication de composants électroniques, répondant ainsi aux préoccupations
d'un responsable de production. Ces dernières sont nombreuses : élaborer plusieurs gammes de
produits sur des équipements souvent polyvalents, organiser la circulation des flux de ces produits,
utiliser au mieux les ressources disponibles. Le domaine du génie des procédés est loin d'être exempt
de tels problèmes d'ordonnancement : les procédés discontinus sont largement mis en ?uvre dans
des secteurs aussi variés que la chimie fine, l'industrie pharmaceutique, les biotechnologies ou
l'élaboration des matériaux. Ainsi, MELISSA a fait l'objet d'une extension au domaine de la chimie fine
où les problèmes de politique de stockage et de présence d'intermédiaires réactionnels, parfois
instables, accentuent la complexité de la gestion de production de l’atelier discontinu. Aussi, si
l’application retenue est ciblée ici sur le domaine de la microélectronique, la démarche peut être
étendue à d’autres secteurs industriels du génie des procèdes.
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2.3 Fonctionnement du simulateur MELISSA
2.3.1 Principes de la simulation avec MELISSA
Un atelier de fabrication de composants électroniques peut être considéré comme un système discret
où les équipements changent d’état à des moments précis lors du cheminement des produits et peut
être ainsi simulé selon ces principes. Un simulateur à événements discrets désigne le programme qui
met en ?uvre un modèle de simulation à événements discrets afin, par exemple, de représenter à
tout instant l’état d’un atelier. Sa tâche première est d’assurer le respect de la chronologie des
événements. A chaque occurrence d’un événement, les actions qui lui sont associées sont exécutées
[PEY92].
2.3.2 Architecture générale de MELISSA
Le logiciel est composé de trois modules : entrée des données, modèle de simulation proprement dit
et génération des résultats.
Le module d'entrée comprend la description de l'atelier (étapes communes et parallèles, capacité des
équipements, interconnexions) et des zones de travail (affectation des équipements et des opérateurs
par zone), les interventions des opérateurs (durée et fréquence), la séquence et les temps opératoires
pour chaque produit, l'identification des lots (famille, taille du lot, indice de priorité), le calendrier de
fonctionnement (durées des tâches de maintenance, rotation des opérateurs), et la campagne de
lancement. MELISSA repose sur les principes de simulation par événements discrets et donc permet
de simuler la circulation des produits d’étape en étape. Les changements dans l'état global du
système sont des conséquences de l'occurrence d'évènements. Le programme de simulation génère
les interactions entre les diverses étapes et détermine les dates de tous les événements identifiant le
début et la fin d'une activité en utilisant des règles de propagation. Des heuristiques classiques
(FIFO1., SPT2., etc.) gèrent les conflits pour une même ressource.
Enfin, dans le cadre du module d'édition des résultats, MELISSA peut générer un nombre important
de résultats : informations par étape (temps moyen d'attente, nombre de produits en cours) ou par
produit (cheminement dans l'atelier, temps moyen d'attente, dates de début et de fin de chaque
opération), taux d'utilisation des équipements, temps d'activité des opérateurs, inventaire des produits
finis et en cours, diagramme de Gantt.
1 FIFO : First In – First Out : Premier Arrivé – Premier Servi
2 SPT : Shortest Processing Time : Sélection selon l’opération ayant le temps opératoire le plus court
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2.3.2.1 Le module d?entrée
Ce paragraphe s’intéresse aux modules d’interface de l’outil de simulation MELISSA. L’utilisateur doit
d’abord préciser un certain nombre de données d’entrée au simulateur, lequel, après simulation,
fournit des résultats de sortie. Les données requises pour décrire l’ensemble du modèle de l’atelier
sont :
1. Pour l’atelier :
a. Nombre d’étapes
b. Étapes en parallèle
c. Étapes en commun
d. Nombre de zones
e. Nombre d’opérateurs (rotation des équipes)
2. Pour chaque étape :
a. Capacité de traitement (en lots)
b. Zone d’appartenance
c. Maintenance préventive
3. Pour chaque gamme de produit :
a.   Recette de fabrication (temps de traitement par étape)
4. Pour chaque produit ou lot :
a.   Sa recette d’appartenance
5. Plan de production :
a.   nombre de lots à lancer au sein de chaque campagne
b.  date de lancement dans l’atelier, spécification (indice de priorité,
     interdiction de passer par un équipement pour éviter les
     contaminations croisées …)
        c.   durée de la campagne
2.3.2.2 Phase de linéarisation
Au cours de la phase de collecte des données, l’utilisateur doit «  linéariser » l’atelier. Cette première
phase consiste simplement à affecter un numéro à toutes les étapes de fabrication de l’ensemble des
produits et à associer un équipement à chacune de ces étapes. Un équipement désigne une
ressource sur laquelle s’effectue une opération (par exemple un four de diffusion, une hotte de
gravure..), une étape correspond à une transformation du produit au cours de son processus de
fabrication, et s’effectue sur un équipement adéquat. Ce dernier peut donc apparaître plusieurs fois si
un produit est amené à être traité plusieurs fois sur le même équipement au cours de son élaboration.
De même on définit aussi des étapes dites à équipement partagé. Cette phase de linéarisation est
illustrée sur la figure 3.
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Atelier après linéarisation :
6 équipements
8 étapes
A
B1
B2
DC
B1
B2
E
Atelier avant linéarisation :
6 équipements A
B1
B2
DC E
Equipem ents en parallèle
Recette de fabrication :
     Equipements concernés
Temps opératoires associés
A  B C  D   B  E
10 20 10 15 25 5
Figure 3.  Linéarisation de l?atelier
2.4 Application à un atelier didactique
Un atelier didactique reproduisant les contraintes caractéristiques des ateliers industriels de
production de composants électroniques sert de support à l’étude. Du fait même de sa taille réduite, il
présente l’avantage d’être simulé en un temps CPU très court, ce qui n’eu limite pas le nombre de
simulations. De plus, de par sa simplicité, il fournira des résultats d’autant plus faciles à analyser. Son
utilisation, notamment au cours de la phase préliminaire de l’étude, permet de définir avec précision la
méthodologie et d’obtenir des tendances.
La difficulté rencontrée lors de l’ordonnancement à court terme de cet atelier didactique concerne la
conservation des contraintes spécifiques aux ateliers de fabrication de composants électroniques.
Pour se rapprocher du comportement d’un atelier réel, les variables des principales grandeurs
caractéristiques ont été, autant que possible, conservées, afin de pouvoir exploiter au mieux les
résultats obtenus sur cet atelier et éventuellement de les extrapoler.
2.4.1 Présentation de l?atelier
La structure de l’atelier didactique est représentée sur la figure 4. Après linéarisation, 24 étapes
peuvent être définies.
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C o u ch e  1 C o u ch e  2 C o u c h e3
A
B
E F HG
I
C ou c h e 4
J
C ou c h e 5
K
L
C ou c h e 6
M N
Z o n e  d e  P h o to lith o g r a p h ie
D
C
Figure 4. Structure de l?atelier didactique
L’atelier reproduit les caractéristiques des installations industrielles de production de composants
électroniques et contient 14 équipements dont 12 sont de types différents. Les équipements C et D
sont partagés et sollicités jusqu’à 6 fois lors d’étapes différentes du procédé d’élaboration d’un
produit.
Les équipements E et F, ainsi que G et H, sont des équipements similaires placés en parallèle qui
peuvent effectuer la même opération. Le nombre de lots considérés doit correspondre à une
production totale comprise entre 32 et 96 lots.
2.4.2 Données de l?atelier
Nous supposons que l’atelier peut, en l’état, sans modification de sa structure, être utilisé pour mettre
en ?uvre cinq recettes différentes de produits. Le tableau 1 décrit les étapes du processus de
production.
Pour chaque étape (numérotée de 1 à 24) sont spécifiés : la zone d’appartenance, le nom de l’étape,
l’équipement concerné, les temps de traitement pour chaque produit. Quand un lot ne passe pas par
une étape, la durée opératoire est nulle.
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Tableau 1.  Données de l?atelier didactique
2.4.3 Hypothèses de fonctionnement de l?atelier
Le but de ce paragraphe est de présenter les données nécessaires et les résultats fournis par une
simulation de production de cet atelier. Un lot est constitué selon le standard de l’industrie
microélectronique : cinquante plaquettes pour l’exemple. Nous avons retenu une politique de
campagne basée sur le lancement de huit lots de produits. La représentation de l’atelier obéit au
mode de fonctionnement décrit comme suit :
· Les postes de travail sont fiables à 100% et ne sont pas soumis à des maintenances
préventives
· L'atelier fonctionne 24 heures sur 24 et 7 jours sur 7. Aucune maintenance n’est prévue au
cours de l’horizon de production : les postes de travail sont fiables à 100% et ne sont pas
soumis à des maintenances préventives
· La production est organisée en campagnes. Une campagne correspond à un intervalle de
temps pendant lequel un ensemble de lots de produits est envoyé en production.
· Les lots d'un produit donné sont tous de la même taille. Le nombre de lots lancés par
campagne est fixé à 8 dans le cadre de cet exemple. L’enchaînement de deux campagnes
consécutives se fait sans interruption.
Etape Zone Equipement Capacité Recette 1 Recette 2 Recette 3 Recette 4 Recette 5
 [lots] [R1] [R2] [R3] [R4] [R5]
1 Diffusion A 1 120 120 120 120 120
2 Diffusion B 4 0 0 1000 700 850
3 Photo C 1 0 0 20 20 20
4 Gravure D 1 0 0 15 15 15
5 Diffusion E 2 500 200 500 400 300
6 Diffusion F 2 500 200 500 400 300
7 Photo C 1 20 20 20 20 20
8 Gravure D 1 15 15 15 15 15
9 Diffusion G 2 700 600 500 700 400
10 Diffusion H 2 700 600 500 700 400
11 Photo C 1 20 20 20 0 0
12 Gravure D 1 15 15 15 0 0
13 Test I 1 1 1 1 1 1
14 Diffusion J 2 350 400 500 0 0
15 Photo C 1 0 0 0 30 30
16 Gravure D 1 0 0 0 20 20
17 Diffusion K 2 0 0 0 400 500
18 Photo C 1 30 30 30 30 30
19 Gravure D 1 20 20 20 20 20
20 Gravure L 1 140 180 200 0 0
21 Métal M 1 120 120 120 120 120
22 Photo C 1 20 20 20 20 20
23 Gravure D 1 20 20 20 20 20
24 Métal N 1 20 20 20 20 20
  Note : 1 lot = 50 plaquettes de silicium
Temps de traitement [min]
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· Les espaces de stockage ont une capacité suffisante, de façon à ne pas introduire de
contraintes de disponibilité. (politique de stockage illimitée, tant dans l’espace que dans le
temps)
· De même, les niveaux initiaux des stocks de matières premières sont suffisamment
importants pour ne pas générer de contraintes de disponibilité.
· Le regroupement, c’est-à-dire, le traitement simultané de plusieurs lots pour réaliser la
même opération de la même recette dans un même équipement, est autorisé. On charge
alors autant de lots que le permet la capacité de l’équipement.
· Il n’existe pas d'ordre de priorité déterminé. Tous les lots sont affectés à chaque recette et
ils sont gérés selon la même règle de priorité, i.e., FIFO
· Le pourcentage de chaque famille (nombre de lots de chaque famille lancés dans une
campagne) peut être égal à 12,5%, 25% et 37,5% (cette variable est souvent appelée
« mix » de production.
· Précisons que pour tous les résultats présentés, les quantités de produits, les capacités des
équipements et de stockage sont exprimées en nombre de lots.
· Les équipements en parallèle sont identiques sur tous les aspects.
· Les durées de la transformation pour toutes les étapes de traitement sont déterministes.
· Le temps d’intervention des opérateurs (chargement/déchargement des produits) est pris
en compte dans le temps opératoire : sur l’exemple, la ressource opérateur n’est pas
modélisée.
2.4.4 Entrées du simulateur
Les entrées du simulateur représentent les caractéristiques de l’atelier ainsi que des paramètres
d’exploitation. Les travaux précédents réalisés dans l’équipe ont permis de mettre en évidence
l’importance de certaines variables sur des critères de performance de l’atelier [PEY92, BER99]. Nous
présentons ci-après les variables retenues pour le développement du réseau neuronal ; certaines
d’entres elles constitueront également des variables d’optimisation dans la suite de l’étude.
Précisons d’emblée que chaque lot ou groupe de plaquettes de silicium est identifié par un numéro de
lot correspondant à sa famille. Une campagne est constituée par le lancement de plusieurs produits
selon une certaine séquence.
1) NR (nombre de combinaisons de recette) : Le premier paramètre correspond au
nombre de recettes simultanées que l’atelier étudié doit prendre en compte. Nous
avons choisi de raisonner ici avec 4 recettes parmi cinq possibles. Compte tenu de la
faible combinatoire de ce problème, chaque combinaison est identifiée par un numéro
(tableau 2).
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Numéro de combinaison Type de recette de
fabrication
1 R1,R2,R3 et R4
2 R1,R2,R3 et R5
3 R1,R2,R5 et R4
4 R1,R5,R3 et R4
5 R5,R2,R3 et R4
Tableau 2.  Nombre de combinaisons pour la séquence de fabrication
2) NL (nombre total de lots par campagne) : Ce paramètre concerne le nombre total de
lots par campagne (choix possibles 8 et 16, initialement 8 est choisi), il est identique
d’une campagne à la suivante.
3) NT (nombre total de lots à fabriquer) : Nombre total de lots à produire sur l’horizon de
temps. Trois cas sont envisagés : 32, 64 et 96 lots. Nous imposons un nombre
maximal de lots à fabriquer.
4) PCF (pourcentage de chaque famille) : Le paramètre suivant concerne le
pourcentage de chaque recette au sein de la campagne. Dans le tableau 3, nous
détaillons les valeurs de ce paramètre sur l’exemple, pour différentes valeurs de NR
et pour un nombre total de lot lancés par campagne égal à 8.
5) DC (durée de campagne) : La durée de la campagne (DC) est un paramètre clé.
Nous avons choisi de raisonner en discrétisant les valeurs et nous avons retenu les
valeurs suivantes : 1500, 2200, 2800, 3300, 3800, 4400, 5000, 5500, 6000, 6500 min.
6) DL (date d’entrée pour les lots) : Date de lancement de chaque lot, entre l’instant 0 et
l’horizon maximum de la durée de chaque campagne (DC).
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Tableau 3. Combinaisons pour les conditions opératoires
2.4.5 Calcul des critères de performances
Les sorties du simulateur représentent les indices de performance de l’atelier que l’on cherche à
améliorer. Elles constituent ainsi les critères d’évaluation retenus et sont transmis à l’outil
d’optimisation. La littérature dédiée mentionne de façon systématique  des objectifs importants pour la
fabrication de plaquettes de silicium, à savoir la minimisation du temps de séjour moyen et la variance
du temps de séjour des produits ([KUM94][FAR94][JOH93]). De façon évidente, la réduction du temps
de séjour moyen contribue à diminuer les temps de fabrication, et permet de réagir rapidement aux
fluctuations des marchés. Concernant la variance du temps de séjour moyen, elle est généralement
perçue comme un objectif à atteindre dans la mesure où elle conduit à une meilleure prédiction des
temps de fabrication des produits et une meilleure fiabilité pour satisfaire des impératifs en termes
d’échéances de livraison des produits.
On peut également remarquer que les critères liés aux équipements sont essentiellement
appréciés par un taux d?utilisation moyen. Au contraire, les critères liés aux produits sont plus
nombreux.
Concernant les équipements, il serait intéressant de faire intervenir un critère lié au rendement de
l’étape, compte tenu des investissements lourds mis en jeu dans l’industrie microélectronique, mais ce
type de critère est rarement pris en compte.
1  1  2  2  3  3  4  4
1  2  2  2  3  3  4  4
1  1  1  2  3  3  4  4
25% R1, 25% R2, 25% R3, 25% R4
12.5% R1, 37.5% R2, 25% R3, 25% R4
37.5% R1, 12.5% R2, 25% R3, 25% R4
NR=1
Pourcentage de chaque famille (PCF)NL=8
1  1  2  2  3  3  5  5
1  2  2  2  3  3  5  5
1  1  1  2  3  3  5  5
25% R1, 25% R2, 25% R3, 25% R5
12.5% R1, 37.5% R2, 25% R3, 25% R5
37.5% R1, 12.5% R2, 25% R3, 25% R5
NR=2
1  1  2  2  5  5  4  4
1  2  2  2  5  5  4  4
1  1  1  2  5  5  4  4
25% R1, 25% R2, 25% R5, 25% R4
12.5% R1, 37.5% R2, 25% R5, 25% R4
37.5% R1, 12.5% R2, 25% R5, 25% R4
NR=3
1  1  5  5  3  3  4  4
1  5  5  5  3  3  4  4
1  1  1  5  3  3  4  4
25% R1, 25% R5, 25% R3, 25% R4
12.5% R1, 37.5% R5, 25% R3, 25% R4
37.5% R1, 12.5% R5, 25% R3, 25% R4
NR=4
5  5  2  2  3  3  4  4
5  2  2  2  3  3  4  4
5  5  5  2  3  3  4  4
25% R5, 25% R2, 25% R3, 25% R4
12.5% R5, 37.5% R2, 25% R3, 25% R4
37.5% R5, 12.5% R2, 25% R3, 25% R4
NR=5
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D’autres critères sont associés au temps d?attente des produits devant les équipements : nous
avons mentionné que le stockage des produits dans un atelier de microélectronique pose peu de
problèmes pratiques d’encombrement dans la mesure où les plaquettes sont stockées dans de petits
containers.
Toutefois, il est intéressant de réduire ces temps d’attente, d’une part, pour améliorer la fluidité de
circulation des lots de produits et, d’autre part, pour empêcher la dégradation des produits, due aux
contaminants présents dans la salle blanche.
2.4.5.1 Taux d?utilisation moyen (TUM).
Les critères donnés ci-après sont évalués sur une campagne. Dans les procédures de simulation et
d’optimisation, on considérera leur valeur moyenne sur le nombre total de campagnes. Les équations
1 et 2 explicitent le calcul pour obtenir cet indice de performance lors de la simulation.
( ) 100% ´=
DC
TUE
TU ji      (1)
TUEj = temps d’utilisation net par étape j, DC= durée de la campagne.
( ) 100% 1 ´=
å
=
E
TU
TUM
E
i
i
     (2)
TUi = taux d’utilisation par équipement i, E= nombre total d’équipements
Ci-après est fourni un exemple de calcul du taux d’utilisation moyen (TUM). On rappelle que l’atelier
didactique comporte 24 étapes. Pour la mise en ?uvre de cet exemple, on considère les données
suivantes : NR=1, NT=64, NL=8, PCF={25% R1, 25% R2, 25% R3 et  25% R4}, DC=1500 et DL=
valeurs aléatoires entre 0 et DC. Pour ce jeu de paramètres, les résultats de la simulation avec
MELISSA sont fournis dans le tableau 4.
Après la linéarisation, l’atelier didactique compte certaines étapes en commun. Les étapes
3,7,11,15,18, 22, d’une part, et 4, 8, 12, 16, 19, 23, d’autre part, sont effectuées par des équipements
respectivement identiques. Les tableaux 5 donnent la somme des temps des étapes en commun.
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Tableau 4. Résultats du taux d?utilisation pour chaque étape (TUE)
Tableau 5. Résultats du taux d?utilisation pour chaque étape
Pour compléter l’exemple, le tableau 6 fournit les résultats relatifs au taux d’utilisation moyen.
Tableau 6. Résultats du taux d?utilisation moyen
On peut remarquer sur l’exemple que les valeurs des taux d’utilisation sont très faibles par rapport à
des objectifs industriels d’amortissement de l’équipement : cela est dû aux valeurs des temps
opératoires sur certains équipements qui pénalisent ce critère.
Equipement n Etape TUE(%)
1 1 4.80
2 2 17.50
3 3 2.00
4 4 1.50
5 5 2.00
6 6 11.00
3 7 2.60
4 8 1.95
7 9 12.50
8 10 30.00
3 11 2.20
4 12 1.65
9 13 0.17
10 14 21.88
3 15 1.80
4 16 1.20
11 17 12.00
3 18 5.55
4 19 3.70
12 20 18.20
13 21 22.80
3 22 3.80
4 23 3.80
14 24 3.80
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2.4.5.2 Temps de séjour moyen (TSM)
Cet indicateur est basé sur le calcul la différence moyenne entre les temps d’entrée et de sortie, pour
tous les lots lancés (NL) à chaque campagne de durée DC et sortis de l’atelier.
Le calcul ignore donc logiquement les lots n’ayant pas achevé leur séquence complète de fabrication.
L’équation 3 détaille le calcul du temps de séjour moyen.
( )
S
DEDS
TSM
S
j
å
=
-
= 1      (3)
DE= date d’entrée des lots, DS = date de sortie des lots, S = nombre de lots sortis
2.4.5.3 Écart-type des temps de séjour moyen
La littérature mentionne fréquemment le calcul de ce critère, en vue de le minimiser. La formule
retenue pour calculer l’écart type du temps de séjour moyen est la suivante :
( ) 2
1
1 TSMTSM
S
EC
S
j
j -÷÷
ø
ö
çç
è
æ
= å
=
     (4)
2.4.5.4 Nombre de lots en cours de fabrication (EN)
Un lot en cours est un lot de produit ayant été soumis à différentes étapes de la fabrication, comprises
entre la matière première et le produit fini, mais qui n’a pas encore atteint le stade final.
En fait, tous les lots dans l’atelier à un instant « t », sont des lots en cours. Ici, on considère le nombre
de lots en cours à la fin de chaque campagne, i.e. on prend « t » égal aux multiples de DC.
å
+
=
1j
j
iENEN  avec 1? j?? DC     (5)
.
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2.4.5.5 Nombre de fois où des lots sont stockés (TS)
Le nombre de fois où les lots ont été stockés est calculé selon la formule suivante :
å
+
=
1j
j
iTSTS avec 1? j?? DC   (6)
TSi  désigne le nombre de fois où les lots sont stockés par campagne.
2.4.5.6 Moyenne des temps d?attente (MTA)
La moyenne des temps d’attente de tous les lots stockés est calculée comme suit :
TS
TTS
MTA
TS
j
jå
== 1      (7)
TTS = Temps d?attente, pour les lots qui ont été stockés
2.5 Simulations
Nous présentons ci-après un exemple complet de simulation pour montrer tout l’intérêt de la
simulation par événements discrets. La figure 5 fournit les résultats obtenus pour une durée de
campagne (DC) de 1500 min et 8 lots à fabriquer par campagne. La simulation est relancée chaque
1500 min (valeur de DC) jusqu’à ce que la somme des lots lancés par campagne, soit,  NL (8 lots) soit
égale au nombre total de lots à élaborer soit NT (64 lots). Une dernière simulation est mise en ?uvre
pour achever la fabrication des produits qui ne le seraient pas encore à l’issue de la 8ème campagne.
La simulation est alors arrêtée et les résultats obtenus sont archivés pour tous les critères.
Le diagramme de GANTT correspondant à cet exemple est présenté sur la figure 6. Il permet de
visualiser pour la première simulation l’affectation des lots au cours du temps sur les équipements de
l’atelier. Classiquement, chaque opération est représentée par un segment positionné dans le temps
sur la ligne correspondant à l’étape utilisée ; la longueur du segment est proportionnelle à la durée de
l’opération. Une étiquette active « n° équipement, n° lot, temps d’entrée, temps de sortie et temps de
traitement» est visualisable (avec la souris) sur chaque segment, de manière à pouvoir identifier le(s)
lot(s) traité(s) lors de cette opération. Il est ainsi possible d’observer à la fois le chemin suivi par
chaque lot et d’identifier les équipements les plus occupés.
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Le chemin suivi par un lot au sein de l’atelier correspond à l’enchaînement des équipements
effectivement utilisés pour réaliser chacune des opérations de la recette. On constate que les lots
d’un même produit peuvent évoluer selon des chemins différents en fonction du choix des
équipements disponibles au moment de leur chargement ; il s’agit là d’une caractéristique
fondamentale d’un atelier flexible multi-objectif. Nous présentons les diagrammes de Gantt et
l’évolution des lots dans la fabrication sur les figures 7 à 9 L’atelier se charge progressivement en
produits qui se positionnent devant les étapes, puis se stabilise, ainsi le diagramme de Gantt pour la
simulation 4 reste le même jusqu’à la simulation 8. La figure 10 montre le diagramme de Gantt pour la
simulation finale conduisant à la fabrication requise de 64 lots.
Figure 10. Diagramme de Gantt pour la dernière campagne
2.5.1 Analyse de sensibilité des variables
Cette partie est dédiée à l’étude systématique de l’influence des variables. Les paramètres de l’étude
sont rassemblés dans le tableau 7.
Tableau 7. Paramètres de simulation
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Dans le tableau, la variable DL représente les temps d’entrée par lot qui sont gérés de manière
aléatoire pendant toute la simulation.
2.5.2 Plan d?expériences pour la construction de la base
de données
La suite de ce mémoire va faire intervenir la construction d’un modèle neuronal pour représenter le
comportement de l’atelier. Ce modèle sera alimenté par une base de données établie à partir des
résultats du simulateur à événements discrets. Il nous paraît nécessaire d’étudier d’un point de vue
qualitatif l’influence des différentes variables du modèle. On peut, à ce stade, logiquement anticiper la
phase délicate de constitution de la base de données.
En effet,  un point clé dans l’alimentation d’un réseau de neurones (RN) concerne la taille nécessaire
des échantillons pour rendre le modèle RN suffisamment représentatif. La littérature abondante
consacrée aux réseaux de neurones reste encore relativement empirique sur cet aspect. Nous avons
retenu la formule (9) suivante [MIL91] qui donne un ordre de grandeur de la taille de l’échantillon
nécessaire :
2
2
Z p qn
d
a * *= (9)
où Za 2 = 1.962 (Z= variable centrée réduite, intervalle de confiance a = 95%), p = proportion espérée
(50 %), q = 1 – p (soit 50 %), d = précision (cible 2.06%). Pour le plan d’expériences, la taille de n est
de 2250.
Les deux tiers des résultats de simulation seront utilisés pour l’apprentissage (n1), tandis que le tiers
restant servira pour effectuer les épreuves de validation (n2) [BAR00]. Dans ce qui suit, les résultats
de 2250 simulations sont utilisés comme données d’entrée pour alimenter le réseau de neurones.
La base de données est réalisée à partir d’un plan d’expériences, qui s’est révélée être une procédure
déterministe efficace pour la génération d’une base de données représentative. Cependant, une des
variables d’optimisation(DL) n’a pu être gérée selon cette technique. En effet, la combinatoire relative
à cette variable est trop grande pour concevoir et exécuter le plan d’expériences.
Cependant le plan d’expériences peut être modifié pour y incorporer un aspect stochastique, qui
permet également de créer des solutions générales pour tous les critères. Ainsi, la variable citée a été
choisie de manière aléatoire entre 0 et DC.
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2.5.3 Résultats de simulation
Cette partie analyse les résultats de simulation relatifs aux sorties de l’atelier pour les différents
indices de performance. Le tableau 8 fournit les résultats obtenus.
Tableau 8. Résultats de SED avec MELISSA
Les résultats présentent les valeurs optimales de chaque critère sur l’ensemble des simulations
effectuées ainsi que les valeurs correspondantes des critères.
2.5.4 Analyse des indicateurs de performance de l?atelier
Les figures 11 à 16 ont été obtenues à partir des résultats de 2250 simulations. Chaque résultat est
présenté en fonction du paramètre durée de campagne pour différentes combinaisons de recettes
fabriquées dans l’atelier.
2.5.4.1 Taux d?utilisation moyen (TUM)
La figure 11 donne la tendance de TUM en fonction du jeu de recettes mis en ?uvre (NR). TU est
calculé comme le pourcentage d’utilisation moyenne de toutes les étapes, pendant tout le temps de la
simulation.
On constate l’influence importante de la durée de chaque campagne vis-à-vis de ce critère. On note
une fois encore que l’exemple conduit à des valeurs globalement faibles du taux d’utilisation. Nous
sommes conscients que les résultats sont à considérer ici en valeurs relatives.
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Figure 11. Tendance moyenne par campagne du taux d?utilisation moyen
2.5.4.2 Temps de séjour moyen (TSM)
Dans ces simulations, le nombre de lots par campagne est fixé a priori ; le pourcentage  de chaque
famille par rapport à la production totale est également fixé et pris égal à 25%; dans le cadre des
simulations, le temps de séjour moyen est calculé comme la différence entre les temps d’entrée et les
temps de sortie pour tous les lots fabriqués.
La figure 12 montre le comportement du TSM par campagne. Pour chaque jeu de recettes, on
constate l’existence de deux ou trois phases :
· Pour les faibles durées de campagnes : on observe une première phase où le temps moyen de
séjour augmente avec la durée de la campagne. Cette phase n’est pas rencontrée
systématiquement et dépend du jeu de recettes implantées dans l’atelier. Elle peut s’expliquer par
le fait que le calcul est effectué sur le nombre de produits sortis d’une campagne à la suivante,
lequel n’est pas forcément constant surtout pour des faibles durées de campagnes.
· Pour des durées  de campagnes intermédiaires, on observe logiquement que le temps moyen de
séjour diminue lorsque la durée de la campagne augmente, puisque cela contribue à une
diminution des temps d’attente.
· Il existe un seuil à partir duquel le paramètre durée de campagne n’a plus d’influence, ce qui peut
s’expliquer par le fait que la circulation des produits est suffisamment fluide et pénalise la
production en termes de temps d’attente devant les équipements.
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Figure 12. Tendance moyenne par campagne du Temps de séjour moyen
2.5.4.3 Écart type de TSM (EC)
La minimisation de l’écart-type du temps de séjour moyen permet de mieux réguler la sortie des
produits par rapport à des objectifs de respect des délais. A partir des résultats du TSM, l’écart-type
(EC) est calculé de manière à mesurer la dispersion de tous les produits déjà sortis de l’atelier. La
figure 13 illustre l’évolution de l’EC (ou plutôt de sa moyenne sur toutes les campagnes). Les mêmes
remarques que pour l’indicateur précédent peuvent être formulées. On constate l’existence des trois
phases mais leur interprétation est plus délicate vis-à-vis de la considération du critère écart-type et
semble plutôt attribuable au critère temps de séjour moyen.
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Figure13. Tendance moyenne par campagne de l?écart type du TSM
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2.5.4.4 Moyenne des temps d?attente (MTA)
L’atelier de semiconducteurs étudié présente une zone centrale par laquelle tous les produits sont
amenés à passer plusieurs fois au cours de leur fabrication, et des équipements en parallèle qui
réalisent des traitements spécifiques.
La régulation des temps d’attente constitue donc un point clé pour le responsable d’atelier afin d’éviter
les goulets d’étranglement.  La figure 14 montre l’évolution de la moyenne des temps d’attente par
campagne. Les résultats confirment ceux obtenus précédemment vis-à-vis du temps de séjour
moyen.
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Figure14. Tendance moyenne par campagne de la moyenne des temps d?attente
2.5.4.5 Nombre de lots en cours de fabrication (EN)
Le nombre total de lots en cours après chaque séquence de simulation a une tendance moyenne à
diminuer pour tous les jeux de recettes.
Lorsque la durée de campagne est trop élevée, les produits achèvent quasiment leur fabrication au
sein de la campagne et l’atelier est sous-utilisé.  La figure 15 montre l’évolution de la moyenne du
nombre de lots en cours (EN) par campagne.
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Figure 15. Tendance moyenne par campagne du nombre de lots en cours de fabrication
2.5.4.6 NombreTotal de lots stockés (TS)
Pour les mêmes raisons, le nombre total de lots stockés après chaque campagne a une tendance
moyenne à diminuer pour tous les produits. La figure 16 montre ainsi l’évolution de la moyenne par
campagne du nombre de lots stockés.
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Figure16. Tendance moyenne par campagne du nombre de lots stockés (TS)
2.5.5 Bilan sur l?analyse des critères de performance
Les comportements des critères étudiés TSM, MTA, EC et EN présentent une tendance relativement
similaire. Toutefois, pour des durées de campagnes inférieures à un certain seuil, le comportement de
TSM se caractérise par une augmentation (car le nombre de produits en cours n’est pas stabilisé).
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Si les indicateurs liés aux produits se comportent de façon globalement identique, il n’en est pas de
même pour le critère lié aux équipements, à savoir, le taux d’utilisation moyen de chaque équipement,
lequel est rapporté à la durée de la campagne effective.  Ces éléments seront à prendre en
compte lors de l’analyse multicritère dans le chapitre 4. Le tableau 9 indique le bilan complet pour
chaque indice de performance au cours des campagnes de référence.
Tableau 9.  Résultats des indices de performance de l?atelier didactique.
Concernant le temps de simulation, il dépend bien évidemment de la taille du problème considéré (il
est fonction principalement du nombre de produits lancés par campagne et du nombre d’étapes
considérées) et du nombre de campagnes simulées. Nous avons effectué 2250 simulations. Pour
chaque campagne, le temps de simulation est lié au nombre d’événements traités.
Conclusion
Dans ce chapitre, nous avons appliqué les concepts de la simulation par événements discrets à un
exemple d’atelier de fabrication de composants électroniques, en utilisant le simulateur MELISSA.
Nous avons mis en évidence l’influence d’un certain nombre de paramètres (choix de recettes de
fabrication, niveau de production global, durée de campagne, nombre de lots par campagne, quantité
respective de chaque recette par campagne, date de lancement des produits) sur les indicateurs de
performance de l’atelier liés aux équipements (taux d’utilisation moyen) ou aux produits (temps de
séjour moyen, écart-type des temps de séjour moyens, nombre de fois où les lots sont stockés,
nombre de lots en cours, moyenne des temps d’attente).Dans le chapitre suivant, le simulateur global
va être utilisé pour alimenter des réseaux de neurones relatifs à chacun de ces critères, à partir de la
base de données qui vient d’être constituée.
Modélisation
par Réseaux
de Neurones
Introduction
Le développement de modèles neuronaux est décrit dans ce chapitre. Ce processus doit permettre de
prédire rapidement le comportement du fonctionnement d’un atelier flexible de production multiobjectif
de semi-conducteurs, selon différentes combinaisons de conditions opératoires. Le chapitre
précédent a mis en évidence que la simulation par événements discrets peut être utilisée mais
conduit à un niveau de sophistication conduisant à des temps de calcul rédhibitoires pour des
applications d’aide à la décision d’ordonnancement, dès lors que le modèle doit être couplé avec un
optimiseur.
La complexité des phénomènes impliqués a conduit à proposer une approche de type réseau de
neurones afin de prédire différentes sorties (ou critères d’optimisation) en fonction des conditions
d’exploitation regroupant un jeu de paramètres lié à la détermination de la campagne de production et
aux produits élaborés. Ainsi, la contribution de chaque paramètre sur chacune des sorties sera mise
en évidence.
 Ce chapitre est divisé en trois parties :
· la première présente les principes généraux des réseaux des neurones et leur application au
problème de modélisation d’ateliers de composants électroniques ;
· la construction d’un modèle de réseau de neurones pour chaque critère est ensuite
présentée, ainsi que la mise en ?uvre de la modélisation ;
· la troisième partie analyse l’importance relative des variables.
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NOTATIONS
B1 :  terme constant (biais), couche cachée, modèle perceptron multicouche
B2 :  terme constant (biais), couche de sortie, modèle perceptron multicouche
bo :  terme constant (biais), modèle du neurone
DC : durée de campagne
DL1 :  date d’entrée pour le lot 1
DL2 : date d’entrée pour le lot 2
DL3 : date d’entrée pour le lot 3
DL4 : date d’entrée pour le lot 4
DL5 : date d’entrée pour le lot 5
DL6 : date d’entrée pour le lot 6
DL7 : date d’entrée pour le lot 7
DL8 : date d’entrée pour le lot 8
EC : écart type de TSM
EN : lots en cours de fabrication
f :  fonction d’activation
gi(k) : valeurs cibles, calculées avec MELISSA
IW :  poids pour la couche cachée du modèle Perceptron Multicouche (PMC)
K :  nombre de sorties, modèle perceptron multicouche
L :  nombre de neurones cachés, modèle perceptron multicouche
LW:  poids pour la couche de sortie du modèle Perceptron Multicouche (PMC)
MSEA : erreur quadratique moyenne pour l’apprentissage
MSET : erreur quadratique moyenne pour le test
MTA : moyenne de temps d’attente
N :  nombre d’entrées, modèle perceptron multicouche
NL :  nombre total de lots par campagne
NR : nombre de combinaisons de recette
NT : nombre total de lots à fabriquer
PCF : pourcentage de chaque famille
Q : nombre de paires de données pour les couches entrée – sortie
QA : nombre de paires de données d’apprentissage pour les couches entrée – sortie
QT : nombre de paires de données de test pour les couches entrée – sortie
RMSEA : erreur quadratique moyenne pour l’apprentissage
RMSET : erreur quadratique moyenne pour le test
TS : nombre de fois où les lots sont stockés
TSM : temps de séjour moyen
TUM : taux d’utilisation moyen
v :  potentiel
wj : poids (w1,w2,…wp)
xi : variables d’entrée (x1,x2,…xn)
xmax : valeur maximale de la variable xi
xmin : valeur minimale de la variable xi
xnorm : variables normalisées
y :  sortie
yi(k) : valeur du kième élément de sortie qui a été calculée avec le Perceptron
Multicouche
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3.1 Approche développée
La prise en main d’un environnement de simulation par événements discrets qui nécessite l’utilisation
de nombreux paramètres, conduit à revoir l’utilisation systématique de tels outils dans un contexte
industriel. Cet aspect est encore renforcé lorsqu’il faut rechercher des conditions de fonctionnement
satisfaisantes par des simulations successives. Si l’on envisage de coupler un SED avec un
optimiseur, on se heurte également à des problèmes de temps d’exécution qui peuvent devenir
prohibitifs à cause du caractère combinatoire très marqué du problème. Cette raison nous a conduit à
recourir à une technique artificielle de réseaux neurologiques [DRE02] pour modéliser l'usine de semi-
conducteurs. Son efficacité a, en effet, été démontrée par de nombreux travaux [MIN03] [SUN99]. De
manière à illustrer le déroulement de la méthodologie retenue, la figure 1 cible la phase de
modélisation avec les réseaux des neurones (RN), objet de chapitre. L’apprentissage a été réalisé à
partir de la base de données créée grâce à la simulation par événements discrets (SED), développée
dans le chapitre précédent. La phase d’apprentissage est utilisée itérativement un nombre important
de fois, de manière à bien représenter les résultats de la simulation à événements discrets.
Figure1. Méthodologie retenue
3.2 Revue bibliographique
L’utilisation des réseaux de neurones est perçue comme une alternative intéressante pour prédire les
tendances comportementales d’un atelier même s’il est important de souligner que selon, Sette et al.,
[SET96], dans la majorité des cas, une fonction mathématique ne peut pas représenter le procédé de
production. Dans le domaine de la chimie, la modélisation par réseaux de neurones a été proposée
par Y. Tian et al. [TIA02] et Chan et al. [CHA94].  Pour la gestion de la production en temps réel,
Cohen [COH98] a présenté un système de réseaux de neurones basé sur la rétro-propagation.
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Dans le domaine des semi-conducteurs, Shin et al. [SHI99], Kang et al. [KAN99] et Sun et al. [SUN99]
présentent des systèmes d’aide à la prise de décisions, basés sur l’architecture des réseaux de
neurones. Par ailleurs, plusieurs types de réseaux des neurones ont été utilisés pour des problèmes
d’ordonnancement. Une présentation détaillée de ces différents types de réseaux de neurones a été
effectuée dans le mémoire de thèse d’Abada [ABA97]. Dans ces travaux, seule une description
qualitative est effectuée. Par ailleurs, Lee et al. [LEE00] ont présenté l’application des réseaux de
neurones et des algorithmes génétiques aux problèmes classiques de l'ordonnancement dans les
procédés de la fabrication. Finalement, Sik et al. [SIK03] proposent le couplage de la simulation avec
des réseaux de neurones dans des problèmes d’ordonnancement, pour le choix de règles de décision
(gestion des conflits).
La complexité dans les systèmes de fabrication de semi-conducteurs a donc, au vu de cette courte
synthèse bibliographique, généré un grand intérêt chez les chercheurs. Quelques-unes des études
dédiées à ce domaine ont apporté des avancées très importantes en matière de monitoring et de
contrôle. D’autres se sont plutôt orientées vers les problèmes d’agencement, avec de bons résultats.
Toutefois, la complexité de chaque système de fabrication et les avancées technologiques ont obligé
les chercheurs à ne proposer que des solutions adaptées à des types de problèmes particuliers.
3.3 Principes des Réseaux de Neurones
En 1943, W.S McCulloch et W.Pitts donnent naissance au concept de réseaux de neurones (RN)
formels, pour ²comprendre les mécanismes à l’origine des fonctions supérieures du cerveau², ce qui
implique des recherches dans des domaines tels que la neurobiologie, la psychologie, l’informatique
et la physique. Dans ce vaste champ d’étude, le domaine particulier des réseaux de neurones s’est
tout particulièrement développé durant les années 1980. A l’heure actuelle, les réseaux de neurones
constituent une alternative intéressante dans le traitement de l’information. Ce sont des systèmes
parallèles adaptatifs et distribués dont le fonctionnement imite celui du neurone biologique
reproduisant ses caractéristiques de base. La littérature dédiée fait largement état d’applications où
les RN offrent des solutions compactes et rapides pour une large gamme de problèmes, dont certains
sont difficiles à traiter par les approches classiques. C’est le cas, en particulier, des problèmes avec
des contraintes de temps réel ou ceux dont la résolution met en jeu des règles inconnues ou difficiles
à expliciter ou formaliser.
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3.3.1 Applications des réseaux des neurones
Puisque tous les réseaux neurologiques artificiels sont basés sur le concept de neurones, de
raccordement et de fonctions de transfert, il existe une similitude entre les différentes structures ou
architectures, et les réseaux de neurones. Fondamentalement, la plupart des applications des
réseaux neurologiques entrent dans les cinq catégories suivantes :
· Prévision
· Classification
· Association de données
· Conceptualisation de données
· Filtrage de données
Il convient de consulter le livre de Dreyfus et al. [DRE02] pour une présentation détaillée des
différences entre ces catégories de réseaux. Cet ouvrage propose des topologies d’usage commun
de réseaux de neurones se référant à cette première division globale ; de nombreux autres réseaux
dérivés existent cependant. Un certain nombre, regroupés selon les applications qui les concernent,
ont été employés pour résoudre divers types de problèmes. La rétro-propagation peut notamment être
employée pour résoudre presque toutes les catégories de problèmes citées ci-dessus : c’est, en effet,
la méthode la plus communément adoptée pour les quatre premières d’entre elles.
3.3.2 Modèle du neurone
Les réseaux de neurones sont des réseaux fortement connectés de processeurs élémentaires
(neurones) fonctionnant en parallèle. Selon Dreyfus et al. [DRE02], les réseaux de neurones entrent
dans le champ de l’analyse statistique de données, où la forme de la fonction de distribution de la
variable étudiée n’a pas besoin d’être gaussienne, ni même d’être connue. Cette propriété leur
confère un grand avantage dans l’étude des phénomènes complexes.
Le neurone formel est l’élément essentiel d’un réseau de neurones. C’est un opérateur mathématique
très simple : il possède des entrées qui peuvent être les sorties d’autres neurones, ou des entrées de
signaux extérieurs, et une sortie. La valeur de la sortie résulte du calcul de la somme des entrées,
pondérées par des coefficients (dits poids de connexions ou poids synaptiques) et du calcul d’une
fonction non linéaire (dite fonction d’activation) de cette somme pondérée. Son schéma de
fonctionnement est présenté sur la figure2 :
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Figure 2  Modèle non linéaire de neurone
Un neurone formel est une fonction algébrique paramétrée, non linéaire en ses paramètres, à valeurs
bornées :
1 2 1 2( , ,..., ; , ... )n py f x x x w w w=             (1)
où les xi sont les variables d’entrée du modèle et les wn sont les paramètres neuronaux.  Les
paramètres sont liés aux entrées du neurone : la sortie d’un neurone est une fonction non linéaire
d’une combinaison des entrées {xi} pondérées par les paramètres {wi}, appelés les poids du réseau.
Cette combinaison linéaire est le potentiel « v », dont la forme la plus fréquemment utilisée est la
somme pondérée.
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n
o i i
i
v b w x
=
= + å
       (2)
Le choix d'une fonction d'activation se révèle être un élément constitutif important des réseaux de
neurones. Il existe plusieurs types de fonctions d’activation, certaines sont linéaires, exponentielles, à
seuil, gaussiennes mais les plus utilisées sont non linéaires, et en particulier la fonction sigmoïde et la
tangente hyperbolique (tanh).
1
tanh
n
o i i
i
y b w x
=
é ù= +ê úë û
å
      (3)
3.3.3 Architecture des réseaux de neurones
Comme leur nom l’indique, les réseaux de neurones sont organisés autour d’un ensemble de
neurones interconnectés de manière à former un système avec une ou plusieurs entrées et une ou
plusieurs sorties [ELI97]. Le principe de fonctionnement est le suivant : on dispose d’une base de
connaissances constituées de couples (entrées-sorties) et on veut utiliser cette base pour entraîner
une mémoire informatique à raisonner en prenant en compte comme référence cette base empirique
[PHI95].
Sur le plan architectural, on distingue deux grands types :
· les réseaux de neurones non bouclés : réalisent une (ou plusieurs) fonctions algébriques des
entrées, par composition des fonctions réalisées par chaque neurone.
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xn
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· les réseaux de neurones bouclés : constituent un système dynamique à temps discret, régi par
une (ou plusieurs) équation(s) aux différences non linéaires, résultant de la composition des
fonctions réalisées par chacun des neurones et des retards associés à chacune des
connexions.
Les réseaux de neurones non bouclés sont des objets statiques, utilisés principalement pour effectuer
des tâches d’approximation de fonctions non linéaires, de modélisation de processus statiques non
linéaires, alors que les réseaux de neurones bouclés sont utilisés pour effectuer des tâches de
modélisation de systèmes dynamiques, de commande de processus, ou de filtrage [DRE98]. Dans
notre cas, le réseau non bouclé paraît le mieux adapté. Parmi ces réseaux, le modèle classique, le
Perceptron Multicouches (PMC) est retenu: ses principes sont exposés dans ce qui suit.
3.3.4 Modèle du perceptron multicouche
Le réseau de neurones Perceptron Multicouches (PMC), algorithme le plus usité, a été retenu et mis
en ?uvre. Le perceptron multicouches est un réseau comportant L couches, chaque neurone d'une
couche étant totalement connecté aux neurones de la couche suivante. Chaque neurone k est un
automate linéaire généralisé dont la fonction de transfert est supposée sigmoïdale. La topologie d’un
tel réseau est formée de plusieurs couches de neurones sans communication à l’intérieur d’une
même couche (voir figure 3).
· une couche en entrée qui représente les entrées auxquelles sont transmises les données à
traiter en provenance d’une source extérieure au réseau ;
· une ou plusieurs couches cachées effectuant le traitement spécifique du réseau; ces
neurones n’ont aucun lien avec l’extérieur et sont appelés neurones cachés [RIV95].
· une couche en sortie qui délivre les résultats.
1
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Figure 3. Structure générale  du perceptron multicouche
Modélisation par Réseaux de Neurones
54
3
Les neurones sont reliés entre eux par des connexions pondérées ; ce sont les poids de ces
connexions qui gouvernent le fonctionnement du réseau et programment une application de l’espace
des entrées vers l’espace des sorties, à l’aide d’une transformation non linéaire [PAR04].
Il fait intervenir un algorithme d'apprentissage par rétro-propagation (ou BP pour Back Propagation)
du gradient de l'erreur ; c’est un algorithme itératif ayant pour objectif de trouver le poids des
connexions minimisant l'erreur quadratique moyenne commise par le réseau sur l'ensemble
d'apprentissage. L’utilisation de l’algorithme BP reste discutable dans la mesure où sa convergence
n'est pas prouvée. Son utilisation peut conduire à des blocages dans un minimum local de la surface
d'erreur.
Son efficacité dépend, en effet, d'un grand nombre de paramètres que doit fixer l'utilisateur : le pas du
gradient, les paramètres des fonctions sigmoïdes des automates, l'architecture du réseau ; nombre de
couches, nombre de neurones par couche..., l’initialisation des poids... L’apprentissage est supervisé,
c’est-à-dire que l’on présente au réseau, en même temps, une forme et son modèle. Le calcul est
effectué de proche en proche de la couche d’entrée vers la couche de sortie, selon une «propagation
d’avant». Ensuite, l’erreur est calculée puis propagée dans le réseau, donnant lieu à une modification
des poids.
3.3.5 Construction du modèle
3.3.5.1 Base de données employée
Le processus d'élaboration d'un réseau de neurones commence par la construction d’une base de
données et le choix des échantillons. Il faut donc déterminer les grandeurs qui ont une influence
significative sur le phénomène que l’on cherche à modéliser.
Rappelons que la base de données (cf chapitre II) a été construite à partir d’essais de simulations
successifs, dans le cadre d’un programme déterministe de type plan d’expériences, sauf pour la
variable DL relative à la date temps d’entrée de chaque lot. En fait, la combinatoire de cette variable
est trop grande pour concevoir et réaliser un plan d’expériences classique. Pour cette variable,
l’initialisation a donc été réalisée de manière aléatoire entre 0 et la valeur DC (Durée de campagne).
3.3.5.2 Présentation de l?environnement utilisé
Dans cette optique, le progiciel MATLAB, qui contient un module consacré au développement de
réseaux de neurones, a été retenu ([MAT01]).
Modélisation par Réseaux de Neurones
55
3
Le réseau de neurones stocke l'information dans une chaîne d'interconnexions neuronales, en faisant
appel à la notion de poids (poids entrée-cachée = IW -initial weights, poids cachée-sortie = LW-last
weights). Une capacité d’apprentissage est nécessaire pour ajuster les poids des réseaux de
neurones pendant la phase d’apprentissage au cours de laquelle toutes les données sont présentées
au RN à plusieurs reprises. Le SED est employé pour construire la base de données, sur laquelle la
phase d’apprentissage est exécutée.
La fonction sigmoïde de transfert, tangente hyperbolique, a été adoptée comme fonction d'activation
pour les couches cachées et de sortie. Généralement, les données d’entrée subissent un
prétraitement qui consiste à effectuer une normalisation appropriée, tenant compte de l’amplitude des
valeurs acceptées par le réseau.
Les valeurs d’entrées et de sortie sont normalisées dans un intervalle spécifique afin de donner à
chaque paramètre la même influence statistique. Les valeurs d’apprentissage et de test ont été
normalisées dans la marge [- 1, 1], au moyen de l'équation 4 :
( )
( ) 12 minmax
min -
-
-
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3.3.6 Phase d?apprentissage
L'apprentissage est une phase du développement d'un réseau de neurones durant laquelle le
comportement du réseau est modifié jusqu'à l'obtention du comportement désiré. Durant cette phase
de fonctionnement, le réseau adapte sa structure (le plus souvent, les poids des connexions) afin de
fournir sur ses neurones de sortie les valeurs désirées. Cet apprentissage nécessite des exemples
désignés aussi sous l'appellation d'échantillon d'apprentissage ainsi qu'un algorithme d'apprentissage.
Après initialisation des poids du réseau (en général des valeurs aléatoires), il y a présentation des
exemples au réseau et calcul des sorties correspondantes. Une valeur d'erreur ou de correction est
calculée et une correction des poids est appliquée.
Au niveau des algorithmes d'apprentissage, il a été défini deux grandes classes selon que
l'apprentissage est dit supervisé ou non supervisé. Cette distinction repose sur la forme des exemples
d'apprentissages. Dans le cas de l'apprentissage supervisé, les exemples sont des couples (Entrée,
Sortie associée) alors que l'on ne dispose que des valeurs (Entrée) pour l'apprentissage non
supervisé. Dans le cas précis du problème étudié, il s’agit d’un algorithme à apprentissage supervisé
puisque, grâce à l’utilisation du simulateur à événements discrets, nous  pouvons disposer de couples
de valeurs du type : (valeur d'entrée, valeur de sortie désirée).
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L’apprentissage correspond donc à la phase du développement du réseau durant laquelle les
coefficients synaptiques sont modifiés jusqu'à l'obtention du comportement désiré. Le choix entre les
méthodes BFGS (Broyden-Fletcher-Goldfarb-Shanno) et de Levenberg-Marquardt repose
essentiellement sur des considérations relatives au temps de calcul et à la taille de la mémoire.
Globalement, il est préférable de choisir la méthode de Levenberg-Marquardt si le réseau est
« petit », et celle de BFGS dans le cas contraire [DRE02].
Dans le cadre de l’étude, l'algorithme de Levenberg-Marquardt a été appliqué.  L'algorithme BP utilise
comme fonction adaptative d’apprentissage un gradient connu sous le nom de règle généralisée delta
(gd), pour la mise à jour itérative des poids. L'erreur quadratique moyenne (MSE pour Mean Square
Error) a été choisie comme fonction de performance pour l’apprentissage supervisé. Alors que
chaque entrée est appliquée au réseau, la sortie de ce dernier est comparée à la cible, le but étant de
réduire au minimum la moyenne de la somme de ces erreurs. L'algorithme ajuste alors les poids du
réseau linéaire afin de réduire cette erreur quadratique à son minimum.
Essentiellement, le procédé d’apprentissage de PMC tend à obtenir un poids optimal (IW, LW) qui
réduit à son minimum une fonction erreur pré-spécifiée. L'erreur est calculée comme étant la
différence entre la cible et la valeur de sortie de réseau. La fonction erreur MSE et l'erreur de l'étude
(e (k)) sont définies comme suit:
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où Q est le nombre de paires de données pour les couches entrée - sortie (Q = QA + QT) utilisées
dans l’apprentissage. Par exemple, pour un pourcentage des données d’apprentissage fixé à 66%, la
dimension du vecteur correspondant est égal à 0,66 x 2250 = 1485. Enfin, gi(k) représente les valeurs
cibles, calculées avec MELISSA, tandis que yi(k) est la valeur du k élément de sortie, qui a été
calculée avec le PMC.
Le procédé de minimisation de MSE par lui-même ne garantit pas que l’apprentissage du réseau soit
complet. Un “sur-apprentissage de réseau” se produit quand le réseau est entraîné excessivement
(overtraining) et/ou l'architecture du réseau comporte un nombre de neurones cachés (NNC) plus
important que nécessaire (sur-paramétrisation). Il existe diverses procédures pour obtenir une
architecture de réseau optimale ([NAN01]).
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3.3.7 Détermination de l?architecture de réseau
L’étude reprend l’ensemble des critères présentés au chapitre 2 (taux d’utilisation moyen des
équipements, temps de séjour moyen des produits,  écart-type des temps de séjour moyens, nombre
de fois où les sont lots stockés, nombre de lots en cours, moyenne des temps d’attente).
Une structure de réseau est recherchée pour chaque indice de performance. Pour chaque réseau, les
neurones de la couche d'entrée correspondent aux paramètres du processus de fabrication de
plaquettes de silicium (variables de décision). Les neurones de sortie correspondent aux indicateurs
de performance de l’atelier. Le réseau inclut également une couche cachée, qui aide le réseau à créer
un modèle mathématique, non-linéaire, entre l'entrée et les couches de sortie.
Pour optimiser  l’architecture du réseau de neurones, la procédure suivante est utilisée:
· Phase 1 : Détermination du nombre de neurones pour la couche cachée. On fixe un nombre
d’itérations (50 par exemple). On discrétise l’ensemble des valeurs possibles pour le nombre
de neurones cachés (par exemple entre 10 et 100 avec un pas de 5). On détermine la valeur
du nombre de neurones de la couche cachée  à partir de la valeur minimale de l’erreur
d’apprentissage MSEA. On améliore cette valeur en rediscrétisant plus finement en se basant
toujours sur la fonction erreur.
· Phase 2 : Détermination du nombre optimal d’itérations en utilisant le nombre de neurones
cachés déterminés à la phase 1. On utilise le même type de procédure itérative en
discrétisant l’ensemble des valeurs possibles du nombre d’itérations (par exemple entre 50 et
700).
En ce qui concerne les poids, ils sont modifiés tant que l’erreur RMSEA est supérieure à une certaine
valeur seuil correspondant à la précision acceptable de sortie. Pour cette application, l’erreur est de
l’ordre de (1,06 10-2.8) comme le montre la figure 4.
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Figure 4. Évaluation de l?erreur quadratique en fonction du
nombre d?itérations d?apprentissage
Au final, les poids de connexion retenus sont appliqués aux données non prises en compte
jusqu’alors, à savoir celles constituant la base de données de test. Ces derniers résultats servent
alors à quantifier la capacité du modèle à extrapoler. Les deux principaux pièges qui peut veut être
rencontrés lors de l’utilisation d’un réseau de neurones sont l’existence de minima locaux dans la
fonction d’erreur et un possible sur-apprentissage. Ce point sera évoqué au paragraphe suivant.
3.3.8 Entrées pour le modèle de réseau des neurones
Pour toute conception de modèle, la sélection des entrées doit prendre en compte deux aspects
essentiels classiques.
· Premièrement, la dimension intrinsèque du vecteur des entrées doit être aussi petite que possible.
En d’autres termes, la représentation des entrées doit être la plus compacte possible, tout en
conservant, pour l’essentiel, la même quantité d’information, et en gardant à l’esprit que les
différentes entrées doivent être indépendantes.
· En second lieu, toutes les informations présentées dans les entrées doivent être pertinentes pour
la grandeur que l’on cherche à modéliser : elles doivent donc avoir une influence réelle sur la valeur
de sortie.
Le groupe de données est ramené à l’intervalle [-1,1], selon un processus de normalisation et évitant
la saturation. Le domaine d’application est restreint par les limites extrêmes de chaque variable, et
correspond au domaine de validité du modèle neuronal. Les bornes retenues pour chaque variable
sont présentées dans le tableau 1.
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Tableau 1- Bornes des variables
3.3.9 Exemple d?application pour la détermination pour le
critère  Taux d?utilisation moyen (TUM)
Cette étape est délicate et aide à déterminer le type de réseau le plus approprié pour résoudre un
problème donné. En particulier, la façon dont se présente l'échantillon conditionne le type de réseau,
le nombre de cellules d'entrée et de sortie et la façon dont il faudra mener l'apprentissage et le test.
Le premier écueil est évité en commençant l’algorithme d’optimisation des poids wi en diverses
positions de l’espace de recherche. Le sur-apprentissage est un problème complexe qui apparaît
lorsque le modèle intègre des détails « bruités » lors de la phase d’apprentissage.
Un modèle « bien renseigné » est un modèle qui passe au plus près des points expérimentaux. Un
modèle sur-appris est un modèle qui passe exactement par les points expérimentaux mais qui oscille
entre ceux-ci. Ce phénomène apparaît lorsqu’il y a trop de poids ajustables (et donc de neurones
cachés) ou quand l’optimisation de ces poids est exagérément poursuivie. De tels modèles ont de très
faibles performances en termes de prévision. Afin d’éviter ce genre de phénomènes, la technique dite
d’« arrêt prématuré » a été employée. Son principe est le suivant :
Les données sont réparties en deux ensembles : apprentissage et test. L’optimisation des poids wi,
calculée uniquement sur la base d’apprentissage, conduit à diminuer la fonction d’erreur sur le jeu
d’apprentissage. A chaque étape de modification de poids, on présente le modèle au jeu de données
de test. L’erreur est calculée pour ces données.
Tant que cette erreur, sur le jeu de test, diminue on poursuit la modification des poids. Si l’erreur sur
le test augmente, c’est l’indicateur d’un sur-apprentissage. Le processus est alors arrêté et les valeurs
finales de poids, au minimum de l’erreur sur le test, sont retenues.
Variables Minimum Maximum
NR 1 5
NT 32 96
NL 8 16
PCF 1 3
DC 1500 6500
DL 0 DC
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La figure 5 illustre les résultats de la procédure d’apprentissage. En examinant différentes structures
de réseau, la topologie optimale pour la Taux d’utilisation moyen (TUM) correspond à 12 neurones
cachés.
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Figure 5. RMSE versus nombre de neurones cachées
Le tableau 2 présente les résultats relatifs au nombre de neurones cachés pour toutes les sorties
considérées. Il apparaît que pour  l’écart type de TSM (EC), le nombre de neurones cachés est
identique. Pour tous les autres, le nombre de neurones cachés est différent.
Sorties NNC RMSEAppr RMSETest
TUM 12 0,024273 0,032565
EC 12 0.115456 0.147115
TSM 14 0.043579 0.060208
MTA 15 0.052498 0.080655
EN 18 0.034518 0.053301
TS 18 0.132124 0.186895
Tableau 2. Résultats du nombre de neurones cachés pour les sorties
Parmi les différentes configurations testées du réseau, celle produisant le plus faible écart type (erreur
RMSEA) sur les données de validation en aveugle [DUT03] a été adoptée.
Le nombre de neurones cachés étant alors fixé à 12, un processus similaire a été employé pour
déterminer le nombre optimal d'itérations (phase 1).
 Des résultats satisfaisants ont été obtenus pour environ 450 itérations pour le TUM. Les tendances
sont exposées sur la figure 6 pour le critère TUM.
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Figure 6. RMSE versus nombre des itérations
Pour le critère deTUM, la RMSE vaut 0.0242 pour l’apprentissage et 0.0325 pour le test. Les
coefficients de corrélation (R) des variables de sortie de TUM pour l’apprentissage et le test sont
respectivement égaux à 0.99987 et 0.99791. Le même procédé a été employé pour créer différents
modèles avec tous les autres critères.
Tous ces modèles ont été basés sur l'architecture PMC [CHE92]. Après la phase d’apprentissage, le
RN peut être employé pour obtenir une réponse fiable à une entrée quelconque. Le tableau 3
présente les résultats pour toutes les sorties considérées. Il faut noter que les valeurs du nombre
d’itérations sont toutes différentes les unes des autres.
Sorties Itérations RMSEAppr RMSETest
TUM 450 0,019894 0,027914
EC 700 0.091518 0.100619
TSM 550 0.040498 0.059513
MTA 500 0.050757 0.069071
EN 250 0.033147 0.048784
TS 650 0.103562 0.153993
Tableau 3. Résultats du nombre d?itérations pour les sorties
3.4 Résultats de  la modélisation
La figure 7 compare les valeurs calculées par RN et mesurées (MELISSA), pour TUM selon
l’utilisation de ces données (apprentissage ou test).
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Figure 7 Apprentissage et test pour les valeurs calculées et mesurées
du taux d?utilisation moyen (TUM)
La même approche, c'est-à-dire la recherche de l'architecture optimal de réseau a été également
appliquée aux EC et TSM. Le nombre de neurones cachés y est égal à 12. Les figures 8 et 9
montrent les résultats obtenus pour la comparaison entre les valeurs calculées et mesurées pour
EC et TSM.
Figure 8 Apprentissage et test pour les valeurs calculées et mesurées
??écart type de TSM (EC)
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Figure 9. Apprentissage et test pour les valeurs calculées et mesurées
du temps de séjour moyen (TSM)
De la même manière, les résultats typiques obtenus avec des calculs de MELISSA et du RN sont
rassemblés sur les figures 10, 11 et 12 (critères MTA, EN, TS). Ils mettent en valeur la concordance
acceptable entre les deux ensembles de valeurs, et, de ce fait, l'efficacité du RN pour modéliser ces
indices de performance.
Figure 10. Apprentissage et test pour les valeurs calculées et mesurées
de la moyenne de temps d?attente (MTA)
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Figure 11. Apprentissage et test pour les valeurs calculées et mesurées
du nombre de lots en cours de fabrication (EN)
Figure 12. Apprentissage et test pour les valeurs calculées et mesurées
du nombre de fois où les lots sont stockés (TS)
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3.5 Validation
Enfin, la dernière étape doit permettre d’estimer la qualité du réseau obtenu. Elle permet à la fois
d’apprécier les performances du système neuronal et de détecter le type de données qui pose
problème. Si les performances ne sont pas satisfaisantes, il faudra modifier l’architecture du réseau.
L’apprentissage a été effectué systématiquement. Les résultats obtenus montrent que les valeurs
prédites par le RN sont très proches des valeurs calculées par MELISSA. Par exemple, pour EN, la
valeur de corrélation (RAppr) pour l’apprentissage est égale à 0,9966. Ceci confirme le fait que le
modèle neuronal décrit de façon adéquate la relation entre les conditions opératoires et les sorties. Le
tableau 4 résume les résultats obtenus.
Sorties RAppr RTest
TUM 0,9998 0,9979
EC 0,9736 0,9673
TSM 0,9816 0,9767
MTA 0,9787 0,9689
EN 0,9972 0,9906
TS 0,9656 0,9592
Tableau 4. Résultats pour les sorties
Afin de pouvoir exploiter au mieux les résultats obtenus par la modélisation de cet atelier et
éventuellement de les interpoler, il importe que le modèle d’atelier didactique reproduise finement les
contraintes rencontrées sur l’atelier industriel et conserve les rapports entre certaines grandeurs. Le
tableau 5 montre les différences statistiques entre les valeurs estimées et celles qui ont été calculées.
Tableau 5. Comparaison entre MELISSA et les modèles RN
Globalement, les valeurs estimées sont proches des valeurs expérimentales, même si l’écart entre les
deux valeurs peut-être ponctuellement important.
Modélisation par Réseaux de Neurones
66
3
3.5.1 Analyse de l?importance des variables d?entrées
La complexité de la fonction implémentée par le réseau de neurones rend l’analyse de la contribution
de chaque variable extrêmement difficile. En effet, à partir des variables d’entrées, le réseau est
capable de prédire un paramètre de sortie, mais les mécanismes internes au réseau sont
complètement ignorés [FAU03]. Dans l’optique de confirmer l’influence des paramètres spécifiques
sur TU, l’importance de chaque variable doit être déterminée. Comme dans une régression linéaire,
les coefficients trouvés permettent de quantifier l’importance relative des variables utilisées dans le
modèle. Ainsi, un coefficient élevé indique une importance forte de la variable considérée dans la
valeur estimée de la sortie du modèle. Dans l’application présentée, il a été choisi d’utiliser l’approche
liée aux poids de connexions, afin d’examiner la contribution des variables prédictives sur TUM (Taux
d’utilisation moyen).
3.5.2 Approche par poids de connexion
Rappelons que dans un réseau de neurones, les poids de connexion sont les liens entre les entrées
et la sortie. Par conséquent, ils représentent le lien entre le problème traité et sa solution. La
contribution relative des variables indépendantes sur la prédiction émise par le réseau dépend de la
valeur des poids et des connexions.
 Une variable d’entrée avec des poids de connexion forts représente une grande intensité sur le
transfert de signal. Autrement dit, elle a une contribution forte sur la prédiction du réseau par rapport
aux autres variables caractérisées par des poids de connexions plus petits. Selon Guardani
([GUA04]), l’approche utilisant les poids bruts des connexions entrée-cachée du réseau de neurones
(Connection Weight Approach) fournit la meilleure méthodologie pour une identification précise de
l’importance des paramètres du modèle. Cette approche permet d’identifier avec succès l’importance
réelle de toutes les variables du réseau de neurones. Elle calcule le résultat de la somme absolue des
connexions IW des neurones entrée-cachée pour chaque entrée.
3.5.3 Mise en ?uvre
Considérons les réseaux de neurones étudiés avec 12 données d’entrée ; 12, 12, 14, 15, 18 et 18
neurones cachés pour respectivement TUM, EC, TSM, MTA, EN et TS et un seul neurone de sortie.
La matrice de somme des valeurs absolues des poids de connexion entrée-cachée, pour NL (nombre
total de lots par campagne) égal à 8, figure dans le tableau 6.
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Variables TUM EC TSM MTA EN TS
DC 5,77 11,49 15,81 14,57 8,86 5,9
NR 22,57 19,66 30,4 27,27 19,01 10,7
NT 3,13 2,16 3,51 4,47 5,77 6,87
DL1 0,53 3,36 2,97 3,68 2,87 7,59
DL2 0,54 8,47 3,18 1,51 3,95 11,44
DL3 0,71 3,16 3,12 6,47 3,11 6,12
DL4 1,07 2,44 1,63 6,2 2,5 10,28
DL5 0,58 4,93 2,78 2,89 3,81 5,62
DL6 0,73 8,33 3,55 8,9 4,07 7,53
DL7 0,81 4,09 2,93 3,44 2,51 7,69
DL8 0,56 5,1 2,85 4,5 3,45 5,43
PCF 11,32 3,12 7,26 12,85 6,28 3,59
Tableau 6. Matrice de somme absolue des poids de connexions entrée-cachée
Il est alors possible de quantifier l’importance ou la distribution de tous les poids de sortie attribués
aux variables d’entrées données. Sur le tableau 7, ces résultats sont traduits en termes de variables
ayant le plus d’influence pour chaque critère, classées par ordre décroissant.
TUM EC TSM MTA EN TS
NR NR NR NR NR DL2
PCF DC DC DC DC NR
DC DL2 PCF PCF PCF DL4
NT DL6 DL6 DL6 NT DL7
DL4 DL8 NT DL3 DL6 DL1
DL7 DL5 DL2 DL4 DL2 DL6
DL6 DL7 DL3 DL8 DL5 NT
DL3 DL1 DL1 NT DL8 DL3
DL5 DL3 DL7 DL1 DL3 DC
DL8 PCF DL8 DL7 DL1 DL5
DL2 DL4 DL5 DL5 DL7 DL8
DL1 NT DL4 DL2 DL4 PCF
Tableau 7. Résultats de l?approche des poids de connexions
Les résultats mettent en évidence la forte influence des entrées, spécifiquement le nombre de
recettes (NR) et la durée de la campagne (DC). Vient ensuite, le pourcentage de chaque famille
(PCF). Le choix des dates d’entrée des différents lots de produits au sein d’une même campagne
s’avère également un paramètre déterminant. Cette analyse confirme les résultats de simulation
présentés au chapitre 2 et montre tout l’intérêt de la recherche optimale de ces paramètres pour l’aide
à la décision pour l’ordonnancement de l’atelier.
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Conclusion
Ce chapitre a proposé une modélisation par réseaux de neurones pour représenter un atelier de
fabrication de semiconducteurs, afin de prédire la relation entre les conditions d’exploitation et
différents critères considérés. La base de données a été obtenue à partir de simulations générées
avec le simulateur à événements discrets MELISSA. La performance des réseaux a dans un premier
temps été validée sur un exemple didactique, reproduisant les caractéristiques d’un atelier industriel.
Des résultats tout à fait satisfaisants ont été obtenus et montrent une très bonne fiabilité de prédiction
des réseaux. Une analyse quantitative par poids de connexions a alors permis d’analyser l’importance
relative des différents paramètres, notamment le type de recettes (NR),  la durée de la campagne
(DC), le pourcentage de chaque famille (PCF) au sein de chaque campagne. Le choix des dates
d’entrée des différents lots de produits au sein d’une même campagne s’avère également un
paramètre déterminant pour le responsable d’atelier.
Ce modèle va, à présent, être intégré dans la procédure d’optimisation afin de déterminer les
conditions optimales de certaines variables pour satisfaire des objectifs de production.
Introduction
Ce chapitre traite de l’optimisation monocritère et multicritère de la gestion de la production de
l’atelier. En effet, l’approche mise en ?uvre dans le cadre du chapitre précédent a permis de valider
un modèle de type réseaux de neurones (RN) suffisamment représentatif du fonctionnement de
l’atelier. La comparaison des résultats en sortie a révélé une adéquation en général intéressante entre
Simulateur à Evenements Discrets SED et RN.
La phase abordée ici consiste à réaliser le couplage entre le réseau de neurones et un algorithme
génétique. L’objectif est, à terme, le développement d’un outil d’aide à la décision pour
l’ordonnancement à court terme d’ateliers discontinus, de manière à leur conférer la flexibilité
recherchée par les décideurs. Cette démarche doit permettre d’englober, en particulier, la prise en
compte simultanée de plusieurs critères importants pour le responsable de production. Tout en
conservant la maximisation du taux moyen d’utilisation des équipements (TU) comme critère de
capacité de fabrication  de l’atelier, le problème doit également envisager l’optimisation de critères liés
aux produits : la minimisation du temps moyen de séjour des produits (TSM), de l’écart type de TSM
(EC), du nombre total de lots stockés (TS), de la durée moyenne totale de stockage (MTA) pour tous
les produits, et, finalement, le nombre de lots en cours de fabrication (EN).
La grande majorité des problèmes issus du monde réel est de nature multicritère car il est rare en
pratique de pouvoir déterminer une solution parfaite à tous points de vue. Plus précisément, la
méthodologie de résolution du problème d’optimisation multicritère fait intervenir diverses étapes,
reposant sur l’analyse d’algorithmes génétiques monocritère, bicritère et tricritère.
Ce chapitre est divisé en trois parties.
· La première est dédiée à la présentation de l’algorithme génétique retenu comme méthode
d’optimisation. Les points clés concernant son développement ainsi que le couplage avec le
réseau des neurones sont également abordés.
· Dans un deuxième temps, les résultats obtenus lors de l’implémentation de l’optimisation
monocritère sont présentés.
· Puis, la dernière partie propose des solutions satisfaisantes pour l’optimisation multicritère de
l’atelier didactique. Avec l’optimisation systématique des critères, la bonne performance de
l’approche basée sur le couplage {réseaux des neurones – algorithme génétique multicritère}
implantée est mise en évidence. Pour conclure, les résultats sont validés en utilisant
MELISSA pour toutes les solutions et critères retenus. Une analyse méthodique permet de
démontrer tout l’intérêt de la démarche employée.
Optimisation
monocritère et
multicritère par
Algorithme
Génétique
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NOTATIONS
AGM : algorithme génétique multicritère
DC : durée de campagne
DL1 :  date d'entrée pour le lot 1
DL2 : date d'entrée pour le lot 2
DL3 : date d'entrée pour le lot 3
DL4 : date d'entrée pour le lot 4
DL5 : date d'entrée pour le lot 5
DL6 : date d'entrée pour le lot 6
DL7 : date d'entrée pour le lot 7
DL8 : date d'entrée pour le lot 8
EC : écart type de TSM
EN : lots en cours de fabrication
F : espace des solutions faisables
MTA : moyenne de temps d'attente
Nbits : est le nombre total de bits utilisés pour la variable n
Nclass : nombre de classes de produits.
NG : nombre de groupes de produits
NL :  nombre total de lots par campagne
NR : nombre de combinaisons de recettes
NT : nombre total de lots à fabriquer
Ntot : nombre total de séquences possibles
p : contraintes égalité
PCF : pourcentage de chaque famille
RN : réseaux de neurones
Sn : valeur du gène n.
TS : lots stockés
TSM : temps de séjour moyen
TUM : taux d'utilisation moyen
xL : valeur inférieure pour la variable n
xn : est la valeur réelle de la variable n
xU : valeur supérieure pour la variable n
*
x  :  vecteur  Pareto-optimal
4.1 Approche retenue
Rappelons le déroulement de la méthodologie proposée. Lors de cette étude, on s’attache à faire face
à l’explosion combinatoire du problème d’ordonnancement au moyen d’un algorithme génétique
adaptable aux cas monocritère (AG) et multicritère (AGM). Plusieurs raisons ont orienté le choix vers
un algorithme de type stochastique pour résoudre le problème multicritère :
· Le problème d’ordonnancement à court terme est souvent caractérisé par une forte
combinatoire. Les algorithmes de type stochastique sont ainsi particulièrement adaptés pour
traiter ce type de problème. Ce type d’algorithme a montré son efficacité pour résoudre des
problèmes possédant des caractéristiques de complexité croissant exponentiellement avec la
taille des instances ([BER99], [BHA00], [BER00], [DIE04]).
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· Une formulation classique du problème fait intervenir des critères à optimiser. Les travaux
antérieurs de l’équipe ont montré qu’une approche intéressante pour déterminer la (ou les)
fonctions(s) objectif(s) consiste à utiliser un simulateur pour représenter le fonctionnement de
l’atelier. Elle a été mise en ?uvre dans les travaux de Peyrol [PEY92], Baudet [BAU97],
Bernal-Haro [BER99], Berard [BER00], Dedieu [DED01] et Dietz [DIE04] et s’est avérée
efficace sur les exemples étudiés tant en ordonnancement qu’en conception d’ateliers. Par
ailleurs, les algorithmes de résolution de type stochastique ont montré leur efficacité et leur
adaptabilité lorsque la/les fonction(s) objectif sont calculées au moyen d’un simulateur (qui ne
permet généralement pas d’avoir d’informations sur les propriétés mathématiques du
modèle : dérivées, convexité…).
Dans le chapitre précédent, les réseaux de neurones ont été conçus suffisamment généraux de façon
à englober les principales caractéristiques du système productif. Nous avons ainsi fait intervenir
des variables liées aux recettes de fabrication, aux quantités respectives de produits à élaborer par
campagne et au nombre de lots de fabrication (par campagne et sur l’horizon total de temps).
Dans la pratique, pour chaque problème d’ordonnancement auquel le responsable d’atelier est
confronté, un certain nombre de paramètres sont imposés par les carnets de commande : quantité à
fabriquer (soit le nombre de lots, puisque la taille est généralement figée) et les recettes de
fabrication.
Les variables d?optimisation retenues ici sont donc la durée de la campagne (DC) et  la date de
lancement des lots (PL) au sein de chaque campagne vis-à-vis des critères de performances de
l’atelier.Comme cela a été effectué lors des chapitres précédents, la figure 1 rappelle la méthodologie
retenue et situe le chapitre par rapport à l’objectif général. Après l’optimisation, une étape de
validation est introduite en utilisant le simulateur MELISSA.
Figure 1. Méthodologie retenue
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Les travaux de Dedieu et al. [DED03] et Dietz et al. [DIE04] proposent des algorithmes génétiques
comme outils d’optimisation multicritère, utilisant la Simulation par Événements Discrets pour
l’évaluation des fonctions objectifs. Pongcharoen et al. [PON04] ont également traité des problèmes
d’ordonnancement optimal de la production pour des produits complexes à l’aide d’algorithmes
génétiques. De même, des méthodologies d’ordonnancement à court-terme de la production ont été
développées par Baudet et al. [BAU95] et Azzaro-Pantel et al. [AZZ98]; la simulation par événements
discrets y est aussi employée. Pour l’implémentation d’un algorithme génétique efficace, Pibouleau et
al. [PIB04] ont présenté la démarche à respecter.
Les travaux de Sette et al. [SET98 ], Dagli et al.[DAG95 ; DAG97], Kim et al. [KIM01] et Ramasamy et
al. [RAM96] proposent des axes de recherches dérivant de la combinaison entre les RN et les AG,
chacun d’entre eux s’appliquant à des domaines différents. Les travaux d’Holter et al. [HOL95] et
Morimoto et al. [MOR96] reposent également sur la combinaison efficace entre RN et AG, pour
l’identification et le contrôle de systèmes flexibles manufacturiers. D’autres études ([HAN96], [SEI01])
présentent le couplage de ces deux techniques pour le perfectionnement de l’une par rapport à une
autre (par exemple, optimisation de l’apprentissage d’un réseau de neurones par un AG).
4.2 Principes de base des algorithmes
génétiques
Les algorithmes génétiques font partie de la classe de méthodes d’optimisation stochastiques. Au
contraire des méthodes de voisinage (Recuit Simulé, Recherche Tabou), ils s’appuient sur une
transposition conceptuelle des principes de génétique découverts par Mendel et des lois de l’évolution
énoncées par Darwin. Selon ces concepts, lorsqu’une population est soumise aux contraintes d’un
milieu naturel, seuls les individus les mieux adaptés survivent et génèrent une descendance. Au cours
des générations, la sélection naturelle permet l’apparition d’individus de mieux en mieux adaptés au
milieu naturel, au détriment de ceux se montrant notoirement inadaptés, assurant ainsi la pérennité de
l’espèce. Les premiers algorithmes de ce type ont été développés dans les années 1950 par des
biologistes qui cherchaient à simuler l’évolution d’organismes vivants, bien avant la découverte des
chromosomes par les biologistes Watson et Crick. Puis, John Holland (1975), sur la base des travaux
réalisés entre 1960 et 1970, développe les principes fondamentaux des algorithmes génétiques dans
le cadre de l'optimisation mathématique. La parution en 1989 de l'ouvrage de référence écrit par D.E.
Goldberg (1989), décrivant l'utilisation de ces algorithmes pour la résolution de problèmes concrets, a
permis de mieux faire connaître ces derniers dans la communauté scientifique et a marqué le début
d'un nouvel intérêt pour cette technique d'optimisation. Ces méthodes s'attachent à simuler le
processus de sélection naturelle dans un environnement hostile lié au problème à résoudre, en
s'inspirant des théories de l'évolution proposées par Charles Darwin (1859) :
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· Dans chaque environnement, seules les espèces les mieux adaptées perdurent au cours
du temps, les autres étant condamnées à disparaître.
· Au sein de chaque espèce, le renouvellement des populations est essentiellement dû aux
meilleurs individus de l'espèce.
La génétique s’intéresse à chaque individu par son code génétique, composé d’un ensemble de
données, les chromosomes, eux-mêmes constitués de gènes dont l’association caractérise
parfaitement l’individu. Chaque individu se voit ainsi doté de capacités lui permettant d’évoluer dans
son environnement naturel. Les opérateurs génétiques fonctionnent au niveau génotypique tandis que
le mécanisme de sélection opère au niveau phénotypique (le phénotype d’un individu est l’ensemble
des traits caractéristiques d’un individu, alors que le génotype est le codage de ces traits en gènes).
Si l’individu est bien adapté, il a une plus grande chance de procréer dans la génération future. Au fur
et à mesure des générations, on sélectionne les individus les mieux adaptés, et l’augmentation du
nombre d’individus bien adaptés fait évoluer la population entière vers un état meilleur.
La robustesse est une des caractéristiques principales des algorithmes génétiques [FON93] : ils
permettent de fournir une ou plusieurs solutions de «bonne» qualité (pas nécessairement optimale,
mais suffisante en pratique) à des problèmes très variés. Ils ont donné de bons résultats pour
résoudre le problème classique de l’itinéraire du voyageur de commerce [HOM93], dans le domaine
médical (gestion des bibliothèques biologiques) [FOR93; KUZ05], dans les problèmes de contrôle du
trafic aérien [DEL94] et dans l’industrie manufacturière (extrusion de polymère, fermentation de la
bière, stéré-lithographie) [MAJ04; ODU05; TAR05].
4.2.1 Principes généraux des algorithmes génétiques
Les algorithmes génétiques opèrent sur une population d’individus à un seul chromosome marqués
par un codage spécifique qui les identifie complètement. Cette population constitue un ensemble de
solutions potentielles au problème d’optimisation. L’évolution vers des solutions meilleures s’effectue
selon des mécanismes similaires à ceux de l’évolution naturelle qui vise à adapter les individus à leur
milieu environnant. Pour chacun des individus de la population, on définit une procédure d’évaluation
qui détermine leur adaptation face au problème d’optimisation. Cette fonction d’adaptation est
directement déduite du critère d’optimisation. Les algorithmes génétiques sont des méthodes
itératives générant de nouvelles populations à partir des précédentes par des mécanismes de
sélection et d’évolution, ou de reproduction (croisement et mutation) :
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· la phase de sélection favorise la survie des individus les mieux adaptés au
détriment des plus faibles, en utilisant une procédure de sélection stochastique qui
tient compte de l’adaptation respective de chaque individu;
· la phase de reproduction consiste à effectuer le croisement d’individus
aléatoirement appariés et la mutation d’individus selon une probabilité donnée.
Les AG visent à générer des populations de mieux en mieux adaptées. L’efficacité de cette méthode
dépend essentiellement du codage des individus. Il faut en effet que ce codage comporte de bons
schémas élémentaires caractéristiques des propriétés fondamentales du problème traité. Il faut par
ailleurs que ces schémas aient le maximum de chance de subsister lors de l’application des
opérateurs de reproduction afin de sélectionner préférentiellement les meilleures solutions [GOL94].
4.3 Mise en ?uvre d?un algorithme
génétique monocritère
L’approche monocritère de l’atelier a été utilisée pour obtenir la valeur de la meilleure solution pour
chacun des critères pris séparément, mais aussi pour avoir une bonne connaissance du problème
avant d’aborder l’aspect multicritère. Cette étape permet en même temps d’analyser le comportement
de l’algorithme d’optimisation et des fonctions objectif à optimiser. La mise en ?uvre d’un algorithme
génétique nécessite la définition de ses procédures internes, ainsi que les paramètres associés : un
codage approprié représentant, de manière univoque, toute solution possible du problème ; une
procédure de génération, aléatoire ou non, d’une population initiale d?individus viables ; une
fonction objectif permettant d’évaluer l’adaptation de chaque solution vis-à-vis du problème traité ;
une procédure de sélection favorisant le choix de «bons» individus ; finalement, des opérateurs de
croisement et de mutation appropriés. Il est également nécessaire de fixer convenablement les
paramètres gérant l’évolution des populations au cours des générations : taille de la population,
nombre de générations, taux de croisement et taux de mutation.
4.3.1 Codage des individus
Pour le traitement d’un problème d’optimisation par algorithme génétique, il est primordial de définir le
codage et les différentes procédures associées, dépendant généralement du mode de représentation
retenu. L’algorithme génétique opère sur un ensemble de chromosomes numériques, chargés de
trouver la séquence optimale ; l’«utilisateur» interprète ensuite le chromosome et lui restitue une
valeur de la force d’adaptation. Le codage est une représentation conceptuelle, manipulable par
l’algorithme génétique en vue de son évolution. Le codage utilisé est représenté sous forme de
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chaînes de bits contenant toute l'information nécessaire à la description d'un point dans l'espace de
recherche [HIL93]. Ce type de codage a pour intérêt de permettre l’application d’opérateurs de
croisement et de mutation simples (par inversion de bits par exemple).
Plusieurs codes d’informations pour les variables numériques sont disponibles : code réel, codage de
Gray et code binaire naturel, qui est le plus fréquemment utilisé [DAG91]. C’est ce dernier qui a été
adopté dans l’algorithme présenté dans cette étude. Par ailleurs, les variables d’optimisation sont ici
supposées continues et évoluent sur un espace de recherche fini bornée inférieurement et
supérieurement. Comme cela a été mentionné dans le chapitre précédent, les valeurs suivantes des
bornes ont été adoptées (tableau 1).
Tableau 1. Variables d?optimisation continues : conditions opératoires
Les variables ont été discrétisées, comme il est d’usage avec un codage binaire, en passant
nécessairement par un changement de variable tel que cela est illustré sur la figure 2.
Variable continue
Variable discrète
Binf Bsup
0 2(Nbits)-1
Figure 2. Codage des variables
4.3.2 Codage pour l?ordonnancement
Rappelons qu’une démarche antérieure dans la thèse de Peyrol [PEY92] a été développée pour en
vue de déterminer l’ordre de lancement optimal des produits dans un atelier vis-à-vis de la
minimisation du temps de séjour moyen des produits. Il a simulé la circulation des lots de produits
dans un atelier discontinu de fabrication de composants électroniques et proposé une résolution en
utilisant une méthode d’optimisation par recuit simulé.  Notons que les problèmes d’ordonnancement
du domaine de la productique on été largement abordés par cette technique ([BIE90], [DAV85],
[FAL91], [NAK91], [POR94], [TUS 94], [UCH 93]).
Variable Borne inférieure Borne supérieure
DC 1500 6500
DL 0 DC
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 Dans l’exemple de [PEY92], l’aspect combinatoire du problème de lancement initial des produits. A
été étudié. Si on dispose de n lots à fabriquer, rassemblés en NG groupes de produits, le nombre total
de séquences possibles est :
Ntot =NG !
Sur ces Ntot séquences, certaines sont équivalentes : en effet, une séquence du type (AA)1(BB)1 (AA) 2
est équivalente à une séquence du type (AA)2(BB) 1(AA) 1, car il n’y a aucune distinction entre deux
groupes d’une même classe. En désignant par Card Ci le nombre de groupes de classe i, le nombre
total de séquences distinctes est alors :
N NG!
(Card C )!
tot
i 1
N
i
class
=
Õ
=
Nclass désigne, dans cette expression, le nombre de classes de produits.
Pour un atelier réel,  le nombre de séquences peut être supérieur à 1010, ce qui élimine toutes les
méthodes d’énumération classiques, telles que la recherche arborescente par séparation et
évaluation, la programmation en nombres entiers ou la programmation dynamique. Le choix s’est
porté sur des algorithmes d’optimisation de type métaheuristiques, (Recuit Simulé ou Algorithmes
Génétiques).
On peut donc remarquer que la variable relative à l’ordre de lancement des produits a été abordée
d’un point de vue différent dans la cadre de l’étude : nous codons directement la date de lancement
de chaque produit au sein de la campagne, et donc implicitement l’ordre de lancement, ce qui rend
l’approche plus générale.
En effet, dans les travaux de [PEY92], les produits étaient systématiquement lancés par groupe, à
intervalles de temps prédéfinis. L’approche retenue ici permet également de prendre en compte
facilement la variable date de lancement comme variable du réseau de neurones : une variable de
type ordre de lancement aurait été difficilement prise en compte par le réseau de neurones.
Les travaux développés par la suite au sein de notre équipe de recherche ont conduit au
développement d’un algorithme génétique multicritère [DIE04]. Il a donc été modifié en vue de le
coupler au modèle de réseau de neurones présenté antérieurement. Cet algorithme prend en compte
des variables de décision liées à l’ordonnancement, et les opérateurs génétiques doivent notamment
s’y adapter. Rappelons que l’objectif est d’optimiser l’ordre de lancement des lots dans l’atelier et la
durée de la campagne. En ce qui concerne les conditions de lancement des lots, celles-ci dépendent
uniquement de variables liées au temps. Seuls deux paramètres liés au temps de l’opération ont donc
été choisis comme variables de décision. Les figures 3 et 4 montrent les caractéristiques binaires
considérées pour le codage de la durée de campagne (DC) et le date d’ordre de lancement (DL) de
chaque lot par rapport à DC. Pour cette démarche, l’équation 1 a été employée.
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( )
12 -
-
+= Nbits
n
L
n
U
nL
nn
Sxxxx     (1)
où xn est la valeur réelle de la variable n, xL et xU sont les valeurs des bornes inférieure et supérieure
respectivement pour la variable n, Nbits est le nombre total de bits utilisés pour cette variable et Sn la
valeur du gène n.
Exemple A. La figure 3 montre la mise en ?uvre du codage pour la durée de campagne (DC) entre
les bornes 1500 et 6500.
Figure 3. Codage pour la durée de la campagne (DC)
En utilisant l’équation (1), la valeur codée de 76 représente la valeur physique de 2990,19 minutes.
Sn= (0 x 27)+(1 x 26)+ (0 x 25)+(0 x 24)+(1 x 23)+(1 x 22)+(0 x 21)+(0 x 20)=
(0 x 128 )+(1 x 64)+(0 x 32 )+(0 x 16)+(1 x 8)+(1 x 4)+(0 x 2)+(0 x 1) = 76
( ) [min]19.2990
255
76150065001500 =-+=nx
Exemple B. De la même manière, la figure 4 montre la mise en ?uvre du codage de la date d’entrée
de chaque lot (DL), bornée par 0 et la durée de campagne (DC).
Figure 4. Codage pour la date de lancement de chaque lot (DL)
A partir de la valeur de DC, on peut appliquer la formule 1 et déduire que la valeur codée égale à 240
représente 2814.19 minutes.
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 Sn= (1 x 27)+(1 x 26)+ (1 x 25)+(1 x 24)+(0 x 23)+(0 x 22)+(0 x 21)+(0 x 20)=
(1 x 128 )+(1 x 64)+(1 x 32 )+(1 x 16)+(0 x 8)+(0 x 4)+(0 x 2)+(0 x 1) = 240
( ) [min]19.2814
255
240019.29900 =-+=nx
Le codage utilisé doit permettre d’imposer un ordre de lancement des lots au sein de l’atelier, de
manière à fournir à l’algorithme génétique les données nécessaires pour évaluer la force de l’individu
ainsi testé. Pour DC, le code génétique retenu est simple, en codant la valeur normalisée (entre -1 et
1) sur un gène de longueur suffisante pour atteindre la précision souhaitée. Le nombre de huit bits a
été retenu, ce qui permet d’avoir une précision physique égale à environ 20 minutes. Pour le cas de
DL, nous avons utilisé un gène comptant huit bits également pour coder la valeur normalisée [-1,1]
entre 0 et la valeur précédemment déterminée pour DC.
4.3.3 Calcul de la précision
Le nombre de bits utilisés pour coder les conditions opératoires est calculé en fonction de la précision
souhaitée. Précisons que les variables sont introduites dans l’AG sous forme normalisée (dans
l’intervalle [-1,1]), afin d’assurer l’unicité et la faisabilité du modèle neuronal. Le tableau 2 montre la
précision physique souhaitée (dans l’unité de la variable), et le nombre de bits correspondant.
Tableau 2. Précision physique sur les variables ; nombre de bits correspondant
4.3.4 Génération de la population initiale
La population initiale constitue le point de départ de l’algorithme génétique ; il est généralement admis
que l’efficacité ultérieure de l’algorithme est étroitement liée à la qualité ainsi qu’à la variété génétique
de la première génération d’individus. En effet, il est intuitivement préférable d’avoir une génération
initiale des individus qui, d’une part, ne viole pas les contraintes intrinsèques au problème et, d’autre
part, constitue un échantillon représentatif du domaine de l’ensemble des solutions potentielles du
problème. Il existe plusieurs méthodes de génération d’une population initiale, parmi lesquelles le
tirage aléatoire, l’utilisation d’heuristiques ou la combinaison des deux techniques.
DL
Variable d'optimisation Précision physique Nombre de bits
19.60
entre 5.88 et 25.49
8
8
DC
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La stratégie choisie pour la création de la population initiale consiste en une génération aléatoire des
chromosomes, en partant du principe que la position de l’optimum dans l’espace de recherche est
complètement inconnue. Cette méthode présente l’avantage de proposer une population variée,
assurant un bon recouvrement de l’espace de recherche. Elle permet de générer une population
acceptable, quand aucune information n’est a priori disponible sur la localisation de l’optimum
[DIE04]. Relativement aux contraintes, aucune n’a à être gérée par l’AG lui-même (elles sont prises
en compte intrinsèquement au sein du réseau de neurones supposé représenter le simulateur à
événements discrets).
4.3.5 Évaluation de la force des individus
La phase d’évaluation consiste à calculer la « force » d’adaptation de chaque individu de la
population. L’algorithme génétique tend à maximiser la force des individus au cours des populations
successives pour aboutir à une population très bien adaptée, c’est-à-dire à un ensemble de très
bonnes solutions vis-à-vis du problème posé. L’objectif est de faire tendre les critères vers une valeur
cible.
Notons que, à l'inverse d'autres techniques d'optimisation, les algorithmes génétiques ne nécessitent
pas de calculer la dérivée de la fonction objectif, ce qui les rend attrayants pour la résolution de
problèmes dont les propriétés mathématiques sont méconnues ou délicates à étudier. Généralement,
dans un algorithme génétique, la qualité ou la force de l’individu est calculée à partir de la fonction de
coût C par une transformation telle que [GOL94]:
F(x) = Cmax – C(x)     (2)
Cmax devra être choisi de manière à ce que la valeur de F(x) reste toujours positive. Elle peut être,
par exemple, la plus grande valeur observée de C(x), soit au sein de la population courante, soit
depuis le début de la recherche. Les critères à minimiser pris en compte dans le problème à traiter
concernent le temps moyen de séjour (TSM), l’écart type de TSM (EC), le nombre total de fois que les
lots ont été stockés (TS), le temps total de stockage (TTS) pour tous les produits stockés, et le
nombre de lots en cours de fabrication (EN).
4.3.6 Opérateurs de reproduction
La phase de reproduction exploite principalement deux opérateurs : le croisement et la mutation. Elle
comporte aussi l’opération de sélection et l’opération de production de la génération suivante, à partir
des populations parent et enfant.
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4.3.6.1 Sélection
La procédure de sélection consiste à choisir, en fonction de leur force respective, les individus qui
contribueront, avec leur patrimoine génétique, à la construction de la génération suivante. Pour ce
faire, chaque individu a une probabilité de constituer la génération suivante d’autant plus élevée que
son adaptation est importante. Cet opérateur est une version informatique conceptuelle de la
sélection naturelle et correspond à la survie darwinienne des individus les plus adaptés.
La procédure de sélection la plus couramment utilisée dans les algorithmes génétiques est celle
opérant avec la « roulette biaisée de Goldberg ». Elle permet de sélectionner de manière stochastique
les individus ayant la fonction d’adaptation la plus élevée, tout en n’interdisant pas la sélection
d’individus moins bien adaptés. En effet, il est important d’autoriser dans une certaine mesure la
sélection d’individus faibles, afin de conserver une certaine variété génétique au sein de la génération
future, garante d’une bonne exploration de l’espace des solutions.
La sélection est effectuée par un tirage de loterie, dans lequel chaque individu de la population
occupe un secteur de la roue proportionnel à sa force relative f, correspondant à sa force F rapportée
à la somme totale des forces de tous les individus de la génération. Il est suggéré de consulter
l’ouvrage de Goldberg [GOL94] pour une présentation détaillée du principe de la roulette.
4.3.6.2 Croisement
L’opérateur de croisement repose sur l’hypothèse simple suivante : si deux individus « forts »
échangent une partie de leur patrimoine génétique, la descendance ainsi créée présentera une bonne
probabilité d’être également « forte ». En outre, le croisement enrichit la diversité de la population en
manipulant la structure des chromosomes. Dans l’AG utilisé, les deux parents (Parent « A » et Parent
« B ») sélectionnés pour participer au croisement sont choisis au hasard dans la population.
Les chromosomes des parents sont recomposés pour générer deux enfants AB et BA, qui seront
utilisés dans la nouvelle génération. Seule a été retenue ici comme procédure de croisement la
technique à un point (encore appelé « croisement simple »), où un seul point de coupure (PC) est
généré de manière aléatoire ; les sous-chromosomes ainsi formés sont échangés entre chaque
parent comme cela est illustré sur la figure 5.
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Figure 5. Croisement à un point de coupure
4.3.6.3 Mutation
L'opérateur de mutation s’applique à l’ensemble des individus présents dans la nouvelle population,
avec une probabilité donnée. Elle apporte aux algorithmes génétiques la propriété d'ergodicité1 de
parcours de l'espace. Cette propriété indique que l'algorithme génétique sera susceptible d'atteindre
tous les points de l'espace de recherche. Dans le cas du codage binaire, la méthode classique
consiste, après avoir déterminé le locus ou la position à muter, à inverser la valeur du bit considéré.
Cela revient à modifier aléatoirement la valeur d’un paramètre de l’individu. La mutation assure une
recherche aussi bien globale que locale, selon le poids et le nombre de bits mutés [CER94]. Bien que
ce déplacement puisse paraître petit au niveau des chaînes de bits, il peut résulter une modification
assez importante par rapport à la topologie initiale (par exemple, pour codification binaire classique,
une mutation transformant « 00000000 » en « 00010000 » signifie passer de la valeur décodée « 0 »
à la valeur « 16 »). La procédure de mutation introduit donc un risque de ne pas générer la
descendance dans le voisinage des parents.
4.3.6.4 Élitisme
Dans l’approche envisagée, le meilleur individu est toujours préservé d’une génération sur l’autre, afin
d’éviter sa perte éventuelle au cours de l’application des opérateurs génétiques (croisement et
mutation). Cette procédure très classique est communément appelée «élitisme». L’utilisation de
l’élitisme présente l’avantage de garantir à coup sûr la survie des gènes de l’individu le plus fort. Cet
avantage représente cependant une « arme à double tranchant », puisque l’on favorise l’exploration
locale au détriment de la recherche globale, pouvant induire la convergence vers un optimum local.
1 On dit qu'un algorithme génétique est ergodique quand il y a égalité entre les moyennes au sens des
probabilités.
1 0 0 0 1 0 3 0 1 0 0 1 3 1 1 0 0 1 0
1 1 1 0 2 0 1 1 1 1 1 0 2 0 1 1 0 3 1
Pcoupure
PARENT 1
PARENT 2
1 0 0 0 1 0 3 0 1 0 0 1
3 1 1 0 0 1 01 1 1 0 2 0 1 1 1 1 1 0
2 0 1 1 0 3 1
Pcoupure
ENFANT 1
ENFANT 2
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4.3.7 Paramètres de fonctionnement
La mise en ?uvre d’un algorithme génétique nécessite l’ajustement de certains paramètres. Comme
dans tout algorithme itératif, il faut définir un critère d’arrêt tel que, par exemple, une valeur seuil, un
nombre maximum d’itérations ou la détection d’un optimum (caractérisé par la non-évolution de la
fonction objectif). Dans l’application traitée ici, le critère le plus répandu a été choisi : il se base sur le
nombre de générations, implicitement lié au nombre maximal d’itérations.
Les autres paramètres d’un algorithme génétique (taille de la population, taux de survie, taux de
mutation, nombre de générations) sont très souvent ajustés de manière empirique. Ce réglage a un
impact important sur la convergence de l’algorithme et sur la qualité des résultats obtenus.
En effet, un des principaux inconvénients des méthodes stochastiques est qu’aucune règle
universelle quant au choix de leurs paramètres de fonctionnement n’a pu être préalablement établie.
Ces lacunes sont en général compensées par le savoir faire et l’expérience. Pibouleau et al. [PIB04]
ont proposé quelques remarques générales à propos de l’influence de ces paramètres, lesquelles
sont mentionnées par la suite.
4.3.7.1 Taille de la population.
Ce paramètre représente le nombre d’éléments de l’espace des solution qui sont présents à chaque
génération. Une population de petite taille ne pourra pas évoluer de manière satisfaisante, car une
mauvaise solution aura une influence très importante sur la force moyenne de la population. Ceci peut
rendre la sélection par « roulette biaisée » moins efficace.
Dans les cas où les temps de calcul ne constituent pas une contrainte majeure, il est donc plus
judicieux de préférer des populations de grande taille, afin de mieux explorer l’espace des solutions.
Des techniques de parallélisme peuvent être parfois employées pour faire face à l’explosion du temps
de calcul lorsque les tailles de population adoptées sont trop  importantes (recherche simultanée de
plusieurs solutions). En général, les algorithmes génétiques travaillent sur des populations contenant
entre 20 et 1000 individus, et la taille demeure constante pour toutes les générations.
4.3.7.2 Taux de survie.
Ce taux, complémentaire du taux de croisement, détermine le brassage des gènes réalisé à chaque
génération au moyen de l’opérateur de recombinaison.
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Si ce taux est trop fort, la procédure va évoluer de manière très lente, nécessitant ainsi un grand
nombre de générations pour avoir une exploration correcte de l’espace de recherche.
 D’un autre côté, un taux de survie trop faible risque de brasser trop brusquement les populations,
détruisant rapidement des structures intéressantes. La valeur de 0,5 est souvent prise par défaut pour
ce paramètre.
4.3.7.3 Taux de mutation.
Le taux de mutation doit demeurer assez faible afin de ne pas perturber l’évolution (voire même la
convergence) de l’algorithme. Cependant, un taux trop faible peut entraîner des difficultés pour
s’extraire des pièges constitués par les optima locaux.
En fait, la mutation est un opérateur indispensable, beaucoup plus « fin » que le croisement et la
sélection. Les valeurs communément admises sont de l’ordre de 0,1.
4.3.7.4 Nombre maximum de générations
Ce nombre doit être suffisant pour permettre une exploration correcte de l’espace de recherche, mais
pas trop grand pour ne pas devenir pénalisant sur le plan du temps de calcul.
Au terme de l’évolution de l’algorithme, une procédure de tri est effectuée sur tous les individus
évalués pour trouver toutes les solutions optimales ayant la même valeur de la fonction objectif mais
correspondant à des individus différents.
4.3.8 Fonctionnement de l?algorithme génétique
monocritère
L’organigramme du fonctionnement de l’algorithme génétique est présenté sur la figure 6.
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Figure 6. Organigramme du fonctionnement de l?algorithme génétique
Le tableau 3 montre les paramètres de fonctionnement employés pour l’optimisation. Le nombre de
générations est deux fois et demie plus grand que la taille de la population.
De plus, le taux de survie est relativement comparable vis-à-vis des valeurs utilisées généralement
dans les problèmes mathématiques ; en contrepartie, un taux de mutation faible est utilisé 0,1.
Tableau 3. Paramètres de l?algorithme génétique
Quelques essais préliminaires ont été effectués et ces choix correspondent finalement aux valeurs
classiques qu’il est possible de rencontrer dans la littérature [AND05, BER99, BHA00, BER00,
DIE04].
En revanche, une étude systématique reposant sur des analyses de sensibilité a été réalisée pour
déterminer la valeur du taux de mutation (Annexe I).
Taille de la population 100
Nombre de générations 250
Taux de survie 0,5
Taux de mutation 0,1
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4.4 Résultats de l?optimisation monocritère
4.4.1 Choix des paramètres figés et des variables
??optimisation
L’étude est illustrée à travers l’exemple de l’atelier défini dans les chapitres précédents. A partir du
réseau de neurones qui a été établi pour chaque critère, nous avons  retenu les paramètres suivants
qui restent figés lors de la phase d’optimisation (cf Tableau 4). Nous présentons également le
domaine de variation des grandeurs à optimiser (Tableau 4).
Paramètres
fixes
Atelier didactique
NR NR1 = R1, R2, R3, R4
NT 64 lots
NL 8 lots
PCF PCF2= 25% R1, 25% R2 , 25% R3 , 25% R4
Variables
DC 1500 min - 6500 min
DL 0 min - DC min
Tableau 4. Paramètres fixés et variables d?optimisation
4.4.2 Critères
L’optimisation monocritère de l’atelier a été réalisée dans un premier temps pour obtenir la valeur de
la meilleure solution pour chacun des critères pris séparément. Par ailleurs, cette première étape
permet d’avoir une bonne connaissance du problème avant d’aborder l’aspect multicritère. Elle
permet en outre d’analyser le comportement de l’algorithme d’optimisation et des fonctions objectifs à
optimiser.
4.4.2.1 Taux d?utilisation moyen (TUM)
Dans le chapitre II, nous avons présenté la tendance d’évolution du comportement de TUM en
fonction de la durée de campagne (DC). Des résultats de l’optimisation monocritère sont présentés
sur la figure 7 pour le critère correspondant à la maximisation du pourcentage de taux d’utilisation des
équipements de l’atelier didactique. En particulier, il est possible de constater que la valeur du
meilleur individu de chaque génération et la valeur moyenne de la fonction objectif de la population
présentent une allure régulière. Les deux courbes en fuseau sont typiques de l’évolution des
caractéristiques de la population au fil de l’exécution d’un AG monocritère.
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Figure 7. Évolution de l?algorithme génétique pour le taux d?utilisation moyen (TUM)
Par ailleurs, on observe sur le tableau 5 que pour la meilleure valeur de TUM (soit 20.05), les autres
critères adoptent des valeurs élevées alors que l’on souhaite les minimiser. Ces tendances
correspondent donc bien au comportement antagoniste par paire de critères, comme cela était
prévisible et confirmé dans le chapitre II. Concernant les variables d’optimisation, DC est égale à sa
borne inférieure et les temps de lancement valent tous zéro : le simulateur règle donc, au moyen des
politiques internes de priorité, l’ordre de lancement des différents lots dans l’atelier. On peut conclure
que la variable ordre de lancement importe peu sur la solution finale, seul compte le fait que tous les
lots entrent le plus tôt possible.
NR NT PFC DL1 DL3 DL5 DL7 DL8
1 64 PFC1 0 0 0 0 08 1500 0 0
DL6DL4
0
NL DC DL2
19.99955.96 26.59
Résultats pour les variables
Critère [%] EC [jours] TSM [jours] MTA [min]
TUM =20.05 1.0640 3.4699
Résultats pour les critères
EN [lots] TS [lots]
Tableau 5. Résultats correspondant à la solution pour TUM (critères - variables)
4.4.2.2 Temps de séjour moyen (TSM)
La figure 8 présente l’évolution du critère représentant le temps de séjour moyen (TSM). Une rapide
diminution de la moyenne et de la meilleure solution est observée lors des premières générations,
pour se stabiliser plus lentement sur un palier décroissant. On peut attribuer ce phénomène au fait
que, la première population étant générée aléatoirement, la moyenne et le meilleur individu sont d’une
qualité relativement mauvaise. Cette génération initiale peut néanmoins contenir des individus
satisfaisants par rapport au critère considéré.
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Par ailleurs, le fait que la valeur de la moyenne se rapproche peu à peu de la meilleure solution
trouvée peut être interprété comme une sorte de convergence, validant la qualité de la solution
trouvée.
Figure 8. Évolution de l?algorithme génétique pour le temps de séjour moyen (TSM)
Les résultats présentés dans le tableau 6 permettent en outre de voir que la valeur du critère EC a
effectivement diminué (de près de 75%) par rapport à sa valeur correspondant à l’optimum de TUM.
Cette remarque met donc clairement en évidence l’antagonisme de ces deux critères. En effet, dans
le même temps, la valeur de TUM a diminué de plus de 60%.
NR NT PFC DL1 DL3 DL5 DL7
1 64 PFC1 6042,5 6140 0 0
DL6 DL8
8 6341,2 6139,9 0 6139,9 5360,2
NL DC DL2 DL4
4.34 4.03
Résultats pour les variables
TSM =1,8216 7.7840 0.6647 220.60
Résultats pour les critères
Critère [jours] TUM [%] EC [jours] MTA [min] EN [lots] TS [lots]
Tableau 6. Résultats pour les critères et les variables pour le temps de séjour moyen (TSM)
4.4.2.3 Autres critères
Nous présentons une illustration des différents critères et de leur comportement sur les figures 9 à 12.
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Il est également possible de noter que les autres critères (TSM, MTA, EN, TS) suivent une tendance
similaire à celle de EC : alors qu’ils étaient tous relativement éloignés de leur valeur minimale
(visualisable dans le chapitre II) lorsque l’objectif était la maximisation de TUM, leur valeur a baissé de
manière très importante dans ce nouveau cas (minimisation d’EC).
Ainsi, une présentation et une analyse exhaustive des résultats pour ces critères ne sont pas
proposées puisqu’elle serait redondante avec les explications proposées plus haut : seuls les
résultats « bruts » sont disponibles dans les tableaux 7 à 10.
· Écart type de TSM (EC)
Figure 9. Évolution de l?algorithme génétique pour l?écart type (EC)
NR NT PFC DL1 DL3 DL5 DL6
1 64 PFC1 1514.6 5963.7 5963.7 0
DL8
8 6261.9 1041.2 0 1609.2 5963.7
NL DC
7.75
Résultats pour les variables
EC = 0.2646 7.8201 1.9845 70.75
EN [lots] TS [lots]
DL2 DL4
2.11
DL7
Résultats pour les critères
Critère [jours] TUM [%] TSM [jours] MTA [min]
Tableau 7. Résultats pour les critères et les variables pour l?écart type (EC)
On observe donc des comportements similaires entre  TSM, MTA, EN et TS.
· Moyenne des temps d?attente (MTA)
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Figure 10. Évolution de l?algorithme génétique pour la moyenne de temps d?attente (MTA)
NR NT PFC DL1 DL3 DL5 DL6
1 64 PFC1 4070.4 3881.1 0 2 5963.78 6261.9 5963.75963.7 0
2.40 2.41
Résultats pour les variables
NL DC DL2 DL4 DL7 DL8
MTA= 31.6733 7.7507 0.5889 2.2102
Résultats pour les critères
Critère [min] TUM [%] EC [jours] TSM [jours] EN [lots] TS [lots]
Tableau 8. Résultats pour les critères et les variables pour la
moyenne de temps d?attente (MTA)
· En cours de fabrication (EN)
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Figure 11. Évolution de l?algorithme génétique pour les lots en cours (EN)
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NR NT PFC DL1 DL3 DL5 DL7
1 64 PFC1 0 3394.4 0 0
7.9031
DL8
2.04460.4437
08 6500 0 0 6110
DL4 DL6
Résultats pour les variables
NL DC DL2
82.53 22.57
Résultats pour les critères
Critère [lots] TUM [%] EC [jours]
EN = 0.4496
TSM [jours] MTA [min] TS [lots]
Tableau 9. Résultats pour les critères et les variables pour les lots en cours (EN)
· Nombre total de stockages (TS)
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Figure 12. Évolution de l?algorithme génétique pour le nombre total de stockages (TS)
NR NT PFC DL1 DL3 DL5 DL7
1 64 PFC1 5945 2728.8 6042.5 0 2144.16139.98 6341.2 6139.9 292.3
Résultats pour les variables
NL DC DL2 DL4 DL6 DL8
Critère [lots] TUM [%]
TS = 1.0574 7.7569 5.720.3937 1.9071
EN [lots]EC [jours] TSM [jours] MTA [min]
213.96
Résultats pour les critères
Tableau 10. Résultats pour les critères et les variables pour le nombre total de stockages (TS)
4.5 Algorithme génétique multicritère
Les problèmes d’ordonnancement du domaine de la productique on été largement abordés par cette
approche ([BIE90], [DAV85], [FAL91], [NAK91], [POR94], [TUS 94], [UCH 93]). L’optimisation
multicritère est, sans aucun doute à l’heure actuelle, un domaine de recherche en plein essor tant du
point de vue de la recherche théorique que des applications. En effet, la grande majorité des
problèmes issus du monde réel sont de nature multicritère, car il est rare en pratique de pouvoir
effectuer un choix où une solution est parfaite à tous points de vue. De manière formelle,
l’optimisation multicritère peut être définie comme suit :
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Trouver le vecteur [ ]x x x xn T* * * *, , ,= 1 2 K qui satisfasse les m contraintes inégalité et les p
contraintes égalité suivantes :
tout en optimisant le vecteur de fonctions :
A la fin du XIXème siècle, l’économiste Vilfredo Pareto formule le concept d’optimum de Pareto
[PAR96], qui constitue les fondements de la recherche sur l’optimisation multicritère :
Soit F l’espace des solutions faisables délimité par les contraintes définies en (1) et (2).
On considère qu’un point x F* Î  est Pareto-optimal si pour chaque x FÎ  :
Ou bien " =
Îi I i i
f x f x( ( ) ( )) ( )* 3   avec i=(1,2,…,k)
Ou )(
*
xf i > )(xf i  même s’il existe un indice Ij Î  tel que )(
*
xf j < )(xf j
En d’autres termes, cette définition exprime le fait que x*  est Pareto-optimal s’il n’existe aucun
vecteur faisable x  qui fasse diminuer un critère sans augmenter dans le même temps au moins un
autre critère. Cependant, dans la plupart des cas, l’optimum de Pareto n’est pas constitué d’une seule
solution mais d’un ensemble de solutions appelées solutions non-dominées au sens de Pareto.
L’optimisation multicritère a déjà été abordée par de nombreux auteurs dans la littérature dédiée.
Parmi les méthodes les plus répandues basées sur des algorithmes génétiques, il convient de
mentionner :
· VEGA (Vector Evaluated Genetic Algorithm) : la méthode présentée par Schaffer [SCH85]
constitue l’une des premières méthodes utilisant des algorithmes évolutifs. Avant les
procédures de croisement et mutation, la population est divisée en sous-populations selon le
nombre de critères.Chacune des fractions de la population subit la procédure de sélection,
chacune d’entre elles étant sélectionnée suivant un critère diffèrent.
Ces sélections étant réalisées, la population est re-mélangée et les procédures de croisement
et mutation sont appliquées classiquement.
En général, on obtient une convergence vers des optima propres à chacun des critères.
g x i m
h x i p
i
i
( ) , , , ( )
( ) , , ( )
³ =
= =
0 1 2 1
0 1 2 2
K
K
f x f x f x f xk
T( ) [ ( ), ( ), , ( )]= 1 2 K
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· NPGA (Niched Pareto Genetic Algorithm) : pour éviter une convergence prématurée vers
un optimum monocritère, une fonction de partage est proposée par Horn [HOR94]. Pour
préserver la diversité des individus, ce dernier introduit le concept de niche, qui est en
quelque sorte une sous-population stable d’individus très proches les uns des autres. Une
fonction de partage est alors utilisée, en se basant sur l’idée que les individus d’une même
niche doivent partager les mêmes ressources. Ainsi, plus il y aura d’individus dans son
voisinage, plus la force d’un individu sera dégradée. Une sélection par tournoi utilisant le
concept de domination de Pareto est mise en place, deux individus tirés aléatoirement étant
comparés à une sous-population également tirée au hasard. Si l’un d’entre eux est non-
dominé, celui-ci est sélectionné pour générer la population suivante. Si les deux sont dominés
ou non-dominés dans la sous-population, l’individu étant dans la plus petite niche est
sélectionné. La niche d’un point est déterminée en comptant le nombre de solutions-individus
à l’intérieur d’un rayon donné.
· MOGA (Multiple Objective Genetic Algorithm) : cette méthode, proposée par Fonseca et
Fleming [FON93], implémente une fonction de domination et un module décrivant les
préférences du décideur est articulé progressivement. La fonction de domination est
construite en comptant pour un individu i le nombre de fois où il est dominé par les autres,
pour proposer un classement de tous les points. L’utilisation de cette fonction fait converger
les individus vers des solutions globales non-dominées. Parmi celles-ci, une fonction de
partage est introduite dans l’espace des critères. Ce choix se justifie par le fait que,
contrairement à l’espace des variables, l’étendue exacte de la zone de Pareto dans le
domaine des critères ne peut être connue. L’obtention de la zone de compromis n’est pas une
fin en soi, surtout si elle est très grande. Un module d’aide à la décision sous la forme d’une
cible à atteindre est introduit dans l’algorithme. Ainsi, dans l’évaluation des points
interviennent non seulement la domination mais également des notions de préférence entre
deux individus.
· SPEA (Strengh Pareto Evolutionary Algorithm) : cette méthodologie permet d’obtenir les
points de la zone de Pareto par la définition de leur force tout en conservant une certaine
diversité. Les points non-dominés de la population sont triés et contrairement à l’approche de
type MOGA, on leur attribue une force correspondant au nombre de points qu’ils dominent.
Cette force est divisée par le nombre d’individus formant la population (n +1). Ainsi, les points
dominés ont une force d’autant plus grande qu’ils sont dominés par un grand nombre de
points non-dominés, et dans le même temps, les points non-dominés isolés auront une force
plus faible. Une sélection est alors effectuée par tournoi binaire sachant qu’une solution a
d’autant plus de chance d’être sélectionnée que sa force est faible. Les points isolés et non-
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dominés ont plus de chance d’être tirés, ce qui permet de garder une grande diversité au sein
de la population. Les procédures de croisement et mutation sont appliquées de façon
classique sur les individus sélectionnés pour former la nouvelle population et les point non-
dominés sont conservés puis mis à jour à chaque itération de manière à ne pas perdre les
solutions optimales (travaux de Zitzler et al. 1999 [ZIT99]).
· NSGA I (Non Dominated Sorting Genetic Algorithm) : Dans cette méthode, proposée le
calcul de la force s'effectue en séparant la population en plusieurs groupes en fonction du
degré de domination au sens de Pareto de chaque individu. L'algorithme se déroule ensuite
comme un algorithme génétique classique. Mais la méthode peut être utilisée avec d'autres
heuristiques de sélection (tournoi, roulette pipée, etc.)
· NSGA II : tente de remédier à toutes les critiques formulées sur NSGA I, à savoir, complexité,
non élitisme et utilisation du « sharing ». Pour diminuer la complexité de calcul de NSGA, il
propose une modification de la procédure de tri de la population en plusieurs frontières.
L'autre critique sur NSGA I est l'utilisation du « sharing », méthode qui exige le réglage d'un
ou plusieurs paramètre(s) et qui est également grosse consommatrice de calculs. Dans
NSGA II, il remplace la fonction de « sharing » par une fonction de « crowding » en attribuant
deux caractéristiques à chaque individu : le rang de non domination et la distance de
« crowding ». Pour répondre à la critique de non élitisme, il utilise une sélection par tournoi,
modifie la procédure de passage entre deux générations et définit une notion de préférence
entre deux solutions en fonction des deux caractéristiques des individus.
Toutes ces méthodes ont pour but de faciliter la détermination des différents poids à attribuer à
chaque critère et la comparaison de toutes les solutions pour tous les critères. Elles sont très utiles en
présence de critères nombreux, ou d’un grand nombre de solutions possibles, et/ou de critères
contradictoires ou dépendants. Le principal obstacle à leur utilisation reste cependant la difficulté à
déterminer l'importance de chaque critère par rapport aux autres : l’expérience d’un décideur reste
donc souvent nécessaire pour effectuer, parmi les solutions non-dominées, un choix selon les intérêts
de l’entreprise.
Pour tenir compte de l’aspect multicritère, nous avons retenu ici l’approche proposée par Dietz, dans
l[DIE04], dans laquelle les aspects multicritères sont pris en compte lors de l’étape de sélection et la
recherche de solutions de compromis lors de l’étape de croisement. La procédure de sélection étant
faite à l’aide de la roulette de Goldberg, on a défini une roulette pour chaque critère à optimiser. Un
nombre égal d’individus est sélectionné pour compléter le nombre total des individus qui passeront
d’une population à la suivante. La procédure de croisement, chargée de proposer des solutions de
compromis n’est pas modifiée.
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La population étant composée, en principe, par de « bons » individus pour chaque critère pour une
méthode de sélection définie, le choix aléatoire de deux individus permet de croiser des « bonnes »
solutions pour un critère avec des « bonnes » pour un autre avec une forte probabilité de générer une
solution de compromis entre les deux critères. Dans le cas où deux « bonnes » solutions
correspondant au même critère sont choisies, le croisement accomplira sa tâche traditionnelle de
générer une solution meilleure que les deux précédentes. La procédure de mutation reste inchangée,
son but est, comme dans le cas précédent, de diversifier la recherche et de s’extraire des optima
locaux.
Finalement, l’algorithme génétique implémenté dans cette étude utilise une procédure de tri de Pareto
cherchant à repérer l’ensemble des solutions non-dominées. La méthodologie est appliquée à
l’ensemble des solutions évaluées au cours des générations et, en fin de procédure, on obtient un
ensemble de solutions optimales au sens de Pareto. Il convient de consulter l’ouvrage de Dietz
[DIE04] pour une présentation détaillée de la procédure de Pareto. Le choix d’un AG comme
technique d’optimisation multicritère est d’autant plus intéressant qu’il fournit un ensemble de
solutions de compromis (solutions non dominées ou front de Pareto, par opposition par exemple à un
recuit simulé qui n’en donne qu’une seule).
Cette propriété est un avantage primordial pour utiliser un algorithme génétique. Un AG est
développée suivant le même principe retenu par Dietz [DIE04]. Pour l’ordonnancement à court terme
optimal multicritère, il faut rappeler que la capacité de l’atelier doit conduire à satisfaire un équilibre
entre les lots à fabriquer et la capacité de l'installation, de manière à satisfaire les critères : la
maximisation du taux d’utilisation, la minimisation des toutes les autres fonctions qui représentent les
temps et les lots, par rapport au stockage de tous les produits.
L’organigramme du fonctionnement de l’algorithme génétique multicritère est présenté sur la figure
13. Les réseaux neurologiques ont été alors inclus dans un algorithme génétique multiobjectif pour
optimiser les variables de décision et pour traiter l'ensemble des solutions de compromis pour les
critères étudiés, conduisant au front de Pareto [BAE05] [BAE06].
Une solution est dite Pareto-optimale si la valeur de n'importe quelle fonction objective la caractérisant
ne peut être améliorée sans dégrader au moins une des autres fonctions objectives [CHA83]. La
comparaison de deux solutions Pareto-optimales est laissée à l'appréciation du décideur lui-même.
Nous avons retenu un réglage standard pour les paramètres de l’algorithme génétique multicritère,
correspondant aux valeurs données dans le tableau 11.
Algorithme Génétique optimisation
95
4
Figure 13. Organigramme du fonctionnement de l?algorithme génétique multicritère
Taille de la population 100
Nombre de générations 250
Taux de survie 0,5
Taux de mutation 0,1
Tableau 11. Paramètres de l?algorithme génétique multicritère
Ces choix correspondent finalement aux valeurs classiques qu’il est possible de rencontrer dans les
travaux de l’équipe COOP [DIE04].
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4.6 Résultats de l?optimisation multicritère
4.6.1 Résultats de l?optimisation bicritère
Le but de l’étude présentée ici est la prise en compte simultanée de tous les critères de performance
mis en jeu, pris deux par deux. Dans cette étude, des critères liés aux produits et des critères liés aux
équipements ont été retenus. Trois essais ont été réalisés avec chaque combinaison bicritère. Les
résultats présentés sont ceux obtenus après le tri final de Pareto, appliqué à l’ensemble des solutions
visitées au cours de la recherche. Il peut être observé que la prise en compte des critères a été
réalisée par paires dans le but de mettre en évidence les éventuels comportements antagonistes et
d’analyser la performance de la méthode dans un cas complexe.
4.6.1.1 Taux d?utilisation moyen ? Temps de séjour moyen
La réduction du temps de séjour moyen contribue à une fabrication des produits avec le temps de
traitement le plus court dans l’atelier. Néanmoins, la maximisation du taux d’utilisation moyen
constitue une importante force contradictoire. Comme dans le cas monocritère, TUM reste faible en
valeur absolue. La figure 14 montre plusieurs solutions (153), présentant une variation importante du
temps de séjour moyen (plusieurs jours).
Figure 14. Taux d?utilisation moyen ? Temps de séjour moyen
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Le front de Pareto tracé sur la figure 14 représente les solutions non-dominées des trois exécutions,
ayant subi un tri de Pareto supplémentaire pour éliminer les individus éventuellement dominés venant
d’exécutions différentes. Par ailleurs, le jeu de signes différents permet de distinguer, parmi ces
solutions non-dominées, des solutions ayant des durées de campagnes différentes. Ainsi, outre l’effet
antagoniste des deux critères considérés, il apparaît que plus la durée de campagne est élevée,
moins les taux d’utilisation sont grands. Ce moindre encombrement permet d’éviter les goulets
d’étranglement, ce qui induit un temps de séjour moyen moins long. Par ailleurs, il est aussi possible
d’observer qu’une majorité de solutions Pareto-optimales présentent une DC faible : en effet, près de
70% ont une durée de campagne inférieure à 3000 minutes.
4.6.1.2 Taux d?utilisation moyen ? Écart type de TSM
Les tendances révélées par les solutions pour ces deux critères peuvent être interprétées comme
l’ensemble de solutions de compromis, entre la minimisation de dispersion pour TSM et la
maximisation du pourcentage pour le taux d’utilisation des équipements. Le choix de considérer ces
deux critères se justifie par leur comportement antagoniste. Les résultats de l’optimisation multicritère
sont présentés dans la figure15.
Figure 15. Taux d?utilisation ? Écart type de TSM
Les tendances mises en relief par la figure 15 montrent donc bien qu’il est impossible à la fois
d’augmenter TUM en diminuant dans le même temps EC. Le nombre total de solutions de compromis
trouvées est égal à 62. On peut noter, sur la droite de la figure, un point isolé qui correspond à
l’optimum monocritère de TUM : le point le plus proche a un EC associé très proche, alors que l’écart
en termes de TUM est très important. Ce palier montre donc que la décision à prendre dans cette
zone là penchera sûrement vers l’optimum monocritère (61 solutions).
0,2
0,4
0,6
0,8
1
1,2
5 7 9 11 13 15 17 19 21
MAX - Taux d'utilisation moyen [%]
M
IN
-É
ca
rt
 ty
pe
 d
e 
TS
M
 [j
ou
rs
]
Solutions optimales de
pareto
Algorithme Génétique optimisation
98
4
4.6.1.3 Taux d?utilisation moyen ? Moyenne de temps d?attente
La figure 16 met en évidence, comme cela était attendu, un comportement contradictoire existant
entre les deux critères considérés. Les solutions peuvent par ailleurs être reliées aux nombres de lots
stockés, via la moyenne du temps d’attente. Ces derniers critères sont de la plus haute importance
dans la mesure où il est primordial d’éviter toute forme d’exposition à la pollution des plaquettes de
silicium pendant la fabrication.
Figure 16. Taux d?utilisation moyen ? Moyenne de temps d?attente
De la même manière que précédemment, le front de Pareto global résultant de trois exécutions peut
être découpé selon des intervalles de durées de campagne DC. On observe clairement un point
d’inflexion qui s’explique en fait par l’existence d’un palier pour le Taux d’Utilisation Moyen. En effet,
lorsque le TUM est (sensiblement) compris entre 15 et 17, les MTA correspondantes passent de 350
à 800 minutes, soit une augmentation de près de 230%. Il est donc clair que la solution marquée
d’une étoile est de bien meilleure qualité que celle indiquée par une croix. Les trois zones définies sur
le front de Pareto permettent donc de mettre en évidence trois comportements différents selon les
valeurs de durée de campagne DC. Le nombre de solutions trouvées est 136.
4.6.1.4 Taux d?utilisation moyen ? Lots en cours
Concernant le nombre de solutions obtenues, l’algorithme stochastique a déterminé un nombre
important de solutions de compromis uniformément distribuées dans l’espace de recherche. La figure
17 montre la valeur obtenue avec l’approche bicritère. La tendance du front de Pareto met en relief
l’existence d’un antagonisme entre les forces liées à chaque critère. Il y a une distribution des
solutions non-dominées selon les durées de campagne. Le nombre de solutions trouvées est 103.
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Figure 17. Taux d?utilisation ? Lots en cours
4.6.1.5 Taux d?utilisation moyen ? Lots stockés
La dernière combinaison bicritère concerne les critères représentant le nombre de lots stockés. On
peut observer sur la figure 18 les solutions Pareto-optimales, conduisant à de meilleures alternatives
pour l’aide à la décision. Le nombre de solutions trouvées est 162.
Figure 18. Taux d?utilisation ? Lots stockés
4.6.2 Résultats de l?optimisation tricritère
Cette partie aborde l’optimisation classique, en considérant trois critères à chaque fois. Grâce à cette
approche tricritère, des résultats significatifs sont apportés. Les résultats mono et bicritère avaient
déjà mis en évidence le comportement de tous les critères considérés. La combinaison tricritère
permet une prise en compte plus complète des différents compromis à réaliser entre les différents
critères, et fournit ainsi des solutions plus abouties parmi lesquelles le décideur pourra effectuer une
sélection finale.
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4.6.2.1 Taux d?utilisation moyen - Écart type de TSM ? Moyenne de
temps d?attente
Sur la figure 19, il est possible d’observer le conflit entre la minimisation des critères MTA et EC et la
maximisation de l’utilisation des équipements. L’observation dans un espace à trois dimensions ne
facilite pourtant pas l’interprétation du graphe étudié. Cependant, les tendances mises en relief dans
la partie d’optimisation bicritère peuvent être transposées ici.
En effet, l’influence de la durée de campagne provoquant les points d’inflexion observés en bicritère
donne lieu, dans un espace à trois dimensions, à la forme de spirale apparaissant sur la figure 19. Le
nombre de solutions trouvées est 434.
Figure 19. Taux d?utilisation moyen - Écart type de TSM ? Moyenne de temps d?attente
Sur les figures 20 et 21 ont été tracées les projections sur les plans bicritère. Elles illustrent l’influence
d’ajouter un troisième critère à l’optimisation.
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Figure 20. Taux d?utilisation moyen - Moyenne de temps d?attente
Figure 21. Taux d?utilisation moyen - Écart type de TSM
Pour un taux d’utilisation moyen (TUM) égal a 17 %,  on observe que les solutions optimales ont
tendance à diminuer, à cause de la présence d’un troisième critère. Ainsi, les fronts de Pareto
permettent donc de mettre en évidence les comportements différents selon les valeurs de durée de
campagne DC.
4.6.2.2 Taux d?utilisation moyen - Moyenne de temps d?attente - Lots
en cours
La combinaison présentée sur la figure 22 représente un cas similaire à celui montré précédemment.
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Pour cette combinaison, on n’observait un point d’inflexion en bicritère pour le front de Pareto TUM-
MTA. Ainsi, il n’y pas ici de forme en spirale à cause de la forme régulière du bicritère TUM-EN. Le
nombre de solutions trouvées est 780.
Figure 22. Taux d?utilisation moyen- Moyenne de temps d?attente ?Lots en cours
4.6.2.3 Taux d?utilisation moyen - Temps de séjour moyen - Lots en
cours
Cette combinaison tricritère prend en compte des critères qui représentent le comportement du taux
d’utilisation, du temps de séjour moyen et des lots en cours pour l’atelier didactique. Sur la figure 23,
les conclusions tirées de la combinaison des critères précédent sont applicables : point d’inflexion
pour le bicritère TUM-TS et allure régulière pour TUM-TSM. Néanmoins, l’inflexion est très légère et
se note à peine sur le diagramme en trois dimensions. Le nombre de solutions trouvées est 558.
Finalement, en conclusion sur les optimisation tricritère réalisées, il découle que, même si quelques
différences mineures apparaissent dues aux inflexions locales des bicritères, les tendances générales
des surfaces en trois dimensions sont très similaires : l’antagonisme de cinq critères (TSM, EC, EN,
TS et MTA) face à un dernier (TUM) rend généralisable l’approche aux autres combinaisons, et
laissent suggérer que ces optimisations sont suffisantes pour déterminer des solutions de compromis
global, sans avoir à réaliser d’autres calculs avec davantage de critères.
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Figure 23. Taux d?utilisation moyen - Temps de séjour moyen - Lots en cours
4.7 Actualisation de la Base de Données
La figure 1 rappelle la méthodologie retenue. La base de données (BdD) a été réalisée au moyen de
MELISSA. Sa construction a été basée sur la mise en ?uvre d’un plan d’expériences, sauf pour la
variable « temps d’entrée de chaque lot » (DL), qui a été traitée de manière aléatoire en raison d’une
combinatoire trop grande.
Comme cela a déjà été mentionné plus haut, la base de données initiale a été modifiée en y intégrant
les solutions découlant de l’étape d’optimisation, déterminées au moyen de l’AGM. Les jeux de
variables correspondant aux solutions Pareto-optimales trouvées ont été « re-simulées » au moyen
du SED, puis  réinjectées dans la base de données pour un nouvel apprentissage du réseau de
neurones. La figure 24 donne les résultats de l’optimisation dans un plan bicritère, pour le taux
d’utilisation et le nombre de lots en cours, avec une base de données initiale comportant 2250 points.
Les solutions trouvées au moyen de l’AGM (donc calculées par le réseau de neurones) peuvent être
comparées aux mêmes jeux de variables, simulés par MELISSA. On constate, pour le critère Lots en
cours et Taux d’utilisation, que l’écart entre les points calculés par les deux méthodes peut parfois
être important.
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Figure 24. Comparaison initiale entre les solutions de MELISSA et l?AGM
pour le bicritère Taux d?utilisation moyen et Lots en cours
Ainsi, les solutions de l’AGM recalculées par MELISSA sont injectées systématiquement dans la base
de données initiale pour un nouvel apprentissage Cette procédure est renouvelée itérativement et
manuellement. La figure 25 illustre l’évolution du nombre de solutions réinjectées dans la base de
données au fur et à mesure des itérations de la procédure.
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Figure 25. Nombre de solutions optimales réinjectées à la BdD
La figure 26 est tracée selon les mêmes principes que la figure 24. Il est alors possible de constater
qu’après un certain nombre d’itérations successives du procédé de rétro-alimentation de la base de
données, les critères calculés par le réseau de neurones se rapprochent des simulations de
MELISSA : la précision du RN est donc nettement améliorée, jusqu’à obtenir une valeur souhaitée de
l’erreur moyenne. La validité de la démarche proposée est donc mise en évidence. Le nombre
d’itérations effectué dépend des cas traités. La base de données a ici été incrémentée jusqu’à 3379
éléments.
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Figure 26. Comparaison finale entre les solutions de MELISSA et l?AGM
pour le bicritère Taux d?utilisation et Lots en cours
Conclusion
Ce chapitre a trait à la présentation de la méthodologie pour l’optimisation monocritère et multicritère.
Elle a d’abord été appliquée au problème d’atelier didactique défini dans le chapitre II. A l’examen des
résultats présentés, on peut observer que, dans le cas d’optimisation monocritère, plusieurs solutions
proches de l’optimum sont obtenues pour chaque critère. A partir de ces résultats, l’intérêt de prendre
en compte simultanément des critères relatifs aux équipements (TUM) et aux produits (MTA, TSM,
EC, EN, TS) est mis en relief, de manière à implémenter une méthode d’optimisation multicritère. Elle
doit permettre de retrouver aussi bien de bonnes solutions pour chacun des critères que des solutions
se situant dans la zone de compromis entre les critères considérés. Toutefois, pour l’optimisation
multicritère, les critères ont été pris en compte par paires dans un premier temps, ce qui a permis
d’évaluer la méthode. Lors de la prise en compte de deux critères, la procédure s’est montrée très
performante pour donner les tendances et influences des variables sur les solutions (notamment,
l’effet de DC). Enfin, l’ordonnancement à court terme de l’atelier, avec la prise en compte simultanée
de trois critères a été abordé. La méthode a proposé un ensemble suffisamment large de solutions de
compromis permettant au décideur d’aborder le problème du choix final. Une application intéressante
qui résulte des ordonnancement générés par le couplage AGM-RN consisterait à prévoir lors des
périodes d’oisiveté des équipements les phases de maintenance préventive.
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Dans cette étude, le but est d’évaluer la méthodologie plutôt que les résultats eux-mêmes. Le temps
moyen pour l’exécution d’un algorithme génétique multicritère couplé avec le réseaux de neurones est
de 1 heure, alors que pour le couplage algorithme génétique et simulation des événements discrets
(MELISSA), le temps CPU est alors d’environ 9 heures. Ainsi, l’importance de la réduction du temps
de calcul, tout en conservant la qualité des résultats après optimisation, met en valeur l’intérêt de
l’approche développée ici, dans une optique d’aide à la décision pour l’ordonnancement à court terme
dans la fabrication de composants électroniques.
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ANNEXE I
Taux de mutation pour l?optimisation monocritère (TUM)
indice
mutation 10% 15% 20% 25% 30% 35% 40%
Moyenne 19,8322 19,7285 19,7282 19,7453 19,5990 19,5115 19,4026
écart type 0,7174 0,7290 0,7093 0,7036 0,7584 0,7233 0,8122
Cible 20,0528
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Application
à un atelier
de taille
industrielle
Introduction
Ce chapitre est dédié à l’application de la méthodologie pour traiter un exemple issu de l’industrie de
fabrication de semi-conducteurs. Nous avons choisi de retenir la structure d’atelier présenté dans
[PEY93], de taille industrielle, pour lequel la méthodologie proposée trouve pleinement son intérêt.
Précédemment, cet exemple avait été abordé par la simulation et par la recherche de l’ordre de
lancement optimal des produits conduisant à  la minimisation du temps de séjour moyen des produits.
L’étude est étendue ici à l’optimisation simultanée des dates de lancement des produits et de la durée
de la campagne  selon une approche multicritère.
Application à un atelier de taille industrielle
110
5
NOTATIONS
AGM : algorithme génétique multicritère
DC : durée de campagne
DL :  date d'entrée pour les lots
EC : écart type de TSM
EN : lots en cours de fabrication
MTA : moyenne de temps d'attente
NL :  nombre total de lots par campagne
NR : nombre de combinaisons de recettes
NT : nombre total de lots à fabriquer
PCF : pourcentage de chaque famille
RN : réseaux de neurones
TS : nombre de fois où les lots sont stockés
TSM : temps de séjour moyen
TUM : taux d'utilisation moyen
5.1 Présentation de l?exemple
??atelier étudié présenté [PEY92] permet à partir de plaquettes de silicium déjà recouvertes de
plusieurs couches épitaxiées diversement dopées, de fabriquer plusieurs types de composants
électroniques complexes ; classiquement, comme pour l?atelier didactique, les plaquettes suivent
des cheminements différents à travers la salle blanche selon leur classe ou famille d?appartenance.
Il s?agit d?un atelier multiobjectifs d?un parc de 41 équipements élaborant 50 produits comportant 70
étapes de traitement. L?atelier sera baptisé WAF-FAB dans la suite du chapitre. Les temps
opératoires sont identiques à ceux de [PEY92]. Le parc est constitué d?étapes en parallèle, à
équipements communs, à cadence. Elles sont de capacité égale ou supérieure à un lot, selon le
cas.
Du point de vue physico-chimique, on peut distinguer 6 grands types de procédés :
1. les étapes de diffusion ;
2. les étapes de dépôt ;
3. les étapes de photolithographie ;
4. les étapes de gravure ;
5. les étapes de métallisation ;
6. les étapes de contrôle.
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Les produits sont répartis en 6 gammes de fabrication ou classes différentes. Elles se distinguent
selon le dopage des plaquettes et, ensuite, de leur cheminement dans la salle blanche.
??élimination des cycles dans le cheminement des produits selon la procédure de « linéarisation »
déjà explicitée au chapitre 2, conduit à un atelier qui comporte maintenant 70 étapes de fabrication.
La figure 1 illustre l?atelier après la phase de linéarisation.
5.1.1 Hypothèses de fonctionnement
Les hypothèses présentées dans cette partie précisent plus finement le mode de fonctionnement de
l'atelier. L'atelier fonctionne 24 heures sur 24 et 7 jours sur 7. Les espaces de stockage ont une
capacité suffisante, de façon à ne pas introduire de contraintes de disponibilité. Le regroupement,
??est-à-dire, le traitement simultané de plusieurs lots pour réaliser la même opération de la même
recette dans un même équipement, est autorisé. On charge alors autant de lots que le permet la
capacité de l?équipement. Il n?existe pas d'ordre de priorité déterminé. Tous les lots sont affectés à
chaque recette et ils sont gérés selon la même règle de priorité FIFO. La production est organisée
en campagnes. Au sein de chaque campagne, deux lots de même famille sont lancés à une même
date. Le nombre de lots lancés par campagne est fixé à 58 dans le cadre de cet exemple.
??enchaînement de deux campagnes consécutives se fait sans interruption.
Par rapport à l?atelier didactique, pour lequel les temps d?intervention des opérateurs étaient
englobés dans le temps opératoire et où la ressource « opérateur » n?avait pas été introduite à des
fins de simplification, nous avons retenu ici la configuration de l?atelier originale avec 72 opérateurs
organisés en équipes qui interviennent selon un rythme classique de rotation et 313 interventions
de maintenance préventive.
5.1.2 Entrées pour MELISSA
Les entrées du simulateur représentent les caractéristiques de l?atelier industriel. Chaque groupe de
plaquettes de silicium est identifié par un numéro correspondant à sa famille. Une campagne est
constituée par le lancement de plusieurs produits appartenant à diverses classes.
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Les variables d?entrées sont les suivantes :
· NR : Combinaison de recettes à fabriquer, fixé à NR=1 pour les six types de produits
(classes 1, 2, 3, 4, 5 et 6).
· NL : Nombre total de lots par campagne, fixé à 58 lots.
· NT : Nombre total de lots (1 lot = 50 plaquettes). Au total, 174 lots sont considérés.
· PCF : Pourcentage de chaque famille : les pourcentages de chaque classe de produits
retenus par rapport à la configuration utilisée par Peyrol [PEY92] sont :
     Classe 1 :  28 %
     Classe 2 :  16 %
     Classe 3 :  20 %
     Classe 4 :  16 %
     Classe 5 :  16 %
     Classe 6 :  4 %
§ DC : Durée de chaque campagne. L?espace de recherche est le suivant {10080, 11080,
12080, 13080, 14080, 15080, 16080 et 17080 min}.
§ DL : Date de lancement de chaque lot, calculée aléatoirement entre l?instant 0 et DC.
Deux lots de chaque classe sont lancés simultanément (29 valeurs pour DC).
5.1.3 Sorties de MELISSA
Les sorties du simulateur considérées sont les mêmes indices de performance déjà définis pour
??atelier didactique (chapitre II). Elles constituent ainsi les critères d?évaluation retenus et transmis à
??outil d?optimisation.
5.2 Simulations
Pour alimenter le réseau de neurones (RN), la taille nécessaire des échantillons pour rendre le
réseau suffisamment représentatif a été déterminé en utilisant la même relation que précédemment
(cf équation 9 du chapitre II, avec d = 2%), on obtient une taille de 2400 pour le plan d?expériences.
5.2.1 Résultats de la simulation de l?atelier WAF-FAB
Le tableau 1 indique les résultats de la simulation relatifs à l?atelier WAF-FAB pour les différents
indices de performance. Il retient les valeurs optimales de chaque critère pour l?ensemble des
simulations effectuées dans le plan d?expériences.
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Indices de
Performance
TUM EC TSM MTA EN TS
Max TUM 36,10 1,03 7,66 230,13 34,67 920,67
Min EC 34,33 0,60 7,19 190,24 32,33 841,00
Min TSM 26,81 0,90 6,29 148,58 13,33 716,33
Min MTA 29,80 0,75 6,34 134,36 19,00 759,00
Min EN 25,80 1,15 7,34 226,59 6,00 812,00
Min TS 27,66 0,94 6,47 183,68 19,00 677,67
Tableau 1. Résultats de la simulation avec MELISSA pour l?atelier WAF-FAB
Les valeurs correspondant aux meilleurs indices de performance sont indiquées en caractères gras.
Nous détaillons ci-après les résultats obtenus pour chaque critère.
5.2.2 Indices de performance pour l?atelier WAF-FAB
??ensemble des courbes présentées ci-après donnent la valeur moyenne de chaque indice de
performance. Elles ont été obtenues à partir des résultats de 2400 simulations. Dans cette étude,
nous avons considéré chaque sortie en fonction de la durée de campagne DC.
5.2.2.1 Taux d?utilisation moyen (TUM)
La figure 2 donne la tendance de TUM en fonction de DC. TUM est calculé comme le pourcentage
??utilisation moyen de toutes les étapes, pendant tout l?horizon de temps de la simulation.
On constate là encore que les taux d?utilisation sont en moyenne assez faibles, par rapport à des
performances attendues.
Nous avons déjà remarqué ce phénomène pour l?atelier didactique, de façon plus accentuée : nous
??avions attribué à des temps opératoires faibles sur certaines étapes par lesquelles les produits
doivent cependant obligatoirement passer et qui pénalisent la performance de l?ensemble.
Il semblerait peut-être plus judicieux de prendre en compte un critère de coût, lié à l?amortissement
de l?étape. Néanmoins, la suite de l?étude continuera à s?intéresser à ce critère.
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Figure 2. Tendance moyenne par campagne du Taux d?utilisation moyen
5.2.2.2 Temps de séjour moyen (TSM)
La figure 3 montre le comportement du TSM par campagne. On constate que les performances
sont dégradées d?environ 10% sur la plage de valeur envisagées pour la durée de campagne
[10080, 17080 min].
Figure 3. Tendance moyenne par campagne du Temps de séjour moyen
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5.2.2.3 Écart type de TSM (EC)
A partir des résultats du TSM, l?écart-type (EC) est calculé de manière à mesurer la dispersion de
tous les produits déjà sortis de l?atelier. Il est relativement important par rapport au temps moyen de
séjour des produits (0,8 à 1 jour). La figure 4 illustre l?évolution de l?EC moyen sur toutes les
campagnes.
Figure 4. Tendance moyenne par campagne de l?écart type du TSM
5.2.2.4 Moyenne des temps d?attente (MTA)
La figure 5 montre l?évolution de la moyenne des temps d?attente par campagne. Là encore, les
résultats sont en accord avec les tendances déjà observées sur l?atelier didactique.
Figure 5. Tendance moyenne par campagne de la moyenne de temps d?attente
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5.2.2.5 Nombre total de lots en cours de fabrication (EN)
La figure 6 montre l?évolution de la moyenne par campagne pour le nombre de lots en cours (EN).
Comme précédemment, il a tendance à diminuer lorsqu?on augmente la durée de la campagne. On
constate toutefois que le nombre de lots peut prendre des valeurs relativement élevées pour les
durées de campagne les plus faibles, ce qui est un inconvénient.
Comme le temps de séjour  moyen des produits est calculé sur le nombre de produits sortis, la
valeur numérique de TSM pour les plus faibles valeurs de DC a peu de sens. L?optimisation du
bicritère DC-EN aura donc tout son intérêt.
Figure 6. Tendance moyenne par campagne du nombre de lots en cours de fabrication
5.2.2.6 Nombre total de lots stockés (TS)
La figure 7 montre l?évolution de la moyenne par campagne du nombre de fois où les lots sont
stockés : on observe logiquement une tendance moyenne à diminuer pour tous les produits lorsque
la durée de la campagne augmente.
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Figure 7. Tendance moyenne par campagne de lots stockés (TS)
Les comportements de TSM, MTA, EC, EN et TS présentent une tendance relativement similaire.
Le tableau 2 indique le bilan complet pour chaque indice de performance au cours de durée des
campagnes (DC).
Valeur Limite Limite
moyenne inférieure supérieure
TUM     [%] 30,23 24,97 36,10
EC     [jours] 0,97 0,60 1,67
TSM  [jours] 6,94 6,29 8,26
MTA  [min] 192,66 134,36 298,17
EN     [lots] 23,22 6,00 41,67
TS      [lots] 801,61 677,67 920,67
Indices de
Performance
Tableau 2.  Résultats des indices de performance de l?atelier WAF-FAB.
5.3 Modélisation par réseaux de neurones
5.3.1 Entrées pour le modèle de réseau des neurones
Les résultats de la simulation sont utilisés comme données d?entrée pour alimenter le réseau de
neurones (voir chapitre III). Comme précédemment, la base de données (2400) est répartie en deux
classes. Les deux tiers des résultats de simulation sont utilisés pour l?apprentissage (1600), tandis
que le tiers restant (800) sert pour effectuer les épreuves de validation. Pour cette étude, toutes les
sorties ont été modélisées de manière unique (voir chapitre III).
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5.3.2 Nombre de neurones cachés et nombre d?itérations
En utilisant la procédure décrite au chapitre III, le nombre de neurones cachés  et le nombre
??itérations pour chaque réseau ont été trouvés. Le tableau 3 donne les résultats obtenus vis-à-vis
du nombre de neurones cachés (NNC) pour toutes les sorties considérées.
Sorties NNC RMSEAppr RMSETest
TUM 15 0,00916 0,00936
EC 20 0,07002 0,050412
TSM 15 0,03284 0,033301
MTA 15 0,04098 0,035249
EN 15 0,02705 0,029257
TS 18 0,03156 0,022996
Tableau 3. Résultats du nombre de neurones cachés pour les sorties
Les résultats concernant le nombre de itérations pour chaque structure sont rassemblés dans le
tableau 4 pour tous les indices de performance considérés.
Sorties Itérations RMSEAppr RMSETest
TUM 750 0,00904 0,00935
EC 850 0,06908 0,05031
TSM 650 0,03272 0,03325
MTA 500 0,04076 0,03504
EN 600 0,02685 0,02906
TS 700 0,03143 0,02281
Tableau 4. Résultats du nombre d?itérations pour les sorties
??ensemble des résultats confirme la bonne prédiction de l?approche réseau de neurones pour
représenter le fonctionnement global de l?atelier.
5.3.3 Résultats de la modélisation
La figure 8 montre la comparaison entre les valeurs calculées par RN et mesurées (MELISSA), pour
TUM selon l?utilisation de ces données dans l?atelier WAF-FAB.
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Figure 8. Apprentissage et test pour les valeurs calculées et mesurées
du taux d?utilisation moyen (TUM)
La même approche, a été également appliquée aux critères EC et TSM. Le nombre de neurones
cachés y est égal à 20 et 15 respectivement. Les figures 9 et 10 montrent les résultats obtenus pour
la comparaison entre les valeurs calculées et mesurées pour EC et TSM.
Figure 9. Apprentissage et test pour les valeurs calculées et mesurées
de l?écart type de TSM (EC)
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Figure 10. Apprentissage et test pour les valeurs calculées et mesurées
du temps de séjour moyen (TSM)
De même, les résultats comparés entre les calculs de MELISSA et du RN sont présentés sur les
figures 11, 12 et 13 pour les critères MTA, EN, TS respectivement.
Figure 11. Apprentissage et test pour les valeurs calculées et mesurées
de la moyenne des temps d?attente (MTA)
Application à un atelier de taille industrielle
122
5
Figure 12. Apprentissage et test pour les valeurs calculées et mesurées
du nombre de lots en cours de fabrication (EN)
Figure 13. Apprentissage et test pour les valeurs calculées et mesurées
du nombre de fois où les lots sont stockés (TS)
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5.4 Optimisation monocritère et multicritère
Les sections suivantes donnent les résultats de l?optimisation monocritere et multicritere. Les
paramètres de fonctionnement retenus sont identiques à ceux employés pour l?optimisation de
??atelier didactique (voir chapitre IV).
5.4.1 Résultats de l?optimisation monocritère
Le tableau 5 donne les bornes utilisées pour les variables d?optimisation DC et DL.
Variables Minimum Maximum
DC 10080 17080
DL 0 DC
Tableau 5. Variables d?optimisation pour l?atelier industriel
??optimisation monocritère de l?atelier industriel a été réalisée de façon à obtenir la valeur de la
meilleure solution pour chacun des critères pris séparément. Par ailleurs, comme précédemment,
cette étape préliminaire permet d?avoir une bonne connaissance du problème avant d?aborder
??aspect multicritère.
5.4.1.1 Taux d?utilisation moyen (TUM)
Les résultats de l?optimisation monocritère sont présentés sur la figure 14 pour le critère
correspondant à la maximisation du taux d?utilisation moyen (TUM) des équipements de l?atelier. Il
est possible de constater que la valeur du meilleur individu de chaque génération et la valeur
moyenne de la fonction objectif de la population présentent une allure régulière et que la meilleure
solution est obtenue au bout d?environ 50 générations.
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Figure 14. Évolution de l?algorithme génétique pour le taux d?utilisation moyen (TUM)
On observe dans le tableau 6 que la tendance de TUM, ressemble au comportement observé sur
??atelier didactique, qui tend à lancer tous les produits au démarrage de la campagne. La durée de
campagne (DC) correspond également à la  borne inférieure du critère.
TUM [%] EC [jours] TSM [jours] MTA [min] EN [lots] TS [lots]
35,81 1,38 8,13 258,66 17,91 916,91
DC[min] DL1 DL2 DL3 DL4 DL5
10080 0 0 0 0 0
DL6 DL7 DL8 DL9 DL10 DL11
0 0 0 0 0 0
DL12 DL13 DL14 DL15 DL16 DL17
0 0 0 0 0 0
DL18 DL19 DL20 DL21 DL22 DL23
0 0 0 0 0 0
DL24 DL25 DL26 DL27 DL28 DL29
0 0 0 0 0 0
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 6. Résultats correspondant à la solution pour TUM (critères - variables)
5.4.1.2 Temps de séjour moyen (TSM)
La figure 15 présente le résultat monocritère pour le temps de séjour moyen (TSM). De la même
manière que pour l?atelier didactique, on observe une diminution de la moyenne et de la meilleure
solution lors des premières générations, pour se stabiliser ensuite. La valeur de la moyenne se
rapproche de la meilleure solution, ce qui atteste de la convergence de la solution trouvée.
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Figure 15. Évolution de l?algorithme génétique pour le temps de séjour moyen (TSM)
Les résultats sur le tableau 7 permettent de constater que la valeur du critère EC a diminué  par
rapport à sa valeur correspondant à l?optimum obtenu pour TUM.
TSM [jours] EC [jours] TUM [%] MTA [min] EN [lots] TS [lots]
6,38 0,78 25,8 138,98 9,2 740,05
DC[min] DL1 DL2 DL3 DL4 DL5
16805,5 15323,3 253,28 5825,39 3735,85 16083,1
DL6 DL7 DL8 DL9 DL10 DL11
379,92 5445,47 15070 14120,2 13423,7 6838,5
DL12 DL13 DL14 DL15 DL16 DL17
16083,1 6205,3 14120,2 13993,6 11714,1 14056,9
DL18 DL19 DL20 DL21 DL22 DL23
16146,5 3799,17 12220,6 3545,89 16019,8 569,88
DL24 DL25 DL26 DL27 DL28 DL29
11777,4 15703,2 633,19 189,96 16146,5 569,88
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 7. Résultats pour les critères et les variables pour le temps de séjour moyen (TSM)
5.4.1.3 Autres critères
Les résultats des critères envisagés lors de la phase d?optimisation monocritère pour l?atelier WAF-
FAB sont presentés sur les figures 16 à 19. Il est également possible de constater que les critères
(TSM, MTA, EN, TS) suivent une tendance similaire à celle de EC. Les résultats numériques sont
disponibles dans les tableaux 8 à 11. On observe donc des comportements similaires entre EC,
MTA, EN et TS.
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· Écart-type de TSM (EC)
Figure 16. Évolution de l?algorithme génétique pour l?écart type (EC)
EC [jours] TUM [%] TSM [jours] MTA [min] EN [lots] TS [lots]
0,61 26,03 7,83 156,26 8,16 750,53
DC[min] DL1 DL2 DL3 DL4 DL5
16915,3 15588,6 1621,21 1683,57 2182,4 15526,2
DL6 DL7 DL8 DL9 DL10 DL11
12657,9 187,06 15339,2 623,54 14840,4 15775,7
DL12 DL13 DL14 DL15 DL16 DL17
15775,7 1621,21 14466,2 311,77 7108,4 15651
DL18 DL19 DL20 DL21 DL22 DL23
748,25 13718 4115,39 9103,74 2930,66 14653,3
DL24 DL25 DL26 DL27 DL28 DL29
15588,6 498,84 13219,1 1621,21 6235,44 9166,1
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 8. Résultats pour les critères et les variables pour l?écart-type (EC)
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· Moyenne des temps d?attente (MTA)
Figure 17. Évolution de l?algorithme génétique pour la
moyenne des temps d?attente (MTA)
MTA [min] EC [jours] TSM [jours] TUM [%] EN [lots] TS [lots]
135,54 0,69 6,59 25,66 9,47 759,42
DC[min] DL1 DL2 DL3 DL4 DL5
16805,5 14626,8 126,64 9054,68 12030,7 14563,5
DL6 DL7 DL8 DL9 DL10 DL11
253,28 1013,11 1393,03 15449,9 13423,7 126,64
DL12 DL13 DL14 DL15 DL16 DL17
15006,7 10194,4 10701 1266,39 15893,2 3799,17
DL18 DL19 DL20 DL21 DL22 DL23
15893,2 11334,2 14943,4 2786,05 15513,3 11650,8
DL24 DL25 DL26 DL27 DL28 DL29
15386,6 15576,6 3165,97 1329,71 15956,5 3419,25
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 9. Résultats pour les critères et les variables
 pour la moyenne des temps d?attente (MTA)
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· Lots en cours de fabrication (EN)
Figure 18. Évolution de l?algorithme génétique pour les lots en cours (EN)
EN [lots] EC [jours] TSM [jours] MTA [min] TUM [%] TS [lots]
6,61 0,95 7,07 227,62 25,92 819,66
DC[min] DL1 DL2 DL3 DL4 DL5
17080 3525,85 1070,35 440,73 566,65 13725,6
DL6 DL7 DL8 DL9 DL10 DL11
15047,8 629,62 13033 2770,31 4470,27 3211,04
DL12 DL13 DL14 DL15 DL16 DL17
6422,08 944,42 11081,2 629,62 12592,3 2455,5
DL18 DL19 DL20 DL21 DL22 DL23
755,54 377,77 5477,66 818,5 15425,6 2896,23
DL24 DL25 DL26 DL27 DL28 DL29
3148,08 15299,7 314,81 1133,31 566,65 125,92
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 10. Résultats pour les critères et les variables pour les lots en cours (EN)
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· Nombre total de fois où les lots sont stockés (TS)
Figure 19. Évolution de l?algorithme génétique pour le nombre
total de fois où les lots sont stockés (TS)
TS [lots] EC [jours] TSM [jours] MTA [min] EN [lots] TUM [%]
680,91 1,23 6,91 224,93 15,97 25,65
DC[min] DL1 DL2 DL3 DL4 DL5
16805,5 10131,1 10954,3 14183,5 10194,4 15766,5
DL6 DL7 DL8 DL9 DL10 DL11
12220,6 11270,9 13613,7 15576,6 14753,4 6395,26
DL12 DL13 DL14 DL15 DL16 DL17
7408,37 15070 15576,6 16019,8 14690,1 14183,5
DL18 DL19 DL20 DL21 DL22 DL23
10511 10511 13867 12980,5 16083,1 759,83
DL24 DL25 DL26 DL27 DL28 DL29
15703,2 0 7471,69 11080,9 633,19 10321,1
Résultats pour les variables, DL[min]
Résultats pour les critères
Tableau 11. Résultats pour les critères et les variables pour le
nombre total de fois où les lots sont stockés (TS)
5.4.2 Résultats de l?optimisation bicritère
Dans cette étude, les mêmes combinaisons bicritères que celles utilisées au chapitre IV ont été
retenues. La prise en compte des critères a été réalisée par paires dans le but de mettre en
évidence des comportements antagonistes.
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5.4.2.1 Taux d?utilisation moyen ? Temps de séjour moyen
La figure 20 montre plusieurs solutions (100) présente le front de Pareto pour le bicritère {temps de
séjour moyen, taux d?utilisation moyen}.
Figure 20. Taux d?utilisation moyen ? Temps de séjour moyen
Le front de Pareto tracé sur la figure 20 permet de distinguer, parmi ces solutions non-dominées,
des solutions ayant des durées de campagnes différentes. Il apparaît que plus la durée de
campagne est élevée, moins les taux d?utilisation sont élevés. De même, une réduction de la durée
de campagne se traduit par un accroissement du temps de séjour moyen ce qui correspond à une
attente devant certaines équipements. Il est aussi possible d?observer qu?une majorité de solutions
Pareto-optimales présentent une durée de campagne (DC) faible : en effet, près de 60% ont une
durée de campagne inférieure à 14000 minutes.
5.4.2.2 Taux d?utilisation moyen ? Écart type de TSM
Nous avons considéré ici la minimisation de la dispersion moyenne pour le temps de séjour et la
maximisation du pourcentage du taux d?utilisation moyen des équipements. Les résultats de cette
optimisation bicritère sont présentés dans la figure 21.
6,2
6,4
6,6
6,8
7
7,2
7,4
7,6
7,8
20 25 30 35 40
Taux d'utilisation moyen [%]
Te
m
ps
 d
e 
sé
jo
ur
 m
oy
en
 [j
ou
rs
]
10080 < DC < 12000
12000 < DC < 14000
14000 < DC < 17080
Application à un atelier de taille industrielle
131
5
Figure 21. Taux d?utilisation moyen ? Écart type de TSM
Les tendances de la figure 21 montrent qu?il est impossible à la fois d?augmenter TUM en diminuant
dans le même temps EC. Le nombre total de solutions de compromis trouvées est égal à 61.
5.4.2.3 Taux d?utilisation moyen ? Moyenne des temps d?attente
La figure 22 montre un comportement contradictoire existant entre les deux critères considérés. Les
solutions peuvent par ailleurs être reliées au nombre de fois où les lots sont stockés, via la
moyenne du temps d?attente.
Figure 22. Taux d?utilisation moyen ? Moyenne des temps d?attente
On observe un point d?inflexion qui s?explique en fait par l?existence d?un palier pour le taux
??utilisation moyen. Lorsque le TUM est compris entre 28 et 30, les MTA correspondantes passent
0,4
0,6
0,8
1
1,2
1,4
1,6
20 25 30 35 40
Taux d'utilisation moyen [%]
Ec
ar
t t
yp
e 
de
 T
SM
 [j
ou
rs
]
10080 < DC < 12000
12000 < DC < 14000
14000 < DC < 17080
100
140
180
220
260
300
20 25 30 35 40
Taux d'utilisation moyen [%]M
oy
en
ne
 d
es
 te
m
ps
 d
'a
tte
nt
e 
[m
in
]
10080 < DC <12000
12000 < DC < 14000
14000 < DC <17080
Application à un atelier de taille industrielle
132
5
de 180 à 220 minutes, soit une augmentation de près de 20%.  Les trois zones définies sur le front
de Pareto permettent donc de mettre en évidence l?impact des différentes valeurs de la durée de
campagne DC. Le nombre de solutions trouvées est de 52.
5.4.2.4 Taux d?utilisation moyen ? Lots en cours
La figure 23 montre les valeurs obtenues en considérant les critères TUM et EN, qui conduit à une
distribution assez  régulière des solutions non-dominées selon les durées de campagne. Le nombre
de solutions trouvées est de 64. La tendance du front de Pareto met en relief l?existence d?un
antagonisme entre les forces liées à chaque critère.
Figure 23. Taux d?utilisation moyen ? Lots en cours
5.4.2.5 Taux d?utilisation moyen ? Lots stockés
On peut observer sur la figure 24 les solutions Pareto-optimales, conduisant à de meilleures
suggestions pour l?aide à la décision. Le nombre de solutions trouvées est de 123.
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Figure 24. Taux d?utilisation moyen ? Lots stockés
5.4.3  Résultats de l?optimisation tricritère
La combinaison tricritère permet dans ce paragraphe une prise en compte plus complète des
différents compromis à réaliser entre les différents critères pour l?atelier industriel.
5.4.3.1 Taux d?utilisation moyen - Écart type de TSM ? Moyenne de
temps d?attente
Sur la figure 25, il est possible d?observer le conflit entre la minimisation des critères MTA et EC et
la maximisation de l?utilisation des équipements.
On obtient trois zones qui correspondent à trois valeurs de la durée de campagne, relativement bien
réparties dans l?espace, donnant lieu à une forme en spirale. Le nombre de solutions trouvées est
de 348.
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Figure 25. Taux d?utilisation moyen - Écart type de TSM ? Moyenne des temps d?attente
5.4.3.2 Taux d?utilisation moyen - Moyenne des temps d?attente -
Nombre de lots en cours
La combinaison présentée sur la figure 26 présente un cas similaire, où l?on observait deux points
??inflexion dans le cas bicritère pour le front de Pareto TUM-MTA.
Le nombre de solutions trouvées est égal à 709.
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Figure 26. Taux d?utilisation moyen- Moyenne des temps d?attente ?Lots en cours
5.4.3.3 Taux d?utilisation moyen - Temps de séjour moyen ?
Nombre de lots stockés
La figure 27 montre que les tendances générales des surfaces en trois dimensions sont similaires.
Le nombre de solutions trouvées est de 495.
Figure 27. Taux d?utilisation moyen - Temps de séjour moyen - Lots stockés
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Conclusion
Ce chapitre a permis de valider sur un cas industriel la méthodologie proposée et testée dans les
chapitres 2, 3 et 4 sur des exemples didactiques. Sa flexibilité au niveau de l?implémentation a été
mise en évidence à travers le nombre réduit de modifications réalisées tant au niveau du simulateur
à événements discrets que de l?algorithme génétique monocritère et multicritère. Dans ce chapitre,
le problème d?ordonnancement à court terme a été abordé sur un cas réel, en choisissant comme
variables d?optimisation les dates de lancement (DL) et la durée de campagne (DC). Pour l?atelier
industriel, le temps moyen pour l?exécution d?un algorithme génétique multicritère (bicritère) couplé
avec le réseau de neurones est de l?ordre 3.5 heures, alors que pour le couplage algorithme
génétique-simulateur à événements discrets (MELISSA), le temps CPU s?élevait à 31.5 heures.
Les résultats obtenus montrent que le fonctionnement d?un atelier réel est délicat à appréhender.
Toutefois, ils doivent permettre de proposer des pistes très difficiles à imaginer ex nihilo pour le
personnel en charge de l?exploitation du l?atelier. Il faut toutefois être conscient du fait que les fronts
du Pareto qui représentent des solutions optimales au strict sens mathématique du terme, ne
pourront être exploités de façon efficace que pas des ingénieurs rompus à la gestion de ce type
??ateliers. Cette combinaison n?a pas la prétention de fournir un cadre précis pour l?ordonnancement
??ateliers de production, mais s?arrête à la proposition d?ensembles de solutions possibles parmi
lesquelles l?expert devra faire son choix en fonction des impératifs de production, ce qui constitue
une aide à la décision notable face à l?aspect combinatoire très prononcé de ce type de problème.
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Conclusions et
Perspectives
Conclusions
Le travail proposé dans ce manuscrit de thèse avait pour objectif le développement d’une approche
multicritère d’aide à la décision pour l’ordonnancement d’ateliers. S’il s’inscrit clairement dans
une démarche méthodologique, il correspond cependant aux préoccupations pratiques auxquelles le
responsable d’ateliers est systématiquement confronté. Il s’agit d’identifier un jeu de conditions
d’exploitation satisfaisant les impératifs industriels de tels ateliers. L’atelier de fabrication de
composants électroniques sert de support à l’étude.
En effet, l'environnement de production requis pour produire les semiconducteurs compte sans aucun
doute parmi les plus complexes et les plus coûteux. Le processus-type implique plusieurs centaines
d'étapes de traitement quasiment totalement automatisées à de nombreuses tranches ("couches
successives") de silicium, chacune contenant un grand nombre de composantes.
La mise au point d’un tel processus est donc délicate et justifie le recours à des outils fiables  d’aide à
la décision. Le cadre du travail concerne un environnement déterministe du système de production.
L’approche mise en ?uvre comporte trois étapes :
1- L’utilisation d’un simulateur à événements discrets (SED) sert à générer une base de
données représentative du système de production afin d’évaluer un certain nombre de critères
pertinents pour la performance de l’atelier ;
2- Un modèle neuronal est ensuite construit à partir de la base de données précédente afin de
calculer les indicateurs de performance de l’atelier ;
3- Un algorithme d’optimisation multicritère, basé sur un algorithme génétique est chargé
de proposer au décideur un ensemble de solutions potentielles vis-à-vis du problème à
résoudre. Les solutions optimales trouvées à ce niveau peuvent être réinjectées dans la base
de données ; on peut envisager ainsi une actualisation des poids du réseau de neurones afin
de mieux décrire le système productif. La (ou les) solution(s) intéressante(s) pour le décideur
sont ensuite simulées par le SED afin de fournir le plan de production complet.
Une réflexion a été menée sur le choix des variables d’action qui sont les variables d’entrée du réseau
de neurones, afin de rendre le modèle suffisamment générique.
· Le premier paramètre (NR) correspond au nombre et type associé de recettes simultanées
que l’atelier étudié doit prendre en compte.
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· Il s’agit d’un paramètre clé pour les ateliers multiobjectifs qui, par nature, assurent la
fabrication simultanée de plusieurs familles de produits. Il traduit la flexibilité de l’atelier à
s’adapter à différentes gammes d’élaboration de produits.
· Une série de paramètres concernent les spécifications en termes de quantités à produire :
le nombre total de lots par campagne (NL), considéré identique d’une campagne à la
suivante, le nombre total de lots à produire sur l’horizon de temps (NT) imparti et le
pourcentage de chaque recette au sein de la campagne (PCF).
· La troisième série de paramètres concerne les variables liées aux dates de lancement des
produits (DLi) et à la durée de la campagne (DC).
Pour quantifier la performance de l’atelier, différents critères ont été étudiés :
· Un jeu de critères orientés « produits » : il s’agit du temps de séjour moyen des produits, de
l’écart-type de la grandeur temps moyen de séjour représentant la fiabilité de la solution
proposée, du temps moyen de stockage, du nombre de fois où les lots ont été stockés, du
temps moyen d’attente des produits et du nombre de produits en cours d’elaboration;
· Un critère lié aux équipements, le taux d’utilisation moyen.
L’approche développée est suffisamment générique pour s’adapter à l’évaluation d’autres critères. La
validation de l’approche a été effectuée sur deux exemples d’ateliers :
- un exemple didactique, de petite taille par rapport à la réalité industrielle mais suffisamment
représentatif des caractéristiques du système de production ;
- un exemple de taille industrielle.
La modélisation par réseaux de neurones, (un réseau par critère a été développé), s’est avérée tout à
fait satisfaisante pour prédire le comportement de l’atelier vis-à-vis des variables retenues et des
critères envisagés. Une approche par poids de connexion a confirmé la forte influence et le
classement des paramètres d’entrée, spécifiquement le nombre de recettes, la durée de la campagne
le pourcentage de chaque famille, et le choix des dates d’entrée des différents lots de produits au sein
d’une même campagne, ce qui montre tout l’intérêt de la recherche optimale de ces paramètres pour
l’aide à la décision en ordonnancement de l’atelier.
Différentes paires de critères {Critère orienté équipement ; Critère orienté produit} ont été étudiées et
ont mis en évidence leur caractère antagoniste. La méthodologie permet d’obtenir des fronts de
Pareto qui correspondent à des solutions de compromis intéressantes pour le décideur.  Des études
tricritères ont été également menées et des résultats significatifs sont apportés. Les résultats mono et
bicritère avaient déjà mis en évidence le comportement de tous les critères considérés. La
combinaison tricritère permet une prise en compte plus complète des différents compromis à réaliser
entre les différents critères, et fournit ainsi des solutions plus abouties parmi lesquelles le décideur
pourra effectuer une sélection finale.
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On observe que le nombre de solutions optimales a tendance à diminuer, à cause de la présence d’un
troisième critère. Les fronts de Pareto ont permis de mettre en évidence des comportements différents
selon les valeurs de durée de campagne, qui apparaît là encore comme un paramètre majeur.
L’utilisation d’un algorithme génétique multicritère s’est avéré un outil d’optimisation performant et a
confirmé l’intérêt d’une telle méthode en ordonnancement à court-terme, déjà observé pour des
problèmes de conception d’ateliers. Sur l’atelier de taille industrielle, dont l’aspect combinatoire est
très marqué, l’approche à trois niveaux a permis d’obtenir en des temps de calculs tout à fait
acceptables des solutions performantes pour le décideur.
Perspectives
Les thèmes présentés dans ce manuscrit suggèrent de nouveaux champs d’exploration :
Définition de critères écologiques et énergétiques
Il est intéressant d’englober dans la modélisation de l’exploitation de l’atelier des critères liés à la
consommation énergétique et à la limitation des effluents.  Cet aspect est essentiel dans la fabrication
des composants électroniques où par exemple des opérations de nettoyage précèdent et suivent une
bonne partie des phases de fabrication et où les procédés causent également des émissions d'une
variété de polluants. L’approche développée est suffisamment générique pour prendre en compte ces
critères incontournables.
Modélisation des défaillances et optimisation des politiques de maintenance
Dans toute la présentation, un environnement de modélisation déterministe a été consideré. En
pratique, l’ordonnancement est perturbé par divers aléas de production, notamment les défaillances
des équipements. Les conséquences des arrêts des équipements sur les performances de l’atelier et,
en particulier, sur les retards de fabrication des produits, ont ainsi amené à pourvoir les unités d’un
service de maintenance complet et très impliqué dans le suivi de l’atelier.
Nous sommes conscients de la forte interaction production-maintenance. Une perspective majeure de
l’étude consiste donc à proposer une modélisation des défaillances en s’inspirant des travaux de
[CHA00]. La méthodologie en trois étapes proposée dans ce manuscrit rend envisageable le recours
systématique à l’optimisation des phases de maintenance préventive du système de production.
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Supervision multicritère d’ateliers
Une perspective directe du point précédent concerne la supervision de la production dans un
environnement multicritère, c’est-à-dire le suivi de l'état du système de production dans le but de
détecter des non-performances et la réaction à ces aléas par la proposition de plans de production
optimaux. Si le problème de la supervision d’ateliers a été largement abordé dans la littérature dédiée,
peu de travaux portent encore sur le traitement de l’aspect multicritère.
Au moment de conclure ce mémoire il est espéré, que ce travail constitue un cadre conceptuel pour
une méthodologie multicritère d’aide à la décision en ordonnancement et qu’il fournit les bases
théoriques suffisantes pour appréhender les perspectives suggérées.
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