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Abstract 
The thesis presents the development, implementation and results of two series of 
experiments, at large and small scale, for the study of surface gravity waves. A number 
of measurement techniques are developed and implemented to capture space and time 
evolution of waves on a water surface in gravity, gravity-capillary and capillary ranges 
with the purpose to study the statistics of wave turbulence in terms of frequency and 
wave number spectra.  
The first series of experiments was conducted in a large wave tank of size 12 m x 6 m x 
1.6 m filled with water to a depth of 0.9 m. A wave maker comprised of eight panels is 
controlled by a computer to generate waves at typically two frequencies; these waves 
are directed at different angles. Surface elevation of the resulting turbulent wave field is 
measured via capacitance wire probes and a fluorescent laser technique that is capable 
of capturing wave profiles at sufficient frame rate to access both wavenumber and 
frequency statistics. Following the processing of these data a comprehensive set of 
results describe characteristics of the life cycle of the experiment including the rise of 
the wave field to its statistically stationary state and the decay of the regime after energy 
pumped into the system from the wave maker has ceased. 
The second series of experiments are conducted with a tank of size 0.42 m x 0.42 m x 
0.25 m vibrating vertically on an electromagnetic shaker in order to generate parametric 
waves on the surface. One of the key observations in these experiments is of a low 
frequency wave that is generated through high frequency vertical oscillation of the tank, 
three possible explanations for this phenomenon are considered including; an inverse 
cascade of waves, jet instability and low frequency spatial resonance. Results of the 
measurement of surface gradient via a laser refraction technique and of 2-d surface 
elevation via Fourier transform profilometry are presented to characterise the chaotic 
wave fields. The presented results are in a qualitative agreement with the spatial 
resonance theory or could possibly be described by the inverse cascade. A conclusive 
statement about the mechanism for the generation of a low frequency wave in this kind 
of system cannot yet be made; a number of questions relating to future investigations 
are raised. 
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Across both series of experiments the implementation of data acquisition techniques 
forms a significant contribution to the work undertaken and a comprehensive set of 
tools for measurement and analysis of data from surface waves is developed. 
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1 Introduction 
Water waves are among one of the most mesmerising sights to behold, to stand on a 
beach or pier and stare out to sea has a strange satisfaction, waves can be peaceful and 
relaxing or fearsome and powerful, by their nature they invoke emotion. This simple 
attraction holds true in the pursuit of understanding the systems of waves and 
unsurprisingly on a planet whose surface is covered in the majority by water, the 
understanding and modelling of waves is of great importance to a vast array of human 
and natural activity; for example, navigation (Lewis, 1978) for power generation 
(Yemm, Pizer, Retzler, & Henderson, 2012) and coastal erosion (Lim, Rosser, Petley, & 
Keen, 2011) among others. 
Direct measurement of surface waves on the ocean is possible through a variety of 
techniques such as; wave buoys, which can be used to monitor surface elevation 
(Mitsuyasu, et al., 1979) and wave direction (Steele, Teng, & Wang, 1992). Airborne 
measurements using Lidar can be used to measure spatial data (Hwang & Wang, 2000) 
and satellites utilising radar are used for wave elevation and directional measurements 
(Krogstad & Barstow, 1999). 
These measurements of the ocean are part of a complex system that contains many 
uncontrollable parameters. Laboratory based models and simulations address this issue 
because they offer control over many of these same parameters, the advantage of this is 
twofold. In the first instance they can be compared with wave turbulence theory more 
carefully than the ‘real’ measurements and in the second instance they can be compared 
with measurements from the ocean. Experiments are a necessary bridge between the 
real world and theoretical ideas, for example wave breaks can be generated in an 
experiment but are difficult to describe by theory or model numerically. 
The thesis is comprised of two sections, in the front section (chapters 2 and 3) important 
theoretical concepts are introduced to provide a background to the topic of wave 
turbulence. This is followed by an introduction to experimental techniques and a 
discussion on the development of measurement devices and their implementation in 
various experiments. The experiments are discussed in terms of how they compare with 
theoretical expectations and the limitations of the techniques. 
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In section two of the thesis (chapters 4 to 7), the development of purpose built 
measurement devices for implementation in a series of experiments are introduced these 
range from point like measurements to 2-d surface reconstruction. The first series of 
experiments focuses exclusively on gravity wave turbulence and they are rather unique 
in that very few experiments have been conducted on this scale for turbulent wave 
regimes. The second series of experiments are conducted in a smaller scale tank and 
cover a broad range of waves, from gravity through to capillary waves. In the final 
chapter, the results from all the presented experiments are brought together and 
suggestions for the future direction of similar experiments are made.  
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2 Theoretical Approach to Wave 
Turbulence 
In this chapter an introduction to surface waves is established and some of the most 
notable theories for the description of wave turbulence are presented, including a 
number of testable predictions that are applicable to the experiments discussed later in 
the thesis. 
2.0 Types of surface waves 
Surface waves are generated at the interface between two media, for example water and 
air, displacement of the water surface is caused by a force such as the wind over the 
ocean. Surface waves fall into two general categories, gravity waves and capillary 
waves with a possible third category of gravity-capillary waves. Gravity waves take 
their name from the restoring force of gravity; after the surface has been displaced 
gravity attempts to restore the surface back to its equilibrium position resulting in an 
oscillation. 
Shorter waves are less susceptible to the force of gravity and their principal restoring 
force is that of surface tension, these waves are known as capillary waves. There is of 
course some cross over where gravity and surface tension are both significant 
contributors to the surface restoration and hence the third category of gravity-capillary 
waves. To describe these waves further the linear dispersion relation is considered. 
2.0.1 Linear Dispersion Relation 
The linear dispersion relation describes the interrelation between frequency and 
wavenumber, for a given wavelength there is a certain frequency. This relationship is 
derived from the Navier Stokes equations for fluid motion with certain assumptions, 
idealisations and the application of boundary conditions. In the first instance the flow is 
assumed to be incompressible so that density is constant and then flow is assumed to be 
inviscid leading to Euler equation of motion, 
ܦࢗ
ܦݐ ൌ 	െ
1
ߩ ׏݌ ൅ ݃ 
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Where,  
q is fluid velocity,   t is time,   ρ is density,    
p is pressure    g is the force due to gravity. 
Furthermore it is assumed that the flow is also irrotational, this means the fluid particles 
do not rotate.  
Application of boundary conditions is the next step, the interface between water and air 
represents the surface on which the waves are considered, imagine that for some area on 
that surface the same particles stay on the surface and do not leave the given area; this 
describes the first boundary condition and is necessary to preserve continuity. The 
second boundary condition is that pressure above the surface is a constant, this comes 
from the assumption that there is no motion in the air above the interface, for practical 
purposes the pressure can be taken as zero, this means that the only forces in the final 
equation will be due to gravity and surface tension, both of which are constant for an 
individual case although the surface tension of a liquid will change with temperature. 
 The boundary conditions described here are non-linear and so the amplitudes of the 
waves are considered to be of very small amplitude thereby reducing the problem to a 
linear one since the non-linear terms also become very small. The derivation of the 
linear dispersion relation can be found in many textbooks for example see (Crapper, 
1984) or (Lighthill, 1978) but it is expressed in its final form here; the full linear 
dispersion relation for both gravity and capillary waves is given as, 
߱ଶ ൌ ൬݃݇ ൅ ߪߩ ݇
ଷ൰ tanh	ሺ݄݇ሻ 
2.1 
where,  
ω  is wave angular frequency, g  is acceleration due to gravity,          
k is  2π/λ, where λ is wavelength, σ is surface tension,                   
ρ is density,            h is the liquid depth. 
This notation will be used throughout this thesis. The dispersion relation can be split 
into three key parts, 1) gk takes into account the restoring force of gravity, 2) σ/ρ k3 takes 
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into account the effect of surface tension and 3) tanh(kh) accounts for the depth of fluid 
and the effect of friction from the bottom of the container: Waves can be considered to 
exist on deep water when tanh(kh) is close to 1. If kh = pi then tanh(kh) = 0.996 and so 
when h > 0.5λ the effect of fluid depth is negligible. 
The dispersion relation is shown for surface waves on deep water in Figure 2.1, the axes 
are converted from wavenumber and angular frequency to wavelength (m) and 
frequency (Hz) the gravity and capillary ranges can be clearly seen and are labelled as 
such. The cross over between the two occurs when the effect of gravity as a restoring 
force is the same as the surface tension effect. The crossover can be found 
approximately by taking ݃݇ ൌ ఙఘ ݇ଷ, this yields a wavelength of approximately 15 mm 
or frequency 10 Hz for surface waves on deep water. 
 
Figure 2.1 – Dispersion relation for surface waves on deep water from Equation 2.1 
2.1 Wave Interactions 
In order to characterise wave interactions a Hamiltonian expansion of the equation of 
motion is written (Zakharov, L'vov, & Falkovich, Kolmogorov Spectra of Turbulence, 
1992). Waves on different surfaces are only distinguished by the dispersion relation 
presented in the previous section. Here the description presented is purely for 
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understanding of the physical properties rather than presenting numerous equations. 
Consider, 
ܪ ൌ ܪଶ ൅ ܪே 
Where H is the Hamiltonian, the term H2 is a linear term that describes the energy of all 
the waves in the system and HN is a series of non-linear terms where N is the number of 
waves involved in an interaction. 
Since a single wave on its own cannot change and two waves that interact if they are to 
conserve energy must produce a third then the lowest order for wave interactions is the 
three wave interaction or resonant triad, H3 leads to k1 + k2 + k3 = 0 and ω1 + ω2 +ω3 = 
0. These wave interactions will exist when these equations are satisfied by the linear 
dispersion relation ω(k). If the dispersion relation does not allow for these interactions 
then the four wave interaction or resonant quartets can still occur, k1 + k2 = k3 + k4 and 
ω1 + ω2 = ω3 + ω4, this equation can always be satisfied but a wave field can be thought 
of as always defaulting to the lowest order of interactions, this is due to each term in the 
expansion becoming much smaller as the value of N increases, so for example 5 wave 
processes are possible but are negligible by comparison to the 4 wave process. In 
practice this means that the gravity waves are dominated by the four wave process and 
the capillary range by the three wave process.  
2.2 Wave Energy Spectrum 
In order to characterise water wave turbulence a quantity needs to be measured for 
understanding and comparison, naturally for experimentalists measuring the surface 
elevation is the first priority, although it is not the only quantity that can be measured, 
but what to do with this data? In wave turbulence, as in other statistical theories, a 
useful description is the wave power spectrum or power spectrum; this is produced in 
both the frequency (ω) and the wavenumber (k) domains. These spectra are defined as, 
ܧఠ ൌ 	න݁௜ఠ௧ᇲ ൏ ߟሺࢄ, ݐሻ ߟሺࢄ, ݐ ൅ ݐᇱሻ ൐ ݀ݐ′ 
2.2 
for the frequency domain and for the wavenumber domain in one-dimensional space as, 
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ܧ௞ ൌ 	න ݁௜௞௭ ൏ ߟሺࢄ, ݐሻ ߟሺࢄ ൅ࢃݖ, ݐሻ ൐ ݀ݖ 
2.3 
Where: η(X,t) is the surface elevation at a time t and location in space X(x,y) which lies 
on a horizontal plane. These spectra are a useful tool to compare different turbulent 
wave fields since the measured quantity from the surface will have a chaotic signal.  
The energy spectra in both domains are predicted to exist as power laws when the wave 
regime is statistically steady and the wave vectors are isotropic Ek  and Eω  are 
independent of t and X, 
ܧఠ ∝ 	߱ି௩ 
2.4 
and 
ܧ௞ ∝ 	݇ିఓ 
2.5 
The indices are the slope that can be found from spectral plots and can be compared to 
theories and as such v and μ have different values these will be introduced in the 
following section 2.3 Power Spectrum Predictions for Gravity Waves. 
2.3 Power Spectrum Predictions for Gravity Waves 
2.3.1 Hasselmann Equation   
The energy cascade of water waves is governed by the kinetic equation for waves, 
Hasselmann (1962) derived a lengthy but very specific equation often referred to as the 
Hasselmann equation or simply the energy balance equation. This equation has an exact 
power law solution known as the Zakharov-Filonenko spectrum. 
2.3.2 Zakharov-Filonenko Theory   
For waves in a statistically steady state that follow a direct cascade of energy (Zakharov 
& Filonenko, 1967), Zakharov, L'vov, & Falkovich (1992) produced the prediction; 
ܧఠ ∝ 	߱ିସ 
2.6 
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the corresponding k spectrum prediction is 
ܧ௞ ∝ 	݇ି
ହ
ଶ 
2.7 
2.3.3 Phillips Model 
Phillips (1958) produced a model based on forcing from a turbulent wind where wave 
breaks are the main source of dissipation, breaks in this sense describe a break in the 
surface slope caused by sharp crested waves. In the theory the breaks are considered to 
be point like, dimensional analysis leads to, 
ܧఠ ∝ 	݃ଶ߱ିହ 
2.8 
And following the linear dispersion relation, 
ܧ௞ ∝ 	݇ିଷ 
2.9 
2.3.4 Kuznetsov Model 
Rather than the point like breaks in Phillips prediction, Kuznetsov (2004) considered 
breaks along a line, when the crest of the wave is considered to have its shape preserved 
leading to ω α k. The assumptions yield, 
ܧఠ ∝ 	߱ିସ 
2.10 
And since ω α k in this case 
ܧ௞ ∝ 	݇ିସ 
2.11 
It is immediately apparent that this is the same index as the Zakharov-Filonenko 
prediction but the physics behind this result is very different. 
2.3.5 Finite Boundaries  Wave Excitation Prediction 
Weak wave turbulence relies on having waves interacting in an infinite basin, in general 
the infinite box limit cannot be met and so research has been conducted to deal with a 
finite boundary condition. Much of this research has been conducted in the last ten to 
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fifteen years and is of clear importance because finite boundaries offer more testable 
predictions particularly for gravity waves.  
A general approach to describing weakly nonlinear wave interactions in a finite 
boundary is presented by Kartashova (1998), the more specific paper by Kartashova, 
Nazarenko, & Rudenko (2008) is with direct relevance to deep water gravity waves like 
those studied later in chapter 5. Finite boundaries are of particular importance to low 
intensity waves since they have ‘memory’ of the boundary as they reflect off the walls, 
at higher intensity this memory is lost by an increased number of interactions. A 
prediction by Nazarenko S. V. (2006) considers a finite rectangular box and finds that, 
ܧఠ ∝ 	߱ି଺ 
2.12 
2.4 Power Spectrum Predictions for Capillary Waves 
As with the gravity wave range there are predictions for the spectra of capillary waves, 
from WTT (Zakharov, L'vov, & Falkovich, 1992) the spectra for surface elevation are 
defined as, 
ܧఠ 	∝ 	߱ି	
ଵ଻
଺  
2.13 
And  
ܧ௞ 	∝ 	݇ି	
ଵହ
ସ  
2.14 
In some experimental techniques rather than measure surface elevation, the surface 
gradient is measured (Snouck, Westra, & van de Water, 2009) and so these predictions 
are modified to become, 
ܧఠ 	∝ 	߱ି	
ଷ
ଶ 
2.15 
And 
ܧ௞ 	∝ 	݇ି	
଻
ସ 
2.16 
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It is worthy of note that these indices for surface gradient spectra relate to much 
shallower spectral slopes, this becomes important when testing WTT theory in the 
laboratory. 
2.5 Direct Cascade 
The direct cascade in turbulence describes the transfer of energy from large scales to 
small scales. The concept was introduced by Richardson (1922) for hydrodynamic 
turbulence (HDT) in his book on weather forecasting, he put forward the concept that 
the structure of the ocean is made up of whirls (or eddies) which break up to form 
smaller whirls, these shapes and structures he suggested were the root of turbulence. 
The energy from the larger size swirl would pass to a number of small ones until at 
sufficiently small scales the viscosity of the water would dissipate the turbulence. 
The idea was built on by Kolmogorov (1941) and again Kolmogorov (1941a) with a 
result that has become known as Kolmogorov’s cascade. The theory is for very high 
Reynolds numbers and characterizes two important scales, they are the ‘energy 
containing’ scale (large scale) and the dissipation scale (small scale). The energy 
containing scale is the range at which energy is pumped into the system for example by 
the wind over the ocean. The dissipation scale is where the energy is dissipated by 
viscosity. If these scales are close together there will be no turbulence but if they are far 
from each other then energy needs to transfer from large to small scales and this is 
described by a cascade. 
The intermediate scale doesn’t feel the effect of the energy containing scale or the 
dissipation scale, this is because the energy in the system is being transferred from the 
energy containing scale to the dissipation scale by non-linear interactions and these 
interactions are localised so that very little energy is transferred across largely different 
scales, this allows the cascade theory to exist: This means that only similar sizes can 
interact for example a 1m vortex cannot interact with a 1mm vortex; from this it follows 
that there will be a cascade as similar sizes interact and transport energy to smaller and 
smaller scales.  
The important hypothesis is that at any point in this cascade the process can be 
considered the same; each interaction is self similar regardless of the size. Secondly, it 
is assumed that every detail of the interactions is not required and the process can be 
described by the average values for the dissipation rate and the size of the eddies. The 
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final consideration is that the averaged statistics of the turbulence are stationary; this is a 
rather useful quasi-reality that allows detailed study of surface waves. The real world is 
not completely stationary but contains ‘intermittency’; these are periods where the self 
similarity breaks down. 
The works of both Richardson (1922) and Kolmogorov (1941) were based on finding a 
working model of HDT, Kolmogorov managed to produce a relatively simple theory for 
a very complex problem but it does not capture exactly how the cascade from large 
scales to small scales happens. 
Weak turbulence theory (WTT) does not attempt to be a solution to a system as 
complex as in HDT where nonlinear interactions are dominant, instead it takes on an 
intermediate state considering small amplitude waves where linear and nonlinear 
behaviour coexist, the nonlinear interactions still become dominant in terms of the 
statistics of the water surface but take longer to do so. These conditions allow the study 
of the processes via the kinetic wave equation which produces exact solutions, as was 
stated in 2.3 Power Spectrum Predictions for Gravity Waves which are consistent with 
Kolmogorov’s cascade. The model of WTT has grown from (Zakharov & Filonenko, 
1967), (Zakharov, 1968) and predictions from WTT are the current standard for 
comparisons in numerical and experimental work with turbulent surface waves. The 
theory is however not a universal model and so further interpretation of most results is 
required to explain what WTT cannot. WTT also makes an important assumption that 
the waves exist within an infinite box, the reality of numerical and experimental data is 
that this assumption cannot be satisfied. 
In order to characterise the intensity of waves the nonlinearity parameter can be used, 
this relates to the wave steepness at the energy containing scale and is defined as, 
ߛ ൌ ݇௠ܣ 
2.17 
Where km is the wavenumber of waves in the energy containing interval and A is 
amplitude. For WTT to be valid γ << 1, this is equivalent to the Reynolds number in 
HDT when Re >> 1. 
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2.6 Inverse Cascade 
As the name suggests the inverse cascade is the opposite of a direct cascade, the cascade 
goes towards large scales rather than small scales. For both three wave and four wave 
interactions energy is conserved, in addition four wave interactions conserve wave 
action, i.e. the number of waves, (Nazarenko S. , Wave Turbulence, 2011). The energy 
dissipated by viscosity at small scales has an infinitely small wave action and so the 
wave action must dissipate at large scales, hence there are two cascades, direct and 
inverse. At large scales a condensate forms where waves are dissipated by friction from 
walls in bound conditions or by leaving the system which is analogous to long waves at 
sea leaving a storm system. 
2.6.1 Power Spectrum Predictions for Inverse Cascades 
The power spectrum prediction for the inverse cascade of waves is given as (Zaslavski 
& Zakharov, 1982),  
ܧఠ 	∝ 		߱ି	
ଵଵ
ଷ  
2.18 
Which is an exact solution to the Hasselmann equation. 
2.7 Summary of Theoretical Approaches 
In this chapter some basic principles and brief history of the development of wave 
turbulence theory have been given. Types of surface waves are described in terms of the 
linear dispersion relation. The characterisation and comparison of chaotic wave fields 
by the power spectrum is described and special attention should be paid to the spectral 
predictions for gravity waves since these are compared with experimental data in 
chapter 5. Large scale experiments on Gravity Waves   
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3 Experimental Development 
In this chapter experimental techniques are introduced in terms of devices used for 
measurement and methods for generating waves in laboratory experiments and then an 
examination of a number of experimental results covering large and small scale 
experiments. 
Many techniques are available for measurement of elevation and gradient of a liquid 
surface, most of these take measurements in a single point however in recent years 
measurements along a line and 2d reconstructions of the surface have been developed 
and implemented. Here a number of these techniques are presented but although this is 
not exhaustive it represents the highlights and currently most utilised approaches. 
3.0 Wire Probes 
Capacitance and resistance based wire probes are a traditional method for measuring 
wave elevation and they are one of the most commonly used devices for extracting 
surface elevation data from a wave field. There are numerous examples of their 
deployment mainly in large and small scale experiments,  much of the development is 
recorded thirty (Lange, Jahne, Tsschiersch, & Iimberger, 1982), (Liu, Katsaros, & 
Weissman, 1982) to fifty (Moore J. B., 1964) years ago but they are still used for the 
relative ease and low cost of their construction and implementation; they offer a robust 
solution.  
A capacitance probe usually consists of a single wire covered with a thin polymer layer 
partially submerged in the liquid. There is a capacitance between the wire and the liquid 
that changes with the depth of submergence and hence it can be used to monitor wave 
elevation. The typical limiting factor in terms of the range of waves the probe can be 
used to measure is the size of the meniscus formed around wire (Strum & Sorrell, 
1973), this means that for water waves they are only suitable for gravity and gravity-
capillary range waves, typical frequency ranges reported vary from 15 Hz to 80 Hz 
dependant on the design and choice of materials. Experiments can of course be 
conducted on different liquids, Falcon, Fauve, & Laroche (2007) capture data from 
surface waves on mercury in excess of 100 Hz. 
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There are commercially available wire probes (HR Wallingford) although these are 
generally aimed at monitoring the standard deviation of surface elevation or pumping 
range amplitudes in a wave regime where another variable is being tested rather than for 
observing the spectra of waves. They are unsuitable for this because they are based on a 
two wire structure, although wire in this case is a misleading term since the diameter is 
usually quite large, on the order of 5 mm and are rigid in construction usually stainless 
steel. The signal is altered by the changing resistance between them as the water 
elevation changes, this gap between the wires is usually significant and means that only 
waves with wavelength above ~5 cm are measureable; (Denissenko, Lukaschuk, & 
Nazarenko (2007) use a similar purpose built capacitance probe device with spacing 
between the two wires 1 cm to achieve greater resolution than the commercial versions 
although they later move to a single wire capacitance probe for further increased 
resolution. 
3.1 Optical Techniques 
Optical techniques for measurement of the surface waves cover a broad range of 
approaches from point like measurements to 3d surface reconstruction. The advantage 
of optical techniques is that they are non-invasive and so there is no meniscus effect and 
they are non-inertial. Beyond this advantage each system has its own pros and cons and 
these will be discussed in the subsequent sections. 
3.1.1 Position Sensitive Device Based Techniques 
A Position Sensitive Detector (PSD) can be used in the study of surface waves by either 
detecting wave elevation (Lommer & Levinsen, 2002) or more commonly, detecting the 
gradient of the surface in a given position by measuring the position of a light spot from 
a refracted beam on a flat semiconductor surface (Snouck, Westra, & van de Water, 
2009).  
Lommer & Levinsen (2002) used a fluorescent laser technique which implements a 
PSD to detect surface elevation. A fluorescent dye is used so that a blue laser creates a 
fluorescent green dot on the liquid surface which is then imaged onto a PSD by a 
microscope lens, the lens and PSD are under an angle so that the spot on the surface 
captures the change in elevation. The difference in the colour of the laser and the 
fluorescent spot is important in this case because a filter in front of the PSD can be used 
to remove stray reflection from the laser whilst still capturing the fluorescent spot.  
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Rather than measure surface elevation Snouck, Westra, & van de Water (2009) use a 
PSD based system to measure surface gradient of waves on silicon oil. Two 
configurations are utilised so that in the first a point like measurement is obtained and in 
the second the measurements are taken along a line. For measurements in a point a laser 
is positioned above and perpendicular to the liquid surface, waves refract the beam and 
a PSD beneath the container obtains the x and y coordinates where the beam strikes it 
by a centre-weighted average. This system can be inverted so that the PSD is above the 
surface and the laser positioned below. The angle measured in the second scenario is 
slightly larger due to the refractive indices of air and the silicon oil, a simple graphical 
representation of this type of setup is shown in Figure 3.1. 
 
Figure 3.1 – Simple setup to measure the refraction from a water surface of a laser beam 
on a PSD sensor   
 
Before describing the adaptation to measure along the line, staying with point like 
measurements, in the case where surface elevation is measured the restriction on this 
system come from the geometry of the setup, namely the angle under which the 
microscope lens and PSD are placed. At steep angles close to perpendicular to the 
surface there will be a significant drop in resolution because the perceived change in 
height of the spot will be very small. At shallow angles close to parallel there will be a 
high resolution but risk of interference from other waves crossing the optical axis and so 
there is a limit on the wave amplitude that can be measured. Clearly some balance has 
to be found but the geometry of the setup used by Lommer & Levinsen (2002) is not 
provided.  
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By measuring the surface gradient of the waves directly the issues faced with the 
elevation example are in a sense removed, there are however still restrictions on the 
measurable gradient from the size of the PSD sensor used and its location relative to the 
surface. If the angle of refraction produced by the surface is too large the sensor can be 
moved closer to accommodate, equally if the angle is very small the sensor can be 
placed at a greater distance to ensure the full dynamic range of the sensor is used. This 
system of measurement is more transparent that the previous example but in the case of 
waves excited by an electromagnetic shaker as in the case of Snouck, Westra, & van de 
Water (2009) the distance between the PSD and the liquid surface will have small 
changes and so the measured angle will consequently vary, this error will decrease as 
the distance between the undisturbed surface and the PSD increase. 
Measurements of the surface gradient along the line are advantageous because they 
allow access spatial statistics, the adaptation to use the PSD setup in this way is 
presented by Savelsberg, Holten, & van der Water (2006). The essence of the technique 
is the same as with point like measurements but this time the laser scans the surface 
along a line by means of an oscillating mirror, the refracted beam is directed onto a 
frosted glass plate and then imaged onto the PSD by a lens. The glass plate and lens are 
additional requirements due to the length of the line; the refracted beam cannot be 
directed straight onto the PSD. Measurements are recorded twice for a given point on 
the line in a full period of the oscillation of the mirror. Triggers for the mirror and the 
measurements are synchronised so that the position of each measurement on the surface 
is known. The drawback of measurements along the line is a decrease in the maximum 
sampling rate from that which is achievable in point like measurements, theoretically in 
this case limited at 1000 Hz by the oscillations of the mirror although in practise it was 
found that beyond 100 Hz the signal reached the level of noise. Nevertheless the system 
presented by Savelsberg, Holten, & van der Water (2006) is a marked improvement of 
previous incarnations where the maximum frequency of wave that could be observed 
was 35 Hz (Bock & Hara, 1995). 
3.1.2 Imaging of Wave Profiles 
Profile imaging is an experimental technique based on taking a cross section of the 
liquid and air interface in order to capture an instantaneous wave profile. The technique 
has been around in many guises for a number of years, Bonmarin & Ramanonjiarisoa 
(1985) use a series of three focused lambs to illuminate a cross-section 1 m long and 
 
 
17 
 
light sheet width ~ 10 mm, the width is variable since the illumination is not parallel. 
The water contains Fluoresceine so that the resulting illuminated profile can be captured 
via film camera with a high frame rate of 500 fps. The study is concentrated on breaking 
gravity waves and so the high frame rate captures the rapidly changing profile well but 
the thick light sheet means that small scale features cannot be resolved. An improved 
version of the same technique is presented by Bonmarin, Rochefort, & Bourguel (1989), 
the illumination is improved but the key development was a more automated handling 
of the image processing, indicative of improving technology rather than a change in the 
approach. 
In a much more recent study on wave evolution Shemer & Dorfman (2008) simplify the 
acquisition of a wave profile by using a window in the side of a tank to image waves as 
they pass. This approach removes the need for additional illumination and deals with 
the issue of light sheet thickness provided the camera is perpendicular to the captured 
profile. The issue with this method is that using the contact line with the side of the tank 
is not always appropriate, in this experiment the issue is minimised because a narrow 
channel is used to observe short wave groups and good agreement of the measured 
amplitude is found with wire probes measurements: However in a developed turbulence 
wave regime measurements are preferable from a more central area of the tank away 
from the boundary. 
The optimised approach to acquiring wave profiles is to use a laser illumination as in 
(Mukto, Atmame, & Loewen, 2007) and (Lukaschuk, Nazarenko, McLelland, & 
Denissenko, 2010) which uses a technique based on the former. The laser sheet 
illumination means a very thin light sheet can be produced and so small scales of the 
profile are resolvable, the resolution of the technique is now based mainly on the 
camera and the technique can still be deployed anywhere across the surface. Instead of 
Fluoresceine mixed in the water, fluoresecent seeding particles and Rhodomine 6G are 
used respectively. Seeding particles on the surface can have an issue with 
inhomogeneity in the illuminated profile, the issue is improved using Rhodomine dye 
instead because it is dispersed throughout the body of water. 
3.1.3 Fourier Transform Profilometry 
Profilometry is a method for obtaining 2-d surface elevation data, it is analogous to 3-d 
vision like that used by the film industry which uses a system of two cameras to provide 
perspective and generate a 3-d image. Profilometry replaces one of those cameras with a 
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projector, the principal of generating an image based on two different perspectives is the 
same but the projector displays a pattern of known characteristics which allows a more 
accurate reconstruction of the surface to be created. 
Fourier transform profilometry (FTP) was proposed in the early 1980’s by Takeda, Ina, 
& Kobayashi (1982) and Takeda & Mutoh (1983), it has been considered for many 
years as an exciting way to access a reconstruction of a 3-d surface but it is only 
recently that technology has allowed it to be implemented in such a successful way. The 
technique has enjoyed limited success until the last decade where technology now 
allows the technique to be implemented more cheaply, accurately and data processed 
faster, as a result its use is growing into diverse areas for example as a medical device 
for shape guided radiotherapy (Moore, Burton, Skydan, Sharrock, & Lalor, 2006) and in 
electronics as a quality control for printed circuit boards (Yen, Tsai, & Yang, 2006) 
among many others.  
Fourier transform profilometry was initially proposed using a Ronchi grating pattern, 
with modern digital projectors it is possible to illuminate the surface by a sine wave 
pattern which lends itself to the Fourier transform ideally. The surface profile of objects 
and surfaces are reconstructed by a process of triangulation based on the geometry of a 
given system. The equations for this were presented for a system with collimated 
projection in early papers by Takeda & Mutoh (1983), they relate the geometry of the 
system to an observed change in phase between the original projected pattern and the 
same pattern projected onto an object. 
The equations presented in early papers were amended by Rajoub, Lalor, Burton, & 
Karout (2007) to use a non-collimated projection of the pattern, which is the realistic 
case when implementing the technique, the new equations are simulated to prove their 
argument but the group stop short of an experimental set of data. The paper is added to 
by Maurel, Cobelli, Pagneux, & Petitjeans (2009) who provide a practical example of a 
simple geometric shape to confirm the simulations in the afore mentioned paper. The 
equation for reconstruction of the surface height when non-collimated projection is used 
is given as, 
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݄ሺݔᇱ, ݕᇱሻ ൌ ܮ∆߮∆߮ െ ߱଴ܦ 
3.1 
where L is the distance between plane of projection and projector, D is the distance 
between camera and projector, Δφ is the phase difference and where, 
ݔᇱ ൌ ݔ െ ௛௅ ݔ,   ݕᇱ ൌ ݕ െ
௛
௅ ݕ 
3.2 
where, x and y are coordinates of the image plane; a simple schematic of the type of 
setup used is shown in Figure 3.2. 
 
Figure 3.2 – Profilometry; arrangement of projector and camera in parallel axes 
geometry, C is the projector, C’ is the camera, R is the reference plane, I is the image 
plane. (Maurel, Cobelli, Pagneux, & Petitjeans, 2009) 
 
Clearly accurate reconstruction of surface height is of paramount importance for use as 
a measurement device but it is dependent on more than reconstructing the surface from 
the geometry. The correct pattern choice is important; if a pattern with a short period is 
used to measure objects with a large height (relative to the pattern) then there will be 
phase jumps. It is possible to correct these jumps and it is also possible to choose a 
pattern of sufficient period to avoid having them at all, this does however limit the 
height that can be measured. Dealing with the phase jumps can be a difficult issue and 
various algorithms have been developed eight of the more successful algorithms are 
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brought together in a comparison by Zappa & Busca (2007). These unwrapping 
algorithms tend to require significant computer time which means if they can be 
avoided through the configuration of the setup and experiment design this is preferable; 
this is the case with the experiments presented in this thesis.  
In order to be able to project on to the surface of water a pigment has to be added, this 
can be as simple as adding paint to the water. However this has drawbacks and support 
for the use of titanium dioxide as a pigment is presented by Przadka, Cabane, Pagneux, 
Maurel, & Petitjeans (2011), the issue considered is that many commercial paints that 
contain titanium dioxide and can be used to colour the water for use with profilometry 
contain surfactants which when mixed with water are absorbed at the surface. This is 
undesirable because it changes the conditions of the experiment; it becomes more 
complicated because there are in effect two layers and the surface tension is also altered. 
To avoid this effect titanium dioxide can be dispersed in deionised water. Deionised 
water is used because it makes the suspension of titanium dioxide more stable. In tap 
water the titanium dioxide will coalesce and as a result sedimentation will occur more 
rapidly which results in a loss of contrast at the surface and the profilometry technique 
becomes unusable.  
3.2 Wave generation in laboratory experiments 
There are a number of options available to experimentalists for the excitation of wave 
regimes, wind tunnels, paddle and electromagnetic shakers. The choice of excitation 
depends on the aims of the experiment, wind generated waves like those presented in 
Longo, Liang, Chiapponi, & Aguilera Jimenez (2012) which is the latest in a series of 
papers offer a good example of an experimental setup but their measurements are 
largely concerned with the currents beneath the waves, in general this is the favoured 
excitation type for this kind of study. Surface waves can also be studied successfully, 
Zhang (1995) uses a novel optical method similar to the point like measurements of 
surface gradient but in an array and using a CCD camera rather than a PSD, to produce 
2d wavenumber spectra. In some cases like (Longo, Chiapponi, Makela, & Liang, 2012) 
which study the boundary layers either side of the air-water interface wind generation is 
a necessary part of the experiment rather than a choice. 
The preferred choice of excitation for studying surface waves is the paddle type 
generator and electromagnetic shakers; they offer more access to the surface with a 
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variety of techniques without being concerned with interfering with the wind and a very 
close control over the frequency or frequencies that are selected to be generated. Paddle 
type generators have a number of different styles but the result is the same, they can be 
driven by different means but the result is a displacement parallel to the liquid surface. 
Electromagnetic shakers are used usually with some sort of tank containing the liquid 
mounted on them and then driven by an amplified signal to create parametric waves on 
the surface, note that these shakers can also be used to drive the paddle type generators. 
For some recent examples, the electromagnetic shaker has been used by Xia, Shats, & 
Punzmann (2010) and also in number of other studies at the Australian National 
University and by Snouck, Westra, & van de Water (2009). Shakers are the most 
successful method for the excitation of parametric waves also referred to as Faraday 
waves because of the first observation by Faraday (1831), however paddle generators 
are also able to generate parametric cross-waves:  A novel paddle type generation is 
used by Moisy, Michon, Rabaud, & Sultan (2012) where the paddle is fully submerged 
beneath the liquid surface, this is done in order to study the parametric cross-waves. The 
suggested advantage of submerging the paddle is that low amplitude cross-waves can be 
studied without the movement of a meniscus that would usually occur in other varieties 
of excitation. Cross-waves can still be generated without submerging the paddle though 
and this can be an undesirable complication of the system.  
In experiments conducted in large wave tanks like the ones described in 3.3 Large Scale 
Experiments, paddle type generation of waves is the only real option because it is 
simply not practical to mount tanks bigger than even 0.5 m on a shaker. The drawback 
of the paddle type generation is that it doesn’t simply generate waves on the surface as 
with parametric excitation from a shaker. It is necessary that at least part of the paddle is 
under the surface and so a turbulent flow may also be generated beneath the surface 
which complicates the experiment. 
3.3 Large Scale Experiments 
Large scale experiments are quite rare, a large part of which is because there are 
relatively few tanks or flumes available to conduct such experiments. These types of 
experiment are significant because they allow the study of gravity wave turbulence in a 
relatively wide inertial range. Lukaschuk, Nazarenko, McLelland, & Denissenko (2010) 
present results for wavenumber and frequency spectra and compare their observations 
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with some of the theories and predictions introduced in section 2.3. In Figure 3.3, 
reproduced from the afore mentioned work, k and w slopes are shown for different 
amplitudes of forcing. There is some evidence to support the Zakharov-Filonenko 
prediction, the data points in red represent increasing amplitudes of the wave regime as 
they approach the point ZF (Zakharov-Filonenko prediction). If greater amplitudes 
could be achieved it looks likely from this result that the prediction could be achieved. 
In reality however that amplitude was not achievable due to increased breaks and 
splashing. While this support of the theoretical prediction is encouraging it should be 
remembered that the prediction is based on weak non-linearity and where there are 
breaks and splashing the non-linearity is already quite strong. 
 
Figure 3.3 – Experimentally obtained ω and k slopes for different amplitude of wave 
excitation shown with theoretical predictions, Ph – Philips, Z-F - Zakharov-Filonenko 
and Ku – Kuznetsov (Lukaschuk, Nazarenko, McLelland, & Denissenko, 2010) 
 
The slopes measured increase as amplitude decreases, this is explained via finite size 
effects; at low amplitude the number of non-linear interactions is reduced and at high 
amplitude there are breaks and splashing. 
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3.4 Statistics from 2d surface reconstruction 
The work described in this section is possible as a direct result of the advances in the 
profilometry technique outlined in 3.1.3 Profilometry. 
Chekroun, et al. (2012) present two results, one regarding the interaction with structures 
and the second an example of FTP being used for capturing the ω-k spectrum to 
demonstrate the linear dispersion relation. The result is in agreement with theory and 
much clearer than a similar attempt to demonstrate the dispersion relation presented by 
Herbert, Mordant, & Falcon (2010) where the dispersion relation shows several 
branches. Both of these are reproduced in Figure 3.4 
 
Figure 3.4 – Left: Experimental observation of dispersion relation (Chekroun, et al., 
2012). Right: Experimental observation of dispersion relation (Herbert, Mordant, & 
Falcon, 2010) showing several branches. 
 
These several branches are explained as secondary branches of the non-linear dispersion 
relation, the root cause is harmonics on the low frequency carrier wave described as Nω 
and Nk. These harmonics travel at the same phase velocity of the carrier wave and 
should only appear at high excitation of the waves, since for the harmonics to appear the 
wave should be strong and sharp crested. The two experiments are at similar depths 5 
cm and 7 cm respectively and similar wave amplitude range, the excitation frequency is 
the notable difference with 2 frequencies 2 and 3 Hz used in the first and white noise 
between 1 and 4 Hz in the second, thus the difference in result is still to be fully 
explained. The two studies are the first of their kind to produce ω-k spectrum from 2d 
surface data since both experiments are conducted on similar setups but produce 
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different results it is evident more work in this direction is required, they are both good 
examples of how profilometry is moving the study of surface waves forward. 
3.5 Evolution and decay of wave regimes 
There is relatively little published work in the study of non-stationary wave regimes, 
Kolmakov, Levchenko, Brazhnikov, Mezhov-Deglin, Silchenko, & McClintock (2004) 
and Brazhnikov, Kolmakov, Levchenki, Mezhov-Deglin, & McClintock (2005) present 
results on the development and decay of wave turbulence in the capillary range on the 
surface of liquid hydrogen. Their experimental results show that during the decay 
process the spectral peak associated with the excitation frequency in the stationary 
regime does not shift and merely decreases in amplitude. Meanwhile the high frequency 
part of the spectrum far from the main peak is lost first and the right hand edge of the 
spectrum shifts towards the excitation frequency range.  
On the surface of mercury and a number of other liquids including water Deike, 
Berhanu, & Falcon (2012) present observations of capillary wave decay, the same 
observation as with the surface of helium is seen in the evolution of the spectrum; the 
high frequency cut off moves toward the energy containing scale.  
The decay of the main peak of the spectrum is found to be exponential rather than a 
power law as predicted by Falkovich, Shapiro, & Shtilman (1995) and indeed in other 
predictions for the decay of turbulent regimes (Pope, 2000). This is made all the more 
unusual because the self-similar spectrum is maintained although with the shift of the 
high frequency cut off the inertial range reduces.  
These works are all rather recent and highlight the growing interest and to the best of 
the author’s knowledge there are no experimental observations on the decay of gravity 
waves. This rather obvious gap in the understanding of surface wave turbulence is one 
that is addressed within the scope of work presented in chapter 5. 
3.6 Studies of the inverse cascade of waves 
For those that study surface waves the inverse cascade is one of the most elusive 
features to observe, numerically it has been confirmed by Annenkov & Shrira (2006) 
and Korotkevich (2008). Korotkevich (2011) also considers the influence of the inverse 
cascade and its associated condensate on the dispersion relation for gravity waves and 
also the influence on the direct cascade (Korotkevich, 2012). The first and currently 
only experimental observation of a possible inverse cascade was made by Deike, 
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Laroche, & Falcon (2011), the result of which is reproduced in Figure 3.5. The low 
frequency condensate to the left of the excitation range is clearly visible at a frequency 
close to the resonant frequency relating to half the length of the tank, L/2. The 
experiment is conducted using mercury so the forcing range is on the interval between 
the gravity capillary range, the gravity wave range is at f < 17 Hz. 
 
Figure 3.5 – Experimentally obtained inverse cascade for different amplitudes of wave 
excitation using a paddle type generator (Deike, Laroche, & Falcon, 2011) 
 
Other explanations for the low frequency observations are suggested and ruled out, 
these include; parametric waves from the wave maker and the appearance of a zero 
frequency sideband. The zero frequency sideband is ruled out quite quickly; this effect 
is described in Xia, Shats, & Punzmann (2010) as a consequence of the broadening of 
spectral harmonics and appears as a hump in the frequency spectra at frequencies 
typically less than 1 Hz; the spectral maximum for the inverse cascade observation was 
3.6 Hz and so it seems unlikely that this effect is important here. 
Parametric waves from the wave maker would seem the most likely alternative 
explanation; the pumping range of 16 Hz to 22 Hz could see waves of 8 Hz to 11 Hz 
generated and these waves could fill the scaling interval of the inverse cascade. There is 
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however no discernible peak in this area, it begs the further question why are there no 
parametric waves generated, Garrett (1970) presents the theory that the appearance of 
cross-waves is dependent on the amount of water displaced by the wave maker. In the 
inverse cascade experiment the immersed part of the wave maker is less than two thirds 
of the water depth and this is claimed to ensure that parametric cross-waves are not 
generated although this is not documented elsewhere. 
The low frequency condensate is described rather logically in terms of its placement 
relative to the resonant frequencies of the tank based on length L = 20 cm, there is 
another characteristic length in the system which should not be forgotten but is not 
discussed by Deike, Berhanu, & Falcon (2012), that is the length of the wave generator. 
In this case it is similar in size to L/2 at Lp = 13 cm. The frequency associated with this 
length according to the dispersion relation is 2.9 Hz and for Lp/2 it is 4.8 Hz. If the 
minimum amplitude result (the black line in the plot) is considered these two values fall 
immediately to the left of two humps observed in the spectrum. The paddle length 
parameter would then appear to be not hugely important although it would be 
interesting to vary its length and see if this impacts the result, as mentioned in 
discussing types of wave makes in section 203.2 the paddle will generate a flow beneath 
the surface and this complicates the experiment because it is dealing with both wave 
turbulence and hydrodynamic flow. 
The study of the inverse cascade, certainly experimentally is still in its infancy and so 
further characterization of its features will undoubtedly be the topic of many studies 
within the next few years. The first result shows good agreement with theory but 
questions still remain over the spectral development of the cascade and how various 
experimental parameters might change the observation. 
3.7 Dragon wash 
The Dragon Wash is a remarkable ancient Chinese bowl, typically made of bronze and 
filled with water.  The bowl has two hollow handles which when rubbed with wet hands 
makes the bowl ‘sing’. Different ways of rubbing the handles produce different sounds 
but what is relevant to the study of water waves is that while this sound is being 
produced capillary waves are produced around the edge of the bowl, by increasing the 
intensity of rubbing droplets appear at the edges and begin jumping, further to this it is 
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also possible to observe a low frequency wave in the gravity range (Denissenko & 
Hsieh, 1998).  
Over the last twenty years there has been a steady interest in the dragon wash 
phenomenon it was studied experimentally and theoretically by Wang (1993) and Wang 
(2005) mainly concentrating on the mechanical properties of the basin. The actual water 
surface has been studied in numerous ways to attempt to characterise and explain the 
different aspects of the phenomenon. These experiments are usually carried out in 
circular vessels to simulate the dragon basin; typically these are made of Perspex or 
similar plastics and are excited by sidewall forcing to mimic the effect of rubbing the 
handles.  
The surface of the water was photographed by Denissenko & Hsieh (1998), in this study 
it was noted that the low frequency gravity wave was observed when the excitation 
frequency was higher than the resonant frequency of the elastic walls of the plastic 
container used.  
Spatial resonance is a model that was developed by Huntley (1972) and Mahony & 
Smith (1972) as an explanation of low frequency instability in containers with 
horizontal side wall excitation. The proposed model describes non-linear coupling 
between the side wall of the vessel and the surface waves through non-linear boundary 
conditions. In a more detailed study Huntley (1977) shows that a low frequency mode 
of frequency f can be generated by high frequency F excitation of the side wall through 
generation of a sideband pair of frequencies at F ± f as long as one of these side bands 
falls within the bandwidth of the resonant mode of the side wall. Mahony & Smith 
(1972) suggests that the low frequency instability will appear most easily when the 
excitation frequency is greater than the resonance frequency, this is depicted by the 
stability curves reproduced in Figure 3.6. 
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Figure 3.6 – Stability curves for low frequency instability (Mahony & Smith, 1972) 
 
The first study of the flow inside a dragon basin was conducted by Wei, Wang, Yan, 
Du, & Chen (1997) using particle image velocimetry (PIV). This type of measurement 
is used to consider the jet flow instability or jet induced sloshing. This first described by 
Okamoto, Madarame, & Hagiwara (1991), a detailed study including photographs using 
a similar technique to Denissenko & Hsieh (1998) and PIV measurements is presented 
by Lee, Peng, Yuan, Wu, Zhou, & Hussain (2011). This model attributes the appearance 
of the low frequency wave to jets generated at the side wall which flow towards each 
other in the centre of the vessel where they interact and the flow is redirected 
downward, this has the result of creating a maximum upward induced velocity at the 
wall at the strongest vibrating point along the side wall. Jet instability then occurs at a 
critical value of the Strouhal number and due to the compact size of the vessel vortex-
shredding feedback occurs and so the jets oscillate and ultimately the low frequency 
wave is observed. 
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4 Experimental techniques: 
Measurement devices deployed in 
experiments in this thesis 
In this chapter the devices used in the experiments presented in this thesis are described. 
Included are two point-like devices, wire probes and a PSD based surface gradient 
device and two spatial techniques for wave profiles and 2-d surface reconstruction using 
Fourier Transform Profilometry. All have been previously introduced in chapter 3. 
4.0 Wire Probes 
The wire probes described in this section are a variant used in experiments presented in 
chapter 5 to study gravity wave turbulence. 
4.0.1 Construction and Implementation 
 
Figure 4.1 – Schematic of the wire probe device utilised in the experiments presented in 
this thesis 
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The basis of the operation of the wire probe is as an AC voltage divider, see Figure 4.1. 
The wire is coated in a thin layer of PTFE and so there is a capacitance between the 
copper wire and the weakly conductive water. The wire is positioned perpendicular to 
the surface and partially submerged. As the height of the water around the wire changes 
so does the capacitance between the wire and water and surface elevation as a function 
of time can be measured.  
The probes are supplied with a voltage from a signal generator which is also supplied to 
a lock-in amplifier as a reference signal, the returning signal from the probe is also input 
into the amplifier and the resulting output is a full scale signal in the range 0-10 V, this 
system is shown visually in Figure 4.1. The output signal is then recorded to an .lvm file 
using a Labview program and an Analog to Digital converter, the program in labview 
allows monitoring of the wave elevation and the instantaneous power spectrum of the 
signal. 
4.0.2 Calibration 
The procedure for calibration requires the output voltage at as many different water 
depths as is realistic to implement across the working range of the probe. This can be 
done manually but in the data presented here the calibration was semi-automated using 
a motorized translational stage, this makes the process both consistent and economical 
since a large number of points can be gathered rather quickly. Figure 4.2 shows the 
signal for two probes as recorded V(t) and convereted to depth relative to the inital 
posistion by the calibration coefficients found from fitting a polynomial function to the 
plot of voltage against depth shown in Figure 4.3.  
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Figure 4.2– Left: Example signals for 2 capacitance probes during calibration. Right: 
Same signals as left plot after applying the calibration coefficients to obtain depth from 
voltage 
 
 
Figure 4.3 – Voltage vs Depth of 2 capacitance probes relative to the still water surface, 
fitting provides coefficients for calibration 
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Following this calibration process recorded voltage signals can be converted to wave 
elevation in millimetres, a sample signal from the experiments in chapter 5 is shown in 
Figure 4.4; this signal can then be processed to provide statistics of the wave field.  
 
Figure 4.4 – Sample of surface elevation of paddle generated waves after calibration 
 
4.1 Laser based Surface Slope Measurements 
Laser based surface slope measurements can be obtained using a position sensitive 
device (PSD) as outlined in section 3.1. The simplest form of setup to achieve the 
measurement of the surface gradient is as shown also in that section.  The laser beam 
(He-Ne in this case) is directed perpendicular to the undisturbed surface and then on to 
the PSD device, when the waves are generated on the surface of the water the beam is 
refracted and the position of the beam on the sensor consequently changes.  
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Figure 4.5 – Modified system for surface gradient measurement from that of (Snouck, 
Westra, & van de Water, 2009) to include an additional lens 
 
The intention in the experiments presented in this thesis is to measure parametrically 
excited waves using a tank mounted on a shaker. From previous examples of the use of 
this device it was noted that there is a small error associated with this simple setup when 
studying parametric surface waves generated from a shaker due to the changing distance 
the between liquid surface and the PSD. To minimise the error the PSD needs to be 
placed as far from the surface as possible although will limit the angle it is possible to 
measure. By placing the PSD at the focal plane of a lens, as in Figure 4.5, the error is 
removed because  the position on the sensor is only dependant on the angle of refraction 
this can be shown using the lens equation. 
The lens equation is given as: 
1
݈′ െ
1
݈ ൌ
1
݂′ 
For a general position ݄ on the lense: 
݄
݈′ െ
݄
݈ ൌ
݄
݂′ 
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݄ ൌ ݈ᇱݐܽ݊ߚ ൌ ݈ݐܽ݊ߙ 
ݐܽ݊ߚ െ ݐܽ݊ߙ ൌ ݄݂′ 
For a position ܪ on the sensor: 
ܪ ൌ 	݈ݐܽ݊ߙ െ ݂′ݐܽ݊ߚ 
Substituting for ݐܽ݊ߚ: 
ܪ ൌ ݈ݐܽ݊ߙ െ ݄ ൅ ݂′ݐܽ݊ߙ 
ܪ ൌ ݂′ݐܽ݊ߙ 
A lens can now be selected to make the best use of the sensor by utilising its full area: 
݂ᇱ ൌ 	 ܪݐܽ݊ߙ 
4.1 
For example, for ߙ ൌ 10௢ and ܪ ൌ 0.7	ܿ݉, ݂ᇱ ൌ 	3.97	ܿ݉ so a lens with focal length 4 
cm could be used and then dependant on the position of the system relative to the 
surface the aperture of the lens can be chosen accordingly. 
The use of the lens equation mean the system is only optimised for measuring small 
angles but in the case of surface waves this is typically the case. The addition of the lens 
does however mean that the size of angle measured can be controlled independently of 
the distance the lens and PSD are placed at by changing the aperture of the lens. This 
flexibility means that working with different water depths can be done with relative 
ease. 
The major advantage the PSD has over the wire probe, also for point like 
measurements, is that the PSD is non-invasive, the advantage the wire probe has is that 
it can deal with breaks whereas the PSD cannot. In the case of a wave break where the 
laser beam crosses the surface the light will scatter and a proper measurement cannot be 
made. In the laboratory conditions considered using the PSD the regimes studied should 
be at amplitudes where breaks are minimized. 
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4.1.1 Calibration 
Calibration of the PSD (Hamamatsu S1880) sets the relationship between a position of 
the laser spot on the PSD surface described in rectangular coordinates with zero point at 
the centre of the sensor and output voltage of the electronic amplifier. Calibration only 
needs to be done once since the circuit produces an output voltage that is independent of 
light intensity and only changes with position on the sensor, a circuit diagram is 
provided in Appendix A. An example of the calibration is shown in Figure 4.6. The 
calibration shown was obtained by moving the sensor relative to the laser spot but could 
equally be done by moving the laser or via rotation of a mirror. There is no constraint 
on the calibration relating to the spot size of the laser as the sensor works on a centre 
weighted average. 
 
Figure 4.6 – Example of calibration of the PSD response by moving a laser spot across 
it at known increments 
 
4.2 Fluorescent Laser Imaging of Wave Profile 
Fluorescent laser imaging is a technique where a cross-section of a water surface can be 
captured by a camera and processed to give statistics on wave vectors and in some cases 
time dependant elevation if a high enough frame rate can be achieved. The technique is 
particularly desirable because it is non-invasive. The technique presented here is similar 
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In order to fluoresce the water Rhodomine 6G is diluted in the body of water, this is 
appropriate for lasers with wavelengths ~520 – 540 nm, full fluorescence and 
absorption data can be found in PhotochemCAD 2 a free to download software using 
data from (Dixon, Taniguchi, & Lindsey, 2005) and is reproduced in Figure 4.7 and 
Figure 4.8. The laser used in the experiments presented in this thesis was a pulsed Yag 
laser (Energy 120 mJ, wavelength 532 nm). The laser beam is expanded to produce a 
light sheet and is positioned perpendicular to the water surface. A camera under a 
known angle captures the resulting cross section. If the geometry is known or if 
calibration images are taken it is possible to process the images to result in a surface 
profile with a calibrated height in real world coordinates. The camera used in these 
experiments was a Basler A622f, the camera can be triggered using an external source 
and so a precise frame rate can be achieved. In previous experiments using this 
technique (Lukaschuk, Nazarenko, McLelland, & Denissenko, 2010) a frame rate of 8 
Hz was used. By changing the set up using similar equipment it was possible to increase 
the frame rate to 24 Hz and the expense of a slightly decreased field of view, 1.2 m to 
0.945 m in order to maintain brightness of the illuminated line. The main issue 
surrounding this set up is achieving a high contrast image. The brightness of each pulse 
is reduced with pulse rate, the pulse laser in these experiments has two lasers each 
capable of 15 Hz pulse rate, it was possible to trigger them independently using a square 
wave signal 180o out of phase, this meant a maximum pulse rate of 30 Hz, this was not 
used because there was insufficient contrast in the images to be processed consistently, 
the frame rate of 24 Hz produced the best balance between image contrast and still 
being of sufficient frequency to use the images for time dependant analysis of the 
surface waves. 
Acquisition of the images is made using a Labview program which stores all the images 
on to a buffer on the computers RAM via the cameras Firewire port and then saves them 
to a folder on the disk drive. It is necessary to store in a buffer because of the frame rate 
and so there is a limitation on how many images can be gathered in one burst, on the 
hardware available for these experiments this limit was 3000 images of 0.5 Mp 
resolution. 
Images are opened in MATLAB to be normalised and filtered and then using the 
MATLAB image toolbox the boundary between the water surface and the air can be 
detected. Figure shows the image after each stage of processing. 
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Figure 4.9 - Image Processing, Top: Original Image as captured on camera, Middle: 
Binary Image generated by thresholding procedure, Bottom: Detected boundary 
overlaid on original image 
 
Initially the image is simply normalised and then using the ‘fspecial’ function a 
Gaussian filter is applied, this acts as a low-pass filter that removes bright spots in the 
image. In order to use the boundary detection capabilities in MATLAB the image also 
needs to be converted to a binary image; this is done by using the ‘graythresh’ function 
to find the intensity level to then convert to binary using the ‘im2bw’ function. At this 
point while a binary image now exists it may due to the gray threshold level have some 
holes in it, these holes are removed using the ‘imfill’ function to produce an image 
which contains two distinct halves. 
The image is now prepared to detect the boundary, any under water point on the image 
is selected and then using the ‘bwselect’ any connecting pixels i.e. those of the same 
value can be detected. While under the water surface the function will return all four 
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surrounding points but once the boundary is reached it will return less. When a point on 
the boundary is found the function ‘bwtraceboundary’ is used to draw the boundary. 
The data for the boundary is then saved into a text file. This means that the image data 
can be more easily accessed at a later date, this is useful because the process of reading 
the image and then detecting the boundary can be computationally expensive. Further 
information on all of the functions used can be found on the MathWorks website and 
also in the MATLAB help files (Mathworks, 2012). 
4.3 Fourier Transform Profilometry for 2d Surface Reconstruction 
The system presented here is based on a parallel axis geometry profilometry technique 
that has previously been used to measure to surface waves (Cobelli, Przadka, Petitjeans, 
Lagubeau, Pagneux, & Maurel, 2011). 
As previously described in section 3.1 Fourier transform profilometry is used to 
reconstruct surface elevation from a projected pattern captured by a camera. 
 
Figure 4.10 – Profilometry system configuration with parallel axes of projector and 
camera 
 
A schematic of a typical setup is shown in Figure 4.10, the setup should be as precise as 
possible so that both the camera and projector are the same height and parallel to one 
another, this means that the surface can be reconstructed using only the dimensions 
labelled in the diagram, L the distance between the camera/projector combination and D 
the distance between the centre of the two lens’. Further to these geometric 
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The program used for processing the images is described in the following stages and is 
shown as a flow diagram in Error! Reference source not found.:  
1. The initial parameters include information about the geometry (L and D), the 
pattern used (period p) and controls for the program such as which camera was 
used, colour and monochrome require different lines of code.  
2. The reference image is read into the memory and variables are assigned to 
describe its size, the array is converted to a format of double and color images 
are changed to a 2-d array by averaging all three channels RGB. 
3. Remove bright spots from the reference image, these are unwanted reflections 
from the projector illumination. In the reference image this is a single spot in the 
subsequent images of the deformed surface these can appear anywhere. The 
spots are removed by a low pass filter. 
4. Prepare reference for phase calculation, firstly, from the reference image the 
fundamental frequency is found via an FFT and assigned to a variable and 
secondly a complex demodulation is performed on the reference image. 
5. The image of the deformed surface is read in and processed in the same way as 
the reference in step 2. 
6. Remove bright spots in deformed surface as per step 3. 
7. Prepare deformed surface image for phase calculation as per step 4. 
8. Calculate phase change by subtracting the reference from the deformed surface 
data, this is achieved with a multiplication of one by the complex conjugate of 
the other, 
∆∅ ൌ imሺlog൫ܫ. ܿ݋݆݊ሺܴሻ൯ሻ 
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Where, I is the demodulated image from stage 7 and R is the demodulated 
reference image from stage 4. The imaginary part resulting complex log is the 
phase, which is then calibrated to mm using equation 3.1. 
9. Data from the surface is now available for analysis in space/time. 
Steps 5 to 9 are performed in a loop so that a whole series of data can be processed 
without re-selecting new images or repeating the processing of the reference image. 
 
Figure 4.12 – Top: Reconstructed surface shown as a colour map. Bottom: Cross-
section of the reconstructed surface taken through the middle of the horizontal 
coordinate. 
 
In order to project this pattern on to a water surface particles need to be suspended in 
the body of water, in the experiments presented in this thesis Titanium Dioxide with 
typical diameter 0.6 μm was dispersed to de-ionised water at a concentration of 0.5 % 
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(Analysis of the size distribution is available in Appendix B). An example of a 
reconstructed surface from the measurement of a gravity wave is shown in Figure 4.12, 
the cross-section also shown is taken through horizontally through the middle of the 
reconstructed surface.  
4.4 Accelerometers 
A set of accelerometers are used to monitor experiments conducted in the laboratory 
like those presented in chapter 6. They can be used for static or dynamic systems 
although in the case of the work presented here they are only calibrated statically and 
then used for a dynamic system; one full rotation of the accelerometer is equal to 2 g. 
This simple test yields a voltage that can then be used as coefficient for calibration and 
is written in to a labview program so that acceleration  (typically in this case of a shaker 
used for generating parametric waves) can be monitored live and the voltage recorded 
for later analysis.  
4.5 Comparison of Measurement Techniques 
Profile images as described in section 4.2 were used to provide evidence that the signal 
recorded by the PSD is entirely based upon the slope of the surface and in no way on 
the elevation. This comparison was motivated by observations from experiments where 
the refraction of the laser beam was larger than expected. 
The comparison was conducted on a water surface with parametric waves generated by 
a shaker excited at 20 Hz. Images were recorded at 100 frames per second allowing a 
spectrum with a 0 – 50 Hz bandwidth to be produced, this is not sufficient to study the 
dissipation of the waves, however, it provides sufficient data points to compare with the 
PSD measurements. 
Figure 4.13 shows the comparison of the two spectra where the elevation spectrum 
calculated from the images has been multiplied by k2 for direct comparison. 
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Figure 4.13 – Comparison between image profile data and PSD system data 
 
In a general comparison the profilometry technique is the most desirable because of the 
complete surface reconstruction however the deployment of the technique in a large 
scale experiment is still not possible because of the amount of and the physical 
difficulties in suspending titanium dioxide in the body of water. Overcoming this 
difficulty is the next challenge facing the technique, in the mean time the fluorescent 
laser technique offers limited spatial statistics along a line which in cases where the 
wave regime being studied can be considered isotropic should not be an issue. If only 
point like measurements are required or even they are the only measurements possible 
due to perhaps sampling rate of available hardware or physical restraints on the 
experiment the PSD would be the natural choice if high frequencies are to be studied 
but will ultimately fail when breaks occur regularly, in this case and as an excellent way 
of monitoring or validating other techniques the wire probe remains a robust, versatile, 
tried and tested technique. 
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5 Large scale experiments on Gravity 
Waves  
In this chapter experiments from the Total Environment Simulator at The Deep (Hull) 
are presented. Data and analysis are presented for the rise, decay and steady state of 
wave regimes with different amplitudes and boundary conditions. 
5.0 The Total Environment Simulator 
The Total Environment Simulator (TES) at The Deep (Hull) is a versatile experimental 
facility that consists of a large flume of size 14 m x 6 m x 1.6 m, it can be used to 
generate flows through channels and study bed formations and also as a wave tank in 
the configuration used for the experiments presented here.  
The 14 m length includes an inlet and outlet for flow generation as well as an 8 panel 
wave maker on one end. The effective length of the tank used for surface wave 
experiments is 12 m. This reduction is made by the wave maker on one end and an 
internal wall on the other in front of the outlet. It is possible to construct other internal 
walls to achieve various boundary conditions, this is a feature utilised in these 
experiments to create a trapezoidal tank. 
The facility has a moveable gantry across the 6 m dimension of the tank which can be 
used for mounting equipment and measurement devices and then locked in place. 
5.1 Experimental Setup 
Two techniques for data acquisition were used, the capacitance wire probe and 
fluorescent laser imaging, both described in chapter 4. Two wire probes were arranged 
on either end of a light sheet for the imaging and positioned in the middle of the tank 
attached to an aluminium frame on the gantry. The light sheet was oriented parallel to 
the 12 m length of the tank as shown in Figure 5.1. The camera used to capture the 
illuminated water surface was positioned from the ceiling with a 35 mm lens and at an 
angle of 30o, the image is 400 x 1080 pixels with calibration xp = 0.875 mm and yp = 
1.01 mm. 
The wire probes were held in place by a clamp at the top end attaching them to a 
mounting point on the aluminium frame and were left free at the bottom end but with a 
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steel weight just above the bottom of the tank. At this depth it is assumed that there is 
little or no flow and so the weights would be sufficient to stop the probes from moving, 
in the event of a trial run and all subsequent runs of the wave maker this was indeed the 
case. Mounting the wire probes in this manor eliminates having any kind of frame in the 
water and so is less invasive than previous incarnations of the device, which could 
generate short waves themselves from the frame. The probes used in these experiments 
had resistor value of 10 kΩ. 
 
Figure 5.1 – The Deep tank and data acquisition device locations 
 
A number of configurations were used for the generated waves all centred around 1 Hz, 
typically waves were generated at 0.97 Hz (λ = 1.6 m) and 1.17 Hz (λ = 1.2 m) with an 
angle of 9o separating them. Alternatives to this type of generation were also used for 
comparison, these included single frequency waves generated perpendicular to the wave 
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maker, single waves rotated by 9o from perpendicular and a rotated version of the 
standard two frequency excitation, the schematic in Figure 5.2 shows the 
configurations. 
The principal concern when selecting the configuration for the generated waves is that 
the spectrum of waves should be continuous. The excitation should be concentrated at 
low frequencies to ensure scale separation between excitation and dissipation scales. 
Furthermore, the excitation should create an isotropic wave field, this is achieved by 
multiple reflections from the tank walls; it is assumed that there is low energy 
dissipation and that waves reflect from the walls many times and interact in the middle 
of the tank.  
 
Figure 5.2 – Deep tank boundary conditions and wave maker wave generation 
configuration 
 
In addition to excitation configuration the effect of boundary conditions were 
considered in two formats, in the first instance the full volume of the tank was used 6 m 
x 12 m filled to a depth 0.9 m which means the waves generated can be considered to 
exist on deep water since h > 0.5λ, where λ is the longest wave in the system (1.6 m 
from the linear dispersion relation). 
In the second configuration a wall was built at 30o to the 6 m side creating a trapezoidal 
tank. Care was taken when preparing the walls for both the rectangular and trapezoidal 
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have gathered on the water surface. Particles on the surface can adversely affect the 
laser illumination as captured by the camera, although this is usually dealt with by the 
filter on the lense.  
The capacitance probes are calibrated for use using the method described in the chapter 
4. This procedure is completed at the start and end of each day, the end of the day 
calibration is purely precautionary in case there is a problem with the morning 
calibration and as a quality control for the device. 
Preparation before each run is a series of checks that the filenames and folders for the 
data are correct and that the correct parameters on the wave maker software have been 
accepted. A dry run can be done on the computer to check that none of the paddles will 
over-extend during the sequence of pumping. 
The programs running the wave maker, recording the data for the probes and the images 
are on three separate machines and have to be started manually when the experiment is 
ready to run. They are started almost simultaneously, as best the operator can manage, 
the delay could be no more than a few seconds; this will be shown later to be a 
negligible amount of time. 
The schedule for data acquisition is illustrated in Figure 5.4, the whole run is split into 
three sections; rise, stationary and decay. The wave maker is running for the whole of 
the first two sections and is then switched off to allow the wave field to decay. The wire 
probes are recorded in three separate files for each section. The images are recorded in a 
continuous batch of three thousand images for the rise and the stationary sections and 
then as batches of 500 images with eight minutes between them for the decay. 
Following each run a further thirty minutes as a minimum is waited for the surface to 
become flat and a new run can begin. 
 
Figure 5.4 – Schedule for data acquisition 
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5.3 Results 
The results of the experiments at the Deep are presented here in three sections 
corresponding with those that were indentified for data acquisition, rise, stationary and 
decay. The data are all processed using Matlab, where the spectra are generated using 
the pwelch algorithm using a hamming window, for ω spectra averaging takes place 
with a 50% overlap, the number of averages changes for the different acquisition types 
and, the wire probes enable more averaging because of their longer dataset. For k 
spectra there is no overlap in the averaging because each boundary has to be processed 
individually and the average is taken over the whole dataset, 3000 images unless stated. 
At high amplitude there are sometimes problems with the boundary detection caused by 
splashing from wave breaks, in datasets where this is the case these images are ignored 
and in order to calculate ω spectra the data is split into continuous sections.  
An example of ω spectra calculated from sets of 3000 images with window size 64 is 
shown in Figure 5.5. The fitting range is chosen on an individual basis; at higher 
amplitudes the available range is wider. Similarly Figure 5.6 show an example of the k 
domain energy spectra, the fitting range here is chosen to be the same as those used for 
the frequency spectra by calculating wavelength from the linear dispersion relation. A 
further example of the ω domain energy spectra is seen in Figure 5.7 this time 
calculated from the wire probe data with window length 256, in this plot there is clearly 
a fitting range of one decade this is slightly longer than that achieved in the spectra 
calculated from the images this is due to the vertical resolution in the images being 
insufficient past ~8 Hz. An overview of the parameters and spectral slopes is presented 
in table 5.1. 
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0.20 20 16 0.10 0.08 -3.88 -3.28 -6.67 -5.35 
0.25 40 23 0.21 0.12 -3.18 -3.49 -4.29 -6.10 
0.30 29 31 0.15 0.16 -3.30 -3.08 -4.79 -4.55 
0.35 33 37 0.17 0.19 -3.20 -3.10 -4.49 -4.44 
0.40 33 40 0.17 0.21 -2.95 -2.79 -4.43 -4.01 
0.45 27 40 0.14 0.21 -3.07 -2.77 -4.80 -3.75 
Table 5.1 – Experimental parameters and resulting k and ω slopes 
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Figure 5.5 – ω spectrum calculated from image data for different amplitudes in a 
rectangular boundary condition, standard deviation of the wave elevation and spectral 
slope are shown in the legend. 
 
Figure 5.6 – k spectra for different amplitudes in a rectangular boundary, standard 
deviation of the wave elevation and spectral slope are shown in the legend. 
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Figure 5.7 –ω spectra for moderate amplitude (γ=0.17) with rectangular boundaries 
calculated from wire probes 
 
The best way to compare the spectra is by examination of the slopes of the energy 
spectra but for a simple visual check a spectrum from each both of the boundary 
conditions is presented in Figure 5.8. Both these plots are for wave fields of very similar 
amplitude, 33.0 mm and 32.9 mm the slopes are however slightly different and in the 
main peak around the excitation frequency the two pumping frequencies can be seen as 
discrete peaks in the trapezoidal boundary condition and as a single hump in the 
rectangular boundary condition, this feature in not seen exclusively in this manor but it 
seems far more likely that the two frequencies are distinguished in the trapezoidal 
condition. This difference would be worth further consideration if the feature 
propagated to higher frequencies but there are no harmonics visible and the spectrum is 
continuous. 
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Figure 5.8 – ω spectra for comparison between regular and trapezoidal boundaries 
produced using image data, standard deviation of the wave elevation and spectral slope 
are shown in the legend 
 
Using the calculated slopes of the frequency spectra the wire probes and images can be 
compared for consistency. Figure 5.9 plots the setting on the wave maker for each run 
against the measure slopes from wire probes and images, twelve points are considered, 
six from each of the boundary conditions. In general there is a reasonable agreement 
between the two techniques, particularly at moderate amplitude. 
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Figure 5.9 – Comparison of data acquisition techniques via ω-slope, both boundary 
conditions are included. 
 
In Figure 5.10 and Figure 5.11 the measured slopes for k and ω are compared with their 
theoretical predictions, this also provides an opportunity to compare with previous 
similar experiments (Lukaschuk, Nazarenko, McLelland, & Denissenko, 2010). There is 
evidence of similar behaviour to previous results as expected, particularly for the 
trapezoidal boundary. As was previously observed the data points approach the 
Zakharov-Filonenko prediction however they never reach it. Across all the data points 
the k slope is shallower than observed previously. 
‐7
‐6.5
‐6
‐5.5
‐5
‐4.5
‐4
‐3.5
‐3
‐2.5
0.15 0.25 0.35 0.45 0.55
ωS
lo
pe
Gain of Wave Maker (A.U)
Wire Probe
Images
 
 
55 
 
 
Figure 5.10 – ω and k slopes for regular boundary conditions calculated from images (k) 
and wire probes (ω), Ph is the Phillips prediction, ZF is the Zakharov-Filonenko 
prediction and Ku is the Kuznetsov prediction, the line plot is from the linear dispersion 
relation. 
 
Figure 5.11 – ω and k slopes for regular boundary conditions calculated from images (k) 
and wire probes (ω), Ph is the Phillips prediction, ZF is the Zakharov-Filonenko 
prediction and Ku is the Kuznetsov prediction, the line plot is from the linear dispersion 
relation. 
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Slopes for the energy spectra in ω and k are plotted against the average energy in the 
spectrum at 3 Hz in Figure 5.12 and Figure 5.13 respectively. The energy at 3 Hz is 
taken since it is away from the excitation frequencies and can be more representative of 
the wave regime. The results are in good agreement with previous observations, again 
from (Lukaschuk, Nazarenko, McLelland, & Denissenko, 2010), with regards to the 
increase in the steepness of the slope as wave intensity is reduced. It is also evident 
from these plots that there is no discernible difference between the rectangular boundary 
condition and the trapezoidal boundary condition for this stationary state of the wave 
field. In the case of the k domain slope there is a small error associated with each point 
that is barely visible in some data points, this error is so small because of the long 
dataset allowing a great deal of averaging. In the ω spectra where the error is also 
relatively small a strong correlation is observed above 5 mm2.s but for waves below this 
intensity the data scatter is larger. 
Also included on these plots are the data points for alternative wave programs and these 
points also lay along the same line with a strong correlation.  
 
 
Figure 5.12 – ω slopes for both boundary conditions compared via intensity in the 
spectrum at 3 Hz 
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Figure 5.13 – k for both boundary conditions compared via intensity in the spectrum at 
3 Hz 
 
In order to understand why shallower slopes are observed at higher intensities the image 
boundaries are processed to show temporal fluctuations at different frequencies, this 
same method is later used in the analysis of the rise of the wave regimes. The imaging 
technique offers better resolution via a kind of temporal zoom. The image boundaries 
are processed by calculating the k spectra as before but averaged over 1 second which is 
equal to averaging of 24 frames, time evolution can then be observed by taking a k band 
from the spectra. The result of this process is shown in Figure 5.14 for a regime with 
moderate intensity. 
The sharp peaks which are observed simultaneously across all the k bands correspond to 
breaking waves, during these events the k slope can be seen to become shallower. 
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Figure 5.14 – Top: Temporal fluctuations in the k domain for k bands. Bottom: k slope 
as a function of time. 
 
5.4 Wavenumber-frequency spectrum 
The imaging technique that is used in this experiment allows the space-time domain 
spectrum to be calculated via a 2-d Fourier transform, this is presented in Figure 5.15 
for high intensity waves and Figure 5.16 for low intensity; to the best of the authors 
knowledge these are the first such plots for large scale experiments. The linear 
dispersion relation is superimposed on the plot but it is not expected that we should 
have a ridge along this line which would ordinarily confirm the dispersion relation 
because the images represent data along the line and so the resulting k – ω spectrum will 
include waves travelling from a number of different angles to the light sheet which will 
be represented as different wavelengths for the same frequency. Instead what is 
expected and what is evident in the plot for frequencies less than 5 Hz is a “filled in” 
part of the spectrum where waves of different angles are represented. If different 
wavelengths are not represented equally for a given frequency, which seems to be the 
case this could be an example of anisotropy in the wave field, at frequencies near to the 
excitation this might be expected since the waves are generated by the wave maker 
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rather than interactions. In any case a further restriction at low frequencies is the length 
of the light sheet means that only a small number of discrete angles are observable, the 
wavelength may appear longer when it crosses the light sheet at some angle. The higher 
intensity wave regime in particular shows a strong intensity propagating at relatively 
long wavelengths. 
The results from the previous experiments at the same facility suggested that at least for 
frequencies away from the excitation the wave regimes are close to isotropic; this being 
the case an alternative explanation to the uneven distribution of wavelengths is 
considered. Since the perceived anisotropy is more evident in the higher intensity 
regimes wave breaking is a possible source. Figure 5.17 shows two k – ω spectra 
generated from the same data set but for short windows in time of only 10 seconds. 
Underneath each the filtered spectral amplitudes are shown for 2, 3, 4, and 5 Hz 
generated using the same method as with the spectral fluctuations. In the plots on the 
left the spectral fluctuation indicate that there are no breaks here and in the k – ω 
spectrum the intensities are quite well filled in, though there is still evidence of 
anisotropy. In the plots on the right the spectral fluctuation indicates wave breaking and 
the k – ω spectrum is strongly directional, on this evidence it suggests the similar 
behaviour observed in the previous two k – ω spectra are dominated by wave breaking. 
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Figure 5.15 – ω – k spectrum calculated from 2-d Fourier Transform,high intensity 
waves (γ = 0.21) 
 
Figure 5.16  - ω – k spectrum calculated from 2-d Fourier Transform, low intensity 
waves (γ = 0.1) 
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Figure 5.17 – Comparison of ω – k spectra, Left: Spectrum for when there is no wave 
breaking. Right: Spectrum when wave breaks. 
 
5.5 Rise 
In this section the rise to the stationary regime is presented via both the wire probes and 
the imaging technique. In Nazarenko, Bedard, & Lukaschuk (2013) predictions for the 
characteristic times for the rise to the stationary regime are presented. Considering 
kinetic evolution of the regime the characteristic time scale for the rise to stationary is 
given as τK ~ 100 s and for dynamical evolution τD ~ 4 s, both of these are for a wave 
regime with nonlinearity γ ~ 0.2. 
In order to capture the characteristics of the rise from the wire probe data the wave 
elevation signal is filtered using band pass filters with 1 Hz bandwidth and centre 
frequencies of 1, 3, 5, and 7 and then short windows of 10 seconds are used to produce 
the plots shown in Figure 5.18. The standard deviation from the stationary regime is 
also indicated by the dashed lines for each of the filtered frequencies, these serve as a 
visual aid where the amplitude crosses this line is approximated to be the end of the rise 
time. This being the case it can be seen that there is a front propagation in the 
development where the rise time for the lowest frequency is approximately 100 seconds 
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which is good agreement with the kinetic equation and then higher frequencies follow 
with up to a 400-500 second delay at 7 Hz. 
An additional feature that is observed is an overshoot where the amplitude reaches the 
stationary level and then decreases to rise again to the stationary level.  
 
Figure 5.18 – Development of wave amplitude for filtered frequencies from wire probe 
data 
 
The imaging technique offers better resolution of the rise for low frequencies via the 
same temporal zoom technique used to show temporal fluctuation in the stationary 
regime, the acquisition length is not sufficient however to observe the high frequencies 
with relatively long characteristic times. The result of this is shown in Figure 5.19, the 
propagating fronts become clearly visible for wavelengths of 50 cm and 5 cm (1.8 Hz 
and 5.6 Hz from dispersion relation) and a time delay between them of 20 seconds can 
be seen. While the full rise of the shorter wavelengths cannot be seen they are also 
shown because there are short periods of growth observable across all wavelengths, 
these can be attributed to wave breaks where many frequencies are generated 
simultaneously. In the data from the wire probes where the averaging is over a window 
10 times longer these breaks will appear as growth which from the imaging is clearly 
not relevant to the characteristic rise time of 400-500 seconds which represents energy 
actually being transferred from the longer waves at the pumping frequency to the 
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shorter scales. Furthermore the breaks that are visible seem to occur approximately 
every 4-5 seconds, this period is not too far from the period of excitation from the wave 
maker and so it is possible that the excitation frequencies get in resonance with one of 
harmonics of the tank increasing the likelihood of wave breaking, this effect may be 
minimized once there is sufficient mixing from wall reflections. 
 
Figure 5.19 – Rise of waves from image data filtered in time highlighting front 
propogation and breaking events 
 
5.6 Decay 
The results presented here illustrate the decay of gravity waves when the wave maker 
has been stopped, the stopping procedure has a “ramp down” time of only a few 
seconds but because of this the exact time of the start of the decay has some uncertainty. 
The imaging technique is not considered here since it does not offer a long enough 
acquisition for the decay process to be properly observed. The length of the record for 
the wire probes is ~40 minutes and this is split into sections to generate ~30 points in 
time, each section is processed with a window length of 256 and total of 100 averages; 
from here we can see that the slight uncertainty in the start time of a few seconds is 
negligible. 
Figure 5.20 shows the decay of the main peak of the ω energy spectra in the rectangular 
boundary tank, it is filtered for 1 Hz with a bandwidth of 0.4 Hz. Three different 
amplitudes are shown all of which have the same decay characteristics which can be 
viewed as two distinct mechanisms changing at around 500 seconds, until this time the 
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main mechanism is a power law which can be seen best in the inset axes, with the same 
results presented on double log axes. After 500 seconds the main mechanism is one of 
exponential decay. Nazarenko, Bedard, & Lukaschuk (2013) show that wave turbulence 
theory predicts a power law decay α t-1/2 and the second mechanism where the effects of 
the tank walls become dominant predicts that after 480 seconds an exponential decay 
should be observed and is estimated as σv ~ 900-1 s-1.  
The power law part of the plot is short but nevertheless in good agreement with the 
prediction as is the cross-over time which remains the same regardless of wave intensity 
in the stationary wave field. The exponential decay observed in the experiment is 
somewhat faster than that predicted by theory, measured as σv ~ 270-1 s-1, this value is 
still the same order of magnitude and can perhaps be explained by enhanced dissipation 
in the corners of the tank. 
 
Figure 5.20 – Decay of main spectral peak for regular boundary conditions, standard 
deviations of wave elevation are shown in the legend 
 
The decay of the main peak again filtered at 1 Hz for the trapezoidal boundary condition 
is compared with that from the rectangular flume in Figure 5.21. The characteristic 
times in the trapezoidal tank for both the power law and the exponential decay are faster 
than seen in the rectangular boundary the point at which wall interactions takes over is 
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also shifted in time to the left, it is difficult to estimate the power law because of the 
very short time frame it now exists over. This is possibly due to the trapezoidal 
boundary promoting resonant four wave interactions better than the rectangular 
boundary. The exponential decay is measured as σv ~ 160-1 s-1, this suggests a greater 
wall fiction possibly linked to the slightly reduced size of the tank due to the incline of 
the wall.  
 
Figure 5.21 – Comparison of the decay of the  main spectral peak for different boundary 
conditions 
 
Given that decay due to wave interactions and decay from wall friction is so well 
observed in the data it would perhaps be surprising to see non-linear wave interactions 
remaining too far beyond the crossover point where wall friction becomes dominant, the 
wall friction does however act mainly on the longer energy containing waves and so it is 
still possible that a shorter wavelengths can interact and be observed. Indeed this 
appears to be the case, in Figure 5.22, a time evolution of the ω spectrum for waves with 
standard deviation of elevation 27.9 mm is shown, each spectrum is normalized for 
comparison. Long after the transition from the power law to the exponential decay the 
energy in the spectra begins to oscillate with a period of ~700 seconds. The oscillations 
appear across many frequencies but are illustrated more clearly than the image in Figure 
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5.23, where time signal is filtered by a band pass filter between 4 and 7 Hz, here other 
amplitudes of the wave intensities are also displayed. At higher amplitudes the 
oscillations become less apparent. 
 
Figure 5.22 – Time evolution of normalized spectra during the decay of surface waves 
taken from wire probe data
 
Figure 5.23 – Standard deviation of elevation for a signal filtered between 4-7 Hz 
during the decay of surface waves 
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5.7 Discussion and Conclusions 
Two experimental techniques have been utilized to generate the results presented and 
their comparison of over 90% agreement demonstrates that in the fluorescent laser 
imaging technique there is a reliable non-invasive method capable of obtaining data in 
both the frequency and wave number domains. 
The described experiment and subsequent results for the stationary wave regime are 
comparable with previous experiments at the same facility, this is not unsurprising but 
the continuity is reassuring since a number of new results have been generated.  
The trial of different excitation configurations yielded comparable results and 
demonstrates that these is strong mixing in the tank regardless of the original direction 
of the excited waves, this in turn indicates that the assumption of low dissipation and 
multiple reflections from the walls is also a fair one. 
The finite size and shape of the tank are cited as being a major contribution to why the 
Zakharov-Filonenko prediction is not observed in these large scale experiments, the 
alteration of the boundary conditions from the standard rectangular tank to the 
trapezoidal tank demonstrate that changing the shape of the tank does not change the 
observed statistics sufficiently to say that the shape is a major contributing factor. The 
spectra are continuous and have similar slopes, this is particularly noticeable for the 
frequency spectra since the error margin in these results is relatively small. The 
boundary conditions are shown to be important to the decay of the system since the 
dissipation due to wave interactions is a short interval before dissipation from wall 
friction takes over. This is a useful property for future experiments since it can shorten 
the time between runs; its practical importance might relate to harbours or other 
structures that ‘contain’ waves. 
The ω-k spectra and the temporal fluctuations in the spectra highlight the importance of 
wave breaking in this type of experiment; they can be seen to dramatically change the 
spectrum. The increased frequency of breaks is what causes the observed decrease in the 
spectral slopes at higher intensities. The ω-k spectra is altered by the prevalence of 
wave breaks to appear as anisotropy which can be associated with the directionality of 
waves at the excitation frequencies. 
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The rise time of the wave regimes are show to be consistent with the predictions from 
the kinetic equation with a time of ~100 s. Similarly the decay shows good consistency 
with theoretical predictions in both the short time power law and long time exponential 
decay, despite this good agreement with the decay of the main spectral peak of energy 
there is the additional observation of the fluctuations at higher frequencies, these are 
attributed to trapped harmonics which can transfer energy to higher frequencies. The 
transfer of energy appears to be close to periodic and the characteristic seems to be 
more easily observable at lower initial intensity of the stationary regime. 
In summary, new results are presented for the whole lifetime of the experiment 
including the rise, stationary and decay regimes. There is still much knowledge to be 
developed from experiments like this one but there is good agreement with theoretical 
predictions regarding the rise time of the regimes and the decay rate for two 
mechanisms of decay, power law and exponential decay. For the stationary part of the 
wave regimes the spectral slopes do not coincide with theoretical values however 
similar trends to previous experiments are observed. Additionally, there is a good 
agreement between the two systems for data acquisition and the results are comparable. 
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6 Observation of a Low Frequency Mode 
in a Vertically Oscillating Elastic 
Container  
The experiments presented in this chapter were all conducted in the Fluid Dynamics 
Laboratory at the University of Hull. The initial aim of the experiments was to observe 
a low frequency mode generated by the inverse cascade of water waves. In eventuality 
the experiments led to the observation of a low frequency mode whose existence could 
indeed be an inverse cascade or alternatively by resonant conditions of the wave tank 
used, the observation is to the best of the author’s knowledge the first under the 
conditions of the experiment.  
6.0 Experimental Setup 
The setup consisted of a square tank 42 x 42 x 25 cm made of polycarbonate 1 cm thick, 
this tank was secured to an aluminium frame that was mounted on an electromagnetic 
shaker allowing vertical oscillation of the tank. In the bottom of the tank there was a 
small glass window approximately 1 cm2 which allowed the laser for the PSD technique 
to be used; in the original configuration of the setup the laser could be used through the 
polycarbonate base but subsequent cleaning of the tank meant the surface was poor 
quality for optical techniques and so the window was added, the glass could be cleaned 
and if necessary replaced which means the transmission of the laser is always good.  
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Figure 6.1 – Polycarbonate tank mounted on the shaker, the accelerometers can be seen 
attached at the top of each wall. 
 
The shaker itself was levelled manually by 3 adjustable rubber feet and then isolated by 
an air cushion whose pressure can be increased dependant on the load of the shaker. 
LED indicators on the shaker alert to any problem with the isolation and so this could 
be monitored easily. 
A series of 3-d accelerometers were mounted on the tank at the top middle of each wall 
and on the base of the tank, these can be seen in Figure 6.1. Typical water depths are in 
the range 10 – 15 cm. 
6.1 Visual Observations 
In a usual situation with this experimental setup parametric waves appear at half the 
frequency of excitation when some threshold amplitude is crossed, these waves form 
domains that slowly oscillate and nothing is observed at low frequencies. Nevertheless, 
at frequencies exceeding 50 Hz sometimes high amplitude low frequency wave will 
appear, in general (the most commonly observed) this wave has a frequency ~2 Hz. 
Which is close to, although slightly less than the corresponding wavelength related to 
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the tank geometry d = 42 cm is the horizontal side of the tank, ݇௫ ൌ ݇௬ ൌ 2ߨ/݀, the 
frequency corresponding to this value given by the dispersion relation is 
߱ଶ ൌ ݃ට݇௫ଶ ൅ ݇௬ଶ ൎ 9.81√22ߨܮ ൎ 203	ݏ
ିଶ 
݂ ൌ ଶగఠ ൎ 2.3	Hz 
A difference between the experimentally measured frequency and calculated frequency 
can be explained by the boundary conditions. The observed wavelength is longer than 
the length of the tank wall; the wave has a significant amplitude at the wall of the tank, 
in the region of a third of the maximum amplitude which appeared in the centre of the 
tank. In this case zero boundary conditions could not be applied. 
The water surface appeared different in different areas of the tank under conditions 
where the low frequency wave was observed, these areas are placed into zones in Figure 
6.2. In zone A close to the wall waves were seen to be generated with wavenumber 
vector parallel to the wall, the intensity was less at the ends and corners of the wall. 
Droplets can be generated near the middle of each wall in a kind of fountain like those 
described by the dragon wash basin. Zone B represents the area where droplets and 
waves generated from the wall propagate. In zone C waves appeared to be generated 
parametrically as normal by oscillations of the tank; note that in later experiments at 
higher frequencies this zone appears to have no waves generated in this way. 
 
Figure 6.2 – Observation zones: A – Waves exist perpendicular to walls, B waves and 
droplets from wall propogate into this region, C – Parametric waves generated 
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It seems that waves generated at the walls are caused by vibration of the sides of the 
tank where their bending mode is in resonant with the vertical excitation frequency, this 
also explains why the intensity of the waves is less in the corners since the walls are 
fixed to each other and displacement of the wall is less. The primary importance of this 
is that the low frequency mode is not generated without this kind of excitation from the 
walls.  
An estimation of the stream speed away from the wall can be made by filming a low 
density (0.9 g/cm3) polyethylene ball on the surface. From this video the stream speed 
was found to be ≈3 cm-1, additionally, in the centre of the tank a circular flow was 
indentified with a speed ≈1 cm-1. 
Although it was possible to make some initial measurements of the low frequency wave 
(described in the following section), its appearance was not very repeatable and it was 
and still is to some extent unclear as to what conditions the low frequency wave would 
appear. 
6.2 Initial Observations Using PSD 
A He-Ne laser was setup parallel with the base of the tank and using a first surface 
mirror at 45o reflected through the window in the base through to the PSD and lens 
combination; the lens has a 4 cm focal length. A second lens with 0.5 m focal length is 
placed between the laser and the mirror to focus the beam onto the undisturbed surface, 
this means that the spot on the surface is as small as possible so that maximum 
resolution is achieved. 
Figure 6.3 shows the spectra for the x and y components of the PSD signal, this 
observation was made at 59 Hz excitation of the shaker. The parametric waves at half 
the excitation frequency are as expected at 29.5 Hz but to the left of this in the range of 
gravity waves two distinct gradients are visible and the peak at 2 Hz indicated the low 
frequency wave that is visible by eye. The repeatability of this result was mixed, in a 
single session of measurements it could be found consistently but after some break it 
would be difficult to reproduce. Figure 6.4 shows seemingly the same conditions but 
with no low frequency mode, this picture looks similar to that observed by Snouck, 
Westra, & van de Water (2009) from a similar setup with a circular tank and surface 
gradient measurements. 
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Figure 6.3 – Power spectra calculated from surface gradient measurements using PSD 
measurements showing low frequency mode 
 
Figure 6.4 - Power spectra calculated from surface gradient measurements when no low 
frequency mode appears for comparison with Figure 6.3 
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At this stage in the experiments there were two main problems with the observation and 
measurement of the low frequency wave, the first being the repeatability of the 
observation and the second is the measurement technique; due to large refraction angle 
the light beam being measured was beyond the limit of the area of the sensor. The 
results from the PSD should only be considered qualitatively because of this. Figure 6.5, 
demonstrates the clipping seen on the PSD signal. Even in a case where the PSD has no 
issue with clipping a point like measurement is not really sufficient to characterise the 
observations in this experiment because the surface appears very different in various 
parts of the tank. 
 
Figure 6.5 – Issues with PSD measurement, example of clipping seen on PSD signal 
 
6.3 Resonance of tank 
Since the excitation of waves near the walls as observed in initial experiments is notable 
as one of the features that make the appearance of the low frequency mode different 
from the normal case of parametrically excited waves. To understand the parameters of 
the experiment the resonance of the tank walls is considered. 
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The resonance of the tank can be found by forcing the shaker using a slow linear 
frequency sweep and recording the signal from at least one accelerometer mounted on 
the top edge of the wall on the tank and the vertical component of an accelerometer on 
the base of the tank. The result can be presented as a resonance curve, typically this is 
presented from 0.25 to 100 Hz covering the usual range of frequencies that can be 
observed in the tank, the sweep rate is 0.001 Hz so that the whole process takes a little 
over 15 mins (this is the slowest possible on the signal generator). The signal from the 
accelerometer has 3 components, X, Y and Z, where X is the acceleration in the 
direction perpendicular to the wall, Y is the acceleration parallel to the wall and Z is the 
vertical acceleration. 
The processing of the accelerometer signals resulting from this sweep is done using a 
fast Fourier transform with a short window in time of 2 s: From the Z component of the 
accelerometer on the base the position and value of the maximum is taken at each 
position in time so that at the end of the process two 1d arrays are available, one 
contains the frequency of excitation and the other contains the amplitude of acceleration 
at that frequency. From the X, Y and Z components of the wall mounted accelerometer 
the maximums are taken, these can then be plotted against the corresponding excitation 
frequencies from the base measurements. 
There is a trade off between the length of the Fourier transform and the sweep 
frequency; the values used give a resolution of 0.2 Hz. In order to make each resonance 
curve comparable the same voltage signal is used throughout. This signal amplitude is 
chosen low enough so that there are no parametric waves generated throughout the 
sweep.  
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Figure 6.6- Tank resonance curve where Depth - 12.5 cm, tank filled with Water and 
Titanium Dioxide (0. 5%), X = Perpendicular to the wall, Y = Parallel to the wall, Z = 
Vertical 
 
The example resonance curve in Figure 6.6 is for the cell filled to a depth of 12.5 cm 
and shows a strong and relatively broad peak at 82 Hz with a second peak 
approximately 3 times less amplitude at 54 Hz for the X component of acceleration, the 
other components are always significantly less than the main peak in X. 
For an empty tank the resonance curve is shown in Figure 6.7, the main peak for X 
component is found to be at 88 Hz with the secondary peak at 79 Hz. Amplitude of the 
peaks here is higher than in the previous example due to the decreased damping that the 
water would normally provide.  
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Figure 6.7- Resonance curve for an empty tank, X = Perpendicular to the wall, Y = 
Parallel to the wall, Z = Vertical 
 
A comparison of the X component resonance curves for different water depths is shown 
in Figure 6.8, the main peak can be seen to shift to the left as the water depth and hence 
the damping increases. The change in the position of resonance is rather large, 3.3 
Hz/cm in the range of water depths used. This means that for the depth of water 
measured by a ruler the variation in the resonance peak will be ±0.115 Hz. This is not 
insignificant but it would not seem to explain the difficulty in repeating the observations 
made with the PSD, in initial observations the excitation was slightly higher than the 
secondary peak in the mid 50s where the resonance is relatively low so in subsequent 
experiments the excitation was moved to be in the 80s corresponding to the main peaks 
in the resonance curves. Additionally main peaks have strongly differing maximums 
and this does not appear to have any pattern, this further highlights the apparent 
complexity of this system. 
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Figure 6.8 – Resonance curves at different liquid depths using acceleration component 
perpendicular to the wall, tank filled with water and titanium dioxide (0.5 %). 
 
6.4 Further Investigation Using FTP 
The results from the PSD have two issues, outlined earlier, the first relates to the 
clipping of the signal, the second is that the system is complex and waves are visibly 
different at the edges, corners and centre of the tank and so the point like measurement 
is not suitable. The profilometry techniques address both of these flaws of the PSD data 
but with the trade off that the sampling frequency is reduced.  
 
 
79 
 
 
Figure 6.9 – System with profilometry rig in place. 
 
The setup for the profilometry measurements can be seen in Figure 6.9 and is described 
more fully in chapter 4. The majority of results presented are gathered used a Basler 
camera, a number of additional results were gathered using a high speed camera kindly 
loaned by Dantec Dynamics. 
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Figure 6.10 – Wave profile of low frequency mode reconstructed from profilometry. 
Setup parameters were L = 1 m, D = 0.2 m and pattern period p = 3.6 mm. 
 
Figure 6.11 – Manual fitting of wave profile from Figure 6.10 
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Figure 6.12 – Location of the reconstructed profile within the tank. 
 
An example of the low frequency wave reconstructed from the profilometry technique is 
shown in Figure 6.10, its location within the tank is shown in Figure 6.12. The shaker 
excitation used was 82 Hz, approximately matching the resonance of the tank walls at 
12.5 cm depth. Assessing the wavenumber of the low frequency mode k(kx,ky) by fitting 
the wave to the equation; 
ߞሺݔ, ݕሻ ൌ ܣ cosሺ݇௫ݔ ൅ ߶௫ሻ ∗ cos	ሺ݇௬ݕ ൅ ߶௬ሻ 
Where kx = 0.15 cm-1 and ky = 0.17 cm-1, A, x and y are all constant. The result of the 
fitting is a reconstructed surface shown in Figure 6.11. The length of the tank walls d = 
42 cm and so one of the lowest resonant modes of the tank is 2π/d = 0.15 cm-1 which is 
approximately the same as the fitted wave, assuming the lowest mode has wavelength 
2d the low frequency wave relates to the second harmonic along each side (2,2). The 
frequency corresponding to the observed wavenumber based on the dispersion relation 
is approximately 2.3 Hz. 
The frequency spectrum of the acceleration component perpendicular to the side wall 
was obtained from one of the accelerometers mounted on the tank wall; this result is 
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presented in Figure 6.13. The maximum in the spectrum at F = 82 Hz corresponds to 
the excitation frequency; several satellites can also be seen. There is also a peak at f = 
2.3 Hz which coincides with the low frequency surface wave. The satellite harmonics 
closest to the excitation frequency are at F – f and F +f. 
 
Figure 6.13 – Top: Spectrum of accelerometer signal perpendicular to wall. Bottom 
Left: Close-up of low frequency part of spectrum. Bottom Right: Close up of high 
frequency part of spectrum. 
 
The low frequency wave is consistently excited within a short range close to the main 
resonance peak of the side wall. The threshold for the appearance of the low frequency 
wave is found manually by running repeated experiments at decreasing amplitudes until 
the wave is no longer generated, the observed result is presented in Figure 6.14. The 
resonant frequency for this result was 79.75 Hz and so the low frequency wave is 
generated most easily at frequencies slightly higher than this. 
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Figure 6.14 – Stability Curve for the low frequency wave. 
 
Interestingly the low frequency mode can exist at different frequencies also 
corresponding to resonant conditions; this is depicted in Figure 6.15. The low frequency 
appears to exist at 2.3 Hz as already observed, 2.7 Hz which relates to a one 
dimensional wave with resonant mode (4,0) and both waves may exist simultaneously. 
 
 
84 
 
 
Figure 6.15 – Spectrums calculated from the accelerometer signal perpendicular to wall 
to demonstrate different frequencies of the gravity wave including two low frequencies 
coexisting. 
 
Using a high speed camera it is possible to view the frequency spectrum of the wave 
elevation to include the excitation frequency, parametric mode and the low frequency 
wave. The frame rate used was 200 fps, the depth was 12.5 cm, the resonance was 
measure to be 85.75 Hz and excitation of the shaker was at 86 Hz. The resulting spectra 
are shown in figures. Frequency spectra are shown for a position close to the wall and a 
position in the centre of the tank, these spectra are averaged over a number of points and 
processed using the pwelch algorithm with averaging length 5 seconds and 50% 
overlap. Near the wall the excitation frequency can be seen as a single peak and there in 
a broad hump around the parametric frequency range, the low frequency mode at 2.3 Hz 
is also visible. In the centre an additional high frequency peak is seen at ~80 Hz, the 2.3 
Hz wave is visible and a two slopes extend away from this through the gravity and 
gravity-capillary range, these are relatively short fitting ranges, with slopes ~1.5 and 
~3.5 as shown in the plot. 
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Figure 6.16 – Frequency spectrum calculated from high speed profilometry for a point 
near the wall of the tank. 
 
Figure 6.17 – Frequency spectrum calculated from high speed profilometry for a point 
near the middle of the tank. Slopes shown for illustration only. 
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Use of the high-speed camera allows a k-ω spectrum to be produced by the 2-d Fourier 
transform, this is shown in Figure 6.18. The red line shows the linear dispersion relation 
which is in clear agreement with the experimental result and also with the findings of 
Chekroun, et al. (2012), there are no harmonics relating to a non-linear dispersion 
relation like those observed by Herbert, Mordant, & Falcon, (2010). 
 
Figure 6.18 – Frequency – wavenumber spectrum demonstrating the linear dispersion 
relation found using high speed profilometry 
 
6.5 Discussion 
There are three proposed explanations for the observation of a low frequency mode in 
this experiment, these are the Jet Instability, Spatial Resonance and the Inverse cascade, 
in the following sections the applicability of each is discussed. It should be noted that in 
previous work the Jet Instability and Spatial Resonance models have been applied to 
circular vessels and so the experiment presented here is novel in that it is in a square 
container but there are a number of parallels in terms of the visual observation that 
make them valid to this case. 
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6.5.1 Jet Instability 
The jet instability is described in chapter 3, section 3.7 and should occur at a critical 
value of the Strouhal number, 
ܵݐ ൌ ݂	ߠܷ  
where f = the frequency of vortex shedding, θ = the characteristic length, U = the 
characteristic velocity of the flow. 
Oscillations of jets in this model lead to the low frequency mode at a frequency f and so 
the low frequency instability should be observed only at one frequency, f related to the 
Strouhal number. The observations of the experiment presented here saw that two 
different frequencies could be observed simultaneously and so the model of jet 
instability does not seem to be valid in this case. 
6.5.2 Inverse Cascade 
The inverse cascade cannot be ruled out as the cause of low frequency wave that is 
described in the experiment although there is no evidence to prove this from the results 
presented many of the required elements are observed. 
As can be seen from Figure 6.16 and Figure 6.17 gravity waves other than solely at the 
low frequency mode exist in this system and because there is splashing at the walls the 
waves are clearly high intensity and so the non-linear parameter γ will be high. 
Furthermore the growth of the low frequency wave is slow which is as expected for the 
condensate in the inverse cascade. 
In figure, where the frequency spectrum is calculated for a point near the middle of the 
tank two spectral slope are identifiable, the second of which is approximately -3.5, 
consistent with the theoretical value for the inverse cascade but the range of frequencies 
this spans is rather small and towards the capillary range. 
The side bands seen in the accelerometer signal may also exist as waves on the surface 
and allow the inverse cascade to develop since these harmonics are in close proximity to 
the excitation frequency and so may interact and lead to the broad spectral peak seen 
using both profilometry and the PSD techniques. In order to describe this more fully 
further evidence of the growth of the low frequency mode is required and whether this 
action can be seen in the developing spectrum. 
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Clearly there is much room for debate here and this proposition is rather philosophical, 
however still relatively little is known about the inverse cascade and it would be an 
exciting prospect to observe it in an experiment like this one but evidently much more 
research is needed in this direction to acquire quantitative results, there is the potential 
to do this with the profilometry technique presented here, for example to study the 
growth of the low frequency wave through the k-w spectrum.  
6.5.3 Spatial Resonance 
`All the observations of this experiment seem to be consistent with the theory of spatial 
resonance. The theory relies on non-linear coupling between the water surface and the 
oscillating side wall through non-linear boundary conditions that can result in the 
appearance of a low frequency wave from high frequency excitation. The low frequency 
mode at frequency f should be observed when the excitation frequency F is near the 
resonant frequency of the wall and at least one of a pair of side-band frequencies F ± f 
fall within the resonance bandwidth. From the accelerometer data presented in figure 
and the resonance curves in figure, it can be seen that these conditions are satisfied; the 
peak of the resonance for 13.3 cm depth is at 79.5 Hz and F = 82 Hz with sidebands and 
low frequency mode f = 2.3. 
Further support for the applicability of this theory is found in the stability curve 
presented in figure. The behaviour where at excitation frequencies higher than the 
resonance frequency of the side walls growth of a low frequency wave can occur is in 
agreement with the theory, furthermore the shape of this stability curve is similar to that 
suggested by (Mahony & Smith, 1972) and reproduced in section. 
Finally, the spatial resonance model does not prohibit the appearance of low frequency 
waves at more than one frequency, as sometimes observed in these experiments. To 
summarise, the reported results in this chapter seem to be in qualitative agreement with 
the spatial resonance model. 
6.5.4 Repeatability 
The early problems with producing a low frequency consistently were addressed in the 
logical manor that, the excitation from the side walls seemed to be important and the 
subsequent resonance curves for the tank revealed a peaks at different depths in the 
region of 80-90 Hz so moving the excitation frequency to this position made sense and 
indeed greater consistency in the generation of the low frequency mode was found. This 
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consistency allowed further study of the system however it is not an explanation as to 
why the results were not repeatable at 50-60 Hz. It is likely that further understanding of 
the mechanism that generates the low frequency waves will also reveal some insight 
into this issue. 
6.6 Conclusions 
There is still much to be understood about how a low frequency wave might be 
generated in a system like the one presented. There appears to be two viable 
mechanisms to generate waves at low frequency from high frequency excitation; spatial 
resonance and the inverse cascade. Jet instability is a possible third mechanism but the 
observations of this experiment do not satisfy this model. 
Understanding the mechanism for generating the low frequency waves is also likely to 
explain the reasons for the issues with repeatability in this experiment. While improved 
repeatability was achieved by exciting at frequencies near the peak resonance of the side 
walls this does not explain why at excitations between 50-60 Hz the low frequency 
wave can be observed sporadically. 
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7 Conclusions and Possible Future Work 
A number of new results have been presented across a series of experiments in this 
thesis, in this chapter a brief review of these will be given concluding with what 
direction similar experiments might take in the future. 
For the large scale experiment at ‘the Deep’ results were generated for the characteristic 
rise time of gravity waves to the stationary turbulent regime and also for the decay of 
this regime after pumping of energy from the wave maker has terminated. In both cases 
agreement with predictions was found, for the rise time the prediction from the kinetic 
evolution of the wave regime and the observed value from the experiment was ~100 s. 
Similarly with the decay the kinetic equation predicts t-1/2 and at least for a short interval 
at the start of the decay this is observable in rectangular boundary conditions, in the 
subsequent longer time scale the decay is seen to be exponential which is consistent 
with the decay rate through wall friction.  
The results are consistent with previous experiments by (Lukaschuk, Nazarenko, 
McLelland, & Denissenko, 2010) and (Denissenko, Lukaschuk, & Nazarenko, 2007) 
and build on previous techniques, particularly with regard to the profile imaging. The 
finding extend in more detail to the non-stationary parts of the wave regimes and some 
new questions about the decay are raised by the observation of slow oscillations at high 
frequencies away from the main spectral peak which decays steadily. These oscillations 
are particularly noticeable in the decay of low intensity wave regimes but require further 
examples to study them more carefully. 
Different boundary configurations are also used in the tank in the stationary part of the 
wave regime where there is no discernible difference between the statistics of either a 
rectangular or trapezoidal tank. The trapezoidal condition appears to decay faster which 
can be explained by increased wall friction due to the shape. 
The wave profile images were successfully used to be able to observe breaking waves as 
simultaneous peaks in time dependant k spectra filtered a various wavelengths; this also 
indentified a shallower k slope during these breaking events. 
Attempts to produce k-ω spectra from wave profile data did not show the linear 
dispersion relation that we expected to see, the reason for this is unclear but it raises a 
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question about the isotropy of the wave field. Previous evidence has suggested at the 
facility has suggested that the waves are isotropic, to conclusively answer this question 
a technique like Fourier transform profilometry needs to be developed or adapted for 
use in a large tank. 
In the second series of experiments the appearance of a low frequency gravity wave is 
observed when a square tank is subjected to vertical excitation. Early attempts to 
characterise this system were made by measuring the surface gradient at a point, but this 
tool was rather ineffective because of limitations of the device and the fact that the 
measurement is point like; the surface of the water contains multiple regions which 
cannot be captured in this way. Developing and implementing Fourier transform 
profilometry proves more useful and more substantial results can be generated. 
Currently there are two possible mechanisms identified for the generation of a low 
frequency wave, the inverse cascade and low frequency spatial resonance, there is 
evidence to suggest that both of these are possible explanations and since there has only 
been one other reported observation (Deike, Laroche, & Falcon, 2011) of a possible 
inverse cascade in the laboratory the continuation of these experiments is an exciting 
prospect. The system also differs from previous observations in terms of the style of 
wave excitation, using the parametric excitation vs the paddle type generator. 
Besides the mechanism for the generation of the low frequency wave there are also 
questions still remaining about the repeatability of the experiment. In the current 
configuration the low frequency can be generated consistently from excitation 
frequencies 80-90 Hz but the initial observations were made at 50-60 Hz and it is still 
unclear why sometimes the low frequency wave is generated and others it is not. 
Besides the qualitative assessments of the system, the 2-d surface elevation construction 
from profilometry allows a k-ω spectrum to be produced. The linear dispersion relation 
is clearly observed for a wide range of frequencies for the first time it is observed 
spanning the gravity, gravity-capillary and capillary ranges. This result is generated 
from rather high amplitudes which is rather surprising since the linear dispersion 
relation is derived for small amplitudes. Additionally, no non-linear branches are 
evident as they were in one previous study (Herbert, Mordant, & Falcon, 2010). 
A novel adaptation for the Fourier transform profilometry technique could be as a tool 
to measure surface tension via the dispersion relation. Values for k and ω can be found 
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from the spectrum so that the surface tension can be found so long as the density of the 
liquid is known. 
In summary, a good set of measurement devices have been built that have allowed the 
successful study of turbulent surface waves. For gravity wave turbulence the results 
presented are comparable to previous research and able to offer new data for transient 
regimes and the effect of the shape of the tank. In the smaller scale experiment with 
high frequency parametric excitation a complex and exciting system is found with the 
observation of a low frequency wave. Both experiments show exciting possible 
directions for future development. 
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Appendix A 
Circuit diagram for position sensitive detector 
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Appendix B 
Analysis of Titanium Dioxide particles, showing peak distribution at 0.6 μm. 
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Appendix C 
 
