Time-dependent density functional theory faces an important problem when it comes to extended systems: The long-range component of the exchange-correlation kernel f xc is completely absent from local density or generalized gradient approximations, but it is believed to be present in the "exact" f xc . Several attempts have been made to solve this issue, the simplest of them being the use of a model static long-range kernel of the form −␣ static / q 2 . In this paper, we propose and motivate a dynamical extension of this model of the form −͑␣ + ␤ 2 ͒ / q 2 . The dynamical model is then used to calculate the dielectric function of a large variety of semiconductors and insulators. The absorption spectra of large gap insulators are remarkably improved with respect to calculations where the kernel is taken to be static. This approach is valid also for energies in the range of plasmons, and hence it yields, e.g., good electron energy loss spectra. Finally, we present some simple theoretical arguments that relate the parameters of the model to physical quantities, like the dielectric constant and the plasmon frequency.
I. INTRODUCTION
In order to understand the electronic properties of materials, especially in the context of transport and optical excitations, it is essential to have a solid knowledge of the electron-electron and electron-hole interaction. The electronic structure of semiconductors and insulators is nowadays well described by reliable ab initio methods. [1] [2] [3] Optical properties can then be calculated starting from these electronic structures. The simplest approach consists in looking at spectra obtained as a sum of independent transitions between Kohn-Sham ͑KS͒ or quasiparticle states. Unfortunately, this method is known to exhibit severe shortcomings compared to experiments. 4 The next step is the so-called random phase approximation ͑RPA͒, that includes the effects due to the variation of the Hartree potential upon excitation. However, this approximation does not lead to any significant improvement for most solids, especially if there are no particularly pronounced polarizable inhomogeneities in the charge density. It is the neglect of variations of the exchangecorrelation ͑xc͒ potential, which include the effect of the electron-hole Coulomb interaction, that is responsible for an overall disagreement in the absorption strength ͑typically the absorption strength is underestimated at low energies and overestimated at high energies͒, as well as for the complete failure when it comes to reproduce bound excitons. Early attempts to overcome the problem by including twoquasiparticle effects were accomplished successfully using the effective-mass approximation 5 for bound excitons, and the solution of the Bethe-Salpeter equation ͑BSE͒ in a tightbinding approximation 6 for continuum spectra. Later, the BSE was solved on the basis of more realistic band structures. [7] [8] [9] [10] [11] In these works, the BSE was essentially written as an effective two-particle Schrödinger equation that contained the electron-hole interaction. The agreement with experiment was greatly improved with respect to calculations within the RPA, but of course, the associated computational cost became relatively large.
The problem of the calculation of neutral ͑e.g., optical͒ excitations can be viewed from a different perspective by using the generalization of static density functional theory ͑DFT͒ to time-dependent problems. 12, 13 In time-dependent DFT ͑TDDFT͒ all observables, as well as the time-dependent wave functions and potentials, are functionals of the timedependent density. In the linear response regime, TDDFT reduces to the solution of a two-point Dyson-type equation for the response function, that can be treated in a computationally efficient way. One could therefore hope to replace the more cumbersome four-point BSE method. The basic ingredient entering the response equation, besides the KS independent particle response function ͑0͒ and the variation of the Hartree potential already present in the RPA, is the socalled exchange-correlation kernel f xc . This quantity is defined as the functional derivative of the xc potential with respect to the density f xc ͑r , rЈ , t , tЈ͒ = ␦v xc ͑r , t͒ / ␦͑rЈ, tЈ͒. Its functional form is unknown, and appears to be quite difficult to model. Nevertheless, this term is essential as its task is to modify the excitation energies and to redistribute the oscillator strength. Note that the RPA can be recovered by setting f xc =0.
It turns out that TDDFT can yield good results using the local density approximation ͑LDA͒ for the xc potential and the adiabatic local density approximation ͑TDLDA͒ 14 for the xc kernel,
This is true especially when finite systems are concerned, but also electron energy loss spectra ͑EELS͒ of solids at low momentum transfer are often well described within the TDLDA. 7, 15 However, in both cases already a large improvement with respect to the independent-particle KS spectrum ͑i.e., with respect to a simple sum over independent transitions between KS states͒ comes from the density variation of the Hartree potential. This term is of course included in the TDLDA in the same way as in the RPA. On the other hand, in the case of solids the Hartree contribution is not sufficient to yield good absorption spectra ͑it then just gives rise to the crystal local field effects͒. In this case, taking into account f xc within TDLDA does not lead to a significant ͑if at all͒ improvement. 16 The reason for this failure can be traced back to the short-range nature of the TDLDA f xc , while the "exact" f xc is believed to be long ranged, 7, 17 decaying in momentum space as 1 / q 2 . Therefore, when calculating electronic excitations in solids we face a dilemma. We have the BSE, a precise but computationally demanding method, and TDDFT, a rather inexpensive method but whose applicability is severely limited by the shortcomings of the TDLDA. As such, it would be extremely desirable to find a better, generally applicable f xc to be used in conjunction with an electronic structure calculated from a suitable potential. Improvements to the TDLDA might come through the inclusion of dynamical ͑memory͒ effects and/or long-range nonlocal terms. 13, 18 Indeed, a big effort has been made in this latter direction from quite different viewpoints, like time-dependent current density functional theory, 19 perturbative approaches, 18, 20 or exact-exchange approximations to the kernel. [21] [22] [23] Several of the kernels proposed in the literature were also tested in the simplest extended system, i.e., the homogeneous electron gas. 24 Furthermore, in Ref. 19 , the effective long-range kernel proposed to improve the TDLDA results was applied to bulk semiconductors, like silicon and diamond. In Ref. 23 , the exact-exchange formalism illustrated in Ref. 22 is used to obtain the absorption spectrum of silicon and again, the result is considerably improved with respect to the RPA or TDLDA. Nevertheless, this approach is computationally cumbersome and the neglecting of correlation leads to a collapse of the spectrum. The inconvenience is solved by the introduction of an empirical cutoff of the Coulomb interaction, which simulates the missing screening.
A class of kernels that was shown to be very efficient in the description of solids consists of those directly derived from the BSE. A parameter-free expression was obtained in several different ways ͑by a first order expansion of the screened Coulomb interaction W, by mapping the matrix elements of the BSE on those of the TDDFT, or by introducing density variations into the Hedin's equations͒, leading to the same formula. 7, [25] [26] [27] [28] [29] [30] [31] [32] The results obtained using this kernel, in conjunction with a quasiparticle band structure, are in excellent agreement with those of the BSE. For a more exhaustive compendium, we invite the reader to refer to Ref. 7 . Although involving a potentially reduced computational effort with respect to the BSE, these calculations are still significantly more cumbersome than those within the RPA or the TDLDA. Therefore, the question of finding reliable and efficient models for f xc remains open. There are nevertheless several important results that we can learn from these kernels. In particular, it was shown that the ab initio expression of Ref. 25 has the asymptotic form of a long-range contribution ͑LRC͒
where ␣ static is a material dependent parameter. Keeping only this contribution is sufficient to simulate the strong continuum exciton effect in the absorption spectrum and in the refraction index of several simple semiconductors, like bulk silicon or GaAs, provided that quasiparticle energies are used as a starting point. The parameter ␣ static was shown to be inversely proportional to the macroscopic dielectric constant. 30 This allows one to predict the absorption spectrum starting from the knowledge of the experimental dielectric constant of the material in question. However, the model f xc static of Eq. ͑2͒ has some weaknesses that become evident when the band-gap increases. For example, in diamond the first shoulder and the main peak in the spectrum cannot be described with good precision 30 using a frequency independent parameter ␣ static . The problem gets even more serious when bound exciton peaks appear in the spectrum, e.g., as for MgO ͑Ref. 30͒ and solid argon. 33 Finally, when the whole spectral range including plasmons is considered, the approximation completely breaks down. In fact, in order to describe the plasmon of, e.g., silicon, one could still use Eq. ͑2͒, but with an ␣ static that is an order of magnitude larger than the one that yields a good optical spectrum. 30 Obviously, a widely valid but still simple model for f xc would have a significant impact-in fact, already the limited, static LRC model, for example, has opened the way for the efficient calculation of optical properties of complex systems such as superlattices. 34 In order to improve on the model ͑2͒ we can follow basically two paths: ͑i͒ introduce a more complex spatial behavior; ͑ii͒ introduce a frequency dependence. In this paper we follow the latter path proposing a model kernel of the form
In this choice we were guided by recent calculations 35 for bulk silicon and diamond, that yielded the frequency dependence of the long-range term of the xc kernel from the inversion of the BSE ͑see the dashed lines in Fig model, we prove that the two parameters ␣ and ␤ of Eq. ͑3͒ can be related to physical quantities, like the dielectric constant and the plasma frequency. These relations are validated by comparison with the values of ␣ and ␤ fitted to reproduce as close as possible the experimental spectra. Having ␣ and ␤, we use f xc dyn of Eq. ͑3͒ to calculate the absorption spectra of bulk silicon, gallium arsenide, aluminum arsenide, silicon carbide, diamond, cadmium selenide, lithium fluoride, and the EELS of silicon. The real and imaginary parts of the macroscopic dielectric functions M and the loss spectrum are well reproduced when this frequency-dependent longrange component is taken into account. This is true to a certain extent even in the presence of bound excitons.
This paper is structured as follows. Section II motivates the model on the basis of the results of Ref. 26 . Section III includes the applications to real materials mentioned above, as well as a discussion of the material dependence of the parameters of the model. Finally, we draw our conclusions in Sec. IV.
II. THE MODEL
In order to derive the model kernel ͑3͒ proposed here, we follow a slightly different path than the one used to derive its static version. 25 In fact, we can directly start from the explicitly frequency-dependent expression for the xc kernel that was given in Ref. 26 ,
In Eq. ͑4͒ we write only the resonant ͑res͒ contribution, but we use of course also the corresponding antiresonant ͑antires͒ one ͓where ͑ + i͒ → −͑ + i͔͒. GG ͑0͒ is the independent-particle response function using quasiparticle energies, k is a wave vector in the Brillouin zone, G is a reciprocal lattice vector, q is the wave vector of the perturbation, which is supposed to be vanishingly small at the end, ͕jk͖ indicates a KS state defined by the band index j and the k vector and ⑀ jk the corresponding quasiparticle eigenvalue, ⌽ is the product of a valence v and conduction c KS orbital, and W is the matrix element of the statically screened Coulomb interaction between four KS orbitals, as explained in Ref. 26 .
We limit the study of Eq. ͑4͒ only to the G = GЈ = 0 elements of all matrices which, as we verified, is a good approximation for all the materials studied here. 36 To obtain the overall frequency dependence of the expression ͑4͒, we simplify the response function by applying the simple model of a single Lorentz oscillator 37 with resonance frequency g to calculate the independent-particle response ͑0͒ ,
If we insert in Eq. ͑5͒ the approximation ⌽͑vck ;0͒ Ϸ b q/ ͑⑀ ck − ⑀ vk ͒Ϸb q/ g , where b is a material dependent constant, we obtain
The constant b can be related to the plasma frequency p by the f-sum rule 38 for the imaginary part of the macroscopic dielectric function M :
Remembering that within the RPA,
we can use Eq. ͑7͒ together with the single oscillator model
͑9͒
Setting together Eqs. ͑6͒ and ͑9͒ we recover the familiar Lorentz oscillator expression
where g is the resonance frequency, which corresponds here to the mean transition energy in the range of strong absorption calculated within the RPA and using quasiparticle energies, and gives the damping coefficient of the harmonic oscillator which determines the width of the resonance peak. Inserting all the ingredients above to simplify Eq. ͑4͒ we can finally write f xc,res 00 ͑q,͒ ϳ − 1
where W is an effective screened Coulomb interaction, which is proportional to the inverse dielectric constant M ͑0͒. The antiresonant contribution is treated in an analogous way, yielding
Adding up the two terms ͑11͒ and ͑12͒ we arrive at the final result,
In the following we neglect the imaginary part of f xc dyn , as it looks reasonable to suppose that it is always significantly smaller than the real part. Equation ͑13͒ has the form of the dynamical model kernel of Eq. ͑3͒, provided that
In contrast to f xc static , f xc dyn includes a long-range term quadratic on the frequency. In order to use the dynamical LRC approach not only for understanding the role of f xc , but also for predicting optical properties of semiconductors and insulators with a low computational effort, it is essential to be able to express the two parameters as functions of known physical quantities, as it was done for the parameter ␣ static in Ref. 30 . More precisely, ␣ static was shown to be inversely proportional to the dielectric constant. Also here it turns out that both the static and the quadratic term are inversely proportional to the dielectric constant. Moreover, we find an additional dependence of our model parameters on the plasma frequency p and the average absorption gap g .
Finally, it is interesting to observe the correspondence between the short-range contact exciton model, [39] [40] [41] which is known to yield a good description of continuum exciton effects, and the LRC kernel approximation in TDDFT. In fact, the contact exciton equation
is equivalent to the LRC kernel approximation in TDDFT, 33, 35 provided that f xc =−g4 / q 2 . In Ref.
39 the parameter g is shown to be proportional to 2 / b 2 , similarly to the parameter ␤ of our model. Nevertheless, we verified that such a model kernel with only the frequency dependent term would not be sufficient to yield good spectra on a large frequency range ͑e.g., to reproduce both absorption and EELS of silicon͒.
III. APPLICATIONS

A. Calculations
For our numerical calculations we follow the procedure summarized in Table I . We use the same computational parameters 42 as Ref. 30 : the resulting spectra are well converged and can be directly compared to the ones obtained with the static kernel in Ref. 30 . We first determined the ground state lattice constants, charge densities, and the DFT-LDA KS electronic structures ͑step 1 in Table I͒ , using normconserving pseudopotentials and a plane wave basis. 43 All spectra are calculated at the theoretical lattice constants. We then constructed the independent-particle response function ͑0͒ ͑step 2 in Table I͒ . In case of calculations including either a static or a dynamical LRC kernel, we followed the suggestion of Ref. 25 , i.e., we used KS DFT-LDA wave functions together with quasiparticle eigenvalues calculated in the GW approximation 44 ͑step 3 in Table I͒ . In case of TDLDA calculations instead we used as usual KS DFT-LDA wave functions together with KS DFT-LDA eigenvalues. This can be understood remembering that the xc kernel can be decomposed in two terms
where f xc ͑1͒ transforms the KS response function into the independent quasiparticle one and f xc ͑2͒ accounts for the electron-hole interaction. 31, 32 Like the full expression from which it is derived, our model kernel is meant to simulate Choice of V xc and of the pseudopotentials.
STEP 2:
The independent-particle polarizability ͑0͒ is built using wave functions and eigenvalues obtained in step 1.
None, except the linear response framework.
STEP 3:
KS-LDA eigenvalues are replaced by quasiparticle GW eigenvalues in the calculation of ͑0͒ . ͑Only for LRC calculations.͒ GW approximation for quasiparticle energies and KS-LDA wave functions i .
STEP 4:
The full polarizability is obtained from Eq. ͑17͒. Choice of f xc . In RPA f xc =0. In TDDLA f xc is given by Eq. ͑1͒. We also use for f xc the static scalar model of Eq. ͑2͒ and the dynamical scalar model of Eq. ͑3͒.
The dielectric function, calculated as −1 =1+v gives both absorption and EELS via the macroscopic dielectric function M =1/ 00 −1 .
None.
only the second part f xc ͑2͒ of the xc kernel, which is responsible for excitonic effects. Finally, we performed a TDDFT calculation in frequency and reciprocal space 45 by solving the matrix equation
where v is the bare Coulomb interaction ͑step 4 in Table I͒ . The matrix G,G Ј is the linear density response that relates the charge response ␦ to the variation of the external potential, ␦ = ␦v ext . The inverse dielectric matrix is then For the xc kernel we used in particular the model f xc dyn of Eq. ͑3͒, where ␣ and ␤ were taken at the beginning as independent parameters to be determined by fitting to the experimental absorption spectra ͑with the exception of CdSe, where ␣ and ␤ were fitted to the BSE result, as the absolute and relative height of the experimental peaks are uncertain͒. The parameters ␣ and ␤ which gave the best results for the fitting are those listed in Table II . In the following we will use these fitted values to confirm that the parameters can be related by means of Eq. ͑3͒ to material dependent physical quantities.
In Ref. 35 , calculations for bulk silicon and diamond using the BSE gave frequency dependent xc kernels defined as
where M BSE is obtained by solving the BSE and M RPA is the RPA dielectric function where GW quasiparticle energies are used. In view of the common point of departure, i.e., the BSE, a comparison with those results is particularly significant. Figure 1 shows, at the example of silicon, that our model f xc is effectively a good approximation for f xc BSE calculated in Ref. 35 .
B. Optical and loss spectra
For the real and the imaginary part of the dielectric function of Si, GaAs, AlAs, and SiC, an excellent fit to experiments was already obtained 30 using f xc static . Both static and dynamical LRC calculations produce a nonuniform shift in peak positions and a redistribution of intensities between the peaks. When spectra are calculated with f xc dyn , using the fitted parameters ␣ and ␤ in Table II It is more interesting to test f xc dyn for large-gap materials, like diamond and CdSe. In fact, these materials cannot be described in a satisfactory way 30 using f xc static . Figures 2 and 3 show the results for the absorption spectra of diamond and CdSe. A broadening of 0.4 eV was used in both cases. The static LRC model ͑dashed line͒ already gives a significant improvement ͑in particular for the absorption threshold and the first shoulder of diamond and for the overall shape of the TABLE II. Experimental dielectric constants, plasma frequency calculated from the theoretical average electron density, and parameters ␣ and ␤ which gave the best fit for the absorption spectra calculated in this work. In the last column the resonance frequency evaluated by inserting the fitted ␣ and ␤ in Eq. ͑13͒. LiF is the only case where the value of g is not in the middle of the range of absorption. spectrum of CdSe͒ with respect to the TDLDA calculation ͑dashed-dotted line͒, although this approximation does not work nearly as well as for the materials discussed in the preceding paragraph. We can observe in Fig. 2 that a static LRC approximation with ␣ static = 0.6 ͑dashed line͒ for diamond enhances the shoulder on the low-energy side of the absorption spectrum, but does not give a correct position of the E 2 peak ͑at about 12 eV͒. The dynamical model kernel ͑solid line͒ corrects completely the E 2 peak position, without increasing too much the oscillator strength of the E 1 peak ͑at about 8 eV͒, as it would happen by simply increasing the value of the parameter ␣ static of f xc static . In the case of CdSe ͑Fig. 3͒, the improvement due to the use of the dynamical model is even more striking. It must be pointed out that the experimental results ͑dots͒ for the zinc-blende phase of CdSe ͑Ref. 48͒ have some uncertainties in both the absolute and the relative heights of the peaks, the authors of Ref. 48 state that only the peak positions are certain. For this reason, we decided to compare our LRC results with the BSE calculation ͑dotted line͒. The static LRC calculation ͑dashed line͒ is still far away form the BSE curve. As predicted by Eq. ͑4͒ of Ref. 30 , using the proportionality to the inverse of the experimental dielectric constant, ␣ static = 0.55 gives the best overall result. The use of f xc dyn ͑solid line͒ leads to a sizeable step forward and to a much better agreement with the BSE curve. An analogous agreement with experiment is verified for the real parts of the dielectric functions, both for diamond and CdSe ͑not shown͒.
Going up further in frequency, and looking at the EELS, the importance of the frequency dependence of f xc dyn becomes even more evident. In fact, the simple LRC method is never working at the same time for absorption and for loss spectra. 30 In Fig. 4 the dashed curve is the static LRC result ͑␣ static = 0.2, i.e., the value which gives the best absorption spectrum͒ for the EELS of silicon from Ref. 30 . This calculation is in bad agreement with experiment ͑dots͒. An excellent agreement with experiment is found when the BSE approach is used ͑dotted curve, taken from Ref. 49͒; the full BSE calculation of a valence plasmon is however today still at the limit of computer resources, and one should remember that in this particular case a TDLDA calculation gives comparable results. 49 Actually, one might hope to obtain a real breakthrough using TDDFT for those cases where TDLDA fails. In contrast to the static LRC, the dynamical LRC approach is still valid. The continuous curve is the dynamical LRC result using the same ␣ and ␤ as for the absorption spectrum ͑see Table II͒ . It is interesting to observe that a comparable result can be obtained using f xc static , provided that ␣ static =2 ͑dotted-dashed curve͒. It can be remarked that ␣ = 2 is the average value of f xc dyn in the frequency range of the plasmon, as it is visible in the inset of Fig. 1 .
Finally, one might wonder if this simple model for f xc dyn can to some extent account for bound excitons. We consider as an example a LiF crystal, whose experimental absorption spectrum ͑dots͒ is shown in Fig. 5 . Using the experimental dielectric constant of LiF and Eq. ͑4͒ of Ref. 30 we obtain for the constant ␣ static of the static LRC model the value 2.0. This choice of ␣ static gives a reasonable compromise, enhancing slightly the low energy structures without provoking the collapse of the spectrum ͑see Fig. 5͒ . The worst disagreement concerns the absence of the large excitonic peak at about 12.5 eV. The dynamical model ͑solid line͒ with the parameters ␣ and ␤ of Table II improves remarkably the peak positions, and allows to account for the bound exciton peak. Alternatively, a similar agreement can only be found using the BSE approach ͑dotted line͒ with a much larger computational effort. [9] [10] [11] 50 We comment now on the physical meaning of the parameters ␣ and ␤ of Eq. ͑3͒ listed in Table II . The parameter ␣ of f xc dyn is proportional to g / p 2 ͑0͒. Moreover, according to Eq. ͑14͒, the ratio ␣ / ␤, gives the square of the resonance frequency g . The resonance frequencies g calculated from the ratio ␣ / ␤, using the parameters obtained by the fit, are listed in the last column of Table II. We can observe that for all materials except LiF the resonance frequency is consistently in the middle of the region of strong absorption. Using the calculated values of g we can now check if ␣ satisfies the relation of Eq. ͑14͒. In Fig. 6 
͑19͒
For the parameter ␤ we remind that the following holds:
These results validate our simple model for application to semiconductors and insulators whose absorption spectrum is characterized by strong continuum exciton effects. Considering the results for the EELS of silicon, its validity can be extended to frequencies in the range of the valence plasmon. Now that we know that the model is valid, approximate values for ␣ and ␤ can be obtained through Eqs. ͑19͒ and ͑20͒
without the need of the fitting procedure, simply starting from the knowledge of the dielectric constant, the plasma frequency and the range of absorption. It is important to notice that Eqs. ͑19͒ and ͑20͒ are valid not only for the "classical" semiconductors ͑Si, GaAs, AlAs͒, which have quite similar plasma frequencies and absorption energy ranges, but also in the case of SiC, diamond and CdSe, where the ratios between plasma and resonance frequencies are very different. Concerning LiF, it turns out that the fitted value of ␣ would be on the straight line ͑19͒ if we had used a g of 18 eV ͑in the middle of the absorption region, see Fig. 4͒ , instead of the value 6.7 eV which comes from the ratio ␣ / ␤. It is not surprising that the single oscillator approximation at the basis of the derivation of the model ͑see Sec. II͒ breaks down in the case of LiF. In fact, the absorption peak of LiF calculated within the RPA and using the quasiparticle energies is very broad ͑see the inset of Fig. 4͒ , as a consequence also the width of the resonant peak of the oscillator model is as large as 10 eV. Any attempt to generalize the model in order to include the contribution of more oscillators leads to a dependence on of the xc kernel more complicated than the simple ␣ + ␤ 2 form. Moreover, we cannot assure anymore that the contribution of the imaginary part of f xc in Eq. ͑13͒ is not important.
In order to shed light onto this problem, we performed a direct calculation of the frequency dependence of f xc BSE for LiF from Eq. ͑18͒. The result is displayed in Fig. 7 . It turns out that the LRC component of the real part of f xc BSE shows a complicated dependence on , characterized by large oscillations. The real part of f xc 00 was also calculated by Marini et al., 29 in contrast to our result, their curve is much smoother in the energy range up to 18 eV. This is probably due to the fact that Marini et al. take into account the G , GЈ 0 components of f xc G,GЈ , which are neglected in our model. In fact, it is known from the work of Sottile et al. 26 that an increase of the dimension of the f xc G,GЈ matrix leads to a smoothing of the head of f xc 00 at low energies, with a consequent shift of the oscillations to higher energies. If we analyze the frequency dependence of our model f xc dyn in Fig. 7 we can see that f xc dyn calculated starting from the fitted parameters gives a better average of f xc BSE in the region of the main peak. On the other hand, f xc dyn calculated with the parameters extracted from Eqs. ͑19͒ and ͑20͒ with g = 16 eV describes better an average of f xc BSE over the whole absorption region up to 24 eV. This explains why the fitted f xc dyn provides an improved excitonic peak, whereas it causes a degraded quality of the absorption spectrum in the energy range 16-24 eV ͑see Fig.  4 , solid line͒. Finally, we can observe in Fig. 7 that, although the imaginary part of f xc BSE is still negligible in the region of the main peak, it is of the same order of magnitude as the real part in most of the absorption frequency range. This may be a factor contributing to the worsening of the agreement between the spectrum calculated with the fitted f xc dyn and experiment for energies above the excitonic peak. Besides this limitation, the absorption spectrum yielded by the fitted f xc dyn remains extremely satisfactory, showing that this simple dynamical model, in contrast to its static counterpart, can account for bound excitons.
We should observe that the model we are proposing here has proved to be valid for a large variety of semiconductors and insulators, but this fact does not guarantee that the model is in general valid for any semiconductor or insulator. Each time the model is used to calculate the optical or loss spectra of a material, the validity of the underlying approximations must be carefully checked. In general, the model should not be used for a detailed quantitative analysis of the spectra. Although we can always expect an important correction to the peaks which are sensitive to excitonic effects, the quality of the final spectra is dependent on the specific material. Finally, further developments of the present model are still possible. In particular, we already verified that allowing a spatial dependence of the kernel improves considerably the optical spectra of LiF.
IV. CONCLUSIONS
In conclusion, we proposed a model for the xc kernel f xc of TDDFT that contains a static term and a term that depends quadratically on the frequency. Both terms are long ranged. We gave simple expressions for the two parameters of the model that show their connections to important material dependent parameters, i.e., to the dielectric constant, the plasma frequency and the average absorption gap. We showed numerical results for the dielectric function of various semiconductors exhibiting a strong continuum exciton effect, and for bound excitons. Also the electron energy loss spectrum of silicon was discussed. We proved that absorption spectra are systematically improved with respect to results obtained with a static kernel, and that now the whole frequency range, including the region of plasmons, can be covered by the same model. We believe that this approach is a promising alternative to the use of the significantly more complicated kernels proposed in literature for the efficient calculation of electronic excitations in complex systems made of semiconductors and insulators.
