Abstract
Introduction
In many different visual processing problems, including object recognition, there is a need to find and evaluate the alignment of model and image data. It has been difficult to find a suitable metric for this comparison. In other applications, such as medical imaging, data from one type of sensor must be aligned with that from another. We will present an information theoretic approach that can be used to solve such problems. Our approach makes few assumptions about the nature of the imaging process. As a result the algorithms are quite general and may foreseeably be used with a wide variety of sensors. We will show that this technique makes many of the difficult problems of model comparison easier, including accommodation of the vagaries of illumination and reflectance.
The general problem of alignment entails comparing a predicted image of an object with an actual image. Given an object model and a pose (coordinate transformation), a model for the imagin process could be used to predict the image that wi I z 1 result. This is compute the predicted image and compare it to the actual image directly. Given a perfect imaging model the two images will be identical, or close to it. Of course finding the correct alignment is still a remaining challenge.
The relationship between an object model (no matter how accurate) and the object's image is a complex one. The appearance of a small patch of a surface is a function of the surface properties, the patch's orientation, the position of the lights and the position of the observer. In the part of the scene containing an image of the object, we can formulate an imaghg equation where x are coordinates of a surface patch of the object model, U ( . ) describes the properties of the surface of the model (e.g., surface normal, albedo, etc.) at position x , and P are parameters of the imaging process, such as the illumination conditions. F is the image formation function that generates the brightness of the surface patch in the image. Thus, v ( T ( x ) ) is the brightness image of the object placed in the scene by coordinate transformation T .). If F and P were rate prediction of scene intensities, since the physics of image formation are well understood. But, because of the complexity of visible light imaging, it may be difficult to determine the particular F and P for a given scene.
One reason that it is, in principle, possible to find F is that the model does supply much information about the scene. Clearly if there were no mutual information between TA and v, there could be no meaningful F . We propose to finesse the problem of finding and computing F by dealing with this mutual information directly. Such a technique would attempt to find the alignment of the model in the scene by maximizing the information that the model provides about the scene. We will present an algorithm that does just this. It requires no a priori model of the relationship between surface properties and scene intensities -it only assumes that the model tells more about the scene when it is correctly aligned. known in detail it would be feasi 6 le to make an accu- 
T Here we treat x as a random variable over coordinate locations in the model. In the alignment algorithm described below, we will draw samples from x in order to approximate I and its derivatives.
Mutual information is defined in terms of entropy in the following way [l] :
. H ( . ) is the entropy of a random variable, and is defined as R ( x ) E -s p ( x ) lnp(x)dx , while the joint entropy of two random variables x and y is If(=, y) E -s p ( z , y) lnp(x, y)dxdy . Entropy can be interpreted as a measure of uncertainty, variability, or complexity.
The mutual information defined in Equation 3 has three components. The first term on the right is the entropy in the model, and is not a function of T. The second term is the entropy of the part of the image into which the model projects. It encourages transformations that pro'ect U into complex parts of U. The third term, the (negative) joint entropy of U and w, contributes when U and U are functionally related. It encourages transformations where U explains w well. Together the last two terms identify transformations that find complexity and explain it well. This is the essence of mutual information.
Estimating Entropies and their
The entropies described above are defined in terms of integrals over the probability densities associated with the random variables U and U. When analyzing signals or images we will not have direct access to the densities. In this section we describe a differentiable estimate of the entropy of a random variable that is calculated from samples.
The entropy of a random variable z may be expressed as an expectation of the negative lo arithm of the probability density: H ( z = E,(-Zn p(z7).
ples is to approximate the underlying probability density p ( z ) by a superposition of Gaussian densities centered on the elements of a sample A drawn from 2: E r ( f ( z ) ) = $ CZi€B f(.i).
We may now write an approximation for the entropy of a random variable z as follows, -1 1
In order to find maxima of mutual information, we calculate the derivative of entropy with respect to the transformation T. After some manipulation, this may be written compactly as follows,
, using the following definition:
The weighting factor W, (y , zj) takes on values between zero and one. It will approach one if y is significantly closer to z , than it is to any other element of A. It will be near zero if some other element of A is significantly closer to . i . Distance is interpreted with respect to the squared Mahalanobis distance (see 
Stochastic Maximization of Mutual
The entropy approximation described in Equation 4 may now be used to evaluate the mutual information of the model and image (Equation 3). In order to seek a maximum of the mutual information, we will calculate an approximation to its derivative,
Information
Using Equation 5, and assuming that the covariance matrices of the component densities used in the approximation scheme for the joint density are block diagonal: $&! = DIAG(+;:, +it), we can obtain an estimate for the derivative of the mutual information as follows:
The weighting factors are defined as using the following notation (and similarly for indices j and k), E u(z,) , v; E v ( T ( z i ) ) , and wi E .
If we are to increase the mutual information, then the first term in the brackets may be interpreted as acting to increase the squared distance between pairs of samples that are nearby in image intensity, while the second term acts to decrease the squared distance between pairs of samples that are nearby in both image intensity and the model properties. It is important to emphasize that distances are in the space of values (intensities, brightness, or surface properties), rather than coordinate locations.
The term &(vi -v i ) will generally involve gradients of the image intensities, and the derivative of transformed coordinates with respect to the transformation. In the simple case that T is a linear o p erator, the following outer product expression holds:
&u(T(c,)) = VV(T(Z~))ZT.

Stochastic Maximization Algorithm
We seek a local maximum of mutual information by using a stochastic analog of gradient descent. Steps are repeatedly taken that are proportional to the approximation of the derivative of the mutual information with respect to the transformation:
Repeat:
A + (sample of size NA drawn from z} B + (sample of size NB drawn from z}
The parameter A is called the learning mte. The above procedure is repeated a fixed number of times or until convergence is detected.
A good estimate of the derivative of the mutual information could be obtained by exhaustively sampling the data. This approach has serious drawbacks because the algorithm's cost is quadratic in the sample size. For smaller sample sizes, less effort is expended, but additional noise is introduced into the derivative estimates.
Stochastic approximation is a scheme that uses noisy derivative estimate instead of the true derivative for optimizing a function (see [4] , [5] , and [SI).
Convergence can be proven for particular linear systems, provided that the derivative estimates are unbiased, and the learning rate is annealed (decreased over time). In practice, we have found that successful alignment may be obtained using relatively small sample sizes, for example N A = NB = 50. We have proven that the technique will always conver e to a pose estimate that is close to locally optimal [l.
It has been observed that the noise introduced by the sampling can effectively penetrate small local minima. Such local minimaare often characteristic of continuous alignment schemes, and we have found that local minima can be overcome in this manner in these applications as well. We believe that stochastic estimates for the gradient usefully combine efficiency with effective escape from local minima.
Estimating the Covariance
In addition to A, the covariance matrices of the component densities in the approximation method of Section 2.2 are important parameters of the method. These parameters may be chosen so that they are optimal in the maximum likelihood sense with respect to samples drawn from the random variables. This approach is equivalent to minimizing the cross entropy of the estimated distribution with the true distribution [SI. For simplicity, we assume that the covariance matrices are diagonal.
The most likely covariance parameters can be estimated on-line using a scheme that is almost identical in form to the scheme for maximizing mutual information.
Experiments
In this section we demonstrate alignment by maximization of mutual information in a variety of domains. In all of the following experiments, bi-linear interpolation was used when needed for non-integral indexing into images.
MRI Alignment
Our first and simplest experiment involves finding the correct alignment of two MR images (see Figure 1) . The two original images are components of a doubleecho MR scan and were obtained simultaneously, as a result the correct alignment should be close to the identity transformation. It is clear that the two images have hi h mutual information, while they are not idenso that they vary from 0 to 1.
A typical initial alignment appears in the center of This last experiment is an example that would defeat traditional correlation, since the signals (the second and last in Figure 1 ) are more similar in value when they are badly mis-aligned (non-overlapping) than they are when properly aligned.
Alignment of 3D Objects
Skull Alignment Experiments
This section describes the alignment of a real three dimensional object to its video image. The signals that are compared are quite different in nature: one is the video brightness, while the other consists of two components of the normal vector at a point on the surface of the model.
We obtained an accurate 3D model, including normals, of a skull that was derived from a computed tomography (CT) scan. Cluttered video images of the skull were obtained (see Figure 2 ). On the left we see the 3D points from the model at an initial pose projected into the image plane and highlighted in white. A typical final alignment of the skull model into the image appears next. Notice that the boundaries of the skull model and skull image are in close agreement.
One difference between the method used to perform 3D alignment and that used for 2D alignment was a Z-buffering step that was used to prune hidden points from the calculations. Since Z-buffer pruning is costly, and the pose does not change much between iterations, it proved sufficient to prune every 200 iterations. Another difference is that the model surface sampling was adjusted so that the sampling density in the image was corrected for foreshortening.
In this experiment, the camera has a viewing angle of 18 degrees. We represent T , the transformation from model to image coordinates, as a double quaternion followed by a perspective projection 191. We used a vector difference metric for the normals. Assuming diagonal covariance matrices four different variances are necessary, three for the joint entropy estimate and one for the image entropy estimate. The variance for the x component of the normal was 0.3, for the y component of the normal was 0.3, for the image intensity was 0.2 and for the image entropy was 0.15. The size of the random sample used is 50 points. Since the units of rotation and translation are very different, two separate learning rates are necessary. For an object with a 100 millimeter radius, a rotation of 0.01 radians about its center can translate a model point up to a 1 millimeter. On the other hand, a translation of 0.01 can a t most translate a model point 0.01 millimeters. As a result, a small step in the direction of the derivative will move some model points up to 100 times further by rotation than translation. If there is only a single learning rate a compromise must be made between the rapid changes that arise from the rotation and the slow changes that arise from translation. Since the models used have a radius that is on the order of 100 millimeters, we have chosen rotation learning rates that are 100 times smaller than translation rates. In our experiments alignment proceeds in two stages. For the first 2000 iterations the rotation learning rate is 0.0005 and the translation learning rate is 0.05. The learning rates are then reduced to 0.0001 and 0.01 respectively for an additional 2000 iterations. Running time is about 30 seconds on a Sparc 10.
A number of randomized experiments were performed to determine the reliability, accuracy and repeatability of alignment. This data is reported in Table 1 . An initial alignment to an image was performed to establish a base pose. From this base pose, a random uniformly distributed offset is added to each translational axis (labeled A T ) and then the model is rotated about a randomly selected axis by a random uniformly selected angle (A@). Table 1 Figure 2 show the initial and final alignment from an experiment that includes an artificial occlusion that covers the chin area. The pose found is very close to the correct one despite the occlusion. In a number of experiments, we have found that alignment to occluded images can require more time for convergence. Our system works in the presence of occlusion because the measure of mutual information used is "robust" to outliers and noise (see [7] for further discussion).
These experiments demonstrate that maximization of mutual information can align complex 3D objects to real images efficiently and reliably. Mutual information does have local maxima from which stochastic gradient ascent cannot escape. A complete object recognition system would require some mechanism for discarding local maxima.
Head Tracking Experiment
This section summarizes recent results obtained using the methodology described above to track a moving human head In a video sequence. The results are shown in Figure 3 . The images on the left of each square have been digitized from video tape at 3 frames per second. A 3D model of the subject's head, along with surface normals, was derived from a Cyberware scan of the subject. It is rendered on the right to illustrate the poses determined by the alignment method. (Recall that alignment proceeds using video brightness and model surface normals.)
An initial alignment of the model to the first frame of the sequence was obtained using a manuallygenerated starting pose (this frame is not shown). In subsequent frames, the previous final pose was used as the initial pose for the next alignment. Each pose refinement took about 10 seconds on a Sparc 10.
Image-Based Alignment
In our final experiment we align video images taken of an object under different lighting conditions. We were motivated by a commonly occurring situation: it is often difficult to obtain a good 3D model of an object. Here we construct a model from a pair of images that can be aligned to new target images taken under different lighting conditions. An example is shown in Figures 4 and 5 .
It is well known from photometric stereo research [9] that three images under different illumination are sufficient to build a three dimensional model of a surface. The three images and knowledge of the surface properties of the object are enough to constrain the missing parameters of the model: the normal and the albedo. Furthermore, for any surface patch the nor- If we knew, a priori, that the entire model had the same albedo we would need only two images to determine the remaining unknown parameter: the surface normal. Consequently, a model that comprised two images would have high mutual information with novel images. Interestingly, this can be true even when the model contains several discrete types of surface. If we could separate the points that came from each typr of surface, each group would have a separate unknown function that predicted the target image from the model. Conditioned on being from a particular group, the model would have high information about the the target image. If there were a small number of groups there would be only a small number of values that the target image could take on at any point, one for cach group. The resulting joint distribution retains high mutual information even when the group of the poir t is unknown.
To demonstrate this phenomena we built a model using the two images in Figure 4 . Figure 5 shows the target image, the final pose obtained after alignment, and the initial pose of the model. Technically this experiment is very similar to the MR[ experiments, the main difference being that U had two dimensional values. We used a CT of 0.1 for all c,istances. The sample size was twenty. The learning rate was 0.002 for 1000 iterations. Experiments demonstrated a capture range of about 40% of the length and width of the car, and rotations of up to 35 degrees.
Discussion and Related Work
VJe have presented a metric for comparing objects and images that uses shading information, yet is explicitly insensitive to changes in illumination. This metric is unique in that it compares 3D object models directly to raw images. No pre-processing or edge detection is required. The metric has been rigorously deri red from information theory.
In a typical vision application it is an intensitybased, rather than feature based method. While intensity based, it is more robust than traditional correlation -since it is insensitive to negating the image data, as well as a variety of non-linear transformations (e.g., Section 3.1), which would defeat conventional intensity-based correlation.
The sensitivity of intensity correlation may be corrected, to some extent, by performing correlations on the magnitude of the intensity gradient. This, as well as edge-based matching techniques, can perform well on objects having discontinuous surface properties, or useful silhouettes. These approaches work because the image counterparts of these discontinuities are reasonably stable with respect to illumination, however they typically make two very strong assumptions: the edges that arise are stable under changes in lighting, and the models are well described as a collection of edges.
There are many schemes that represent models and images by collections of edges and define a distance metric between them, Huttenlocher's use of the Hausdorff distance [lo] is prominent among them. Some methods use a metric that is proportional to the number of edges that coincide (see the excellent survey articles: [11] [12] ). A smooth, optimizable version of such a metric can be defined by introducing a penalty both for unmatched edges and for the distance between those that are matched [13] [14] . This metric can then be used both for image/model comparison and for pose refinement. Additional technical details on the relationship between mutual information and other measures of alignment may be found in [7] .
Alignment by extremizing properties of the joint signal has been used by Hill and Hawkes [15] to align MRI, CT, and other medical image modalities. They use third order moments of the joint histogram to characterize the clustering of the joint data. We believe that mutual information is perhaps a more direct measure of the salient property of the joint data at alignment, and demonstrate an efficient means of estimating and extremizing it. Recently, Collignon et al. [16] described the use of joint entropy as a criterion for registration of C T and MRI data. They demonstrated a good minimum by probing the criterion, but no search techniques were described.
Image-based approaches to modeling have been previously explored by several authors. Objects need not have edges to be well represented in this way, but care [17] . These representations are a projection onto the largest eigenvectors of the distribution of images within the collection. Their system addresses the problem of recognition rather than alignment, and as a result much of the emphasis and many of the results are different. For instance, it is not clear how much variation in pose can be handled by their system. We do not see a straightforward extension of this or similar eigenspace work to the problem of pose refinement. In other related work, Shashua has shown that all of the images, under different lighting, of a Lambertian surface are a linear combination of any three of the images [18] . A procedure for image alignment could be derived from this theory. In contrast, our image alignment method does not assume that the object has a Lambertian surface.
Entropy is playing an ever increasing role within the field of neural networks. We know of no work on the alignment of models and images, but there has been work using entropy and information in vision problems. None of these technique uses a non-parametric scheme for density/entropy estimation as we do. In most cases the distributions are assumed to be either binomial or Gaussian. Entropy and mutual information plays a role in the work of Linsker [19] , Becker and Hinton [20] and Bell and Sejnowski [21] .
