non-negative random variables (S,, n z I) let L', = sup E( X, +. + S,, 1. where the supremum extends over all stopping times r, <. . . < T,. It is shown that for each r there exists a (best) universal constant C,. I < C,S 2 with E sup,, S, Q C,c,. This extends the well-known "prophet" inequality in the case r = I, when C, = 2. Additional bounds for E sup,, S,, in terms of r, are given in the case when the random variables are bounded.
Then LJ = ~1,. Thus, if the prophet is allowed s choices from the sequence of random variables his expected gain is E( M, +. . . + M,) while if the gambler has r choices his maximal expected gain is ~1,. It is natural to look for inequalities linking these quantities which are analogous to (1.1)-( 1.3) (which correspond to the case r = s = 1). A start was made in [5] for the case of general s and r = 1 where it was established that for independent non-negative 
.+*f,)ss-'~' i (I-v)-'(-Itr(l-u))'/(j!).
(1. Later, it will be seen that C, is non-increasing in r and that C,+ I as r+03. We will prove the following generalization of (1.3). With u0 = 0, set u, = u, -v,_, , r = 1,. . . . Here, u, is the increment in the maximum expected reward for the gambler if he is allowed r choices rather than r -1 from the sequence. It will be seen later that the u, are non-increasing in r. Theorems 1 and 2 will be a consequence of the following result. It is conjectured that F, is strictly concave for 0s x g I. The constants C, converge to I very quickly; we have C, = 2 and it may be checked that CZ = 2(2 -J2) = 1.17 16; thus, in particular, from (1.10) we might note that for independent non-negative {X,, n 3 l},
In Section 2 we consider some preliminary results and we give the proof of the Proposition in Section 3. Theorems 1 and 2 are deduced in Section 4. The approach that we will follow will be a constructive one modelied on the argument of Kertz [6] .
Preliminaries
We will assume until further notice that the random variables being considered take values in [0, I] . The argument will proceed by first dealing with the finite-horizon case, that is, by considering the situation when the horizon is IV, so that X, = 0 for m > N, and then taking the limit as N + 00. To this end, let TV = (min(T, N); TE T} Now suppose that A is a constant, 0 c A 6 1, we will establish by backwards induction on n that, for n < N -r + 1, Let us turn to the induction to establish the inequalities (3.3) and (3.4) in general. Firstly, (3.4) holds trivially with equality for n = N. So assume that they hold for n = m + 1 for some m < N. We will give the inductive step in the case when m < N -r, but the argument is virtually identical in the case when m 2 N-r.
Now, E max(A, Y, ,,..., YN)
= kic,pkE max(A, UC,,,+,, Y,,,+,,. . . , YN).
(3.5)
Using the inductive hypothesis we have that 1 -E max( A, I',,,, . . . , 1;) ). Notice that 6 2 0 from (3.10). We conclude that the minimum occurs when x = c, i.e., when u,:,,,, = UC,; the case of t = r -1 is dealt with in the same way (by taking B =O).
This establishes the inductive step for t. The inductive step for m is completed when we observe that by setting each II:,,,,,., = ur,,, in (3.7) we obtain the lower bound for 1 -E max(A. Y ,,,, . . . , Y,) given by (3.3) with n = nt. Now, if we take n = I and A =0 in (3.3) we have shown that E max X, s E max Y, Taking the limit as N + cc in (3.11) completes the proof of the Proposition. Theequivalenceof(4.1) and (1.7) is then immediate. That the inequality (1.9) is best possible comes from observing that the maximizing values of y,, . . . , y, are attained in (4.1) and the fact that (1.11) is best possible. Now suppose that {X", n 2 1) are arbitrary independent non-negative random variables, and suppose that we truncate the random variables at hf 2 u, ~0, by replacing X, by min(X,, M), and let 0:' be the corresponding quantity defined by where C: is given in (1.9). Taking the limit as M + U? gives ( I. IO). The observation that (1.10) is best possible for each r follows from the fact that equality may be attained in the inequality unchanged, so it may be deduced that C, 2 C,, , . It may also be noted from (1.7) that for xs I 
