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Introduction
In the present work we are concerned with the affineness of Deligne-Lusztig
varieties X(w), in particular with the computational decision of the affineness.
Deligne-Lusztig varieties are certain schemes over algebraically closed fields k of
positive characteristic which are attached to an element of the Weyl group W of
a reductive algebraic group G which is defined over a finite field k0 ⊂ k. We have
a Frobenius map F on G and a F -stable Borel subgroup B = T n U that is also
defined over k0, where T is a maximal torus and U is the unipotent radical.
In the first chapters we recall some basic definitions and the important starting
point of research in this area, namely the Deligne-Lusztig criterion for affineness
([11]). This criterion is a combinatorial, sufficient criterion, which we have imple-
mented with the help of GAP 3 ([33]) and CVXOPT ([1]). Next, we comment on
further combinatorial, sufficient criteria by Bonnafe´, He, Orlik, Rapoport, Rouquier
et. al.([5], [22], [31]), which rely on the original criterion. Harashita ([19]) managed
to generalize the Deligne-Lusztig criterion along the original proof, see chapter 3.
Harashita’s criterion has the disadvantage that it is (efficiently) implementable only
in a limited way, because one has to check quasi-finiteness of a morphism. Instead,
we only check the injectivity. Based on Harashita’s work we developed an easy
to compute, combinatorial criterion, see Theorem 4.1, resp. Corollary 4.3. We
have implemented many of the criteria mentioned above (except the quasi-finiteness
criterion) and the result is that these are insufficient to prove the affineness for all
Deligne-Lusztig varieties.
Even the quasi-finiteness criterion cannot handle all Deligne-Lusztig varieties:
For G = SL7, k0 = F2 and w = s4s5s6s5s2s3s4s1s2 = w−1, Harashita’s quasi-finite
criterion does not apply. Furthermore, the cyclic-shift F -conjugacy class consists
just of w alone. Therefore the cyclic-shift criterion (Proposition 2.4) does not
apply, so this may be a good candidate for X(w) being not affine. One can use
the implementation to produce full lists of examples that cannot be handled by
the existing criteria. We recapitulate the well-known criteria (and our new one) in
the diagram below. Therefore we define the following subsets of W consisting of
elements satisfying different (combinations of) affineness criteria:
(CoxE) := {w ∈W ; w is a Coxeter element} (Remark 2.7)
(ORH) := {w ∈W ; w is of minimal length in K(w)} (Theorem 2.5)
(BR) := {w ∈W ; w satisfies Bonnafe´-Rouquier’s criterion} (Theorem 2.9)
(DL) := {w ∈W ; w satisfies Deligne-Lusztig’s criterion} (Theorem 1.5)
(TS) := {w ∈W ; w satisfies the tangent space criterion} (Theorem 4.1)
(Hin) := {w ∈W ; w satisfies the injectivity criterion} (Corollary 3.9)
(Hqf) := {w ∈W ; w satisfies Harashita’s quasi-finite criterion} (Theorem 3.6)
(XC) := {w ∈W ; w ∈ Cyc(v) for some element v of (X)} (Proposition 2.4)
We have the following diagram of inclusions, that are all strict for general choice
of G, except possibly the arrows to (Hqf) and (HqfC):
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(CoxE) 
 // (ORH)  w
**
  // (BR) 
 // (BRC) _

(DLC) _

(DL)? _oo  _

  //
 r
$$
(DLC) _

(TSC) (TS)? _oo  r
$$
(Hin) _

  // (HinC) _

(Hqf) 
 // (HqfC)
Here, the arrow from (BRC) to (DLC) is only conjectured. We want to remark
that, (TS), (Hin), and (Hqf) strongly depend on (DL) and that the cyclic-shift
criterion is very powerful, see the table at the end of chapter 4.
In the second part, we develop a further criterion for affineness. Compared to
the well-known criteria mentioned above, this is a sufficient and necessary criterion.
Denote by pi the T -torsor G/U → G/B. We obtain the following
Theorem 0.1. Let X(w) be a Deligne-Luztig variety. Then
X(w) affine ⇔ H1 (pi−1(X(w)),Opi−1(X(w))) = 0.
For the proof see Theorem 5.11. Moreover, we show that it is sufficient to
compute for a finite set {τi; 1 ≤ i ≤ l(w0)}, w0 ∈ W the longest element, of ele-
ments of certain cohomology groups, whether they are zero-cohomological (Theorem
5.1). We obtain an explicit description of this set: Namely, we attach to a fixed
reduced expression for w0 ∈ W a filtration {Ul(w0) ⊂ · · · ⊂ U0 = U} of U and get
Ga-torsors τi : Ui → Ui−1. Then, we consider the restrictions of τi to the inverse
images of pi−1(X(w)) and regard them as elements of the first cohomology group of
(piτ1 . . . τi−1)−1(X(w)). Moreover, we state and discuss in detail an implementable
algorithm, which checks with methods from linear algebra whether these elements
are all zero-cohomological. We give some examples for G of type A, compare them
to the algorithm, and comment on other approaches for proving the affineness. We
frequently focus on reducing strategies for the implementation. Thereby, we found
a new, constructive proof of the well-known fact that all Deligne-Lusztig varieties
attached to Coxeter elements are affine (Proposition 5.16).
We have implemented the algorithm for G0 split of type A with the help of
Singular ([10]) and Magma ([7]) and are able to calculate small, well-known
examples. Unfortunately, we did not manage to obtain a (reasonably small) bound,
which ensures the termination of the algorithm in case there exists an element τi
that is not zero-cohomological. For practical use of the implementation it would be
good to have preferably small bounds if one wants to proof the non-affineness for
some Deligne-Lusztig varieties. The main bottleneck of the algorithm is the fact
that we have to compute Gro¨bner bases, which are memory- and time-intensive com-
putations, even with a (not yet existing) kernel implementation of the F5-algorithm.
Right now, we are only able to handle the case G = SL3/Fq, but for G = SL4 we
stopped computations after one week. In the last chapter, we therefore focus on
some further reducing strategies to speed up computations. However, we have not
implemented all the suggested strategies. To state two of them, we suggest to keep
attention on the monomial orders for the occurring rings and to concentrate on
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different reduced expressions for w0 ∈W .
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1. Basic Definitions
Let q be a power of a prime and let k := Fq be a fixed algebraic closure.
Let G0 be a connected, reductive algebraic group over k0 := Fq and denote by
G := G0 ×Fq Spec k the base change from Fq to k. We have an endomorphism
F : G → G coming from the Frobenius endomorphism on G0, which is induced
by the usual Frobenius x 7→ xq on k. The fixed points of G under F are then
GF = G0(Fq).
The group G acts on the set XG of all Borel subgroups of G by conjugation. This
set XG is a projective variety. For us, a variety (over k) is a reduced, separated
scheme of finite type over k. We fix once and for all an F -stable, maximal torus
T in G and an F -stable Borel group B such that T ⊂ B. We denote by U
the unipotent radical of B = U o T . We identify the Weyl group of G with
W = NG(T )/T , where NG(T ) denotes the normalizer of T in G. We have an
isomorphism G/B
∼−→ XG, [g] 7→ gBg−1. For w ∈ W denote by w˙ ∈ NG(T ) a
representative and by O(w) := G.(B, w˙Bw˙−1) the orbit of (B, w˙Bw˙−1) in XG×XG
under the diagonal action. We denote again by F the Frobenius on G/B coming
from F . We denote for w ∈ W by l(w) the length of w, i.e. the length of any
reduced expression for w.
Definition 1.1. Two Borel subgroups B1, B2 are in relative position w ∈W , written
inv(B1, B2) = w, if and only if (B1, B2) ∈ O(w).
Lemma 1.2. The morphism W → G\XG × XG, w 7→ O(w) is an isomorphism.
For every w,w1, w2 ∈ W with l(w) = l(w1) + l(w2) and w = w1w2 we have an
isomorphism of varieties O(w1)×XG O(w2) ∼−→ O(w).
Proof. By the Bruhat decomposition we have an isomorphism W ∼= B\G/B. It
is straight-forward to check that the mapping BgB 7→ (B, gB) is well defined
and induces an isomorphism B\G/B ∼→ G\(G/B × G/B) with inverse mapping
(gB, hB) 7→ Bg−1hB. Here G acts diagonally and on each factor simply by mul-
tiplication. But as we have an isomorphism of G/B with XG, we get an induced
isomorphism G\(G/B ×G/B) ∼→ G\(XG ×XG), where G acts diagonally and on
each factor by conjugation. Under the composition of the isomorphisms above,
w is mapped to the G-orbit of (B, w˙Bw˙−1), which is independent of the chosen
representative for w.
For the second statement, we remark that one can rephrase the Bruhat decompo-
sition in terms of the relative position. We have for w,w1, w2 ∈ W as above and
B1, B2, B3 ∈ XG any Borel subgroups the following:
(B1, B2) ∈ O(w1), (B2, B3) ∈ O(w2)⇒ (B1, B3) ∈ O(w1w2) = O(w)
(B1, B3) ∈ O(w1w2)⇒ ∃!B2 ∈ XG : (B1, B2) ∈ O(w1) and (B2, B3) ∈ O(w2)
So the map O(w1)×O(w2) → O(w) is bijective on k-valued points. It is easy to
check that this induces a birational morphism. As O(w) is smooth, hence normal,
we can apply Zariski’s main theorem ([16], Cor. 12.88) to the above varieties to see
that this morphism is indeed an isomorphism. 
For G0 split of type A and rank n − 1 one can regard G/B as the flag variety
of full flags of kn. That is, given any matrix A = (aij) ∈ G(k) we map it to the
flag Flag(A) := (〈(ai1)i〉 ⊂ 〈(ai,1)i, (ai,2)i〉 ⊂ . . . ⊂ kn). We denote by G(i, n) the
Grassmannian over k, which is (as a set) defined as (the set of) all i-dimensional
subspaces of kn. We can therefore regard G/B as (closed) subset of G(kn) :=∏n−1
i=1 G(i, n). We have a closed embedding of G(kn) into a certain product of
projective spaces, called Plu¨cker embedding, given as follows. Let 1 ≤ i ≤ n− 1, let
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A(i) ∈ Matk(n, i) be a matrix of rank i, so that A(i) represents a subspace of kn of
dimension i. Fix a basis e1, . . . , en for k
n consisting of row vectors. We define the
Plu¨cker map:
pl := (pl1, . . . , pln−1) : G(kn) ↪→
n−1∏
i=1
P(
i∧
kn) ∼=
n−1∏
i=1
P(
n
i)−1
pli(A
(i)) = (a
(i)
1,1e1 + . . .+ a
(i)
n,1en) ∧ . . . ∧ (a(i)1,ie1 + . . .+ a(i)n,ien) =
∑
|J|=i
pJ(A
(i))eJ
Here we define eJ = ej1 ∧ . . . ∧ eji for a subset J = {j1, . . . , ji} ⊂ {1, . . . , n} and
call pJ the corresponding Plu¨cker coordinate, i.e. pJ(A
(i)) ∈ k is the minor of A(i)
obtained by taking the rows with indices in J and all columns. This is well defined,
as for any A(i), A′(i) ∈ Matk(n, i), representing the same i-dimensional subspace of
kn, there exists an invertible matrix M ∈ GLi(k) such that A(i)M = A′(i). But
then pli(A
(i)) and pli(A
′(i)) = pli(A(i)) det(M) differ only by a non-zero constant.
For a proof of the fact that this is a (closed) embedding, we refer to [16], Prop. 8.23.
For calculations, we might also fix a basis of
∧i
kn by fixing some order on the
set {eJ ; J = {j1, . . . , ji}, 1 ≤ j1 < . . . < ji ≤ n} and identify P(
∧i
kn) with P(
n
i)−1.
In this case, we will also write pl for the composition of the Plu¨cker map with this
fixed isomorphism and again write pJ for the Plu¨cker coordinates.
Definition 1.3. (Deligne-Lusztig) For w ∈ W let X(w) ⊂ XG denote the re-
duced, locally closed subscheme consisting of all Borel subgroups B′ of G such that
B′ and F (B′) are in relative position w. It is called the Deligne-Lusztig variety
attached to w.
We can regard X(w) as the subscheme of G/B =: X given by{
gB ∈ X; g−1F (g) ∈ BwB} .
One can also view X(w) as the scheme theoretic intersection in XG ×XG of O(w)
with the graph of F . The scheme X(w) is smooth, locally closed, purely of dimension
l(w), GF -stable and of finite type over k. We have the following
Theorem 1.4. (Lusztig, [29]) For w ∈W the following are equivalent:
(i) X(w) is irreducible.
(ii) The closure X(w) is connected.
(iii) The element w is not contained in any F -stable proper standard parabolic
subgroup of W .
Proof. See [15], Cor. 1.2. 
The following discussion shows that it is enough to consider only irreducible
X(w), if we want to check the affineness of X(w) for all w ∈ W . Let w ∈ W , let
P ⊂ G be the smallest parabolic subgroup of G, such that P contains B, P is
F -stable, and P contains all simple reflections s with s ≤ w in the Bruhat order.
Consider the following commutative diagram:
X(w) _

// (G/P )(k0) _

G/B
τ // G/P .
We have that X(w) is the finite, disjoint union of τ−1(x˙P ) ∩ X(w), for x˙P ∈
(G/P )(k0). The fibers can be described as τ
−1(x˙P ) ∩ X(w) = {gB; g−1F (g) ∈
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BwB, gP = x˙P}. We may assume F (x˙) = x˙, so one can easily see that the
morphism
τ−1(x˙P ) ∩X(w)→ {gB; g−1F (g) ∈ BwB, gP = P}, g 7→ x˙−1g,
is an isomorphism of varieties. Denote by LP the standard Levi factor, that is
LP contains T and normalizes the unipotent radical UP of P . Then LP is again
reductive with corresponding Weyl group WP ⊆W , where WP is generated by all
simple reflections contained in P , so w ∈ WP . We have P/B = LP /BLP , where
BLP = LP ∩B, and we get
{gB; g−1F (g) ∈ BwB, gP = P} ∼= {gB ∈ P/B; g−1F (g) ∈ BwB}
= {gBLP ∈ LP /BLP ; g−1F (g) ∈ BLPwBLP }
=: XP (w) ⊂ LP /BLP .
Now, XP (w) is irreducible by Theorem 1.4. Moreover, XP (w) is affine if and only if
X(w) is affine (see also [4]). Obviously, the same discussion applies to many other
geometric properties.
Deligne and Lusztig gave a sufficient combinatorial criterion for X(w) being affine
in [11], Theorem 9.7. To discuss this result we define X (T ) to be the character
group of T , i.e. X (T ) = Hom(T,Gm) = X (B). Let Φ be the root system associated
to T , denote by Φ+ the set of positive roots and by ∆ ⊂ Φ+ the set of simple roots
determined by B. We have an induced map on Φ by the Frobenius F , denoted again
by F . As B and T are F -stable, Φ+ and ∆ are F -stable as well. The elements of ∆
are in one to one correspondence to the simple reflections of W = NG(T )/T . The
Weyl group W operates on X (T ) and leaves Φ stable. Denote by C ⊂ X (T ) ⊗ R
the fundamental Weyl chamber corresponding to B (or ∆). For α ∈ Φ we denote
by αˇ the corresponding coroot. Then
C = {λ ∈ X (T )⊗ R; 〈λ, αˇ〉 ≥ 0 for all α ∈ ∆} .
Denote by C0 the interior of C (w.r.t. to the standard topology of R), which
is described by replacing all ≥ in the above description by >. Denote for two
Weyl chambers C1, C2 by D(C1, C2) the intersection of the closed radicial half
spaces containing both C1 and C2 and by D
0(C1, C2) its interior. For w ∈ W fix
a reduced expression w = si1 . . . sil and write vj = si1 . . . sij for j = 0, . . . , l(w).
Write αj for the simple root corresponding to sij . In this case one can describe
D(w) := D(C,−wC) as
D(w) = {λ ∈ X (T )⊗ R; 〈λ, vj−1(αˇj)〉 ≥ 0 for 1 ≤ j ≤ l(w)} ,
see [11], proof of Prop. 9.6.1.
Theorem 1.5. (Deligne-Lusztig) Let w ∈W . If there exists µ ∈ X (T )⊗R such
that
(1.6) µ ∈ D0(C,−w−1C) and
(1.7) Fµ− wµ ∈ C0,
then X(w) is affine.
Proof. See Remark 3.7. 
We want to remark here that we get exactly the same explicit descriptions for
C0 ⊂ X ⊗Q and D0(w) ⊂ X ⊗Q, where we simply use the same names for these
sets as above. Furthermore, if G0 is split then F operates on the Euclidian space
X (T )⊗ R simply as multiplication by q.
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Corollary 1.8. Let h be the Coxeter number of W . If q ≥ h, then X(w) is affine
for every w ∈W .
Proof. One can find µ ∈ C0 such that 〈µ, αˇ〉 = 1 for every simple root α ∈ ∆ ⊂ Φ.
But for q ≥ h condition (1.7) is then automatically satisfied, see [11], Thm. 9.7. 
Remark 1.9. To computationally find such µ, satisfying (1.6) and (1.7), for G of
classical type, we identify X (T )⊗R with the space E = Rrk(G), resp. with a subspace
E ⊂ Rrk(G)+1 of codimension 1 for G of type A. We use the standard identifications
for this, see for example [8], Planches I-IX. With the descriptions above, to fulfill
the Deligne-Lusztig conditions we have to find a λ = (λ1, . . . , λrk(G)) ∈ E such that
〈 −λ, vj−1(αˇj)〉 ≤ 0, 1 ≤ j ≤ l(w),
and
〈qλ− wλ, αˇ〉 < 0, α ∈ ∆.
This can be expressed as the linear optimization problem (LOP) ”minimize λ1”
under the side conditions above. For G of type A one has to add the extra conditions
λi ≤ 0, 1 ≤ i ≤ r, to ensure the termination of the algorithm for solving the LOP.
We have implemented this with the help of GAP 3 ([33]) and CVXOPT ([1]).
Definition 1.10. Let λ ∈ X (T ) = X (B), denote by pi the T -torsor G/U → G/B
and let V ⊂ G/B be any open subset. Define the invertible OG/B-module L(λ) by
L(λ)(V ) = {f ∈ Opi−1(V )(pi−1(V )); f(gt) = λ−1(t)f(g) for all t ∈ T, g ∈ G} .
We set E := G×B A1 = G×A1/ ∼, where ∼ is defined by (g, a) ∼ (gb, λ−1(b)a).
Denote by σ the map E → G/B, σ(g, a) = gB. Then one can identify H0(V,L(λ))
with {s : V → E;σ ◦ s = idV }. We want to remark here that, for G semisimple, the
map X (T )→ Pic(G/B), λ 7→ L(λ), is an isomorphism, see [26], §8.3.
For general (reductive) G we have G ∼= R(G)Gs, where R(G) =
(⋂
B′∈XG B
′)0
is the radical of G and Gs = (G,G) is the commutator subgroup of G, which is
semisimple by [34], Corollary 8.1.6. But then the surjective morphism α : G→ Gs
induces an isomorphism between W and the Weyl group attached to Gs, Ts, where
Ts = α(T ) is a maxmial torus, and an isomorphism between the set of Borel
subgroups of G containing T and the set of Borel subgroups of Gs containing Ts
(see [6], Proposition 11.20). We write Bs = α(B). For λ ∈ X (T ) we denote by
λs ∈ X (Ts) the image of λ under the induced map X (T ) → X (α(T )). One has
G/B ∼= Gs/Bs and under this isomorphism LG/B(λ) ∼= LGs/Bs(λs).
Proposition 1.11. With the notations above, we have
L(λ) ample ⇔ λ ∈ −C0.
Proof. See [24], II.4.4 Proposition. 
Remark 1.12. In loc. cit., the B-operation on G × A1/ ∼ is given by (g, a) ∼
(gb, λ(b)a), we thus have here a change of sign compared to loc. cit., i.e. λ ∈ −C0
instead of λ ∈ C0.
Remark 1.13. In the proof of loc. cit. slightly more is shown, namely if λ ∈ −C0,
then L(λ) is actually very ample. Moreover one can show that in this situation
ampleness and very ampleness are equivalent.
Theorem 1.14. (Haastert, [17]) For every w ∈W , X(w) is quasi-affine.
Proof. Let w ∈ W and w˙ ∈ N(T ) be a representative for w. We fix some
isomorphism T ∼= Grm, let t = (ti)i ∈ T and let ϕ : (ti)i 7→ ϕ((ti)i) =
∏
ϕi(ti) be a
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character. Then the induced dual morphism L∗w : X (T )→ X (T ) of the Lang map
Lw : T → T, t 7→ t−1w˙F (t)w˙−1, is given by
L∗w(ϕ) : (ti)i 7→
∏
ϕi(L
w(t)i) =
∏
ϕi(t
−1
i F (tw−1(i))).
The surjectivity of Lw (see [6], §16.4 Cor.) yields that L∗w is injective. As X (T )
is free of finite rank, the image of L∗w has finite index in X (T ). Thus for every
µ ∈ −C0, there exist n ∈ Z>0, λ ∈ X (T ) such that nµ = L∗w(λ) = −λ+ F (w−1λ).
The line bundle L(−λ + F (w−1λ)) is very ample. Furthermore the restriction
of L(−λ+ F (w−1λ)) to X(w) is trivial (see [11], 9.6, page 149), so OX(w) is also
ample. But this is equivalent to saying that X(w) is quasi-affine (see [16], Prop.
13.80). 
Remark 1.15. One can generalize this argument to generalized Deligne-Lusztig
varieties (see Definition 3.1), to show that all distinguished Deligne-Lusztig varieties
are quasi-affine. See [19], Thm. 3.1.1, for a complete proof.
10
2. Other affineness Criteria
In this chapter we will state further affineness criteria deduced from Deligne-
Lusztig’s criterion. We keep the notation of the last chapter. In particular B,U, T
and W = NG(T )/T are fixed as above. Denote by S the set {si}i∈I of simple reflec-
tions in W . Observe that the Frobenius F : G→ G also induces an automorphism
of W , since T is F -stable. We denote this automorphism again by F . Under this, S
is fixed as B is F -stable. We recall some definitions of [5].
Definition 2.1. Let w,w′ ∈W .
(i) We say that w′ is F -conjugate to w if and only if there exists a v ∈ W
such that w′ = v−1wF (v). We denote this relation by w′ ∼F w and write
K(w) = {w′ ∈W ;w′ ∼F w}.
(ii) We say that w′ is F -conjugate by cyclic shift to w if and only if there exist
n ∈ N, (xi)i≤n, (yi)i≤n and (wi)i≤n+1 in W such that
w1 = w,wn+1 = w
′,∀i : wi = xiyi, wi+1 = yiF (xi)
and l(wi) = l(wi+1) = l(xi) + l(yi).
We denote this relation by w′ F↔ w and let Cyc(w) = {w′ ∈W ;w′ F↔ w}.
Remark 2.2. It is easy to see that these are both equivalence relations. Moreover,
let w,w′ ∈ W,w′ F↔ w and (xi)i, (yi)i be two sequences as in the definition. By
setting v := x1 . . . xn, we see that w
′ ∼F w, so Cyc(w) ⊆ K(w). On the other
hand, it is in general not true that for every w′ ∈ K(w) with l(w′) = l(w) we have
w′ ∈ Cyc(w). But for minimal length elements this is proved by Orlik and Rapoport
in [31], see below.
Also, we have the following
Lemma 2.3. Let s, t ∈ S be simple reflections and let w ∈W be such that l(w) =
l(swt). Then either w = swt or l(sw) = l(w)− 1 or l(wt) = l(w)− 1.
Proof. See [11], Lemma 1.6.4. 
Proposition 2.4. Let w,w′ ∈ W with w′ F↔ w. Then X(w′) and X(w) are
simultaneously affine, resp. non-affine.
Proof. We recall the proof from [5], Prop. 2, resp. [11], pages 107-108. Observe
that we are in the situation that [11] called ”Case 1”: We assume by induction that
w = x1y1 and w
′ = y1F (x1) with l(w) = l(x1) + l(y1) = l(y1) + l(F (x1)) = l(w′).
For x˙ ∈ X(w) there is a unique Borel subgroup x˙′ =: σ(x˙) such that (x˙, x˙′) ∈ O(x1)
and (x˙′, F (x˙)) ∈ O(y1), so x˙′ ∈ X(w′). As above, O(v) denotes the G-orbit in
XG ×XG corresponding to v ∈W under the isomorphism W ∼−→ G\XG ×XG of
Lemma 1.2. With the same argument applied to y1F (x1) = F (x1)F (y1) = F (w) we
also get a morphism X(w′)→ X(F (w)). The commutative diagram
X(w)
F

σ // X(w′)
τ
xx
F

X(F (w)) // X(F (w′))
induces that τ is universally bijective, since F is a universal homeomorphism. Thus
σ is universally bijective, too. As F is finite and τ is separated, σ is finite. Thus
the result follows. 
Now Orlik and Rapoport have conjectured that for every element w of minimal
length in its F -conjugacy class K(w), one has that X(w) is affine. In [31] they proved
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this, for G0 split of classical type, by finding for every such w a certain minimal
length element that is F -cyclic conjugated to w and satisfies the Deligne-Lusztig
criterion. They conclude by using that for minimal length elements v of K(w) we
have an identity Cyc(v) = {v′ ∈ K(w) = K(v); l(v′) = l(v)}. Xuhua He (see [22])
proved the conjecture of Orlik and Rapoport in full generality (by proving the
missing parts case by case) by a similar strategy. We have
Theorem 2.5. (Orlik-Rapoport, He, Bonnafe´-Rouquier) Let w ∈ W be an
element of minimal length in the F -conjugacy class K(w). Then X(w) is affine.
Proof. See [31], § 5, and [22], Theorem 1.3. 
Remark 2.6. As this is a corollary of the Deligne-Lusztig criterion, from the
computational point of view only with Proposition 2.4 one can prove the affineness
of further Deligne-Lusztig varieties.
Remark 2.7. As a corollary of the theorem, one can conclude that X(w) is affine
if w is a (twisted) Coxeter element, i.e. every reduced expression of w contains for
every F -orbit of si ∈ S exactly one element. There are several more proofs of this
result, e.g. by Deligne and Lusztig for G0 split of type A (see [11], §2.2), by Lusztig
(see [28], Cor. 2.8) and by Hansen (see [21], §2, Remark 5). We give another proof
for G0 split of type A in Proposition 5.16.
Bonnafe´ and Rouquier gave a slightly more general criterion generalizing Theo-
rem 2.5 (see [5], §4). We recall the main steps of this proof (see [5], Theorem B), as
it admits a different approach compared to the proof of the Deligne-Lusztig criterion.
It is rather a generalization of [11], §2.2. We need some notation.
Definition 2.8. The braid monoid associated to (W,S) is the monoid B+ with
presentation
B+ = 〈(x)x∈W ;∀x, x′ ∈W, l(x′x) = l(x′) + l(x) : x′x = x′x〉 .
We again denote by F the automorphism of B+, coming from the extension of F
to W . We set, for any sequence (x1, . . . , xr) ⊂W ,
O(x1, . . . , xr) := O(x1)×XG · · · ×XG O(xr).
We have that O(x1, . . . , xr) ∼= O(y1, . . . , ys), whenever x1 · · ·xr = y1 · · · ys in B+,
see [12], App. 2. Now assume, we have for (x1, . . . , xr) a b ∈ B+ such that
x1 · · ·xr = w0b = w0 b1 · · · bs in B+, where bi ∈ W . For v ∈ W we denote by v˙
a fixed representative for v as above. We define b0 := w0. In [5], page 1204, it is
shown that the map
G×
s∏
i=1
(
Ub˙i ∩ b˙iU−
)
−→ {(g−1U, . . . , gsU) ∈ (G/U)s+2;∀0 ≤ i ≤ s, g−1i−1gi ∈ Ubi}︸ ︷︷ ︸
=:O˜(b0,...,bs)
,
(g, h0, . . . , hs) 7→ (gU, gb˙0U, . . . , gb˙0h1 · · ·hsU),
is an isomorphism of varieties.
One can define an action of T on the right on O˜(b0, · · · , bs) such that O(b0, · · · , bs)
can be identified with the quotient of O˜(b0, · · · , bs) by T . But O˜(b0, · · · , bs) is affine
and T is reductive, whence the quotient is affine, too (see [6], Cor 8.21).
Now assume for w ∈ W and xi = F i(w) we have such a b ∈ B+. Then we
can identify X(w) with the closed subvariety
{
(x˙′, F (x˙′), · · · , F r−1(x˙′)); x˙′ ∈ X} ∩
O(w,F (w), · · · , F r−1(w)) of XrG. As O(w,F (w), · · · , F r−1(w)) is affine, we have
the following result:
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Theorem 2.9. (Bonnafe´-Rouquier) Let I be an F -stable subset of S, wI the
longest element in the subgroup WI ⊆ W generated by I and let w ∈ WI be such
that there exists
r ≥ 1, b ∈ B+ : wF (w) · · ·F r−1(w) = wIb.
Then X(w) is affine.
Remark 2.10. Computing the cyclic-shift F -conjugacy class yields the problem that
by definition there is no bound on the length n ∈ N of the sequences (xi)i and (yi)i
which yield a cyclic-shift from w′ to w, for w,w′ ∈W . But one can take the obvious
bound nmax = l(w0), where w0 is the longest element in W . This bound seems to be
far away from being optimal. For the implementation observe that one has covered
the whole of Cyc(w), as soon as for some n ∈ N one cannot find sequences (xi)i
and (yi)i of length n+ 1 that yield a new w
′ ∈W which is cyclic-shift F -conjugated
to w.
Remark 2.11. One can introduce the notation ”good element” for elements of
W , see [14]. Then one has that all good elements satisfy the conditions of the last
theorem. By definition, all good elements are of minimal length in their conjugacy
classes. Bonnafe´ and Rouquier showed in [5] that every F -conjugacy class contains
a good element. Furthermore, X(w) is affine if w is a good element, see loc. cit.
Therefore the criteria ”F -conjugated by cyclic-shift to a good element” and ”F -
conjugated by cyclic-shift to an element of minimal length in its conjugacy class”
coincide.
Remark 2.12. In [5] it is shown that there exist groups G and elements w ∈
WG such that the Deligne-Lusztig criterion does not apply, but Theorem 2.9 does.
To compute this, Bonnafe´ and Rouquier used their own (resp. Jean Michel’s)
implementation of this criterion. However, they were not able to find an element
w ∈W that is not F -conjugated by cyclic-shift to an element satisfying the Deligne-
Lusztig criterion.
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3. A criterion of Harashita
In this chapter, following Harashita ([19]), we generalize the notion of Deligne-
Lusztig varieties to obtain a generalization of Theorem 1.5. We keep the notations
of chapter 1.
We denote by WI the subgroup of W generated by the simple reflections sα for
α ∈ I ⊆ ∆ and by PI = BWIB the standard parabolic subgroup attached to I.
Let XI be the set of parabolic subgroups of G conjugate to PI . This is a smooth
projective scheme over k. For two subsets I, J ⊆ ∆ and w ∈ W we denote by
OIJ (w) the orbit of (PI , w˙PJ w˙−1) under the diagonal action of G on XI ×XJ . We
have
XI ×XJ =
∐
w∈WI\W/WJ
OIJ(w).
Definition 3.1. (Harashita) The generalized Deligne-Lusztig variety XI(w) as-
sociated to w ∈ WI\W/WF (I) is the locally closed subscheme of XI consisting of
the parabolic subgroups P such that (P, F (P )) ∈ OI,F (I)(w). We call XI(w) distin-
guished if I = w˜F (I) ⊂ Φ, where w˜ is the representative of minimal length in W
for w ∈WI\W/WF (I).
The idea of Harashita to prove the affineness for X(w) is as follows. We want to
find a line bundle on G/B such that the restriction to X(w) is ample and trivial.
Whereas Deligne-Lusztig consider as candidates only line bundles on G/B which are
ample, Harashita also considers line bundles coming via pull-back from an ample
line bundle on some G/PJ . While these are not ample on G/B, the restriction
to X(w) is ample under certain conditions. This yields a generalization of the
Deligne-Lusztig criterion.
Let UI be the unipotent radical of PI and let LI be the standard Levi subgroup
of PI = UI o LI . That is, LI contains T and normalizes UI . For the character
groups we identify X (PI) = X (LI) = {λ ∈ X (T ); 〈λ, αˇ〉 = 0 for α ∈ I}. We denote
by piI the LI -torsor G/UI → XI and define for λ ∈ X (PI) the following line bundle
LI(λ) on XI :
LI(λ)(V ) =
{
f ∈ Opi−1I (V )(pi
−1
I (V )); f(gx) = λ(x)
−1f(g) for all x ∈ LI , g ∈ G/UI
}
,
V ⊂ XI any open subscheme. We have
Lemma 3.2. Let w ∈W , let I ⊆ ∆ such that I = w˜F (I) ⊆ ∆, let λ ∈ X (PI). On
OI,w−1I(w) we have an isomorphism
Ψ(w˙) : pr∗1LI(λ) ∼−→ pr∗2Lw−1I(w−1λ)
Proof. See [19], Prop. 2.1.2. 
Remark 3.3. Let I ⊂ ∆, w ∈W such that XI(w) is distinguished. One may ask
if XI(w) is quasi-affine. One knows for general µ ∈ −C0I that LI(µ) is (very) ample
(see [26], 8.3). Moreover, if µ = L∗w(λ) for some λ ∈ X (PI), then the restriction of
Ψ(w˙) to XI(w), considered as a section of pr
∗
1LI(λ)−1 ⊗ pr∗2Lw−1I(w−1λ), yields a
nowhere vanishing section of LI(µ) on XI(w). Hence the ample line bundle LI(µ)
is isomorphic to OXI(w). Thus OXI(w) is ample, so XI(w) is quasi-affine. This
generalizes Theorem 1.14, as we saw in the proof of this theorem that there always
exist λ ∈ X (B) such that L∗w(λ) ∈ −C0∅ = −C0. Harashita has shown that in the
generalized case for distinguished XI(w) these special λ ∈ X (PI) always exist also,
see [19], proof of Thm. 3.1.1.
Remark 3.4. If we omit the condition I = w˜F (I) from the definition above, there
exist examples such that XI(w) is not quasi-affine. Let G = SL3, w = s1, I = {α2},
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where α2 is the root attached to s2. We have wI 6⊂ ∆, so particularly I 6= wF (I).
Then one can check by a straight-forward computation that XI(w) ⊂ G/PI is a
closed subvariety of the projective scheme G/PI of dimension bigger than zero, thus
it is not quasi-affine. There are more well-known examples of non-affine XI(w), see
[2], Introduction.
Next we want to determine when it is possible to extend the isomorphism Ψ(w˙)
to the closure of OI,w−1I(w) and its behaviour at the boundary. We introduce
some notation. Let 〈I〉 ⊂ X (T ) be the submodule generated by the elements
of I. Let ΣI = Φ\〈I〉, resp. Σ±I = Φ±\〈I〉. Let w ∈ WI\W/WF (I), such that
XI(w) is distinguished. Let v = w˜ ∈W be the minimal length representative of w
which satisfies that any other representative of w can be written in the form xvy,
x ∈WI , y ∈WF (I), with l(xvy) = l(x) + l(v) + l(y), see [8], Chapter IV, Exercises
§1, 3). We define a map
κ : Φ+ ∩ vΦ− −→WI\W/WF (I)
as follows. Let l = l(v) and v = s1 · · · sl be a reduced expression. For 1 ≤ i ≤ l we
write v = visiv
′
i, where vi = s1 · · · si−1 and v′i = si+1 · · · sl. Let αi ∈ ∆ be the root
associated to si. Then Φ
+(v) := Φ+ ∩ vΦ− is equal to {viαi; 1 ≤ i ≤ l}. Now we
define κ(viαi) to be the class of viv
′
i.
Denote by
D0I (w) =
{
λ ∈ X (PI)⊗Q; 〈λ, αˇ〉 > 0 for α ∈ Σ+I ∩ vΣ−F (I)
}
and by DI(w) the set, where > is replaced by ≥. For λ ∈ DI(w) we define
∂λI (w) = κ
(
{α ∈ Σ+I ∩ vΣ−F (I); 〈λ, αˇ〉 > 0}
)
.
By assumption, we have WIvWF (I) = WIv. It is easy to check that ∂
λ
I (w) is
independent of the chosen reduced expression of v.
Denote by ΠI the set ∆\I and define the chamber C0I in X (PI)⊗Q by
C0I = {µ ∈ X (PI)⊗Q; 〈µ, αˇ〉 > 0 for α ∈ ΠI} .
Proposition 3.5. Let λ ∈ X (PI), w ∈W . The isomorphism Ψ(w˙) extends to the
closure of OI,w−1I(w) in XI ×Xw−1I if and only if λ ∈ DI(w). If this is the case,
then it vanishes precisely on the closures of OI,w−1I(w′) for w′ ∈ ∂λI (w).
Proof. See [19], Prop. 2.2.1. 
We set
XλI (w) := XI(w)\
⋃
w′∈∂λI (w)
XI(w′).
Theorem 3.6. (Harashita) Let w ∈ W , let I ⊂ ∆ with I = w˜F (I) and let
λ ∈ DI(w). Now let I ⊆ J ⊆ ∆ such that Fw−1λ− λ ∈ −C0J . If the restriction of
τIJ : XI → XJ to XλI (w) is quasi-finite, then XλI (w) is affine.
Proof. See below.
Remark 3.7. If XλI (w) is affine, then XI(w) is affine, see [19], Remark 3.2.2 (3).
Remark 3.8. For I = J = ∅ this yields the original Deligne-Lusztig criterion 1.5.
Corollary 3.9. (Injectivity criterion) Let w ∈ W , let I ⊂ ∆ with I = w˜F (I)
and let λ ∈ DI(w). Now let I ⊆ J ⊆ ∆ such that Fw−1λ − λ ∈ −C0J and let
CI(w) := PIwPF (I). If for any w′ ∈WI\W/WF (I) such that XI(w′) ⊂ Xλ(w), and
for any u ∈WJ\WI we have
u−1CI(w′)F (u) ∩ CI(w′) = ∅,
then τIJ |XλI (w) is injective. Then in particular XλI (w) is affine.
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Proof. Let w′ be as above. If τIJ |XI(w′) is not injective, then there exists
x = g˙−1F (g˙) ∈ CI(w′) and h ∈ PJ\PI such that h−1xF (h) ∈ CI(w′). In particular,
h 6= id and thus there exists an u ∈ WJ\WI with u−1xF (u) ∈ CI(w′), so x ∈
uCI(w′)F (u−1) ∩ CI(w′).
On the other hand, if τIJ |XI(w′) is injective, then we have for every u ∈WJ\WI
that u−1CI(w′)F (u) ∩ CI(w′) = ∅. 
Proof (of Theorem 3.6). Let X := XλI (w) and let X¯ be the normal closure of X in
XI . As for λ ∈ DI(w) the set ∂λI (w) equals the set ∂nλI (w) for every n ∈ N, we may
assume that λ ∈ X (PI) ⊂ X (PI)⊗Q. Denote by L the line bundle LI(Fw−1λ− λ).
From Proposition 3.5 we get a map Ψ(w˙), which we again consider as a section of
pr∗1LI(λ)−1 ⊗ pr∗2Lw−1I(w−1λ), as well as the following Cartesian diagram:
X

 _

ψ // V  _

X¯
ϕ // P(H0(X¯,L)∨)
Here V denotes the open subscheme of P(H0(X¯,L)∨) where Ψ(w˙) does not vanish.
As ϕ is proper, ψ is also proper. Moreover V is affine, so for proving the affineness of
X it is sufficient to show that ψ is quasi-finite, see [16] Cor. 12.89. So let v ∈ im ψ
and let x ∈ X be such that ψ(x) = v. Let λ′ ∈ X (T ) be such that 〈λ′, αˇ〉 = 0, for
all α ∈ J , and 〈λ′, αˇ〉 = 〈λ, αˇ〉, for all α ∈ ∆\J . Let L′ = LJ (Fw−1λ′ − λ′) so that
τ∗IJL′ = L. Since L is the pullback of L′, we obtain the following commutative
diagram
XI //
τIJ

P(H0(XI ,L)∨)

XJ // P(H0(XJ ,L′)∨)
We denote by ϕ′ the composition X ↪→ XI → P(H0(XI ,L)∨). As the restriction
of every element of H0(XI ,L) is contained in H0(X¯,L), the point v′ := ϕ′(x) is
determined by v, i.e. ψ−1(v) ⊂ ϕ′−1(v′). As by assumption Fw−1λ − λ ∈ −C0J ,
the line bundle L′ is very ample on XJ , see [24], II.4.4 Remarks 1). Thus XJ ↪→
P(H0(τIJ(X¯),L′)∨) is an embedding. Lemma 3.10 yields that the natural map
P(H0(τIJ (XI),L′)∨)→ P(H0(XI ,L)∨) is an isomorphism. Thus ϕ′ factors through
X¯ ↪→ XI τIJ−→ XJ ↪→ P(H0(XI ,L)∨).
But now, since τIJ |XλI (w) is quasi-finite, ϕ
′−1(v′) is finite and the claim follows. 
Lemma 3.10. With the notation of the proof of the last theorem, we have an
isomorphism H0(XI ,L) ∼= H0(XJ ,L′).
Proof. As L′,L are locally free rank-1 sheaves, one can find affine open covers {U ′i}i
of XJ and {τ−1IJ (U ′i)}i = {Ui}i of XI such that L′|U ′i ∼= OU ′i and (τ
∗
IJL′)|Ui ∼= OUi ,
where Ui ∼= U ′i × LJ/(LJ ∩ PI). But LJ/(LJ ∩ PI) ∼= PJ/PI is an irreducible,
projective subscheme of G/PI . Therefore we have H
0(Ui,L|Ui) ∼= H0(U ′i ,L′) ⊗k
H0(PJ/PI ,OPJ/PI ) ∼= H0(U ′i ,OU ′i ) for all i and similarly H0(Ui ∩ Uj ,L|Ui∩Uj ) ∼=
H0(U ′i ∩ U ′j ,L′|U ′i∩U ′j ). But this forces also that the global sections H
0(XI ,L) and
H0(XJ ,L′) coincide. 
Remark 3.11. Computationally we are only interested in the case I = ∅ and
G0 split of classical type. As in the original criterion one can attach a linear
optimization problem (LOP) to the conditions λ ∈ D(w) and Fw−1λ − λ ∈ −C0J
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above. We are only able to (efficiently) implement the injectivity criterion 3.9. The
intersection of Schubert varieties u−1CI(w′)F (u) ∩ CI(w′) for some u ∈ WJ\{id},
w′ ∈ W , can be computed by the fact that for every simple reflection s we have
CI(w′)s = CI(w′)∪CI(w′s) if l(w′s) < l(w′), and CI(w′)s = CI(w′s) if l(w′s) > l(w′).
Remark 3.12. By Theorem 3.6 even in the case I = J = ∅ this criterion is a little
more general compared to the one of Deligne and Lusztig, as we only have to find
a λ ∈ D(w), instead of λ ∈ D0(w). We have not implemented this generalization
in the implementation of the Deligne-Lusztig criterion. There exist examples where
one can see this difference, see Remark 4.10.
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4. A criterion by Tangent Spaces
We use the notation and conditions of the last chapter. In this chapter, we first
comment on the criterion of Harashita, as in general it is not easy to compute
whether a given map is quasi-finite. We suggest to check the restrictive, but more
efficiently computable condition that a map is quasi-finite if certain tangent spaces
are zero-dimensional. We will obtain a finite set {Te(v); v ∈ ∆λ(w) ⊂W} of tangent
spaces such that it is enough to check the dimension of these to decide whether
X(w) is affine. From this we deduce an easy-to-compute criterion for G0 split of
type A, as in this case computing dimensions of certain tangent spaces comes down
to calculate inversion of permutations.
Second, we give examples and discuss the criteria so far from a computational
point of view.
We have as a corollary of Theorem 3.6 the following combinatorial criterion:
Theorem 4.1. Let w′ ∈WI\W/WFI , I = w˜′FI, λ ∈ DI(w′) and I ⊂ J ⊆ ∆ such
that Fw
′−1λ− λ ∈ −C0J . If for all w ∈ ∆λ(w′) :=
{
w ≤ w′|∀v′ ∈ ∂λI (w′) : w 6≤ v′
}
we have Te
(CI(w)w−1 ∩ PJ) = Te(PI), then XI(w′) is affine.
Proof. If τIJ |XλI (w′) is quasi-finite, then XI(w′) is affine by Theorem 3.6 and
Remark 3.7. But τIJ |XλI (w′) is quasi-finite if and only if for all w ∈ ∆λ(w′) we
have that τIJ |XI(w) is quasi-finite. Fix some w ∈ ∆λ(w′). We have that τIJ |XI(w)
is quasi-finite if and only if for every x = g˙−1F (g˙) ∈ PIwPF (I) the inverse image
τ−1IJ (g˙PJ) = {g˙hPI ;h ∈ PJ/PI ∩ h−1xF (h) ∈ CI(w)} is finite. But this is finite if
and only if for all x ∈ CI(w) := PIwPFI the set
Qx :=
{
h ∈ PJ/PI ;h−1xF (h) ∈ PIwPF (I)
}
is finite or, equivalently, zero-dimensional. We have Qx = g
−1XI(w)∩PJ/PI , where
g ∈ G such that g−1Fg = x. If for all z ∈ Qx the tangent space Tz(Qx) is zero,
then Qx is finite.
For locally closed z ∈ Z ⊆ G/PI we get from the Cartesian diagram
PI ⊆ Z˜ = pi−1I (Z)

  // G
piI

Z 
 // G/PI
a corresponding Cartesian diagram for the tangent spaces (z˙ ∈ Z˜, piI(z˙) = z)
Tz˙Z˜

  // Tz˙G
dpiIz˙

TzZ
  // Tz(G/PI),
where piI denotes the projection and where the kernel is just ker(dpiI)z˙ = Tz˙(pi
−1
I (z)) =
Tz˙(z˙PI), so Tz(G/PI) = Tz˙(G)/Tz˙(z˙PI) and TzZ = Tz˙Z˜/Tz˙(z˙PI).
We define X˜I(w) := {h˙ ∈ G|h˙−1Fh˙ ∈ CI(w)} = pi−1I (XI(w)) and thus we get for
fixed z ∈ Qx:
Tz(Qx) = Tz
(
g−1XI(w) ∩ PJ/PI
)
= Tz
(
g−1XI(w)
) ∩ Tz(PJ/PI)
= Tz˙(g
−1X˜I(w))/Tz˙(z˙PI) ∩ Tz˙(PJ)/Tz˙(z˙PI).
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Now, we write Lx : G→ G, γ 7→ γ−1xFγ, for the Lang map and define y := Lx(z˙).
For s ∈ G we denote by s the map TxG→ TsxG induced by the left multiplication
G→ G, γ 7→ sγ. Consider the map Λx,z, defined as follows
Tz˙G
z˙−1
||
Λx,z //
(dLx)z˙
$$
TeG
TeG
(dLy)e // TLx(z˙)G
Lx(z˙)
−1
::
.
One can calculate the differential of the Lang map as (dLy)e(M) = −My =
−MLx(z˙), M ∈ z˙TeG = Tz˙G, see [6], V.16. So Λx,z(M) = −(Lx(z˙))−1z˙−1MLx(z˙)
and one can see that (dLy)e and Λx,z are isomorphisms. But for h˙ ∈ X˜I(w) we
have Lx(g
−1h˙) = h˙−1gxF (g−1)F (h˙) = h˙−1F (h˙) ∈ CI(w). By the surjectivity of Le
we thus get Lx(g
−1X˜I(w)) = CI(w), so altogether we have that Λx,z induces an
isomorphism Tz˙
(
g−1X˜I(w)
) ∼= TLx(z˙) (CI(w)) ∼= Te (Lx(z˙)−1CI(w)).
That Tz(Qx) is zero-dimensional is now equivalent with
Λ−1x,z
(
Te
(
Lx(z˙)
−1CI(w)
)) ∩ Tz˙(PJ) = Tz˙(g−1X˜I(w)) ∩ Tz˙(PJ) != Tz˙(z˙PI)
(4.2) ⇔ z˙−1Λ−1x,z
(
Te
(
Lx(z˙)
−1CI(w)
)) ∩ Te(PJ) != Te(PI) for z˙ ∈ PJ .
Recall that we have fixed x ∈ CI(w), z ∈ Qx and y = Lx(z˙) = z˙−1xF z˙. Since z ∈ Qx,
we have y ∈ CI(w). But for N ∈ Te(y−1CI(w)) ⊂ Te(G) we have z˙−1Λ−1x,z(N) =
z˙−1(−z˙yNy−1) = −yNy−1 = Λ−1y,e(N), so we get z˙−1Λ−1x,z
(
Te
(
Lx(z˙)
−1CI(w)
))
=
Λ−1y,e
(
Te
(
Ly(e˙)
−1CI(w)
))
. Thus it is enough to check (4.2) for z˙ = e, y = x.
Now fix y ∈ CI(w) = PIwPFI and write y = c−1wb with c ∈ PI and b ∈ PFI .
Then we get
Λ−1y,e
(
Te
(
Ly(e)
−1CI(w)
)) ∩ Te(PJ) = Te(CI(w)y−1) ∩ Te(PJ)
= Te
(CI(w)w−1c ∩ PJ)∼= Te (CI(w)w−1 ∩ PJ) ,
where the last isomorphism is induced by G→ G, γ 7→ cγc−1. Since Te
(CI(w)y−1)
and Te
(CI(w)w−1) both contain Te(PI), we have that Te(Qy) is zero if and only if
Te(CI(w)w−1 ∩ PJ) = Te(PI). 
Corollary 4.3. Let I = ∅, λ, J as in Theorem 4.1 above, w = si1 . . . sil a reduced ex-
pression. Then X(w) is affine if for every v ∈ ∆λ(w) := {v ≤ w|∀v′ ∈ ∂λI (w) : v 6≤ v′}
the set
Mv :=
{
α ∈ ΦJ |α < 0, v−1(α) > 0
}
is empty.
Proof. Let v be in ∆λ(w) and write U ′v := U ∩ vU−v−1, where U− denotes the
opposite group of U in G. Under the locally closed embedding ρv : U
′
v × B ↪→ G,
(u, b) 7→ uvbv−1 one has CI(v)v−1 = im ρv.
The groups PJ , U
′
v and vBv
−1 are direct spanned by the root groups (and T )
PJ =
∏
α>0
Uα × T ×
∏
0>α∈ΦJ
Uα,
U ′v =
∏
α<0
v(α)>0
Uv(α) and
vBv−1 = T ×
∏
α>0
Uv(α).
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We write t := Te(T ) ⊆ g := Lie(G) and gα := Te(Uα) ⊆ g for α a root. Now we can
calculate the tangent space as
Te(C(v)v−1) = t⊕
⊕
α<0
v(α)>0
gv(α) ⊕
⊕
α>0
gv(α)
= t⊕
⊕
α>0
v−1(α)<0
gα ⊕
⊕
v−1(α)>0
gα
= t⊕
⊕
α>0
gα ⊕
⊕
α<0
v−1(α)>0
gα.
By Theorem 4.1 for I = ∅, we have to check whether Te
(C(v)v−1 ∩ PJ) = Te(B).
But now this is equivalent to say that the set Mv = {α ∈ ΦJ |α < 0, v−1(α) > 0} is
empty. 
Consider the special case G0 split of type A and rank n − 1, so that W = Sn.
Calculating the dimension of the tangent space comes down to calculating inversions.
Corollary 4.4. For G0 split of type A and rank n − 1, w = si1 . . . sil a reduced
expression, let ∆λ(w) be as in Corollary 4.3. Then X(w) is affine if for every
v ∈ ∆λ(w) the set
Nv :=
{
k|sk ∈WJ , v−1(k + 1) < v−1(k)
}
is empty.
Proof. By Corollary 4.3 we have to show, for every v as above, that Mv = ∅ if and
only if Nv = ∅. We can identify Φ with {αij ∈ Rn|i 6= j, αiji = 1, αijj = −1 and ∀k 6=
i, j : αijk = 0}, where Φ+ = {αij ∈ Φ|i < j} and the condition w(αij) > 0 just
means w(i) < w(j). Furthermore we identify ΦJ with{
αij ∈ Φ|∃u ∈WJ : u(i) = j
}
.
But then we can identify Mv with{
αij ∈ Φ|i > j, v−1(i) < v−1(j),∃u ∈WJ : u(i) = j
}
.
Since Nv is in bijection with
{
αk+1,k ∈ Φ|sk ∈WJ , v−1(k + 1) < v−1(k)
} ⊆Mv, we
clearly have that Nv is empty whenever Mv is empty.
For the other direction let us assume we have an inversion (j, i) of v−1 for which
αij ∈ ΦJ . That is, i > j, v−1(i) < v−1(j) and there is an u ∈WJ such that u(i) = j.
We then have sk ∈ J for all k = j, . . . , i − 1 and the assumption Nv = ∅ implies
v−1(j) < v−1(j+ 1) < . . . < v−1(i−1) < v−1(i) and therefore yields a contradiction
to v−1(i) < v−1(j). 
Remark 4.5. With the notations of Theorem 4.1, for finding a (minimal) set
J ⊂ ∆ such that Fw−1λ − λ ∈ −C0J , one can first set J = I and then repeatedly
enlarge J by some s ∈ ∆ and check whether one can solve the linear optimization
problem (LOP) attached to J . But we suggest another, mostly faster approach for
the computational checking of the affineness: First find one maximal (according to
its cardinality) subset J ′ ⊆ ∆ such that the conditions of Cor. 4.4 are satisfied.
Afterwards, check if one can solve the LOP attached to J ′. If not, then one cannot
use the criterion 4.4. In the implementation of Harashita’s injectivity criterion 3.9
we use the same strategy to first detect maximal sets J ′ for which this criterion
would apply and then check if the attached LOP is solvable.
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Example 4.6. By Corollary 3.9 one can check injectivity of the map τIJ |XλI (w) by
showing that for all w′ with XI(w′) ⊆ XλI (w) and for any u ∈ WJ\WI one has
u−1CI(w′)Fu ∩ CI(w′) = ∅. Let q = 2 and k0 = Fq. Consider G = SL4(k), W = S4,
w = s1, I = ∅, J = {s2, s3}. Take for B the upper triangular matrices and for T
the diagonal matrices. The character group of T is isomorphic to Z4/(1, 1, 1, 1)Z.
An explicit calculation shows that λ := (2, 1, 3, 4) ∈ D0I (w) fulfills Fw−1λ− λ ∈
−C0J . Since λ ∈ D0I (w), the only w′ such that XI(w′) ⊆ XλI (w) is w itself. Since
Bs3Bs1Bs3B = Bs3s1B ∪Bs1B the injectivity fails, but on the other hand we have
w−1(2) < w−1(3) < w−1(4), so by Corollary 4.4 all tangent spaces are zero. In fact
we have more: λ2 := (2, 1, 4, 5) ∈ D0I (w) fulfills Fw−1λ2 − λ2 ∈ −C0I , so X(w) is
affine by the original criterion of Deligne and Lusztig (Theorem 1.5).
We make a direct check for the quasi-finiteness of τIJ |X(s1), where τIJ : G/
B → G/PJ . We cover G/B by the open charts vU−B/B, v ∈ W and identify it
with the flag variety of full flags in k4. Furthermore, G/PJ ∼= P3, and when we
restrict to the standard open chart U−B/B, then the flag F0, identified with the
matrix A0 =
(
a0ij
) ∈ SL4(k), where a0ii = 1 and a0ij = 0 for 1 ≤ i < j ≤ 4, gets
mapped under τIJ to τIJ(F0) = (1 : a021 : a031 : a041) ∈ P3. The fiber over τIJ(F0)
under τIJ |vU−B/B is thereforevA := v

1
a21 1
a31 a32 1
a41 a42 a43 1
∣∣∣∣ A ∈ SL4(k) and τIJ(F0) =(av−1(1),1 : av−1(2),1 : av−1(3),1 : av−1(4),1)
 .
We have
(vA)−1F (vA) = A−1F (A) =

1
aq21 − a21 1
x aq32 − a32 1
y z aq43 − a43 1
 ,
where we write
x := aq31 − a31 − a21aq32 + a21a32
y := aq41 − a21aq42 + aq43(a21a32 − a31) + a43a31 − a41 − a21(a43a32 − a42)
z := aq42 − a42 + a32(a43 − aq43).
Then (vA)−1F (vA) ∈ X(s1) if and only if
y = 0
x = 0
aq21 − a21 6= 0
z = 0
aq32 − a32 = 0
aq43 − a43 = 0.
But this implies aq42 − a42 = 0, so a32, a42, a43 ∈ Fq. Furthermore, since a11 = 1,
a21, a31 and a41 are uniquely determined by the condition
(1 : a021 : a
0
31 : a
0
41) = (av−1(1),1 : av−1(2),1 : av−1(3),1 : av−1(4),1) ∈ P3.
This equation is solvable if and only if a0v(1),1 6= 0. Thus the fiber of τIJ (F0) on the
chart vU−B/B is empty for a0v(1),1 = 0 and(
τ−1IJ |X(s1) (τIJ(F0))
) ∩ vU−1B/B
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=v

1
a0v(2),1/a
0
v(1),1 1
a0v(3),1/a
0
v(1),1 a32 1
a0v(4),1/a
0
v(1),1 a42 a43 1
 |a32, a42, a43 ∈ Fq

otherwise. Thus τIJ |X(s1) is quasi-finite.
We define the following subsets of W consisting of elements satisfying different
(combinations of) affineness criteria:
(CoxE) := {w ∈W ; w is a Coxeter element} (Remark 2.7)
(ORH) := {w ∈W ; w is of minimal length in K(w)} (Theorem 2.5)
(BR) := {w ∈W ; w satisfies Bonnafe´-Rouquier’s criterion} (Theorem 2.9)
(DL) := {w ∈W ; w satisfies Deligne-Lusztig’s criterion} (Theorem 1.5)
(TS) := {w ∈W ; w satisfies the tangent space criterion} (Theorem 4.1)
(Hin) := {w ∈W ; w satisfies the Injectivity criterion} (Corollary 3.9)
(Hqf) := {w ∈W ; w satisfies Harashita’s quasi-finite criterion} (Theorem 3.6)
(XC) := {w ∈W ; w ∈ Cyc(v) for some element v of (X)} (Proposition 2.4)
For G0 split of classical type, i.e. G0 of type A,B,C, or D, these criteria are imple-
mented in GAP 3 via the functions IsAffineMinimalLength, resp. GoodCoxeter-
Word, for (ORH), IsAffineDL for (DL), IsAffineTS for (TS), IsAffineHin for
(Hin) and FCyclicShiftClass for (XC). We have the following diagram of inclu-
sions:
(CoxE) 
 // (ORH)  w
**
  // (BR) 
 // (BRC) _

(DLC) _

(DL)? _oo  _

  //
 r
$$
(DLC) _

(TSC) (TS)?
_oo
 r
$$
(Hin) _

  // (HinC) _

(Hqf) 
 // (HqfC)
Remark 4.7. We want to remark here that the arrow (BRC) ↪→ (DLC) is only
conjectured (cf Remark 2.12 ). We want to remark that (ORHC) ↪→ (DLC) is
strict and in general far away from being an equality. Observe that the inclusions
(X) ↪→ (XC) are all strict, at least for a general choice of G. By the table below,
for G0 of classical type, one could conjecture that there might be an inclusion of
(TSC) into (HinC), but one should check this for bigger examples, as for example
for G0 of type A and rank 6 there are only 17, resp. 18, elements w ∈W such that
w ∈ (TSC), resp. w ∈ (HinC), but w 6∈ (DLC).
Group #tested w’s (DL) (DLC) (TSC) (HinC) ¬(Hqf) #{Cyc(w)}
D4/F2 126 66 112 113 113 14 11
B4/F2 300 170 264 275 275 19 20
A5/F2 444 442 442 444 444 0 0
D5/F2 1520 777 1386 1407 1407 134 85
B5/F2 3270 1596 2725 545 261
A6/F2 3414 3362 3382 3399 3400 8 10
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Remark 4.8. Here, in the second column we list the number of elements for which
we checked the different criteria. That is, all elements v ∈ W for which every
reduced expression for v contains every simple reflection, except for v a Coxeter
element or v = w0. The numbers in the other columns indicate how many of these
fulfill the criterion of this column.
In the column before the last column we list the number of elements which are
definitively not contained in (Hqf), that is, for which the minimal set J equals
∆. This might be smaller than the number of all elements which are not contained
in (Hqf), while the last column indicates the number of different F -cyclic-shift
conjugacy classes left. In all cases listed above, one can read off the number of
elements that cannot be handled by some of the implemented criteria from the table
simply by subtracting the number in column (HinC) from the number of tested
elements.
To produce such tables, one can use the functions PerformanceTest, TestAffine-
Combination and RemainingMostInteresting from our implementation.
Example 4.9. Consider G = GL7/F2, W = S7, I = ∅ and
w = s4s5s6s5s2s3s4s1s2 =
(
1 2 3 4 5 6 7
3 5 1 7 2 6 4
)
= w−1.
With [1] and [33] we then calculate with our implementation that the minimal J for
which there exists λ with Fw−1λ − λ ∈ −C0J is J = ∆. So in this case τIJ |X(w)
cannot be quasi-finite. Furthermore we calculate the cyclic-shift F -conjugacy class
to consist just of w alone, while for example v = s1s3s5 ∈ K(w) is of lower length.
So this may be a good candidate for X(w) being not affine.
Remark 4.10. We make some further remarks on the results of the computations.
For G = GL7/F3 we already have that all X(w) are affine by (DLC), but in this
case the Coxeter number h = 6 is not smaller than q = 3.
We get that X(w) and X(w−1) have not to be simultaneously affine, e.g. for G =
GL7/F2, W = S7, we have that w = s2s1s3s4s3s2s5s6s5s4 is not treatable by any
criterion above, but X(w−1) is affine by (DLC). For w = s4s5s6s5s1s2s3s4s1 6= w−1
we calculated that for J = {2, 3, 5} we can find some λ ∈ D(w) such that Fw−1λ−λ ∈
−C0J and where we have 〈λ,wiαˇi〉 = 0 for i ∈ {2, 6, 9} ⊂ {1, . . . , l(w) = 9} (with the
notation of Theorem 3.6). For this w we have w 6∈ (TS), but w ∈ (Hin). This is
the only example we have found so far that is contained in (HinC)\(TSC).
23
5. A cohomological Criterion
Keep the notation of the last chapters. In particular, we have fixed T,U,B and
the root system Φ. We denote by U− the opposite group of U =
∏
α>0 Uα in G.
Fix w ∈W with si ≤ w for all i. Then we know that the associated Deligne-Lusztig
variety
X(w) = {g ∈ G|g−1F (g) ∈ BwB}/B
is irreducible (see Theorem 1.4). Denote by w0 ∈ W the longest element and set
N := l(w0). From now on, we assume G0 to be split.
The idea is, to check whether X(w) is affine by computing if the Cˇech cohomology
groups all vanish. By [30] it is enough to check that Hi(X(w),OX(w)) = 0 for all i >
0. We will consider the inverse image X(w)(0) of X(w) under the T -torsor G/B →
G/U and will later see, that X(w) is affine if and only if H1(X(w)(0),OX(w)(0)) = 0.
Moreover, we give a construction, independent of w, of a finite set {τi; 1 ≤ i ≤ N}
of elements in certain H1 groups such that
X(w) is affine ⇔ ∀i : τi = 0.
So in some sense we obtain a computable criterion to check whether X(w) is affine.
However, the problem is that for quasi-affine, non-affine X, some of the cohomology
groups Hi(X,OX) are infinite-dimensional, e.g. Hn−1(An\{0},OAn\{0}). In any
case, the spaces arising in the Cˇech complex are infinite-dimensional as k-vector
spaces.
Theorem 5.1. There exists an explicit algorithm that checks whether X(w) is affine.
More precisely, one can define, for 1 ≤ i ≤ N , varieties X(w)(i), affine coverings
{U (i)v }v∈W for X(w)(i), and elements τi ∈ Hˇ1(X(w)(i),OX(w)(i)) such that
X(w) affine ⇔ ∀i : τi = 0.
We will prove this in several steps and give explicit and computable descriptions
of X(w)(i), {U (i)v } and τi. Moreover, for G of type A, we have implemented such an
algorithm, see chapter 6.
Lemma 5.2. Let F1, F2 be quasi-coherent sheaves on separated schemes X1, X2
of finite type over k. Then for every i ∈ N we have
Hi(X1 ×X2, pr∗1F1 ⊗ pr∗2F2) =
⊕
µ+ν=i
Hµ(X1,F1)⊗Hν(X2,F2).
Proof. See [25], Prop. 9.2.4. 
Remark 5.3. Lemma 5.2 in particular implies that for every m ∈ N
H1(X ×Ga × · · · ×Ga︸ ︷︷ ︸
m times
,OX×Ga×···×Ga) = H1(X,OX)⊗k k[D]⊗m.
Lemma 5.4. Let Zm
τm−→ . . . τ1−→ Z0 be a chain of Ga-torsors and let Zm be affine.
Then
Z0 is affine ⇔ τ1, . . . , τm are trivial.
Proof. If all τi are trivial, then Zm ∼= Z0 ×Gma . We claim that in this case Z0 is
affine also. In fact, let F1, F2 be quasi-coherent sheaves on Z0, resp. on Gma , and
define F := pr∗1F1 ⊗ pr∗2F2. We will also denote by F the sheaf on Zm isomorphic
to F . By Lemma 5.2 we have for every i ≥ 1
Hi(Zm,F) ∼= Hi(Z0 ×Gma ,F) =
⊕
µ+ν=i
Hµ(Z0,F1)⊗Hν(Gma ,F2).
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As Gma is affine, all factors of the sum but the first vanish, so we get
Hi(Zm,F) ∼= Hi(Z0,F1)⊗H0(Gma ,F2) = Hi(Z0,F1)⊗R,
where R = H0(Gma ,F2) is a non-trivial k-algebra. As Zm is affine, we have Hi(Zm,F)
= 0, so by Serre’s criterion of affineness (see [27], §5, Thm. 2.23), Z0 is affine.
On the other hand, assume τ1, . . . , τi−1 are trivial, but τi is not. Then, by Remark
5.3, τi corresponds to a non-zero element g
(i) ∈ H1(Z0,OZ0) ⊗ k[D1, . . . , Di], so
H1(Z0,OZ0) cannot be zero and Z0 is not affine. 
We have an affine open cover of G/B, given by
G/B =
⋃
v∈W
Uv,
Uv = {vuB|u ∈ U−} ∼= vU− ∼= U−.
For the projections G
ψ→ G/U pi→ G/B we define
X(w)(0) = pi−1(X(w)) and U (0)v = pi−1(Uv).
Proposition 5.5. Let G be a as above, let H /B ⊂ G be a normal, closed subgroup.
Let G/H
τ→ G/B be the projection. Then we have that τ is a B/H-torsor, trivialized
by the open cover {Uv}v of G/B.
Proof. Let v ∈ W . We identify Uv with vU−. Let B/H operate on G/H by
multiplication from the right. We have to show that there exists a B/H-equivariant
isomorphism ψv such that the right triangle of the following diagram commutes:
G/H

pi−1(Uv)? _oo

ψv // Uv ×B/H
pr1
xx
G/B Uv? _oo
The multiplication from the right by B yields a commutative diagram
vU− ×B

∼ // vU−B

(vU− ×B)/H vU− ×B/H ∼ // vU−B/H pi−1(Uv).
Now for g = [g˙] ∈ pi−1(Uv), we define ψv(g) as follows. With v ∈W , let u− ∈ U−,
write g˙ = vu−b uniquely by the Bruhat decomposition and define ψv(g) := (vu−, bH).
This is well defined, as for h ∈ H /B we have g˙h = vu−bh, so ψv([g˙h]) = (vu−, bH).
Furthermore ψv is B/H-equivariant, since for b
′H ∈ B/H we have:
ψv([g˙].b
′H) = ψv([g˙b′]) = (vu−, bb′H) = (vu−, bH).b′H
Thus τ is a B/H-torsor. 
Lemma 5.6. Let V be a connected, nilpotent algebraic group of positive dimension.
Then the following holds: For every proper closed subgroup V ′ ⊂ V we have dimV ′ <
dimNV (V
′).
Proof. See [23], § 17.4 Prop. 
Remark 5.7. With Lemma 5.6 we have in particular for every V ′ ⊂ V of codimen-
sion 1 that V ′ is normal in V .
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Proposition 5.8. There exists a filtration of U = U0 ⊃ · · · ⊃ UN = {1} by closed,
normal subgroups such that Uj−1/Uj ∼= Ga. More concretely, for every reduced
expression w0 = si1 · · · siN , define vN−j = si1 · · · sij , j = 1, . . . , N . Then
Uj :=
∏
α>0
vN−j(α)<0
Uα
fulfills the assumption.
Proof. First, we want to make a remark. The statement of the proposition is a
well-known fact, for example in [6], Cor. 15.5, the following is shown: For k perfect,
U unipotent, connected and solvable, U splits over k. Here we give an explicit
construction.
As above, let Φ+ denote the set of positive roots associated to B. Let w0 =
si1 · · · siN be a reduced expression. Then we know that U =
∏
α>0
w0(α)<0
Uα. Moreover,
for every subset I ⊂ Φ+ of the form I = {α > 0; v(α) < 0} for some v ∈ W , the
product
∏
α∈I Uα equals the group generated by all the closed subgroups Uα, α ∈ I,
and is again closed and connected (see [34], Lemma 8.3.5). As these groups are all
unipotent, they are nilpotent (see [23], Cor. 17.5).
We let vN−j = si1 · · · sij ∈W for j = 1, . . . , N . Then for all j we have l(vN−j) = j
and vj ≤ vj−1. We set Uj :=
∏
α>0
vN−j(α)<0
Uα. As dim(Uj) = l(vN−j) (see [34],
Lemma 8.3.6) and Uj ⊂ Uj−1, we can apply Remark 5.7 repeatedly to Uj and Uj−1.
Thus we see that Uj is normal in Uj−1. Denote by αj ∈ Φ+ the unique positive root
such that vN−j(αj) < 0 and vN−(j−1)(αj) > 0; then Uj−1/Uj ∼= Uαj ∼= Ga. Thus
the claim follows. 
Corollary 5.9. Given G
ψ→ G/U pi→ G/B, we have that pi is a T -torsor and the
U -torsor ψ can be written as a sequence of Ga-torsors.
Proof. From Proposition 5.5 we get that pi, resp. pi ◦ψ, is a B/U = T -torsor, resp.
a B-torsor. From Proposition 5.8 we know that U has a filtration by normal, closed
subgroups. We fix such a filtration and denote by U2 ⊂ U1 ⊂ U two of its steps.
Thus there exist two subsets I2 ⊂ I1 ⊂ Φ+ such that Ui =
∏
α∈Ii Uα. Consider the
commutative diagram
G/U2
τ

pi2 // G/B
G/U1
pi1
;;
.
.
We can apply Proposition 5.5 for U1 and U2 and get a commutative diagram
Uv ×B/U2
τ

pi2 // Uv
Uv ×B/U1
pi1
99
.
As the multiplication
∏
Uα → U is an isomorphism of varieties, we have Uv×B/U2 ∼=
(Uv ×B/U1)× U1/U2. Whence τ is a U1/U2-torsor. 
Now we are ready to prove the theorem. Note that the restrictions of pi and ψ to
(the inverse image of) X(w) ⊂ G/B are also T -, resp. U -torsors, trivialized by (the
inverse images of) Uv ∩X(w).
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Denote by L : G→ G, g 7→ g−1F (g) the Lang map Lid, which is surjective. We
have the following Cartesian diagram
(5.10) G

L // G
ψ−1 ◦ pi−1(X(w)) = {g ∈ G|L(g) ∈ BwB}?

OO
// BwB.
?
OO
But the Lang map is clearly affine, so the second line is also an affine morphism,
as affineness for morphisms is stable under base change (see [16], Prop. 12.3). As
BwB ∼= Al(w) ×B ∼= Al(w)+N × T is affine, the left hand side of (5.10) is also affine.
Furthermore, T is reductive, so X(w)(0) and X(w) = X(w)(0)/T are simultaneously
affine ([32], Theorem A). As the restriction X(w) ∩ Uv to any open chart is affine,
the restriction X(w)(0) ∩ U (0)v is also affine. We fix a reduced expression for w0 and
get by Proposition 5.8 a filtration {Ui}1≤i≤N of U . We denote for 1 ≤ i ≤ N by
τi : G/Ui −→ G/Ui−1
the projections and define
X(w)(i) = τ−1i (X(w)
(i−1)) and U (i)v = τ−1i (U (i−1)v ).
By Proposition 5.5, all τi are Ga-torsors, trivialized by {U (i)v }v and so are the
restrictions of τi to X(w)
(i) are. Applying Lemma 5.4 yields X(w)(0) is affine if and
only if all τi are successively trivial. Moreover, we see that X(w)
(i) ∩ U (i)v is affine
for all v ∈W, 1 ≤ i ≤ N . Thus we have proved most of the following theorem:
Theorem 5.11. We have X(w) affine if and only if the set {τi; 1 ≤ i ≤ N} of
Ga-torsors consists of trivial torsors.
In particular, X(w) is affine if and only if H1(X(w)(0),OX(w)(0)) = 0.
Proof. It remains to prove the last statement. Assume there is a Ga-torsor τi (of
smallest index) such that τi is not trivial. But then, by Remark 5.3, τi can be
regarded as a non-zero element of H1(X(w)(0),OX(w)(0))⊗ k[D]⊗i−1 and therefore
as an element of H1(X(w)(0),OX(w)(0)). 
Remark 5.12. Neeman has proven a slightly weaker, but more general version
of the last statement of the theorem, namely that for any quasi-affine scheme X
one has X is affine if and only if Hi(X,OX) = 0 for every i ≥ 1 (see [30], Thm.
4.1). In his Diploma thesis ([17]), Haastert has shown a similar result: For any
quasi-affine scheme X one has X is affine if Hi(X,OX) is finite-dimensional for
every i ≥ 1.
We first comment on strategies to reduce the computational complexity, before
we calculate the cohomology.
Lemma 5.13. Let X/k be an integral scheme, U = {Ui}1≤i≤m an affine open cover
of X, (g˙i,j)i,j ∈
∏
i<j Γ(Ui ∩ Uj ,OX) a representative for a cocycle g ∈ Hˇ1(U,OX).
Then we have:
g = 0
(5.14) ⇔
⋂
1≤i≤m
(
Γ(Ui,OX) + g˙1,i|U1∩Ui
) 6= ∅,
where we set g˙1,1 := 0 and where we consider the intersection in Γ(
⋂
i Ui,OX).
Proof. We have the following equality on U1 ∩ Ui ∩ Uj :
g˙1,i + g˙i,j = g˙1,j
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Now assume
(5.15) ∀j∃fj ∈ Γ(Uj ,OX) : f1 − fj = g˙1,j on U1 ∩ Uj .
Then (5.15) implies
f1 − fi + g˙i,j = f1 − fj ⇔ g˙i,j = fi − fj on U1 ∩ Ui ∩ Uj .
But the last equality holds on all of Ui ∩ Uj , since X is integral.
Consider the first coboundary operator
∂1 :
∏
i
Γ(Ui,OX)→
∏
i<j
Γ(Ui ∩ Uj ,OX)
(fi)i 7→ (fi|Ui∩Uj − fj|Ui∩Uj )i,j
and denote the restricted coboundary operator by
∂˜1 :
∏
i
Γ(Ui,OX)→
∏
1<j
Γ(U1 ∩ Uj ,OX)
(fi)i 7→ (f1|U1∩Uj − fj|U1∩Uj )j .
So altogether we can say
g = 0
⇔ (g˙i,j)i,j ∈ im(∂1)
⇔ (g˙1,j)j ∈ im(∂˜1)
⇔ ∃f1 ∈ Γ(U1,OX)∀j > 1∃fj ∈ Γ(Uj ,OX) : f1|U1∩Uj − fj|U1∩Uj = g˙1,j|U1∩Uj
⇔
⋂
1≤j≤m
(
Γ(Uj ,OX) + g˙1,j|U1∩Uj
) 6= ∅. 
Sometimes it is possible to reduce the calculations above even more. Observe
that for many w ∈W , one does not need all charts Uv to cover the whole of X(w).
In fact, all extremes can occur: For w = id one needs all charts to cover X(id),
which consists exactly of the Fq-rational points, while the next proposition shows
that there exist w ∈W such that only a single chart is needed. In general if there
exists some v ∈ W such that X(w) ∩ Uid ∩ Uv = X(w) ∩ Uid, then it also holds
that X(w) ∩ Uv ∩ Uv′ = X(w) ∩ Uv for every v′ in the subgroup H := 〈v〉 ⊆ G.
More generally, define H to be the subgroup generated by all v′ ∈ W such that
X(w) ∩ Uid ∩ Uv′ = X(w) ∩ Uid. Therefore to cover the whole of X(w) it is enough
to choose a representative for every orbit of H  G and take the charts attached to
them.
Proposition 5.16. Let G = GLn, k0 = Fq, w = s1 · · · sn−1. Then X(w) is
contained in every open chart Uv, i.e.
X(w) ∩
⋂
Uv = X(w).
In particular, X(w) is affine, where we have an explicit description of Γ(X(w),OX(w)).
Proof. From [11], page 117 first line, we know that we have
X(w) =
{
(Fi) ∈ G/B;Fi = F1 ⊕ F (F1)⊕ · · · ⊕ F i−1(F1)
}
.
Here we regard G/B as the space of full flags F over k = Fq. In particular, we have
det(A) 6= 0, where
A :=

x1 x
q
1 · · · xq
n−1
1
...
...
...
xn x
q
n · · · xq
n−1
n

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represents a flag (Fi) ∈ X(w). It is enough to show that X(w) ⊂ Uw0 , where w0
is the longest element in W . By Lemma 6.1 below we have to show that for all
i = 1, . . . , n− 1, we have
det(A{n,...,n−i+1}×{1,...,i}) 6= 0.
Let i = 1, 1 ≤ l ≤ n, and assume there exists an j, 1 ≤ j ≤ n, such that xj = 0. It
follows that xq
l
j = 0 and that det(A) = 0.
We proceed by induction on i. For i ≥ 2, we denote by A(i−1)j the left (i− 1× i− 1)-
submatrix of A consisting of the rows labelled by {n, . . . , ĵ, . . . , n− i+ 1} and the
columns labelled by {1, . . . , i− 1}. By induction we can assume that
det(A
(i−1)
j ) 6= 0 for all n− i+ 1 ≤ j ≤ n.
With the notation above, we have to show that det(A
(i)
n−i) 6= 0. But by developing
this determinant by the last column, we get
det(A
(i)
n−i) =
n−i+1∑
r=n
(−1)rxqi−1r det(A(i−1)r ).
If we assume this to be zero, we find αr, βr ∈ k such that βqi−1r = αr and
xq
i−1
n−i+1 =
n−i+2∑
r=n
αrx
qi−1
r = (
n−i+2∑
r=n
βrxr)
qi−1 .
But then det(A) = 0, because
A{n−i+1}×{1,...,n} ∈
〈
A{n−i+2}×{1,...,n}, · · · , A{n}×{1,...,n}
〉
. 
Remark 5.17. Essentially the same proof works for all v ∈W at once, i.e one can
directly show that X(w) ⊂ ⋂Uv.
Under the assumptions of Lemma 5.13 assume thatX is locally of finite type over k.
We then can exhaust every Γ(Ui,OX) by finitely generated k-algebras A(n)i , n ∈ N,
which are subrings of Γ(Ui,OX) ⊆ Γ(
⋂
i Ui,OX), such that A(n)i ⊆ A(n+1)i and
Γ(Ui,OX) =
⋃
nA
(n)
i .
Assume, we have given (g˙i,j)i,j ∈
∏
i<j Γ(Ui ∩ Uj ,OX), a representative for the
zero cocycle 0 = g ∈ Hˇ1(U,OX). Then there exists a tuple (ni) of positive integers
such that the intersection
⋂
i(A
(ni)
i + g˙1,i) ⊂
⋃
iA
(ni)
i ⊂ Γ(
⋂
i Ui,OX) is already
non-empty.
We now apply this discussion to the variety X = X(w), which is integral by
Theorem 1.4. We can use the trivializing affine covers {U (i)v } to calculate the
Cˇech cohomology, which is in fact isomorphic to the cohomology. We denote by
im(∂1,(i)) the image of the first coboundary operator for X(w)(i) and by im(∂˜1,(i)) the
restricted one. This leads to the following algorithm from which Theorem 5.1 follows:
Input w ∈ W,G,B, T, U, q, an integer l, denoting the bound, a Cˇech
cover U.
Output "X(w) is affine." or "Cannot decide whether X(w) is affine
or not.".
Step 1 Compute all occurring rings and maps.
Step 2 Calculate a filtration, calculate for every τi a
representative g˙(i) for the corresponding cocycle.
Step 3 For i = 1, . . . , N check whether g˙(i) ∈ im(∂1,(i)). If not, return
"Cannot decide whether X(w) is affine or not.".
Step 4 Return "X(w) is affine.".
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6. The case G0 split of type A
In this chapter, we consider the case G0 split of type A. We will give explicit
descriptions for the equations defining X(w). From this we deduce descriptions of
the affine coordinate rings of X(w)(i) on the affine open charts to calculate the Cˇech
cohomology. Thereby we obtain an explicit algorithm for the affineness criterion
Theorem 5.1, which we have implemented.
So, let n ∈ N, G = GLn, k0 = Fq, W = Sn, and B the subgroup of upper
triangular matrices, T the diagonal matrices, U the unipotent upper triangular
matrices. We allow ourself to write G,B,U, T etc. for the set of closed points
G(k), B(k), U(k), T (k) etc., when this causes no confusion. We frequently write
for every v ∈ W = NG(T )/T again v for the attached permutation matrix Pv =
(δv(i),i)i = (δi,v−1(i))i, where δi,j is the Kronecker delta. This is a representative for
v in NG(T ). We identify the variety X(w) with its closed points:
X(w) =
{
x˙ = (xij)ij ∈ G; x˙−1F (x˙) ∈ BwB
}
/B
We have N = l(w0) = n(n − 1)/2 and let {Uv}v∈W = {{vuB|u ∈ U−}/B} be a
suitable affine cover. Here U− denotes the unipotent lower triangular matrices.
Now we want to work out the equations describing X(w). For any matrix A
and any index sets I, J ⊆ {1, · · · , n} with |I| = |J |, we denote by A{I}×{J} the
submatrix of A consisting of the rows labelled by I and columns specified in J . As
we are mostly interested in the (non-)vanishing of the determinant function of such
submatrices, there is mostly no need to specify an order on these sets. Whenever
this is however necessary, we take the obvious order.
Lemma 6.1. For every A ∈ G(k) and every v ∈W , we have:
AB ∈ Uv
⇔ ∃b = b(v)(A) ∈ B(k) : Ab ∈ vU−(k)
⇔ ∀i = 1, . . . , n− 1 : det(A{v(1),...,v(i)}×{1,...,i}) 6= 0
Moreover, if AB ∈ Uv then b(v)(A) ∈ B(k) is unique.
Proof. First we prove this for v = id. For the proof of ”⇒” in the last line, we
observe that the inequalities hold, as they hold for all elements of U−(k) and that
multiplication from the right by some b ∈ B does not change the considered minors.
For the other direction, we have to find some b = b(id)(A) ∈ B such that
Ab ∈ U−(k). If we denote by A(i) the upper left submatrix of A of size (i× i) and
write y(i) = (0, . . . , 0, 1)t ∈ ki, we need to find an element b = (bij) ∈ B whose
entries satisfy the following system of linear equations:
A(i)
(
b
(i)
l
)
l
= y(i), 1 ≤ i ≤ n
By assumption, A(i) has full rank, so we can solve all these equations uniquely.
Thus, (b
(i)
l ) is the ith column of the inverse matrix of A
(i). Especially we have
b
(i)
i = (−1)i+i det(A(i))−1 det(A(i−1)) 6= 0,
as (−1)i+i det(A(i−1)) is the (i, i)-th entry of the adjoint matrix to A(i). Thus we
have b := (b
(i)
l )1≤l≤i≤n ∈ B and Ab ∈ U−(k).
To handle the case of general v, note that v−1A = (av(i),j)i,j . Thus we have
AB ∈ Uv ⇔ v−1AB ∈ Uid
⇔ ∀i = 1, . . . , n− 1 : det(v−1A{1,...,i}×{1,...,i}) 6= 0
⇔ ∀i = 1, . . . , n− 1 : det(A{v(1),...,v(i)}×{1,...,i}) 6= 0, as desired. 
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Proposition 6.2. For every M ∈ G(k) we have:
M ∈ BvB
⇔
(6.3) ∀i = 1, . . . , n− 1, v(i) < j ≤ n : det(M{v(1),...,v(i−1),j}×{1,...,i}) = 0
(6.4) ∀i = 1, . . . , n− 1 : det(M{v(1),...,v(i)}×{1,...,i}) 6= 0
Proof. As in the proof of the preceding lemma we observe that the considered
equalities and inequalities hold for Pv ∈ BvB. Let b′ ∈ B, then we have b′Pv =
(b′i,v(i))i and we easily see that (6.3) holds. Moreover
det(b′Pv){v(1),...,v(i)}×{1,...,i} =
i∏
j=1
b′v(j),v(j) 6= 0,
so (6.4) also holds. Let I = {v(1), . . . , v(i−1), j} for some j ≥ v(i), let J = {1, . . . , i}
and let H = {1, . . . , n}. For any M ∈ G and any b ∈ B we have
(Mb)I×J = MI×HbH×J = MI×JbJ×J .
But now det((Mb)I×J) = det(MI×J) det(bJ×J), so (6.3) and (6.4) hold for M and
Mb simultaneously, in particular for M = b′Pv.
For the other direction we use induction. We assume that the claimed (in)equations
(6.3) and (6.4) hold. We further assume by induction that there exists i0 such that
the ith column of M is the standard basis column vector ev(i) for all i < i0 and that
the v(i)th row of M is the standard basis row vector ei. Write j0 := v(i0), then we
have
0 6= det(M{v(1),...,v(i0−1),j0}×{1,...,i0}) =: d.
Developing the determinant by the last column, we get
d = (−1)i0+j0M{j0}×{i0} det(M{v(1),...,v(i0−1)}×{1,...,i0−1})
+
i0−1∑
s=1
(−1)i0+sM{v(s)}×{i0} det(M{v(1),...,v̂(s),...v(i0)}×{1,...,i0−1}).
But for s ∈ {1, . . . , i0 − 1} we have M{v(s)}×{l} 6= 0 if and only if l = s by the
assumption on the rows of M . So M{v(s)}×{i0} = 0 and all but the first term
cancel. This shows that M{j0}×{i0} 6= 0. By induction we have M{j0}×{i} = 0 for all
i < i0. We claim that we also have M{r}×{i0} = 0 for all r > j0. In fact, let r > j0,
r 6∈ {v(1), . . . , v(i0 − 1)} and assume M{j0}×{i} 6= 0. Then we see by developing by
the rth row that
det(M{v(1),...,v(i0−1),r}×{1,...,i0}) = ±M{r}×{i0} 6= 0.
This is a contradiction to (6.3). But if r > j0 and r ∈ {v(1), . . . , v(i0 − 1)} we have
M{r}×{i0} = 0 by induction.
Therefore we can modify M (by multiplying with suitable elements b, b′ ∈ B from
the left and right) such that the j0th row of M is equal to the i0th standard base
row vector ei0 and the i0th column of M is equal to the j0th standard base column
vector ej0 . Thus the claim follows by induction. 
For v ∈W we denote by U ′v the subgroup vU−v−1 ∩ U of G as in chapter 4. By
[6], Thm. 14.12, we know that the map U ′v ×B → BvB, given by (u, b) 7→ uvb, is
an isomorphism of varieties. Next we want to show that the subscheme of G given
by (6.3) and (6.4) is reduced. To do so, we prove the following
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Lemma 6.5. Let v ∈ W , let Z ⊂ G be the subscheme defined by (6.3) and (6.4).
Let R be any k-algebra. Then the map
U ′v(R)×B(R) −→ Z(R), (u, b) 7→ uvb,
is bijective.
Proof. For the injectivity assume we have u, u′ ∈ U ′v(R) and b, b′ ∈ B(R) such that
u′vb′ = uvb. We have (u′)−1u = vu˜v−1 for some u˜ ∈ U−(R), as (u′)−1u ∈ U ′v(R).
Thus we see from
u′vb′ = uvb⇔ b′b−1 = v−1(u′)−1uv = u˜ ∈ U−(R)
that b′ = b and then also that u′ = u.
We now prove the surjectivity. Let M = (mij) ∈ GLn(R). We have v(mij)v−1 =
(mv−1(i),v−1(j))i,j and therefore we see that we can describe U
′
v(R) as
vU−(R)v−1 ∩ U = {u ∈ U(R);uij = 0 for all i < j with v−1(i) < v−1(j)},
see also Corollary 4.3. Fix some 1 ≤ i0 ≤ n− 1 and assume that the ith column of
M is the standard basis column vector ev(i) for all i < i0 and that the v(i)th row
of M is the standard basis row vector ei. By imitating the proof of Proposition
6.2 and by multiplying with suitable b ∈ B(R) from the right, we can assume that
mv(i0),i0 = 1 and mr,i0 = 0 for all r > v(i0). It remains to show that we can find
u(i0) ∈ U ′v(R) such that
(6.6) [u(i0)M ]r,i0 = 0 for all r < v(i0),
so that the i0th column of u
(i0)M is equal to the standard basis column vector
ev(i0). Observe that, for r ∈ {v(1), . . . , v(i0 − 1)}, we know by assumption on the
rows that mr,io = 0. For all other r < v(i0) we then can find some jr > i0 such that
v(jr) = r. But then we have
v−1(r) = v−1(v(jr)) = jr > i0 = v−1(v(i0)) and r < i0.
Thus first setting u(i0) = (δij) and then setting
u
(i0)
r,v(i0)
= −mr,i0 , for all r < i0, r 6∈ {v(1), . . . v(i0 − 1)},
yields an u(i0) ∈ U ′v(R) such that (6.6) holds. 
We now want to describe the affine coordinate ring of X(w) on the open affine
charts. Therefore we use the following notation: Let x = (xij)ij ∈ U−(k[Xij ]j<i)
with xij = Xij for j < i, let M = (xij)
−1(xqij). We set
R˙w :=k[Xij ]j<i[Lw],
Iw :=
({det M{w(1),...,w(i−1),j}×{1,...,i}; 1 ≤ i ≤ n− 1, w(i) < j ≤ n}) ,
lw :=
n−1∏
i=1
det M{w(1),...,w(i)}×{1,...,i},
l(v) :=
n−1∏
l=1
det (xij){v(1),...,v(l)}×{1,...,l} and
Rw :=R˙w/ (Iw + (Lwlw − 1)) .
Let D = {det(xij){v(1),...,v(i)}×{1,...,i}; v ∈W, i = 1, . . . , n− 1} ⊂ k[Xij ]j<i and let
Rlocw = Rw[Lf ]f∈D/({Lff − 1; f ∈ D}) be the localisation by all occurring minors.
For every v ∈W there exist unique (b(v)ij ) ∈ B(Rlocw ) and x(v) = (x(v)ij ) ∈ U−(Rlocw )
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such that (xij) = vx
(v)(b
(v)
ij ). If we write R
(v)
w =
〈
{x(v)ij ; j < i}
〉
k−alg
⊆ Rlocw , we
can view R
(v)
w as the image of Rw under the morphism
ϕv : Rw ↪→ Rlocw , Xij 7→ x(v)ij .
Under this point of view we have ϕid = id and, by construction, (ϕv)
−1 = ϕv−1 on
the image.
Proposition 6.7. Let v, v′ ∈W . Then
Γ
(
X(w) ∩ Uv,OX(w)∩Uv
)
= ϕv−1(Rw) ∼= Rw,
Γ
(
X(w) ∩ Uv ∩ Uv′ ,OX(w)∩Uv∩Uv′
)
=
〈
R(v)w , R
(v′)
w
〉
k−alg
=: R(v,v
′)
w ⊆ Rlocw and
Γ
(
X(w) ∩
⋂
v
Uv,OX(w)∩⋂v Uv
)
= Rlocw .
Proof. It remains to show that these equations define a reduced scheme. To this
end we consider the following diagram:
U−
L

⊃ {g ∈ U−; g−1F (g) ∈ BwB}
red

∼ // X(w) ∩ U−B/B ⊂ X(w)
U− ⊃ (BwB ∩ U−)red
As this diagram is set-theoretically a cartesian one and since the Lang map L is
e´tale, the above diagram is cartesian on the scheme level. As BwB ∩U− is an open
subscheme of BwB/B ⊂ G/B, it is enough to show that BwB/B with the canonical
reduced structure is defined by the equations and inequations in Proposition 6.2.
But this follows from Lemma 6.5. 
Actually, there is another way to prove the reducedness of BwB/B by stating
well-known equations for C(w) = BwB/B and by showing that they define the same
scheme as (6.3) and (6.4).
The following will also yield the equations defining X(w) ∩ U−B/B. We denote
by W (i) the set of all increasing sequences of length i with entries in {1, . . . , n}:
W (i) = {(τj)j ; τj < τj+1, τj ∈ {1, . . . , n}}, which is in bijection to Sn/(Si × Sn−i).
This bijection is defined as follows: We map τ ∈ W (i) to the coset containing
τ˙ = (τ1 · · · τi · · · τn). Here, for j ≥ i + 1, we define τj to be the smallest number
in {1, . . . , n}\{τ1, . . . , τj−1}. We then have that τ˙ is the unique representative of
minimal length of τ in W = Sn. In the same way, let wi denote the minimal length
representative of [w] ∈ Sn/(Si × Sn−i). Hence wi corresponds to the ordered set
{w(1), . . . , w(i)}> in W (i). Furthermore, let pτ denote the Plu¨cker coordinate, that
is for τ ∈W (i),M ∈ G(k):
pτ (M) = detM{τ1,...,τi}×{1,...,i}.
Theorem 6.8. (Lakshmibai-Gonciulea) For a Schubert variety C(w), G = SLn,
the ideal sheaf of C(w) in G/B is generated by⋃
1≤i≤n−1
{
pτ ; τ ∈W (i), τ˙ 6≤ wi
}
.
For a proof see [26], Thm. 5.1.3. As we have SLn/BSLn = GLn/BGLn , we will
work with G = GLn as above.
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We fix i, denote by (r1, . . . , ri) ∈W (i) the increasing ordered set {w(1), . . . , w(i)}>
and denote for j ≥ i+ 1 by rj the smallest number in {1, . . . , n}\{r1, . . . , rj−1}. We
have wi = (r1 · · · ri · · · rn). It is not difficult to see that
wi = sr1−1 · · · s1 . . . sri−1 · · · si
is a reduced expression for wi. Also, τ˙ = sτ1−1 · · · s1 . . . sτi−1 · · · si is a reduced
expression for the unique representative of τ ∈ W (i). This yields the following
description for the Bruhat order:
Lemma 6.9. With the above notation, we have:
τ˙ ≤ wi ⇔ τj ≤ rj, for all 1 ≤ j ≤ i.
Proof. Only the ”if” part is left to prove. Assume there exists a j ≤ i such that
rj < τj < τi. By Theorem 2.1.5 of [3] we have
τ˙ ≤ wi ⇔ τ˙ [i1, i2] ≤ wi[i1, i2], for all i1, i2 ∈ {1, . . . , n},
where we define x[i1, i2] := # {a ∈ {1, . . . , i1};x(a) ≥ i2} for x ∈W . But choosing
i1 = j and i2 = rj + 1 ≤ τj we see that τ˙ [j, rj + 1] = 1 and wi[j, rj + 1] = 0. 
But now, we have τ˙ 6≤ wi if and only if there exists a j, 1 ≤ j ≤ i, such that
τj > rj .
Let R be any k-algebra and let M ∈ G(R) be any matrix satisfying (6.3) and (6.4).
We have to show that
(6.10) det(M{τ1,...,τi}×{1,...,i}) = 0.
Denote by j, 1 ≤ j ≤ i, the biggest index such that τj > rj ∈ {w(1), . . . , w(i)}.
Let m1 < . . . < mj , 1 ≤ ml ≤ i, be such that, for 1 ≤ l ≤ j, we have w(ml) ∈
{r1, . . . , rj}. We know that r1 < . . . < rj < τj < . . . < τi. Therefore by (6.3) we
know that
(6.11) det(M{w(1),...,w(ml−1),τr}×{1,...,ml}) = 0, for all j ≤ r ≤ i and 1 ≤ l ≤ j.
Let
ds := det(M{w(1),...,w(ml−1),τr}×{1,...,ŝ,...,ml}), for 1 ≤ s ≤ ml, 1 ≤ l ≤ j.
We develop the determinants of (6.11) by the τr-th row and get, for all j ≤ r ≤ i
and 1 ≤ l ≤ j:
0 =
ml∑
s=1
(−1)smτr,sds
By (6.4) we have dml 6= 0, for all l, thus these equations are equivalent to
mτr,ml =
ml−1∑
s=1
(−1)ml+sdsd−1mlmτr,s, for all j ≤ r ≤ i, 1 ≤ l ≤ j.
But using all these equations repeatedly, we obtain for all 1 ≤ t ≤ i and all 1 ≤ s ≤ i,
s 6∈ {m1, . . . ,mj}, some α(t)s ∈ R such that
(6.12) mτr,t =
i∑
s=1
s6∈{m1,...,mj}
α(t)s mτr,s for all j ≤ r ≤ i.
We want to remark here that in fact for j = i this means that the τj-th row of M
consists of zeros in the first i entries. But in this case (6.10) follows immediately. In
the case j = 1 we get (6.10) from the multi-linearity of the determinant.
In the other cases we develop the determinant of (6.10) repeatedly by the first j − 1
rows. For s = {s1, . . . , sj−1} ⊂ {1, . . . , i},#s = j − 1, we let sc = {1, . . . , i}\s be
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the complement and Ms = M{τj ,...,τi}×sc be the associated submatrix of M , so we
get:
(6.10)⇔ 0 =
∑
s∈S
(
j−1∏
r=1
mτr,sr (−1)sr
)
detMs,
where we sum over S = {(s1, . . . , sj−1) ⊂ {1, . . . , i}j−1; #{s1, . . . , sj−1} = j − 1}.
But by (6.12) and the multi-linearity of the determinant, we find that all the above
(i− j + 1)×(i− j + 1)-matrices vanish:
det(Ms) = 0 for all s ⊂ {1, . . . , i},#s = j − 1.
This shows (6.10). Altogether this would also prove Proposition 6.7. 
Next, we want to restrict to X(w)(0), so we want to describe the affine coordi-
nate rings for the affine cover {U (0)v }. Therefore we define
R˙(0)w :=k[Xij ]j<i[Lw][Ti, S1],
I(0)w :=
(
Iw + (Lwlw − 1) + (S1
∏
i
Ti − 1)
)
⊂ R˙(0)w ,
R(0)w :=R˙
(0)
w /I
(0)
w and
Rloc,(0)w :=R
loc
w [Ti, S1]/(S1
∏
i
Ti − 1).
Furthermore, we define
R˙(i)w :=R˙
(0)
w [D1, . . . , Di],
I(i)w :=
(
I(0)w
)
⊂ R˙(i)w ,
R(i)w :=R˙
(i)
w /I
(i)
w and
Rloc,(i)w :=R
loc,(0)
w [D1, . . . , Di].
We see from
Γ(U (0)v ∩X(w)(0),OX(w)(0)) = Γ(Uv ∩X(w),OX(w))⊗ k[T1, . . . , Tn]T1···Tn
that Γ(U (0)id ∩X(w)(0),OX(w)(0)) = R(0)w .
Next, we want to extend the maps ϕv to endomorphisms ϕ
(i)
v on R
loc,(i)
w . By that,
we will also find representatives
(
g
(i)
id,v
)
v−1
∈ ∏id6=v−1 ϕ(i)v−1(R(i)w ) of the cocycles
corresponding to the torsors τi. For this, let us fix a reduced expression w0 =
si1 . . . siN , set vj = si1 . . . siN−j , define Uj =
∏
α>0,vj(α)<0
Uα and let τj : G/Uj →
G/Uj−1 be the attached torsors. Denote by αj ∈ Φ+ the unique positive root such
that vj−1(αj) < 0 and vj(αj) > 0. We will consider Ga ∼= Uj−1/Uj ∼= Uαj as a
subgroup of U =
∏
1≤j≤N Uαj , where we fix an order of the product by the reduced
expression of w0 above.
The general strategy to determine the cocycle attached to τi is as follows. We
only determine the restricted cocycle in the sense of Lemma 5.13. We can calculate
it without restricting to X(w). As τi is a Ga-torsor, we have the following diagram:
G/Ui
τi

U (i)v? _oo

ψ(i)v
∼ // U (i−1)v × Uαi
pr1xx
G/Ui−1 U (i−1)v? _oo
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Let V := U (i−1)id ∩ U (i−1)v and let R(v)(i−1) = Γ(V,OV ). Then the isomorphism
(ψ
(i)
v|V ) ◦ (ψ(i)id|V )−1 ∈ Isom(Ga,Ga)(V ) corresponds to an isomorphism of R(v)(i−1)-
algebras
R(v)(i−1)[Di]→ R(v)(i−1)[Di], Di 7→ h(i)id,vDi + g˙(i)id,v,
where g˙
(i)
id,v ∈ R(v)(i−1) and it is easy to check that h(i)id,v = 1. But then
(
g˙
(i)
id,v
)
v−1
is the (restricted) cocycle attached to τi.
For simplicity we define Uα0 := T . For all v ∈W and all 0 ≤ j ≤ N , we identify
U (j)v ∼= vU− × Uα0 × . . .× Uαj
as usual. That is, given gUj , g ∈ G, there exist unique x(v)(g) ∈ U− and d(v)r (g) ∈
Uαr , 0 ≤ r ≤ j, such that
gUj = vx
(v)(g)d
(v)
0 (g) · · · d(v)j (g)Uj .
We now define
ψ(i)v (gUi) =
(
vx(v)(g)d
(v)
0 (g) · · · d(v)i−1(g)Ui−1, d(v)i (g)
)
.
Recall that we have defined matrices x, x(v) ∈ U−, b(v) ∈ B such that x =
vx(v)b(v). We can write u
(v)
0 := (b
(v))−1 = d˜(0)0 · · · d˜(0)N ∈
∏
j≥0 Uαj uniquely. For
1 ≤ j ≤ N , denote by dj ∈ Uαj the matrix with non-trivial entry Dj , denote by
d0 ∈ T the matrix diag(Ti), and let d(v)0 = d˜(0)0 d0.
For 1 ≤ i ≤ N , we define
(6.13) u
(v)
i := (d
(v)
i−1)
−1u(v)i−1di−1 = d˜
(i)
i · · · d˜(i)N ∈
∏
j≥i
Uαj and d
(v)
i := d˜
(i)
i di
and get d
(v)
i ∈ Uαi , u(v)i ∈ Ui and
xd0 · · · di = vx(v)d(v)0 · · · d(v)i u(v)i .
As we stated above, the non-trivial entry of the matrix d
(v)
i ∈ Uαi is of the form
Di + g˙
(i)
id,v for some g˙
(i)
id,v ∈ R(v),(i−1) and
(
g˙
(i)
id,v
)
v−1
is a representative for the
(restricted) cocycle attached to τi. We write d
(v)
0 = diag(t
(v)
j ).
Now, we restrict to X(w). By extending ϕv by Tj 7→ t(v)j we get an endomorphism
ϕ
(0)
v on R
loc,(0)
w . We are now able to extend ϕ
(i−1)
v to a map ϕ
(i)
v on R
loc,(i)
w , where
the image of Di is given by Di + g
(i)
id,v. Here g
(i)
id,v ∈ Rloc,(i)w denotes the canonical
image of g˙
(i)
id,v.
This induces isomorphisms of the coordinate rings in the following commutative
diagram, where we denote for short by Γ (Z) the coordinate ring Γ
(
Z,OX(w)(i)
)
for
any subscheme Z of X(w)(i). For the moment we define Z1 = U (i)id ∩ U (i)v ∩X(w)(i)
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and Z2 =
⋂
v U (i)v ∩X(w)(i). We have:
Γ
(
U (i)v ∩X(w)(i)
)
 _

Γ
(
U (i)id ∩X(w)(i)
)
 _

Γ (Z1)
J j
ww
∼

Γ (Z1)
∼

 t
''
Γ (Z2)
(
R
(i)
w
)
l(v) ϕ
(i)
v−1=(ϕ
(i)
v )
−1
∼ //
(
R
(i)
w
)
l(v−1)
Γ (Z2)
R
loc,(i)
w R
loc,(i)
w
Now, we would like to exhaust all occurring rings to get a finite linear problem. Set
R˙locw = (R˙w)[Lf ]f∈D. We will define a lift ϕ˙v : R˙w → R˙locw of ϕv as follows. Recall
that in the proof of Lemma 6.1 we saw, how to compute for x = (Xij) ∈ U−(R˙locw ),
v ∈W and A = v−1x some (unique) b(v) ∈ B(R˙locw ) such that Ab(v) ∈ U−(R˙locw ). The
ith column of b(v) is given by (b
(v)
li )l = (A
(i))−1y(i), where y(i) = (0, . . . , 0, 1)t ∈ ki
and A(i) denotes the submatrix x{v(1),...,v(i)}×{1,...,i} of A. Denote for any matrix
M by Adj(M) the adjoint matrix in the sense of Cramer’s rule and let l
(v)
i =
det(x{v(1),...,v(i)}×{1,...,i}) ∈ D. Then we have (A(i))−1 = (l(v)i )−1Adj(A(i)). If we
replace (l
(v)
i )
−1 by the variable L
l
(v)
i
, we have
(b
(v)
li )l := Ll(v)i
Adj(A(i))y(i) ∈ R˙locw , for every 1 ≤ l ≤ i.
But then it follows that x(v) = v−1x(b(v))−1 ∈ U−(R˙locw ) and we define the image of
Xij under ϕ˙v to be x
(v)
ij .
Defining the image of Lw under some lift is more subtle (and less natural). For
the moment, let ϕ˙v denote the lift described above for the variables Xij and L
l
(v−1)
i
.
As ϕ˙v(l
−1
w ) ∈ k[Xij ]lwl(v)/(Iw), it is always possible to find some h ∈ k[Xij ][Ll(v)i ]
such that lw ≡ hϕ˙v(lw) mod (Iw). We choose such an h and set ϕ˙v(Lw) = Lwh.
Now, define a lift of ϕ
(i)
v . For this, observe that every t
(v)
i can be written as
t
(v)
i = T
−1
i h for some h ∈ R˙(v)w [Tj , S1]j 6=i. Therefore we set ϕ˙(i)v (Tl) = hS1
∏
j 6=l Tj .
Actually, we cannot control how the degrees of ϕ
(i)
v (f) raise for any f ∈ Ωmi2 =
{f ∈ R˙locw ; deg(f) ≤ mi2}, mi2 ∈ N. But if we fix some lift ϕ˙v(i) for fixed i we have
the following:
(i) For every mi2 ∈ N there exists mi1 ∈ N such that for every f ∈ Ωm
i
2 we have
ϕ˙
(i)
v (f) has total degree at most mi1.
(ii) Qm
i
1 :=
〈
ϕ˙
(i)
v (f); f ∈ Ωmi2
〉
k−vec
⊂ Qmi1+1 ⊂ ˙Rloc,(i)w
(iii)
⋃
m∈NQ
mi =
˙
R
loc,(i)
w
(iv) Let Jm
i
:= Qm
i ∩ I(i)w , then we have Qmi/Jmi ⊂ Qmi+1/Jmi+1 ⊂ ˙Rloc,(i)w
and
⋃
m∈NQ
mi/Jm
i
=
˙
R
loc,(i)
w .
Thus we have:
(5.14)⇔ ∀i∃mi1,mi2 ∈ N : ∅ 6=
⋂
v∈W
(
ϕ
(i)
v−1(Ω
mi2/(Ωm
i
2 ∩ Jmi2))− g(i)id,v
)
⊂ Qmi1/Jmi1
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Now we can view Qm
i
1/Jm
i
1 as a k-vector space. We therefore have to solve a
finite, linear problem: Deciding whether the intersection of affine subspaces is empty
or not. If this intersection is non-empty, the cocycle attached to τi is a coboundary.
Define I
loc,(i)
w through R
loc,(i)
w = R˙
loc,(i)
w /I
loc,(i)
w .
Moreover, we see from the above descriptions that everything is defined over
k0 = Fq, and even over Fp, where p is the characteristic of k0. Therefore, it is
enough to consider all rings above as defined over Fp and then consider the attached
Fp-vector spaces. In the implementation, we use this point of view.
For a fixed filtration we give a slightly more precise algorithm:
Step 1 (Rings and Maps)
Set i = 0. Calculate the ideal I
(i)
w .
Calculate the ideal I
loc,(i)
w .
Calculate the transition functions ϕ˙
(i)
v .
Step 2 (Cocycles)
Calculate (g
(i)
id,v) by using Step 1.4.
Step 3 (Linearize)
Choose bounds mi1 and m
i
2 and exhaust ϕ
(i)
v (Rw) by taking as
generators all images of monomials of degree at most mi2
in R˙w under the maps ϕ˙
(i)
v . Then transfer to the quotient
ring.
Exhaust R
loc,(i)
w by taking as generators all monomials of
degree at most mi1 in R˙
loc,(i)
w an transfer to the quotient
ring.
Calculate an isomorphism to the k-vector space Qm
i
1/Jm
i
1 and
map all subrings and the cocycles into this space.
Calculate the intersection of the occurring affine spaces.
In case of emptiness, break and return ‘‘Cannot decide
whether X(w) is affine or not.‘‘
Else store an element of the intersection and repeat Step
1-3 for i = i + 1 by using former calculations in Step 1 and
Step 2.
Step 4 (Review)
If you are not sure, whether the chosen bounds fulfill
the conditions above, check whether the element of the
intersection, transferred back to R
loc,(i)
w , in fact shows the
triviality of τi.
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7. Examples
Example 7.1. Let n = 2, G = GL2, k0 = Fq, and B, T, U as above. So we get
W = S2 = {id, s1} and since U ∼= Ga, in G ψ→ G/U pi→ G/B we have that ψ = τ1 is
already a Ga-torsor. We take w = s1 and calculate for x˙ ∈ U−(k):
x˙−1F (x˙) =
(
1 0
x 1
)−1(
1 0
xq 1
)
=
(
1 0
xq − x 1
)
.
This is in Bs1B if and only if x
q − x 6= 0. For x˙ ∈ U−(k), we can find a b ∈ B(k)
and some y ∈ k with (s1)−1x˙b =
(
y 1
1 0
)
if and only if
(
y 1
1 + xy x
)
∈ B(k). That
is equivalent to saying that y = −x−1 ∈ k is invertible. So we get:
X(w) ∩ Uid =
{
x˙ ∈ U−|xq − x 6= 0} /B
X(w) ∩ Us1 =
{
s1y˙ ∈ U−|yq − y 6= 0
}
/B
X(w) ∩ Uid ∩ Us1 =
{
x˙ ∈ U−|xq − x 6= 0 ∧ x 6= 0} /B
Let x˙ =
(
1 0
x 1
)
∈ U−(k), t =
(
t1 0
0 t2
)
∈ T (k). To describe X(w)(0) ∩ U (0)id ∩ U (0)s1 ,
we have to find some u′ ∈ U(k) such that there exist (unique) y˙ =
(
y 1
1 0
)
∈ s1U−(k)
and t′ =
(
t′1 0
0 t′2
)
∈ T (k) with x˙tu′ = y˙t′. We know from the calculation above that
y = −x−1, so
u′ = t−1x˙−1y˙t′ =
(−t−11 t′1x−1 t−11 t′2
0 t−12 t
′
2x
)
.
As u′ ∈ U , t′1 = −t1x and t′2 = t2x−1. Thus we get the following descriptions on
G/U :
R˙s1 = k[X,H]
Is1 = (H(X
q −X)− 1)
R˙(0)s1 = k[X,H, T1, T2, S]
I(0)s1 = (H(X
q −X)− 1, ST1T2 − 1)
R˙(id,s1),(0)s1 = R˙
loc,(0)
s1 = k[X,H,L, T1, T2, S]
I loc,(0)s1 = (H(X
q −X)− 1, ST1T2 − 1, XL− 1)
ϕ(0)s1 = {X 7→ −L,H 7→ −Xq+1H,T1 7→ −T1X,T2 7→ T2L, S 7→ −S}
(g
(1)
id,v)v = (0, LT
2
2 S)
ϕ0s1,id(g
(1)
id,s1
) = LT 22 S = g
(1)
id,s1
But since ϕ
(0)
s1 (−T 22 SHX) = T 22 SHL = g(1)id,s1 we have
∂˜1,(0)((−(Xq−1 − 1)T 22 SH, 0)) = (g(1)id,v)v.
So (g
(1)
id,v)v is a coboundary. This is the result of the implemented algorithm, but
actually we could have seen more easily that this is a coboundary: From the condition
Xq 6= X in R(0)s1 we get especially that X is already invertible, since (Xq−1 − 1)H ≡
(Xq−1 − 1)/(Xq −X) ≡ 1/X. Therefore (f˙id,v)v = (0, LT 22 S) would work as well.
But we see that for computational confirmation of the affineness of X(s1), we have
to exhaust the rings R˙
(0)
s1 and R˙
loc,(0)
s1 at least up to degree q+3.
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Now we give another example to discuss another approach on proving the affine-
ness:
Example 7.2. Let n = 3, G = GL3, k0 = Fq, and B, T, U as above. So we get
W = S3 = {id, s1, s2, s1s2, s2s1, s1s2s1}, where we fix exactly this order on W ,
whenever we use W as an index set. We take the filtration U0 = {0} / U1 = {u ∈
U ;u1,2 = u1,3 = 0} /U2 = {u ∈ U ;u1,2 = 0} /U3 = U . We can do most calculations
of Step 1 without restricting to the case of a fixed w ∈W :
Let x :=
 1 0 0X1 1 0
X2 X3 1
 and t :=
T1 0 00 T2 0
0 0 T3
. For every v ∈ W we make
an easy calculation to get the unique x(v) ∈ U−, t(v) ∈ T and u(v) ∈ U such that
xt = vx(v)t(v)u(v). We summarize this in the following table, where we identify
the 3-dimensional groups U−, T and U with (subsets of) k3 in the following way:
r ∈ U− 7→ (r21, r31, r32), r ∈ T 7→ (r11, r22, r33) and r ∈ U 7→ (r12, r13, r23).
s1 :
u(v) =̂ (T2/(T1X1), 0, 0)
t(v) =̂ (T1X1, T2/X1, T3)
x(v) =̂ (1/X1, X2/X1, X2 −X1X3)
s2 :
u(v) =̂ (0, 0,−T3/X3)
t(v) =̂ (T1, T2X3,−T3/X3)
x(v) =̂ (X2, X1, 1/X3)
s1s2 :
u(v) =̂ (T2/(T1X1), 0, T3X1/(T2(X1X3 −X2)))
t(v) =̂ (T1X1, T2(X1X3 −X2)/X1, T3/(X1X3 −X2))
x(v) =̂ (X2/X1, 1/X1, 1/(X1X3 −X2))
s2s1 :
u(v) =̂ (T2X3/(T1X3), T3/(T1X2), T3/(T2X3))
t(v) =̂ (T1X2,−T2X3/X2,−T3/X3)
x(v) =̂ (1/X2, X1/X2, (X1X3 −X2)/X3)
s1s2s1 :
u(v) =̂ (T2X3/(T1X2), T3/(T1X2), T3X1/(T2(X1X3 −X2)))
t(v) =̂ (T1X2,−T2(X1X3 −X2)/X2, T3/(X1X3 −X2))
x(v) =̂ (X1/X2, 1/X2, X3/(X1X3 −X2))
We have U3/U2 ∼= Ga  (G/U2 ∩ U (1)v ) by multiplication from the right:
xU2.α = x
1 α 00 1 0
0 0 1
U2, U2/U1 ∼=

1 0 β0 1 0
0 0 1
  (G/U1∩U (2)v ) and U1/U0 ∼=
1 0 00 1 γ
0 0 1
  G ∩ U (3)v likewise.
We have U (0)id = {xt;x ∈ U−, t ∈ T}/U3 ∼= U− × T and
∀v ∈W,xtU ∈ U (0)id ∩ U (0)v ∃!u(v) ∈ U3, y ∈ U−, s ∈ T : xtu(v) = vys
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Let x ∈ U−, t ∈ T . Now, since τ1 is a U3/U2-torsor, there exists for every α ∈
U3/U2 ∼= Ga a unique α′ ∈ U3/U2 with
xtU2.α = xtαU2 = vysα
′U2 = vysU2.α′ ⇔ α′U2 = (s−1y−1v−1xt)αU2,
as U2 / U3. But s
−1y−1v−1xt = (u(v))−1 ∈ U3, so1 α′ 00 1 0
0 0 1
U2 = (u(v))−1
1 α 00 1 0
0 0 1
U2 ⇔ α′ = (u(v))−11,2 + α = α− u(v)1,2.
One can easily check that for xtαU1 ∈ τ−11 (U (0)id ∩ U (0)v ) and for β ∈ U2/U1, the
unique β′ ∈ U2/U1 with xtαU1.β = vysα′U1.β′ is
β′ = β + αu(v)2,3 − u(v)1,3.
Analogously, we calculate for γ, γ′ ∈ U1/U0 = U1:
γ′ = γ − u(v)2,3.
For the moment, we set R˙loc = k[X1, X2, X3, T1, T2, T3]X1X3(X1X3−X2)T1T2T3 .
Observe that D does not contain the minor X2. To summarize, we have the following
representatives for the cocycles attached to the torsors τi:(
g
(1)
id,v
)
v−1
= (0, h1, 0, h1, h2, h2) ∈
∏
v
R˙loc,
where h1 := −T2/(T1X1), h2 := −T2X3/(T1X2).(
g
(2)
id,v
)
v−1
= (0, 0, D1h
′
1, D1h
′
3, h
′
2 +D1h
′
1, h
′
2 +D1h
′
3) ∈
∏
v
R˙loc[D1],
where h′1 := T3/(T2X3), h
′
2 := −T3/(T1X2), h′3 := T3X1/(T2(X1X3 −X2)).(
g
(3)
id,v
)
v−1
= (0, 0, h′′1 , h
′′
2 , h
′′
1 , h
′′
2) ∈
∏
v
R˙loc[D1, D2], where h
′′
1 := h
′
1, h
′′
2 := h
′
3.
The transition functions ϕ
(i)
v , given for every v ∈ W by the matrices x(v) and
t(v), just permute (up to a sign) the entries of the (g(i))id,v’s. Now we can restrict
to X(w) for some w ∈ W , by just modding out some conditions in R˙loc, resp. in
k[X1, X2, X3, T1, T2, T3]T1T2T3 .
So, let w = s2s1 be a Coxeter element. Then we already know that X(s2s1) is
affine, see Remark 2.7 or Proposition 5.13. The conditions for Γ(X(w),OX(w)) are
Xq1 −X1 6= 0, Xq3 −X3 6= 0 and fw := Xq2 −X2 −X3(Xq1 −X1) = 0. Therefore we
see that in
Γ(X(w)(0),OX(w)(0)) =
(
k[X1, X2, X3, T1, T2, T3]T1T2T3(Xq1−X1)(Xq3−X3)
)
/ (fw)
we actually can invert not just X1 and X3, but also (X1X3 −X2)q, since otherwise
0 = (X1X3 −X2)q − (X1X3 −X2) = (X1X3)q −Xq2 +X2 − (X1X3)
⇔0 = (X1X3)q −X3(Xq1 −X1)− (X1X3) = Xq1 (Xq3 −X3).
So we see that all the cocyles are trivially coboundaries, e.g. the cocycle(
f (i)v
)
v
:=
(
−ϕ(i)v (g(i)id,v−1)
)
v
maps to g(i).
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To look for a more subtle example, we now set w = s1s2s1, the longest element in
W . We get the conditions Xq2−X2−X3(Xq1−X1) 6= 0 and Xq2−X2−Xq3 (Xq1−X1) 6=
0, so one can check (by using the function subalgebra containment from Singular
for example) that neither X1 or X3, nor X1X3−X2 are invertible in Γ(X(w),OX(w)),
so we really have to calculate something. To this end, we will embed X(w) into
some projective space and see that we can regard X(w) as principal open subset,
so that it is affine. Moreover, we will use Serre’s affineness criterion to compute
cocycles that are mapped to (g
(1)
id,v−1)v under the first coboundary operator.
Lemma 7.3. We have an isomorphism of varieties
p : G/B → X ′ := {(x, y);x · y = 0} ⊆ P2 × P2,
where the vanishing of x · y := x0y0 + x1y1 + x2y2 is independent of the chosen
representatives (x0, x1, x2), (y0, y1, y2) for x, y ∈ P2.
Proof. To define the isomorphism on closed points, let A = (aij) ∈ G(k) and define
p(A) := ([ai1], [(ai1)× (ai2)]), where × denotes the usual cross or vector product in
k3. Since A is invertible, this forces p(A) ∈ P2×P2. We have x(A) ·y(A) = 0, where
the latter equality is independent of the chosen representatives. Furthermore, by a
straight-forward computation one sees that for every b ∈ B(k) we have p(Ab) = p(A),
so p is well defined.
On the other hand, we give an inverse map. Let (x, y) ∈ P2 × P2 with x · y = 0. It
is enough to give the construction for (x, y) contained in the open chart {(x, y) ∈
X ′;x0 6= 0}. We now chose representatives (1, x1, x2) and (y0, y1, y2). We have to
find a solution a(2) for the following system of linear equations 0 −x2 x1x2 0 −1
−x1 1 0
 a(2) =
y0y1
y2
⇔
 0 0 0x2 0 −1
−x1 1 0
 a(2) =
y0 + x1y1 + x2y2y1
y2
 .
The equivalence is given by simple Gauss transformation on the rows and we have
0 = x · y = y0 +x1y1 +x2y2. So we see that a(2) = (0, y2,−y1)t is a solution. We set
p−1((x, y)) := A(x, y) :=
(
xi, a
(2)
i , ((xj)j × (a(2)j )j)i
)
0≤i≤2
.
The point A(x, y)B is uniquely determined and independent of the chosen represen-
tative for y. 
To describe the image of X(w) under this isomorphism, we regard G/B as the
variety of full flags of k3. Now X(w) contains exactly the flags F = (F1, F2, F3)
such that the relative position of F and F (F) is w. We have
w = inv(F , F (F))
⇔ dim(F1 ∩ F (F2)) = 0 ∧ dim(F (F1) ∩ F2) = 0
⇔ dim(〈F1, F (F2)〉) = 3 ∧ dim(〈F (F1), F2〉) = 3.
The last equalities just mean that for any generators (ai)i and ((ai)i, (bi)i) for F1
and F2 (independent of the choice) the following determinants do not vanish:
det(((ai), (a
q
i ), (b
q
i ))) 6= 0 ∧ det(((aqi ), (ai), (bi))) 6= 0
Back to our projective interpretation, we can express the last equalities as x·F (y) 6= 0
and y · F (x) 6= 0. Thus we get the following
Lemma 7.4. Under the isomorphism p above we have
p(X(w)) = {(x, y) ∈ X ′;x · F (y) 6= 0 ∧ F (x) · y 6= 0}.
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Consider the Segre embedding sg : P2 × P2 ↪→ P8, (x, y) 7→ [xiyj ]3i+j . We
let z :=
z0 z1 z2z3 z4 z5
z6 z7 z8
, denote by D the set of all (2×2)-minors of z and let
l′w := z
q+1
0 + z
q+1
4 + z
q+1
8 + z2z
q
6 + z6z
q
2 + z5z
q
7 + z7z
q
5 + z3z
q
1 + z1z
q
3 . Fix some
x = [(xi)i], y = [(yi)i] ∈ P2. We set zl := xiyj , l = 3i + j, 0 ≤ i, j ≤ 2. Under the
morphism sg the equation 0 = x·y corresponds to the equation tr(z) = z0+z4+z8 = 0
and one can easily calculate that the inequation 0 6= (x ·F (y))(F (x) · y) corresponds
to 0 6= l′w. Thus we have
sg ◦ p(X(w)) = {[(zl)l]; tr(z) = 0,∀d ∈ D : d = 0, l′w 6= 0} .
Analogously, we let Z :=
Z0 Z1 Z2Z3 Z4 Z5
Z6 Z7 Z8
, we denote by D′ the set of (2×2)-minors
of Z, let L′w := Z
q+1
0 +Z
q+1
4 +Z
q+1
8 +Z2Z
q
6 +Z6Z
q
2 +Z5Z
q
7 +Z7Z
q
5 +Z3Z
q
1 +Z1Z
q
3
and R′ = k[Z0, . . . , Z8]/(tr(Z) ∪ {D′}).
R′ equipped with the usual grading is a graded ring and L′w is homogeneous of
degree q + 1. Thus, if we attach to R′ the projective spectrum Proj R′, we can
regard X(w) as principal open subset D+(L
′
w) = Spec R′(L′w), see [16], §(13.2). In
particular, we see that X(w) is affine.
Let us check explicitly that the cohomological criterion for affineness is in fact
satisfied (at least for the first step). Inspired by the above discussion, we have an
embedding (coming from the Plu¨cker embedding of G/B)
ι : G/U ↪→ A3\{0} × A3\{0} × A1\{0},
(aij) 7→ ((a11, a21, a31), (a21a32−a22a31, a31a12−a11a32, a11a22−a12a21),det(aij)).
We get
ι(G/U) = {(x, y, t);x · y = 0, x 6= 0, y 6= 0, t 6= 0}
and
ι(X(w)(0)) = {(x, y, t);x · y = 0, F (x) · y 6= 0, x · F (y) 6= 0, x 6= 0, y 6= 0, t 6= 0} .
Since x = 0, resp. y = 0, forces F (x) · y = 0, the conditions x 6= 0 and y 6= 0
are automatically satisfied in ι(X(w)(0)). If we define l˜w = (A
q
1B1 + A
q
2B2 +
Aq3B3)(A1B
q
1 +A2B
q
2 +A3B
q
3), we have
Γ(ι(X(w)(0)),Oι(X(w)(0))) ∼= R,
where
R = (k[A1, A2, A3, B1, B2, B3][T ]/(A1B1 +A2B2 +A3B3))T l˜w .
Locally we get Γ(ι(X(w)(0) ∩ U (0)v ),Oι(X(w)(0))) ∼= Rl(v) , where
(l(v))v = (A1B3, A2B3, A1B2, A2B1, A3B2, A3B1),
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with v ∈ W in the order fixed above. To proceed, we claim that 1 ∈ 〈l(v)〉R, e.g.
1 =
∑
l(v)hv with
hid =
(A3B1)
q +A3B1(A1B3)
q−1
l˜w
hs1 =
(A3B2)
q +A3B2(A2B3)
q−1 +A3B2(A2B2)q−1 +A3B2(A3B3)q−1
l˜w
hs2 =
(A2B1)
q +A2B1(A1B2)
q−1
l˜w
hs1s2 =0
hs2s1 =0
hs1s2s1 =0.
By following the lines of the (constructive) proof of Serre’s affineness criterion, see
[16], Lemma 12.33, we can easily calculate that the cocycle
(ι(g(1))id,v)v = (0, B3/(A1A2), 0, B3/(A1A2), B3B2/(A1A3B3), B2/(A1A3)) =(
0, B33/(l
(id)l(s1)), 0, B1B
2
3/(l
(id)l(s1s2)), B22B3/(l
(id)l(s2s1)), B1B2B3/(l
(id)l(s1s2s1))
)
is in the image of the first coboundary operator, e.g. if we set f˜
(1)
id := hs1/lid
and the f˜
(1)
v deduced from this. Back to our main interpretation, with lw =
(Xq2 −X2 −X3(Xq1 −X1)) (Xq2 −X2 −Xq3 (Xq1 −X1)), we let
f˙
(1)
id :=ι
−1(f˜ (1)id ) = T2X2X3(X
q−1
1 + (X1X3)
q−1 +Xq−12 + (X2X3)
q−1)/(lwT1)
≡T 22 T3SHX2X3(Xq−11 + (X1X3)q−1 +Xq−12 + (X2X3)q−1)
and f˙
(1)
v := ϕ
(1)
v (f˙
(1)
id − g(1)id,v−1). Then we see that (f˙
(1)
v )v maps to (g
(1)
id,v−1)v.
Remark 7.5. In general, one cannot use this strategy for a computational decision
of the affineness of X(w), as in general we cannot calculate Γ(X(w),OX(w)).
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8. Remarks on the Implementation
We keep the notation of chapter 6. In this chapter, we will focus on the imple-
mentation of the affineness criterion Theorem 5.1 for G of type A. First, we will
describe the maps ϕv and the cocycle attached to the torsor G/U1 → G/U in a
little more detail.
Lemma 8.1. Let G = GLn and k0 = Fq. Let B, T, U be as usual and let U1 =
{u ∈ U ;u1,2 = 0} / U.
(i) Denote by x = (xij) ∈ U− (k[Xij ]j<i) and t ∈ T
(
k[Xij ]j<i[T
±1
i ]
)
the
matrices xi,j = Xij,j < i, and t = diag(Ti). Then denote by x
(v) =
(x
(v)
ij ) ∈ U− ((k[Xij ]j<i)l(v)), t(v) = diag(t(v)i ) ∈ T
(
k[Xij ]j<i[T
±1
i ]
)
and
u(v) ∈ U ((k[Xij ]j<i[T±1i ]l(v))) the unique matrices such that xtu(v) =
vx(v)t(v). Then the Ga-torsor G/U1
τ1−→ G/U is given by the cocycle
(−u(v)1,2)v ∈
∏
v∈W
(
k[Xij ]j<i[T
±1
i ]
)
l(v)
,
where l(v) =
∏n−1
l=1 det(x{v(1),...,v(l)}×{1,...,l}) ∈ k[Xij ]j<i.
(ii) Explicitly, u
(v)
1,2 = T
−1
1 T2m
(v)
1,2(m
(v)
2,2)
−1, where m(v) = x−1vx(v) ∈ B− (k[Xij ]l(v)).
(iii) Denote the isomorphism
(
k[Xij ]j<i[T
±1
i ]
)
l(v−1)
∼−→ (k[Xij ]j<i[T±1i ])l(v) ,
given by Xij 7→ x(v)ij and Ti 7→ t(v)i , by ϕ˙v and denote by l(v) the Cox-
eter length of v ∈W . Then we have
ϕ˙v(Ti) = Tit˜
(v)
i , where t˜
(v)
i ∈ (k[Xij ]j<i)l(v) ,
ϕ˙v(
∏
i
Ti) = (−1)l(v)
∏
i
Ti,
and for all f ∈ (k[Xij ]j<i)l(v−1) : ϕ˙v(f) ∈ (k[Xij ]j<i)l(v)
.
Proof. For the first part, we refer to the examples for the cases n = 2 and
n = 3. The case of n ≥ 4 admits the same proof: On every open chart U (1)v we have
an action of U/U1 ∼= {u ∈ U ;uij = 0, 2 ≤ i < j ≤ n ∧ u1j = 0, 3 ≤ j ≤ n} ∼= Ga by
multiplication from the right. Given x, t, x(v), t(v), u(v) and some α ∈ Ga there exists
a unique α(v) ∈ Ga such that
xtU1.α = vx
(v)t(v)U1.α
(v).
As U1 / U , this is equivalent to saying that α
(v)U1 = (vx
(v)t(v))−1xtαU1. Since
(vx(v)t(v))−1xt = (u(v))−1, the latter is equivalent to saying that (u(v))−1αU1 =
α(v)U1, so
α(v) = −u(v)12 + α.
For the second part, we observe that
t
(v)
i = Ti(m
(v)
i,i )
−1,
since u
(v)
i,i = 1. But then
u
(v)
1,2 = T
−1
1 T2m
(v)
1,2(m
(v)
2,2)
−1.
The first equation of part three follows from (the proof of) part two, as we have an
explicit description for ϕ˙v.
For the second equality, we observe that
1 = det(u(v)) = det(t)−1︸ ︷︷ ︸
=
∏
T−1i
·det(x−1vx(v))︸ ︷︷ ︸
=
∏
m
(v)
i,i
· det(t(v))︸ ︷︷ ︸
=ϕ˙v(
∏
Ti)
.
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But
∏
m
(v)
i,i = (−1)l(v) = det(v), as x and x(v) are elements of U− and therefore
det(x−1) = det(x(v)) = 1. But then ϕ˙v(
∏
Ti) =
∏
Ti(m
(v)
i,i )
−1 = (−1)l(v)∏Ti. 
Lemma 8.2. With the same notation as in Lemma 8.1, fix w ∈ W such that
X(w) is integral. If we restrict to X(w)(0), i.e going to
(
k[Xij ][T
±1
i ]/(Iw)
)
lw
, we
have furthermore: If there exist (fv)v ∈
∏
v
(
k[Xij ][T
±1
i ]/Iw
)
lw
such that fid −
ϕv(fv) = −u(v)1,2 for all v ∈W , then there exist (f˜v)v ∈
∏
v (k[Xij ]/Iw)lw such that
f˜id − ϕv(f˜v) = −T1T−12 u(v)1,2.
Proof. Let S := (k[Xij ]/Iw)lw and let (fv)v ∈
∏
v S[T
±1
i ] such that for all v ∈W
(8.3) fid − ϕv(fv) = −u(v)1,2 = T−11 T2u˜(v)12 ,
for some u˜
(v)
12 ∈ Sl(v) . We write fv = T−11 T2f˜v + f (2)v with f˜v ∈ Sl(v) , so
(8.3)⇔ T−11 T2u˜(v)12 = T−11 T2f˜id − ϕv(T−11 T2f˜v) + f (2)id − ϕv(f (2)v ).
By assumption, we have that S, and therefore S[T±1i ], is integral, so we have
f
(2)
id − ϕv(f (2)v ) ∈ T−11 T2Sl(v) .
Since for all v ∈ W and for all ni ∈ Zn we have ϕv(Tnii ) = Tnii h(ni), for some
h(ni) ∈ Sl(v) , and ϕv(S) = Sl(v) , the last term is equal to zero in S[T±1i ]l(v) for all
v. 
Inspired by that, we propose a time saving (i.e. dimension reducing) approach
for the computational decision of the triviality of τ1:
We define S = (k[Xij ]j<i/Iw)lw . Given the cocycle (gid,v)v := (−u
(v)
1,2)v, we set
r˜v = ϕv(T
−1
1 T2)T1T
−1
2 ∈ (S)l(v) and g˜v = −T1T−12 gid,v ∈ (S)l(v) . Now assume that
the intersection
(8.4)
⋂
v∈W
(r˜vϕv(S) + g˜v) ⊂ S(loc) := (S)∏
v l
(v)
is not empty. Then there exist f˜v ∈ (S)l(v) such that
f˜id = r˜idϕid(f˜id) + g˜id = r˜vϕv(f˜v) + g˜v
for every v. But if we multiply the last equality by T−11 T2 and set fid = T
−1
1 T2f˜id
and fv = ϕ
−1
v (fid − gid,v), this shows that (gid,v)v is a coboundary. On the other
hand, if (gid,v)v is a coboundary, then by Lemma 8.2 the intersection (8.4) is not
empty.
Remark 8.5. Let N ∈ N, let U, V be subspaces of kN , generated by the column
vectors u1, . . . , um1 , resp. v1, . . . , vm2 . Let u, v ∈ kN be any vectors. We want to
compute the intersection Z := (U + u) ∩ (V + v) ⊂ kN . First, observe that for all
z ∈ Z we have Z = (U ∩ V ) + z. But Z is non-empty if and only if there exist
αi, βi ∈ k such that
u+
m1∑
i=1
αiui = v +
m2∑
i=1
βivi ⇔ u− v =
m1∑
i=1
αi(−ui) +
m2∑
i=1
βivi.
This means, there exists some x ∈ k1+m1+m2 , regarded as row vector such that
x1 6= 0 and x · (u− v,−u1, . . . ,−um1 , v1, . . . , vm2)t = 0. In this case we can define
z0 := u+
∑m1+1
i=2 (xi/x1)ui and get Z = z0 + (U ∩ V ).
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Remark 8.6. We have implemented the cohomological criterion within Singular.
With that we checked the example at the end of the last chapter (i.e. G = GL3, w =
w0), which is also available in the programming code ( ExSL3-w0-Step1.sing).
Observe that we have to exhaust Slocw at least up to degree 11 (in 8 variables) and
the subring S at least up to degree 8 (in 4 variables). To get an impression, how big
things are, this means that for the proof of the triviality of the first torsor τ1 we are
computing within an Fq-vectorspace of dimension 7044, where we have to intersect
subspaces that are generated by 494 column vectors.
As the occurring subspaces (and affine shifts) are relatively sparse, one should
store them as sparse matrices. Unfortunately, Singular does not offer this, so we
use Magma instead for the linear part of the computations.
Remark 8.7. There are two major bottlenecks in the implementation. First, we
(frequently) have to compute Gro¨bner bases. For example, if G = GL3, we have
to find Gro¨bner bases of ideals with about 6-8 generators in degree up to q3 in a
ring with 14-16 variables. We optionally implemented the use of the Singular
implementation of the F5-algorithm of Eder (see [13]). This is often faster than the
standard options, but it would be even faster if one could use a kernel implementation
of the F5-algorithm.
Second, when exhausting R
loc,(i)
w , we are going over to (subspaces of) a quotient
vector space of a big vector space. But the mapping of an element of the big space
into the quotient corresponds to reduce a monomial modulo an ideal (in our case
I
(i)
w ). This can take quite a while, depending on how big the Gro¨bner base of the
ideal is and mainly how far we exhaust the subrings.
Remark 8.8. Related to the second bottleneck, one would like to know, how far one
has to exhaust, to ensure that the intersection of the subspaces is empty if and only
if the considered torsor is trivial. In general, we do not have a (natural, reasonably
small) bound on the total degree of f
(i)
id . Second, even if we would have such a bound,
it is not clear, how the total degree of f
(i)
v := (ϕ
(i)
v (f
(i)
id − g(i)id,v) mod I(i)w ) might
grow, even as one can (computationally) find a (big) bound for the degree of f
(i)
v ,
depending on the bound of f
(i)
id .
For example, even in the reduced treatment of the example above one has at first
a bound for the degree of 17 for f˜
(1)
v . But as we already know an explicit element
of the intersection, we found for the special choice of f˜
(1)
v that a bound of 11 after
reducing modulo I
(1)
w is sufficient. But this has not to be always the case. In fact,
it can even occur that the total degree of a polynomial raises after reducing modulo
some ideal. This highly depends on the chosen (global) monomial order, but we don’t
have played around a lot with different orders. Thus we have no suggestion for a
preferred order.
Remark 8.9. For n ≥ 3, we always have that the inverse order of some reduced
expression for w0 induces a different filtration {U ′N ⊂ · · · ⊂ U ′0} of U . But for this
filtration the cocycle attached to τ ′1 : G/U
′
1 → G/U ′0 admits the same description
as the cocycle attached to τN : G/UN → G/UN−1. Thus, we can reduce the
computations of the last steps a little bit by computing whether the Ga-torsors
τ1, . . . , τdN/2e and τ ′1, . . . , τ
′
bN/2c are trivial. We have not implemented this, but it
should be possible to reduce calculations even more if one thinks about all different
reduced expressions for w0 at once.
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