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ABSTRACT 
Seve ra l  methods of combining t h e  
ou tpu t  of a  strapdown i n e r t i a l  n a v i g a t i ~  system wi th  an 
e x t e r n a l  measurement of a l t i t u d e  a r e  i nves t i ga t ed .  This  com- 
b ined  in format ion  i s  used i n  t h e  computation of t h e  g r a v i t y  
f i e l d  vec to r  of t h e  e a r t h .  The computation uses  t h e  two sou- 
ce s  of in format ion  i n  a  manner which minimizes t h e  e r r o r  i n  
t h e  i n d i c a t e d  p o s i t i o n  due t o  t h e  component e r r o r s  i n  t h e  
a l t i m e t e r s  and t h e  gyros. Two sub-optimal hybr id  a l t i m e t e r  
con f igu ra t i ons  a r e  considered.  The f i r s t  a l t i m e t e r  mixes 
r a d a r  a l t i t ude ,wh ich  con ta in s  no dynamic lag ,wi th  v e r t i c a l  
a cce1e ra t i on ; the  second combines barometr ic  a l t i t ude ,wh ich  
con ta in s  dynamic lag ,wi th  v e r t i c a l  acce le ra t ion .The  s t eady  
s t a t e  mean squared e r r o r  of e i t h e r  hybr id  system i s  n o t  
reduced by t h e  i n c l u s i o n  of v e r t i c a l  a c c e l e r a t i o n  da t a .  
The r e s u l t s  o f  l i n e a r  op t imal  f i l t e r i n g  theory  f o r  d i s c r e t e  
systems a r e  reviewed. The l i n e a r  opt imal  f i l t e r i n g  theory  
is a p p l i e d  t o  t h e  problem of hybrid  a l t ime t ry .  I t  is shown 
t h a t  a  combination of a  r a d i o  a l t ime te r , ba rome t r i c  a l t ime-  
ter and v e r t i c a l  a c c e l e r a t i o n  reduces  t h e  mean squared 
e r r o r  i n  t h e  e s t ima te  of  a l t i t u d e  t o  a  g r e a t  e x t e n t . I t  i s  
a l s o  shown t h a t  t h i s  accuracy i s  only very l i g h t l y  s e n s i b l e  
t o  t h e  e r r o r  ang le  i n  t r a c k i n g  t h e  v e r t i c a l .  
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In recent years, the requirement for extremely accurate 
navigation has become more common. A determination of the 
aircraft altimetry errors is needed for assesment of the ad- 
equacy of vertical separation standards. For horizontal 
flight, the extent to which an airplane is known to deviate 
2rom its assigned altitude depends primarily on the instru- 
ment errors. For many years extensive efforts have been 
made to improve the accuracy of the airborne instruments. 
The altimeters which will be considered herein consist 
of the radio altimeter and the barometric altimeter. The 
radio altimeter is capable of measuring the height with a 
precision of about i50 feet (ref 16) with negligible lag in 
the information. The barometric altimeter, on the other 
hand, is modeled mathematically as a first order system with 
an uncertainty in t h ~  output of 500 feet. 
It is desired to obtain an extremely accurate hybrid 
altimeter, by combining these altimeters with an inertial 
n~vigation system, one of the most accura-te and precise sys- 
tems in the field of instrumentation. 
The inertial navigation syst~s (1 . iq .S . )  considered is a 
strapdown 1,N.S. But in this particular class of navigator, 
it is sometimes necessary to compute the gravity field vec- 
tor using the computed and an external i~dication of alti- 
tude. Some errors (in the gravity field calculation) are 
induced in the computation scheme (due to the mathematical 
model of this field vector) and although a solution has been 
found (ref 1) to bound the error, it has not been determined 
whether a more efficient way of mixing the two types of infor- 
mation would reduce the resultant error. 
The availability cn most commercial and military air- 
craft of an on-board computer permits the use of the Kalman 
filter theory to process the data for thr hybrid altimeter. 
It is known that this system is the optimal linear filter in 
the sense of minimizing the mean squared error. The recur- 
s i v e  form of t h e  f i l t e r  i s  very convenient ,  s i n c e  a new op- 
t i m u m  e s t ima te  can be made very s h o r t l y  a f t e r  each new meas- 
urement i s  obta ined and it is  never necessary t o  s t o r e  a 
g r e a t  amount of da ta .  
I t  i s  t o  be understood, however, t h a t  i n  t h i s  t h e s i s ,  
only the  e r r o r s  i n  t h e  optimum es t ima te  of h e i g h t  w i l l  be 
s tud ied .  
Analysis  of G r a v i t a t i o n a l  F ie ld  Computation 
2.1 In t roduc t ion  
I n  a strapdown i n e r t i a l  navigat ion  system, it i s  some- 
times necessary (depending on t h e  frame i n  which t h e  compu- 
t a t i o n s  a r e  performed) t o  compute the  g r a v i t a t i o n a l  f i e l d  
vec to r .  When t h i s  computation i s  involved,  it has been 
found ( r e f  1) t h a t  a problem of i n s t a b i l i t y  along t h e  v e r t i -  
c a l  channel a r i s e s .  A computation scheme which avoids  t h i s  
d i f f i c u l t y  i s  known ( r e f  1) . This  technique uses  both t h e  
, 
computed p o s i t i o n  and t h e  e x t e r n a l  informat ion  concerning 
the  magnitude of  t h e  p o s i t i o n  vec to r  t o  c a l c u l a t e  t h e  gravi -  
t a t i o n a l  f i e l d  vec to r .  The e x t e r n a l  information is used t o  
i n s u r e  s t a b i l i t y  of t h e  vec to r  magnitude whi le  t h e  computed 
p o s i t i o n  i s  used t o  g ive  t h e  d i r e c t i o n  of t h e  vec to r  f i e l d .  
This  computation scheme, however, in t roduces  a d d i t i o n a l  e r -  
r o r s  i n  t h e  computed p o s i t i o n  due t o  t h e  u n c e r t a i n t i e s  i n  
the  e x t e r n a l  a l t i t u d e  information.  The purpose of t h i s  chap- 
t e r  i s  t o  determine how t h e  e x t e r n a l  informat ion  must be 
weighted wi th  r e s p e c t  t o  the  computed informat ion  i n  o r d e r  
t o  minimize the  system e r r o r .  
2.2 G r a v i t a t i o n a l  F i e l d  Computation 
I t  is known ( r e f  3 )  t h a t  t h e  g r a v i t a t i o n a l  f o r c e  f i e l d  
vec to r  i s  d e r i v a b l e  from a s c a l a r  func t ion  c a l l e d  t h e  gravi -  
t a t i o n a l  p o t e n t i a l .  The conventional  form of t h e  e x t e r n a l  
p o t e n t i a l  i s  given by eq 1.6, r e f  & 3 :  
where: 
V ( r ,  @ )  = t h e  g r a v i t a t i o n a l  p o t e n t i a l  
r = I r l  = magnitude of t h e  p o s i t i o n  v e c t o r  
m = mass of t h e  e a r t h  
@ = c o l a t i t u d e  
reg = e q u a t o r i a l  r a d i u s  of  t h e  e a r t h  
P ( cos  $I) = Legendre polynomials  
-k 
G = g r a v i t a t i o n a l  c o n s t a n t  
The v a l u e s  of  t h e  c o e f f i c i e n t s  Jk must be  e m p i r i c a l l y  OD- 
t a i n e d  by s u i t a b l e  exper iments  such a s  t h e  o b s e r v a t i o n  o f  
s a t e l l i t e  o r b i t s .  Th i s  formula ,  however, i s  on ly  v a l i d  f o r  
b a d i e s  w i t h  a x i a l  symmetry. The e a r t h  may be  assumed t o  
have a x i a l  symmetAy f o r  i n e r t i a l  n a v i g a t i o n a l  purposes .  
I f  +he v e c t o r  o p e r a t o r  - V i s  d e f i n e d  s s :  
then t h e  g r a v i t a t i o n a l  f i e l d  v e c t o r  is  g iven  by: 
whizh can be  expressed  ( s e e  d e r i v a t i o n  r e f  1) a s :  
w i th  E = Gm 
K = 1 - J2 (1 - 2 cos  2L) ( f o r  t h e  
e a r t h )  
Th i s  e x p r e s s i o n  was o b t a i n e d  by n e g l e c t i n g  a l l  t h e  Jk's o f  
h ighe r  o r d e r  t han  two. Th i s  i s  v a l i d  s i n c e ,  a s  shown i n  
r e f  3 ,  t h e  l a r g e s t  neg l ec t ed  term is  of  t h e  o r d e r  1 9 - 6 ] G )  
and s t a t e - o f - t h e - a r t  a cce l e rome te r s  a r e  n o t  s e n s i t i v e  t o  
such s m a l l  va lues .  
I n  o rde r  t o  minimize t h e  system e r r o r ,  it has been de- 
c ided t o  i n v e s t i g a t e  t h e  weighting o f  t h e  e x t e r n a l  informa- 
t i o n  (ra) and the computed p o s i t i o n  magnitude (rC). Cal l -  
i n g  t h e  weighting f a c t o r  a ,  t h e  computed g r a v i t a t i o n a l  
f i e l d  vec to r  can be  expressed as: 
I n  a c t u a l i t y  t h e  e x t e r n a l  information c o n s i s t s  of  t h e  
a l t i t u d e  ha. To g e t  t h e  es t imated  p o s i t i o n ,  ha is  added t o  
t h e  l o c a l  geocen t r i c  e a r t h  r a d i u s  magnitude. I t  has  been 
proven ( r e f  4) t h a t  determining t h e  p o s i t i o n  v e c t o r  i n  t h i s  
way is aczura te  t o  about  a f o o t ,  assuming of  course ,  t h a t  
t h e  information of a l t i t u d e  has no error by i t s e l f .  
2.3 Derivat ion o f  the E r r o r  Equations i n  Computing t h e  Gravita-  
t i o n a l  F i e l d  Vector 
I n  t h i s  s e c t i o n ,  t h e  e r r o r  equat ions  w i l l  be de r ived  
f o r  t h e  fol lowin5 e r r o r  sources:  
1. A l t i m e t e r  ur z e r t a i n t y  (Aha) 
2. Error  ( A r )  - In  t h e  computed v e c t o r  p o s i t i o n  (E,). 
I n  the a n a l y s i s  which fo l lows,  and a l l  which w i l l  be  
done i n  t h i s  thesis, t h e  p e r t u r b a t i o n  method i s  used t o  l i n -  
e a r i z e  t h e  non l inea r  equat ions  ( o r  non l inea r  system d i f f e r -  
e n t i a l  equa t ions ) .  The p e r t u r b a t i o n  method involves  t h e  
s u b s t i t u t i o n :  
zc = 5 + Aa 
where cc = computed dependent v a r i a b l e  
a  = e r r o r l e s s  dependent v a r i a b l e  
- 
Aa - = e r r o r  i n  computed dependent v a r i a b l e  
When t h i s  s u b s t i t u t i o n  is made, l i n e a r  equat ions  ( o r  l i n e a r  
d i f f e r e n t i a l  equat ions)  involving only t h e  e r r o r  q u a n t i t i e s  
emerge. Products of e r r o r  c u a n t i t i e s ,  being of second o rde r ,  
a r e  genera l ly  neglected:  
l)ef i n i n g  : 
r = r + L r  
-c - - 
ra = r + Aha 
S u b s t i t u t i n g  t h e  above v a l u e s  i n  eq  2.2 g i v e s :  
bu t :  
-a/2 - -a (r + % ) I  = (1 - 6 )  ( 6 r 2  has  been [ (r  + - 6 r )  - - 
r neg lec t ed  
s i n c e  it is 
Also; 
- (3-a) 3r- (3-a) 6h ( r  + 6h) [ l -  (3-9) -1 r of  second o r -  
d e r )  
Thus : 
rn 
bu t :  
a 
EKor = G and !? = LO = Schu le r  peri13d 
- - 
- - S 
r r 
then: 
Where t h e  second o r d e r  p roduc t s  J 2  6 5  and J2 & h a  have 
been neglec ted .  
AS p o i n t e d  o u t  b e f o r e ,  it i s  necessary  t o  s t u d y  t h e  
e r r o r s  i n  t h e  computed l o n g i t u d e  and l a t i t u d e  t h a t  r e s u l t  
from u n c e r t a i n t i e s  i n  t h e  computation of t h e  g r a v i t a t i o n a l  
f i e l d  v e c t o r  (eq  2 .3) .  S ince  t h e s e  e r r o r s  depend on t h e  
frame which is  chosen f o r  t h e  computation ( g e o c e n t r i c  i n e r -  
tial or geographic frame), the two following sections will 
study the propagation of the errors in these two computa- 
tion frames. 
2.4 Geocentric Inertial Computation Frame 
2.41 Derivation of Error Equations 
A strapdown system which computes in geocentric iner- 
tial coordinates will be analyzed in this section. The func- 
tional diagram for such a system is shown in fig (2.1). 
m oun red 
Note that in fig 2.1 we have chosen to express the error in 
the transformation matrix as: 
It is, of course, tacitly assumed that the attitude matrix 
~ 6 '  has been orthogonalitized through the application of 
the orthogonality relationship for coordinate transforma- 
tion matrices: 
ci ($)T = 1 
-b --b - 
E' has been de f ined  as:  
Where the e r r o r  ang les ,  ~ k ,  r e s u l t  from p o s i t i v e  r o t a t i o n s  
of t h e  computed i n c r t i a l  axes r e l a t i v e  t o  i n e r t i a l  axes. 
Er ro r  Anale Com~uta t i an :  
The r e l a t i o n s h i p  between the i n e r t i a l  aiid nav iga t iona l  
frames i s  given by: 
D i f f e r e a t i a t i n g  wi th  r e s p l c t  t o  t i m e :  
which i s  a l s o  equal ,  by t h e  theorem of C o r i o l i s :  
R i s  def ined a s  t h e  skew symmetric form of g. From t h e s e  
.- 
two l a s t  equat ions ,  it i s  deduced: 
s i n c e  
, 
d i f f e r e n t i a t i o n  wi th  r e s p e c t  t o  t i m e  y i e l d s :  
using eq 2.4 
fib which updates the transformation matrix is given by 
-1'b 
the output of the gyroscopes. 
The output of the gyro-triad is: 
Substituting into (2.5) : 
Equating eq (2.4) and eq (2.6): 
b After premultiplying succesively by C!;, and Sit the following 
expression is obtained: 
i From the ~revious definition kili = - i E , then: 
It is assumed in this study that the sole error source for 
b 6 w  is the gyro drift; thus: 
-
b b 6 w  = (u)u 
-
Eq (2.7) becomes: 
i Assuming E (0) = 2, is: 
i t i  b 
E = -IO & ( u )  w d t  
- 
E r r o r  Equations: 
The ou tpu t  of t h e  accelerometers ,  s u i t a b l y  coord ina t i zed ,  
a r e  equal  t o  t h e  n o n f i e l d  s p e c i f i c  fo rce  coord ina t i zed  i n  
g e o c e n t r i c  i n e r t i a l  frame: 
i ' i 
where fc  = r + g i 
- 
I t  must be noted that wi th in  a f i r s t  o rde r  a n a l y s i s ,  t h e  e r -  
r o r  vec to r  6 r  can be seen a s  coord ina t i zed  i n  e i t h e r  t h e  in-  
-
e r t i a l  o r  computed i n e r t i a l  frame s ince :  
where t h e  second o rde r  product  - E~ - 6 r i  has  been neglec ted .  
From eq (2.3) and eq (2 .9 ) ,  the fol lowing express ion i s  ob- 
t a i n e d  : 
m 
.. i i 
s ince :  r = f  + G  i 
- - - 
then : 
but: 
and: Li = { r  cosL c o s l ,  r cosL sinA, r s i l I 1  
The equat ion  f o r  &i is now given by: 
where : 
- W  'a- 
s r2 
rxrz 1 
It  i s  now p o s s i b l e  t o  determine t h e  va lues  of a f o r  which 
t h e  system i s  uns tab le  by examining t h e  determinant  of the co- 
e f f i c i e n t  matr ix  E. 
Afte r  some manipulat ions,  t h e  determinant  of - B is  expressed as :  
I t  i s  seen t h a t  t h e  system c h a r a c t e r i s t i c  equat ion  has 
po les  i n  t h e  r i g h t  h a l f  p lane  i f  a  > 1, g iv ing  rise t o  
exponent ia l  growth. 
I f  a = 1, t h e  system equat ion  g i v e s  rise t o  l i n e a r  
growth. To g e t  a  bounded e r r o r ,  it i s  seen t h a t  a  must 
l i e  i n  t h e  range: 
where a can t ake  on negat ive  values.  
Notice a l s o  t h a t  t h e  only choice  of a which un- 
couples t h e  equat ions  i s  a = 0. However, ( r e f  1) t h e  
e r r o r  induced by t h e  a l t i m e t e r  e r r o r  f o r  t h i s  choice  of 
a  i s  q u i t e  l a rge .  Although a proper choice  c f  a can dec- 
r ease  t h e  a l t i m e t e r  e r r o r  s e n s i t i v i t y ,  t h e  ques t ion  of 
what happens t o  t h e  o t h e r  e r r o r  s e n s i t i v i t i e s  remains. 
Because of the  coupled time-varying na tu re  of the  
equat ions ,  computer s o l u t i o n  i s  t h e  only p r a c t i c a l  way 
of so lv ing  t h e  system equat ions .  I n  o r d e r  t o  l i m i t  t h e  
number of t r i a l s  on t h e  computer using d i f f e r e n t  va lues  
of a ,  the Laplace t ransformat ion  techniques a r e  used t o  
o b t a i n  a " f i r s t  cu t "  on t h e  system behavior. 
Er ro r  Equations Due t o  Al t imeter  E r r o r  
Because equat ion  (2.10) i s  a l i n e a r  d i f f e r e n t i a l  
equat ion ,  it i s  p o s s i b l e  t o  s tudy t h e  e f f e c t  of the  d i f -  
f e r e n t  e r r o r  sources  one a t  a  t i m e ,  invoking t h e  p r in -  
c i p l e  of superpos! t i o n  t o  combine t h e  r e s u l t s  ( i f  L i s  a 
l i n e a r  t ransformat ion  L (x+y) = L (x)  + L (y)  ) . Equation 
(2.10) g i v e s  t h e  r e s u l t a n t  e r r o r  due t o  a l t i m e t e r  uncer- 
t a i n  t y  : 
6ha B 6 r i  = (3-a)ws2 - r i 
- -  r - 
where = i s  defined by equation (2 .10)  
Since now, the  s t a t i ona ry  case w i l l  be studied. I t  
allows t o  do some comparisons w i t h  some kn~wn r e s u l t s .  
L = 4S0 (a constant)  
Taking the  Laplace transform of equation (2.13) , and con- 
s ider ing  only the  behavior of the  x channel, a f t e r  some 
manipulations, the  following expression i s  obtained: 
The inverse of the  Laplace transform g ives  6 r x  as :  
By the  same method it i s  found tha t :  
This s tudy being conducted only t o  g e t  some i n d i c a t i o n  of 
t h e  behavior  of t h e  system, it i s  p e r f e c t l y  admiss ib le  t o  
do t h e  approximation: 
W i e Z  <<us2 .  
I n  o r d e r  t o  reduce t h e  magnitude of t h e  e r r o r  v e c t o r ,  it 
appears t h a t  t h e  equat ion  3-a must be minimized s u b j e c t  
l-a t o  t h e  c o n s t r a i n t  a < 1. 
The f t n c t i o n  A = 3-a i s  p l o t t e d  on graph 2 9 .  I t  is  seen 
T G  
t h a t  a should be  chosen a s  smal l  a s  p o s s i b l e  t o  reduce A, 
However, f o r  a < -10 t h e  ga in  i n  the  r educ t ion  of A i s  
n e g l i g i b l e .  I t  must be  noted t h a t  t h i s  i s  only an ind i -  
c a t i o n  because changing a a l s o  changes t h e  frequency of 
t h e  response,  and t h e r e f o r e  l e a d s  t o  d i f f e r e n t  ways of 
adding the conponents i n  6 r x ,  5 r y ,  firz. 
2.412 Er ro r  Ecuations Due t o  Gvro D r i f t  
i i i Equation (2.10) g ives :  = -E - - f 
or:  
where D ,  t h e  dev ia t ion  of the  normal, i s  def ined as :  
D = L - Lg. 
Since  the  maximum value  of t h e  d e v i a t i o n  of t h e  nor- 
mal i s  o r  the  o rde r  of t h e  e a r t h ' s  e l l i p t i c i t y  (1/297),  
t h e  product  of t h e  dev ia t ion  of t h e  normal and t h e  elem- 
e n t s  of t h e  d r i f t  matr ix  a r e  second order .  
Also: 
Thus r 
B 6ri  I -w 2 Eiri 
c- s - -  
IZi being the  skew symmetric form of kit ci must now be -'.- 
- 
culated.  
Developping eq (2.8) : 
-sinL C O S W ~ ~ ~ W ~  - sinw t w  - cosL c o s ~ ~ ~ t ~ ~  i e  y 1 
E = -sinL sinwietw + cosw t o  - cosL sinAw, 
- 
O i  I x i e  y 
1 cosL wx - sinL w, 
Integrat ing 
cosL w x t  - sinL w Z t  
Whici. w i l l  be denoted: 
Hand ca lcu la t ions ,  a s  done i n  the  preceding sec t ion ,  lead 
t o  a very long formula from which no c l e a r  conclusion can 
be drawn. 
From the  two above sec t ions ,  it is seen t h a t  a must 
< be t r i e d  i n  the range -10 - a < 1 f o r  t h e  e r r o r  induced 
by the altimeter uncertainty. For the error induced by 
the gyros drift, it will be necessary to observe how the 
system error behaves when a is changed. 
2.5 Geographic Computation Frame 
The functional diagram for such a systea is shown in 
Fig. 2.2 
Since the error analysis for this configuration has 
been performed in ref 5 (p.  130) it will not be repeated 
here. It is shown that - G does not have to be computed, 
and so this preliminary study of the effect of gc(a) on 
6L, 6X and 6h is unecessary. Altitude informetion can 
be extracted from an independent channel, which will be 
done later. 
2.6 Computer Program 
The differential equation system error (2.10) is 
numerically solved for a six hour period. But the only 
ex i s t ing  programs for  solving d i f f e r e n t i a l  equations are for 
f i r s t  order. Using the s t a t e  vector approach, it is easy t o  
convert eq (2.10) i n t o  a f i r s t  order vector d i f f e r e n t i a l  equa- 
t ion.  
Eq (9) is  expressed as:  




1 r cosL ( w2cosriet-ulsin.uie 
t, i 
and 
I cosL cosuiet r .  -1 
-- = cosLsinuiet  
r ! 
If the following variables are defined: 
eq ( 9 )  can now be r e w r i t t e n  as:  
This  equat ion  is  of the type: 
which can b e  solved by a subrou t ine  us ing t h e  Hamming predic-  
t o r  c o r r e c t o r  method. (Program i n  appendix C, n 1:. I t  i s  
assumed t h a t  a t  t i m e  0: 
The computation w i l l  be c a r r i e d  with:  
6hb = 1000 f t  ; (o)Wk = 1 merv. 
The program produces t h e  r o o t  mean square  va lue  of 6 L , 6 ~  , and 
dh due t o  6hb. The ergodic  proper ty  is assumed; under t h i s  
condi t ion ,  t h e  R.M.S. is: ( r e f  2 )  
I t  also produces t h e  r o o t  sum square  va lue  of 6L and 6X 
due t o  6 w .  
-
R.S.S. = v m  
and t h e  ou tpu t s  6L, 6X and 6h due t o  a l t i m e t e r  uncer- 
t a i n  t y  . 
2.7 Resu l t s  
The computer program (no. 1) used t o  g e t  t h e  r e s u l t s  
of  t h i s  paragraph i s  given i n  Appendix C. I t  was worked 
o u t  on an I.B.M. 360 i n  t h e  M.I.T. Computation Center.  
Before exposing t h e  r e s u l t s ,  it is b e t t e r  t o  g i v e  
some explanat ions  about  t h e  curves  of appendix B. 
Graphs 1 t o  15  r e p r e s e n t  AL, A X ,  Ah due to  Ahb ( a l -  
timeter uncer t a in ty )  f o r  a = -10, -1, -0.5, O . ,  0.5. 
Graphs 16 t o  21 r e p r e s e n t  t h e  R.S.S. va lue  of AL, AX due 
t o  ( U ) W  f o r  a = -10, O . ,  0.5. Graphs 22 t o  24 r e p r e s e n t  
t h e  R.M.S. va lue  o f  AL, A X ,  Ah due t o  Ahb f o r  a = -10, 
-1., -0.5, o., 0.5. 
For t h e  R.S.S. va lue  of 6L and 6A (due t o  6 w )  it is 
-
seen t h a t :  t h e r e  is  no n o t i c e a b l e  change when a changes 
from a = -10 t o  a = +0.5. 
For t h e  R.M.S. va lue  of  6L, 6X, 6h (due t o  6hb) it i s  
seen t h a t :  a s  a approaches - l o . ,  t h e  R.M.S. v a l u e  of 6L 
and 6 h  i n c r e a s e s  (roughly doubles)  whi le  t h e  R.M.S. va lue  
of 6h decreases  (roughly from 3 t o  1) when a i s  changed 
from 0 t o  - 1 0 .  
The c h a r t  below g i v e s  some i n d i c a t i o ?  of t h e  behavior  of 
6L, 6X, 6h due t o  6hb: 
a dL max d h  max T ime  a f t e r  which e r r o r  i n  
- 
mln iZ i n e r t i a l l y  computed a l t i -  
- tude  becomes A hb - min - 
2.8 Conclusion 
I t  appears c l e a r l y  from t h e  r e s u l t s  t h a t  only a compro- 
m i s e  s o l u t i o n  can be deduced s i n c e  some e r r o r s  grow whi le  
some o t h e r s  decrease  f o r  a change i n  a. For t h e  e r r o r s  
s tud ied ,  t h e  b e s t  compromise appears t o  be: a = 0. I f  
a > 0 ,  t h e  R.M.S. value  of t h e  e r r o r  i n  i n e r t i a l l y  compu- 
t e d  a l t i t u d e  grows excess ive ly  l a rge .  I f  a = -0.5, no i m -  
provement i n  6L i s  achieved,  whi le  a s l i g h t  decrease  i n  6A 
and i n  t h e  R.M.S. value  of t h e  e r r o r  i n  t h e  i n e r t i a l l y  com- 
puted a l t i t u d e  i s  observed. On t h e  o t h e r  hand, t h e  time 
a f t e r  which t h e  e r r o r  i n  computed a l t i t u d e  i s  l a r g e r  than 
t h e  a l t i m e t e r  unce r t a in ty  is  the  same a s  for a = 0 and t h e  
on board computer has many more opera t ions  t o  perform than 
for  a = 0. In addition,  when the error due t o  gyro d r i f t  
i s  considered, the improvement on the t o t a l  error i s  in- 
s i g n i f i c a n t .  I f  a = -10, the R.M.S. values of 6L and 6X 
due t o  the a l t imeter  uncertainty are excess ive .  
3 .  P r i n c i p l e s  o f  i n e r t i a l  measurement h e i g h t  
3 . 1  I n t r o d u c t i o n  
I n e r t i a l  n a v i g a t i o n  t e c h n i q u e s  have been  
s u c c e s s f u l l y  u s e d  i n  t h e  i n d i c a t i o n  of  p o s i t i o n .  I n  t h i s  
c h a p t e r ,  i n e r t i a l  t e c h n i q u e s  f o r  h e i g h t  measurement 
w i l l  be  s t u d i e d .  
3 . 2  The Fundamental  Model o f  Measurement He igh t  
To measure h e i g h t ,  t h e  v e r t i c a l  a c c e l e r a t i o n  g i v e n  
by t h e  s t rapdown i n e r t i a l  sys tem h a s  t o  b e  i n t e g r a t e d  
t w i c e .  But w i t h  such  a s y s t e m ,  any u n c e r t a i n t y  i n  
t h e  a c c e l e r % e t e r s  would g i v e  r i s e  t o  a d i s p l a t e m e n t  e r r o r  
i n c r e a s i n g  w i t h  t h e  s q u a r e  o f  t h e  t i m e .  A p roposed  scheme 
( s e e  r e f .  7 )  i s  t o  bound t h e  sys tem u s i n g  a n o t h e r  s o u r c e  
o f  a l t i t u d e ,  i n  t h i s  c a s e ,  b a r o m e t r i c  h e i g h t .  F i g .  3 . 1  
shows t h e  e s s e n t i a l  f e a t u r e s .  
1: h e i ~ h t  f r o n  a l t i m e t e r  
Hccc /crohb  
C o r y &  c //'on 
f i e  3.1 
Fundemen t a l  mod e l  of measurement h e i g n t  
28 
3 , 2 , 1  D e r i v a t i o n  o f  t h e  S p e c i f i -  Force 
The s p e c i f i c  f o r c e  on t h e  z a x i s  i s  
FZn = G," - (PI'S) Zn 
- bu t  ( pi2REp i s  developed i n  r e f  4 : 
(p i2%)  Zn = - ( 2 fi Ec + RE:) s i n  D + ( R E ~ Z -  RO) ci,s D + R 
0 0 0 0 
= R L ~ ~  - R + RU ' cos L, cos L + R ( 2 ~ ,  e + a 2 )  cos L, cos L- i e  , e
( 2 i i c  + RE:: e s i n  2~  
when ti le fo l l owing  approximat ions  a r e  made ( r e f  $ 1  
C O S  DI 1 
s i n  DL e  s i n  2L 
The s p e c i f i c  f o r c e  t a k e s  on t h e  fo l l owing  e x p r e s s i o n :  
0 0 
F," = CG,'. - ( R O + ~ )  uie2 cos L, cos L ) I  + h - ( R O + ~ )  
2 0 0 0 0 ( 2  wieP+& 1 cos  L, cos  L + [ Z  R L ~  + ( ~ o + h )  LcIe s i n  2~  - 
0 0 
2e cos 2L u-a e s i n  2L L (3.1) 
4 
where: R * Roth 
Ro = a (1 - e sin 'L) 
a = equatorial radius of the earth 
- 
R = - eVE sin 2~ +8 
00 00 8'- 2e cos 2~ v ae sin ?L L + h 
- 
But H einskanen (see ref 18) has shown  hat: 
L 
Gz -(Ro+h) cos LC cos L wii = ge [ 1 + ( 5 / 2  m - e ) sinL 
where : 
gh = value of the gravity at any point (incl~lding 
the centrifugal term due to earth's rotation) 
g, = value of gravity at sea level at equator 
m = ratio of centrifugal to gravitational 
acceleration at equator (1/ 290) 
e = ellipticity of the earth 
Eg (3.1) becomes: 
Fzn = go t g; acceleration terms 
As pointed out in ref ( 7 ) ,  the gravity term will 
vary by 0.27 per cent for a latitude change of 45' and the 
height term by 0.67 per cent from sea level to 70,000 feet. 
The acceleration corrections can be 1.4 per cent of one g 
with an aircraft flying at mach 2 on an easterly course 
at low latitude. If this is compared with an accelerometer 
bias of 0.01 per cent g, it is seen that the terms, 
although important, do not have to be computed to a 
particularly high order of acoracy. This is an 
importact point because the corrections terms are computed 
from the informations of the strapdown inertial 
navigation systems which contain some small errors. 
One of these errors is the misal1~n:~ent of the computed 
reference frame with respect to the vertical, The error 
in computing the gravity term will be unimportant 
because the gravity is modified as the cosine of the 
misalignnent angle but the output of the accelerometers 
will contain a component of the lateral acceleration. It 
is necessary to compute how large the misalignment angle 
can 5e before the component of lateral acceleration 
exceeds the accelerometer's uncertainty (g/10,000. 1 . 
Assuming that the airplane has a maximum lateral acceleration 
of 0.5 g, the maximum permissible misalignment angle is 
g / 10,000 - > 0.5 .n 0 / (180 x 60) ( misalignment angle in m%) 
If the ac- 
celer~meteruncertaint~ is g / 1000, this misalignment can 
n 
be as large as 6.9 min. 
3.3 Survey of altitsde measuring methods 
A brief discussion on altitude measurement techniques 
is presented in order to compare the various techniques 
for measuring height. The following resume is largely 
inspired from ref (16) ( "  Survey of altitude-measuring 
methods for the vertical separation of aircraft".). 
It would appear that among the numerous techniques 
available; acceleration-measuring instruments, capacitance 
altimeters, magnetometers, pressure-measuring instruments, 
density a.ltimeters, cosmic-ray altimeters, radar and 
radio altimeters, and sonic altimeters; only two classes 
of instruments are technically suitable. They are the class 
of pressure-measurement altimeters and the class of radar 
(or radio) altimeters. 
3.31 Pressure-Measuring altimeters 
The measurement of height is based on the variation 
of atmospheric pressure with height. However, for any type 
of pressure-measurement instrument the accuracy of the 
altitude measurement will depend n o t  only on the accuracy 
of the instrument but also on the accuracy with which 
freestream static pressure is developed by the static-pressure 
sensor. The response of the instrument depends also on 
the speed of propagation of the pressure pulse through 
the connecting tubing. The mathematical modelfbr such 
an Instrument can be well approximated by a first order 
system with the time constant depending on the length of 
the connecting tubing and dith an additive noise at the 
output due to the error induced by the static pressure sensor, 
3.32 Radio and Radar Altimeters 
The measurement of height is accomplished by trans- 
mitting a radio frequency wave from one antenna on the air- 
craft and receiving the reflected wave from the earth by 
a receiving antenna. The practical utility of t,he radar 
(or radio) altimeter, however, presupposes a relatively 
level terrain; the use of this type of altimeter, therefore, 
AS generally restricted to over the ocean applications. 
This is not a drastic restriction, because the flight 
at 70,000 feet will be at supersonic speed and will not 
be allowed over ground areas because of noise considerations. 
This type of altimeter can be mathematically modeled as 
instantaneously giving the height plus some noise. 
3.4 Errw Analysis 
From the discussion of sect 3.2, the following model 
can be assumed: see fig. 3.2 
- 
f ( h ) + v  
fig 3.2 
iviodel of inertial measurement of height 
where : 
u: uncertainty in the accelerometers 
v: uncertainty in the internal information of 
height. 
It is desired to study the behavior of the system 
errors and to choose the two constants K1 and K2 In 
such a way to minimiz~ the error in the indication of the 
estimate of altitude (h). 
3.41 No Lag in the External Information of Height 
The external source can be either a radar or 
a radio altimeter which gives the true height plds an 
error which is assumed, for this pl3eliminary study, 
to belong to an ensemble of constant functions, similar 
to the accelerometer uncertainty. 
The mean value of u I s  o and the mean squared 
value is 7. ~ ( v )  = 0, v(tJg v,'. 
r 
The system obeys the differential equation: 
6 
Definingthe error in the estimated height as € = h - h, 
there results: 
where : 
Lsing t he  r e s u l t s  of appendix A and the  f a c t  t h a t  
E(v) = E ( u )  = 0 , t h e  steady s t a t e  mean squared value 
of the  e r r o r  i s  given a s  : 
-
- - 
c 2  (t) = + + v: 
From t h i s  r e s u l t  , it is c l e a r  t h a t  it i s  no t  poss ib le  
to -  reduce t.he system e r r o r  t o  a value less than the 
radar  e r r o r  . A t  b e s t  , by choosing K: >> u: , t he  
e r r o r  i n  indicat ing t he  height  w i l l  not  be g rea t e r  
than the  e r r o r  of t he  radar  . 
3.42 Lag i n  the  ex te rna l  information of height  
The barometric a l t imete r  is modeled 
a s  a f i r s t  order system ; i t s  output  i s  : 
where v belongs t o  an ensemble of constant  functions . 
The d i f f e r e n t i a l  equ,ation governing the  system i s  : 
AS i n  the  preceeding sec t ion  the  e r r o r  i s  defined a s  : 
A 
E = h - h , s o  the  e r r o r  of the system i s  : 
It can be seen t h a t  f o r  t he  steady s t a t e  case ( h=cst)  
the  e r r o r  w i l l  be  t he  same a s  f o r  the  case  of no l ag  
i n  the exte rna l  information of height  . Using the  f a c t  
t h a t  u and v a r e  zero mean var iab les  , t he  mean squared 
value of the e r r o r  w i l l  be : 
- - - 
c Z  (t) = V: + U% + e r r o r  due t o  l ag  
a: 
TO compute the e r r o r  due t o  l ag  , the  autocorrela t ion 
function f o r  the a l t i t u d e  is  assumed t o  be : 
where = 1 0  seconds and h Z  = 50 f t 2 .  These numbers 
correspond t o  a he l icop te r  configuration of f l i g h t  . 
Because h does no t  belong t o  an ensemble of constant  
- 
functions , it is possible  t o  compute r i  i n  M e  fo l lo -  
wing way : 
P 
ch = [mW(t-.;)h(<)dc = e r r o r  due t o  change i n  a l t i t u d e  
@,, (s) = W ( s ) W ! - s )  (s) 
! from eq 5.3.12 and 5.3.13 i n  r e f  2 ) 
Afte r  some a l g e b r i c  manipoLations and t h e  use  of t h e  t a b l e s  
i n  r e f  8 which g ive  ths closed form s o l u t i o n  f o r  these  
types  of i n t e g r a l  , t h e  t o t a l  mean squared v a l a e  of t h e  
e r r o r  is  : 
The va lues  of K 1  and K2 a r e  t o  be  determined such t h a t  
they minimize t h e  mean squared valed  value  of t h e  e r r o r  . 
It. must be remembered that K1 and R2 have to  be p o s i t i v e  
- 
t o  ensure a bounded e r r o r  . The minimum of  c 2  w i l l  be , 
a t  b e s t  , equal  t o  zero  . 
The problem of f i n d ~ n g  t h e  coor- 
d i n a t e s  of the minimum of  a p o s i t i v e  func t ion  is  t h e  same 
a s  f inding the coordinates  of t h e  minimum of the square  
of t h e  same func t ion  . Finding t h e  minimum of t h e  funct ion 
squared f a c i l i t a t e s  t?.e computer search . The search pro- 
gram , using a subroutine finding the unconstrained mini- 
mum of a function of several variables , is based on the 
Davidon ( ref 15 ) method . Once the coordinates are 
- 
found , the variance c 2  , is computed ( program No. 2 , 
appendix C ' . 
Results 
The noises have been taken as : 
ui = 50 ft2 and va = ( g/l00. )2 
And two time constants for the barometric altimeter have 
been examined : 
5 = 1s. and < = 10s. 
It was found that. for 5 = 10s. , 
While for 5 = 1s. , 
The resulting error is larger than that of the barometric 
altimeter . At best , in an horizontal flying path , the 
error in the indication of height will be equal to the 
error of the barometric altimeter . 
3.5 Conclusion 
It is clear that this fundamental model of 
inertial measurement of height has a limited range of 
application . The barometric altimeter gives low frequen- 
cy information on the change of height while the I.N.S. 
g ives  h igh frequency information . Thus t h e  r e s u l t a n t  in-  
formation possesse  a wide bandwidth . S t i l l  , t h e  accuracy 
of t h e  s teady s t a t e  e s t i m a t e  of  h e i g h t  i s  n o t  improved over 
t h a t  of  t h e  barometr ic  a l t i m e t e r  a lone  ( o r  r a d a r  a l t i m e t e r )  
I t  i s  t h u s  necessary  t o  use t h e  
information from two d i f f e r e n t  k inds  of a l t i m e t e r  i n  o r d e r  
t o  g e t  t h e  p o s s i b i l i t y  of improving t h e  accuracy of t h e  
s teady s t a t e  e s t i m a t e  of  h e i g h t  ( a c t u a l l y  , what i s  needed 
i s  any one a l t i m e t e r  wi th  zero  b i a s  ) . 
Also , a more e l a b o r a t e  scheme 
of f i l t e r i n g  is  needed t o  e x t r a c t  t h e  b e s t  estimate of a l t i -  
tude  i n  a dynamic s i t u a t i o n  . The Kalman f i l t e r  i s  t h e  b e s t  
method i n  a mean squared sense  f o r  l i n e a r  f i l t e r i n g  and t h e  
fol lowing chap te r  p r e s e n t s  t h e  r e s u l t s  uhich a r e  needed 
i n  t h i s  t h e s i s  . I t  must be noted t h a t  i n  the s t a t i o n a r y  
case  , t h e  r e s u l t s  of the Kalman theory  a r e  e q u i v a l e n t  t o  
those  of  t h e  Wiener f i l t e r  . The Kalman approach avoids  t h e  
n e c e s s i t y  of making approximations i n  ob ta in ing  t h e  r e a l i -  
zable  f i l t e r  . For t h e  Wiener approach , mathematical 
approximations must be  used t o  o b t a i n  a phys ica l ly  
r e a l i z a b l e  f i l t e r  from t h e  t h e o r i c a l  formula . 
4. The Kalinan T i l t e r i n ~  Theory 
P r inc ipa l s  r e s u l t s  and s p e c i d  cases  , 
Only those t heo r i ca l  r e s u l t s  which a r e  
needed in t h i s  paper a r e  presented . Their  de r i v s t i ons  
a r e  qo t  reproduced and can be found in t he  l i s t e d  
references  . 
4.1 Linear f  i l t e r i n q  theory 
The nodel of t h e  message process is given 
by s l i ~ e a r  dynsniical system e x c i t ~ d  by white noise :  
where ~ ( t )  is  t he  s t a t e  vec to r  of dimension n ; i t s  
coordins tes  x a r e  the  s t a t e  va r i ab l e s  . 
The observed signal conta ins  an add i t i ve  white noise :  
u snd 1 a r e  white no i se  ( Gaussian random processes ) 
-
w i t h  zero means and covar imces  : 
6 ( s )  i s  t he  d e l t a  function . 
The est imation problem cons i s t s  of computing a 
funct ion of _m which ir! some mnner approximates x . 
This function i s  denoted by 2 .The est imation i s  
ry A denoted by : - x = z - x  
A The f u n c t i o n  is computed in  such a wey a.s t o  mini- 
mize t h e  v a r i a n c e  of each component of  : . 
4.11 Continuous f i l t e r i n g  
I f  t h e  measurement i s  taken 
cont inuous ly  , Kalm~n ( r e f  9 ) h a s  provav t h p t  t h e  
canon ica l  form of t h e  f i l t e r  is  : 
0 
A h x = ~ ~ + g ( ~ - e ~ )  
- - ( 4.5 1 
where t h e  op t ima l  p i n  is : 
with 3 = cov( z ( t / t )  ,r(t/t) ) 
P i s  t h e  s o l u t i o n  o f  t h e  m a t r i x  d i f f e r e n t i a l  equat ion:  
- 
4.12 D i s c r e t e  f i l t e r i n p  
Usually it is  d e s i r ~ b l e  t o  conpu- 
t e  t h e  op t ima l  g a i n s  a s  they  a r e  needed i n  r e a l  t ime 
wi th  t h e  or_ board computer . E. change An t h ~  :noeel o r  
a change i n  t h e  number of measurement devicez: may 
n e c e s s i t a t e  a change i n  t h e  opt imal  g a i n s  which can 
be accomplished most exped ien t ly  i f  t h e  sequences a r e  
cetaputed i n  r e a l  t ime . The measurements a r e  t aken  
only  e t  d i s c r e t e  t imes  . In a second paper  , Kalman 
( r e f  10 ) h a s  shown t h a t  t h e  system has  t h e  fo l lowing  
behavior : 
- a t  the  time of t he  measurement , the  es t imste  i s  
updated w i t h  t he  equations: 
where the  superscr ipt  b ind ica tes  condit ions t h a t  
e x i s t  before t he  measurement . 
?he covariance matrix i s  updated a t  the  time of t he  
measurement by the equation : 
and the  covariance equation by : 
If the  system is  s ta t ionary  ( g constant ) and the  
sampling in t e rva l  uniform , Kalman has shown ( re f  10) 
t h a t  it i s  convenient t o  use the  t r ans i t i on  matrix 
( = F  @ ; E o = )  . The s t a t e  is  then extrapolated 
- - 
betwen the  measurements by : 
and g by : 
These two equations w i l l  be used by t h e  computer 
progratrc which simule.tes t h e  f i l t e r  . 
The block diagram f o r  t h e  d i s c r e t c  case  i s  shown i n  
f i g  4.1 . 
4.2 heasurement contamined by colored no i se  
P r a c t i c a l  systems e x i s t  In 
which t h e  cor re la t ion  times of t he  random measurement 
e r r o r s  a r e  no t  shor t  compared t o  times of i n t e r e s t  I c  
t he  system ( colored no i se  ) . Also , a  measurement 
nay be so accura te  t h a t  it is  reasonable t o  assume it 
conta ins  no e r r o r  . These two cases  a r e  s i neu l a r  pro- 
blems of the  Kalman theory . Often , it is poss ib le  t o  
s imulate  t h e  colored no i se  by a l i n e a r  dynamical sys- 
tem excited by white c o i s e  . The colored no i se  becomes 
p a r t  of an augmented s t a t e  va r i ab l e  vec to r  and t h e  
measurements contain a l i n e a r  combination of t h e  new 
s t a t e  va r i ab l e s  .The system appears mathematically a s  
a system with pe r f ec t  measurements . 
In t h i s  sec t ion  , 
the ensemble of constant  func t ions  i s  t h e  colored 
measurement no i se  .This spec i a l  no i se  can be generated 
by : 
x = 0 o r  in  t he  d i s c r e t e  case  = xm 
Eryson and Johansen ! ref  11 ) have found t he  so lu t ion  
of t h i s  s i ngu l a r  problem in t he  d i s c r e t e  case  and i n  
t he  continuous case . They have shown t h a t  in  t h e  

d i s c r e t e  c a s e  , by r e g a r d i n g  a l l  measurement n o i s e  
v a r i a b l e s  as e .ddi t iona1  s t a t e  v a r i a b l e s  , i t  Is poss- 
i b l e  t o  n s e  t h e  method p re sen ted  by K ~ l m n  ( r e f  1 0  ) 
f o r  f i l t e r i n g  i n  t h e  d i s c r e t e  c a s e  . D i s c r e t e  f i l t e r -  
ing  b e i n s  t h e  on ly  p o s s i b l e  s o l u t i o r  f o r  a i r c r o f t  
a p p l i c a t i o n  ( l i m i t e d  c a p a c i t y  of  t h e  on board conpu- 
t e r  ) , t h e  cont inuous  c a s e  w i l l  n o t  he cor .s idered . 
li. 3 'Pie f l l t e r i n g  problem for hybrid a l t l r c e t r y  
From t h e  measurement of t h e  v e r t i c a l  
a c c e l e r a t i o n  , and t h e  two ~l~easurements  of  t h e  h e i y k t ,  
It is  d e s i r e d  t o  g e t  t h e  b e s t  e s t i m a t e  u f  t h e  a l t i t u d e  
The a~eas,arements a r e  contamined by n c l s e  : 
- . w h i t e  n o i s e  c o r r u p t s  t h e  i n d i c n t i o c  of tkie p o s i t i o n  
r a d a r  . 
- whi te  n o i s e  is  added t o  t h e  o u t ~ i t  of t h e  s c c e l e r o -  
meters  . 
- ensemble of c o n s t a n t  f u n c t i a n s  i s  a6ded in  t h e  
i n d i c a t i o n  of t h e  k a r o n e t r i c  a l t i m e t e r  
It i s  neces sa ry  t o  d e f i n e  a l n a t h e l n a t i c ~ l  model r ep re -  
s e n t i n g  as a c c u r a t e l y  as p o s s i b l e  t h e  p h y s i c a l  syctem. 
Only s t e a d y - s t a t e  c r u i s e  c o n d i t i o n s  a r e  nt.-.died . 
During non s t e a d y - s t a t e  c r u i s e  c o n d i t i o n s  , t h e  v e r t i -  
c a l  maneuver a c c e l e r a t i o n s  would have t o  be considered 
complet ly  random . But from r e f  12  , it i s  known t h a t  
i f  t h e  maneuver a c c e l e r a t i o n s  s r e  included as comple- 
t e l y  random s i g n a l s  , e. l i n e a r  f i l t e r  makes a lmost  no 
improvement In the  performence of  a navigat ion  
system over t h a t  o f  o determin i s t i c  system . 
When t h e  m ~ t h e m s t l c a l  model i s  obtained , it is then 
p o s s i b l e  to  apply t h e  r e s u l t s  of the  opti~mm l i n e a r  
f i l t e r i n 6  theory . 
5. Optimal e s t ima t ion  a£ a l t i t u d e  £-om strapdown I.N.S. , 
barometric  a l t i m e t r y  and r a d a r  d a t a  
5.1 In t roduc t ion  
I n  chap te r  3 , it was shown t h a t  two 
d i f f e r e n t  k inds  of  a l t i m e t e r  ( d i f f e r e n t  i n  t h e  sense  o f  
having complementary e r r o r  s t a t i s t i c s  1 a r e  needed i n  
o r d e r  t o  be a b l e  t o  improve t h e  accuracy of t h e  a l t i t u d e  
es t ima t ion  over  t h a t  ob ta inab le  through t h e  use of only  
one a l t i m e t e r  . I n  t h i s  s e c t i o n  , a  model s i n u l a t i n g  t h e  
dynamics of t h e  a i r c r a f t  an3  the measurinc ins t ruments  i s  
developed . The r e s u l t s  of chap te r  4 a r e  then used i n  
o rde r  t o  f i n d  what accuracy can be  achieved i n  the  e s t i -  
mation of h e i g h t  . Furthermore , only t h e  e r r o r s  i n  t h e  
optimal  estii..:.. e a r e  t o  be  s t u d i e d  ; consequently t h e  
computer program s o l v e s  only  the  vz r i ance  equat ion  . 
5.2 Model of t h e  f i l t e r  
The model s imula tes  t: 2 ver t .  . 1 
a c c e l e r a t i o n s  encountered b--. an a i r c r a f t  f l y i n g  a t  
60,000 f e e t  i n  a  h o r i z o n t a l  pa th  a t  a  speed of mach 2 , 
e l e v a t o r  locked i n  p o s i t i o n  . Under these  cond i t ions  , 
it is known ( r e f  1 3  ) t h a t  a i r p l a n e s  have one long per iod  
l i g h t l y  damped mode ( c a l l e d  phugoid mode 1 , and one 
wi th  a  s h o r t  p e r i d  and r e l a t i v e l y  heavy damping . The 
s h o r t  per iod  mode w i l l  no t  be considered s i n c e  a l l  t h e  
t r a n s i e n t s  d i e  o u t  i n  a very s h o r t  per iod  of t i m e  dur ing  
s teady st-te c r u i s e  cond i t ions  . Ref 1 3  shows t h a t  t h e  
a i rp lane  may be nodeled a s  a second order  system whose natu- 
r a l  frequency i s  the  phugoid frequency and which is forced 
by gus t s  of wind a t  the  acce le ra t ion  l eve l  . The gus t s  of 
wind usual ly  encountered by an a i r c r a f t  ( re f  14 ) can be 
modeled a s  a f i r s t  order  system . The representat ion of the  
model is now r a t h e r  s t ra ightforward ( f i g  5.1 ) . Following 
the  e r r o r  ana lys i s  of chapter 3 , t he  e r r o r  introduced by 
the  v e r t i c a l  e r r o r  angle of t h e  I.N.S. i s  included i n  the  
accel.?rometer uncer ta inty  . The s t a t e  var iab les  a r e  : 
XI : output  of the  barometric a l t ime te r  without t he  noise  
X 2  : va r i a t i on  of a l t i t u d e  of t he  a i r c r a f t  around the  
hor izonta l  f ly ing  path 
X 3  : v e r t i c a l  speed of the  plane 
Xq : gus t s  of wind ( f t / s e c 2  ) 
X 5  : unknown ensemble of constant  functions 
Xg : a l t i t u d e  of the  t heo r i ca l  hor izonta l  f l y ing  path 
X P  + X6 : t r u e  a l t i t u d e  
For an S.S.T. f ly ing  a t  mach 2 a t  60,000 f t  , the  period 
of the  phugoid can be assumed : T = I0 mini ts  and the damping 
r a t i o  : 5 = 0.1. Then : 
The value of b = 0.25 i s  given by r e f 1 4  and the  value of the  
dr iving noise (white ) i s  choocen such t h a t  t he  R.M.S. value 
~f XZ is  500 f t 2  : 

This choice of u which seems arbitrary is done in order to 
ensare that the amplitude of the phugoid mode is not unrea- 
listically small . If the simulated amplitade of the phugoid 
were unrealistic , the simulated vertical acceleration would 
then be small and some wrong conciusions could be draw11 
about the necessity of having vertical acceleration informa- 
tion . The state variables equations are : 
o r :  G = F X + G U  
- - -  - -  
Tne observed signal is : 
I n  t h e  case where less than t h r e e  d i f f e r e n t  measurements 
a r e  taken , the  l i n e  corresponding t o  t h e  missing measu- 
rement must be skipped i n  eq 5.2 . Equation 5.1 remains 
unchanged i n  t h i s  s i t u a t i o n  . 
5.3 F i l t e r  equat ions  
-
A s  mentioned be fore  , t h e  d i s c r e t e  
f i l t e r  ( t h e  only one r e a l i z a b l e  ) w i l l  be s t u d i e d  . 
From t h e  r e s u l t s  of chapter  4 , t h e  equat ions  f o r  t h i s  
f i l t e r  a r e  : 
dynamical system : 
i i .= c s +  5: 
- 
( given by eq 5.1 ) 
observed s i g n a l  : 
r n - = g ~ + J  ( given by eq 5.2 1 
Between t h e  measurements , t h e  s t a t e  is  ex t rapo la ted  by 
eq 4.13 . The sampling t i m e  being cons tan t  and t h e  dyna- 
mica1 system cons tan t  : 
Q ( t + T , t )  = Q(t+T- t )  = Q(T)  = cst 
- - - 
x( t+T)  = Q ( T )  ~ ( t )  
... - 
The t r a n s i t i o n  matrix i s  given by : 
@ = L I ' ( ~ - F )  
- 
- ( t h i s  matr ix  is e x p l i c i t a l y  w r i t t e n  
o u t  on program No. 3 , appendix c ) 
The var iance  equat ion obeys equat ion 4.14 . 
A t  a measurement : 
t he  variance equation i s  update3 by eq ( 4.10 ) . 
the  Kalman gain i s  updated by eq ( 4.9 ) . 
the  s t a t e  is updated by eq ( 4.8 ) . 
The r e s u l t s  of eq 4.10 and 4.8 become i n i t i a l  condit ions 
f o r  eq 4.14 and 4.13 u n t i l  the  next measurement is  taken . 
5.4 Computer program 
The computer program ( program No. 3 , 
appendix C ) solves  , a s  previously mentionned , only the  
variance equation . The covariance of the  e r r o r  of the  
b e s t  es t imate  of the  t rue  a l t i t u d e  ( x2 + x6 ) must 
N be computed from the covariance matrix , = cov 5 . 
N h The covariance of t he  est imation e r r o r  ( ' = x - x ) i s  
- - -  
denoted by cov . Kalman has shown than the  covariance 
equation fo r  the  e r r o r  is  the  same a s  t he  covariance 
equation f o r  the  s t a t e  . 
These th ree  values a r e  elements of the  covariance matrix 
P . The behavior  of t h e  matr ix  is  s t o r e d  on punched 
- 
cards  and p l o t t e d  ve r sus  time us ing t h e  subrou t ine  
" PICTUR " s t o r e d  i n  t h e  computer memory . 
5.5 Resul ts  
The conlputer program ( No. 3 ) used t o  g e t  t h e  
r e s u l t s  i s  given i n  appendix C . 
Th.2 opera t ing  t i m e  s t u d i e d  has been 2 . 5  seconds. 
( From a p r l c t i c a l  p o i n t  o f  view , t h e  o p e r a t i n g  t i m e  
mutt  be a t  most , one f o u r t h  of t h e  s m a l l e s t  t i m e  cons- 
t a n t  of tlje t r a n s i t i o n  mat r ix  , which i n  t h i s  case  i s  
10 seconds . ) 
The w h i t e  n o i s e  va lue  of  t h e  r a d i o  a l t i m e t e r  
( r e f  i 7  ) has been taken t o  be 150 f e e t  . The mean squa- 
r e d  va lue  of t h e  Pnsemble of cons tan t  func t ion  uncer ta in-  
t y  of  t h e  barometr ic  a l t i m e t e r  was ( 500 f e e t  ) and 
t h e  time cons tan t  10 seconds . 
Two qalues f o r  t h e  u n c e r t a i n t y  i n  t h e  o u t p u t  
of t h e  a c c e l e r o n e t e r s  have been s+udied ( g/1000. and 
g/l0,000. ) . I t  is  t o  be  remembered ( from chap te r  3 ) 
t h a t  t h e  accelerometer  u n c e r t a h t y  inc ludes  t h e  e f f e c t  
of t h e  e r r o r  angle  i n  t r ack ing  t h e  v e r t i c a l  . 
I n  appendix B , a l l  t h e  graphs r e p r e s e n t  t h e  
R.M.H.  ( r o o t  mean squared e r r o r  - i n  f e e t  - i n  a l t i t u -  
de  i n d i c a t i o n  ) a s  func t ions  of t i m e  i n  seconds . 
Graph No. 2 5  g i v e s  t h e  R.K.H.  when only t h e  r a d i o  
a l t i m e t e r  and t h e  bar0metri.c a l t i m e t e r  a r e  a v a i l a b l e  . 
Graph ii0. 26 g i v e s  t h e  R.t:.FI. f o r  t h e  same case a t  a 
l a r g e r  s c a l e  f o r  a s h o r t  per iod of t ime i n  o r d e r  t o  
c l e r l f y  t h e  s h o r t  per iod behavior  In t -zph Ko. 25 . 
GraphNo.  27 and ?. o.  28 g i v e  t h e  9.1: .!!. wner .  t h e  
r z d l o  a l t i m e t e r  , t h e  ba rome t r i c  a l t l n ~ e t e r  and t h e  
strapdown 1.V.S. a r e  a v a i l a b l e  f o r  t h e  t v o  v a l u e s  
of acce l e rome te r  u n c e r t a i n t y  . 
It can be  seen t h a t  between t h e  
m ~ ~ s u ~ e ~ e f i t s  , n  t h e  case  where t n e  1.:; .S. i s  n o t  
~ v a i l ? , ' r l e  , t h e  R.i,.:I. r e aches  a s t eady  s t a t e  v a l u e  
of 131 f e e t  ir. 3 . 5  seconds ; a t  t h e  mensuremer,t lns t s r? f , ,  
t h e  R .,,:.b. v a l u e  Is 24 f e e t  . 
Also , when a l l  t h e  t h r e e  maasure- 
nerits a r e  a v a i l a b l e  , t h e  H.ti.3. f o r  t h e  two ~ c c e l e r o -  
uieter u n c e r t a i n t y  v a l u e s  i s  e x a c t l y  t h e  sane  ( 1 2  f e e t  ) 
when t h e  s t e a d y  s t a t e  c o n d i t i o n s  a r e  reached . Thi s  
means ( from c h a p t e r  3 ) t h a t  t h e  mlsa l ignmer t  a n g l e  
n 
can be as l a r g e  a s  7 mln ( under  0.5 g l e t e r a 1  a c c e l e r a -  
t i o n  ) without  s i g n i f i c a n t  deg rada t ion  iv  t h e  es t imat ior .  
of a l t i t z d e  . 
1- l f  on ly  one e x t e r n a l  sou rce  of inforrnation is ev?. i la-  
b l e  f o r  use w i t h  t h e  1. I I .S.  , t h e  a l t i t u d e  cen n o t  be 
e s t i n s t e d  1 ~ 1 t h  an accuracy  b e t t e r  t h ~ n  t h e  ~ c c i l r a c y  
of t h e  e x t e r r ~ a l  aid ( from c h a p t e r  3 ) . 
2-Opt irxel ~n lx lng  of the Informat ion  from two d I f f  e ~ e n t  
* ~ l t i m e t e r s  !no I n e r t i a l  inforlnat ion a v a i l a b l e  ) l e a d s  
t o  ari e r r o r  i n  t h e  esi: lmation of h e i g h t  v~hici? grows 
( i n  2.5 seconds ) d u r i n g  t h e  o p e r s t l n g  rime u p  t o  
t h e  Fccuracy of t h e  more a c c u r a t e  a l t i m e t e r  . 
3 - i ~ i x i n c  t h e  informat ion  l ~ f  t h e  two a l t i m e t e r s  y::lt% 
I,;z:-tlal in format ion  le t ids  t o  a smal l  e r r o r  In t h e  
e s t i m a t i o n  of a l t i t u d e  ( 1 2  f e e t  a t  60,000 f e e t  ) 
which rl9e.s n o t  degrade d u r i n g  t h e  o p e r a t l r . ~  t i r e  . 
The strapdown 1.X .S. v e r t i c a l  e r r o r  a n g l e  can be a s  
h 
l a r g e  as 7 min ( f o r  l a t e r a l  a c c e l e r a t i o n  of t h e  
a i r p l a n e  up t o  0.5 g ) w i t l o u t  degrading  t h e  accura-  
cy of t h e  e s t ima t ion  of a l t i t u d e  . 
In  summary , a hybrid a l t  lmeter  
u s i n g  a s t r a p d 0 ~ a  1.S .S. needs  two e x t e r n a l  i nd ica -  
t i o n s  having d i f f e r e n t  e r r o r  s t a t i s t i c s  of h e i g h t  
i n  o r d e r  t o  improve t h e  accuracy  of t h e  e s t i m a t i o n  
of a l t i t u d e  wi th  r e s p e c t  t o  t h e  accuracy  of  t h e  
e x t e r n a l  a i d  , The strapdown I.N.S. need n o t  be 
very  a c c u r a t e  by I t s e l f  . 
APPENDIX A 
STATISTICS OF THE ENSEMBLE OF CONSTANT FLTNCTIONS ( r e f  6 ) 
The random process  under cons ide ra t ion  
c o n s i s t s  of t h e  ensemble of  cons tan t  func t ions  wi th  mean 
squared va lue  x$ . The process  i s  s t a t i o n a r y  s i n c e  it does 
no t  vary wi th  time b u t  non-ergodic s i n c e  there i s  ro repre-  
s e n t a t i v e  member, . The a u t o c o r r e l a t i o n  func t ion  w i l l  a l s o  
be cons tan t  a t  the  mean squared va lue  s i n c e  once a  p a r t i c u -  
l a r  cons tan t  is  choosen , it remains f i x e d  f o r  a l l  times . 
The above random prccess  i s  assumed t o  be i n p u t  t o  a  
system which i s  presumed t o  be unexcited u n t i l  t = 0 . Ir. 
genera l  , t h e  o u t p u t  o f  a  l i n e a r  system i n  response t o  an 
i a p u t  X ( T )  app l i ed  a t  t = T i s  : 
e ( t )  = jt w ( ~ ~ T ) x ( T ) ~ T  
-a 
r e f  2 
where W (t, r )  i s  t h e  u n i t  impulse response a t  t ime t a f t e r  
a p p l i c a t i o n  a t  t = T . W ( t , ~ )  = 0 f o r  t < r  f o r  p h y s i c a l l y  
r e a l i z a b l e  systems . 
The a u t o c o r r e l a t i o n  of t h e  o u t p u t  i s  : 
e ( t l ) e ( t 2 )  = !_t1 ~ ( t l  , T I ) ~ T I L ~  W ( t 2 t ~ 2 ) d ~ 2  X ( T I ) X ( T ~ )  
where it was p o s s i b l e  t o  make an ensemble average under t h e  
n t e g r a l  s i g n s  s i n c e  t h e  weighting func t ions  a r e  independent 
of t h e  p r o b a b i l i t y  d i s t r i b u t i o n  func t ions  . 
But : x(r1)x( . r2)  = x x l  = ( X X ( T )  = x20 
t 2 ~ ( t 2 , ~ 2 ) d ~ 2  and : e ( t l ) e ( t 2 )  a e e ( t l  , tz)  = x ~ J ~ ~ w ( ~ ~  r e  , T I  ) d ~ l i ~  
F ina l ly  i f  the  system i s  a t  r e s t  pri3' t = 0 , 
me,(tl , t r )  = x f l t l w ( t l  , T l ) d ~ r k ~ '  W ( t 2 , ~ 2 ) d f 2  
The mean squared e r r o r  a t  time t i s  given by : 
ee ( t , t )  = x f i t  d r ~ w ( t , r l )  d ~ r W ( t , r 2 )  o r  
t t  
e 2  (t) = xf 4 4 W ( t , ~ l ) W ( t , ~ ~ ) d - [ l d ~ 2  
I f  the  system under consideration is  descr ibable  by constant  
coeff i c i s n t s  : 
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PROGRAM NC. 1 
C C C M P U T A T I C N  OF L O N G I T U D E , L A l  I T U D E ,  AND A L T  I T U O E  ERRORS FOR A  
C STRAYDOWN SYSTEM C O M P U T I N G  I N  G E O C E N T R I C  I N E R T I A L  FRAME 
C 
OREAL R , C A P I Y O ~ X O ~ M E M Y ~ M E M X ~ X ~ Y ~ T , L L L ,  DRI,CNIIQOT,QTT,CAL, 
lCAN,F*ATT,PDR,PDG,W I E ,  WS,WX,WY , W Z , D E R Y , P R M T A  SAVE, 
2NNN9 AUX 
D I M E N S I O N  A(6~6),V(b),Y0(3~1)~FI6)~QOT(lr3)rQTT(lr3)~R(3~1)~ 
l S A V E ( 3 , l I ~ L L L t l ) , N N N ( l ) r A U X ( l 6 ~ 6 ) r P R M T ( 5 ~ ~ T ~ 6 O O O ~ ~ D E R Y ( 6 ) ~  
2 D t 3 . 3 )  , 8 ( 3 r l )  
COMMON A C P ~ A T T , A C F ~ A C O ~ W I E ~ C A P ~ W S ~ I N I T t D R I ~  391 t C N I ( 3 9 3 )  t C A L ( 3 t l )  9 
1 C A N ~ 3 ~ 1 ~ ~ M E M X ( 6 0 0 0 ~ ~ M E M Y ~ 3 ~ 6 0 0 0 )  
C A P = l C 8 0 C a  / 3 . 1 4 1 6  
A C P - 0 . 7 0 1 1 1  
W I E = 3 ~ 1 4 1 6 / ( 1 2 ~ * 3 6 0 0 ~ )  
WS=3. 1 4  1 6 / 2 5 2 0 .  
Q O T ( l , l ) = l .  
G O T (  1 9 2 ) = 0 .  
U O T ( l v 3 ) r O .  
Q T T ( l , l ) = O .  
Q T T (  1.2) -1 
Q T T (  l r 3 ) = C .  
ATT=WS**2 
ACFz0 .5  
CCO= 1 . 
E X T E R N A L  AFCTeFCT,OUTP 
P R M T I  l l = O .  
PRMT ( 2  )=21600. 
P R M T ( 3 ) = 6 0 .  
P R M T l 4 ) = 3 0 . 0 0 0 / (  3 6 0 0 m * 1 8 0 m  ) 
Y ( l l = O .  
Y ( 2 ) = 0 .  
Y ( 3 ) = 0 .  
Y ( 4 ) = 0 .  
Y (  5 )=0 .  
Y ( 6 1 = 0 .  
ND I M=6 
DERY(  l ) = O . l 5  
DERY (2  )=Om 15 
D E R Y ( 3 ) = 0 . 1 5  
DERY (4 )=0 .2  
DERY ( 5 ) = 0 . 2  
D E R Y ( 6 ) = 0 .  1 5  
I N I T = O  
C A L L  H C P L (  PAMTwY ,DERY ,NDIHv  I H L F ,  AFCT,FCTtOUTPe AUXq A )  
W R I T E  ( 69  196) 
196 F ORHAT ( 1 7 H I N T E G R A T  I O N  DONE l 
W R I  T E ( 6 9 9 0 0 )  I N I T  
900 F O R M A T ( 3 X , I 5 )  
00 27  K L = l r I N I T  
DO 2 6  KN ~ 1 . 3  
2 6  YOLKN,ll=MEMY(KN,KLl 
XO=MEMX ( K L I  
CALL CNI I (XO) 
CALL GMPRC(CNIpYO.R,3v3,1) 
DO 3 2  JJa1.3 
32 SAVE(JJ. l l *R(  J J t l )  
T(KL )=X0/60e 
LLL(KL)=SAVEIl~l)*CAP/6400000. 
NNN(KLltSAVE(2 ~ l ) * C A P / ~ 0 e 7 0 7 1 1 * 6 4 0 0 0 0 0 e  ) 
2 7  PUNCH 6 9 9 r T t K L  I ,LLL(KLI  *NNN(KL) 
699 F O R M A T ( 3 X , F 8 e 2 ~ E 1 5 e 5 , E 1 5 . 5 , E 1 5 . 5 )  








DIMENSION C ( l ) , B ( l ) r R ( l )  
COMMON A C P , A T T ~ A C F ~ A C O , W I E ~ C A P ~ X S ,  I N I T , D R 1 ( 3 , l ) ~ C N I ( 3 r 3 ~  eCAL(3. l )q 
1 C A N ~ 3 ~ l l ~ M E M X ~ 6 0 0 0 )  fMEMY(3~6000)  
lR=O 
IK=-M 
DO 1 0  K = l r L  
IK=IK+M 
DO LO J=l .N 
IR= IR+1 
JI =J-N 
I B = I K  
R l I R l = O  
0 0  1 0  I-1.M 
J l = J I + N  
10s IB+1  






SUBROUT I LE CNI I ( XO I 
COMMON A C P ~ A T T ~ A C F ~ A C O ~ W I E ~ C A P ~ U S ~ I N I T ~ O R I ( 3 1 1 ) t C N I ( 3 ~ 3 l ~ C A L ( 3 ~ 1 ~ ~  
lCAN( 39 1 1  .MEWX(6000b ,MEMY (396000 I  
PDR= COS ( Y I E*XO I 
POG=SIN( WIE*XO) 
CNI (  1,llr-ACP*PDR 
CN l (  1 r 2  1s-ACP*PDG 
CNl( l ,3)=ACP 
CNI(  29 1 I=-POG 
CNl(2,2l=PDR 
CN l (29  3)=0e 
CNl(3. 111-ACP*PDR 
CNI (3.21 a-hCP*POG 
C N I  ( 3 9 3 1 s - A C P  
R E  T U R N  
E N D  
C  
C  ............................................ 
C 
S U B R O U T I N E  F C T ( X 9 F )  
D I M E N S I O N  F ( 6 )  
COMMON A C P , A T T ~ A C F  ~ A C O ~ W I E ~ C A P ~ W S ~ I N I T ~ O R I ( ~ ~ ~ )  * C N 1 ( 3 9 3 )  g C A L ( 3 v l )  + 
l C A N ( 3 , l  ) , M E W X ( 6 0 0 0 1 9 M E M Y  (396000) 
P D R = S I N ( W I E * X )  




U1=-ACP*k#*PDR/ ,~ IE*WY*(PUG- l . I /W IE -ACP*MZ*PDR/W I E  
W~~ACP*WX*~PDG-~.!/WIE+WY*PDX/UIE+WZ*(PDG-~~)*ACP/UIE 
W3=ACP*WX*X-ACP*WZ*X 
F t  l ) = O .  
F ( 2  )=O.  
F(3)=0.  
F ( 4 ) = ( t 4 C O O O O . * A C P * A T f ~ * ( P D R * W 3 - W 2 )  
F (  5 ) = 1  6 4 C C O C O m * A C P * A T T ) * (  M 3 *  P 3 G )  
F(6)=(64COOOO~*ACP*ATTI*(W2*PDG-Wl*PDH) 
RE T U R N  




S U B H C U T  I N €  A F C T f X  .A)  
O I M E N S I C N  A t 6 9 6 1  
COMMON A C P ~ A T T ~ A C F ~ A C O I W I E ~ C A P ~ W S ~  I N I T ~ D R I ( 3 9 1 )  9 C N I 4 3 9 3 )  p C A L ( 3 9 1 1 9  
1 C 4 Y ( 3 9 1 )  * M E M X ( 6 0 0 0 )  ~ H E M Y ( 3 t b O O O l  
P D R = S I N ( W I E * X )  
POG-CCS ( W  I E * X  
D O  410 1 ~ 1 . 3  
00 410 Js l .3  
410 A ( I t  J ) = O .  
A (  1 9 5 1 ~ 0 .  
A (  1 9 6 1 = 0 .  
A ( 2 9 4 1 = 0 *  
A (  2 9 6 l = 0 .  
A ( 3 , 4 ) = 0 *  
A ( 3 ~ 5 ) = 0 .  
D O  4 2 0 K 1 4 . 6  
D O  420 L t 4 9 6  
420 A ( K 9 L ) = O *  
A (  l r 4 ) = 1 .  
A ( 2 * 5 ) = 1 .  
A (  3 t  6 ) - 1  
A (  49 l ) = - b T T * I A C F * ( P D C * * 2 ) * 1 0 m + l  e l  
A ( 4 * 2 ) = - A T T * ( S e * A C F * S I N ( 2 e * W I E * X ) )  
A(4r3 l=-ATT*(S. *ACO*PDG)  
A ( S , l ) = - A T T * ( S ~ * S f N ( 2 . * Y I E * X ) l * 0 ~ 5  
A ( 5 , 2 ) + - A T f  *(I * + l o .  *ACF*PDR**2 )  
A (  ~ , ~ ) P - A T T * ( ~ . * A C O * P D R )  
A (  b, I ) = - A T T * (  5.*ACO*POG) 
A ( 6 , 2 ) = - A T T * ( 5 . * A C O * P D f i )  




SUBROUT I N E  H C P L ( P R M T  ,Y.DERY , N D I M t  I H L F .  A F C T  ,FCT,OUTPvAUX ,A) 
C 
C THE F C L L C W I  NG P A R T  O F  SUBROUT I N E  H C P L  ( U N T I L  F I R S T  BREAK- 
C P O I N T  F O R  L I N K A G E )  H A S  TO S T A Y  I N  CORE D U R I N G  THE WHOLE 
C CCMPUT A l I C N  
C 
D I M E N S I O N  PRMT ( l l , Y ( l ) , D E R Y (  1 ) * A U X (  l b . l ) , A (  1 1  
COMMON ACPIATT,ACF,ACO,WIE,CAP~WS, INIT.DRI(3rl),CNI(3,3)~CAL(3~ 11, 
C 
C T H I S  P A R T  O F  S U B R O U T I N E  H C P L  COMPUTES THE R I G H T  HAND S I D E  D E R Y  OF 
C T H E  G I V E N  S Y S T E M  OF L I N E A R  D I F F E R E N T I A L  E Q U A T I O N S  
1 C A L L  A F C T ( X 9 A ) .  
C A L L  F C T  ( X I  DERY 1 
D O  3 P = l , N D I M  
L L = H - N D I  H 
H S t O .  
D O  2 L = l r N D I M  
L L = L L + N D I M  
2 H S = H S + A ( L L I * Y ( L )  
3 D E R Y ( M ) = H S + D E R Y ( M )  
GOTO(  1 C 5 ~ 2 0 2 ~ 2 0 4 ~ 2 0 6 ~ 1 1 5 ~ 1 2 2 ~ 1 2 5 ~ 3 0 8 ~ 3 1 2 ~ 3 2 7 ~ 3 2 9 ~ 1 2 8 ~  v I S U 2  
C P O S S I B L E  BREAK P O I N T  FOR L I N K A G E  
C 
100 N=1 
I H L F = O  
X=PRMT( 1' 
H=PRMT ( 3 )  
P R M T ( 5 ) = 0 .  
DO 101 I = l . N D I ' :  
A U X (  16. I ) S O *  
A U X t  15 .1  1 = D E R Y I I  I 
101 A U X ( 1 , I ) t Y ( I )  
I F ( H * ( ' i J R M T ( 2 1 - X )  1 1 0 3 9  1021 104 
c 
C ERROR R E T U R N  
102 I t d L F t l 2  
G O T 0  104 
103 I H L F s 1 3  
C 
C SOMPUTAT I C N  OF OERY FOR S T A R T I N G  V A L U E S  
104 1 S Y 2 = 1  
GOT0 1 
c 
C RECORDING OF START ING VALUES 
1 0 5  C A L L  CUTP(XrYpCERY 9 IHLF,NOIMr PRMT) 
I F I P R M T ( S ) ) l C 7 r l 0 6 r l 0 7  
106 I F  ( I H L F  1 1 C 8 r  1 0 8 r 1 0 7  
1 0 7  RETURN 
1 0 8  DC 109 I = l . Y D I H  
109 A U X ( 8 r I ) = C E R Y ( I J  
C 
C CCMPUTATION OF A U X ( 2 r I I  
I S W l = l  
GOTO 2 0 0  
C 
110 X=X+H 
DO 111 I = l r N D I C  
111 A U X ( 2 r  I ) = Y ( I )  
C 
C INCREMENT H I S  TESTEC PY MEANS OF B I S S E C T I O N  
1 1 2  I h L F =  I H L F + l  
X=X-H 
DO 1 1 3  I = l r h l D I H  
113 A U X ( 4 r  I )=AUX(2s  I l 
H= .5*H 
N= 1 
ISW 1 -2  
GOT0 2 0 0  
C 
l i b  X = X t H  
ISW2=5  
GOT0 1 
1 1 5  d=2 
DO 116 I = l r N D I H  
AUX( 2.1 ) = Y (  I I
116 A U X ( 9 r  I l=DERY ( I) 
ISW1=3 
GOT0 2 0 0  
C 
C CCHPUTATJON OF TEST VALUE DELT  
117 DELT=O. 
DO 1 1 8  I = l r N D I M  
1 1 8  DELT=DELT+AUX( lS  r I l * A B S ( V (  I J-AUX (W)  
DELT= .06C66667*DE L T  
I F t D E L T - C R M T ( 4 1 )  1 2 1  9 1 2 W 9  
119 I F (  I H L F - 1 C )  1 1 2 9 1 2 0 .  1 2 0  
C 
C NO SATISFACTORY AFTER 10 B ISSECT IONS .ERROR MESSAGE 




c SATISFACTORY ACCURACY AFTER LESS THAN 11 B f  SSECTIONS 
1 2 1  X=X+H 
I SW2=6 
GOT0 1 
122 0 0  123 I=l,NDIM 
AUX(3 r I )=Y(  I )  
123 AUX( 10, I I=DERY( I I 
N= 3 
I SW 1 - ~ 4  
GOT0 200 
C 
124 N = l  
x= X +H 
I SW2-7 
GOT0 1 
125  X=PRMT( 1 )  
0 0  126 I=l ,NDIM 
A6 X (  ::, I )=DERY ( I 1 
1 2 6 0 Y ( I  )=AUX(l, I )+H*(  .315*AUXI8, I 1+.7916667*AUX(9, 11 
1-.2083333*ALX( 10, I )+sO4166667*DERY( 11  1 
127 X=X+H 
N= N+ 1 
ISW2=12 
GOT0 1 
128 CALL OUTP( X,Y,OERY, IHLFINDIH,PRMT I 
IF(PRMT(5) 1 1C7,129,107 
129 I F  (N-4) 130r300,300 
130 DO 1 3 1  1=1,NDIM' 
A U X ( N p I I = Y ( I )  
1 3 1  AUX(N+7r l )=DERY( I )  
I F i N - 3 )  132,134, 30C 
C 
132 DO 133 I = l p N D I C  
DELT=AUX19,I)+AUX19(I) 
D€LT=DELT+DELT 
133 Y ~ I ~ = A U X ( 1 ~ 1 ) + ~ 3 3 3 3 3 3 3 * H * ( A U X ( 8 r l ) + D E L T + A U X ~ l O ~ I ~ ~  
GOT0 1 2 7 .  
c 
1 3 4  0 0  135  1 - l rND lM 
DELT=AUX(9, I )+AUX( lO~I  I 
DELT=DELT+DELT +OELT 
135  Y( I )=AUX(l,I1+o375*H*(AUX(8,1)+0ELT+AUX(ll~ I )  1 
GOT0 127 
c 
C THE FOLLOWING PART OF SUBROUTINE HCPL COMPUTES BY MEANS OF 
C RUNGE-KUTTA METHOD STARTING VALUES FOR THE NOT SELF-STARTING 
C PREDICTCR-CORRECTOR METHOD 
2 0 0  z=x 
DO 2 0 1  I f l ,NDIM 
X=H*AUX(N+l r I I  
AUK( 5,l)=X 
2 0 1  Y ll )=AUXIN, I )+.4*X 




G O T 0  1 
2 0 2  DO 2 0 3  I = l p N O I H  
X=H*DERY (1  
A U X 1 6  t I =X 
2 0 3  Y (  I ) = A U X ( N t I  1 + . 2 9 6 9 7 7 6 * A U X (  59 I 1 + . 1 5 8 7 5 9 6 * X  
C  
X = Z + e 4 5 5 7 3 7 2 * H  
l S W 2 = 3  
G O T 0  1 
204 DO 2 0 5  I = l t N D I M  
X=H*OtRY (I 1 
A U X ( 7 r  I ) = X  




G O T 0  1 
206 D O  2 0 7  I = l r N D I M  
207OY~I)=AUX~N~I)+.1747603*AUX15,I)-.5514807*AUX~6~1~ 
1 + 1 . 2 0 5 5 3 6 * A U X ( 7 t I ) + ~ 1 7 1 1 8 4 8 * H * D E R Y ( 1 1  
X= z 
G O T O ( 1 1 0 9  1 1 4 t l l 7 t 1 2 4 ) t  I S M 1  
C  
C  P O S S I B L E  AREAK-PO I N T  FOR L I N K A G E  
C  
C  S T A R T I N G  VALUES ARE COMPUTED 
C  NOW START HAMMINGS M O D I F I E D  PREDICTCQ-CORRECTOR METHOD 
300 I S T E P = 3  
301 I F ( N - 8 ) 3 C 4 t 3 C 2 t 3 0 4  
C 
C N = 8  CAUSES THE ROWS O F  AUX TOCHANGE T H E * &  STGRAGE L O C A T I O N S  
302 D O  3 0 3  N = 2 t 7  
D O  3 0 3  I = l t N D I M  
A U X ( N - l t  I ) = A U X ( N t I I  
303 A U X ( N + 6 r l l = A C X ( N + 7 *  I) 
N= 7  
C 
C N  L E S S  T H A N  8 C A U S E S N + l  TO GET N  
304 N = N + l  
C  
C C O M P U T A T I C N  OF NEXT VECTOR Y  
DO 3 0 5  I = l v N D i Y  
A U X ( N - l * I ) = Y ( I )  
3 0 5  AUX(  N + 6 r  I f x D E R Y  ( 1)  
X=X+H 
3 C 6  I S T E P = I  S T E P + l  
DO 3 0 7  I = l r N D I M  
O D € L T =  AUX ( N - 4 9  I ) + l o  3 3 3 3 3 3 * H * ( A U X ( N + 6 ~ 1  ) + A U X ( N + 6 t  1 ) -AUX(N+5 ,1  I +  
l A U X ( N + 4 9  I ) + A U X ( N + 4 t I ) )  
Y (  1 ) = D E L T - . 9 2 5 6 1 9 8 * A U X (  16, 1 1  
307 AUX(  16, I ) = O E L T  
C P R E D I C T O R  I S  NOW GENERATED I N  ROW 16 OF AUX I M O D I F I E D  P R E O l C T O R  
C I S  GENERATED I N  Y e  D E L T  MEANS A N  A U X I L L I A R V  STORAGE. 
I SuiZ=B 
GOT0 1 
C DERIVATIVE OF MODIFIED PREDICTOR I S  GENERATED I N  DERY 
c 
308 DO 309 I = l r N D I M  
C3ELT=.l25*(9.*AUXIN-l~I)-AUX(N-3r[)+3.*H*(DERY(I)+AUX(N+6~1)+ 
l4UX(N+6911-AUXrNt5e7) 1 )  
AUX( 16,11=AUXl l h r  I l-OECT 
3 0 9  Y I  I ) = D E L T + o 0 7 + 3 C 0 ? 7 * A U X ( l b .  I )  
C 
C TEST WHEThER 9 iI(IUST BE HALVED OR DOUBLE[) 
9ELT=O 
00 310 I = l r N D I F  
310 DELT=DELT+AUX(l>r I )  *ABS(AUX( lb r I  1 )  
IFtDELT-PRMT ( 4 )  131 193249324 
C 
C H MUST NOT BE HALVECo THAT MEANS Y ( I  1 ARE GOGO. 
3 1 1  ISW2=9 
GOT0 1 
312  CALL OUTP( XeY ,CERY. IHLFtNDIM9PRMT) 
IF(PRMT( 5 )  1 3 1 4 ~ 3 1 3 9  314 
313  I F (  IHLF-111315,314r314 
314  RETURN 
315 IF(H*(X-PRMT(2) 1 )  31693149314 
3 1 6  I F  (ABS(X-PRMT(2) 1-0 l *A9S(H)  1314,317,317 
3 1  1 I F  (DELT-.O2*PRMT(41) 2 1 8  93189301 
C 
C 
C H COULD BE DOUBLED I F  ALL PREECEEDING VALUES ARE 
C AVAILABLE 
318  I F (  I H L F ) 3 0 1 r 3 0 1 r 3 1 9  
3 1 9  IF(N-7)  3019320r320 
3 2 0  I F (  ISTEP-4 )301932 l r321  
3 2 1  IMOD= I STEP/2 




DO 323 I = l r N D I M  
AUX(N-19 I)=AUX(N-29 I )  
AUXIN-29 1 )=AUX(N-49 I )  
AUX(N-39ll=AUX(N-69 I) 
AUX(N+6,I)=AUX(N+SrI) 
AUX ( N+Sp I )=AUX( N+39 I 1 
AUX(N+49 I )=AUX(N*l r  I )  
DELT=AUX( N+69 I )+AUX(N+5 9 1 )  
DELT=DELT+DELT+OELI 
~ ~ ~ O A U X ( ~ ~ ~ I ~ = ~ ~ ~ ~ ~ ~ ~ ~ * ( Y ~ I ~ ~ A U X ~ ~ ~ ' ~ ~ I ~ ~ - ~ O ~ ~ ~ ~ ~ ~ * H * ~ D E R V ~ I ~ + D € L T  
1+AUX(N+4r I )  ) 
GOT0 3 0 1  
C 
C 
C H MUST BE HALVED 
3 2 4  IHLF= IHLF+ l  
I F (  IHLF-10) 3 2 5 ~ 3 2 5 ~  3 1 1  
325  H=.S*H 
I STE P=O 
00 326 I = l r N D I M  
0 Y ~ I ) = ~ 0 0 3 9 0 6 2 5 * ( 8 0 . * A U ~ ~ N - l ~ I ~ + l 3 5 ~ * A U X ~ N - 2 ~ 1 ~ + 4 O ~ * A U X ~ N - 3 e I ~ +  
~ & U X ( N - ~ , I ) ) - . ~ ~ ~ ~ ~ ~ ~ * ( A U X ( N + ~ ~ I I - ~ . * A U X ~ N + S ~ I ) - A U X ( N + ~ V I ) ) * H  
OAUXlN-49 I ) =  .00390625*( ~ ~ . * A U X ( N - ~ V  11+13So*AUX(N-2e I ) +  
1108.*AUX(N-3tI)+AU~(N-4~I)j-~O234375*(AUX(N+6~I~+l8~*AUX~N+5~~)- 
2 9  .*AIIX4N+4, I) 1 *H 
AUX(N-31 I)=AUX(N-2r I )  





327  DO 328 I = l t N D I C  
AUXIN-21 I ) = V I  I 
AUX( N+5 v I )=DERY ( I 1 
328 Y( I )=AbX(h-4 ,1)  
X=X-IH+HI 
ISWP=l l  
GOT0 1 
329 X=DELT 
DO 330  I = l r N D I N  
D E L T = A U X ( ~ + ~ I I ) + A U X ( N + ~ I I )  
DELT=DELT+DELT+DELT 
O A U X ( ~ ~ ~ I ) = ~ . ~ ~ ~ ~ ~ ~ * ( A U X ( N - ~ ~ I ) - Y ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ * H * ~ A U X ~ N + ~ I I ~ + D E L T  
l+DERY( I 






SUBROUTINE O U T P ( X I Y I D E R Y I I H L F ~ N D I M ~ P R H T ~  
REAL MEMXtMEHY 
OIMENSICN Y(6) rDERY(6)  tPRHf ( 5 )  
COMMON ACPIATT vACF~ACOVW I E ~ C A P V W S V I N I T V D R I ( ~ , ~ )  v C N I ( ~ V ~ ) I C A L ( ~ V ~ ) I  
l C A N ( 3 r l )  rCEMX{6300j VMEMY ( 3 ~ 6 0 0 0 )  
I N I T = I N I T + l  
MEMX( I N I T ) = X  
DO 400  K = l 1 3  
4 0 0  MEMY(K* I N I T ) = Y ( K )  
I F (  I N I T - 2 ) 6 7 8 1 6 7 7 ~ 6 7 7  




C SEARCH FOR THE MINIMIIM OF THF SQUARED F U N C T ~ ~ N  
DIMENSION H f Q ) * X f 2 1 * G ( 2 ) r A R G ( 2 ) t G R A n ( Z )  
FXTERNAL FllNCT 
FPS= l -  /100000. 
L I Y l T = 4 0 0  
X f  1)=150.  
X ( ? ) = l 5 0 .  
FST=lO-  
N=? 
CA1.I F M F P ( F I I N C T * 3 r X r F * C , r E S T * E P S * L I M I T r I E R . H )  




fllYFNSION X ( 2 )  *GRAD( 2 )  
IJ112=64. / I  0000. 
HHZ=TO. 
VV? -50 .  





FZ=Xf I l * X ( l )  
Eq=F2*XI 1) 
FZ=Xf Z ) * X ( 2 )  
F3=F2*X(?)  
U N = F ~ * X (  1 )*P*P*T+F2*E2*P*T*A+E3*P*T*A+F3*X(?)*P*T*T 
D E = - 2 . * X ( l ) * X ( 2 ) * A * P * W 2 ) * A * P * P + E Z * X ( Z ) * A * T * T  
UNI =F3*P*P*T+Z.*X ( 1 ) * F 2  *P*T*A+3.*EZ*P*T*A+7,*E2*X( ?)*P*T*T 
u N ~ = ~ . * x ( ~ ) * E ~ * P * T * A + E ~ * P * T * T  
DEl=-2.*X f2)*A*P*T+Z0*X4 1)*X(  2)*A*T*T 
nE2=-2.*X( I I*A*P*T+A*P*P+E?*A*T*T 
VVV-3. *TfHHZ*UN/DE+UU2/E2+VV2*t 1. +2. *WS7/X( 1) ) * *2  
GGG1=2.*T*HHZ*(lINl*DE-D€1* UY ) / (DE**?!-2,*UU2/E3-4,*VV2*( 1. + 
12.*Wt2/Xf 1) )*WS21E2 
GGGZ=Z,*T*HH2*(IJN2*DE-DE2"UN1 / (nE**2 1 
VAL =VVV** 2 
GRAD( 1 )=t.*VVV*GGGl 
GRAD( 2 )=?.*VVV*CGG2 
F=VAL 
W R l T E ( b r 6 9 9 1 X ( l ) r X ( Z l ~ F ~ V V V  
699 FORMAT ! 3 ~ ~ E 1 5 . 5 r E 1 5 ~ 5 * F l 7 ~ 7 * E l 7 ~ 7 )  
RETURN 
END 
0 5  ACE 
CAI L F M F P ( F U N C T ~ N * X * F * C ~ F S T ~ F P S * L I ~ ~ I T ~ I F Q ~ I I )  
DESC R I P T  ION '-IF PARAMETERS 
FIINCT - IISEQ-WQ I T 1  FN SIIRRWT IN€ f ~WCFRNING THC F1INCTInN TO 
RF Y I N I Y I I F D .  I T  MOST R F  n F  THE FORM 
SURRQlJT I N E  FUNCT f Nr A Q G ~ v A C  An) 
AND ;qllST CFRVE THE FOLLCWINC PIIRPP5F 
FOR FACH W-tlIMENSlnNAL AQGUYFNT VFCTf'R ARC,, 
FUNCTICIY VALUE ANn GPADlFNT VFCTPP POST R F  CT3MPIJTFD 
AND* ON RFTIJRW* tTORFD I N  VAL AND GR4D RF5PcCTIVELY 
N - NIJMBER OF VARIABLFS 
X - VFCTOR n F  DIMENSION N CONTAINING THF INIT 141 
ARGUMENT WHERE THF 1 TER4TTrlN STbRTS. ON RFTIIQN* 
X HOLDS THF ARGIIMFNT CORRFSPONDING T q  THF 
CnMPilTEl'l MlNIMUFI FUNCTIQN VALUE 
F - SINGLE VARIARL E C ONTA l P J l  NG THF M I N l  MUM CtJNCT I n N  
VAL~IF nN  RETURN* 1.F. F - F f X ) .  
G - VECTnR CIF DIMFNFION N CONTAlN lNG THE GRADIFNT 
VECTOR CflRRESPCNDINC, T n  THF MINIMUY CN PFTlJQY* 
I.€. G=GtX). 
EST - I< AN E5TIMATE PF THE MINIMUM Fl lNfTTrJN VALIIF. 
EPS - TESTVALIIE QEPRFSFNTING THE EXPECTED 4B?OLUTE ERROQ. 
A REASnNARLE CHOlCE I t  ! O t * t - h ) r  1.F. 
SOYEWHAT GREATER THAN 1 0 h * t - D ) r  WHFRE 9 I S  THE 
NUMRER OF S IGNIF ICANT  D I G l T S  I N  FLOATING P q I N T  
REPRE~FNTATI ON. 
L I M l T  - HAKIMlJM NUMRER OF ITERATICNS. 
I FR - FPRnR PAPAMFTFD 
IER  = 0 MF4N5 CflNVERGENCF WAS nRTA INcD  
I E R  = 1 MFANS Nfl CONVERGENCF I N  L I M I T  ITEPATICIMC 
TFR =-I MEANS ERRnRS 1N GRAnlEbJT CALCIJLATlnN 
IFR = 3 MFLNS L T N F A R  S E ~ R C H  TECHNIOIIE I N O T C A T F S  
IT IS LIKELY THAT THFDE F X T S T F  ~n MINIMIIM. 
H - WORKING STnRAGE f lF DlMFNSIflW N * t N + 7 ) 1 2 .  
RF MARK? 
1 )  THF SURRQUTTNE NAMF P E P L B C I N ~  THF rlUMMY ARGUMENT FllNCT 
Yl lST RF DECLARED AS EXTERNAL I N  THE CALLING PROGRAM. 
T I )  1EF I S  SFT TO 7 I F  9 STEPPTNG IN nNE OF THF COMP(1TFIl 
DTRECTlONSg THF F l l N C ~ l O N  W l L L  NEVER 1NCREASF W I T H I N  
A TDLFRAR1.F RANGE flF APGUMENT. 
C I E R  = 2 YAY ClCCllR ALSO I F  THE INTFRV4L  WHERE F 
c INCREASFS IS SMALL AND THF INITIAL ARGIMFNT W A S  
C RELATIVELY FAR AWAY FROM THF MTNTYlJM SUCH T VAT THE 
C MINlMIJM WAS t7VERLEAPFO~ T H I S  I S  DUE TO THE SEARCH 
t. TECHNIOIIF WHICH DOUBLES f HE STEPSIZE U N T I L  A P n I N T  
C. I S  FOUND WHERE THF FUNCTION INCREASES* 
C 
r ~ I J R R ~ U T  T NES AND FUNCTION SURPROGRAMS REQU E RED 
f FtINCT 
c 
C MFT HOD 
C THF YFTHOO I S  OFSCRIBED I N  THE FOLLOWING ARTICLF 
f Po FLETCHEP AND MoJeD. POWFLL, A RAPID  DESCENT MFTHflO Fn"  
C M I  NTH1 ZATTON* 
f COMPUTER JOURNAL VnLafir 1SS. 2, 1 9 6 1 r  PP.163- lbA*  
r. 
C o *  , o . o o . - * e e o o o . . * o * o * o * o o * * o a * o * o o o o o o e o o * o * * o o e * e e * * o o o * s * o o o o * *  
c 
C. Sl lRRnUTINF FMFPf FUNCT*NrX r F  r G  * F f T  VEPSrL !HIT, I F R r H I  
f. 
C 0 1  MENS TONED DUMMY VAP I ABLES 
DIMENSION H ( l  ) r X ( l l r G f  1) 
c 
c COMPUTF FUNCTION VALUF AND GDAOIENT V E C T ~ P  F ~ P  INITIAL AQGUMFNT 
CALL FUNCT(N*X*F * G I  
C. 







Do 4 J = l * N  
H f K ) = l .  
NJ-N-J 
I F ( N J I 5 r 5 . 2  
2 nlY 3 L = l r N J  
KL=K+L 
3 H(KL)=O*  
4 K=KL+I 
C 
C START I TFRATI  ON LOOP 
5 KOUNT-KnUNT +1 
C 
C SAVE FUNCTION VALUE* ARGUMENT VECTOR AND GRADIENT VECT nR 
OLDF=F 
nn 9 J=I,N 
K=N+ J 




C DETFRHINF DIRECTION VFCTnP H 
K x J t N 3  
T=O. 
on e L-1, N 
T=T-G(L ) * H ( K I  
I F ( L - J ) 6 r 7 * 7  
6 K-KtN-L 
G n  Tt l  8 
7 K=K+ l  
n CONTINUE 
9 H ( J ) = T  
C 





C CALrULATE DIRECTIONAL DER I V A T I V F  AND TFSTVALUES FOR n I R E f T I O N  
C. VECTflR H AND GRADIENT VECTOR Go 
no lo J=I,N 
HNRM=HNRY+ABS(H(J))  
CNPM=6NQM+ARS(G( J )  1 
10 DY=nY+H(.l)*G( J)  
I: 
C RFPFAT SFARCH I N  n I R F C T I O N  OF STEEPEST DESCENT I F  D I R F C T I n Y A L  
c DERIVATIVE APPEARS r n  aE POSITIVE OR ZFROo 
I F l n Y ) l l r 5 l * 5 1  
C 
C REPEAT SEARCH I N  OIRECTION nF STEFPEST DESCENT I F  DIRECTION 
I: VECTOR H I S  SMALL COMPARED T n  GRADIEWT VECTnR G.  
11 I F ( H N R M / G N R M - E P S ) ~ ~ * S ~ * ~ ~  
r 
C. SFAPCH MINIMUM ALONG DIRFCTION H 
C 
C: SEARCH ALONG H FOR P O S I T I V E  D;RFCTIONAL DERIVATIVE 
1 2  FY=F 
ALFA=20*( EST-F) /DY 
AMPlDA-1 
C 
C USF FSTIMATE FOR STFPSIZE ONLY I F  I T  I S  P O S I T I V F  AND LESS T H I N  
c 1. OTHFRWISE T A K E  1. A S  S T E P S I Z E  
I F ( A L F A l l S r l 5 r l J  
1 3  IF(ALFA-AMRDA) 149 l 5 r  1 5  
1 4  AMRDA=ALFA 
1 5  ALFA=O. 
C 




C STEP ARGUMENT ALONG H 
on 17 I=I*N 
17  X(!I=XII)~AMRDA*H(I) 
C 
c COMPUTE F~INCTION V A L ~ J E  AND GRADIENT FOR NEW ARGUMENT 
CALL FI INCT( l r l rX* ' *G)  FUF P I  4 0 0  
FY= F  F Y F n ! h l n  
C F M C P l 6 7 n  
r TnPPI IT r  n l P F C T I n Y l L  n F a  I V A T I V F  0Y FnV 'IFW AQGIIMFLIT, TFDYl" 'nTr F U c P l 6 3 T )  
c ZFIIRCH. IF nv 1 s  ~ i \ s i ~ r v r .  T F  nv 15 7'12~3 T H ~  MI~IMIJH ~t F - ~ ~ I W  F ~ E P I ~ G P  
r)v=n, ~ v ~ p l h ' i n  
nn 1 9  1.1 . \ I  F M F P ~ ~ ~ O  
1 s  ~ Y = O Y + G (  I ) * H (  1 )  F M F P ~ A ? ( )  
T F l n Y ) ! Q * 3 h r 7 7  F "FP l  h a 0  
f FUcD l6Q( !  
C TFRM1h)ATF SFARrH ALC'I I F  TWF F l lNTYTnN VAl l l F  IPIT)ITCTF5 T H A T  F U F P l 7 0 n  
r A MTNlMIlM HAS SFFN PASCFD F"F0171  fl 
I F I F Y - F X ) ? O r 2 ? r ? ?  FMFDl 'Zf l  
r FMeP173f l  
C PFPEAT $€ARCH AbtD I)PIIR\F 5 T E P < I T F  F n c  F l lQTHFP 5FAPCt4FT F M F o 1 7 4 0  
7 ' l  ACPnA=AMPnA+ALFA F u F P 1 7 5 0  
ALFA=APlPnA FMFP17hO 
C FNn f3F t E h R t H  1  QnD FMFP1770  
r c u c ~ l 7 n n  
C TFRMTNATF I F  THF CHANGE lh l  ARClluFNT CFTS VFRY LLLQGF F u F P l  7Qr) 
I F ( H N R u * A Y s D A - ~ . E ~ ~ )  1 6 9 1  6 9 2 1  FMFP l  ‘700 
C F u F P l R l C !  
C L I N F 4 R  SFARCH TFCHNIQIJF 1 N D l r b T E S  THAT NO M I  NIYlJY F X I  ST< F u F n l R 2 r )  
7 1  ~FQ=: ,  F M F P ~ R ~ ~  
RFf URN c M c P l R 4 0  
t FYF P l  Qqr) 
f TNTFRPPLATF CIIRTCALLY I N  THF INTERVAL OFF lNFD RY THE ZFARCH F Y F P ~ S ~ O  
C bqOVF ANn COMPIITF THE ARClJMFhlT X FnD W I C H  THF iNTFRf'7LAT10hl ~ ~ ~ ~ 1 8 7 0  
C Pf lLYNnMlAI  I $  M l N l Y 1 7 F n  F Y F ~ ~ R R O  
2 7  T = ~ .  F M F P ~ Q ~ Q  
7 3  AYRDA) 24436 .74  F"FC1 9 0 0  
34 t = 3 . * ( F X - F V I / A M R 0 A + D % + n Y  F P l F P l Q l 0  
ALFAIAMAxI (ARS(  2 1  * A R S t D X 1 r A R < ( D ~ )  1  FYFP1920  
nALFA=7 /ALFA F U F J l 9 j n  
nALFA=nALFA*DALFA-DXIAl  FA tnY /ALFA FHFP194 f l  
l F ( n A ~ ~ h I 5 1 r ? 5 . ? 5  FMFP1950 
7 5  W=ALFA*SQPTIDALFA) F M F o 1 9 6 0  
ALFAsDY-DX+W+W FMFD197f l  
I F f  A L F A I  25O.251rZTO FMFP1971  
2 5 0  ALFAr(DY-Z+W)/ALFA F M F P l S 7 2  
GO TO 2 5 2  FMFP1973 
7 5 1  ALFL=(Z+DY-W) / tZ+DX+7+nY I  F Y F p  1 Q 7 4  
2 5 7  ALFA=ALFA*AMRnA F Y F P 1 9 7 5  
no 2 6  I = l r N  FMFP1990 
7 6  X ( I  1 = X ( I l + ( T - A L F A I * H (  I )  FMFP1990  
I: FMFPlOOO 
C TERMINATE. I F  THE V I L l l F  OF THF ACTUAL FIINCT (ON AT X  I t  LFSS F M F P t O l O  
c THAN THE FU~ICTION VALUFS A T  THF INTEPVAL FNOS* OTHERWISF Q E D U C E F M F ~ Z O ? ~ '  
r THE INTFRVAL BY CHnnSlNG ONE END-PnINT EQUAL. T f l  X AND REVrAT FMFP2030  
C THF INTERPOLATION. WHICH FND-POINT I S  fHnOTFN OEPFNDS ON THE ~ ~ ~ ~ 7 0 4 0  
I: VALUF OF THE FUNCTIPN AN0 I T $  GRADIENT AT X FMFP705C 
C  FMFP2660  
CALL f l l h l t T ( N ~ X r F ~ G )  F M F p 2 0 7 0  
I F ( F - F X ) 2 7 * 2 7 r 2 8  FMFP2090  
C 
C TERMINATE* I F  FUNCTION HAS NOT QECREASED DURING LAST I T E R I T I O N  
36 I F  ( O L D F - F + E P S I S l r 3 8 * 3 8  
C 
C COMPUTE DIFFERENCE VECTORS flF ARGUMENT AND GRAG f ENT FROM 
C TWO CONSECUTIVE ITFRAT IONS 
3 8  DO 37 J = l r N  
K=N+ J 
H ( Y  )=G(  JI-H(KI 
K=N+K 
37 H(K)=x(J) -HIK)  
L 
c TEST LENGTH OF ARGUMFNT 01 FFERENCE VECTOR AND OIRECTI ON VECTOR 
C I F  E ?  LEAST N ITERATIONS HAVE W E N  EXECUTED. TERMINATE* I F  
r ROTH ARE L E S S  THAN EPS 
I ER=O 
I F (  KOUNT-N)42*39 r?9  
79 T=O* 
z=o. 
Ofl 40 J = l * N  
K= N+ J 
W=H(K. 
K=K th '  
T = T t A B S ( H I K ) )  
4 0  Z=Z+W*H(K) 
I F ( H N R M - E P S ) 4 1 * 4 1 r 4 2  
4 1  I F I T - S P S l 5 6 r 5 6 r 4 2  
C 
C TERMINATE* I F  NUMBER OF ITERATI f lNS WOULD EXCEED L I M I T  
O n  4 6  L z l r N  
KL=N+L 
W=W+H(KL )*H(KI 
I f f  L - J ) 4 4 * 4 5 * 4 5  
4 4  K=K+N-I 
Gn TO 46 
45 K=K+l  
4 6  CnNTINUF 
K=N+J 
ALFA=ALFA+W*H(K) 
47 HtJ )=W 
c 
C REPEAT SEARCH I N  DIRECTION OF STFEPEST nFSCENT I F  RESULTF 
C ARF NOT SAT1 5FACTqRY 
I F (  Z * A L F A ) 4 8 r l r 4 8  
C 
C. UPDATE MATRIX H 
4 8  K=N11 
DO 4 9  L x l r N  
KL=N2+L 
DO 4 9  J=L*N  
NJ=NZ+J 
H(K)=H(K)+H(KL)*HINJ) /Z-H(L I*H(JI/ALFA 
4 9  K=K+l  
GO TO 5 
C END OF ITERATION L O W  
C 
C NO CONVERGENCE AFTER L I M I T  ITERATIONS 
50 I E P = l  
RETURN 
c 
C RESTORE OLD VALUES OF FUNCTION AND ARGlJHENfS 
5 1  I70 52  Jt1.N 
K=N2+ J 
52 Xf J )=H fK )  
CALL FUNCTfN*X*FrG) 
C. 
C REPEAT SEARCH I N  DIRECTION OF STEEPFfT DESCENT 1F DERIVATIVE 
C: FAILS TO BE SUFFICIENTLY SMALL 
SF f GNRM-FPS) 5 5 r 5 5 r  53 
C 
C TEST FOR REPEATED FAILURE OF ITERATION 
5 3  I F ( I E R ) 5 6 * 5 4 r 5 4  
5 4  IER=-1 
GOT0 P 
55 TER=O 
5 6  RETURN 
END 
C SYSTEMATIC SEARCH ARONO THE MINIMUM PREVIOUSLY FOUND 
DIMFNSrON X(2 )  
~ ~ 2 r 6 4 .  /10000. 
HH2=50* 
VV2350- 
T = l  
X ( l  )=O* 
C=O -1 
A=1 +P*T 
US=3a 1416/2570*  
wS~=WS**? 
Of'! 54 I = l * Q  
x t 1  )=Xf 1 ) + 0 * 2  
F ~ = x (  1  ) * x (  1 I 
E3=F2*Xtl) 
Xf 2 )=Om 
on 53 J = I . ~  
Xf?1=Xf21+0*2  
F?=Xf2 ) *X (2 )  
F3=F2*Xf2)  
U N ~ F ~ * X ( ~ ) * P * P * T + F ~ * E ~ * P * ~ * A + E ~ * P * T * A + E ~ * X ~ ~ ) * P * T * T  
D E ~ - ~ , * x ( ~ ) * X ( ~ ) * A * P * ~ + X ( ~ ) * A * P * P * E ~ * ~ ( ~ ) * A * T * T  
V V V = Z a * ~ * ~ ~ 2 * ~ ~ / 0 ~ + ~ ~ 2 / ~ 2 + ~ ~ 2 * I  1. * . * Y S ~ / X (  1 1  **2 
W R I T E ( ~ . ~ ~ ) X ( ~ ~ ~ X ( Z ~ ~ V V V  
57 F ~ R M A T ~ 3 X ~ ~ 1 ? . 7 r E l ? * f ~ E l 7 ~ 7 ~  
5 3  CONT:NUF 
54 CONTINUE 
CALL EX IT  
END 
C 
C PROGRAM NC. 3 
C 
c 
C  S O L U T I O N  O F  T H E  K A L M A N  F I L T E R  E Q U A T I O N S  FOR THE U I S C R E T E  C A S E  
C 
c 
C P H I = T R A N S I T  I O N  YATR I X  
C H=MEASUREMENT M A T R I X  
C COVN=COV AR I ANCE MATR I X OF THE DR I V I N G  NO I SE 
C P = C O V A R I A N C E  M A T R I X  O F  T H E  S T A T E  A F T E R  A  MEASUREMFNT 
- 
u P P - C V A R I A N C E  M A T R I X  OF THE S T A T E  BEFORE A  MEASUREMENT 
C  K = C O V A R I b N C E  M 4 T R  I X  O F  THE YEASUKEMENT NO1 SE 
C h = D f M F N S I C N  OF THE S T A T E  V A R I A B L E S  
C Y=O I M E N S  I C Y  OF THE MEASURE Y E N 1  
C  G K A L M A N  G A I N  
c 
c 
0 I H E N S I r ) N  P H 1 ( 3 6 l v C O V N (  2 1 )  rH( 1 8 I r P ( Z l )  v P P f 2 1 )  r G ( 1 8 1  r R ( 6 )  
DOUBLE P R E C I S I O N  P H I r C O V N 9  H *  PI P P *  G * R ~ T O l ~ T O 2 ~ T 0 3 * T O 4 *  T O 5 v T 0 6 * T f l F J *  
l B B B ~ C C C ~ 0 D D ~ B E T ~ G R ~ U ~ T ~ T O ~ O S 4 R T ~ O S I N ~ D C O S v O E X P ~ D A B S  
I N T E G E R  T E S T  
1000 F O R M A T ( 6 0 1 3 . 6 )  
1001 FORMAT[  / v 6 (  2 X 1 1 P D 1 2 . 5 )  
1 0 2  F O R H A T ( / ~ 2 X v l P 0 1 2 . 5 r / , 2 ( 2 X v  l P D 1 2 o 5 ) v / v 3 ( 2 X *  lP f I12o5)  
1 4 ( 2 X v l P 0 1 2 . 5 1  r / v 5 ( 2 X v l P O 1 2 . 5 )  r / r h ( 2 X 1 L P D 1 2 o 5 1 )  
106 F O R M A T ( / v '  K A L Y A N  G A I N  ' 1  
109 F O R M A T ( l O ( 2 X v l P D 1 2 . 5 ) )  
C A L L  T R A P S 1  0 ~ 0 v 1 0 0 0 0 0 )  
N= 6 
M=3 
B 8 8 = 0 . 2 5  
D D D = ( 3 . 1 4 1 6 / 3 0 0 . 1 * * 2  
CCC=3 .1416*0 .2 /300 .  
BET=(DSQRT(4.*DDD-CCC**2))/2. 
GR= 9 8 1 .  / (  12.*2.54) 
T=2 5 
TO= 10. 
R I L  ) = ( G R / 1 0 0 0 .  ) * * 2  
R ( 2 ) = O .  
R 1 3 ) = R (  1)/1000. 
R ( 4 ) = 0 .  
R (  51-0.  
R ( 6 ) = 3 2 5 0 0 .  
U=250000.*(2.*DDD*(-2.*DDD+(Z ~ + i  . *CCC)*(CCC+2.*DDD) 1 ) / ( D O D *  
l2.*11.+2.*CCC)1 
U=U*2  05 
DO 107 J J J = l v 2 1  
107 C O V N ( J J J I = O .  
COVN(  10 )=if 
DO 6 9 5  K = l v l 8  
695 H ( K ) = O .  
H(1)=1. 
H (  2 )  = l o  
H (  4 )  =-DDD 
H ( 6  ) = 1  l 
H ( 7 )  =-CCC 
H (  l O I = l .  
H t l 4 ) = l .  
H (  1 8 ) = 1 .  
WRITE( 6 ~ 1 0 0 1  ) H  
T  E ST=-1 
D n  1 0 1  K-1.21 
1 0 1  P ( K ) = O o  
P (  1) =250000 .  
P  ( 31=32500m 
P ( b 1 = 2 0 .  
P 1 1 @ ~ = 1 0 .  
P  1 1 5 ) = 2 5 0 0 0 0 .  
P ( 2 1 ) = 3 2 5 0 0 m  
P H I  (R)=DDD*DEXP(-CCC*T/2. ) * D S I N ( B E T * T I / B E T  
P H I  ( I ) = (  DCOS(BZT*TI+( -CCC/(  2.*RETI ) * D S I N ( R E T * T )  )*DEXPq-CCC* 
1 r / z m  1 
P H I (  6 ) = ( O E X P ( - T / T O ) + ( O E X P ( - C C C * T / 2 o )  J * ( - D C f l S ( 8 € T * T ) + ( - C C C / 2 m + l  ./TO 
1 ) * D S I N ( B E T * T ) / B E T I  I * (  l . /TO-CCt) / ( ( -CCCf  2 o + l o  /TOJ**?+RET**2 I -  
2 P H I  ( 8! /9DD 
P H I  [ 1 2 ) = - P H I  (8) /ODD 
P H I  ( 1 3  )= (DCOS(BET*TI  -CCC/ (  Zm*BET b*DS I N ( B E T * T I  1 *DEXP(-CCC*T/2o 1 
P H I ( l l ) = ( P H I ( 6 1 + P H I ( 8 ) / D D D ) / D D D ) / ~ l ~ / T O - C C C ~  
P H I  ( 17 I= ( -DEXP(-BRB*T) - (DEXP (-CCC*T/2.) I * ( -DCOS(  B € T * T ) +  (-CCC/2m+ 
l B B R I * D S I h ( B E T * T  J I O E T  II/ ( ( - C C C / 2 o + R B 6 \ * * 2 + 0 € T * * 2 \  
PHI(18I=PH1(12l+BRB*PHI(17) 
PHI(16)=-DEXP(-T/TO)/((BBB-lm/TO)*t ( -CCC/2 .+ lm  /TO)**2+RET**2)  1- 
l D E X P ( - R B B * T l / (  (lm/TC1-RB131*( (BBR-CCC/Zmb**2+RET**2) I -@EXP(-CCC*T/2m 
2 I * ~ ( - C C C - B R B - l m / T O ) * D C O S ( R E T * T ) + ~ l ~ / B E T * ~ l ~ / T ~ - C C C / ~ ~ ~ * ~ 6 B B - C C C /  
32m)-BET**2)*DSIN(BET*T))/(((RRB-CCC/2m)**2+RET**2)*(( l o /TO-CCCI2m 
4) **2+RE T**2) 1 
T O l = P H I  6 )  
T02=PHI  ( 7 )  
T 0 3 = P H I  ( 8) 
T04=PH1(  1 3 )  
T 0 5 = P H I ( 1 6 )  
T 0 6 = P H I (  1 7 1  
T 0 8 = P H I  ( 1 1  
DO 1 0 8  Kz2.36 
1 0 0  P H I ( K I = O o  
P H I  l ) = D E X P ( - T / T O \  
P H I  ( 7 ) = - T O l / T O  
P H I  ( 8 ) = T 0 2  
PHI  (9 )= -TO3  
P H I (  1 3 I = T 0 8 / T O  
P H I  ( 1 4 ) ~ - P H I ( 9 ) / D D D  
P H I ( 1 5 ) - T C 4  
P H I  ( 1 9 ) ~ - T 0 5 / T O  
P H I ( 2 0 ) = 1 0 6  
P H I  ( 2 1  1 =TO6 
P H I (  ZZ)=DEXP(-RRR*T) 
P H I  (29 ) = I .  
P H I (  3 1 ) = (  1.-DEXP(-T/TO) /T3 
PH I (36 )=1 .  
WRITE( b r 1 0 0 1 ) P H I  
TTT=O. 
PP(21)=1 .  
PP( 3111. 
PP( 17 )=1 .  
P (  1 7 )  =-17500. 
00 1 0 0  I t I = l t 2 0 0  
CALL POCDE(NtMv P H I r C n V N t H t R t P t P P ~ G q T E S T )  
TE ST=1 
WKITF(6t  1 0 2 ) P  
QQQ= DSQRT ( P P ( 3 I + P P ( 2 1 ) + 2  **PP( 17 1 )  
PPP= D S Q R T ( P ( 3 ) + P ( 2 1 ) + 2 . * P W )  1 
PUNCH 6 9 9 ~  TTTt QQO 
PUNCH b 9 9 r T T T t  PPP 
6 9 9  F f lRMAT(2 (2X t lPE12*5 )  1 
T T T = T T ~ + T  
1 0 0  CONTINUE 
WRITE(6v l C 6 )  
WRITE(6t  1001 )G  






SURROUT INE POCDE(Ne MI PH I *  CCVrdrHtRtPtPPt  GvTEST 1 
INTEGER TEST 
DIMENSION PHI(l)vCflVN(l)eHll1tR(l)tP(l)tPP(l) t G ( 1 )  
C  
C THE FOLLOW1 NG DUMMY ARR4Y S  ARE USED ONLY W I T H l N  THIS SUBROtITINE 
C 
DIMEhSICN AA t36 )  tR8(36)~CC(21)flHIP(36)rPPHIP(36)rF(36l~FT( 36)  
DIMENSION PPHIT(  3 6 )  
DOURLF PRECIS I n N  PHl tCOVNrHvRtPtPPtGt  C 4 ~ 8 B ~ C C ~ P H I P t P P H I P t F  vFT 
DOURLE PRECISION OABSt PPHIT 
7 1  FORMAT( 'IERC = ' t  1 4 )  
72 FORYIT( 'THE MbTRIX HPPHT + H WAS NOT INVERTED PROPERLYg 
NN = N*N 
L N  = N * ( N + l l / t  
MM = M*M 
NM = N*P 
LM = M*(M+1) /2  
EPS=0*000001  
IERC-1  
I F (  TEST I 1 3 r 2 8 t 2 7  
2 7  E PS=O. 00000  1 
CALL MPRD( P H I t P v P H I P t N t N t O r l  rN)  
CALL MTRA(PHIP tPPHITvN tN t0 )  
CALL M P R D ( P H I ~ P P H I T ~ A A t N t h ( t O e 0 t N I  
r 
- 
C  THE PRODUCT PHI*P*PHIT I S  TEMPORARILY STORRED I N  AA. TH IS  
C RESULT SHOULD BE SYMYETRIC. HOWEVERt DUE TO THE EFFECT OF 
C  ROUND O F F  E R R O R S  T H I S  MAY N O T  B E  THE CASE.  T H E  M A T R I X  I S  MADE 
C  SYMME TR l C A L  BELOW. 
c 
C A L L  MT R A ( A A * B B * N 9 N , O )  
DO 2 1  I = l r N N  
2 1  R R t I )  = . S * ( A A l I )  + R B ( I ) I  
c 
C S T O R E  H A ' i S I X  P H I * P * P H I T  W H I C H  I S  NOW I N  RR I N  S Y M M F T R I C  
C  STORAGE C 0 3 E  A S  PP.  
c 
C A L L  MSTR(RHIPPINI 0 9 1 1  
c 
C COMPUTE T H E  C O V A R I A N C E  M A T R I X  JUST  B E F O R E  A  M F b S U R E M E N T .  
C 
Or) 31  I = l r L N  
31 P P t I )  = P P t I )  + C O V N t I )  
C 
C THE C C M P U T A T I O N  O F  THE O P T I M A L  F I L T E R  G A I N  M A T R I X  FOLLOWS.  
c 
28  C A L L  M P R D ( H ~ P P I F T ~ M ~ N I O ~ ~ ~ N )  
C A L L  M T R A I F T  * F  ~ M I Y  9 0 )  
C A L L  M P R D (  H 9 F  IAA 9 MINI 01 09 M I  
C  
C  M A K E  A A  A S Y M M E T R I C  M A T R I X .  
c 
C A L L  M T R A (  A A 9 R B * Y * M * O )  
D O  2 2  I = l t Y M  
22 R B ( I )  = . 5 * 1 B B I I )  + A A ( I 1 )  
C A L L  M S T R ~ R R I C C I P , ~ ~ ~ )  
00 32 I = l r L M  
32 C C ( 1 )  = C C ( I I  + K ( I 1  
C A L L  DS I N V ( C C * M * E P S *  I E R C )  
I F ( I E R C 1  33934133 
33 W R I T E (  6r 71 1  I E R C  
W R I T E  ( 6  1 7 2  1 
GO T O  1 3  
34 C O N T I N U E  
C A L L  M P R D ( F 9 C C r  G v N t M t O  11 (MI 
c 
C  C O M P U T E  T H E  C O V A R I A N C E  M A T R I X  F O L L O W I N G  A  MEASUREMENT.  
c 
C A L L  MPRD(G*HIAA,NIMIO*O(N) 
00 2 9  1 = 1 9 N N  
29  A A ( I I  = - A A ( I )  
00 2 5  I= 1 9 N  
J = 1 1 - l ) * N  + I 
2 5  A A I J )  = 1. + A A ( J 1  
C A L L  M P R D ( A A ~ P P I R B T N ~ N ~ O ~ ~ ~ N ~  
C A L L  M T R A ( B B t F , N * N t O I  
C A L L  M P R D ( A A ~ F , B B I N ~ N ~ O * O ~ N )  
C Q L L  M P R D (  G ~ R I F T N ~  MpO, 1 9 Y I  
C A L L  M T P A ( F 9 F T  INTMIO) 
C A L L  M P R D ( G ~ F T * A A I N T M I O ~ O  p N )  
DO 26 I = I * N N  
MAKE AA A  SYMYETRIC YATRIX. 
CALL MTRAI A A t B B t N t N . 0 )  
DO 23 I = l t N N  
23 B R ( 1 )  = . S * ( R B ( I I  + A A ( 1 ) l  
CALL MSTR( B B t P t N p O t  1 )  
RE TURN 
1 3  I B C D = l / ( l + I E R C )  
RETURN 
E  NO 
SUBROUTINE D S I N V ( A t N r E P S t  I E H I  
DIMENSION A (  1) 
DOUBLE PRECIS ION ArDINqWORK 
C A L L  D M F S D ( A t N t E P S t I E R 1  
I F (  I E R )  9 9 1 9 1  
1 I P I V  = N * ( N + 1 ) / 2  
I N 0  = I P I V  
DO 6 I = l t N  
o I N = 1  .DO/A( I P I V  ) . 
A ( I P I V 1  = D I N  
M I N  = N  
KEND = I - 1 
LANF = N - KEND 
!F(KEND) 5 1 5 9 2  
2 J = I N 0  
D O  4 K= l *KEND 
WORK = O.DO 
M I N  = H I N  - 1 
LHOR = I P I V  
LVER = J 
DO 3 L = L A N F t M I N  
LVER = LVER + 1 
LHOR = LHOR + L  
3 WORK = WORK + A(LVER )*A(LHOR) 
A ( J )  = -WORK*DIN 
4 J = J - M I N  
5 I P I V  = I P I V  - M I N  
6 I N D  = I N D  - 1 
0 0  8 I = l t N  
I P I V  = I P I V  + I 
J = I P I V  
DO 8 K = I t N  
WORK = O.DO 
LHnR = J 
DO 7 L=KpN 
LVER = LHOR + K  - 1 
WORK = WORK + A(LHOR)*A(LVER) 
7 LHOR = LHOR + L  
A ( J )  = WCPK 






SURROl lTINE DMFSD(A1NcEPS 1 I E R )  
D IMENSION A( 1) 
DOURLE P R E C I S I O N  I IP  I V i D S U Y c  A, DSQK:' 
I F ( N - 1 )  1 2 1 1 1 1  
1 I E R  = 0 
K P I V  = 0  
D O  11 K = l l N  
K P I V  = K P I V  + K 
I N D  = K P I V  
LEND = K - 1 
TOL=ABS(EPS*SNGL(A(KPIV))) 
DO 11 I=K,N 
DSUM = 0.DO 
I F ( C E N D 1  2 1 4 ~ 2  
2 D C  3 L = l l L E N D  
LANF = K P I V  - L 
L I N D  = I N 0  - L 
3 DSUM = DSUM + A ( L A N F l * A (  L I N D )  
4 OSUM = A( I N D )  - OSUY 
I F (  I -K 1 0 1 5 1  1 0  
5 I F ( S N G L ( D S U M )  - TOL)  6 .699  
6  I F ( D S U M )  1 2 , 1 2 9 7  
7 I F (  I E R I  8 ,819  
8 I E R = K - 1  
9 D P I V  = DSQRT(DSUM1 
A ( K P I V )  = D P I V  
D P I V  = l .DO /DP IV  
GO TO 11 
1 0  A( I N D )  = DSUY*DP lv  
11 I N D  = I N D  + I 
RETURN 







SUBROUTINE M P R D ( ~ ~ B I R I N ~ M , M S A I H S R , L )  
DIMENSION A( 1 ) 1 0 (  ll r R (  1 1  
DOURLE P R E C I S I O N  A,BcR 
MS=MSA* lO+MSR 
I F  (MS-22 ) 3 0 i  1 0 9 3 0  
10  DO 2 0  I = l r N  
2 0  R ( I ) = A ( I ) * B ( I )  
RETURN 
30 I R = l  








































































SURROUTINE MCPY( A t R , N t M t M S )  
D I M E N S I O N  A ( l l r R I  1) 
DOUBLE P R E C I S I O N  AIR 
CALL L O C ( N t M t f T t N , M t M S )  
DO 1 I = l , I T  
R ( I ) = A (  I )  
RE TURN 
END 
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