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Prefazione
L'interesse per il tema dei Big Data e in generale dell'uso integrativo tra i Big
Data e i Survey Data nel Marketing mi `e stato trsmesso dalla prof.ssa Monica
Pratesi, nonché mia relatrice, la quale mi ha suggerito di intraprendere una ricerca
sui Big Data prima a livello generale e poi indirizzandola verso quello che sarebbe
stato lo scopo della ricerca: fornire un contributo e una ricerca esplorativa sul-
l'integrazione tra i Big Data e i dati campionari nel Marketing. Il seguente lavoro
inizia con una generale presentazione dei Big Data considerando le caratteristiche
principali, gli aspetti tecnologici, culturali legati all'ambito aziendale e al marke-
ting. Tra le tante ipotesi e studi che sono stati eﬀettuati su tale tema ho deciso di
adottare la chiave di lettura che vede i Big Data come un'importante e preziosa
risorsa per l'innovazione, per la competizione e per la produttività tra le aziende se
adeguatamente gestiti. La ricerca continua con il capitolo che descrive le indagini
campionarie, esaltandone le caratteristiche peculiari e focalizzando l'attenzione
sul processo di produzione dei dati e sul proﬁlo dell'errore; l'obiettivo è quello di
presentare due modi diversi di raccogliere i dati. Si sono illustrati due contesti
diversi di ricerca e di raccolta dati, quali i Big Data e i dati non strutturati e
la Survey Sampling, con campioni stabiliti a priori e strutturati; siamo quindi
passati ad analizzare un caso studio sul Social and Mobility Data Mining pro-
mosso dall'istituto ISTI-CNR di Pisa relativo all'integrazione possibile tra i dati
campionari e i Big Data (dati dal GPS, dispositivi mobili) e sulla collaborazione
tra questi due paradigmi. Tengo a precisare che l'inserimento del caso studio nella
tesi è dovuto a un mio incontro con la dott.ssa Fosca Giannotti, la quale mi ha
illustrato il suo progetto e che ritengo attinente al tema da me aﬀrontato. Inﬁne,
nell'ultima parte della tesi viene trattato il tema del Data Mining, ovvero una
una famiglia di metodologie per analizzare i Big Data molto utilizzata anche in
ambito accademico e ho trovato giusto inserirla per oﬀrire un quadro completo
in termini di strumenti e metodologie ﬁnalizzata alla descrizione dei Big Data.
La tesi si conclude con un'applicazione di analisi dei dati dai dati al marketing;
attraverso l'utilizzo dell'algoritmo delle k-medie, una tecnica della cluster analysis
non gerarchica: il caso applicativo vuole essere un'esempliﬁcazione del contesto
teorico sull'analisi dei grandi dati sino ad ora aﬀrontato. L'obiettivo principale è
riuscire a segmentare la customer base sulla base del comportamento d'acquisto
dei clienti e, più in generale, si conﬁgura come il tentativo di riuscire a generare
valore, in termini di conoscenza e di marketing, partendo da un dataset di clienti
fornitomi da un'azienda di telecomunicazioni. Per eﬀettuare l'algoritmo delle k-
medie e l'analisi dei dati sono stati utilizzati XLSTAT, un software di statistica
multivariata e di analisi dei dati, Excel 2007 e il programma R per la parte dei
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graﬁci di dispersione e per la realizzazione dei graﬁci a dispersione.
Durante la ricerca bibliograﬁca ho avuto modo di vedere il video su youtube
relativo al convegno sulla giornata mondiale della statistica dove erano intervenuti
professionisti della statistica, ma anche informatici e dirigenti di azienda: tutti i
relatori aﬀrontavano il tema emergente dei Big Data sotto diversi punti di vista.
Grazie ai vari interventi sono riuscita a contattare per e-mail alcuni relatori, i
quali mi hanno fornito molto materiale e tantissimi spunti di riﬂessione da cui
poter partire per scrivere la tesi. Un contributo prezioso è giunto da Bruno Scar-
pa, docente di statistica presso l'Università di Padova, il quale, oltre ad avermi
aiutato a trovare saggi e riviste settoriali, mi ha anche guidato nell'applicazione
dell'analisi dei dati fornendomi il dataset su cui poter lavorare. È stato molto utile
imparare a utilizzare strumenti, metodi e tecniche nuove per la realizzazione della
tesi. Ritengo che il progetto di tesi debba essere funzionale alla comprensione
di nuove conoscenze e debba essere considerata anche come un'opportunità per
mettersi alla prova e per acquisire nuove competenze in termini teorici ma anche
applicativi che potranno fornire una risorsa preziosa per un futuro professionale.
Ho lavorato a questa tesi con l'obiettivo di imparare, di comprendere fenomeni
nuovi, ma anche innovativi strumenti di lavoro nel campo dell'analisi dati, come
lo sono stati l'analisi dei cluster e l'utilizzo di XLSTAT per analizzare e lavorare
con i dati. Anche se all'inizio ero un po' sﬁduciata sia per l'argomento così vasto
e complesso sia per gli strumenti e la metodologia di lavoro per me nuovi, tut-
tavia devo dire che sono pienamente soddisfatta del lavoro svolto e di ciò che ho
imparato. Insomma, mi sono impegnata molto, mi sono messa in gioco e questo
risultato per me ha rappresentato, oltre che un coronamento del mio curriculum
universitario anche una sﬁda con me stessa. Mi auguro che il mio contributo, sep-
pur modesto, a questo argomento possa essere di aiuto a tutti coloro che, come
me, si sono interessati all'argomento o lo faranno nel futuro nel futuro e che serva
anche da fonte di consultazione e di approfondimenti.
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Introduzione
Il seguente elaborato vuole oﬀrire la possibilità di conoscere a livello generale le
iniziative, le ricerche e le prime applicazioni sviluppate in molti ambiti riguardo ai
Big Data da qualche anno a questa parte. Dato che l'argomento aﬀrontato riguar-
da moltissimi ambiti e non ha ancora trovato la sua strada deﬁnitiva, la ricerca
ha un carattere esplorativo e mira ad analizzare e studiare le caratteristiche del
Big Data dal punto di vista statistico e di Marketing. Il lavoro è ispirato a un
duplice scopo: il primo è quello di fornire un contributo alla ricerca sui Big Data
in termini tecnologici, culturali, metodologici e applicativi e il secondo obiettivo
è quello di riuscire a integrare le ricerche di marketing basate sulle indagini cam-
pionarie (survey sampling) con l'analisi dei Big Data che provengono da numerose
fonti, dispositivi e da social network. In questa realtà, sempre più data driven, è
necessario pensare a come i due paradigmi di ricerca possano coesistere e riuscire
a dare senso all'universo sociale e dei consumi e comunicare eﬃcacemente le infor-
mazioni alle aziende e alle organizzazioni. Vediamo passo per passo come l'analisi
si sviluppa. La prima parte introduce i Big Data e ne descrive gli aspetti salienti,
le fonti principali a cui attingono, gli aspetti culturali, metodologici e tecnologici.
Inoltre viene descritto il rapporto tra i Big Data ed il Marketing assumendo la
seguente chiave di lettura: i Big Data si conﬁgurano come un'importante risorsa
per l'innovazione, per la competizione e per la produttività tra le aziende e oﬀro-
no un valore in termini di vantaggio competitivo per le aziende le quali possono
ricavarlo dalla gestione e dall'analisi in tempo reale dei dati. Il capitolo dedicato
ai Big Data ed al Marketing oﬀre anche esempi di best practices delle aziende
mondiali che hanno saputo sfruttare il valore e il potenziale oﬀerto dai Big Data
come l'azienda Harrah's, Tesco, Fedex, Amazon e Wal Mart, a cui è riservata
maggiore attenzione poiché ha agevolato le altre aziende allo scopo di rimanere
competitivi nel settore del retail. Sempre nella prima parte vengono descritti an-
che gli Open Data che stanno riscuotendo un notevole successo in Europa e in
tutto il mondo nel settore pubblico e nelle pubbliche amministrazioni, portando
beneﬁci ai cittadini in termini di costi, di trasparenza verso gli enti locali, di si-
curezza urbana, trasporti pubblici e oﬀrendo anche sistemi di servizi predittivi,
di monitoraggio di fenomeni socio-demograﬁci e relativi al traﬃco urbano (anche
grazie al contributo delle smart cities). I Big Data oﬀrono molte opportunità se
ben gestiti e analizzati, ma non sono esenti da rischi. Il primo capitolo si conclu-
de con le riﬂessioni legate alle problematiche della privacy, alla conservazione e al
consenso sull'uso dei dati. A questo proposito si sta muovendo l'Unione europea
che ha intenzione di introdurre il principio della Privacy by Design, ovvero un
concetto nuovo che si è sviluppato negli anni 90 per far fronte agli eﬀetti sempre
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crescenti e sistematici delle tecnologie dell'informazione e della comunicazione ed
ai sistemi dei dati delle reti su larga scala. Il secondo capitolo si apre con il pa-
radigma di ricerca incentrato sulla Survey sampling: vengono descritti i vantaggi
che si possono ricavare dall'utilizzo dei Big Data nella statistica uﬃciale, come
l'aggiunta di informazioni che aiutano a capire i fenomeni (social data mining),
la correzione e la validazione di informazioni e l'aumento dell'eﬃcienza campio-
naria; inoltre aggiungono nuova conoscenza attraverso alcuni patterns/clusters
(modelli che permettono di raccontare storie e migliorare l'eﬃcienza di certi per-
corsi). Successivamente viene aﬀrontata la relazione che può instaurarsi tra l'uso
dei Big Data e l'Istat, sottolineando come l'Istat produca delle statistiche uﬃciali
caratterizzate da una rigorosità nella produzione, una qualità controllata con un
processo di elaborazione ben deﬁnito. Recentemente l'Istat ha cercato di ottenere
una collaborazione con gli enti di ricerca come il CNR e le università al ﬁne di
trarre vantaggio dall'integrazione dei Big Data e dei dati provenienti dalla statisti-
ca uﬃciale: a conferma della possibile integrazione tra le rilevazioni campionarie
e l'uso dei Big Data alla ﬁne del secondo Capitolo, viene riportato un caso studio
sul Social and Mobility Data Mining molto interessante aﬀrontato dall'istituto
ISTI e CNR di Pisa. Inﬁne nel Capitolo 3 è stata inserita la metodologia del Data
mining come una delle metodologie più utilizzate per i Big Data. Dopo aver pre-
sentato le caratteristiche del Data Mining, le sue tecniche di analisi dei dati, le fasi
del processo e i suoi vantaggi applicativi, è stato pensato di introdurre nel Capito-
lo 4 un'applicazione sull'analisi dei dati mediante l'utilizzo della Cluster Analysis:
una delle tecniche di Data Mining facilmente applicabile a un grande dataset e
molto utilizzata nelle ricerche di marketing per la segmentazione dei consumatori.
L'obiettivo del caso applicativo è riuscire a segmentare i consumatori sulla base
dei prodotti web che acquistano e dunque tentare di tracciare una proﬁlazione dei
clienti che possa essere utile all'azienda per ﬁni commerciali e di marketing. Si è
pensato di suddividere la parte applicativa in due parti per riuscire a interpretare
meglio i dati: la prima, di carattere puramente descrittivo, riguarda l'organizza-
zione e la trattazione preliminare dei dati attraverso tabelle descrittive e graﬁci
mentre la seconda si concentra sulla parte operativa della Cluster Analysis. Per-
tanto la sﬁda è riuscire, attraverso la Cluster Analysis, e in particolare utilizzando
l'algoritmo delle k-medie, ad estrarre valore e conoscenza partendo da un dataset
di grandi dimensioni contenenti dati grezzi, non campionati e non preparati.
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Capitolo 1
Un'introduzione ai Big Data
Ormai stiamo assistendo da un paio di anni ad un vero dibattito sui Big Data circa
la deﬁnizione, gli strumenti ma anche riguardo ai settori maggiormente interessati
a questo nuovo fenomeno. Il termine Big Data non è riferito solo ai dati, ma
viene utilizzato invariabilmente anche per descrivere gli strumenti, i processi e
le procedure che consentono un'organizzazione per creare, manipolare e gestire
i grandi data set da cui poter trarre informazioni signiﬁcative. I data set che si
riferiscono ai Big Data sono enormi; la loro dimensione è al di là della capacità dei
sistemi dei database tipici per acquisire, integrare, gestire e analizzare1. Secondo
la deﬁnzione fornita dal McKinsey Global Institute2, i Big Data si riferiscono ai
dataset la cui dimensione va oltre la capacità di strumenti tipici dei database
tradizionali per catturare, archiviare, gestire e analizzare. Questa deﬁnizione è
intenzionalmente soggettiva e riprende una deﬁnizione in movimento di quanto
un dataset deve essere grande per essere considerato Big Data: non deﬁniamo
Big Data in termini di grandezza (cioè di essere superiore a un certo numero di
terabytes)3 ma viene assunto che, come la tecnologia avanza nel tempo, aumenterà
altresì la dimensione dei datasets deﬁnibili come Big Data. Inoltre è interessante
notare come la deﬁnizione dei Big Data possa variare a seconda del settore e a
seconda di quali tipi di strumenti software siano disponibili.
Molti analisti, per poter deﬁnire il concetto di Big Data, utilizzano le tre
caratteristiche descritte di seguito:
 velocità;
 varietà;
 volume.
La velocità non è riferita alla crescita o al volume dei dati ma alla necessità
di comprimere i tempi di gestione e analisi: in brevissimo tempo il dato può
1Subu Rai, Big Data - an introduction, What is Big Data?, pag 9: E-book
2McKinsey Global Institute, Big Data techniques and technologies, Big Data: The next
frontier for innovation, competition, and productivity, Giugno 2011.
3È un'unità di misura della quantità dell'informazione o della quantità dei dati ed è pari a
1000 gigabyte
1
Unità Fattore moltiplicativo
Kilobyte (kB) 103
Megabyte (MB) 106
Gigabyte (GB) 109
Terabyte (TB) 1012
Petabyte (PB) 1015
Exabyte (EB) 1018
Zettabyte (ZB) 1021
Yottabyte (YB) 1024
Tabella 1.1: Multipli del Byte
diventare obsoleto4. Inizialmente le aziende hanno analizzato i dati usando un
processo batch, ma con le nuove fonti dei dati, quali applicazioni sociali e mobili,
il processo batch5 cede il posto a un nuovo modo di gestire ed elaborare i dati: i
dati ora arrivano in streaming al server in tempo reale e in modo continuo.
Anche la quantità e la varietà della sorgente dei dati è in costante aumento.
L'era dei Big Data è caratterizzata dalla necessità e dal desiderio di esplorare e
di integrare i dati strutturati e quelli non strutturati. I produttori principali di
quest'ultimi sono i social media (ci sono 800 milioni di iscritti solo in facebook) e
mobile internet con dati relativi a chiamate e alla localizzazione. Inoltre ci sono i
sensori intelligenti di potenza, i dati GPS e dei pedaggi, le basi di dati relazionali,
SMS, le informazioni RFID 6 nella supply chain come il sistema di ﬁdelizzazione
e il micro marketing e tanti altri ancora. Non appena vengono introdotte nuove
applicazioni, i nuovi formati dei dati prendono vita7.
Invece il volume si riferisce alla quantità dei dati che devono essere memo-
rizzati e processati. È facile capire che stiamo trattando informazioni dell'ordine
di grandezza dei terabytes per entrare prossimamente nel mondo degli zetabytes
(vedi tabella 1.1)8. Attualmente la dimensione dei dati disponibili è aumentata
a un tasso crescente e questo vale sia per la società che per gli individui. Pre-
cedentemente le aziende ricevevano e gestivano i dati generati internamente dai
dipendenti; attualmente i dati vengono forniti dai dipendenti ma anche dai part-
ners, dai clienti e dalle macchine. Vengono trattati dati strutturati ma anche non
strutturati, i quali includono form e documenti di testo ma anche immagini, foto,
ﬁle audio e video, etc. . .
4Dedagroup Highlights, Big Data Analitics: una miniera da sfruttare, Big Data:
riconoscerli, gestirli, analizzarli, 1, 2012: 1.
5Signiﬁca lett. lotto/gruppo e indica uno dei tre principali modelli di organizzazione per
l'elaborazione nei sistemi operativi insieme a quello time sharing e real time. Un'elaborazione
viene detta batch quando viene eseguita sequenzialmente, comando dopo comando.
6Radio Frequency Identiﬁcation Device
7Dedagroup Highlights, Big Data Analitics: una miniera da sfruttare, Big Data:
riconoscerli, gestirli, analizzarli, 1, 2012: 1-2.
8Dedagroup Highlights, Big Data Analitics: una miniera da sfruttare, Big Data:
riconoscerli, gestirli, analizzarli, 1, 2012.
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Figura 1.1: Le tre v dei Big Data
1.1 Le fonti e le possibili applicazioni dei Big Data
Come già anticipato precedentemente, probabilmente esistono due distinte cate-
gorie di Big Data: la prima richiama le tipologie tradizionali dei dati e la seconda
quelli generati dalla rete. Dunque un'azienda che avesse intenzione di sfruttare
l'immenso patrimonio informativo all'interno della rete si troverebbe ad aﬀron-
tare, oltre al problema della quantità dei dati (quindi del suo volume), anche
l'aspetto della varietà e dell'eterogeneità. Anche se la lista delle fonti dei dati da
cui si generano i Big Data è ampia e caratterizzata da un processo di continua in-
novazione e cambiamento, proviamo a stilare e a classiﬁcare le principali sources
(fonti) di dati:
 Dati strutturati in tabelle relazionali: sono i dati sui quali si basa
la tradizionale Business Intelligent e la sua recente evoluzione la business
Analytics;
 Dati semistrutturati (XML e standard simili): le applicazioni tran-
sazionali e non, forniscono output di dati in formato XML; si tratta soprat-
tutto di dati business-to-business organizzabili gerarchicamente;
 Dati di eventi e macchinari: messaggi, sensori, RFID e periferiche; sono
i tipici dati deﬁnibili Big Data che sino a pochi anni fa venivano memorizzati
con capacità temporali molto brevi per problemi di storage;
 Dati non strutturati: (linguaggio umano, audio, video); sono enormi
quantità di metadati, memorizzati sul web, dai quali è possibile estrarre
informazione attraverso tecniche di analisi semantica;
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Figura 1.2: Lo spazio dei Big Data, Fonte: Diva Soubra, Data Science Central
 Dati non strutturati da social media o (social network, blog, tweet); so-
no l'ultima frontiera delle fonti dei dati non strutturate. I volumi aumentano
esponenzialmente nel tempo e il loro utilizzo può aprire nuovi paradigmi di
analisi;
 Dati dalla navigazione web (Clickstream), per esempio i web logs, tag
javascript, Packet sniﬃng. Sono enormi quantità di dati che portano infor-
mazioni sui consumi e le propensioni di milioni di utenti;
 Dati GIS (Geospatial, GPS): i dati geospaziali sono generati da applica-
zioni sempre più diﬀuse. La loro memorizzazione è ormai uno standard e i
volumi sono in crescente aumento. I dati geospaziali, analizzati statistica-
mente e visualizzati cartograﬁcamente, integrano i dati strutturati fornendo,
ad esempio, informazioni di business;
 Dati scientiﬁci: (astronomia, genetica e ﬁsica); per il loro trattamento e
analisi si sono sperimentate tutte le più innovative tecniche computazionali
nella storia recente dell'informatica e per questi dati sono stati progettati i
più potenti calcolatori elettronici9.
Sono numerosi i campi di applicazione dei Big Data; basti pensare alle nume-
rose applicazioni nel campo del micro marketing e in particolare nel settore del
retail, dove si sta sviluppando la tecnologia RFID (radio frequency identiﬁcation).
Tale tecnologia è un sistema automatico di identiﬁcazione basato su un'applica-
zione wireless che rende qualsiasi articolo un item riconoscibile in modo univoco
9Dedagroup Highlights, Big Data Analitics: una miniera da sfruttare, Big Data:
riconoscerli, gestirli, analizzarli, 2012: 4-5.
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in tutto il mondo; non è altro che un innovativo sistema di classiﬁcazione e di ri-
conoscimento delle merci che utilizza una modalità di trasmissione dei dati basata
sulle radiofrequenze. I principali vantaggi possono essere:
 Una grande capacità di raccolta dati;
 Identiﬁcazione a distanza e multipla dei prodotti;
 Sicurezza delle informazioni;
 Possibilità di aggiornare le informazioni attraverso funzioni di scrittura e
lettura.
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1.2 Aspetti tecnologici e culturali
Questa grande complessità e quantità dei dati può essere gestita solo attraverso
soluzioni tecnologiche nuove. È stata sviluppata e adattata un'ampia varietà
di tecniche e tecnologie per aggregare, manipolare, analizzare e visualizzare i
Big Data. L'insieme di tecniche e tecnologie attingono da settori diversi quali
la statistica, computer science, la matematica applicata e l'economia: questo
signiﬁca che un'azienda, la quale intende trarre valore dai Big Data, dovrebbe
adottare un approccio ﬂessibile e multidisciplinare. È importante ricordare che
la breve presentazione delle tecniche e delle tecnologie per analizzare i Big Data,
non vuole essere una lista deﬁnita e completa; infatti nuovi metodi e strumenti
continuano a essere ancora sviluppati per risolvere le problematiche relative ai
grandi dati: la storia dei Big Data deve essere ancora scritta. Le tecniche più
utilizzate per gestire e analizzare i Big Data sono le seguenti:
 A/B testing: descrive una tecnica nella quale un gruppo di controllo viene
confrontato con una varietà di test di gruppi per determinare quali tratta-
menti miglioreranno una data variabile (per esempio il tasso di risposta nel
marketing). Un esempio di applicazione potrebbe essere la determinazione
di come il copy text, i layouts, le immagini e i colori possono migliorare il
tasso di conversione su un sito di web commerce;
 L'apprendimento di regole di associazioni: un insieme di tecniche per
scoprire le relazioni interessanti come le regole associative tra variabili
in grandi dataset. Queste tecniche consistono in una varietà di algoritmi
che generano e veriﬁcano possibili regole. Un'applicazione è la market
basket analysis in cui un rivenditore può determinare quali prodotti sono
frequentemente comprati insieme e usa queste informazioni per il marketing;
 La classiﬁcazione: rappresenta un insieme di tecniche per identiﬁcare le
categorie alle quali i nuovi punti dati appartengono. Un'applicazione diﬀusa
è la predizione di un segmento di comportamento speciﬁco del cliente (per
esempio il churn rate) dove c'è una chiara ipotesi o un risultato oggettivo;
 La cluster analysis: è un metodo statistico per la classiﬁcazione di oggetti
che separa un diverso gruppo in più piccoli gruppi o clusters, costituti da
oggetti simili le cui caratteristiche di somiglianza sono sconosciute a priori.
Un esempio di analisi dei cluster è la segmentazione dei consumatori in
gruppi simili per un marketing personalizzato e mirato;
 Il crowdsourcing: è una tecnica utilizzata per raccogliere i dati presentati
da un grande gruppo di persone o da una community attraverso una chia-
mata aperta, attraverso network media. Questo è un tipo di collaborazione
di massa;
 La fusione e l'integrazione di dati: indica un insieme di tecniche che
analizzano e integrano i dati da molte fonti per sviluppare visioni più eﬃcien-
ti. Per esempio i dati forniti dai social media, analizzati dall'elaborazione del
linguaggio naturale, possono essere combinati con i dati di vendita in tempo
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reale per determinare quale sia l'eﬀetto di una campagna di marketing sulle
opinioni e sui comportamenti di acquisto dei consumatori;
 Data mining: è un insieme di tecniche utilizzate per estrarre modelli dai
grandi dataset combinando metodi statistici e di apprendimento automa-
tico con la gestione di database. Queste tecniche includono le regole as-
sociative, la cluster analysis, la classiﬁcazione e la regressione già discusse
precedentemente;
 Machine learning: è una sottocategoria dell'informatica che si occupa
della progettazione e dello sviluppo degli algoritmi; consente ai computers
di evolvere i comportamenti sulla base di dati empirici. Un esempio di
machine learning è l'elaborazione del linguaggio naturale;
 Le reti neurali: sono classiﬁcati come modelli computazionali ispirati al-
la struttura e al funzionamento delle reti neurali biologiche che trovano i
modelli nei dati. Possono essere utilizzati per la pattern recognition e l'op-
timization. Un esempio di applicazione potrebbe essere l'identiﬁcazione dei
crediti di assicurazione fraudolenti;
 Optimization: è un portfolio di tecniche numeriche utilizzate per ridise-
gnare dei sistemi e dei processi complessi al ﬁne di migliorare le loro perfor-
mance secondo uno o più misure oggettive (come il costo, la velocità etc. . . ).
Gli esempi di applicazioni includono il miglioramento dei processi operativi
come la pianiﬁcazione, il routing, il prendere decisioni strategiche e le analisi
degli investimenti;
 Pattern recognition: è un insieme di tecniche di apprendimento automa-
tico che assegna un qualche tipo di valore di uscita per un dato valore di
ingresso; le tecniche di classiﬁcazione ne sono un esempio;
 La regressione: è un set di tecniche statistiche utilizzate per determinare
come il valore della variabile dipendente cambia quando una o più varia-
bili indipendenti vengono modiﬁcate. Gli esempi di applicazioni includono
la previsione dei volumi di vendita sulla base di vari mercati e variabili
economiche oppure l'individuazione di parametri produttivi misurabili che
inﬂuenzano la soddisfazione della clientela;
 Sentiment analysis: è una tecnica analitica che viene applicata per iden-
tiﬁcare ed estrarre informazioni soggettive dalla fonte sorgente. Gli esempi
di applicazioni più comuni sono le società che applicano l'analisi del senti-
mento per analizzare i social media (blogs, social networks. . . ) con il ﬁne di
determinare come i diversi segmenti di clientela e gli stakeholders reagiscono
ai loro prodotti e alle loro azioni10.
Parallelamente alla crescita delle tecniche di analisi sui Big Data si assiste a un
avanzare di tecnologie utili per aggregare, manipolare, gestire e analizzare i Big
Data. Di seguito vengono elencati brevemente i principali strumenti al servizio dei
10McKinsey Global Institute, Big Data techniques and technologies, Big Data: The next
frontier for innovation, competition, and productivity, Giugno 2011.
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Big Data ma, come già anticipato, la lista non sarà esaustiva poiché continuano
a essere sviluppate tecnologie nuove e al passo con i Big Data.
 Business intelligence: è un tipo di software applicativo designato per
riferire, analizzare e per presentare i dati. Gli strumenti della business
intelligence possono essere utilizzati per leggere i dati che sono stati pre-
cedentemente immagazzinati in a data warehouse11 o data mart12. Inoltre
possono fornire visualizzazioni in tempo reale;
 Cassandra: è un sistema di gestione di database open source progettato
per gestire enormi quantità di dati su un sistema distribuito. Questo sistema
era originariamente sviluppato con facebook e ora gestito come un progetto
dell'Apache software foundation;
 Cloud computing: indica un insieme di tecnologie che permettono, sot-
toforma di un servizio oﬀerto da un provider al cliente, di memorizzare, ar-
chiviare e/o elaborare i dati grazie all'utilizzo di risorse hardware/software
distribuite e visualizzate in rete in un'architettura tipica del client server;
 Data warehouse: è un database specializzato per attività di report; viene
spesso utilizzato per la memorizzazione dei grandi quantità di dati struttu-
rati. I dati vengono caricati usando ETL (Extract, Transform and Load)
da archivi di dati operativi;
 Hadoop: è una struttura software open source per l'elaborazione di enormi
dataset relativi a determinati tipi di problemi su un sistema distribuito. Il
suo sviluppo è stato ispirato da Map reduce di Google e da Google File
Syste;
 R: è un linguaggio di programmazione open source molto conosciuto e dif-
fuso specialmente nel mondo accademico. È di fatto uno standard tra gli
statistici per lo sviluppo di software statistici ed è largamente utilizzato per
l'analisi dei dati13.
I Big Data non hanno portato solamente una rivoluzione tecnologica ma per
certi versi hanno stimolato anche un certo cambiamento culturale: un nuovo pa-
radigma culturale. Alla luce delle letture di saggi e riviste sino ad ora consultate,
credo che oltre a delle competenze tecnologiche, statistiche e informatiche sia ne-
cessario investire maggiormente nelle risorse umane, in nuovi proﬁli professionali
sempre di più emergenti nel mondo; come per esempio il data analyst o il da-
ta scientist ovvero proﬁli che abbiano un misto di skills, che siano dotati di
competenze scientiﬁche, statistiche e informatiche ma anche di una componente
prettamente umanistica nel sapere leggere e interpretare i dati. A tal proposito
concordo con Vincenzo Cosenza, il quale sostiene che il rischio di una gestione
11Letteralmente signiﬁca magazzino di dati. Essa è un archivio informatico contenente i dati
di una organizzazione.
12È un sottoinsieme logico o ﬁsico di un data warehouse di maggiori dimensioni; viene creato
per venire incontro ad un'esigenza speciﬁca e già determinata.
13McKinsey Global Institute, Big Data techniques and technologies, Big Data: The next
frontier for innovation, competition, and productivity, Giugno 2011: 31-33.
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tecnologica dei Big Data senza un investimento in risorse umane adeguatamen-
te preparate è che i costi aumentino e le informazioni ricavate non siano utili a
trasformare l'azienda . C'è dunque bisogno di nuove competenze analitiche e di
business sia all'interno delle organizzazioni beneﬁciarie sia nelle aziende partner
14. La ﬁgura che sarà sempre più richiesta dalle aziende sarà il Data scientist
 che, secondo Hal Varian 15, sarà The sexy job in the next ten years well be
statisticians, dove naturalmente il termine sexy dovrà essere inteso nell'accezione
business cioè interessante, divertente e appassionante. La descrizione del proﬁlo
del Data scientist viene discussa in maniera più approfondita alla ﬁne del capitolo
sul Data Mining.
14Cosenza, Vincenzo, La Società dei dati, 2012: 9-10, E-book.
15Chief Economist di Google.
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1.3 Big Data e Marketing: un valore aggiunto per le
aziende
Nel presente capitolo vengono messi in evidenza i fattori principali che possono
decretare il successo e il valore dei Big Data ponendo maggiormente l'attenzione
all'ambito aziendale e al marketing. Il punto di partenza dell'elaborato è la se-
guente chiave di lettura: i Big Data si conﬁgurano come un'importante risorsa per
l'innovazione, per la competizione e per la produttività tra le aziende e vengono
considerati come dati che potrebbero generare un grande valore al pari addirittu-
ra del nuovo petrolio, come già aﬀermava nel 2006 il ricercatore di mercato Clive
Humby.
Allo stato attuale i dati digitali sono ovunque, in ogni settore, in ogni economia
e in ogni organizzazione; l'abilità di generare, comunicare, condividere e accedere
ai dati è stata rivoluzionata ulteriormente dall'aumento del numero di persone
che fanno uso di dispositivi mobili come gli smart phone, gli iphone e dai sensori
che sono connessi con le reti digitali. Si pensi che più di 30 milioni di nodi
sensori collegati in rete sono presenti nel settore dei trasporti, dell'automotive,
dei servizi e nel retail e che stanno crescendo sempre di più a un tasso superiore
del 30% all'anno. La qualità dei dati trasversali alle reti continuerà ad aumentare
vertiginosamente: infatti si pensa che entro il 2020 saranno connessi alla rete e
a internet 50 miliardi di dispositivi. Dunque anche la rete gioca un ruolo chiave
ai ﬁni dello sviluppo del potenziale dei Big Data e vediamo come. Innanzitutto
la rete può raccogliere dati ed a velocità elevata: i dati raccolti consentono alla
rete di determinare il contesto, ad esempio abbinando ai dati le informazioni
sull'identità, o sulla presenza. Inoltre la rete consente alle imprese di intervenire
immediatamente sulle informazioni ricavate dai dati16.
Dunque quale può essere la chiave di successo per sfruttare i grandi dati e da
essi estrarre informazione e conoscenza? Secondo la McKinsey Global Institute.
è possibile identiﬁcare cinque fattori largamente applicabili per poter sfruttare i
Big Data come fonte di valore:
 La creazione della trasparenza: si può ottenere la trasparenza sempli-
cemente rendendo accessibili e disponibili i dati e le informazioni a tutti gli
stakeholders in modo tempestivo e in grado di creare un valore straordina-
rio; nel settore manifatturiero, l'integrazione dei dati provenienti dal reparto
di R&D, d'ingegneria e dalle unità di produzione per consentire l'ingegneria
simultanea può ridurre signiﬁcativamente il time to market e migliorarne la
qualità;
 Il miglioramento delle prestazioni: grazie alla memorizzazione di più
dati transazionali in forma digitale, le organizzazioni possono raccogliere i
dati precisi e accurati su ogni cosa; quindi analizzare i dati per studiare la
variabilità in termini di prestazioni può consentire alle aziende leader di ge-
stire le prestazioni a livelli qualitativi più alti. Particolarmente signiﬁcativi
a questo riguardo sono le esperienze di analisi dei dati di vendita e di rela-
zione con la clientela. Un'attenta elaborazione dei dati relativi alle vendite
16Cisco IBSG,Come estrarre valore nell'universo frammentato dell'analisi dei Big Data,Punto
di vista Giugno 2012: 4.
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può incrementare in modo signiﬁcativo la capacità di segmentare l'oﬀerta e
di personalizzarla sulla base delle speciﬁche esigenze del cliente. Nel settore
pubblico il processo di digitalizzazione in atto nell'area della salute, può
consentire oltre a un'analisi accurata dell'eﬃcienza e eﬃcacia delle struttu-
re sanitarie, una disponibilità di informazioni cliniche che contribuisce ad
aumentare la qualità e la personalizzazione dei trattamenti sanitari;
 La segmentazione della popolazione per personalizzare le azioni: i
Big Data consentono alle organizzazioni di creare segmentazioni altamente
speciﬁche e di adattare i prodotti e i servizi alle esigenze dei consumatori.
Questo approccio è ben noto in marketing e nella gestione del rischio;
 La sostituzione/supporto del processo decisionale con algoritmi
automatizzati: i processi decisionali in tutte le organizzazioni possono
diventare data-driven e fact-based. Le decisioni prese con il supporto di
strumenti analitici possono diventare la regola e non l'eccezione: sino ad ora
queste tecniche erano diﬀuse solo nelle grandi organizzazioni, anche per il
costo elevato dei sistemi e degli strumenti informatici. Le attuali evoluzioni
tecnologiche (come il cloud computing o software open source) rendono più
accessibile l'adozione di queste tecniche da parte anche delle organizzazioni
e delle aziende medio-piccole;
 Nuovi modelli di business, di prodotto e di servizi innovativi: i
Big Data consentono alle aziende di creare nuovi prodotti e nuovi servizi, di
migliorare quelli già esistenti e di inventare nuovi modelli di business comple-
tamente nuovi. I produttori stanno utilizzando i dati ottenuti dall'utilizzo
dei prodotti reali per migliorare lo sviluppo della prossima generazione di
prodotti e di creare innovative oﬀerte di servizi post vendita. L'emergere
dei dati di localizzazione in tempo reale ha creato una nuova serie di servizi
basati sulla localizzazione di navigazione, lo scopo è quello di determinare il
prezzo dei danni e degli infortuni in base a dove e come le persone guidano
la propria auto17.
Secondo l'ultimo sondaggio Gartner il 64% delle organizzazioni globali sta
investendo o ha intenzione di investire in tecnologie per i Big Data contro il 54%
che già lo faceva o pensava di farlo nel 2012. È anche vero che solo l'8% delle
imprese ha implementato queste tecnologie. I settori che guidano gli investimenti
in Big Data nel 2013 sono quelli dei media e delle comunicazioni, le banche e i
servizi, ma nel giro dei prossimi due anni si aggiungeranno molte altre aziende
come quelle nel settore dei trasporti, nella sanità e nel benessere.
Ci sono notevoli esempi di aziende in tutto il mondo che sono bene conosciute
per il vasto ed eﬃcace utilizzo dei dati. Di seguito menzioniamo brevemente le
best practices delle aziende mondiali che hanno sfruttato il valore dei Big Data:
 Il programma di ﬁdelizzazione di Tesco genera un ammontare di dati sui
clienti, da cui l'azienda estrae informazioni, per costruire campagne promo-
zionali sino ad arrivare alle strategie di segmentazione della clientela;
17McKinsey Global Institute, Big Data techniques and technologies, Big Data: The next
frontier for innovation, competition, and productivity, Giugno 2011: 5.
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Figura 1.3: Il valore dei Big Data
 Harrah's ha aumentato i ricavo dell'8 − 10% analizzando i dati sulla seg-
mentazione dei clienti18;
 Amazon utilizza i dati sui consumatori per gestire il suo motore di racco-
mandazioni che conosciamo con l'espressione you may also like. . .  il quale
è basato su un tipo di tecnica di modellazione predittiva chiamata ﬁltraggio
collaborativo19. Inoltre Amazon ha dichiarato che il 30% dei propri ricavi
era riconducibile al suo motore analitico per i consigli ai consumatori20;
 Fedex, la società di trasporto espresso più grande al mondo, ha ottenuto in
tempo reale i dati su spedizioni e consumatori provenienti da più di 46000
centri di distribuzione e supply chain;
 Wal Mart, il gigante americano della grande distribuzione, ha implemen-
tato la tecnologia RFID (Radio Frequency Identiﬁcation) per collegare in-
formazioni in tempo reale tra i fornitori e il datawarehouse retail link. Ha
ottenuto la riduzione del 16% della frequenza di esaurimento delle scorte21.
Quest'ultima azienda merita delle considerazioni in quanto ha agevolato la
strada alle altre aziende garantendone la competitività nel settore del retail, dove
il volume e la varietà dei dati sta crescendo sempre di più e sta diventando un
fattore chiave di competizione tra molte aziende. Wal Mart ha facilitato l'espan-
sione di un sistema di scambio elettronico di dati per collegare la propria catena
di fornitura elettronica. Inoltre ha sviluppato un Retail Link, uno strumento
che oﬀre ai suoi fornitori una visione della domanda nei suoi negozi in modo da
18Gartner, 2005.
19Il ﬁltraggio avviene identiﬁcando utenti e compratori con gusti simili a quelli dell'utente e
raccomandano gli item che essi hanno apprezzato.
20Mckinsey & company, 2011.
21University of Arkansas, Opening Up the Big Box: Measuring the Wal Mart eﬀect, The
Economist, 23 Febbraio 2006.
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prevedere quando i negozi avrebbero dovuto essere riforniti senza attendere l'or-
dine da Wal Mart. L'uso diﬀuso dei dati dei clienti sempre più granulari può
consentire ai retailers di migliorare l'eﬃcacia del loro marketing e del loro mer-
chandising. Le grandi leve dei dati, applicati alle operazioni e alla supply chain,
contribuiranno a ridurre i costi ed a incrementare nuovi vantaggi competitivi e
strategie per il fatturato dell'azienda. A questo proposito la McKinsey Global
Institute ha condotto una ricerca riguardo alle leve dei Big Data nel settore del
retail: ha individuato 16 leve Big Data suddivise nelle funzioni del marketing,
del merchandising, delle operazioni, della supply chain e nel nuovo modello di
business. È necessario precisare che, ai ﬁni di questo capitolo, ci soﬀermeremo
solo sull'aspetto del marketing per evidenziare la connessione con i Big Data e il
valore che possono trarne le aziende da questo tipo di connubio (appendice A).
Le leve del Big Data all'interno della funzione Marketing sono presentate di
seguito:
 Il cross selling: utilizza tutti i dati e le informazioni che sono raccolte sui
clienti, tra cui l'aspetto demograﬁco, la cronologia degli acquisti dei clienti,
le preferenze, i luoghi di acquisto in tempo reale e tante altre variabili per
aumentare la dimensione media di acquisto. Per esempio Amazon, come
già citato prima, impiega il ﬁltraggio collaborativo (ti potrebbe piacere
anche. . . ) per generare le richieste per ogni prodotto comprato o visitato.
Un altro esempio di questa leva è utilizzare le analisi dei dati per ottimizzare
le promozioni in negozio collegando gli elementi complementari e i prodotti
in bundle (pacchetti di prodotti);
 Dati basati sulla localizzazione di Marketing: si basa sulla crescente
adozione di smartphone e altri dati relativi alla localizzazione personale
forniti dai dispositivi mobili. Si rivolge ai consumatori che sono vicini ai
negozi o sono già all'interno. La startup PlaceCast aﬀerma che più del
50% dei suoi utenti acquistano in conseguenza degli annunci basati sulla
localizzazione: infatti circa il 50% dei titolari degli smartphone usa o intende
utilizzare i loro telefoni cellulari per il mobile shopping;
 Analisi del comportamento nel negozio: L'analisi dei dati sul compor-
tamento in negozio può contribuire a migliorare il layout del punto vendita, il
mix di prodotto e il posizionamento a scaﬀale. Le recenti innovazioni hanno
permesso ai dettaglianti di tracciare modelli di acquisto dei clienti, attingen-
do dai dati di localizzazione in tempo reale da applicazioni per smartphone,
dai risponditori commerciali di auto o passivamente monitorando la posi-
zione dei cellulari all'interno di un ambiente di vendita al dettaglio. Alcuni
rivenditori utilizzano software soﬁsticati di analisi delle immagini collegate
alle loro telecamere di sorveglianza per monitorare in negozio modelli di
traﬃco e consumo;
 La micro segmentazione della clientela: nonostante questa sia un'idea
familiare nel retail, tuttavia i Big Data hanno permesso delle innovazioni
negli anni recenti. Oltre a utilizzare i dati tradizionali, le ricerche di mercato
e i dati sugli acquisti storici, i rivenditori possono ora seguire i dati sul
comportamento dei singoli clienti inclusi i dati clickstream dal web;
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 Sentiment analysis: sfrutta i ﬂussi voluminosi dei dati generati dai con-
sumatori nelle varie forme dei social media per contribuire a informare sulle
decisioni aziendali. Per esempio i retailers applicano la sentiment analysis
per valutare le risposte in tempo reale alle campagne di marketing;
 Il miglioramento dell'esperienza del consumatore a più canali: mi-
gliorare l'esperienza multicanale del consumatore può essere un potente mo-
tore di vendita, di soddisfazione del cliente e di fedeltà. I retailers possono
utilizzare i Big Data per integrare le promozioni e i prezzi per il cliente an-
che quando i consumatori sono in linea, in negozio o stanno sfogliando un
catalogo. Per esempio Williams Sonoma ha integrato il database dei clienti
con le informazioni su 60 milioni di famiglie monitorando il loro reddito, i
valori delle loro abitazioni e il numero dei ﬁgli. Le email mirate, basate su
queste informazioni, ottengono da 10 alle 18 volte il tasso di risposta delle
email che non sono state mirate, e l'azienda è capace di creare diﬀerenti ver-
sioni dei propri cataloghi in sintonia con il comportamento e le preferenze
dei diversi gruppi di clienti22.
22McKinsey Global Institute, Big Data techniques and technologies, Big Data: The next
frontier for innovation, competition, and productivity, Giugno 2011: 67-68.
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1.4 Big Data e gli Open Big Data nel mondo: data.gov
Chi riceve un'idea da me, ricava conoscenza senza diminuire la mia; come chi
accende la sua candela con la mia ha luce senza lasciarmi al buio Cit. Thomas
Jeﬀerson in una lettera a Isaac Mac Pherson nel 1813.
In realtà i dati non sono solo big ma possono essere anche open. Gli Open
Big Data, cioè la liberazione dei dati dell'amministrazione, risponde alla speciﬁca
esigenza di dare concreta attuazione al principio secondo il quale i dati prodotti
dalle istituzioni pubbliche appartengono alla collettività e pertanto devono essere
resi disponibili, fruibili e riutilizzabili. Alcuni esempi di dati pubblici la cui fruibi-
lità migliorerebbe sensibilmente la vita delle numerose comunità che compongono
il complesso mosaico della società attuale, sono citati nel rapporto Open Data,
Open Society, di cui contestualizziamo alcuni ambiti di applicazione come per
esempio:
 La Geograﬁa: la geograﬁa dei luoghi suggerisce suggestioni di vastità,
ricchezza e diversità. Le istituzioni locali avrebbero l'opportunità di pia-
niﬁcare in modo più eﬃciente le proprie politiche di sviluppo territoriale e
urbanistico se, oltre a disporre dei dati che i singoli organi e enti già pos-
siedono, li condividessero fornendo un quadro più esaustivo del territorio
incrociandoli con mappe e visualizzazioni che rilevino aree protette o di in-
teresse artistico-culturale, risorse idriche o forestali, etc. . . . Inoltre il singolo
cittadino potrebbe trarre beneﬁcio dal sapere, per esempio, che la casa che
vorrebbe comprare sorge in un'area a idrogeologico (l'informazione è una
misura preventiva per evitare disastri territoriali);
 I Trasporti: la conoscenza della disponibilità dei dati sul traﬃco (la viabi-
lità, il numero stimato di vetture, lavori in corso, mobilità etc. . . ) potrebbe
recare un miglioramento al traﬃco urbano e alla progettazione dei trasporti
pubblici: si potrebbe pensare di far dialogare in real time i sistemi di rileva-
zione installati ai semafori, il sistema GPS sulle vetture23 piuttosto che su
un cellulare, con i database dei vigili urbani, della polizia stradale rendendo
i semafori  intelligenti, consentendo di facilitare la viabilità al cittadino e
favorendo l'azione tempestiva delle forze dell'ordine e del pronto interven-
to. Allo stesso tempo si potrebbe incentivare il trasporto pubblico fornendo
informazioni accurate e costantemente aggiornate, oppure si potrebbe ana-
lizzare meglio le fasce orarie in cui è maggiore la domanda del servizio del
trasporto pubblico e così altre ipotesi e scenari potrebbero emergere dalla
condivisione dei dati e dalla comunicazione intelligente tra le istituzioni;
 La Demograﬁa: i dati sulla composizione demograﬁca di una precisa area
(la scolarizzazione, la popolazione, l'età, il sesso, il tasso di natalità e di
mortalità. . . ) si conﬁgurano come una risorsa di una certa importanza ed
è il centro propulsore di qualsiasi iniziativa di carattere sociale ma anche
politico. Per esempio basti pensare quali vantaggi potremmo avere se incro-
ciassimo solo pochi dei tanti indicatori demograﬁci di cui siamo in possesso.
23Approfondimento al capitolo 2.4 Un uso integrativo tra i Big Data e Survey data: Big Data,
Social and Mobility data mining KDD lab-CNR Pisa.
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Una qualsiasi impresa potrebbe stabilire con maggiore precisione l'opportu-
nità di avviare o meno una determinata attività: un'area con un alto tasso
di natalità, la cui popolazione è giovane e in salute, è un luogo maggiormente
indicato per la costruzione di una struttura polisportiva con piscine attrez-
zate anche per il parto in acqua o parchi giochi piuttosto che un servizio di
riabilitazione per anziani;
 La Sanità: la salute di un Paese è inﬂuenzata anche dallo stato della sanità
pubblica e privata. La fruibilità di dati in questo settore permetterebbe di
individuare gli sprechi e di ottimizzare le spese e le politiche di gestione del
sistema sanitario;
 La Sicurezza: la vita delle persone spesso dipende anche dalla sicurez-
za dell'area urbana in cui vivono. Si tratta di un ambito particolarmente
sensibile;
 L'Energia: è importante conoscere i dati uﬃciali sul consumo e sulla pro-
duzione energetica (così come quelli sull'inquinamento atmosferico, sul dif-
fondersi di malattie etc. . . ) perché ciò recherebbe un notevole vantaggio per
i cittadini e permetterebbe di ridurre gli sprechi.
Quasi per ognuno degli ambiti di applicazione precedentemente analizzati esi-
ste nel mondo un'iniziativa di Open Data. Si tratta di un patrimonio pubblico,
un bacino di dati e applicazioni che si accresce ogni giorno grazie alla volontà
delle istituzioni e dei governi, ma anche per merito del lavoro degli attivisti e del
contributo dei singoli cittadini. Di seguito vengono riportati alcuni dei progetti
più signiﬁcativi degli Open Data nel mondo, riguardanti l'ambito giornalistico,
civico e pubblico. Il Data blog rappresenta uno porzione di spazio dove vengono
raccolte le iniziative giornalistiche, relative ai Big Data, del quotidiano inglese
The Guardian; il blog aﬀronta argomenti che vanno dal sondaggio annuale sugli
stipendi dei dirigenti delle principali aziende inglesi alle inchieste sul sistema sco-
lastico e l'università, ﬁno all'analisi della disoccupazione e alle statistiche europee.
Il lavoro principale all'interno del Data Blog è quello di raccolta e raﬃnazione dei
dati, i quali vengono selezionati, puliti, uniformati in un unico formato aperto e
poi pubblicati e corredati da post, visualizzazioni e strumenti per l'interazione.
Nell'ambito istituzionale la prima iniziativa in materia di Open Data nasce negli
Stati Uniti e si chiama data.gov. Questo progetto ha l'obiettivo di accrescere
l'accesso pubblico alle banche dati aperte e ad alto valore aggiunto prodotte dal
ramo esecutivo del governo federale degli Stati Uniti. Inoltre data.gov mira a
portare il governo a livello di trasparenza senza precedenti nella convinzione che
la chiarezza e l'apertura derivanti da una simile iniziativa raﬀorzino la democrazia
e favoriscano l'eﬃcienza del governo. data.gov è un progetto che vuole crescere e
basa le sue prospettive di crescita sulla partecipazione e collaborazione del pub-
blico, i suoi feedback o i suggerimenti relativamente ai settori per i quali vorrebbe
che il governo pubblicasse e rendesse accessibili i suoi dati.
In numeri data.gov fornisce 379.831 banche dati (come per esempio le direttive
sulla sicurezza nucleare o le cifre relative all'adozione degli OGM da parte degli
agricoltori americani) 922 applicazioni del governo e 236 applicazioni sviluppate
dagli utenti e raccoglie dati di 172 agenzie. Dopo il pioniere statunitense anche
16
Figura 1.4: data.gov
il governo australiano e neozelandese hanno lanciato i rispettivi di Open Data
data.govt.nz e data.gov.au. Quest'ultimo ha una struttura molto più simile a
quello americano: è un mezzo per trovare, accedere e riutilizzare facilmente i dati
governativi. Inﬁne un ultimo esempio di Open Data istituzionale riguarda il lancio
di data.gov.uk nel Regno Unito. Sul sito si evidenzia come un governo trasparente
sia più comprensibile dai cittadini nel suo funzionamento e nelle sue scelte; con
oltre 5.400 dataset provenienti da tutti i dipartimenti centrali del governo e dai
diversi organi pubblici e istituzionali locali data.gov.uk si presenta come un portale
molto user-friendly, esplicativo, ricco di sezioni e applicazioni in genere24.
24Fama, Andrea, Open Data: Data journalism, trasparenza e informazione al servizio della
società nell'era digitale, E-book.
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1.4.1 Open Big Data in Italia: public sector
La cultura delle decisioni d'impresa in Italia è scarsamente propensa all'innova-
zione. La maggior parte delle aziende si limita a leggere e analizzare solo alcune
tipologie di dati, per esempio quelli provenienti da CRM tradizionali, mentre non
considera la miniera di informazioni che i clienti condividono in rete. Secondo uno
studio eﬀettuato da IT research e consulting director di IDC Italia, lo scorso anno
molte imprese hanno rinviato o rinunciato a fare investimenti mentre per l'anno
in corso sembra esserci qualche segnale positivo. Il 2013 è l'anno delle sperimenta-
zioni in Big Data con il 64% delle organizzazioni che sta investendo o pianiﬁca di
investire in tecnologie Big Data rispetto al 54 % registrato nel 2012. I settori che
guidano gli investimenti Big Data nel 2013 sono quelli di media e comunicazioni,
servizi bancari, mentre gli investimenti pianiﬁcati per i prossimi due anni sono
più elevati per il settore dei trasporti (50%), sanitario (41%) e assicurativo (40%)
(indagine condotta da Gartner Business magazine). Nel settore pubblico i Big
Data potranno fornire ai cittadini il miglioramento dei servizi, l'ottimizzazione
delle risorse, la razionalizzazione della spesa, la gestione del traﬃco stradale, ma
anche l'individuazione facile degli evasori. Senza dubbio la pubblica amministra-
zione è uno dei principali collettori e generatori dei dati (spesso dispersi e non
sempre strutturati); infatti il suo patrimonio informativo e della sanità italiana nel
suo complesso conta più di 3800 CED (Centro Elaborazione Dati) e oltre 58000
server ﬁsici. Ad esempio solo nella regione Piemonte la in-house gestisce più di
1400 database. La PA (Pubblica Amministrazione) oﬀre una grande varietà di
dati, dai dati strutturati, come quelli memorizzati in fogli di calcolo e nei database
tradizionali, ai dati non strutturati che non risiedono nei campi ﬁssi e includo-
no i testi form-free (articoli, libri, audio, immagini e video). L'eterogeneità e la
disomogeneità dei dati della PA si riﬂettono in molteplici aspetti:
 La varietà dei formati riscontrati: testi, fogli elettronici, audio, video
formati particolari ambiti come HL /CDA2 per il mondo sanitario;
 La classiﬁcazione dei dati (dati strutturati, semi-strutturati e non strut-
turati);
 La diﬀerente qualità dei dati;
 La diversità nelle forme di provenienza dei dati: (ambito sociale, geogra-
ﬁco, mobilità, turismo, ambiente, meteo ma anche commerciale/marketing);
 La dissomiglianza delle fonti informative: l'integrazione di moltissimi da-
tabase della PA centrale, regionale e locale e l'informazione non strutturata
su internet.
Moltissimi data store governativi sono stati aperti in tutto il mondo. Il primo
che ha spianato la strada agli altri è stato sicuramente data.gov americano lanciato
dal governo Obama in seguito alla Direttiva sugli open government nel dicembre
2009. Anche in Italia da parte di enti locali e centrali è stata avvertita l'esigenza
di costituire dei data store; il pioniere in assoluto è stato quello della Regione
Piemonte (2010) dati.piemonte.it seguito da quello dell'Emilia Romagna (2011).
18
Figura 1.5: Distribuzione geograﬁca degli Open Data in Italia (fonte: data.gov.it)
I vantaggi che le PA possono ottenere dalla raccolta e dall'uso dei Big Data
toccano aspetti come i risparmi da eﬃcienza operativa, ma anche l'incremento
della trasparenza a beneﬁcio di tutti i cittadini. A tal proposito l'osservatorio
Netics, a titolo esempliﬁcativo, ha prodotto una serie di assunti di scenario relativi
a un'adozione di modelli organizzativi basati su tecnologie Big Data:
 La PA centrale, le regioni e le autonomie locali ottengono evidenti beneﬁci
grazie a modelli predittivi, di real time mining e di contrasto all'evasione e
all'elusione ﬁscale;
 Gli enti locali ottimizzano i loro sistemi e servizi per la sicurezza urbana, il
trasporto pubblico, la pianiﬁcazione urbanistica e del traﬃco, ma potranno
fornire anche servizi pubblici alla persona, grazie a sistemi predittivi di feno-
meni socio-demograﬁci, turistici, di ordine pubblico anche con il contributo
delle smart cities;
 I sistemi sanitari regionali recuperano eﬃcienza e produttività grazie al mo-
nitoraggio in real time di tutti i dati in entrata nel sistema sanitario e
socio-assistenziale;
 Lo sviluppo di tecniche perfezionate di rilevazione di fenomeni epidemiolo-
gici contribuisce alla riduzione dei costi di approvvigionamento di vaccini e
riduce accessi ai ricoveri e al pronto soccorso.
In realtà i dati della pubblica amministrazione non sono solo big ma anche
open. Gli open-Big Data, cioè la liberalizzazione dei dati dell'amministrazione,
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rispondono alla speciﬁca esigenza di dare concreta attuazione al principio secondo
il quale i dati prodotti dalle istituzioni pubbliche appartengono alla collettività e
pertanto devono essere resi disponibili, fruibili e riutilizzabili. Gli open-Big Data
mirano a25:
 Aumentare la trasparenza degli organismi pubblici e conferire valore sociale;
 Incrementare la partecipazione e la collaborazione tra pubblico e privato;
 Favorire lo sviluppo economico incentrato sul riuso dei dati.
25Netic ICS, Bigdataworld: introduzione ai Big Data per la PA, 2012.
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1.5 Opportunità e rischi: privacy e agenda digitale
L'agenda digitale italiana è stata istituita il primo marzo 2012 col decreto del
Ministro dello sviluppo economico, di concerto con il Ministro per la pubblica
amministrazione, il Ministro per la coesione territoriale, il Ministro dell'istruzione
e il Ministro dell'economia e delle ﬁnanze. Il 4 Ottobre 2012 è stato approvato
dal Consiglio dei Ministri il provvedimento Crescita 2.0 in cui sono previste le
Misure per l'applicazione concreta dell'ADI. L'agenda italiana è stata pensata
come strumento di ricerca per sfruttare al meglio il potenziale delle tecnologie della
comunicazione e dell'informazione per favorire l'innovazione, la crescita economica
e la competitività. I principali interventi sono stati previsti nei seguenti settori:
 Nell'identità digitale;
 Nel rapporto tra PA digitale e open data;
 Nell'istruzione digitale;
 Nella sanità digitale;
 Nel divario digitale;
 Nella giustizia digitale;
 Nei pagamenti elettronici (la moneta elettronica).
Ormai la quantità dei dati su internet cresce a ritmi esponenziali e il man-
tenimento della privacy sta diventando algoritmicamente impossibile secondo
l'allarme lanciato da Technology Review. La gestione dei Big Data pone alcune
riﬂessioni da fare in termini di privacy, controllo, conservazione dei dati, traspa-
renza dell'analisi e sicurezza. L'obbligo di garantire il rispetto della normativa
sulla tutela della privacy dei cittadini riguarda tutti: le pubbliche amministrazio-
ni, le aziende private, i media, i professionisti, le associazioni e le organizzazioni di
qualunque tipo che abbiano a disposizione archivi informatizzati contenenti dati
personali; sono tenuti a proteggerli adeguatamente e a non divulgare le informa-
zioni che possono ostacolare il diritto alla riservatezza. Tra i maggiori problemi
posti alle normative esistenti c'è quello relativo alla regolamentazione, al trat-
tamento e alla circolazione dei dati personali. L'informativa sui dati personali
(riportata in appendice B) tiene conto di un uso molto limitato. Se vengono ef-
fettuate correlazioni diverse e utilizzi diﬀerenti da quelli elencati tassativamente
nell'informativa si incorre in un trattamento illecito dei dati e non autorizzato e
pertanto considerato sanzionabile. La privacy viene intesa come diritto alla tutela
dei dati personali e alla riservatezza. Navigando in rete spesso non comprendiamo
i livelli di pubblicità che diamo alle nostre condivisioni e opinioni oppure accettia-
mo con molta leggerezza clausole poco chiare che permettono a terzi di acquisire
i nostri dati comportamentali (quello che accade tramite social network o con
applicazioni su web o su smartphone26) . A questo proposito si sta muovendo
l'Unione europea che ha intenzione di introdurre il principio della Privacy by
Design : è un concetto che si è sviluppato negli anni 90 per far fronte agli eﬀetti
26Cosenza, Vincenzo, La Società dei dati, 2012, E-book.
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sempre crescenti e sistematici delle tecnologie dell'informazione e della comuni-
cazione e dei sistemi dei dati delle reti su larga scala. Il concetto di Privacy by
Design27 è volto ad assicurare una maggiore privacy ed a tutelare e garantire il
controllo sulle proprie informazioni personali. Dunque gli obiettivi della Privacy
by Design possono essere attuati osservando i seguenti principi fondazionali:
 Prevenire non correggere; l'approccio è caratterizzato da interventi di
tipo proattivo e predittivo, cioè anticipa e previene gli eventi dannosi della
privacy prima ancora che si veriﬁchino;
 La privacy come impostazione di default; non viene richiesta alcuna
azione da parte dell'individuo per proteggere la privacy;
 La privacy incorporata nella progettazione; la privacy è integrata nel
sistema senza diminuirne la funzionalità;
 La massima funzionalità; mira a conciliare tutti gli interessi legittimi;
 La sicurezza sino alla ﬁne; assicura che i dati siano conservati con cura
e poi distrutti in modo sicuro alla ﬁne del processo;
 La visibilità e la trasparenza; le sue componenti e le operazioni restano
visibili sia agli utenti sia ai fornitori;
 Il rispetto della privacy dell'utente; è importante la centralità dell'u-
tente.
27Cavoukian, Ann, Privacy by Design, <www.privacybydesign.ca>,Ontario-Canada.
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Capitolo 2
L'uso dei Big Data nella
statistica uﬃciale
In che modo l'Istat si relaziona con i Big Data? L'Istat produce delle statistiche
uﬃciali seguendo un processo produttivo rigoroso, seguendo regoledi qualità con-
trollate con un processo di elaborazione ben deﬁnito. I Big Data sono ottenuti con
un processo produttivo diverso, in quanto sono dati con dimensioni non trattabili
con tecnologie tradizionali, hanno un'acquisizione continua in istanti predeﬁniti,
hanno una qualità non controllata e in generale sono caratterizzati da un processo
di produzione dei dati non controllato. Nonostante alcuni limiti, i Big Data sono
un'enorme opportunità di cui tener conto anche attraverso tecnologie e metodo-
logie tradizionali per produrre risultati, per esempio quello del Record Linkage
con architetture hadoop e mapreduce. I vantaggi che apportano i Big Data agli
istituiti di statistica uﬃciale sono:
 Producono nuove variabili, ad esempio (le online sales) non misurate ﬁnora;
 Forniscono dati in tempo reale;
 Permettono di costruire informazioni che aiutano a capire i fenomeni (social
data mining), correggere e validare le informazioni e aumentare l'eﬃcienza
campionaria;
 Aggiungono nuova conoscenza attraverso alcuni patterns/clusters (modelli
che permettono di raccontare storie e migliorare l'eﬃcienza di certi percorsi);
 Producono variabili ausiliarie per stimare meglio e predire certi fenomeni
(nowcasting).
Alcuni esempi possono essere l'indice di disoccupazione inferito dai proﬁli di
attività ottenuti per data mining dei record di telefonia mobile, oppure il calcolo
o il monitoraggio di nuovi indicatori di benessere/performance sociale a partire
da fonti di Big Data non standard (come social network, telefonia e navigazione
satellitare, social media) e dagli acquisti della grande distribuzione (tramite carte
ﬁdelity). I Big Data tuttavia sono suscettibili di problemi di qualità a vari livelli
soprattutto in termini di correttezza, aggiornamento e completezza, in termini di
aﬃdabilità o reputazione della sorgente. Essi inoltre possono presentare problemi
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legati ai metadati che descrivono il dato memorizzato e la sua provenienza. Un
progetto primario sarebbe la convalida dell'aﬃdabilità dei dati. Per esempio si
parla di fail proﬁle, un proﬁlo falso raccontato dai social network1: questo è
un elemento su cui fare attenzione per quanto riguarda la qualità del dato di
provenienza e il risultato che si ottiene a valle. I Big Data possono conﬁgurarsi
come un'opportunità per risolvere i problemi legati alla qualità del dato ovvero:
 Possono risolvere problemi di missing data attingendo all'elevato numero di
fonti;
 Risolvono problemi di inconsistenza sfruttando la ridondanza delle fonti.
1Facebook ha aﬀermato che gli account duplicati rappresentano una percentuale che varia
fra il 4.3% ed il 7.9%. Inoltre ha dedotto che il numero dei proﬁli falsi si attesta fra 68 e 138
milioni di persone.
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2.1 Rapporto tra Istat e Big Data
Per gli istituti nazionali di statistica i Big Data sono utili ma è necessario deﬁnire
le modalità: per esempio le tecniche di sentiment analysis o di opinion mining
non sono attribuibili alla statistica uﬃciale in quanto i dati della statistica uﬃciale
sono certiﬁcati da un iter di produzione che ne garantisce la qualità. Da un punto
di vista internazionale esiste un High Level Group Bas (High level group for
strategic developments in business architecture in statistics) è un gruppo formato
da nove presidenti di istituti di statistica di livello internazionale. Nella visione
strategica del gruppo aﬀermano che c'è un'abbondanza di dati e dunque devono
mirare a modiﬁcare le modalità con cui lavorare ma anche ai prodotti in statistica.
L'Istat in quest'ottica l'organizzazione ha un programma pluriennale chiamato
STAT 2015 articolato nelle seguenti fasi:
 Assicurare una regia complessiva dell'intero processo di innovazione;
 Sviluppare i progetti in maniera coerente con una visione di lungo termine;
 Rendere disponibili infrastrutture comuni o servizi generalizzati e riutiliz-
zabili.
Nella fase d'acquisizione sono previsti tre tipi di dati:
 Dati da rilevazione;
 Dati da archivi amministrativi;
 Big Data.
Per concludere le aree di interesse per l'Istat sono:
 Le statistiche sul traﬃco e sui trasporti; informazioni in tempo reale
da molti siti web o social network in aggiunta alle statistiche uﬃciali già in
produzione;
 Le statistiche sulle vendite al dettaglio; fornite dai dati dei siti e-
commerce e da google trends;
 Le statistiche sui prezzi; per il miglioramento dell'indice dei prezzi al
consumo tramite l'uso di software dedicati alla raccolta dei dati da internet
Billion Price Project;
 Le statistiche sui social media; possibilità di analisi dei messaggi dispo-
nibili attraverso internet per migliorare indicatori statistici;
 Indicatori di benessere; attraverso il text mining dei messaggi sui social
network (soprattutto su Twitter);
 Monitoraggio del fenomeno smart cities; una tematica multidimensio-
nale che richiede la disponibilità a livello locale di dati che vengono prodotti
attraverso l'integrazione di statistiche uﬃciali, archiviazione e Big Data2.
2Barcaroli, Giulio, L'uso dei Big Data per la produzione statistica, 2013.
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2.2 Survey data: indagini campionarie e il processo di
produzione dei dati
Le indagini campionarie partono dall'analisi di un campione, cioè il sottoinsieme
particolare della popolazione individuato in quest'ultima in modo da consentire la
generalizzazione dei risultati di analisi all'intera popolazione. Per uno statistico
conoscere una popolazione signiﬁca comprenderne le sue caratteristiche qualitative
e quantitative e tecnicamente conoscerne il valore assunto da alcuni parametri.
Aﬃnché un'indagine possa essere considerata statistica dovrebbero sussistere le
seguenti condizioni:
 Deve essere eﬀettuata con tecniche che consentono di associare a ciascuna
stima una misura del suo errore;
 Deve seguire procedure e fasi ben deﬁnite nel processo di produzione di dati.
Come già anticipato, il processo di produzione dei dati segue un preciso iter
caratterizzato dalle seguenti fasi:
1. Fase di progettazione:
Si compone di due sottofasi: la prima comprende la deﬁnizione delle ipo-
tesi di ricerca e cioè la deﬁnizione degli obiettivi di indagine.Tale sottofase
comporta:
 L'esame del fenomeno e la deﬁnizione degli scopi dell'indagine;
 La raccolta e l'esame delle informazioni disponibili che riguardano il
fenomeno e la rassegna della letteratura;
 La deﬁnizione degli aspetti e dei caratteri da rilevare;
 La deﬁnizione delle variabili che rappresentano e deﬁniscono il proble-
ma (cosa rilevare);
 L'identiﬁcazione delle variabili indipendenti;
 La validazione teorica e la deﬁnizione dei criteri di veriﬁca.
La seconda sottofase comprende la deﬁnizione, la scelta e la costruzione
dello strumento di rilevazione ovvero di un sistema di designazione e
classiﬁcazione degli aspetti; esso deve rispettare i seguenti requisiti:
 Essere aﬃdabile ovvero stabile/ripetibile e riproducibile: lo stesso
osservatore che ripete la medesima osservazione deve poter riprodurre
lo stesso risultato;
 Essere valido, inteso come rappresentativo, esaustivo ed esclusivo.
La scelta dello strumento è condizionata, oltre che dall'ipotesi di ricerca,
anche da altri fattori come la modalità di rilevazione (individuale, collettiva,
per telefono, per posta, con intervistatore, senza intervistatore etc. . . ), il
livello culturale degli intervistati, il livello di complessità degli argomenti da
rilevare, il numero dei soggetti da raggiungere, la variabilità delle risposte e
la possibilità di prevederle. Inﬁne il campionamento riguarda:
26
 La deﬁnizione dell'oggetto da osservare, quindi l'unità di rilevazione;
 L' identiﬁcazione dello spazio temporale cui i risultati vanno riferiti.
2. La fase di rilevazione presenta i seguenti passaggi:
 La pianiﬁcazione della ricerca sul campo, l'osservazione del fe-
nomeno e la raccolta dati attraverso la misurazione delle grandezze
deﬁnite in precedenza;
 La veriﬁca: dopo la raccolta i dati devono essere sottoposti a una serie
di veriﬁche ﬁnalizzate al controllo della completezza delle informazioni
e conseguente integrazioni delle informazioni recuperabili; item L'ac-
quisizione e il trattamento dei dati: prevede la codiﬁca dei dati
rilevati, l'eventuale analisi e post codiﬁca delle domande aperte e la re-
gistrazione (il trasferimento dei dati codiﬁcati su supporti magnetici)
che può essere controllata attraverso:
 La veriﬁca della registrazione;
 Il controllo sull'intervallo delle risposte ammissibili;
 Le impostazioni di condizioni logiche sui dati in registrazione.
3. La fase dell'elaborazione dei dati costituisce i seguenti momenti:
 La lettura dei dati;
 La revisione e la ricodiﬁca;
 La gestione e la manipolazione.
La maggior parte dei programmi statistici consente di eﬀettuare tutte le
funzioni di gestione e preparazione dei dati per l'analisi in modo più semplice
per l'utente.
4. La quarta fase prevede due momenti distinti:
 L'applicazione di procedure di veriﬁca, di aﬃdabilità e di
validità degli strumenti utilizzati;
 L'analisi statistica: a seconda del tipo di indagine i principali obiet-
tivi dell'analisi statistica possono essere la descrizione delle caratteri-
stiche dei fenomeni osservati, l'individuazione dei modelli per spiegare
tali variazioni o la previsione di eventuali variazioni future. In un pri-
mo momento l'analisi può riguardare l'esame dettagliato di ciascuna
variabile separatamente (l'analisi uni variata) col proposito di indivi-
duare dati anomali, le distorsioni e le asimmetrie in una distribuzione;
un secondo livello di analisi può prendere in considerazione le relazioni
tra variabili o il confronto tra i casi. Inﬁne un terzo livello coinvol-
ge i gruppi di variabili (analisi multivariata) ricorrendo a tecniche di
aggregazione e di disaggregazione tra gruppi.
5. La quinta e ultima fase si occupa della comunicazione, descrizione e
diﬀusione dei risultati; si tratta di stendere un rapporto che dovrebbe
presentare i seguenti punti:
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 Deﬁnizione del problema e della popolazione oggetto di studio;
 Descrizione delle procedure seguite per svolgere la ricerca e che riguar-
dano la rilevazione, gli strumenti di rilevazione e il trattamento dei dati
(codiﬁca, registrazione, eliminazione dei dati. . . );
 Descrizione dei metodi di analisi utilizzati e presentazione delle elabo-
razioni statistiche;
 Risultati ottenuti e confronto con le ipotesi di ricerca;
 Valutazione dei risultati e suggerimenti per ulteriori indagine e veriﬁ-
che;
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2.3 Il proﬁlo dell'errore nei survey data
L'errore totale, misura dell'accuratezza, può essere generato da numerose cause
che chiameremo in seguito le fonti dell'errore. Una prima distinzione viene fatta
tra :
 Errore campionario: errore dovuto all'osservazione di un sottoinsieme
(campione) della popolazione oggetto di studio nell'indagine;
 Errore non campionario: errore dovuto a ogni tipo di accuratezza e
imprecisione commessa e /o subita in una qualsiasi fase del processo di
produzione dell'informazione.
Nel seguito viene proposta un'ulteriore classiﬁcazione per gli errori non cam-
pionari comunemente accettata in ambito scientiﬁco:
 Gli errori di rilevazione (variano rispetto alle modalità di contatto), so-
no spesso causati dall'inﬂuenza degli eventuali intervistatori, da reticenze o
timori di non aver garantito la privacy, dalla scarsa motivazione a risponde-
re, dalla mancanza di informazione dei rispondenti e inﬁne da errori nella
codiﬁca dei quesiti aperti e dall'editing dei dati. Possono essere classiﬁcati
a sua volta in errori di risposta e di mancata risposta. L'errore di
risposta si veriﬁca quando si rileva un valore diverso da quello vero. Molto
importanti sono quelli generati da quesiti retrospettivi (eﬀetto di ricordo)
e da risposta proxy (nell'indagine può essere previsto che, se non si trova
l'individuo selezionato, un'altra persona possa rispondere fornendo le infor-
mazioni che riguardano l'individuo selezionato). Per individuare tali errori
si adottano controlli di coerenza delle risposte, ma in genere sono diﬃcili da
distinguere. Per quanto riguarda gli errori di mancata risposta, si deve
distinguere fra il caso di mancata risposta totale, dove la persona riﬁuta
di sottoporsi all'intervista e la mancata risposta parziale, dove la persona
partecipa all'intervista ma si riﬁuta di rispondere ad alcuni quesiti. La man-
cata risposta totale può essere accidentale se non è concentrata su certe
tipologie di rispondenti e riduce la numerosità campionaria facendo dimi-
nuire l'aﬃdabilità di tutte le stime; la mancata risposta può essere anche
non accidentale, ovvero se è concentrata su certe tipologie di rispondenti e
non solo riduce la numerosità campionaria ma può avere eﬀetti distorsivi su
tutte o alcune delle stime. Inoltre può compromettere la rappresentatività
del campione.
 Gli errori di copertura sono dovuti a imperfezioni nella corrispondenza
tra la lista utilizzata per selezionare e contattare le unità statistiche e la
popolazione oggetto di indagine. Gli errori di copertura possibili sono di due
tipi: gli errori di sovra copertura, che prevedono l'inclusione nell'indagine
di unità non appartenenti alla popolazione oggetto di interesse e gli errori
di sotto copertura, che prevedono l'impossibilità di selezionare o coinvolgere
nell'indagine unità appartenenti alla popolazione oggetto.
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 Gli errori di misurazione: sono errori costituiti dalla diﬀerenza tra il
vero valore della caratteristica da misurare su una data unità. Tali diﬀe-
renze possono essere introdotte dal rispondente stesso (per dimenticanza o
imprecisione) oppure dallo svolgimento delle fasi di elaborazioni successive
alla raccolta del dato. Esempi di questo secondo caso sono tutti gli erro-
ri introdotti dalle operazioni di registrazione su supporto informatico o di
codiﬁca dai quesiti aperti.
Quindi come ottenere dei buoni dati? Si cerca di disporre di misure e risposte
accurate per le caratteristiche di interesse osservate sul campione. Risulta fonda-
mentale evitare gli errori di misura, un aspetto questo particolarmente importante
in indagini sulla popolazione mediante l'uso di questionari, in quanto:
 non sempre la risposta corrisponde al vero;
 la domanda non è posta in modo chiaro;
 la memoria non è infallibile;
 gli intervistatori non sono neutrali, aiutano e orientano involontariamente
le risposte;
 il modo in cui sono poste le domande orienta le risposte.
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2.4 Un uso integrativo tra i Big Data e Survey data:
Big Data, Social and Mobility data mining KDD
lab-CNR Pisa
Il nome sociale davanti a data mining indica che tutti gli aspetti sociali hanno
un qualche livello che i ﬁsici chiamano proxy, cioè un modellino giocattolo che,
attraverso i dati, riesce a rappresentarlo. I nostri desideri, sentimenti, preferenze,
stili di vita, relazioni sociali, movimenti sono tutti aspetti che trovano incarnazione
nella quantità enorme della grande mole di dati. Recentemente l'Istat ha cercato
di ottenere una collaborazione con gli enti di ricerca come il CNR e le università
al ﬁne di trarre vantaggio dall'integrazione dei Big Data e dei dati provenienti
dalla statistica uﬃciale. Come già discusso precedentemente, i Big Data oﬀrono
numerose opportunità per le aziende, per la pubblica amministrazione ma anche
per i cittadini:
 La produzione su nuove variabili;
 Il miglioramento di campioni, imputazioni e stime;
 Il miglioramento delle stime per piccole aree;
 Nowcast e forecast di aggregati statistici;
 Il supporto alla valutazione della qualità;
 Il perfezionamento della gestione dei processi;
 L'individuazione di nuove esigenze degli utenti.
Inoltre le aree di sperimentazioni dell'Istat nel breve periodo saranno le se-
guenti:
 l'uso di tecniche di web scraping e machine learning per migliorare le
indagini Istat come la rilevazione sulle tecnologie dell'informazione e della
comunicazione nelle imprese e nelle pubbliche amministrazioni, ma anche
l'indice dei prezzi al consumo;
 l'utilizzo delle informazioni di internet come informazioni ausiliari, per
esempio google trends per nowcasting e forecasting;
 l'utilizzo del footprint3generate dai tracking device (cellulari GSM,
GPS) per individuare i bacini di movimento che possono essere usati per
rideﬁnire i sistemi locali4.
Proprio su quest'ultimo argomento è stato attivato un fronte di collaborazione
tra la statistica e l'informatica sul tema della mobility data mining trattato dal
gruppo di ricerca del consiglio nazionale delle ricerche (CNR) e dall'istituto di
scienza e tecnologie dell'informazione (ISTI) di Pisa. Nel corso dell'undicesima
3Impronte/tracce.
4Barcaroli, Giulio, L'uso dei Big Data per la produzione statistica, 2013.
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conferenza nazionale di statistica la dott.ssa Fosca Giannotti, direttrice delle ri-
cerche del CNR, ha illustrato le opportunità dei Big Data nel mondo e in Italia
soﬀermandosi soprattutto sul suo progetto di ricerca legato alla mobilità5. Lo stu-
dio sulla mobilità ha l'obiettivo di fornire una visione generale dello stato attuale
della mobilità all'interno della città. Il calcolo di statistiche e indicatori è utilizza-
to come strumento di supporto alle decisioni nell'ambito della pianiﬁcazione, nella
progettazione dei servizi e dei trasporti e per la formulazione del piano urbano
della mobilità. L'indagine ha lo scopo principale di evidenziare e comprendere la
mobilità delle persone studiate sotto diversi punti di vista e a partire da un pool di
dati di diversa natura. Lo studio della mobilità richiede il contributo di molti dati
eterogenei; infatti per lo studio in oggetto sono stati collezionati dati provenienti
da diverse sorgenti pubbliche e private. Per quanto riguarda le sorgenti pubbliche
sono stati selezionati dati statistici dei censimenti dall'Istat e relativamente alle
sorgenti private sono stati collezionati i seguenti dati:
 Le tracce dei GPS dei veicoli privati (Octo Telematics);
 I dati GSM dei clienti presenti nell'area forniti da Wind s.p.a.
 I dati dei pannelli a Messaggio Variabile (Pisa Mo s.p.a.);
 I dati del trasporto pubblico urbano forniti dalla Cpt.
Lo studio sulla mobilità è stato ricostruito prevalentemente utilizzando l'inda-
gine alle famiglie come da censimento Istat 2001 opportunamente integrato con
altre analisi statistiche e di data mining relative a dati di mobilità provenienti da
diverse fonti. Il documento del censimento Istat 2001 rappresenta attualmente
la fonte di dati di riferimento per questo tipo di analisi utilizzato dalle ammi-
nistrazioni e dai centri di statistica. Tuttavia l'Istat, contando i dati di più di
undici anni fa, non si conﬁgura più una fonte attendibile di informazioni poiché ci
attendiamo che in questi anni la distribuzione della popolazione e la domanda di
mobilità siano cambiate notevolmente. Da qui nasce l'esigenza di integrare i dati
dell'Istat relativi al censimento della popolazione con dati più aggiornati spesso
provenienti da survey collezionati successivamente su campione di popolazione o
altri tipi di dati, quali dati di telefonia (Gsm) e dati Gps. Gli obiettivi della
mobility data mining sono i seguenti:
 Eﬀettuare l'analisi della mobilità tramite modelli estratti dai dati raccolti
attraverso i sensori e le reti wireless (attraverso l'integrazione delle diverse
fonti di informazioni);
 Sperimentare alcuni servizi speciﬁci per promuovere l'uso del TPL (Traspor-
to Pubblico Locale) e per ottimizzare l'uso dei mezzi privati nei percorsi
casa/lavoro/casa rivolti a:
 Decisori pubblici;
5Giannotti, Fosca, Big Data: il paradosso dell'abbondanza nella società della conoscen-
za, Diluvio di dati: nuove statistiche, nuovi produttori, Atti del convegno IV, XI Conferenza
Nazionale di Statistica, 2013.
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 Al cittadino.
Un altro progetto interessante guidato sempre dal KDD lab (laboratorio Kno-
wledge Discovery e Data Mining di Pisa) prevede lo studio sulla mobilità indi-
viduale ponendo maggiormente l'attenzione sulla mobilità sistematica e sull'in-
dividuazione dei percorsi casa/lavoro/casa di ogni individuo. Questo studio ha
l'obiettivo di identiﬁcare dei veri e propri proﬁli di utenti in base alla loro at-
titudine alla mobilità e al modo in cui si spostano. Inoltre è utile per fornire
informazioni riguardo ai diversi path di accesso alla città; potrebbe essere utile
per studiare quale potrebbe essere un comportamento di car pooling 6 oppure ca-
pire qual è la domanda rispetto alla progettazione nel trasporto pubblico. Un'altra
opportunità oﬀerta dai Big Data è quella relativa all'utilizzo di dati provenienti
anche da cellulari call record su cui è stato condotto uno studio sulle abitudini
di chiamata; l'obiettivo era quello di caratterizzare i ﬂussi turistici a Pisa ovve-
ro ricostruire proﬁli diversi in base alle modalità di chiamata degli individui. È
possibile proﬁlare i soggetti che chiamano in residenti, pendolari o visitatori dal-
le chiamate eﬀettuate (per esempio: i residenti risultano chiamare sempre) con
l'obiettivo di vedere come vengono distribuiti ciascuno di questi proﬁli sulla popo-
lazione complessiva e di risalire a delle regole che possano permettere di calcolare
degli indicatori7.
Un ultimo progetto relativo allo studio sulla mobilità riguarda la possibilità
di far emergere i veri conﬁni di un territorio rispetto ai conﬁni amministrativi
dettati dal nostro comportamento per capire quale sia il conﬁne ottimale delle
nostre province. A livello alto in Toscana quello che emerge dal comportamento
delle persone e dalle tracce dei loro spostamenti sono dei conﬁni molto marcati
e quindi dei bacini di mobilità che si suggeriscono senza andare a sovraimporre
su basi ideologiche e culturali. Il nucleo dell'approccio mobility data mining è un
atlante della mobilità urbana, uno strumento analitico per la mobilità, chiamato
M-Atlas, ovvero una piattaforma per l'integrazione, analisi e navigazione di dati
per mobilità sviluppata al KDD lab. La piattaforma si basa sull'idea che un
progetto sia costruito a partire da alcune sorgenti di dati e dall'applicazione di
operazioni su di esse.
Figura 2.1: Dati in real time (Fonte Istat)
6Indica una modalità di trasporto che consiste nella condivisione di automobili private tra
un gruppo di persone; è uno degli ambiti di intervento delle cosiddetta mobilità sostenibile.
7Studio di mobilità urbana pisana, 2012.
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Capitolo 3
Data mining e Big Data
Per Data mining s'intende l'attività di elaborazione in forma graﬁca o numerica
di grandi raccolte o di ﬂussi continui di dati con lo scopo di estrarre informazione
utile a chi detiene i dati stessi1. L'estrazione di conoscenza, ossia di informa-
zioni signiﬁcative, avviene tramite l'individuazione delle associazioni, patterns, o
sequenze ripetute, nascoste nei dati. Il termine Data mining è considerato come
una fase chiave del processo del KDD (Knowledge Discovery in Databases) ov-
vero un processo di analisi dei dati ﬁnalizzato alla scoperta di nuova conoscenza
accurata e utile per comprendere e modellare i fenomeni del mondo reale cor-
rispondenti ai dati e supportare quindi le decisioni aziendali. Il data mining è
una disciplina recente e ha un approccio multidisciplinare: è collocata al punto
di intersezione di varie aree scientiﬁche e in particolare la statistica, l'intelligenza
artiﬁciale (machine learning e pattern recognition) e la gestione del data base.
Nel prossimo paragrafo andremo ad approfondire alcuni aspetti del data mining.
1Azzalini, Adelchi e Bruno Scarpa, L'analisi dei dati e Data mining, 2009.
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Figura 3.1: Importanza delle tecniche di Data Mining
3.1 Motivazioni e introduzione
Siamo in una realtà che è sempre più sommersa di dati; addirittura molti esperti
del settore parlano di diluvio di dati proprio per indicare l'abbondanza di dati
che ci circonda ogni giorno: dati che provengono dagli acquisti o scontrini ﬁscali,
da pagine web e sistemi di e-commerce, ma anche da transazioni bancarie e carte
di credito. La nuova realtà tecnologica ci spinge a dotarci di strumenti sempre più
potenti per poter sfruttare la grande mole di informazioni ovvero i dati. Inoltre
la pressione competitiva tra le aziende è sempre in crescita per cui la risorsa
informazione è un bene prezioso per poter superare la concorrenza. Uno dei
più importanti contesti applicativi del data mining risulta essere quello aziendale
e commerciale. Connesso a questo fenomeno è il CRM (Customer Relationship
Management) ovvero il saper gestire in modo eﬃcace i rapporti con i propri clienti.
Si conﬁgura come un'impostazione della conduzione commerciale orientata al
cliente, la quale si propone di gestire gli interventi promozionali dell'azienda
in modo diﬀerenziato e personalizzato da cliente a cliente cercando di captare
gli interessi e le preferenze dei consumatori e allo stesso tempo evitando sprechi
in iniziative promozionali verso clienti non interessati a una certa proposta. È
chiaro che tutto l'impianto del CRM poggia in modo cruciale sia sulla disponibilità
di informazioni quantitative attendibili sia sulla capacità di elaborarle in modo
proﬁcuo, trasformando le info grezze in conoscenza. (customer care solutions-
internet). Per riassumere elenchiamo le motivazioni che sono alla base della scelta
di utilizzare strumenti data mining:
 Il problema della crescita dei dati;
 Opportunità di trarre vantaggio competitivo dai dati;
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 Inadeguatezza dei sistemi di analisi tradizionali;
 Rapida evoluzione del mercato.
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3.2 Le fasi del processo di Data Mining: possibili van-
taggi e svantaggi
Le tecniche di Data Mining hanno un ruolo molto importante nel processo di
estrazione della conoscenza perché tendono a scoprire informazioni in modo au-
tomatico non immediatamente visibili da una grande mole di dati; inoltre tali
tecniche identiﬁcano e caratterizzano relazione tra insiemi di dati senza richiedere
necessariamente che il ricercatore ponga delle domande. Le fasi che caratterizzano
un processo di estrazione di conoscenza KDD (knowledge Discovery in Database)
sono stati identiﬁcate nel 1996 da Usama Fayyad e sono illustrate nello schema
di ﬁgura [3.2].
Figura 3.2: Fasi del processo di Data Mining
Forniamo una breve descrizione delle singole fasi del processo di conoscenza:
 Deﬁnizione degli obiettivi dell'analisi e la selezione/campionamento
(sampling): una chiara esplicitazione del problema e degli obiettivi che si
vogliono conseguire sono il presupposto per impostare correttamente l'a-
nalisi. Dunque è possibile selezionare i dati appartenenti a un dataset
(data warehouse o database) oppure si considerano i dati ottenuti con la
rilevazione campionaria (Survey Data);
 Selezione, organizzazione e pretrattamento dei dati (Pre-processing):
la fonte ideale dei dati è rappresentata dal data warehouse aziendale, un ma-
gazzino di dati storici, dal quale è semplice estrarre dei database tematici
di interesse. Ottenuta la matrice dei dati è necessario eﬀettuare una sorta
di pulizia dei dati (data cleaning) che consiste in un controllo preliminare
prima delle elaborazioni statistiche. Si tratta di un controllo formale, per
l'individuazione delle variabili non utilizzabili che sono esistente ma indatte
all'analisi; ma viene eﬀettuato anche un controllo sostanziale relativo alla
veriﬁca del contenuto delle variabili e dell'eventuale presenza di dati man-
canti, di valori anomali (outliers), di osservazioni inﬂuenti e del problema
del sovradattamento del modello ai dati2;
2Azzalini, Adelchi e Bruno Scarpa, L'analisi dei dati e Data mining, 2009: pp 53
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 Analisi esplorativa dei dati la loro trasformazione: l'analisi esplora-
tiva dei dati è una fase indispensabile e necessaria per permettere all'ana-
lista di pervenire, nella fase successiva,alla formulazione dei metodi stati-
stici più opportuni per il raggiungimento degli obiettivi dell'analisi. I dati
possono venir trasformati in modo da rendere il loro utilizzo più semplice
e una trasformazione molto utilizzata può essere quella degli scostamenti
standardizzati
 Scelta del ruolo dei sistemi di data mining e degli algoritmi per
l'analisi: la scelta di quale metodo utilizzare nella fase di analisi dipende
dal tipo di problema oggetto di studio e dal tipo di dati disponibili per
l'analisi. Questo processo include la selezione dei metodi di ricerca di modelli
ma anche il tipo di algoritmo da utilizzare per ricercare le associazioni,
le classiﬁcazioni e le regole tra i dati. Vi sono principalemente quattro
classi di metodologie ovvero i metodi esplorativi, descrittivi (detti anche
non supervisionati di cui la cluster analysis ne è un esempio), i metodi
previsivi (supervisionati) e inﬁne i metodi locali;
 Elaborazione dei dati sulla base dei metodi scelti: una volta spe-
ciﬁcati i metodi statistici, è necessario tradurli in opportuni algoritmi di
calcolo. È doveroso ricordare l'importanza che i gestori del processo di da-
ta mining abbiano un'adeguata conoscenza delle diﬀerenti metodologie e
inoltre, sappiano interpretare correttamente i risultati delle elaborazione in
termini decisionali;
 Valutazione e confronto dei metodi impiegati e scelta del modello
ﬁnale di analisi: questa fase costituisce un importante controllo diagnosti-
co della validità dei metodi statistici speciﬁcati e successivamente applicati
ai dati a disposizione. Nel contesto del data mining ogni metodo è poten-
zialmente in grado di fare luce su aspetti particolari e dunque è preferibile
attuare confronti tra una pluralità di tecniche.
In conclusione il Data Mining oﬀre numerosi vantaggi in termini applicativi:
 la possibilità di elaborare un numero elevato di osservazioni e di variabili;
 la possibilità di trattare dati quantitativi, qualitativi, testuali, immaginie e
suoni;
 identiﬁcare relazioni fra variabili;
 la semplicità di interpretazione e di visualizzazione del risultato;
 non richiede ipotesi a priori da parte del ricercatore;
 possiede degli algoritmi ottimizzati per minimizzare i tempi di esecuzione.
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3.3 Panoramica sulle tecniche di Data Mining
Le tecniche principali di data mining possono essere classiﬁcate in base al grado
di intervento da parte dell'utente e si classiﬁcano in:
 Supervisionate (modelli predittivi o di classiﬁcazione); implicano la
predeterminazione di un modello che può essere utilizzato per prevedere il
risultato di casi che si presenteranno in futuro;
 Non supervisionate (modelli esplorativi): l'algoritmo per la determi-
nazione del modello non viene fornito di un risultato da ottenere, ma esplora
i dati alla ricerca di relazioni per individuare la struttura.
Le tecniche più utilizzate sono:
 Reti neurali (modello supervisionato);
 Alberi decisionali (modello supervisonato);
 Individuazione di associazioni (modello non supervisionato);
 Analisi dei cluster (descrittiva).
Le reti neurali e gli alberi decisionali consentono di eﬀettuare operazioni di
classiﬁcazione cioè fanno uso della consocenza acquisita in fase di addestramento
per clasiﬁcare nuovi oggetti o prevedere nuovi eventi. Le tecniche di analisi delle
associazioni consentono di individuare delle regole nelle concorrenze concomitanti
di due o più eventi. Inﬁne le tecniche di clustering consentono di eﬀettuare ope-
razioni di segmentazione sui dati cioè di individuare gruppi omogenei in grado di
caratterizzarli e diﬀerenziarli dagli altri gruppi.
3.3.1 L'impiego della cluster analysis nelle ricerche di marketing
per la segmentazione del mercato
Una classica applicazione della cluster analysis è la segmentazione del mercato che
può riferirsi alle categorie di prodotto o ai consumatori. Prima di analizzare la
cluster analysis descriviamo brevemente il processo di segmentazione nelle ricer-
che di marketing. Innanzitutto la segmentazione viene deﬁnita come il processo
attraverso il quale le imprese suddividono la domanda, in un insieme di clienti
potenziali, in modo che gli individui che appartengono allo stesso insieme siano
caratterizzati dalla funzione di domanda il più possibile simile tra loro e, contem-
poraneamente, il più possibile diversi da quelli degli altri insiemi3. Le aziende
sceglieranno i gruppi di clienti su cui personalizzare l'oﬀerta di prodotti e servizi,
diﬀerenziando e specializzando le proprie strategie di marketing. Le aziende si
pongono, dunque, i seguenti obiettivi:
 Massimizzare l'utilità delle risorse;
 Aumentare la redditività e il proﬁtto;
3Molteni Luca, Gabriele Triolio- Ricerche di Markerting-Mcgrawhill 2003
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 Soddisfare il cliente e instaurare solide relazioni;
 Conseguire un vantaggio competitvo.
In una ricerca di segmentazione, le fasi fondamentali sono le seguenti:
 La deﬁnizione dei criteri di segmentazione: le variabili utilizzate
nel processo di segmentazione sono costituite dalle caratteristiche socio-
demograﬁche/anagraﬁche, dalle caratteristiche geograﬁche, dalle occasioni
e dai comportamenti d'uso e acquisto del prodotto/servizio e inﬁne, dai
bisogni/desideri e beneﬁci ricercati;
Variabili socio-demograﬁche Variabili geograﬁche
- Età -Regione
-Sesso -Densità del mercato
-Titolo di studio -Clima
-Reddito -Dimensione della città e dello stato
-Istruzione -Area urbana, suburbana, rurale
-Occupazione e livello di reddito
-Religione
-Classe sociale
Variabili psicograﬁche Variabili comportamentali
-Caratteristiche della personalità -Volume di acquisto
-Classe sociale -Atteggiamento
-Stili di vita -Intensità di utilizzo
-Immagine di sé -Occasioni d'uso
-Abitudini -Benﬁci ricercati
-Sensibilità alle mode -Fedeltà alla marca
-Motivazioni d'acquisto
-Modalità di consumo (contanti/carta di credito)
-Sensibilità al prezzo
Tabella 3.1: Criteri per la segmentazione
 La selezione delle variabili utili per costruire e descrivere i segmen-
ti: le omogeneità riscontrate nell'analisi dei beneﬁci ricercati, delle preferen-
ze e del comportamento d'acquisto, e di uso determinano i segmenti; talvolta
le carattersitiche socio-demograﬁche vengono utilizzate come variabili com-
plementari nella deﬁnzione delle caratteristiche dei segmenti, ma molto più
spesso sono utilizzate per descrivere solo gli individui a essi appartenenti;
 La scelta dell'approccio della segmentazione: esiste la segmentazione
a priori e a posteriori. Andiamo a descriverle entrambe:
 La segmentazione a priori si veriﬁca quando le caratteristiche del
segmento vengono deﬁnite sulla base di informazioni in possesso al ma-
nagement in base all'esperienza operativa e al buon senso senza proget-
tare delle ricerche di mercato preliminari. Per esempio la suddivisione
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del mercato in non users, light users, heavy users; il limite è quello
di non poter approfondire nel dettaglio i bisogni e le motivazioni del
consumatore alla base di una scelta e di non poter individuare tutti co-
loro che presentano delle omogeneità di comportamento e di preferenze
verso una marca/prodotto/bisogno;
 La segmentazione a posteriori invece implica l'utilizzazione di tec-
niche e algoritmi di raggruppamento (clustering) di analisi quantitati-
va, non note in precedenza, per studiare le caratteristiche di un certo
gruppo di consumatori. Si diﬀerenzia dal modello precedente per il
modo in cui viene selezionata la base di segmentazione. A loro vol-
ta, le tecniche di segmentazione a posteriori si dividono in tecniche
di segmentazione per omogeneità e in tecniche di segmentazione per
obiettivi: nel primo caso gli elementi della popolazione target vengono
raggruppati sulla base della loro similarità, riferita a un particolare in-
sieme di variabili bisogni, attitudini, beneﬁci ricercati, etc. . . , in gruppi
caratterizzati da un'elevata variabilità esterna e un'elevata omogeneità
interna. Per quanto riguarda la segmentazione per obiettivi, invece,
si suddivide il target rilevante in sub-popolazioni utilizzando una va-
riabile dipendente conosciuta a priori (per esempio la redditività della
clientela) e si individua una serie di variabili esplicative (le caratteristi-
che socio-demograﬁche o psicograﬁche, i beneﬁci ricercati etc. . . ) che
inﬂuiscono in maniera rilevante sulla variabile dipendente considerata.
 La scelta della metodologia quantitativa più adatta: prendiamo in
considerazione, fra le molte esitenti, due modalità di segmentazione per omo-
geneità: la modalità classica costituita dalla combinazione di due tecniche
di analisi multivariata ovvero l'analisi fattoriale e la cluster analysis4.
 Valutazione e interpretazione dei risultati e scelta dei segmenti su
cui concentrare le risorse dell'azienda
Il meccanismo essenziale alla base della segmentazione di mercato è la disag-
gregazione: infatti segmentare vuol dire analizzare e presentare l'informazione in
forma disagreggata. Invece di limitarsi a considerare quanti esemplari di un dato
prodotto sono stati venduti nell'intero mercato, si tratta di suddividere il mercato
in settori e vedere quanti sono gli esemplari venduti in ciascuno di essi5. L'ana-
lisi di segmentazione a sua volta si scompone in due momenti che corrispondono
ai diversi livelli di disaggregazione del mercato globale: la macrosegmentazione
e la microsegmentazione. La macrosegmentazione mira a identiﬁcare i prodotti-
mercati6, invece l'obiettivo della microsegmentazione è l'analisi delle diversità
delle richieste dei vari gruppi di clienti all' interno dei prodotti mercati ovvero
tende a individuare gruppi di clienti che cercano nel prodotto lo stesso paniere
di attributi. Quest'ultima è la segmentazione rivolta al mercato dei beni di con-
sumo (BTC Business To Consumer) ed è quella che ci interessa maggiormente
4Molteni Luca, Gabriele Triolio- Ricerche di Markerting-Mcgrawhill 2003
5Chirumbolo, Antonio e L.M., Le ricerche di Marketing, 2005: 88
6Indica un gruppo speciﬁco di clienti che cerca una determinata funzione o un assortimento
di funzioni basata su una singola tecnologia deﬁnisce il prodotto-mercato.
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ai ﬁni della tesi. Analizziamo i vantaggi derivabili da una corretta strategia di
segmentazione:
 In primis è un aiuto rilevante alla deﬁnizione del mercato in termini di
bisogni del cliente e di obiettivi aziendali da perseguire;
 Raﬀorza la capacità dell'azienda di percepire i mutamenti dei bisogni stessi;
 Consente di valutare con maggior eﬃcacia i punti di forza e di debolezza
della propria oﬀerta nei confronti dei competitors;
 Facilita una razionalizzazione del portafoglio prodotti, evitando eventuali
problemi di cannibalismo tra diﬀerenti proﬁli d'oﬀerta;
 Può costituire, se opportunamente utilizzata, una barriera all'ingresso di
ulteriori concorrenti;
 Permette di misurare con maggiore precisione gli eﬀetti sulle vendite e
proﬁtti di speciﬁche azioni di marketing7.
Inoltre, per concludere, è necessario ricordare alcuni prerequisiti aﬃnchè una
strategia di segmentazione possa risultare eﬀettivamente attuabile. In primo luo-
go, i segmenti una volta individuati devono risultare omogenei all'interno e diso-
mogenei esternamente, in modo che la strategia di diﬀerenziazione possa essere
eﬃcace. Inoltre è importante che la redditività e la dimensione del segmento risul-
tino signiﬁcativi per la deﬁnizione del potenziale del segmento stesso. Non meno
importante è la veriﬁca dell'accessibilità del segmento ovvero la raggiungibilità in
termini commerciali e inﬁne non devono essere trascurate le considerazioni relati-
ve alla durata del segmento cioè all'arco di tempo nel quale le caratteristiche del
segmento rimangono stabili. Nelle ricerche di marketing la cluster analysis rive-
ste un ruolo importante nel caratterizzare gli elementi fondamentali dei processi
decisionali delle strategie commerciali: caratteristiche, bisogni e comportamenti
degli acquirenti. Dalle informazioni sull'utilizzo dei prodotti, dei dati anagraﬁci,
risposte ad eventuali questionari e altre fonti si perviene alla formazione di gruppi
di clienti, detti segmenti. Per deﬁnire azioni di marketing è necessario poter ca-
ratterizzare ciascun gruppo individuandone alcuni aspetti espliciti salienti, detti
proﬁli. L'analisi dei cluster, o anche analisi dei gruppi, è un insieme di metodi
di analisi esplorativa dei dati multidimensionali per la classiﬁcazione delle unità
statistiche in gruppi omogenei. Considerato un insieme I = I1, I2 . . . , In composto
da n oggetti (prodotti, marchi, aziende, individui, organizzazioni etc. . . ), sup-
poniamo di aver misurato i valori di p variabili x1, x2, . . . , xp relativi a ciascuno
degli oggetti stessi. L'obiettivo di una procedura di cluster analysis è conseguire
una partizione dell'insieme I in m sottoinsiemi C1, C2 . . . , Cm detti cluster, tali
per cui:
1. m < n: l'analisi deve condurre a una sintesi delle osservazioni;
2. Ch ∩ Ck = ∅ : l'intersezione di due cluster è pari all'insieme vuoto, ovvero
ogni oggetto può appartenere a un solo cluster;
7Molteni, Luca e Gabriele Troilo, Ricerche di Marketing, Milano, McGraw-Hill, 2007, pp 340
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3. ∪Ci = 1: : l'unione degli m cluster è l'insieme degli n elementi di partenza.
Inoltre, i cluster C1, C2, . . . , Cm devono possedere due caratteristiche fonda-
mentali:
la compattezza interna, nel senso che gli elementi Ij appartenenti a un me-
desimo cluster devono essere il più possibile omogenei tra loro, e la respingenza
esterna, nel senso che elementi appartenenti a diversi cluster dovranno essere il
piu possibile disomogenei tra loro8. Nel problema del clustering, come nella clas-
siﬁcazione, è interessante trovare la legge che permette di assegnare le osservazioni
alla classe corretta ma, a diﬀerenza della classiﬁcazione, dovrei trovare anche una
palusibile suddivisione delle classi. Mentre nella classiﬁcazione ho un supporto
che proviene dal target, nel caso del clustering non posso basarmi su alcuna in-
formazione aggiuntiva e devo dedurre le classi studiando la distribuzione spaziale
dei dati. Il problema del clustering è un probelma di tipo non supervisionato per-
ché non sappiamo cosa dover ricercare nei dati e allora lasciamo che siano i dati
stessi a indicarci un risultato e a suggerirci la loro struttura secondo un approccio
bottom-up(vedi approfondimento nel capitolo 3). Dal punto di vista applicativo
la cluster analysis risulta utile per le ricerche di marketing a supporto di decisio-
ni sia strategiche sia operative. Le principali applicazioni sono presentate qui di
seguito.
 La ricerca di segmentazione si propone di identiﬁcare gruppi di entità (per-
sone, mercati, organizzazioni) che condividono determinate caratteristiche
(beneﬁci ricercati nel prodotto/servizio, attitudini, propensione all'acquisto,
preferenze nei confronti dei diversi media etc. . . );
 Sviluppo e ricerca di opportunità per potenziali nuovi prodotti: attraverso
la classiﬁcazione di marchi e prodotti, si possono determinare delle nicchie
competitive all'interno di una più ampia struttura di mercato. In questo tipo
di applicazione la cluster analysis si aﬃanca e integra le tecniche di mapping
multidimensionale, come il multidimensional scaling, l'analisi discriminante
e l'analisi dei fattori;
 La cluster analysis è stata impiegata da numerosi ricercatori anche in re-
lazione al problema della scelta di aree test di mercato. Tali applicazioni
riguardano l'identiﬁcazioni di insiemi relativamente omogenei di aree-test,
in modo da consentire una generalizzazione dei risultati ottenuti in un'a-
rea alle rimanenti che appartengono allo stesso cluster, riducendo in questo
modo il numero complessivo di aree-test necessarie.
Le fasi del processo generico di analisi dei cluster possono essere sintetizzate
nei seguenti passi:
1. La scelta delle variabili da utilizzare;
2. La scelta delle misure di distanza o dell'indice di distanza/similarità;
3. La scelta del metodo di formazione dei gruppi (algoritmi di raggruppamen-
to);
8Molteni, 2007
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4. I criteri di valutazione delle partizioni ottenute e l'individuazione del numero
ottimale di gruppi.
1. La scelta delle variabili da utilizzare: Un criterio suggerito, soprattutto dagli
studiosi di scienze naturali, è quello di considerare una pluralità di variabili
in modo tale che l'eliminazione di una variabile o l'aggiunta di un'ulterio-
re variabile lasci pressoché inalterati i gruppi individuati. In altri termini,
una classiﬁcazione ragionevole delle unità statistiche non dovrebbe mostrare
sensibilità eccessiva rispetto a piccoli cambiamenti dell'insieme di variabili
utilizzate. Dal punto di vista della scelta delle variabili, sottolineamo che
è opportuno, prima di eﬀettuare una cluster analysis, inziare con delle in-
dagini esprative accurate, che potrebbero suggerire possibili conﬁgurazioni
ﬁnali per la classiﬁcazione. Inoltre è necessario prestare attenzione, sempre
nella fase esplorativa, all'individuazione dei valori anomali (outliers) che
potrebbero inﬁciare notevolmente i risultati delle analisi9.
2. La scelta delle misure di distanza o dell'indice di distanza/similarità: Il ri-
cercatore deve quindi scegliere nel caso di variabili quantitative la distanza
o l'indice di distanza10, e nel caso di fenomeni qualitativi il tipo di indice di
similarità. Ai ﬁni della tesi ci concentriamo principalmente sulla descrizione
delle misure di distanza per le variabili quantitative. Forniamo una deﬁ-
nizione di distanza dal punto di vista teorico: si dice distanza (o metrica)
tra due punti corrispondenti ai vettori x, y ∈ Rp una funzione d(x, y) che
gode delle seguenti proprietà:
 Non negatività:
d(x, y) ≥ 0;∀x, y ∈ Rp (3.1)
 Identità:
d(x, y) = 0⇔ x = y (3.2)
 Simmetria:
d(x, y) = d(y, x);∀x, y ∈ Rp (3.3)
9Giudici, 2003
10Nel caso in cui le variabili considerate siano quantitative gli indici di prossimità vengono
deﬁniti distanze; se invece i caratteri sono di tipo qualitativo si utilizzano gli indici di similarità.
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 Disuguaglianza triangolare:
d(x, y) ≤ d(x, z) + d(y, z);∀x, y, z ∈ Rp (3.4)
Per il raggruppamento delle unità statistiche si considera la distanza tra
tutte le unità statistiche presenti nella matrice dei dati e l'insieme di tali
distanze viene rappresentato attraverso una matrice delle distanze. Una
generica matrice delle distanze, di dimensioni n × n, (dove il generico ele-
mento dij è una misura di distanza tra i vettori riga xi e xj), che indicheremo
con D è strutturata nel modo seguente:

0 . . . . . . d1j . . . . . . d1n
. . . 0 . . . . . . . . . . . . . . .
. . . . . . 0 . . . . . . . . . . . .
di1 . . . . . . 0 . . . . . . din
. . . . . . . . . . . . 0 . . . . . .
. . . . . . . . . . . . . . . 0 . . .
dn1 . . . . . . dnj . . . . . . 0

(3.5)
Misura Distanza
Distanza 1 Distanza euclidea (
∑p
j=1wj(xij − xi′j)2)
1
2
Distanza 2 Distanza manhattan
∑p
j=1wj |xij − xi′j |
Distanza 3 Distanza minkwoski (
∑p
j=1wj(xij − yi′j)λ)
1
λ
Distanza 4 Distanza canberra
∑p
j=1
|xij−xi′j |
|xij |+|xi′j |
Tabella 3.2: Alcune misure di distanza in uso per i metodi di raggruppamento
con variabili quantitative
Nel caso di variabili quantitative la scelta principe per la dissimilarità è
data dalla distanza euclidea. Quest'ultima è la misura di prossimità più
utilizzata ed è così deﬁnita:
(
p∑
j=1
wj(xij − xi′j)2)
1
2 (3.6)
La distanza euclidea si distingue da altre distanze per il fatto di essere
fortemente inﬂuenzata da un singola diﬀerenza elevata tra i valori in una
dimensione, dovuta al fatto che il quadrato ampliﬁca molto tale diﬀerenza.
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Le dimensione caratterizzate da una scala di misura diﬀerente sono spesso la
fonte di queste diﬀerenze eccessive. Per superare tale limitazione, la distan-
za euclidea viene calcolata, non sulle variabili originarie, ma su opportune
trasformazioni di queste. La scelta più comune consiste nella standardizza-
zione delle variabili così, dopo la standardizzazione, ogni variabile statistica
può contribuire al computo della distanza con euguale peso. Se le variabili
statistiche sono standardizzate, con media nulla e varianza unitaria, risulta
che:
rij = 1−
d2ij
2
(i, j = 1, . . . , p) (3.7)
Dove rij indica il coeﬃciente di variazione fra le osservazioni xi e xi. Pertan-
to osserviamo che la distanza euclidea tra due osservazioni è una funzione
del coeﬃciente di correlazione tra le stesse. Un altro tipo di distanza di
notevole interesse applicativo è fornito dalla distanza della città a blocchi o
di Manhattan così deﬁnita:
p∑
j=1
wj |xij − xi′j | (3.8)
Questa distanza corrisponde alla somma dei due cateti e il nome le deriva
proprio dal fatto che essa è la lunghezza che si deve percorrere per spostarsi
da xi a xj qualora sia consentito muoversi solo nelle direzioni parallele agli
assi, come avviene in una città con una griglia regolare di strade che si
intersecano a angolo retto. I due tipi distanza precedenti possono ottenersi
entrambi dalla distanza di Minkowsky così deﬁnita:
(
p∑
j=1
wj(xij − yi′j)λ)
1
λ (3.9)
Pertanto la distanza euclidea si legge come la metrica di minkowsky per
k = 2 e la distanza della città a blocchi per k = 111.
dj(x, x
′) = 1− I(x, x′) (3.10)
dove I(x, x′) vale 1 se le modalità x e x′ coincidono, e 0 altrimenti.
Nel caso di variabili qualitative ordinali, cioè dotate di un ordinamento
naturale, ad esempio pessimo, cattivo,. . . , buono, un possibile modo
è quello di assegnare un punteggio convenzionale come 1, 2, . . . ,m e poi
11Per ulteriori approfondimenti consultare libro Zani
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trattare le variabili come se fossero quantitative12. Gli indici di similarità si
applicano generalmente ai dati qualitativi o misti (quantitativi/qualitativi) e
possono essere utilizzati con i principali software applicativi all'interno delle
procedure non gerarchiche. Una misura di similarità s(A,B) ragionevole
dovrebbe godere delle seguenti proprietà 13
(a) s(A,B) = s(B,A),
(b) s(A,B) > 0,
(c) s(A,B) cresce al crescere delle similarità tra A e B.
Come esempio di misura, si denoti con x = xi, . . . , xp e y = yi, . . . , yp la
presenza o l'assenza di p attributi qualitativi su due oggetti A e B dove xk =
0 o 1 a seconda che il k-esimo attributo sia assente o presente nell'oggetto
A14.
La più semplice misura di similarità tra A e B è data da:
s1(a, b) =
a
b
(3.11)
Un'altra misura di similarità molto utilizzata nelle ricerche di marketing è il
coeﬃciente di simple matching proposto da Sokal e Michener (1958) deﬁnto
come:
s2(a, b) =
a+ b
p
(3.12)
che soddisfa la condizione s2(A,A) = 115.
3. La scelta del metodo di formazione dei gruppi; la distinzione normalmente
proposta è tra:
 Metodi gerarchici agglomerativi che realizzano fusioni successive in
gruppi degli n oggetti iniziali;
 Metodi gerarchici divisivi che realizzano partizioni sempre più ﬁni del-
l'insieme iniziale;
 Metodi non gerarchici che forniscono un'unica partizione delle n unità
in g gruppi speciﬁcati a priori.
Forniremo una descrizione dei seguenti metodi di classiﬁcazione per eviden-
ziarne i vantaggi e i limiti.
12Azzalini, A. e Bruno Scarpa, 2004
13Con A e B due oggetti (individui) individuati dalle misurazioni x = xi, . . . , xp e y =
yi, . . . , yp, relative a p variabili.
14le quantità a e b sono rispettivamente le frequenze di (xk, xk) = (1, 1) e (xk, xk) = (0, 0)
15Molteni, Luca e Gabriele Troilo. Ricerche di Marketing, Milano, McGraw-Hill, 2007, pp
340.
48
Figura 3.3: Metodi di raggruppamento
 I metodi non gerarchici di classiﬁcazione detti anche metodi parti-
tivi hanno l'obiettivo di ottenere una sola partizione degli n elementi
in g gruppi g < n, dove il numero dei gruppi deve essere scelto a priori
dal ricercatore. A diﬀerenza di quanto accade nei metodi gerarchici, si
perviene a un unico raggruppamento che soddisfa determinati criteri
di ottimalità. Si perviene al raggiungimento della ripartizione che con-
sente di ottenere la massima coesione interna per un numero di gruppi
preﬁssato. In generale, negli algoritmi di classiﬁcazione non gerarchici,
viene seguita una procedura di analisi che può essere sintetizzata nelle
seguenti fasi:
 La scelta del numero dei gruppi g, e la scelta di una classiﬁcazione
iniziale delle n unità statistiche in tali gruppi;
 Il calcolo della variazione nella funzione obiettivo causata dallo
spostamento di ciascun elemento dal gruppo di appartenenza ad
un altro. Inoltre è prevista l'allocazione di ogni unità al cluster
che garantisce il miglioramento più elevato nella coesione interna
dei gruppi;
 La ripetizione del passo precedente ﬁnchè non viene soddisfatta
una regola di arresto.
Gli algoritmi non gerarchici sono considerati molto più veloci di quelli
gerarchici per il fatto che ricorrono a una struttura di calcolo di tipo
iterativo che non richiede la determinazione della matrice delle distan-
ze. Inoltre hanno anche un altro pregio che consiste nel fatto che sono
più adatti alla gestione di dataset di grandi dimensioni. È necessario
menzionare anche gli aspetti critici di tale classiﬁcazione ovvero:
 Dato che il numero dei modi in cui è possibile suddividere n ele-
menti in g gruppi non sovrapposti è molto grande, risulta diﬃcle
massimizzare globalmente la funzione obiettivo; pertanto gli algo-
ritmi di classiﬁcazione non gerarchica si dovranno accontentare di
soluzione vincolate spesso corrispondenti a massimi locali;
 La deﬁnizione preliminare del numero dei gruppi è una scelta cri-
tica. Il criterio maggiormente utilizzato per prendere una tale
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decisione consiste nella ripetuta conduzione dell'analisi con dif-
ferenti valori di g e nella determinazione della soluzione migliore
confrontando appropriati indici della bontà di classiﬁcazione (come
).
Il più diﬀuso algoritmo non gerarchico è quello delle k-medie (k-
means), dove k indica il numero dei gruppi stabilito (k viene indicato
con g in questo capitolo); tale algoritmo conduce a una classiﬁcazio-
ne delle unità statistiche in g gruppi distinti (con g ﬁssato a priori)
tramite il seguente iter operativo:
 Si stabilisce a priori il numero g dei gruppi e si scelgono i centroidi
dei clusters nella partizione iniziale; una volta deﬁniti i centroidi,
si costruisce una partizone inziale delle unità statistiche, allocando
ciascuna unità al gruppo il cui centroide risulta più vicino;
 Per ogni elemento si calcola la distanza di ogni unità statistica dai
centroidi (medie) dei g gruppi: la distanza tra una generica unità
statistica e il centroide del gruppo a cui è stata assegnata deve
essere minima;
 In caso di riallocazione di un'unità si ricalcola il centroide sia del
vecchio che del nuovo gruppo di appartenenza;
 Si ripete il passo precedente ﬁno a quando non è raggiunta la
convergenza dell'algoritmo, cioè ﬁno a che non si veriﬁca alcuna
modifcazione dei poli rispetto all'iterazione precedente.
La metrica che viene utilizzata nel calcolo di queste distanze è di so-
lito quella euclidea poiché garantisce la convergenza della procedura
iterativa pertanto vale la seguente formula:
d(xi, x
(t)
l ) =
√√√√ p∑
s=1
(xis − x(t)s,l )2 (3.13)
all'iterazione t, la distanza tra l'unità i-esima e il centroide del gruppo
l 16. In conclusione, nel metodo delle k-medie, il criterio di ottimalità
delle partizioni corrisponde alla minimizzazione della componente W
(within entro i gruppi) pertanto, come già anticipato, la bontà della
soluzione ottenuta con questo algoritmo può essere conseguita median-
te il calcolo dell'indice R2 (che verrà approfondito successivamente nel
metodo gerarchico). Tuttavia la procedura iterativa delle k medie non
è esente da inconvenienti: il problema principale riguarda l'inﬂuenza
esercitata dalla scelta inziale dei poli (o centroidi) sulla classiﬁcazione
ﬁnale, la quale può essere condizionata dall'ordine in cui sono elencate
le unità statistiche nella matrice dei dati inziale. È necessario presta-
re attenzione a quest'aspetto, spesso sottovalutato nelle applicazioni,
poiché potrebbe condurre a risultati instabili nei casi seguenti:
16(i = 1, . . . , n) e (l = 1, . . . , g)
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 Se nei dati non è presente una chiara struttura di gruppo (cluster
ben separati);
 Se vogliamo indagare valori anomali o osservazioni inﬂuenti;
 Se n è piccolo.
L'utilizzo di un numero di gruppi molto elevato costituisce un buon
esercizio per veriﬁcare l'esistenza di questi valori poiché, molto pro-
babilmente, le unità non anomale tenderanno a concentrarsi in pochi
gruppi, mentre gli outliers rimarranno isolati nella classiﬁcazione for-
mando dei gruppi anche contenenti un solo elemento17. Il secondo
inconveniente è che il metodo non gerarchico è applicabile solo a varia-
bili quantitative; tuttavia il problema può essere superato sostituendo
la distanza euclidea con un'altra forma di dissimilarità adatta al caso
di variabili qualitative e introducendo il concetto di medoide, che è
un'unità presa come rappresentante del gruppo e tale da minimizzare
la dissimilarità entro il gruppo18.
 I metodi gerarchici
Con i metodi di raggruppamento di tipo gerarchico si genera una fami-
glia di partizioni delle n unità a partire da quella banale in cui tutte le
unità sono distinte, ricavando successivamente quelle con (n− 1), (n−
2) . . . gruppi, per giungere sino a quella (banale) in cui tutte le unità
sono riunite in un unico gruppo. Si determinano diversi livelli di parti-
zioni e i gruppi che si ottengano ad ogni livello comprendono i gruppi
ottenuti ai livelli inferiori. A questi diversi livelli corrispondono diversi
livelli di omogeneità: una partizione in g gruppi sarà caratterizzata da
una maggiore omogeinità interna rispetto alla partizione in g−1 grup-
pi. I metodi di classiﬁcazione gerarchica si suddividono a loro volta
in:
 Procedure gerarchiche agglomerative: determinano uan serie
di n partizioni concatenate in un numero g di gruppi via via decre-
scente; la prima partizione ha g = n gruppi costituiti da un'unità
ciascuno e l'ultima partizione ha g = l unico gruppo contenente
tutte le n unità. Tali metodi sono quelli più utilizzati e si applica-
no soprattutto nel campio socio-economico in presenza di elevate
unità statistiche. La famiglia di partizioni è generata a partire da
una matrice di prossimità riferita a un insieme di n unità (calcola-
ta di solito rispetto a p variabili): la matrice di prossimità (n×n)
viene scomposta in modo da pervenire ad un numero limitato g
di gruppi di unità omogenee tra loro dove g << n. I metodi ge-
rarchici agglomerativi procedono per aggregazioni successive delle
n unità e consentono di individuare partizioni (gruppi) annidate.
Come osserviamo nella ﬁgura sottostante, i gruppi ottenuti ad ogni
livello di aggregazione sono sempre più ampi perché contengono i
gruppi ottenuti ai livelli (distanze) precedenti.
17Giudici, 2003
18Azzalini, Adelchi e Bruno Scarpa, Analisi dei dati e data mining, 2004: pp183
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Figura 3.4: Metodi gerarchici agglomerativi (Fonte: lucidi lezioni Statistica per
le Ricerche di Mercato)
La procedura dei metodi gerarchici agglomerativi si articola nelle
seguenti fasi19:
(a) La procedura inizia con n gruppi ciascuno formato da una sola
unità;
(b) Si calcola lamatrice di prossimitàD ∈ Rn×n (delle distanze
o indici di similarità) simmetrica;
(c) Dalla matrice D si individuano le unità più simili (con mi-
nore distanza o maggiore indice di similarità) e si uniscono a
formare il primo gruppo : la prima aggregazione genera una
partizione con (n− 1) gruppi;
(d) Si calcola una nuova matrice di prossimità formata da
(n − 1) unità ed ottenuta considerando le due unità come un
gruppo;
(e) Si ripetono le fasi c) e d) ﬁno ad arrivare a un unico gruppo.
Le sequenze di fusioni di unità generate dagli algoritmi agglo-
merativi possono essere visualizzate su un diagramma ad albero
denominato dendrogramma come illustrato nella ﬁgura 3.5.
Le caratteristiche del dendrogramma sono le seguenti:
* Sull'asse delle ordinate viene riportato il livello di distanza e
sull'asse delle ascisse vengono riportate le singole unità;
* Ogni ramo del dendrogramma (linea verticale) corrisponde a
un gruppo o cluster;
* La linea di congiunzione (orizzontale) di due o più rami indi-
vidua il livello di distanza ai quali i gruppi si uniscono.
Il dendrogramma suggerisce anche un criterio per la scelta della
partizione più opportuna nell'ambito della successione di partizio-
ni fornite da un metodo gerarchico. Il dendrogramma può essere
19Prof.re Lucio Masserini. Materiale didattico-slides, Statistica per la ricerca di mercato,
Analisi dei gruppi
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Figura 3.5: Esempio di dendrogramma
tagliato in corrispondenza di un elevato livello di eterogenità ol-
trepassato il quale sarebbe opportuno considerare i gruppi come
entità separate. Il numero dei gruppi quindi può essere deciso in
corrispondenza dei bruschi salti di prossimità.
 Procedure gerarchiche scissorie (o metodi gerarchici divisivi):
se la costruzione dei cluster avviene dalla radice ai rami dell'albero
i corrispondenti metodi gerarchici vengono detti scissori. In questo
caso si segue una logica analoga alla precedente ma partendo dal-
l'altra estremità, cioè formando prima un solo gruppo che include
tutte le unità e poi procedendo per suddivisioni successive20. Tali
metodi richiedono una maggiore complessità computazionale.
Le diﬀerenze tra i vari metodi gerarchici consistono nel criterio utiliz-
zato per calcolare la distanza tra due gruppi di unità, in base ai diversi
modi in cui vengono calcolate le distanze tra il gruppo neo-formato
e le altre unità statistiche, si distinguono diversi metodi gerarchici di
classiﬁcazione. Innanzitutto è necessario distinguere tra i metodi che
richiedono esclusivamente, come input, la matrice di distanza, e i me-
todi che richiedono anche la matrice dei dati. Esempi del primo tipo
sono i seguenti21:
 Il Metodo del legame singolo (o single linkage), così deﬁnito:
d(C1, C2) = min(drs); r ∈ C1, s ∈ C2 (3.14)
Il primo metodo è quello più semplice tra i metodi di clustering
gerarchico ed è detto Il Metodo del legame singolo. L'assunto
di base di questa tecnica è identiﬁcare la distanza (o similarità) tra
i due gruppi con quella tra i loro membri più vicini (o più simili)22.
20Azzalini, Adelchi e Bruno Scarpa, Analisi dei dati e data mining, 2004: pp185
21si considerino due gruppi di cluster C1 e C2 e sianon1e n2 le rispettive numerosità
22Stievano, Tomas, La segmentazione della clientela attraverso la cluster analysis: il caso
Elettroingross, tesi di laurea discussa alla Facoltà di Scienze Statistiche, Università degli Studi
di Padova, 2005/2006.
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Figura 3.6: Formazione del legame singolo
La distanza tra due gruppi è deﬁnita come il minimo delle n1n2
distanze tra ciascuna delle unità di un gruppo C1 e ciascuna delle
unità dell'altro gruppo, C2. La tecnica del legame singolo gode
di diverse proprietà: si può dimostrare che infatti la sequenza di
partizioni che si ottengono è invariante rispetto a trasformazioni
monotoniche delle variabili. Tale tecnica è una delle poche che
risultano insensibili a trasformazioni delle variabili che conservano
l'ordine dei valori nella matrice delle similarità. Inoltre il metodo
del legame singolo tende a deﬁnire gruppi caratterizzati da alcune
proprietà:
* Ha la criticità di creare gruppi concatenati che assumono forma
allungata (eﬀetto catena);
Figura 3.7: Eﬀetto catena
* Si conﬁgura come un metodo robusto nei confronti dei valori
anomali;
* Il dendrogramma ha i rami molto più corti perché vengono
valorizzate le somiglianze tra le unità più vicine in ciascun
gruppo.
L'unico limite del metodo del legame singolo è che ha la tendenza
a concatenare quasi tutti i casi in un unico grande gruppo e si
mantengono separati solo piccoli gruppi o casi isolati23.
23Stievano, Tomas, La segmentazione della clientela attraverso la cluster analysis: il caso
Elettroingross, tesi di laurea discussa alla Facoltà di Scienze Statistiche, Università degli Studi
di Padova, 2005/2006.
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 Il Metodo del legame completo (o complete linkage), così
deﬁnito:
d(C1, C2) = max(drs); r ∈ C1, s ∈ C2 (3.15)
Figura 3.8: Formazione del legame completo
La distanza tra due gruppi è deﬁnita come il massimo delle n1n2
distanze tra ciascuna delle unità di gruppo e ciascuna delle unità
dell'altro gruppo. Questa tecnica mira a identiﬁcare gruppi relati-
vamente compatti, che risultano, nello spazio multidimensionale,
delle variabili di forma sferica o ipersferica, composti da oggetti
fortemente omogenei rispetto alle variabili impiegate.
Figura 3.9: Forma dei gruppi nel legame completo
 Il Metodo del legame medio (o average linkage) così deﬁnito:
d(C1, C2) =
1
n1n2
∑
r∈C1
∑
s∈C2
drs (3.16)
In questo metodo, la distanza tra due gruppi è deﬁnita come la me-
dia aritmetica delle n1n2 distanze tra ciascuna unità di un gruppo
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Figura 3.10: Formazione del legame medio
e ciascuna delle unità dell'altro gruppo. Il metodo del legame me-
dio è relativamente robusto nei confronti dei valori anomali, che
tendono a rimanere isolati e ed a unirsi con altri valori anomali
già negli stadi inziali della procedura. Inoltre ha il vantaggio,
essendo basato sulla media delle distanze, di fornire dei risultati
più attendibili e far sì che i gruppi siano tra loro più omogenei.
I principali metodi gerarchici che utilizzano anche la matrice dei dati
di partenza e non solo la matrice delle distanze sono:
 Il Metodo del centroide:
La distanza tra due gruppi C1 e C2 di numerosità n1 e n2 è deﬁnita
la distanza tra i rispettivi centroidi, x1 e x2:
d(C1, C2) = d(x1, x2) (3.17)
Figura 3.11: Il metodo del centroide
Precisiamo che il calcolo del centroide di un gruppo di unità richie-
de la conoscenza dei rispettivi valori delle p variabili, che si possono
leggere nella matrice dei dati. Il centroide del nuovo gruppo che si
forma può essere calcolato in funzione dei due gruppi di partenza:
centroide(C1 ∪ C2) = x1n1 + x2n2
n1 + n2
(3.18)
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Il metodo del centroide presenta analogie logiche con il metodo
del legame medio: in quest'ultimo si considera considera la media
delle distanze tra le unità dell'uno e dell'altro gruppo, mentre nel
metodo del centroide si individua dapprima un centro di ciascun
gruppo e poi si misura la distanza tra essi24.
 Il Metodo di Ward o della minima devianza
La tecnica di Ward si propone di realizzare una classiﬁcazione
gerarchica minimizzando la varianza delle variabili entro ciascun
gruppo. Questo metodo minimizza, nella scelta dei gruppi da ag-
gregare, una funzione obiettivo che parte dal presupposto che una
classiﬁcazione ha l'obiettivo di creare gruppi che rispettino la mas-
sima coesione interna e la massima separazione esterna. Precisa-
mente, la Devianza totale (T ) delle p variabili viene scomposta
in due parti: la devianza nei gruppi (Within groups o W ) e
devianza tra gruppi (Between groups o B).
T =W +B (3.19)
In termini formali, data una partizone in g gruppi, la devianza
totale delle p variabili (T ) corrisponde alla somma delle devianze
delle singole variabili rispetto alla corrispondente media generale
xs:
T =
p∑
s=1
n∑
i=1
(xis − xs)2 (3.20)
- La devianza dei gruppi (w) è deﬁnita dalla seguente formula:
Wk =
p∑
s=1
nk∑
i=1
(xis − xsk)2 (3.21)
Wk rappresenta la devianza delle p variabili nel gruppok-esimo
- La devianza tra i gruppi (B) è data dalla somma delle devian-
ze delle medie di gruppo rispetto alla corrispondente media
generale:
B =
p∑
s=1
g∑
k=1
(xsk − xs)2 (3.22)
24Zani, 2007
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Ad ogni passo della procedura gerarchica vengono aggregati tra
loro i gruppi che comportano il minor incremento della devianza
tra gruppi cioè che devono garantire la maggior coesione interna
possibile.
Dopo aver illustrato le caratteristiche dei due metodi di analisi dei
gruppi mettiamo in evidenza alcuni vantaggi /svantaggi relativi al-
l'uso di tali metodi. I possibili vantaggi /svantaggi dei metodi non
gerarchici di classiﬁcazione possono essere:
 Il meccanismo di allocazione delle unità risulta più semplice gra-
zie alla esplicitazione di una funzione obiettivo preventivamente
dichiarata;
 Sono in genere più informative perché danno anche dei risultati
intermedi ed indici relativi alla qualità dei risultati;
 Permette la separazione delle coppie di unità a un determinato
livello di aggregazione gerarchica e permette di superare l'erra-
ta fusione di unità eterogenee nei passi iniziali di una procedura
gerarchica;
 Facilita l'utilizzo nelle applicazioni in cui n è grande poich é a causa
dell'elevato numero di aggregazioni il dendrogramma risulterebbe
di diﬃcile lettura e interpretazione.
Mentre nel caso deimetodi di classiﬁcazione gerarchica i vantag-
gi/svantaggi sono i seguenti:
 Non richiedono di deﬁnire a priori il numero dei cluster (il numero
ottimale può essere raggiunto tagliando il dendrogramma a livello
opportuno);
 Sono onerosi dal punto di vista computazionale e la lettura dei
dati si presenta più ricca di approfondimenti;
 La lettura della classiﬁcazione gerarchica dovrà essere fatta sia in
senso verticale che in orizzontale: la prima fornisce un'informazio-
ne di come si raggruppano gli elementi e la seconda deﬁnisce, a
un determinato livello di gerarchia, quali elementi fanno parte dei
diversi gruppi;
 Sono più facilmente inﬂuenzati dalla presenza di outliers;
 Se abbiamo n grande risultano poco eﬃcienti e il dendrogramma
rischia di non essere ben interpretato;
 Una volta che la decisione è presa non può essere annullata;
4. Criteri di valutazione delle partizioni ottenute e individuazione del numero
ottimale di gruppii
La validità dei raggruppamenti risulta di volta in volta qualiﬁcata in base
alle numerose scelte che deve eﬀettuare il ricercatore e quindi a criteri di
tipo soggettivo piuttosto che a rigidi paradigmi teorici di riferimento. Do-
po aver ottenuto la famiglia delle partizioni nel caso di metodi gerarchici
oppure la singola partizione nel caso di metodi non gerarchici è necessario
valutare la classiﬁcazione ottenuta per veriﬁcare il rispetto delle condizioni
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di coesione interna e di separazione esterna. Approsimativamente possiamo
aﬀermare che una partizione è eﬃciente e soddisfacente quando è piccola
la variabilità all'interno dei gruppi individuati e i gruppi sono ben distinti
l'uno dall'altro. Nei metodi non gerarchici il numero ottimo dei gruppi può
essere individuato per tentativi ripetendo più volte la procedura con diversi
valori di g valutando in ogni applicazione la bontà della partizione ottenuta
e scegliendo la più eﬃciente. Nei metodi gerarchici il lavoro risulta essere
un po' più lungo per la presenza di numerose partizioni. Per individuare la
partizione con il numero ottimale di gruppi è importante tener presente che
esiste un trade-oﬀ tra il numero dei gruppi e l'omogeneità degli stessi: se si
diminuisce il numero dei gruppi otteniamo una classiﬁcazione più sintetica
ma si deve pagare un prezzo in termini di maggiore variabilità nei gruppi.
A ogni passo della procedura di classiﬁcazione gerarchica risulta importante
valutare la bontà della corrsipondente partizione. Come abbiamo aﬀermato
precedentemente una buona classiﬁcazione è infatti tipicamente caratteriz-
zata da una ridotta quota di devianza entro i gruppi (W ) e da un elevato
valore della devianza tra i gruppi (B). Per valutare le partizioni ci aﬀdiamo
all'indice R2 e al coeﬃciente RMSSTD che consentono di valutare il grado
di coesione interna dei gruppi ottenuti in ciascun passo di una classifcazione
gerarchica. Data una partizione costituita da g gruppi consideriamo l'indice:
R2 = 1− W
T
=
B
T
(3.23)
L'indice R2 assume valori nell' intervallo [0, 1] e se R è prossimo al valore
massimo unitario la classiﬁcazione può ritenersi omogenea in quanto le unità
che appartengono al medesimo gruppo sono molto simili tra loro e i gruppi
sono ben separati. Una misura alternativa ad R2 è la cosidetta RMSSTD
(Root-Mean-Square-Standard-Deviation) così deﬁnita:
RMSSTD =
√
Wh
p(nh − 1) (3.24)
Tale coeﬃciente considera solo la componente W (within) dove Wh rappre-
senta la devianza delle p variabili nel cluster costituitosi al passo h della
procedura e nh è la corrispondente numerosità. Nei passi intermedi un forte
incremento di RMSSTD rispetto al passo precedente segnala che si sono
uniti due gruppi fortemente eterogenei tra loro (nota bene: tali coeﬃcienti
si impiegano correttamente solo nel caso in cui le variabili siano tra loro
comparabili oppure rese tali attraverso un'opportuna trasformazione).
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3.4 Conclusione sul Data mining: la ﬁgura del Data
Scientist
A conclusione del paragrafo sul Data Mining è necessario porre l'attenzione su
una questione: la lettura e l'interpretazione dei dati. La crescente popolarità dei
sistemi di Data Mining è giustiﬁcata dalla rapida diﬀusione dei Big Data generati
da varie fonti (vedi capitolo 1): nonostante si siano sviluppati software e algoritmi
sempre più eﬃcienti e in gradio di adattarsi molto bene ai dati, tuttavia è sempre
necessaria una certa competenza e padronanza nell'interpretazione e nella lettura
dei dati. Come già menzionato nel primo capitolo della tesi relativo agli aspet-
ti tecnologici e culturali (1.2), sta emergendo una nuova ﬁgura professionale di
estremo interesse deﬁnita Data Scientist (per approfondimenti vedi Appendice) la
quale deve avere caratteristiche ibride: oltre a competenze matematico-statistiche
e informatiche, anche una componente prettamente umanistica di narratore, di
analista e di storyteller ovvero di colui che riesce a far raccontare ai dati la lo-
ro. Forse la caratteristica principale di questa ﬁgura deve essere la curiosità cioè
l'attitudine tipica di chi utilizza il metodo scientﬁco, di analizzare in profondità
i fenomeni non fermandosi alle apparenze e identiﬁcare un insieme di ipotesi da
veriﬁcare ed esplorare con l'analisi e lo studio dei dati25.
In conclsuione Bruno Scarpa nel suo libro sostiene che non si possa prescindere
completamente dall'apporto dell'analista per un'analisi completa e eﬃciente dei
dati ma è indispensabile una comprensione degli strumenti di lavoro in modo da
comprenderne i vantaggi e gli svantaggi e una preparazione adeguata per poter
leggere correttamente gli output degli algoritmi26.
Figura 3.12: Il proﬁlo del Data Scientist
25Alberto Daprà, Data scientist: la professione più interessante del XXI secolo, Statistica &
Società, 2, 1 (2013)
26Azzalini, Adelchi e Bruno Scarpa, Analisi dei Dati e Data Mining, Bruno Scarpa, Springer.
2004: 13
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Capitolo 4
Un'applicazione della cluster
analysis: segmentazione della
clientela mediante l'algoritmo
delle k-medie
4.1 Presentazione del caso applicativo
Un 'azienda di telecomunicazioni, che fornisce contenuti web per clienti consumer,
ha messo a disposizione un insieme di dati i quali riproducono gli acquisti di
prodotti web (contenuti) acquisibili da un terminale mobile e registrati per otto
mesi consecutivi (m1-m8). Il dataset di cui siamo in possesso è così strutturato
(ﬁg4.1):
Figura 4.1: Una porzione del dataset originale dal mese 1 al mese 8 (n.b. per
motivi di spazio si è inserito il dataset ﬁno al mese 2)
Il dataset contiene in totale 15 prodotti web dal mese 1 al mese 8 più 2 prodotti
web appartenenti solo al mese 8 per un totale di clienti N = 100.000 clienti (ID).
I consumatori vengono identiﬁcati solo con un codice numerico (ID) e non viene
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fornita alcuna informazione di carattere personale. Nel dataset originale avevamo
100.000 clienti che, come vedremo successivamente abbiamo ridotto a 50.000 per
ottenere una matrice dei dati su cui applicare la classiﬁcazione delle k-medie.
4.1.1 Descrizione delle variabili
L'azienda si presenta nel web con molti prodotti suddivisi nelle seguenti aree:
 GOAL: prodotto relativo alla visione in tempo reale del goal della serie A;
 GIOCHI1: prodotti di giochi da console acquisiti da un primo fornitore;
 GIOCHI2: prodotti di giochi da console acquisiti da un secondo fornitore;
 VIDEOTG: servizio di telegiornale online;
 VIDEOMUSICA: servizio di trasmissione di video musicali;
 MUSICAINTERI: prodotto relativo al download di brani musicali integrali;
 MUSICAPARZIALI: prodotto relativo al download di brani musicali par-
ziali;
 SUONERIE: prodotto relativo al download di suonerie per il cellulare;
 NEWS: aggiornamenti in tempo reale sulle notizie dall'Italia e dal mondo;
 MOTOGP: prodotto relativo alla visione su terminale mobile in tempo reale
del moto gp;
 FOX: canale tv FoxOne per terminale mobile;
 CHATVIDEO: prodotto relativo a una community video;
 MEETINGS: prodotto relativo a una community ﬁnalizzata a creare nuovi
incontri;
 CHATMMS: prodotto relativo a una community attraverso mms;
 SOAP: prodotto relativo a serie televisive e soap opera per terminale mobile;
 CINEMA: prodotto relativo alla visione di ﬁlm per terminale mobile (solo
per il mese 8);
 BLOG : prodotto relativo a una community attraverso blog (solo per il mese
8).
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4.2 Obiettivo dell'analisi
Lo scopo di questa applicazione è riuscire a trarre valore dai dati grezzi in
termini di conoscenza e informazioni per arrivare a delineare la proﬁlazione
della customer base sulla base degli acquisti eﬀettuati da ogni cliente.
Mediante l'algoritmo delle k-medie, una tecnica appartenente alla cluster analysis
di tipo non gerarchico, proviamo a segmentare la clientela sulla base degli acquisti
che eﬀettua. Come già discusso nel capitolo 3, è importante ricordare che la
cluster analysis è una tecnica di classiﬁcazione analitica che, tramite un algoritmo
statistico, riesce a:
 Raggruppare le unità statistiche in gruppi il più possibile omogenei al loro
interno (coesione interna) ed eterogenei tra di loro;
 Aggregare i consumatori con caratteristiche più simili.
La segmentazione nelle ricerche di marketing può essere utile per:
 Aumentare l'eﬃcacia delle attività di marketing e del CRM (Customer Re-
lationship Management) grazie a una maggior conoscenza del consumatore;
 Attuare il marketing one-to-one e deﬁnire azioni diﬀerenziate sui diversi
segmenti ﬁnalizzate ad aumentare la ﬁdelizzazione del cliente;
 Individuare nuovi segmenti di clienti per il lancio di nuovi prodotti e preve-
nire la riduzione dell'abbandono.
4.3 Procedimento di analisi
Il caso applicativo è stato trattato secondo le seguenti fasi:
1. Per costruire la matrice dei dati su cui applicare la cluster analysis, sono
stati selezionati i primi 50000 clienti. Per applicare la cluster analysis non
sono stati considerati gli acquisti mese per mese (come erano nel dataset
originale), ma sono stati raggruppati gli acquisti considerando la somma
dei mesi complessivi (Fig. 4.2): in questo modo è stata creata una nuova
matrice su cui operare;
2. Successivamente è stata fatta un'analisi preliminare e descrittiva dei dati
mediante tabelle e graﬁci per vedere come sono distribuiti i dati tra loro e
individuare eventuali valori anomali;
3. È stato applicato, mediante l'utilizzo della classiﬁcazione delle k-medie, il
modello della cluster analysis tramite il software di statistica XLSTAT;
4. Attraverso il calcolo dell'indice R2 sono stati analizzati i clusters e i risultati
ottenuti.
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Figura 4.2: Uno stralcio della nuova matrice dati
4.4 Organizzazione e studio preliminare dei dati
Il dataset originale è stato suddiviso a metà per facilitare l'utilizzo della cluster
analysis. Da 100000 operazioni siamo passati ad analizzare le prime 50000. Il da-
taset è stato successivamente aggregato per ogni ID (cliente), in modo da riportare
la somma degli acquisti eﬀettuati nel periodo considerato. Il dataset ﬁnale è co-
stituito da una matrice di 32176 righe (i clienti) e 15 colonne (le variabili ovvero
i prodotti web). Siamo di fronte a dati quantitativi e in particolari ai conteggi
degli acquisti eﬀettuati dai consumatori. L'analisi esplorativa dei dati è utile per
i seguenti motivi:
 Farsi una prima idea dei dati oggetti di studio;
 Controllare la presenza dei valori anomali e della distribuzione delle variabili;
 Fornire una prima descrizione dei dati.
Osservando la matrice dei dati emerge una grande prevalenza degli 0; questo
signiﬁca che sono più i consumatori che non acquistano di quelli che eﬀettuano
acqusiti.
4.5 Analisi descrittiva con XLSTAT
Dall'analisi della ﬁg.4.3 risulta che i prodotti videomusica, musica parziali,
motoGP, fox, chatmms, soap e m8blog hanno i valori della deviazione stan-
dard più concentrati (più vicini alla media). Un graﬁco che permette di valutare
la forma della distribuzione e la sua eventuale asimmetria è il box-plot (graﬁco a
scatola)(ﬁg. 4.4): è basato sull'indicazione della mediana del primo quartile (Q1)
e del terzo quartile (Q3) (che nel nostro caso è 0) e sulla diﬀerenza interquartile.
Se la distribuzione fosse simmetrica, la mediana risulterebbe equidistante da
Q1 e Q3, diversamente, se la distribuzione fosse asimmetrica. Per esempio quando
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Figura 4.3: Statistiche descrittive (dati quantitativi)
Figura 4.4: Esempio di box-plot)
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la distanza tra Q3 e la mediana è maggiore della distanza tra Q1 e la mediana,
allora la distribuzione è asimmetrica a destra. Nel caso applicativo sono stati
calcolati (utilizzando il software per l'analisi statistica R) i boxplots relativi alle 15
variabili suddivisi a gruppi di 5 per facilitarne la visualizzazione. Sono presentati
di seguito.
Figura 4.5: Box-plots 1 di 3
Figura 4.6: Box-plots 2 di 3
Tramite i box-plots(ﬁg 4.5,4.6 e 4.7) è possibile individuare degli eventuali
valori anomali o outliers. Che cos'è un valore anomalo? Un valore anomalo
è un'osservazione che, essendo atipica o erronea, si scosta decisamente dal com-
portamento degli altri dati, con il riferimento al tipo di analisi considerata1. I
meccanismi che possono generare valori anomali sono i seguenti:
 Elevata variabilità intrinseca del fenomeno: certe variabili possono presen-
tare una notevole dispersione con code della distribuzione particolarmente
accentuate;
1Zani, Sergio e Andrea Cerioli, Analisi dei dati e data mining per le decisioni aziendali :
pag.79.
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Figura 4.7: Box-plots 3 di 3
 Valori provenienti da una diversa distribuzione: alla maggioranza delle os-
servazioni provenienti da una distribuzione fondamentale o di base, si ag-
giungono pochi valori appartenenti a una distribuzione contaminante, i
quali possono collocarsi come outliers;
 Errore di rilevazione o di elaborazione: in qualunque fase del processo di
rilevazione possiamo commettere degli errori che generano valori anomali;
per esempio possono derivare da un errore di lettura di uno strumento, di
trascrizione di una risposta sul questionario etc. . .
Nelle analisi unidimensionali un primo criterio esplorativo d'individuazione di
eventuali valori anomali nelle singole variabili consiste nell'impiego di box-plots
rappresentato precedentemente. Inoltre sono stati eﬀettuati dei graﬁci per veriﬁ-
care eﬀettivamente la percentuale degli 0 che compongono la nostra distribuzione,
di seguito si riporta l'aerogramma (ﬁg 4.8)(nb: sono stati tolti dall'analisi i pro-
dotti cinema e blog che erano relativi solo al mese 8 perché contenevano tutti
0 e dunque ritenuti insigniﬁcanti ai ﬁni dell'analisi.
dall'analisi della tabella 4.1 si vince che il prodotto suonerie ha solamente il
3% degli 0, questo vuol dire che molti consumatori lo hanno comprato. La nostra
distribuzione, come già supposto prima, è costituita prevalentemente da persone
che non acquistano.
Dai graﬁci evinciamo che il prodotto Suonerie riscuote maggior successo ed è
quello che viene maggiormente scaricato e invece il prodotto moto GP è all'ultimo
posto in classiﬁca.
4.5.1 Relazione fra variabili quantitative
La relazione fra variabili quantitative si ottiene tramite il calcolo del coeﬃciente
di correlazione lineare deﬁnito dalla seguente formula:
r(X,Y ) =
cov(X,Y )
σ(X)σ(Y )
; −1 ≤ r(X,Y ) ≤ 1 (4.1)
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Figura 4.8: Percentuale degli 0 sul totale
prodotti Conteggio 0 Frequenze relative %
goal 29084 0,07 6,93
giochi1 30155 0,07 7,19
videoTG 22902 0,05 5,46
videomusica 30947 0,07 7,38
musicainteri 26349 0,06 6,28
musicaparziali 31159 0,07 7,43
suonerie 12901 0,03 3,07
news 28701 0,07 6,84
giochi2 23577 0,06 5,62
motoGP 31973 0,08 7,62
fox 31166 0,07 7,43
chatvideo 29382 0,07 7,00
meetings 31156 0,07 7,43
chatmms 30922 0,07 7,37
soap 29225 0,07 6,96
TOT 419599
Tabella 4.1: Presenza degli 0
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Figura 4.9: Percentuale degli acquisti
prodotti Conteggio acquisti Frequenze relative %
motoGP 234 0,00 0,12
fox 1403 0,01 0,72
musicaparziali 1536 0,01 0,79
videomusica 1906 0,01 0,98
chatmms 2480 0,01 1,28
soap 4947 0,03 2,55
goal 7082 0,04 3,66
news 8436 0,04 4,36
giochi1 9847 0,05 5,08
musicainteri 12371 0,06 6,39
chatvideo 14324 0,07 7,40
videoTG 18746 0,10 9,68
giochi2 19237 0,10 9,93
meetings 23322 0,12 12,04
suonerie 67802 0,35 35,01
TOT 193673
Tabella 4.2: Tabella conteggio acquisti
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Le caratteristiche principali del coeﬃciente di correlazione (di Pearson) sono:
 Riassume la forza della relazione lineare tra le variabili;
 È positivo quando i valori delle variabili crescono insieme e negativo quando
i valori di una delle variabili cresce al decrescere dei valori dell'altra;
 Quando r(X,Y ) = 0 i due caratteri non sono legati da alcun tipo di relazione
lineare; diremo che X e Y sono indipendenti in correlazione;
 Non è inﬂuenzato dall'unità di misura.
La correlazione è molto sensibile agli outliers: due o tre outliers possono
portare il coeﬃciente a livelli molto bassi, (n.b. rischi nell'interpretazione).
Figura 4.10: Matrice di correlazione
La matrice di correlazione (ﬁg.4.10) rappresenta uno strumento fondamentale
dell'analisi dei dati multivariati perché in essa vengono evidenziate le relazioni tra
le varie coppie di variabili. Nel nostro caso dalla matrice delle correlazioni si
evince che non ci sono signiﬁcativi valori di correlazione tra le variabili, tuttavia
quelle più correlate sono:
 Il prodotto musicainteri con videomusica (r = 0, 267);
 Il prodotto suonerie con videotg (r = 0, 163);
 Il prodotto soap con videotg (r = 0, 228);
 Il prodotto suonerie con musicainteri (r = 0, 170)
Il prodotto maggiormente correlato con le altre variabili risulta essere suone-
rie . Nel nostro caso, come vediamo dai boxplots, siamo di fronte a tanti outliers
e perciò i coeﬃcienti di correlazione sono molto bassi.
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Figura 4.11: Matrice di correlazione con p-value
Per l'analisi multivariata viene impiegato uno strumento di visualizzazione
graﬁca: lo scatterplot (o matrice dei diagrammi di dispersione), essa mette in
evidenza:
 I valori anomali;
 La relazione eventualmente esistente tra ciascuna coppia di variabili;
 I gruppi di unità con valori tra loro molto simili delle coppie di variabili che
si presentano con punti molto vicini nei graﬁci.
Visto che dalla matrice dello scatterplot su 15 variabili non è possibile una
chiara visualizzazione, sono stati riportati gli scatterplots relativi alle variabili a
gruppi di 5:
il primo gruppo è formato dalle prime 5 variabili: goal, giochi1, videotg2,
videomusica e musicainteri;
il secondo gruppo è formato dalle variabili: musicaparziali, suonerie, news,
giochi2 e motogp;
Inﬁne il terzo gruppo è formato dalle variabili: fox, chatvideo, meetings,
chatmms e soap.
Osservazioni: a primo impatto vediamo che ci sono delle relazioni lineari
negative per esempio tra suonerie e giochi2 ma anche con la variabile news. È
interessante vedere che la maggior parte degli acquisti si eﬀettuano nel secondo
gruppo. Inoltre vi sono molti valori anomali specialmente nel primo gruppo di
variabili ma la maggior parte delle variabili non ha nessuna relazione tra loro.
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Figura 4.12: scatter plot : 1 di 3
Figura 4.13: scatter plot : 2 di 3
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Figura 4.14: scatter plot : 3 di 3
4.6 L'applicazione della cluster analysis mediante l'al-
goritmo non gerarchico delle k-medie
Dopo la fase di trattamento dei dati si procede all'applicazione algoritmo di clas-
siﬁcazione non gerarchica delle k-medie. Poiché siamo di fronte a un dataset con
32.176 clienti si è scelto di utilizzare il metodo non gerarchico delle k-means, che
risulta il più appropriato per l'analisi dei gruppi. Le tecniche non gerarchiche sono
solitamente utilizzate nelle applicazioni in cui n è dell'ordine di qualche centinaia
di unità poiché, a causa dell'elevato numero di aggregazioni, il dendrogramma
(rappresentazione graﬁca propria dei metodi gerarchici) risulterebbe complesso
e di diﬃcile interpretazione. Prima di applicare la classiﬁcazione delle k-means,
fornita dal programma XLSTAT, è stata costruita la matrice dei dati originari su
cui eﬀettuare il clustering (vedi ﬁgura 4.15).
Per eﬀettuare l'analisi dei clusters è stato utilizzato il software XLSTAT (un
software di statistica multivariata oﬀerto da Microsoft Excel). Per scegliere la
classiﬁcazione delle k-means (k-medie) si è scelto il comando k-means clustering
dalla barra degli strumenti Analyzing data (ﬁgura 4.16).
È stata selezionata la matrice dei dati e inoltre sono state eﬀettuate una serie
di scelte operative: in primis è stato scelto il numero dei gruppi che, come già
anticipato, deve essere ﬁssato a priori. Si è iniziato con g = 2 (dove g sta per
numero di gruppi) per poi proseguire con g = 3, g = 4, g = 5 e g = 6, successiva-
mente, è stato scelto il criterio di classiﬁcazione W (determinante), il quale
consente di eliminare gli eﬀetti di scala delle variabili (vedi ﬁgura 4.17).
In un secondo momento nella scheda opzioni sono state impostate le condizio-
ni di arresto, ovvero il numero di iterazioni (n = 20) ed il criterio di convergenza
(δ = 10−5), con partizione iniziale casuale (ﬁgura 4.18).
Analizziamo gli output relativi alla classiﬁcazione delle k-means e valutiamo la
bontà delle partizioni attraverso il calcolo dell'indice R2. L'obiettivo della cluster
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Figura 4.15: Una parte della matrice dei dati
Figura 4.16: Selezione del tipo di analisi
Figura 4.17: Selezione del criterio di classiﬁcazione
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Figura 4.18: Impostazione dei criteri di arresto
analysis,2 come già anticipato, è quello di ricercare i gruppi dotati di coesione
interna e di separazione esterna; in altre parole una buona classiﬁcazione è
caratterizzata da una ridotta quota di devianza nei gruppi (within) e da un elevato
valore della devianza tra i gruppi (between). Prima di andare ad analizzare le
tabelle delle varianze è necessario ricordare la formula dell'indice R2 . Dunque
data una partizione formata da g gruppi, consideriamo l'indice così deﬁnito:3
R2 = 1− W
T
=
B
T
(4.2)
È necessario ricordare le quantità che sono esposte di seguito:
 Media dei quadrati (degli scostamenti dalla media) indica una varianza
deﬁnita nel seguente modo:
var =
dev
df
(4.3)
in cui df rappresenta il numero di gradi di libertà e dev la devianza;
 La Media dei quadrati nei clusters si riferisce alla var tra gruppi cioè:
vartra =
devtra
g − 1 (4.4)
2Per l'approfondimento teorico si veda il capitolo 3 sulla cluster analysis.
3Dove W =
∑p
s=1
∑nl
i=1(xis − xs,l)2 indica la devianza delle p-variabili nel gruppo l-esimo,
T =
∑p
s=1
∑n
i=1(xis − xs)2 indica la devianza totale delle p variabili ottenuta come somma
delle devianze delle singole variabili rispetto alla corrispondente media generale xs e inﬁne
B =
∑p
s=1
∑g
l=1(xs,l−xs)2 descrive la devianza tra i gruppi, cioè la somma delle devianze delle
medie di gruppo rispetto alla corrispondente media generale.
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 La Media dei quadrati nell'errore si riferisce alla var nei gruppi e quindi:
varnei =
devnei
n− g (4.5)
Pertanto:
 B = devtra =media dei quadrati dei clusters·(g − 1)
 W = devnei =media dei quadrati dell'errore·(n− g)
 T = devtotale = devtra + devnei
I gradi di libertà considerati nelle seguenti tabelle sono:
 (n− 1) per la devianza totale;
 (g − 1) per la devianza tra gruppi;
 (n− g) per la devianza nei gruppi.
A questo punto riportiamo gli output dell'analisi della varianza e calcoliamo il
valore di R2 per ciascuna partizione (l'analisi è stata eﬀettuata sulla matrice dei
dati originaria poiché operiamo con dati che hanno tutti la stessa unità di misura
e non è necessario trasformare i dati in dati standardizzati).
Figura 4.19: Analisi della varianza g = 2
Riportiamo i valori dell'indice di validità globale R2 in corrispondenza di
partizioni con diverso numero di gruppi (tabella 4.3):
Dalla tabella 4.3 osserviamo che R2 cresce, anche se non in maniera signiﬁca-
tiva. La scelta del numero ottimo dei gruppi deve tenere conto dell'incremento
di R2, passando da g a (g + 1): se tale aumento è modesto allora sarà preferibile
la partizione meno ﬁne con g gruppi che oﬀre una sintesi migliore. Nel nostro caso
prendiamo in considerazione la partizione con g = 3, con g = 4 e con g = 5 visto
che nel passare da g = 5 a g = 6, il valore di R2 cresce di poco. Ai ﬁni della scelta
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Figura 4.20: Analisi della varianza g = 3
Figura 4.21: Analisi della varianza g = 4
Figura 4.22: Analisi della varianza g = 5
n◦ gruppi Indice quadro globale
g = 2 0, 04
g = 3 0, 08
g = 4 0, 12
g = 5 0, 14
g = 6 0, 18
Tabella 4.3: Valori dell'indice di validità globale R2
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Figura 4.23: Analisi della varianza g = 6
Figura 4.24: Decomposizione della varianza per la classiﬁcazione ottimale g = 3
della partizione migliore è necessario considerare anche la decomposizione della
varianza per la classiﬁcazione ottimale. Iniziamo con g = 3 per poi proseguire con
g = 4 e g = 5 (ﬁgre 4.24, 4.25).
La variabilità fra un gruppo e l'altro (Interclassi) dovrebbe essere superiore
alla variabilità all'interno dei gruppi (Intraclasse). L'osservazione di questo dato
permette quindi di valutare la bontà della segmentazione, ed eventualmente di
modiﬁcarla se il risultato non è soddisfacente. Nel nostro caso la segmentazione
si presenta soddisfacente poiché abbiamo il 55, 43% di variabilità interclassi che
va a diﬀerenziare i gruppi tra loro (ﬁgura 4.25).
Figura 4.25: Decomposizione della varianza per la classiﬁcazione ottimale g = 4
Inoltre consideriamo anche l'output dei baricentri delle classi (ﬁgure 4.27, 4.28
e 4.29):
È stata scelta la partizione con 4 gruppi perché risulta abbastanza soddisfa-
cente:
 L'incremento di R2 da g = 3 a g = 4 risulta signiﬁcativo (da 0, 08 a 0, 12)
 La decomposizione della varianza per g = 4 presenta il 55, 43% di variabilità
interclassi che va a diﬀerenziare i gruppi tra loro.
78
Figura 4.26: Decomposizione della varianza per la classiﬁcazione ottimale g = 5
Figura 4.27: Baricentri delle classi g = 3
Figura 4.28: Baricentri delle classi g = 4
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Figura 4.29: Baricentri delle classi g = 5
Commento dei risultati:
 Nel primo gruppo gli acquisti dei prodotti sono scarsi perché le medie della
variabili risultano molto basse; la somma delle medie della variabili è di 5, 4.
Il prodotto suonerie (2, 10) è quello più acquistato;
 Nel secondo gruppo la somma delle media delle variabili è di circa 268. Il
valore che fa aumentare la media è il prodotto meetings (251, 05);
 Nel terzo gruppo il prodotto più acquistato è chatvideo (79, 35);
 Nel quarto gruppo viene acquistato soprattutto giochi1 (163, 7).
La colonna del totale complessivo riproduce la media dei prodotti acquistati
dal totale dei consumatori.
Alla luce delle considerazioni precedentemente eﬀettuate possiamo osservare
che il prodotto suonerie è quello più acquistato in media dai consumatori (2, 11)
e quello meno acquistato è il prodotto motogp (0, 01). Concludiamo che in
tutte e le quattro partizioni l'unico prodotto che ricorre nel paniere di acquisti
del consumatore risulta essere suonerie. Il primo gruppo è quello composto da
valori più omogenei tra loro e caratterizzato da minor variabilità: è caratterizzato
da una buona coesione interna nei gruppi.
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Figura 4.30: Classiﬁcazione con g = 4
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Capitolo 5
Conclusioni
Nel presente lavoro di tesi è stato esplorato il fenomeno dei Big Data e la sua pos-
sibile integrazione e collaborazione con le indagini statistiche, in particolare con le
indagini campionarie. L'analisi dei Big Data è stata utile per capire le potenzialità
in vari campi di applicazione e le principali diﬀerenze nei dati che contraddistin-
guono i Big Data dai dati campionari (Survey Data). Nella tesi è stato illustrato
il caso studio sul Social and Mobility Data Mining promosso dalla dott.ssa Fo-
sca Giannotti per esempliﬁcare la possibile integrazione tra dati tradizionali e
dati nuovi prodotti dai dispositivi GPS e dai sensori di mobilità: l'unione di
entrambi i paradigmi ha portato notevoli vantaggi al progetto e ha permesso, co-
me discusso nella tesi, la realizzazione di uno strumento analitico per la mobilità
chiamato M- Atlas. Penso che l'integrazione tra questi due paradigmi di raccolta
dati così diversi possano collaborare tra loro per riuscire a fornire informazioni
più complete e veritiere su fenomeni sia sociali sia di business. I Big Data si
conﬁgurano come una leva competitiva su cui le aziende possono diﬀerenziarsi: la
principale caratteristica è la velocità e le informazioni in tempo reale. La velocità
e la tempestività delle informazioni sono la principale diﬀerenza riscontrata tra le
indagini campionarie e i Big Data. Nella tesi viene aﬀrontato, inoltre, il rapporto
tra i Big Data e il marketing oﬀrendo possibili scenari di applicazioni. Un settore
del marketing che ha beneﬁciato maggiormente dell'utilizzo dei Big Data è quello
del Retail grazie all'uso e alla gestione dei grandi dati relativi ai consumatori; i
vantaggi ottenuti sono molteplici e vanno dall'aumento della customer loyalty, di
miglioramento delle performance qualitative, dei vantaggi competitivi all' incre-
mento dei ricavi e di riduzione dei costi. I Big data non oﬀrono solo opportunità,
sono caratterizzati da alcune criticità come la mancata certezza sulla provenienza
dei dati, la scarsa qualità dei dati, la questione problematica legata alla privacy
e al trattamento dei dati personali e la poca propensione all'innovazione da parte
di aziende soprattutto Italiane. L'attenzione verso i Big Data e la propensione
a investire in questo campo dipende da numerosi fattori, ma il più importante è
sicuramente dato dalla possibilità di trovare una coerenza tra le priorità strategi-
che delle imprese e i beneﬁci che possono oﬀrire i Big data. Secondo uno studio
della School of Management Bocconi, oggi la maggior parte delle imprese italiane
si trovano ancora in una fase di comprensione dei Big Data (57%) e di studio
delle preliminari questioni connesse alla privacy e alla sicurezza(25%); solo il 18%
ha deﬁnito una strategia di Big Data o è in fase di studio di fattibilità . Inﬁne
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è stato trattato un caso applicativo relativo ad un dataset di clienti, mediante la
cluster analysis, ottenendo la segmentazione dei consumatori in quattro clusters.
Il principale limite riscontrato nel corso dell'analisi dei gruppi è stato quello di
avere a disposizione un solo tipo di variabile (conteggio acquisti); questo non ha
permesso un'ampia e completa descrizione di ciascuna partizione.
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Appendice A
Big Data nel settore del retail
Il seguente articolo riporta un caso studio incentrato sul settore del reatil negli
Stati Uniti. Inoltre vengono illustrati molti esempi di aziende di successo mondiali
(come l'azienda americanaWal Mart) che hanno saputo trarre valore dalla corretta
gestione dei dati relativi al comportamento dei consumatori, riuscendo così ad
ottenere un forte incremento dei loro proﬁtti.
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3c. Retail (United States)
In the US retail industry, the use of information technology and digital data has been 
instrumental in boosting the profitability of individual players and the productivity 
of the entire sector for decades. In the coming years, the continued adoption and 
development of big data levers have the potential to further increase sector-wide 
productivity by at least 0.5 percent a year through 2020. Among individual firms, 
these levers could increase operating margins by more than 60 percent for those 
pioneers that maximize their use of big data. Such a boost in profitability would be 
especially significant in a sector where margins are notoriously tight. This is also 
a rich domain in which to examine interactions between retailers and consumers. 
This is an area in which digital data are playing an increasing role as consumers 
search, research, compare, buy, and obtain support online, and the products sold by 
retailers increasingly generate their own digital data. Of course, the value that players 
in the retail sector and their customers will actually capture will depend critically 
on the actions of retailers to overcome barriers related to technology, talent, and 
organizational culture. 
This study focuses on the US retail sector, but we also draw on the best practices and 
experiences of companies around the world. The potential positive impact from the 
majority of the big data levers we describe would almost certainly be similar in other 
developed nations. We examined the application of big data in the majority of retail 
subsectors as described by the standard North American Industry Classification 
System (NAICS). Specifically, we include in our analysis those subsectors in which 
customers make small- to moderate-sized average individual purchases and those 
with a moderate to high frequency of interaction (see Box 9, “Which retail subsectors 
did we study?”). We do not include the private-label businesses of retailers. We cover 
suppliers of goods in our case study on manufacturing.
Box 9. Which retail subsectors did we study?
We looked at 10 of the 12 NAICS retail subsectors for our analysis: health and 
personal care; general merchandise; building materials and garden equipment; 
nonstore retailers; food and beverage; clothing and accessories; sporting 
goods, hobby, book, and music; electronics and appliances; miscellaneous; 
and furniture and home furnishings.
We did not include motor vehicle and parts dealers or gas stations. The primary 
reason for excluding motor vehicle dealers was that the frequency of purchases 
of motor vehicles, often the second-most valuable item in a household after a 
home itself, is relatively rare, so the level of interactions with consumers is also at 
a different scale and frequency compared with other retail subsectors. We chose 
not to cover gas stations because the sale of a commodity (gasoline) makes it less 
comparable to other retail subsectors with far more variety in products and whose 
input costs are less dominated by a single volatile factor (oil prices).
RETAIL IS AN IMPORTANT COMPONENT OF THE US ECONOMY, 
BUT PROFITABILITY IS UNDER INTENSE PRESSURE
Retail makes up a sizable part of the US economy. In 2009, that share was an 
estimated 6 percent of the economy, down a percentage point from 2000. Industry 
forecasts point to only modest growth over the next five years as the sector steadily, 
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but slowly, recovers from recession. Historical trends have demonstrated that there is 
a close relationship between growth in retail and that of developed market economies 
as a whole. As a matter of reference, the International Monetary Fund (IMF) is 
predicting annual US GDP growth of 2.7 percent through 2015.
Retail’s share of overall consumer spending has been in decline, falling from 
50 percent in 1990 to 42 percent in 2009. And the sector’s profitability is under 
intense pressure, squeezed both by suppliers, who have been capturing an 
increasing amount of surplus, and by customers, who are putting pressure on prices. 
For every $1.00 of operating profit on consumer goods in 2008, retailers collected 
approximately $0.31, down from $0.60 in 1999, while suppliers, packagers, and 
others below retail on the value chain received $0.69 (Exhibit 20).
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A number of big data developments will put more downward pricing pressure 
on retailers. This squeeze will come from a variety of new technologies that give 
shoppers powerful pricing, promotional, and product information, frequently in real 
time. Applications such as RedLaser, for instance, let shoppers scan the bar code 
of an item in-store with their smartphones and obtain immediate price and product 
comparisons. In addition, the adoption of online and mobile commerce (more than 
50 percent of retail sales will be online or influenced by online channels by 2014) 
could provide a huge increase in price transparency that will shift immense value 
to consumers (Exhibit 21). This trend is likely to erode margins for retailers that are 
competing solely on price. It is already clear that where shoppers have easy access 
to cross-retailer price comparisons, prices tend to be materially lower.60 
60 There is a long history of academic literature on the relationship between advertising (online 
and ofﬂine) and prices that has covered products from eyeglasses to alcohol and services 
such as attorneys. See, for example, Lee Benham, “The effect of advertising on the price of 
eyeglasses,” Journal of Law and Economics 15(2), October 1972: 337–52.
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Exhibit 21
US online and Web-influenced retail sales are forecast to become more 
than half of all sales by 2013
$ billion
SOURCE: Forrester Research Web-influenced retail sales forecast, December 2009
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INFORMATION TECHNOLOGY TRENDS OFFER SIGNIFICANT NEW 
OPPORTUNITIES TO CREATE VALUE IN RETAIL
While big data linked to new technology does squeeze the industry in some ways, it 
also offers significant new opportunities for creating value. Sector retailers and their 
competitors are in a constant race to identify and implement those big data levers 
that will give them an edge in the market. The volume of data is growing inexorably 
as retailers not only record every customer transaction and operation but also keep 
track of emerging data sources such as radio-frequency identification (RFID) chips 
that track products, and online customer behavior and sentiment.
In fact, US retail has been leveraging information technology for decades. Point-of-
sale transactional data, primarily obtained from the use of bar codes, first appeared 
in the 1970s.61 Since the 1990s, many leading retailers have been using store-level 
and supply chain data to optimize distribution and logistics, sharpen merchandise 
planning and management, and upgrade store operations. In previous MGI research 
on the acceleration of productivity in general merchandise retail in the 1990s, we 
found that Wal-Mart directly and indirectly caused the bulk of the productivity 
acceleration through ongoing managerial innovation (e.g., big-box formats, everyday 
low price) that increased competitive intensity and drove the diffusion of managerial 
and technological best practices.62 Wal-Mart pioneered the expansion of an 
electronic data interchange system to connect its supply chain electronically. Wal-
Mart also developed “Retail Link,” a tool that gives its suppliers a view of demand in its 
stores so that they know when stores should be restocked rather than waiting for an 
order from Wal-Mart. This “vendor-managed inventory” was a revolutionary concept 
when it was introduced in the late 1980s. Both of these initiatives improved the 
61 A package of Wrigley’s chewing gum was the ﬁrst grocery item scanned using Universal 
Product Code—in a Marsh Supermarket in Troy, Ohio, in 1974. 
62 For more on drivers of productivity, in particular technology in the retail sector in the 1990s, 
see How IT enables productivity growth, McKinsey Global Institute, November 2002 (www.
mckinsey.com/mgi).
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retailer’s capital and labor productivity and cost position. When other retailers moved 
in the 1990s to emulate what Wal-Mart had pioneered in order to remain competitive, 
productivity surged across the industry.
Today, leading players are mining customer data to inform decisions they make about 
managing their supply chain to merchandising and pricing. Wal-Mart’s detailed 
and cost-efficient customer tracking gives the retailer the ability to mine petabytes 
of data on customer preferences and buying behavior, and thereby win important 
pricing and distribution concessions from consumer product goods companies. 
Retailers across the industry are becoming more sophisticated in slicing and dicing 
big data they collect from multiple sales channels, catalogs, stores, and online 
interactions. The widespread use of increasingly granular customer data can enable 
retailers to improve the effectiveness of their marketing and merchandising. Big data 
levers applied to operations and supply chains will continue to reduce costs and 
increasingly create new competitive advantages and strategies for growing retailers’ 
revenue.
MGI HAS IDENTIFIED 16 BIG DATA LEVERS IN RETAIL
We have identified 16 big data retail levers that retailers can employ along the value 
chain. These levers fall into in the five main categories of marketing, merchandising, 
operations, supply chain, and new business models (Exhibit 22).
Exhibit 22
Big data retail levers can be grouped by function
Function Big data lever
Marketing ? Cross-selling 
? Location based marketing
? In-store behavior analysis
? Customer micro-segmentation
? Sentiment analysis
? Enhancing the multichannel 
consumer experience
? Assortment optimization
? Pricing optimization
? Placement and design 
optimization
Operations ? Performance transparency
? Labor inputs optimization
Supply chain ? Inventory management
? Distribution and logistics 
optimization
? Informing supplier negotiations
Merchandising
SOURCE: McKinsey Global Institute analysis
? Price comparison services
? Web-based markets
New business models
Marketing
1.  Cross-selling. State-of-the-art cross-selling uses all the data that can be known 
about a customer, including the customer’s demographics, purchase history, 
preferences, real-time locations, and other facts to increase the average purchase 
size. For example, Amazon.com employs collaborative filtering to generate 
“you might also want” prompts for each product bought or visited. At one point, 
Amazon reported that 30 percent of sales were due to its recommendation 
engine. Another example of this lever is using big data analyses to optimize 
in-store promotions that link complementary items and bundled products.
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2.  Location-based marketing. Location-based marketing relies on the growing 
adoption of smartphones and other personal location data-enabled mobile 
devices. It targets consumers who are close to stores or already in them. For 
instance, as a consumer approaches an apparel store, that store may send a 
special offer on a sweater to the customer’s smartphone. The startup PlaceCast 
claims that more than 50 percent of its users have made a purchase as a result of 
such location-based ads. Nearly 50 percent of smartphone owners use or plan to 
use their phones for mobile shopping.63 
3.  In-store behavior analysis. Analyzing data on in-store behavior can help improve 
store layout, product mix, and shelf positioning. Recent innovations have enabled 
retailers to track customers’ shopping patterns (e.g., footpath and time spent 
in different parts of a store), drawing real-time location data from smartphone 
applications (e.g., Shopkick), shopping cart transponders, or passively monitoring 
the location of mobile phones within a retail environment. Some retailers use 
sophisticated image-analysis software connected to their video-surveillance 
cameras to track in-store traffic patterns and consumer behavior.
4.  Customer micro-segmentation. The next marketing-related big data lever is 
customer micro-segmentation. Although this is a familiar idea in retail, big data 
has enabled tremendous innovation in recent years. The amount of data available 
for segmentation has exploded, and the increasing sophistication in analytic 
tools has enabled the division into ever more granular micro-segments—to the 
point at which some retailers can claim to be engaged in personalization, rather 
than simply segmentation. In addition to using traditional market-research data 
and data on historical purchases, retailers can now track and leverage data on 
the behavior of individual customers—including clickstream data from the Web. 
Retailers can now update this increasingly granular data in near real time to adjust 
to customer changes. Neiman Marcus, a high-end retailer, has developed both 
behavioral segmentation and a multi-tier membership reward program, and this 
combination has led to substantially more purchases of higher margin products 
from its most affluent, higher-margin customers.
5.  Sentiment analysis. Sentiment analysis leverages the voluminous streams of data 
generated by consumers in the various forms of social media to help inform a variety 
of business decisions. For example, retailers can use sentiment analysis to gauge 
the real-time response to marketing campaigns and adjust course accordingly. The 
evolving field of social media data analysis plays a key role because consumers are 
relying increasingly on peer sentiment and recommendations to make purchasing 
decisions. A variety of tools has emerged for the real-time monitoring and response 
to Web-based consumer behavior and choices.
6.  Enhancing the multichannel consumer experience. Enhancing the multichannel 
experience for consumers can be a powerful driver of sales, customer satisfaction, 
and loyalty. Retailers can use big data to integrate promotions and pricing for 
shoppers seamlessly, whether those consumers are online, in-store, or perusing a 
catalog. Williams-Sonoma, for example, has integrated customer databases with 
information on some 60 million households, tracking such things as their income, 
housing values, and number of children. Targeted e-mails based on this information 
obtain ten to 18 times the response rate of e-mails that are not targeted, and the 
company is able to create different versions of its catalogs attuned to the behavior 
and preferences of different groups of customers.
63 ABI research, Consumer Technology Barometer: Mobile, 2010. 
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Merchandising
1.  Assortment optimization. Deciding which products to carry in which stores based 
on local demographics, buyer perception, and other big data—so-called assortment 
optimization—can increase sales materially. One leading drug retailer, for example, 
used consumer research, market and competitive analysis, and detailed economic 
modeling to identify the causes of its flat and declining growth at the category level. It 
reduced its overall stock-keeping unit (SKU) count by 17 percent, shifted private-label 
brands from 10 percent of the product mix to 14 percent, and achieved a 3 percent 
earnings boost as well as a 2 percent increase in sales.
2.  Price optimization. Retailers today can take advantage of the increasing 
granularity of data on pricing and sales and use higher levels of analytical 
horsepower to take pricing optimization to a new level. A variety of data sources 
can be used to assess and inform pricing decisions in near real time. Complex 
demand-elasticity models examine historical sales data to derive insights into 
pricing at the SKU level, including markdown pricing and scheduling. Retailers 
can use the resulting data to analyze promotion events and evaluate sources 
of sales lift and any underlying costs that these might entail. One food retailer 
examines pricing elasticity among its customers for different categories. Rural 
food consumers, for instance, see butter and rice as a higher buying priority and 
therefore these products are perhaps less price elastic than they would be for 
urban shoppers. Urban consumers, meanwhile, tend to rank cereals and candy 
higher among their priorities.
3.  Placement and design optimization. Brick-and-mortar retailers can also gain 
substantially by optimizing the placement of goods and visual designs (e.g., end 
caps, shelves) by mining sales data at the SKU level—in essence, a more local 
version of the kinds of optimization that take advantage of foot-traffic data. Online 
retailers can adjust Web site placements based on data on page interaction 
such as scrolling, clicks, and mouse-overs. For instance, eBay has conducted 
thousands of experiments with different aspects of its Web site to determine 
optimal layout and other features from navigation to the size of its photos.
Operations
1.  Performance transparency. Retailers can now run daily analyses of 
performance that they can aggregate and report by store sales, SKU sales, and 
sales per employee. Today, these systems are moving ever closer to real time. 
Retailers can look at cashiers for accuracy and transactions per hour and at the 
quality of customer service based on the percentage of customer issues solved 
with a single call, customer complaints, and satisfaction surveys. Although the 
industry already widely uses performance reporting at a basic level, the trend 
toward much higher frequency, immediacy, and granular reporting allows 
managers to make concrete adjustments in their operations in a much more timely 
manner, i.e., there is still headroom to gain value using this lever.
2.  Labor inputs optimization. Another operational lever that can create value 
through reducing costs while maintaining service levels is around the optimization 
of labor inputs, automated time and attendance tracking, and improved labor 
scheduling. This lever can create more accurate predictions of staffing needs, 
especially during peak periods, so that overcapacity can be avoided. Because 
store labor represents approximately 30 percent of the average retailer’s fixed 
costs, employing this lever is well worthwhile.
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Supply chain
1.  Inventory management. With the additional detail offered by advanced analytics 
mining multiple datasets, big data can continue to improve retailers’ inventory 
management, Best-in-class inventory management provides full transparency 
at the SKU level, while bar code systems linked to automated replenishment 
processes reduce the incidents of running out of stock. Leading retailers are 
improving stock forecasting by combining multiple datasets such as sales 
histories, weather predictions, and seasonal sales cycles. Together, improved 
inventory management allows retailers to hold a lower level of stock because 
supplies are coupled much more tightly with demand signals, while reducing the 
number of sales lost because of merchandise stock-outs.
2.  Distribution and logistics optimization. Leading retailers are also optimizing 
transportation by using GPS-enabled big data telematics (i.e., remote reporting 
of position, etc.) and route optimization to improve their fleet and distribution 
management. Transport analytics can improve productivity by optimizing fuel 
efficiency, preventive maintenance, driver behavior, and vehicle routing.
3.  Informing supplier negotiations. In a big data world, leading retailers can 
analyze customer preferences and buying behavior to inform their negotiations 
with suppliers. They can use price and transaction data to focus negotiated 
concessions on key products, for instance. Using big data in this arena is a 
significant opportunity, given that the cost of goods sold makes up the largest 
portion of cost for a retailer. However, we should note that suppliers also 
recognize the importance of understanding customer preferences and are 
actively gaining access to, and analyzing, data on consumer behavior to uncover 
insights that strengthen their hand in negotiations with retailers.
New business models
The avalanche of data in the retail industry, coupled with other advances in business, 
is enabling the emergence of innovative business models. These models are the 
most intriguing and innovative—but also the most potentially threatening—to 
traditional retailers. Two new business models with the most traction today are price 
comparison services and Web-based markets.
1.  Price comparison services. It is common today for third parties to offer real 
time or near-real-time pricing and related price transparency on products across 
multiple retailers. Consumers can instantly compare the price of a specific 
product at multiple retail outlets. Where these comparisons are possible, 
prices tend to be lower. Studies show that consumers are saving an average of 
10 percent when they can shop using such services. Retailers need to carefully 
think about how to respond to such price comparison services. Those that 
can compete on price will want to ensure that they are the most visible on such 
services. Retailers that cannot compete on price will need to determine how to 
differentiate themselves from competitors in a price-transparent world, whether 
it is in the quality of the shopping experience, differentiated products, or the 
provision of other value-added services.
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2.  Web-based markets. Web-based marketplaces, such as those provided by 
Amazon and eBay, provide searchable product listings from a large number of 
vendors. In addition to price transparency, they offer access to a vast number 
of niche retailers that otherwise do not have the marketing or sales horsepower 
to reach consumers. They also provide a tremendous amount of useful product 
information, including consumer-generated reviews that deliver further 
transparency to consumers.
Since we have drawn from global best practices, the findings of this case study can 
be applied to other countries and regions—with some qualifications. Developed 
economies will find the levers we identified and resulting analyses to be directly 
applicable. But the potential opportunities could be even larger in geographies that 
have not yet begun to use big data as a growth engine. In regions such as Europe 
where labor laws are relatively more rigid, the labor resource optimization levers may 
yield less dramatic results.
BIG DATA CAN DELIVER HIGHER MARGINS AND PRODUCTIVITY
We have estimated the potential impact of each of the 16 big data levers we have 
described, using a combination of our own case studies, academic and industry 
research, and interviews with experts; for more on our methodology, see the 
appendix. While we estimate the total potential value that big data can enable, we do 
not predict what value the sector will actually capture because this largely depends 
on actions taken by retailers to overcome a number of barriers, including obstacles 
related to technology, talent, and culture, as well as external factors such as whether 
consumers are receptive to having their behavior data mined and the ability of 
suppliers to leverage some of the same levers in negotiations.
Marketing levers can affect 10 to 30 percent of operating margin; merchandising 
levers can affect 10 to 40 percent; and supply chain levers can have a 5 to 35 percent 
impact (Exhibit 23). In contrast, price transparency levers will tend to cut prices and 
squeeze margins.
The total potential impact of individual big data levers varies significantly across retail 
subsectors (Exhibit 24). Some subsectors will have already pulled big data levers 
more than others, partly explaining this variation.
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Exhibit 23
Different levers have varied impacts on the operating margins of firms
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Exhibit 24
The big data value potential in retail varies 
in different subsectors
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While individual players can use big data levers to grow their top lines and operating 
margins, these gains will largely shift value within the industry rather than increasing 
its total size. Firms that are relatively better at deploying big data levers will experience 
significant gains at the expense of those that do not execute as well. The overall 
winners should be consumers, who will benefit from receiving goods better suited to 
their needs.
We also estimated potential productivity gains at the industry level, opting to take 
a conservative approach to such estimates by applying only the effects of levers in 
operations and supply chains that reduce costs (see the appendix for detail on our 
methodology). If we look solely at efficiency, we estimate that big data levers have 
the potential to create an annual 0.5 percent acceleration in productivity through 
2020. To put that in context, academic research has estimated that IT investments in 
the entire US economy, including retail, through the high-growth 1990s added 1 to 
2 percent to the compound annual growth rate of US productivity.64 
This estimate does not take into account the fact that the use of big data will be 
a boon to consumers through the economic surplus that they will capture and is 
therefore conservative. For instance, even if retail consumers do not spend more 
money overall, many of the marketing and merchandising levers we have described 
will improve their shopping experience. Consumers will find better products to match 
their needs (e.g., consumers that choose to opt-in to marketing programs that use big 
data to better target offers) and spend less time looking for those products at the right 
price (e.g., because they can obtain information about the availability of inventory 
before visiting a store, or use price comparison services). This should increase the 
real value added of the retail sector, even if estimating the value of this consumer 
surplus is difficult.
We believe that the use of large datasets will continue to transform the face of retail. In 
recent decades, IT and data that was used to optimize supply chains helped create 
the category of big-box retailers that sell large volumes of a wide range of products 
at low prices. In recent years, online retailers such as Amazon, eBay, and Groupon 
are redefining what retail can mean. Instead of receiving information about goods 
and services from sales teams or advertisements, consumers find the information 
they need from their fellow shoppers and find what they want to buy via electronic 
marketplaces.
THE INDUSTRY AND POLICY MAKERS NEED TO OVERCOME 
BARRIERS TO TAP THE FULL OPPORTUNITY OF BIG DATA
If the retail industry is to realize the potential value from the use of big data, both the 
industry and government will have to deal with a number of important barriers. Policy 
makers will make choices about how to regulate the industry’s use of information 
about consumers—policy choices that will have profound implications for many other 
industries that, in common with retail, will draw increasingly pronounced concerns 
about privacy and security in the era of big data. It is certainly the case that consumer 
attitudes toward the use of their personal information, especially personal location 
data and electronic data generated by their use of the Internet, are changing rapidly. 
But many people remain uninformed about how, where, and to what extent this 
information is used in targeted advertising and other marketing strategies.
64 Stephen Oliner and Daniel Sichel, “Information technology and productivity: Where we are now 
and where we are going?”, Federal Reserve Bank of Atlanta Economic Review, 2002.
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Across the globe, we observe the emergence of different concepts of electronic 
privacy. Germany, for instance, has limited the use of the Street View function 
of Google maps. Depending on the jurisdiction and purpose, there are different 
definitions of personally identifiable information (PII)—what counts legally as 
information that identifies a person for a variety of purposes. Some definitions are 
more general than others, and large players would benefit from having a single 
country or industry standard.
For their part, retail executives must manage and overcome multiple barriers to 
realize the full potential of big data. The first is the mind-set of employees and firms; 
many people still view IT as a back-office function and therefore as a large cost 
center rather than as an engine for business growth. In contrast, leading companies 
in their use of big data understand that their IT initiatives will be a crucial source of 
competitive advantage. These companies must make sure that business and IT 
leaders collaborate closely so that the use of big data underpins improvements in 
efficiency improvement and opportunities for creating value. Companies should also 
actively seek out and implement big-data-based innovations that will give them long-
term competitive advantages.
Another common obstacle for big data leaders is their legacy IT systems. Many of 
these systems were installed decades ago, well before today’s big data opportunities 
were considered or even possible. These legacy systems usually include multiple 
silos of information generated in incompatible standards and formats so that 
they cannot be readily integrated, accessed, and analyzed. Attempts to upgrade 
and integrate these systems can be so difficult and plagued with the potential for 
introducing new system bugs that one retail expert complained that such an effort 
was “much worse than starting from scratch.”
Even deploying new IT-enabled systems can present tremendous challenges. 
The gap between the predicted scale of adoption of RFID systems and their actual 
deployment tells a cautionary tale. RFID held the promise of providing a source of 
supply chain data that could be exploited using big data techniques. In the early days, 
RFID reader reliability was far worse than originally expected, necessitating manual 
inputs to correct for reader errors. This destroyed the productivity gains expected 
from deploying this technology. Adoption slowed, RFID tags were in lower demand, 
and per-tag costs did not decline as quickly as anticipated, as economies of scale 
were muted. Higher tag prices hurt the business case for further RFID deployment, 
reinforcing a negative cycle in which the application of big data levers based on this 
technology has been delayed.
Potentially as daunting for retail executives is the task of finding the talent that can 
execute big data levers. Globally, executives complain about the scarcity of high-
quality candidates for these jobs, and many retailers do not have sufficient talent 
in-house. Moreover, existing analytical and technical talent tends to be managed 
inefficiently, isolated in particular departments, or scattered in different business 
units. People with the requisite skills are rarely directly involved in strategic decision 
making and have little impact beyond answering highly specific questions. Retailers 
with the foresight and intelligence to hire big data talent in sufficient numbers and 
then involve these hires in strategic decisions and planning will take the fullest 
advantage of value-creation opportunities at the expense of their less nimble 
competitors.
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In an environment in which retailers face significant pressures from slow GDP growth 
in conjunction with pricing pressures from suppliers upstream and consumers 
downstream, retailers need to compete fiercely to ensure their survival and relevance. 
While information technology and data have already delivered waves of impact, our 
research finds that there is significant headroom arising out of innovation that retailers 
can tap. Retailers that develop and exercise their big data muscles will boost their 
chances of outcompeting and winning at the expense of those who do not grasp this 
opportunity in the years ahead.
Appendice B
Informativa: articolo 13 del
codice della privacy
Parallelamente alla diﬀusione del paradigma dei Big Data, sono state avanzate
delle critiche riguardo ai problemi connessi al mondo della privacy e della prote-
zione dei dati personali. Una delle tante soluzioni proposte è quella del consenso
informato (art 23 del codice della privacy) ottenuto dalla cd. Informativa disci-
plinata dall'art 13 del codice della privacy. L'informativa si conﬁgura come un
accordo per il trattamento dei dati personali; è una procedura simile a quella che
si segue quando ci iscriviamo a un social network o a un servizio web.
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Informativa ai sensi dell'art. 13 Codice Privacy: 
Con l’entrata in vigore del DLgs 196/03, recante disposizioni per la tutela delle persone e degli 
altri soggetti rispetto al trattamento dei dati personali, il Soggetto in intestazione, in qualità di 
Titolare del trattamento, è tenuto a fornire alcune informazioni riguardanti l'utilizzo dei dati 
personali. Informiamo quindi che i dati personali forniti, ovvero altrimenti acquisiti nel rispetto 
delle disposizioni legislative vigenti - inerenti, connessi e/o strumentali ai rapporti  in essere 
potranno formare oggetto di trattamento, nel rispetto della normativa sopra richiamata e degli 
obblighi di riservatezza. 
Per trattamento di dati personali si intende la loro raccolta, registrazione, organizzazione, 
conservazione, elaborazione, modificazione, selezione, estrazione, raffronto, utilizzo, 
interconnessione, blocco, comunicazione, diffusione, cancellazione e distruzione ovvero la 
combinazione di due o più di tali operazioni. 
 
1. Finalità del trattamento cui sono destinati i dati 
I dati raccolti attraverso l’iscrizione della Newsletter  saranno inseriti nella banca dati del 
Soggetto in intestazione e saranno trattati per permettere la fornitura dei servizio richiesto.  I 
dati registrati potranno anche essere utilizzati per rapporti statistici sulla nostra attività , 
nonché per l'invio all'interessato di informazioni  relative alla stessa. Ove necessario per i 
predetti motivi i dati potranno essere comunicati anche a terzi. 
 
2. Modalità di trattamento dei dati 
Il trattamento dei dati avverrà mediante strumenti idonei a garantire la sicurezza e la 
riservatezza e i dati verranno trattati principalmente con strumenti elettronici e informatici e 
memorizzati sia su supporti informatici che su supporti cartacei che su ogni altro tipo di 
supporto idoneo. Informiamo inoltre che i dati personali saranno trattati nel rispetto delle 
modalità indicate nel DLgs 196/2003, il quale prevede, tra l’altro, che i dati stessi siano: 
- trattati in modo lecito e secondo correttezza; 
- raccolti e registrati per scopi determinati, espliciti e legittimi; 
- esatti e, se necessario, aggiornati; 
- pertinenti, completi e non eccedenti rispetto alle formalità del trattamento. 
Il trattamento dei dati viene effettuato dall’eventuale responsabile e dagli incaricati 
preventivamente nominati in base agli art. 29 e 30, i quali operano sotto il controllo e la 
responsabilità del titolare. 
3. Soggetti a cui dati potranno essere comunicati - ambito di diffusione. 
Ove necessario le finalità di cui al punto 1), i dati potranno essere comunicati anche a terzi 
estranei. 
4. Diritti dell’interessato 
In relazione ai predetti trattamenti potrà esercitare i diritti di cui all’Art. 7 del Dlgs. 196/2003 
qui di seguito riportato: 
1. L'interessato ha diritto di ottenere la conferma dell'esistenza o meno di dati personali che lo 
riguardano, anche se non ancora registrati, e la loro comunicazione in forma intelligibile. 
2. L'interessato ha diritto di ottenere l'indicazione: 
a) dell'origine dei dati personali; 
b) delle finalità e modalità del trattamento; 
c) della logica applicata in caso di trattamento effettuato con l'ausilio di strumenti 
elettronici; 
d) degli estremi identificativi del titolare, dei responsabili e del rappresentante 
designato ai sensi dell'articolo 5, comma 2; 
e) dei soggetti o delle categorie di soggetti ai quali i dati personali possono essere 
comunicati o che possono venirne a conoscenza in qualità di rappresentante 
designato nel territorio dello Stato, di responsabili o incaricati. 
3. L'interessato ha diritto di ottenere: 
a) l'aggiornamento, la rettificazione ovvero, quando vi ha interesse, l'integrazione dei 
dati; 
b) la cancellazione, la trasformazione in forma anonima o il blocco dei dati trattati in 
violazione di legge, compresi quelli di cui non è necessaria la conservazione in 
relazione agli scopi per i quali i dati sono stati raccolti o successivamente trattati; 
c) l'attestazione che le operazioni di cui alle lettere a) e b) sono state portate a 
conoscenza, anche per quanto riguarda il loro contenuto, di coloro ai quali i dati 
sono stati comunicati o diffusi, eccettuato il caso in cui tale adempimento si rivela 
impossibile o comporta un impiego di mezzi manifestamente sproporzionato rispetto 
al diritto tutelato. 
4. L'interessato ha diritto di opporsi, in tutto o in parte: 
a) per motivi legittimi al trattamento dei dati personali che lo riguardano, ancorchè 
pertinenti allo scopo della raccolta; 
b) al trattamento di dati personali che lo riguardano a fini di invio di materiale 
pubblicitario o di vendita diretta o per il compimento di ricerche di mercato o di 
comunicazione commerciale. 
 
5. Titolare e Responsabile del trattamento 
Si informa che il titolare del trattamento come da art. 28 del Dlgs. 196/2003 è la società, Asel 
Srl, con sede in Prato (PO), Viale Vittorio Veneto 7. Il responsabile interno per la Privacy, 
nominato ai sensi dell’art. 8 della predetta legge, è il dott. Saverio Langianni, domiciliato 
presso la sede della società medesima, cui Lei potrà rivolgersi per far valere i Suoi diritti così 
come previsti dall’articolo 13 della suddetta  legge. 
 
Appendice C
Approfondimento sulla ﬁgura del
Data Scientist
La continua crescita di dati digitali provenienti da fonti eterogenee ha contribuito
a far emergere la ﬁgura professionale del Data Scientist, un proﬁlo professionale
dotato di un mix di capacità e competenze. Soprattutto deve sapere analizzare,
gestire e comunicare la grande mole di dati agli steakholders di un'azienda ren-
dendoli utilizzabili per supportare i processi decisionali di un'azienda o di una
organizzazione.
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Data scientist: la professione più interessante del  
XXI secolo 
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1. Introduzione 
 
Hal Varian, il Chief Economist di Google è noto 
per aver dichiarato “ The sexy job in the next 10 
years well be statisticians. People think I’m 
joking, but who would’ve guessed that computers 
engineers would’ve been the sexy job of the 1990s 
?” Dove naturalmente il termine “sexy” deve 
essere inteso nella accezione “business” cioè 
interessante, divertente, appassionante,…etc..etc.. 
Ebbene questa profezia si sta iniziando ad 
avverare : nelle organizzazioni sta emergendo una 
figura professionale nuova e di grande valore il 
“data scientist”. La continua crescita dei dati in 
formato digitale, sia in forma strutturata che non 
strutturata, disponibili nelle moderne 
organizzazioni, ha fatto emergere il ruolo 
strategico di una nuova figura professionale in 
grado di analizzare, interpretare, gestire, 
visualizzare queste enormi quantità di dati e 
renderli utilizzabili per supportare i processi 
decisionali all’interno delle organizzazioni. 
I “data scientist” assumeranno, in un prossimo 
futuro, nelle organizzazioni ruoli simili a quelli 
dei cosiddetti “quants” che, negli anni 80 e 90, 
hanno innovato profondamente la cultura e la 
pratica della finanza. 
 I “quants” sono persone con background nelle 
scienze fisiche o matematiche o statistiche che 
hanno aiutato le grandi organizzazioni finanziarie 
a creare nuovi prodotti  (fino ai vituperati 
“derivati”), nuovi algoritmi di gestione per 
analizzare ed interpretare i dati finanziari ed il 
comportamento degli investitori.  
Sono già molte le aziende che già utilizzano con 
successo le professionalità dei “data scientist” per 
il miglioramento dei processi e dei prodotti  (e.g. 
Linkedin, Google, GE, Amazon, Zynga, Netflix, 
Yahoo…etc..etc) ma la carenza di queste 
professionalità sul mercato sta diventando una 
criticità in molti settori.  
 
 
2. Chi è il “data scientist” 
 
Il “data scientist” è una nuova figura professionale 
che deve avere caratteristiche ibride : capacità di 
trattamento dei dati unite a notevoli capacità di 
comunicazione e di analisi. Una delle 
caratteristiche chiave di questa nuova figura 
professionale, oltre alle solide competenze 
tecniche (statistica, informatica..) è la capacità di 
comunicare i risultati dell’analisi a tutti gli 
“stakeholders” e di supportare  i senior managers 
delle aziende nelle decisioni critiche. 
Ma, forse, la caratteristica principale di queste 
figure deve essere la “curiosità” : cioè l’attitudine, 
tipica di chi utilizza il metodo scientifico, di 
analizzare in profondità i fenomeni non 
fermandosi alle apparenza ed identificare un 
insieme di ipotesi da verificare ed esplorare con 
l’analisi e lo studio dei dati. Da questo punto di 
vista si può paragonare il lavoro del “data 
scientist” a quello del fisico sperimentale che 
spesso deve progettare gli strumenti, condurre gli 
esperimenti, analizzare i dati ottenuti e presentare 
i risultati a tutta la comunità scientifica oltre che 
ai responsabili delle ricerche.  
Dato che attualmente non esistono percorsi di 
formazione universitaria specifici in “Data 
Science” (anche se numerose università in USA li 
stanno pianificando…) il “data scientist “ va 
costruito partendo da altri background universitari 
che possono comprendere oltre alla statistica e 
alla informatica, le scienze matematiche e fisiche 
e le scienze economiche e sociali. Infatti è 
fondamentale che, oltre a solide competenze in 
statistica e informatica, il “data scientist” conosca 
i processi di business e l’organizzazione 
aziendale. Un’altra competenza molto importante 
del “data scientist” riguarda i processi di gestione 
della qualità del dato e le competenze di analisi di 
dati non strutturati (testi, video, foto…) che nel 
tempo diventeranno una componente 
fondamentale dei “big data” disponibili nelle 
organizzazioni. 
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3. “Data scientist” e processi 
decisionali. 
 
Una ricerca recente condotta su oltre 300 aziende 
nord-americane dallo MIT Center for Digital 
Business, ha dimostrato che le aziende che 
utilizzano processi decisionali “data-driven” sono 
più profittevoli e più produttive rispetto alla 
media. La spesso citata massima di P.Drucker 
“you can’t manage what you don’t measure” 
oggi, con l’enorme ed in continua crescita, 
quantità di dati digitali disponibili all’interno delle 
organizzazioni sta spingendo verso un 
cambiamento significativo della cultura 
manageriale che deve sempre più diventare “data-
driven” in tutte le decisioni critiche. La 
disponibilità di “big data” non solo nelle aziende 
che interagiscono con il cliente solo con la Rete 
(e.g. Amazon, Google, Yahoo, ..) ma anche nei 
settori tradizionali può portare ad un eccezionale 
miglioramento dei processi di gestione e di 
previsione e di gestione del cliente. Nella ricerca 
citata riportata in (1) si fa cenno alla società 
PASSUR Aerospace che, utilizzando e gestendo 
una quantità enorme di informazioni (comprese 
quelle metereologiche), è in grado di prevedere 
con precisione i tempi di atterraggio degli aerei, 
consentendo cosi alle società che gestiscono gli 
aereoporti una gestione ottimizzata delle risorse 
con risparmi significativi e miglioramento dei 
servizi ai viaggiatori.  
Nelle aziende migliori si sta affermando una 
nuova cultura dei processi decisionali che, senza 
rinunciare ai fattori di leadership, giudizio ed 
intuizione sarà sempre più guidata dall’analisi dei 
dati. 
La domanda prima da porsi di fronte alla 
interpretazione di un fenomeno non dovrà più 
essere “che cosa pensiamo ?” ma “che cosa 
conosciamo ? “ e i “data scientist” saranno 
protagonisti di questo cambiamento culturale nei 
processi decisionali che inizia ponendosi le giuste 
domande : “ che cosa dicono i dati ?” “qual è la 
fonte dei dati?” “che tipo di analisi sono state fatte 
?” “Qual è il livello di confidenza nei risultati ?” 
etc..etc..  
 
4. Caratteristiche principali del 
“data scientist” 
 
Le caratteristiche principali di questa nuova figura 
professionale possono essere cosi sintetizzate : 
• Competenze tecniche profonde in : 
statistica, informatica, trattamento dei dati 
strutturati e non strutturati, gestione della qualità 
dei dati e tecniche di visualizzazione 
• Conoscenza delle tecnologie e delle 
piattaforme disponibili per la gestione ed il 
trattamento dei dati. Si tratta di un settore in 
evoluzione a grande velocità è quindi essenziale 
un continuo aggiornamento. 
• Conoscenze dei processi aziendali e del 
funzionamento delle organizzazioni. 
• Capacità di interazione e comunicazione 
interpersonale. 
• Attitudine personale alla “curiosità” ed 
all’utilizzo del metodo scientifico-sperimentale 
nell’approccio dei problemi. 
• Conoscenza delle problematiche e delle 
sfide del dominio settoriale (industria, finanza, 
settore pubblico, telecomunicazioni,…) di 
interesse 
 
 
5. Conclusioni 
 
Vi sono forti evidenze, sia di studio che 
sperimentali, che in futuro le organizzazioni che 
sapranno trasformare la propria cultura 
manageriale adottando sempre più un processo 
decisionale “data-driven” miglioreranno in modo 
significativo le proprie performance e la loro 
produttività. Per questo saranno sempre più 
richieste le figure del “data scientist” in grado di 
interpretare e gestire grosse moli di dati. Data 
l’attuale carenza di queste figure professionali e la 
crescente domanda del mercato,  il sistema 
universitario  ha una grande opportunità di 
contribuire attivamente alla formazione di 
competenze chiave per il miglioramento delle 
performance delle organizzazioni. 
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