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Abstract:We study the decoherence of massive fields during inflation based on the Zurek’s
density matrix approach. With the cubic interaction between inflaton and massive fields,
the reduced density matrix for the massive fields can be calculated in the Schrödinger picture
which is related to the variance of the non-Gaussian exponent in the wave functional. The
decoherence rate is computed in the one-loop form from functional integration. For heavy
fields with m & O(H), quantum fluctuations will easily stay in the quantum state and
decoherence is unlikely. While for light fields with mass smaller than O(H), quantum
fluctuations are easily decohered within 5 ∼ 10 e-folds after Hubble crossing. Thus heavy
fields can play a key role in studying problems involving inflationary quantum information.
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1 Introduction
The introduction of inflation resolves the horizon and flatness problems in standard big
bang cosmology, and its direct consequence is to produce the large-scale cosmological per-
turbations [1–7], leading to the anisotropies of cosmic microwave background (CMB) [8–10].
These perturbations can be traced back to the modes of quantum fluctuations, which left
the horizon and became frozen during inflation and then reentered in radiation-or matter-
dominated eras, and they seed the structure formations of the universe.
During inflation, the existence of massive fields (dubbed quasi-single field inflation [11–
19]) has many interesting properties theoretically and observationally. First, the presence
of massive fields during inflation produces a “quasi-local” shape of non-Gaussianities. More-
over, scale-dependent massive fields can also generate particles during inflation [20], produc-
ing the cosmological collider physics signal through multi-correlation functions of primordial
perturbations [21–23], distinguishing different cosmological models by the quantum primor-
dial standard clock effects [24–26].
Recently, there is a growing interest in studying the quantum information contained in
the cosmological perturbations [27–31]. For this purpose, it is important to make sure that
decoherence has not happened, so that the quantum fluctuations have not become classical.
Then we need to answer a question, is massive field in the early universe in the quantum
state, or it is decohered by the interaction with curvature perturbation? In this paper, we
will address in detail the decoherence problem of massive field during inflation.
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For curvature perturbation of inflaton, it is believed that wave modes of quantum fluc-
tuations will be frozen as classical perturbation soon after the Hubble exit and be suc-
cessfully decohered. Previous research on the decoherence of cosmological perturbations
investigated several aspects: (i) The squeezing behavior of the quantum state at late time
caused by a large particle occupation number and a large squeezed parameter (that can be
called squeezed state) [7, 32–34], makes the non-commutativity between field operator and
its conjugate momentum vulnerable, and therefore the statistical behavior is closed to a
classical distribution. This argument suggests that classicality can emerge easily in infla-
tionary scenario, but actual decoherence does not really appear in this framework because
the essential interactions have not been considered yet, and thus it is called decoherence
without decoherence. (ii) The Markovian approximation [35–39], in which the evolution of
density matrix is governed by the master equation with Lindblad operator [40], estimates
the decoherence caused by interactions between system and environment. One notewor-
thy thing is that stochastic inflation with noise and drift may appear due to interactions
[38, 39], and particularly the interaction with massive field may produce colored noise which
affects CMB anisotropy [41]. This kind of methods assumes the correlation time between
environment and system is much shorter than the interaction time-scale, but practically one
has to consider specific type of interactions in cosmological problems instead of a generic
study. (iii) Decoherence with actual interactions, including interaction with isocurvature
perturbations [42], cubic interaction with vacuum [43] and thermal bath [44] respectively,
and gravitational nonlinearities [45]. The last method corresponds to the original under-
standing of quantum decoherence by celebrated series of works of Zurek [46–51] without
further approximations. In this approach, one splits system and environment, considers
their entanglement and interaction during the quantum evolution, and traces out the envi-
ronment to get a reduced density matrix with decreasing contribution of off-diagonal terms
which labels quantum decoherence. In this work, we will mainly use this method to investi-
gate the massive field decoherence by choosing nontrivial interaction between inflaton and a
massive field and choosing inflaton as the environment while the massive field as the system.
In this paper, we will investigate in detail on the decoherence of massive fields during
inflation. With the decoherence formalism by Zurek, we obtain that the decoherence rate
changes with conformal time, the wave number, the coupling constant of interaction and
the mass of massive field. Assuming proper coupling range related to current observations
[52, 53], we find that for mass smaller than O(H), quantum fields are easily decohered
within 5 ∼ 10 e-folds after crossing horizon. However, for mass larger than O(H), and
especially for very massive field m  O(H), quantum fluctuations are very hard to be
decohered and they are expected to stay in the quantum state during inflation.
This paper is organized as follows. In Section 2, we extend the discussion on “decoher-
ence without decoherence” to massive fields. Namely we compute the one-mode occupation
number for massive fields. In Section 3, we focus on the actual decoherence of massive fields
by the reduced density matrix approach. Firstly, we will review the theoretical construc-
tion of quantum decoherence following Zurek. Secondly, a generic formalism of quantum
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evolution considering system and environment is introduced based on the previous study
[45]. Thirdly, the reduced density matrix is computed and through functional integration,
we give the one-loop representation of decoherence rate. Then, we evaluate the loop inte-
gration both analytically and numerically, and the likelihood of cosmic decoherence with
different masses are shown quantitatively. We conclude in Section 4. In this paper, we set
the reduced Planck mass Mpl = 1.
2 Curved spacetime: squeezed state or not?
For inflationary cosmology with a massless curvature mode only, the well-know cosmic deco-
herence theory predicts a strongly squeezed state near the Hubble crossing. This squeezed
state is produced by the strongly curved spacetime geometry, which causes the dynami-
cal mixing of canonical fields and their conjugate momenta, and the modification of the
creation annihilation operators by a time-dependent Bogolubov transformation. As a re-
sult, the one-mode occupation number nk diverges in de Sitter spacetime. This phenomena
causes a largely enhanced possibility of actual quantum decoherence in the understanding of
Zurek [46–51]. Namely, a large occupation number means a system which is approximately
classical, something like Schrödinger’s cat instead of a fundamental particle theory system
with low particle numbers. A large occupation number is related to a squeezed parameter
[33, 34, 54, 55], rk, as
nk = sinh
2(rk) , (2.1)
where the delta function has been factored out. Large nk or large rk implies the semiclassi-
cality of the system, with a large number of particles and a strongly suppressed commutation
relation. This gives a squeezed phase space [55] (that is why it is called squeezed).
This phenomena is known as decoherence without decoherence and has been discussed in
a series of studies (eg. [33, 34, 36, 54, 56]). Decoherence without decoherence is strongly
connected to the actual decoherence by some mathematical and physical arguments both
in cosmology and quantum lab condition. This connection can be seen from the positiv-
ity of Wigner function with the full density matrix, where the time for a positive Wigner
function (as a feature for a nearly classical state) is approximately the time for actual deco-
herence because of a large possibility to be quickly decohered as a squeezed state [35, 57, 58].
In this section, we will introduce the one-mode occupation number in the context for gen-
eral mass. Unlike the massless case, a massive field in de Sitter behaves differently in the
context of decoherence without decoherence. From this analysis, one can get the physical
intuition to determine in which situation decoherence takes place (having in mind that in-
teraction delays the actual decoherence time, as we shall see in later sections). Part of this
computation is achieved by some previous works [54, 56].
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Let us consider the Lagrangian for a massive field in de Sitter space,
Lσ =
√−g(−1
2
∂µσ∂µσ − 1
2
m2σ2) , (2.2)
the time-dependent quantum solution for the mode function is given by
σ(τ,x) =
∫
d3k
(2pi)3
eik·x(ςk(τ)ak(τi) + ς∗k(τ)a
†
−k(τi)) , (2.3)
where
ςk(τ) = ie
pii
4
+piiν
2
√
pi
2
H(−τ)3/2H(1)ν (−kτ) , (2.4)
and ν =
√
9
4 − m
2
H2
(note that the index ν can be a pure imaginary number if m is larger
than 3H2 ). We denote τ is the conformal time from −∞ to 0, and τ0 for a specific initial
time of inflation. If we define a new field variable y = aσ, the new field
y(τ,x) =
∫
d3k
(2pi)3
eik·x(zk(τ)ak(τ0) + z∗k(τ)a
†
−k(τ0)) , (2.5)
with
zk(τ) = ie
pii
4
+piiν
2
√
pi
2
(−τ)1/2H(1)ν (−kτ) , (2.6)
corresponds to ordinary quantized scalar field in the flat space quantum field theory. In
the subhorizon limit, the mode function has a consistent behavior with the flat space case,
namely the Bunch-Davis vacuum
zk(τ → τ0) = 1√
2k
e−ikτ . (2.7)
One can also write down the Lagrangian in terms of field y
Lσ = 1
2
ay˙2 − 1
2a
∂iy∂iy +
1
2
(
a˙2
a
−m2a)y2 − a˙y˙y , (2.8)
and also, the Hamiltonian
Hσ = a˙
a
Πy +
1
2
Π2
a
+
1
2a
∂iy∂iy +
a
2
m2y2 , (2.9)
with the Lengendre transformation
Π = y′ − a
′
a
y , (2.10)
where primes mean the derivative for the conformal time coordinate. Thus, for the following
one-mode field and its conjugate
yk(τ) = zk(τ)ak(τ0) + z
∗
k(τ)a
†
−k(τ0) ,
Πk(τ) =
(
z′k(τ)−
a′
a
zk(τ)
)
ak(τ0) +
(
z′∗k (τ)−
a′
a
z∗k(τ)
)
a†−k(τ0) , (2.11)
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the time-dependent creation annihilation operators in the Heisenberg picture will be given
by
ak(τ) =
1√
2
(√
|ωk(τ)|yk(τ) + i√|ωk(τ)|Πk(τ)
)
,
a†−k(τ) =
1√
2
(√
|ωk(τ)|yk(τ)− i√|ωk(τ)|Πk(τ)
)
, (2.12)
where the frequency is given as
ωk(τ) =
√
m2a2 + k2 − a
′′
a
= k
√
1
k2τ2
(
1
4
− ν2
)
+ 1 . (2.13)
This is essentially the Bogolubov transformation. Thus the one-mode occupation number
(factored out the delta function) is given by
nk(τ) =
1
2
∣∣∣∣∣√|ωk(τ)|zk(τ)− i√|ωk(τ)|
(
z′k(τ)−
a′
a
zk(τ)
)∣∣∣∣∣
2
=
1
2
(
|ωk(τ)| zk(τ)z∗k(τ) +
1
|ωk(τ)|
∣∣∣∣z′k(τ)− a′a
∣∣∣∣2 + 2 Im z∗k(τ)(z′k(τ)− a′a
))
.
(2.14)
It’s difficult to see the behavior of occupation number as functions of −kτ and m from
Hankel functions directly. Thus we are going to use the Taylor expansion to show its
behavior around kτ → 0− with the expansion formula of Hankel functions. Different
leading order scalings with real, imaginary cases of ν, and different regions below or above
the conformal mass ν2 = 14 will cause totally different situations of nk(τ), namely
• For 0 < ν < 12 , or
√
2H < m < 32H, we obtain
nk(τ) =
2−3+2ν(5− 6ν)Γ2(ν)
pi
√
1− 4ν2 (−kτ)
−2ν , (2.15)
thus a larger mass will cause a smaller occupation number in this region, namely
harder to decohere.
• For ν = 12 , namely m =
√
2H for the conformal mass, we obtain
nk(τ) =
1
4
(−kτ)−2 . (2.16)
The reason is given as follows. Although in the conformal mass the mode function
is the same as the flat spacetime. However, the conjugate field momentum is still
modified by de Sitter space. The gravitational contribution in the momentum (Equa-
tion (2.10)) gives the modification term a
′
a zk in Equation (2.14). Although the first
two terms in the first line of Equation (2.14) cancel each other, the a
′
a zk term gives
a contribution 12
∣∣∣ i√
k
a′
a zk(τ)
∣∣∣2 = 14(−kτ)−2. Thus, in de Sitter the scalar field with
conformal mass is still in the squeezed state near exiting the horizon.
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• For 12 < ν ≤ 32 , or 0 ≤ m <
√
2H, we obtain
nk(τ) =
2−2+2ν(2− 3ν + 2ν2)Γ2(ν)
pi
√
4ν2 − 1 (−kτ)
−2ν . (2.17)
Thus we know that the occupation number for conformal and non-conformal case is
not continuous because the dependence comes to another branch in different regions
of ν.
• For ν = 0, or m = 32H, we obtain
nk(τ) =
5log2(−kτ)
2pi
. (2.18)
In this critical damping case we get a logarithmic divergence which is still a squeezed
state.
• For ν ∈ iR+, or m > 32H, defining ν = iv with v > 0, we have
nk(τ) =
(5 + 4v2) coth(piv)
4v
√
1 + 4v2
− 1
2
+
1
4pi
√
1 + 4v2
Re
[
2−2iv(5 + 6iv)Γ2(−iv)(−kτ)2iv
]
.
(2.19)
This result shows a vibrating feature for very massive field in de Sitter space. There
is no divergence near dS boundary kτ → 0+. In fact, the result is vibrating but
bounded by
nk(τ) ≤ ϑ(v) = (5 + 4v
2) coth(piv)
4v
√
1 + 4v2
− 1
2
+
∣∣Γ2(iv)∣∣√25 + 36v
4pi
√
1 + 4v2
. (2.20)
One can plot the bounded function as the following Fig. 1. One can see that the
bounded function approaches zero. Quantitatively, we have the large mass expansion
ϑ(v) ∼ 9
16v2
coth[piv] ∼ 9
16v2
. (2.21)
So the vibration amplitude of occupation number will decrease with the increasing
mass.
To summarize for the one-mode occupation number for different mass in de Sitter space,
now we can successfully distinguish whether a given scalar field will occupy a squeezed state
in de Sitter space, which is given as follows,
• Squeezed state (0 ≤ m ≤ 32H):
In this mass region the quantum fields will occupy a divergent occupation number
near the Hubble crossing, in which a process called decoherence without decoherence
will happen and gives a large possibility to achieve the actual decohere. Generally, the
divergent scale will be (−kτ)−2ν where ν =
√
9
4 − m
2
H2
. The only two exceptions will
be the conformal mass m =
√
2H or ν = 12 (which suddenly skips different branches
of the dependence and gives a divergence scaling (−kτ)−2) and the critical damping
mass m = 32H or ν = 0 (which will gives a logarithmic divergence log(−kτ)).
– 6 –
Figure 1. The function ϑ(v) as the maximal nk(τ). We use the logarithmic scaling for the
function ϑ(v).
• Non-squeezed state or quantum state (m > 32H):
In this mass region the quantum fields will never occupy the infinity particle number
during inflation. Near the Hubble crossing epoch quantum fields will vibrate very fast
as sin(log(−kτ)). However, this vibration will be suppressed by (Im[ν])−2, thus the
particle number will be smaller for a larger mass, and harder to decohere. Also, for a
super massive field m ≈Mpl = 1 and even larger, the particle number will easily fall
to zero.
3 Actual quantum decoherence for general mass
3.1 Towards a classical universe
After introducing decoherence without decoherence, we give a short introduction on the
quantum decoherence following Zurek [46–51].
In Schrödinger picture, a system is described by an evolving quantum state that can be ex-
pressed by various superpositions with different bases. For clearly showing the probability
interpretation of a quantum state, a pure state can define a density matrix with basis
|ψ〉 =
∑
i
Ψi|bi〉 ⇒ ρ = |ψ〉〈ψ| =
∑
i
∣∣∣Ψi∣∣∣2|bi〉〈bi|+∑
i 6=j
ΨiΨ
∗
j |bi〉〈bj | . (3.1)
The diagonal terms are interpreted as probability density, and the off-diagonal terms are
ascribed to the quantum coherence of state. Such a quantity includes the statistical prop-
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erties needed for describing the system. On the other hand, the interaction with envi-
ronment, which is defined by the part outside the system, can select untouched, preferred
pointer states to form a particular basis after time evolution, according to the theory of
environment-induced superselection (Einselection) [46, 47, 50, 51],
|ψ〉|E〉 →
∑
i
Ψ˜i|ai〉|Ei〉 , 〈Ei|Ej〉 ≈ δij . (3.2)
The nearly orthogonality are attributed to the numerous degrees of freedom of environment,
and this condition is essential for quantum decoherence process. The composite of system
and environment forms a Hilbert space via tensor product of two sub-Hilbert spaces,
HT = HS ⊗HE . (3.3)
Physically, all the observations of system are only related to the knowledge acquired from
the system instead of the whole composite. Mathematically, the expectation values of such
observations depend on the density matrix after tracing out the environment,
〈OS ⊗ IE〉 = TrS
(
TrE(ρ)OS
)
. (3.4)
The operator ρR = TrE(ρ) is called the reduced density matrix, and clearly it records the
statistical properties including probability and quantum coherence, as shown in Equation
(3.1). With the process of Einselection and orthogonality of environment states shown in
Equation (3.2), the reduced density matrix is diagonalized,
ρR =
∑
i
∣∣∣Ψ˜i∣∣∣2|ai〉〈ai| . (3.5)
The matrix with such a form defines a mixed state in which possible configurations have
classical probabilities pi =
∣∣∣Ψ˜i∣∣∣2, and the expectation values of observations are expressed
by ensemble average,
〈OS〉 =
∑
i
pi〈ai|OS |ai〉 . (3.6)
Comparing with Equation (3.1), the terms with quantum coherence disappear, and the
reduced density matrix only records classical statistics. Such phenomenon can also be
understood as loss of the information that is quantified by the increased entropy of the
mixed state [51],
Smixed = −TrS
(
ρR log ρR
)
> Spure = 0 , (3.7)
leading to quantum decoherence of system states. Overall, the decoherence is character-
ized by the vanish off-diagonal terms in the reduced density matrix with the basis formed
by pointer states. Regarding the pointer states of quantum fluctuations during inflation,
previous research had argued that the environment distinguishes the field-amplitude basis
[34, 35], and thus it is proper to analyze the wave functional of the whole composite of the
massive field and the inflaton. With the field-amplitude representation, the trace of density
matrix is given by functional integration with respect to inflaton, and thus the reduced
density matrix can be calculated if the wave functional is obtained.
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3.2 Settings and a generic formalism
We consider the theory including a (nearly) massless inflaton ϕ and a massive field σ
during the course of inflation. The interaction which renders the inflaton field to decohere
the massive field is a dimension-five operator.
Lint = −gaσ(∂iϕ)(∂iϕ) = −a
2
σ(∂iϕ)(∂iϕ)
Λ
, (3.8)
This kind of interaction appears in the effective field theory (EFT) of multi-field inflation,
and the observations constrain the cutoff scale to satisfy Λ > O(10−3 ∼ 1)Mpl = O(10−3 ∼
1) [53]. In [45], the coupling constant (for inflaton) is
gGR =
(+ η)
4
√
2Mpl
<
1
Λ
, (3.9)
which is comparable to the case of EFT, hence we choose this to be the coupling constant.
Therefore, the interaction is assumed to be small. With this interaction, we can study the
evolution of density matrix in the inflationary background. It is useful to calculate the
interaction Hamiltonian,
Hint = g
∫
d3x a(τ)σ(∂iϕ)(∂iϕ)
= −g
∫
d3x
∫
d3k
(2pi)3
d3k′
(2pi)3
d3q
(2pi)3
ei(k+k
′+q)·xa(τ)ϕkϕk′σq(k · k′)
=
∫
k,k′,q
ϕkϕk′σqH˜(int)k,k′,q(τ) , (3.10)
where
H˜(int)k,k′,q(τ) =
g
2Hτ
(q2 − k2 − k′2) , (3.11)
is calculated with Fourier transform and governs the interaction in momentum space. The
integration symbol means∫
k,k′,q
=
∫
d3k
(2pi)3
d3k′
(2pi)3
d3q
(2pi)3
(2pi)3δ3(k + k′ + q) . (3.12)
The quantum state, which involves both two quantum field, evolves with the sum of free
and interaction Hamiltonians,
H = H0 +Hint
=
1
2
∫
d3k
(2pi)3
{pi(ϕ)k pi(ϕ)−k
a(τ)3
+ a(τ)k2ϕkϕ−k +
pi
(σ)
k pi
(σ)
−k
a(τ)3
+
[
a(τ)k2 + a(τ)3m2
]
σkσ−k
}
+
∫
k,k′,q
ϕkϕk′σqH˜(int)k,k′,q(τ) . (3.13)
The interaction part produces the non-Gaussianities to the total wave functional that
leads to vanish off-diagonal terms of reduced density matrix. Without using the ansatz
– 9 –
Ψ[ϕ, σ] = Ψ
(ϕ)
G [ϕ]Ψ
(σ)
G [σ]ΨNG[ϕ, σ] in [45], we calculate time-evolution operators to find the
non-Gaussian part of wave functional. Firstly, we define operator
G(τ) = U(τ, τ0)U
−1
0 (τ, τ0) , (3.14)
where U and U0 are ordinary unitary operators defined in QFT, and τ0 is initial conformal
time. Thus, the operator G transforms the state in free field theory to interaction theory.
With the Schrödinger equations of free and interaction theories, the differential equation
for G(τ) is obtained as{
i∂|ψG〉∂t = H0[ϕ(τ0), σ(τ0), τ ]|ψG〉
i∂|ψ〉∂t = H[ϕ(τ0), σ(τ0), τ ]|ψ〉
⇒ ∂G
∂τ
= −ia(τ)
{
[H[ϕ(τ0), σ(τ0), τ ], G] +GHint[ϕ(τ0), σ(τ0), τ ]
}
, (3.15)
where |ψG〉 and |ψ〉 are the quantum states in free field and interaction theories respectively.
The initial state at τ0 is assumed to be equal,
|ψ(τ0)〉 = |ψG(τ0)〉 , (3.16)
and thus they satisfy
|ψ(τ)〉 = G(τ)|ψG(τ)〉 . (3.17)
It is noticeable that the field arguments inside the Hamiltonians are the fields at initial time
that are different from those in Heisenberg and interaction pictures. With the result from
interaction picture, the solution of G(τ) is easily found,
G(τ) = U(τ, τ0)
(
U−10 (τ, τ0)U(τ, τ0)
)
U−1(τ, τ0)
= T exp
(
−i
∫ τ
τ0
dτ ′ a(τ ′)U(τ, τ ′)Hint[ϕ(τ0), σ(τ0), τ ′]U−1(τ, τ ′)
)
, (3.18)
where T is the time-ordered operator. It is easy to verify that such an expression satisfies
Equation (3.15). The general form of this time-ordered exponential is difficult to calculate.
But with the assumption that interaction is weak enough, the result is simply related to
leading terms. On the other hand, the Gaussian state to which G(τ) operates can be solved
exactly, and its wave functional is given by the product of two independent Gaussian wave
packets [38],
ΨG[ϕ, σ] = Ψ
(ϕ)
G [ϕ]Ψ
(σ)
G [σ] = N (τ) exp
[
−
∫
d3k
(2pi)3
(
ϕkϕ−kAϕ + σkσ−kAσ
)]
, (3.19)
where the factor inside the exponent can be calculated with the Schrödinger equation,
Aϕ(k, τ) = − i
(Hτ)2
u′k(τ)
uk(τ)
, Aσ(k, τ) = − i
(Hτ)2
w′k(τ)
wk(τ)
, (3.20)
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and the (reduced) mode functions are written to be consistent with the conventions of
[38, 45],
uk(τ) ∝ (−kτ)
3
2H
(2)
3
2
(−kτ) , wq(τ) ∝ (−qτ) 32H(2)ν (−qτ) . (3.21)
The mode function uk represents the quantum fluctuation solution for the massless inflaton
with a Hankel index 32 , while the mode function wq represents the solution for massive
field with a generic Hankel index ν =
√
9
4 − m
2
H2
. For inflaton, the Hankel function can be
reduced explicitly into trianglar functions, and the late-time expansion of Aϕ(k, τ) is given
by
Aϕ(k, τ) ≈ − ik
2
H2τ
+
k3
H2
+O(kτ) , (3.22)
which means that the width approaches to a constant and the phase changes rapidly. With
this field-amplitude representation of the Gaussian state, the first order non-Gaussianities
generated by G(τ) can be calculated. Firstly, we define an operator
Kk,k′,q(τ ′, τ) = U(τ, τ ′)ϕkϕk′σqU−1(τ, τ ′) = U−1(τ ′, τ)ϕkϕk′σqU(τ ′, τ) , (3.23)
which represents the first order term of G(τ) operating to momentum conserving modes
k,k′,q, and it satisfies the initial condition
Kk,k′,q(τ, τ) = ϕkϕk′σq . (3.24)
Also, this operator can be regarded as a Green’s function to connect the state at time τ to
intermediate time τ ′. For showing the dependence of this quantity on τ ′, it is suitable to
find its differential equation
∂Kk,k′,q(τ ′, τ)
∂τ ′
= ia(τ)U−1(τ ′, τ)[H0[ϕ(τ0), σ(τ0), τ ′], ϕkϕk′σq]U(τ ′, τ) . (3.25)
With Equation (3.13) and canonical commutation relation, we can work out the commutator
in Equation (3.25) after some algebras,
[H0[ϕ(τ0), σ(τ0), τ
′], ϕkϕk′σq] = −if(τ ′)
(
pi
(ϕ)
−kϕk′σq + ϕkpi
(ϕ)
−k′σq + ϕkϕk′pi
(σ)
−q
)
, (3.26)
where
f(τ ′) =
1
a(τ ′)3
. (3.27)
The Gaussian state |ψG(τ)〉 does not depend on the intermediate time, and thus the in-
termediate time derivative of the Green’s function operating on Gaussian wave functional
(source) can be evaluated as
∂〈ϕ, σ|Kk,k′,q(τ ′, τ)|ψG(τ)〉
∂τ ′
= ia(τ ′)f(τ ′)
(
Aϕ(k, τ
′) +Aϕ(k′, τ ′) +Aσ(q, τ ′)
)
〈ϕ, σ|Kk,k′,q(τ ′, τ)|ψG(τ)〉 , (3.28)
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With the initial condition ofKk,k′,q(τ ′, τ), the c-number functional 〈ϕ, σ|Kk,k′,q(τ ′, τ)|ψG(τ)〉
can be solved, and it is expressed in exponential form
〈ϕ, σ|Kk,k′,q(τ ′, τ)|ψG(τ)〉 = exp
(
iα(τ ′, τ)
)
ϕkϕk′σq〈ϕ, σ|ψG(τ)〉 , (3.29)
where ϕkϕk′σq is the eigenvalue of field-amplitude basis, and
exp
(
iα(τ ′, τ)
)
= exp
(
−i
∫ τ
τ ′
dτ ′′a(τ ′′)f(τ ′′)
(
Aϕ(k, τ
′′) +Aϕ(k′, τ ′′) +Aσ(q, τ ′′)
))
.
(3.30)
After operating the Green’s function on the Gaussian wave functional, extra factor appears.
With weak enough coupling, the exponential of this extra factor can approximate the factor
generated by G(τ) with Equation (3.18). Therefore, the total wave functional is the product
of the Gaussian part and the non-Gaussian part,
Ψ[ϕ, σ] = exp
(∫
k,k′,q
Fk,k′,q(τ)ϕkϕk′σq
)
ΨG[ϕ, σ] , (3.31)
where
Fk,k′,q(τ) = −i
∫ τ
τ0
dτ ′ a(τ ′)H˜(int)k,k′,q(τ ′)×
exp
(
−i
∫ τ
τ ′
dτ ′′a(τ ′′)f(τ ′′)
(
Aϕ(k, τ
′′) +Aϕ(k′, τ ′′) +Aσ(q, τ ′′)
))
. (3.32)
The integrand consists of a scale factor, interaction in momentum space and a factor gen-
erated by the Green function which does not depend on coupling strength. With the exact
solution given by free field theory, the factor generated by the Green’s function has explicit
form that is the ratio of the product of three mode functions at intermediate time τ ′ to
final conformal time τ ,
exp
(
−i
∫ τ
τ ′
dτ ′′a(τ ′′)f(τ ′′)
(
Aϕ(k, τ
′′) +Aϕ(k′, τ ′′) +Aσ(q, τ ′′)
))
= exp
∫ τ ′
τ
dτ ′′
∂
(
log(uk(τ
′′)uk′(τ ′′)wq(τ ′′))
)
∂τ ′′
 = uk(τ ′)uk′(τ ′)wq(τ ′)
uk(τ)uk′(τ)wq(τ)
. (3.33)
Combining the interaction and these mode functions, the exponent for non-Gaussian part
of wave functional can be expressed by an integral
Fk,k′,q(τ) = ig(q
2 − k2 − k′2)
2H2
∫ τ
τ0
dτ ′(−τ ′) 52H(2)3
2
(−kτ ′)H(2)3
2
(−k′τ ′)H(2)ν (−qτ ′)
(−τ) 92H(2)3
2
(−kτ)H(2)3
2
(−k′τ)H(2)ν (−qτ)
. (3.34)
Conceptually, the conformal time integral in Equation (3.34) should be evaluated after
the momentum integral in Equation (3.31) because the non-Gaussian part is generated
by the time integral of the interaction Hamiltonian, as shown in Equation (3.18). We
assume that the order of integration is interchangeable at the moment, and the advantage
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of defining Fk,k′,q(τ) and writing the momentum integral explicitly is easier to trace out
the environment. Together with Equation (3.31), the non-Gaussian part involves every
momentum conserving modes at different conformal time. The wave functional of the state
consists of inflaton and massive scalar field is calculated in interaction theory, and the next
step is to determine the reduced density matrix.
3.3 Reduced density matrix and decoherence rate
As mentioned in subsection 3.1, the decoherence is described by the vanishing off-diagonal
terms of the reduced density matrix which is defined by tracing out the whole density
matrix with environment. In the case of field theory, this matrix can be represented by a
functional that takes two field configurations as arguments,
ρR[σ, σ˜] = Ψ
(σ)
G [σ](Ψ
(σ)
G [σ˜])
∗
∫
Dϕ|Ψ(ϕ)G |2 exp
[ ∫
k,k′,q
ϕkϕk′(σqFk,k′,q + σ˜qF∗k,k′,q)
]
= Ψ
(σ)
G [σ](Ψ
(σ)
G [σ˜])
∗
(
1 + 〈X〉ϕ + 〈X
2〉ϕ
2!
+O(F3)
)
= Ψ
(σ)
G [σ](Ψ
(σ)
G [σ˜])
∗
(
1 + 〈X〉ϕ +
〈X〉2ϕ
2!
+O(F3)
)(
1 +
〈X2〉ϕ − 〈X〉2ϕ
2!
+O(F3)
)
≈ Ψ(σ)G [σ](Ψ(σ)G [σ˜])∗ exp
(
〈X〉ϕ + Varϕ[X]
2
)
, (3.35)
where the variable X is defined as
X =
∫
k,k′,q
ϕkϕk′(σqFk,k′,q + σ˜qF∗k,k′,q)
=
∫
k,k′,q
ϕkϕk′
[
(
∑
σq)ReFk,k′,q + i(∆σq)ImFk,k′,q
]
, (3.36)
where Σ means summation of two fields, while ∆ means difference of two fields, and the
functional integration, ∫
Dϕ|Ψ(ϕ)G |2 (...) = 〈...〉ϕ , (3.37)
and the statistical variance,
Varϕ[X] = 〈X2〉ϕ − 〈X〉2ϕ . (3.38)
Clearly, the reduced density matrix has the form that is proportional to the moment gen-
erating function of Gaussian distribution with unitary parameter. To avoid the difficulty
of normalizing the wave functional, the decay of off-diagonal terms can be expressed by the
absolute value of the ratio of off-diagonal terms to diagonal terms. One important thing is
that in [45] the real part of Fk,k′,q(τ) is supposed to be small compared to its imaginary
part, but this may be important when we integrate high energy modes, and therefore it is
kept here. We consider the expectation value of X in Equation (3.35) first. After taking
absolute value to the ratio, the term that is proportional to ReFk,k′,q in X is cancelled,
and another term in X remains imaginary with the symmetry
〈ϕkϕk′〉ϕ(∆σ−q)ImFk,k′,−q = 〈ϕkϕk′〉ϕ(∆σq)∗ImFk,k′,q , (3.39)
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so the term exp (〈X〉ϕ) contributes nothing to the result. Thus, it depends only on the
variance of X, and we define X1 and X2 are the integral whose massive field arguments are
all σq and σ˜q respectively, then
D[σ, σ˜] =
∣∣∣ ρR[σ, σ˜]√
ρR[σ, σ]ρR[σ˜, σ˜]
∣∣∣ ≈ ∣∣∣exp[1
2
(
Varϕ[X]− Varϕ[X1] + Varϕ[X2]
2
)]∣∣∣ . (3.40)
The variance is related to the power spectrum of inflaton by
〈ϕkϕk′〉ϕ = (2pi)3δ3(k + k′)Pϕ(k, τ) = (2pi)
3δ3(k + k′)
2Re{Aϕ(k, τ)} . (3.41)
Then one can show that
Varϕ[X] =
∫
k1,k′1,q1
∫
k2,k′2,q2
(
〈ϕk1ϕk2〉ϕ〈ϕk′1ϕk′2〉ϕ + (k2 → k′2)
)
×
[
(σq1Fk1,k′1,q1 + σ˜q1F∗k1,k′1,q1)(1→ 2)
]
= 2
∫
k,k′,q
Pϕ(k, τ)Pϕ(k
′, τ)
×
{[
(
∑
σq)ReFk,k′,q + i(∆σq)ImFk,k′,q
]
(q→ −q)
}
. (3.42)
Then the exponent in Equation (3.40) can be evaluated easily as
1
2
(
Varϕ[X]− Varϕ[X1] + Varϕ[X2]
2
)
=
∫
k,k′,q
Pϕ(k, τ)Pϕ(k
′, τ)×[
− |∆σq|2
∣∣∣Fk,k′,q∣∣∣2 + i(ReFk,k′,q)(ImFk,k′,q)((∑σq) (∆σq) + c.c.)] . (3.43)
The second term in Equation (3.43) disappears after taking absolute value, and eventually
the quantity depends on the absolute square of Fk,k′,q(τ). During inflationary epoch, the
subhorizon and superhorizon modes behaves differently, and it is proper to study the reduced
density matrix for a mode with momentum q. To get rid of the integral with respect to q,
we use ∫
d3q
(2pi)3
=
∑
q
(2pi)3δ3(0)
=
∑
q
V
. (3.44)
Thus we obtain
D[σ, σ˜](q, τ) = exp
[
− |∆σq|
2
V
∫
k+k′=−q
Pϕ(k, τ)Pϕ(k
′, τ)
∣∣∣Fk,k′,q∣∣∣2] , (3.45)
where the symbol
∫
k+k′=−q =
∫
d3k
(2pi)3
d3k′
(2pi)3
(2pi)3δ3(k + k′ + q) means integration over the
modes of inflaton. For the reduced density matrix in quantum mechanics, it usually satisfies
the equation [50]
ρR(x, x
′, t) = ρR(x, x′, 0) exp
(
−γt
(
x− x′
λT
)2)
, (3.46)
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where γ represents the relaxation coefficient and λT is the thermal de Broglie wavelength.
And thus the absolute value of ratio of off-diagonal terms to diagonal terms is∣∣∣∣∣ ρR(x, x′, t)√ρR(x, x, t)ρR(x′, x′, t)
∣∣∣∣∣ =
∣∣∣∣∣ ρR(x, x′, 0)√ρR(x, x, 0)ρR(x′, x′, 0) exp
(
−γt
(
x− x′
λT
)2)∣∣∣∣∣
=
∣∣∣∣∣exp
(
−γt
(
x− x′
λT
)2)∣∣∣∣∣ . (3.47)
The ratio at t = 0 is one because the initial pure state have linear combination form given
by Equation (3.1). Moreover, a decoherence rate can be defined by the time scale when
the exponent becomes O(1). Similarly, Equation (3.45) describes the extent of decoherence
for massive field’s mode with momentum q, and the dimensionless decoherence rate can
also be defined as −log
(
D[σ, σ˜](q, τ)
)
, so the corresponding dimensionless time-scale can
be defined as the e-folds after crossing horizon, namely − log(−qτ) which is called delay in
[45]. Combining Equation (3.34) and Equation (3.45), the decoherence rate is expressed as
one-loop integration with respect to momentum space and conformal time,
Γdeco(q, τ) =
|∆σq|2g2
16V (−τ)3
∣∣∣H(2)ν (−qτ)∣∣∣2
∫ τ
τ0
dτ ′
∫ τ
τ0
dτ ′′(τ ′τ ′′)−
1
2H(2)ν (−qτ ′)H(1)ν∗ (−qτ ′′)
×
∫
k+k′=−q
(q2 − k2 − k′2)2ei(k+k′)(τ ′−τ ′′)(i+ kτ ′)(i+ k′τ ′)(−i+ kτ ′′)(−i+ k′τ ′′)
k3k′3
.
(3.48)
The integral over momentum space means summing over all the modes of the environment
which consists of the inflaton, and therefore the integrand is quite simple.
3.4 One-loop computation
From the integrand of the momentum part, the exponent of the oscillating term is propor-
tional to (τ ′ − τ ′′), and we introduce a new coordinate
U = q(τ ′ − τ ′′) , V = q(τ ′ + τ ′′) , (3.49)
and the Jacobian is 2q2. The integral over momentum space can be evaluated with elliptical
coordinate which introduces variables [59]
µ1 =
k + k′
q
, µ2 =
k − k′
q
. (3.50)
Also, we define the variable x = −qτ and x0 = −qτ0, then the decoherence rate is given as
Γdeco(x) =
|∆σq|2g2q3
(∫ −2x
−x0−x dV
∫ −2x−V
V+2x dU +
∫ −x0−x
−2x0 dV
∫ V+2x0
−2x0−V dU
)
R(U ,V)
8pi2V x3|H(2)ν (x)|2
, (3.51)
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where
R(U ,V) = (V2 − U2)−
1
2H(2)ν (−
V + U
2
)H
(1)
ν∗ (−
V − U
2
)
∫ +∞
1
dµ1
∫ 1
−1
dµ2 ×(
1− µ
2
1 + µ
2
2
2
)2
eiµ1U
(µ21 − µ22)2
(
i+
(µ1 + µ2)(V + U)
4
)(
i+
(µ1 − µ2)(V + U)
4
)
×(
−i+ (µ1 + µ2)(V − U)
4
)(
−i+ (µ1 − µ2)(V − U)
4
)
. (3.52)
The integrand of momentum space in R is proportional to eiµ1Uµ41 when µ1 → +∞, and
thus the modes with squeezed limit
µ1 =
k + k′
q
 1 , (3.53)
make main contributions. The integration over µ1,2 can be written down as
R(U ,V) = J1(U ,V)J2(U ,V) , (3.54)
where
J1(U ,V) = (V2 − U2)−
1
2H(2)ν (−
V + U
2
)H
(1)
ν∗ (−
V − U
2
)eiU ,
J2(U ,V) = 3iV
4
64U5 +
3V4
64U4 −
i
(V4 + 39V2)
96U3 +
V4 − 78V2
192U2 +
i
(V4 − 60V2 + 1545)
960U
+
V2
96
+
7
64
− iU
(V2 + 5)
480
− U
2
64
+
iU3
960
. (3.55)
There is high order pole at U = 0. When V → −2x or −2x0, the whole contour is closed to
the high order pole. Expanding the integrand near U = 0, the integral has form∫ 
−
dU
∞∑
n=−5
an(V)Un , (3.56)
and therefore the divergent term
4∑
n=1
bn(V)
n
, (3.57)
appears. The divergence is attributed to zero exponent of oscillating factor eiµ1U , and the
integrand is reduced to rational function with asymptotic form µ41, so divergence µ51 ap-
pears. The physical meaning is that this one-loop is UV-divergent, thus we need to make
a cutoff.
Instead of studying decoherence for all possible modes, we can simply focus on superhorizon
modes. One may simply choose the horizon at the end of interaction as a cutoff,
kmax = −1
τ
, (3.58)
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but then the integrand of momentum integral evaluated at initial time may be very big
since
−kmaxτ0 = τ0
τ
=
a(τ)
a(τ0)
. (3.59)
The physical meaning is that such a cutoff includes many superhorizon modes at early
time, and it is sure that the integral cannot converge. On the other hand, if the UV-
cutoff was selected as the superhorizon at the initial time, many contributions would have
been neglected. However, we can choose a time-dependent cutoff which makes the massive
field to interact superhorizon modes of inflaton only, and clearly the integral converges.
Mathematically, the conditions for environment are assumed as
−kτ ′,−k′τ ′ < O(1) , (3.60)
that means the related inflaton modes are superhorizon at every intermediate time τ ′. With
the triangular inequality for the three interacting modes
−qτ ′ ≤ −(k + k′)τ ′ < O(1) , (3.61)
the modes of massive field are also required to be superhorizon during interaction, and this
constraints the initial time for interaction. A theory satisfying these constraints describes
the interaction between superhorizon modes, and therefore our model becomes an effective
theory to describe the decoherence due to the interactions between superhorizon modes.
The next step is to modify the interval of integration in Equation (3.48). The number of
momentum integral is one, but the integrand involves two conformal time τ ′, τ ′′ which have
different UV-cutoffs 2−qτ ′ and
2
−qτ ′′ for µ1, so the choice of UV-cutoff is nontrivial. Intu-
itively, the minimum value Min{ 2−qτ ′ , 2−qτ ′′ } which corresponds to all superhorizon modes
at Min{τ ′, τ ′′} should be selected for ensuring all the terms kτ ′, kτ ′′ ≤ 1, as shown in the
Fig. 2. Mathematically, this can be proved by reconsidering Equation (3.42) with time
dependent UV-cutoff. We define a practical F in our analytic investigations as
Fk,k′,q(τ ′) = −ia(τ ′)H˜(int)k,k′,q(τ ′)
exp
(
−i
∫ τ
τ ′
dτ ′′a(τ ′′)f(τ ′′)
(
Aϕ(k, τ
′′) +Aϕ(k′, τ ′′) +Aσ(q, τ ′′)
))
, (3.62)
in order to put the time integral to the front. From now on, the interchangeability of time
and momentum integral is broken because of the time dependent cutoff. The two point
correlation function in momentum space is non-zero only if total momentum of the modes
are zero, and therefore the non-vanish correlations are with the smaller cutoff,
Varϕ[X] =
∫ τ
τ0
dτ ′
∫ τ
τ0
dτ ′′
∫ < 1−τ ′
k1,k′1,q1
∫ < 1−τ ′′
k2,k′2,q2
(
〈ϕk1ϕk2〉ϕ
〈
ϕk′1ϕk′2
〉
ϕ
+ (k2 → k′2)
)
×
(
(σq1Fk1,k′1,q1(τ ′) + σ˜q1F∗k1,k′1,q1(τ
′))(1→ 2, τ ′ → τ ′′)
)
=
∫ τ
τ0
dτ ′
∫ τ
τ0
dτ ′′
∫ <Min{ 1−τ ′ , 1−τ ′′ }
k1,k′1,q1
∫ <Min{ 1−τ ′ , 1−τ ′′ }
k2,k′2,q2
(
〈ϕk1ϕk2〉ϕ
〈
ϕk′1ϕk′2
〉
ϕ
+ (k2 → k′2)
)
×
(
(σq1Fk1,k′1,q1(τ ′) + σ˜q1F∗k1,k′1,q1(τ
′))(1→ 2, τ ′ → τ ′′)
)
. (3.63)
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Figure 2. The UV-cutoff at different time. The region inside the cylinder can render all the
modes are superhorizon at given conformal time.
For two distant conformal times, lots of superhorizon modes at the later time are lost with
the smaller cutoff, and the rest remains low energy. This leads to smaller contribution to
the integral, compared to the case with two adjoin conformal times. A rescaled conformal
time coordinate
x′ = −qτ ′ , x′′ = −qτ ′′ , (3.64)
is introduced to show the time dependent cutoff explicitly in the expression of decoherence
rate. To work out the integral numerically, the cutoff is represented by the Heaviside
function Θ as
Γdeco(x) =
|∆σq|2g2q3
8pi2V x3|H(2)ν (x)|2
(∫ 2
x
dx′
∫ 2
x
dx′′
)(
x′x′′
)− 1
2H(2)ν (x
′)H(1)ν∗ (x
′′)
∫ 2
x
1
dµ1
∫ 1
−1
dµ2
(
1− µ
2
1 + µ
2
2
2
)2
Θ
(
Min
{
2
x′
,
2
x′′
}
− µ1
)
eiµ1(x
′′−x′)
(µ21 − µ22)2(
i− (µ1 + µ2)x
′
2
)(
i− (µ1 − µ2)x
′
2
)(
−i− (µ1 + µ2)x
′′
2
)(
−i− (µ1 − µ2)x
′′
2
)
.
(3.65)
By interchanging x′ and x′′, the integrand becomes its complex conjugate. We can apply
this property to reduce half of the region of integration,
Γdeco(x) =
|∆σq|2g2q3
8pi2V x3|H(2)ν (x)|2
2Re (Q) , (3.66)
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where
Q =
(∫ 2
x
dx′
∫ 2
x
dx′′
)(
x′x′′
)− 1
2H(2)ν (x
′)H(1)ν∗ (x
′′)Θ
(
x′′ − x′)×∫ 2
x
1
dµ1
∫ 1
−1
dµ2Θ
(
2
x′′
− µ1
)(
1− µ
2
1 + µ
2
2
2
)2
eiµ1(x
′′−x′)
(µ21 − µ22)2
×(
i− (µ1 + µ2)x
′
2
)(
i− (µ1 − µ2)x
′
2
)(
−i− (µ1 + µ2)x
′′
2
)(
−i− (µ1 − µ2)x
′′
2
)
.
(3.67)
The meaning of this formula is fixing a time x′ and sum over all the contributions from
earlier time x′′ ≥ x′, then integrate all such x′. Technically, the integral for µ2 can be
calculated analytically, but the rest of the integrations can only be computed numerically.
Besides the integral, a representative absolute square of difference
∣∣∣∆σq∣∣∣2 has to be selected,
and it is suitable to evaluate the expectation value of this quantity with Gaussian state,
〈ψG||∆σq|2|ψG〉(τ) = 2〈ψG|σq2|ψG〉(τ) = V
Re{Aσ(q, τ)} = V
H2
q3Re
(
i
x2
w′(x)
w(x)
) . (3.68)
Thus one can write down the practical formula for one-loop decoherence rate,
Γdeco(ν, x) =
H2g2
8pi2
1
x3|H(2)ν (x)|2
2Re (Q)
Re
(
i
x2
w′(x)
w(x)
) = H2g2
8pi2
M(ν, x) . (3.69)
In this formula, M(ν, x) is defined and the argument ν is contained to indicate the mass
dependence. Before working out the integral numerically, we would like to comment on
Equation (3.67): The oscillating factor eiµ1(x′′−x′) is attributed to the mode function of
inflaton, and the phase is proportional to the difference of conformal time. With the time-
dependent cutoff, the change of phase is less than pi, and the effect of interference may
not be too large. On the hand, the region with x′′ ≈ x′ and Max{x′, x′′} → x contributes
mainly since the phase is nearly unchanged, the product of Hankel functions becomes abso-
lute square and the UV-cutoff is maximum, and this corresponds to late-time and squeezed
limit. The physical meaning of the momentum integral is the correlation of the interaction
with the environment at different moments, and therefore the contributions from two dis-
tant moments are expected to be small.
Then we numerically computate the mass dependence of the massive cosmic decoherence.
The result is shown in Fig. 3. According to the effective field theory analysis between
non-Gaussianities and coupling constants [53], one can choose the range of the constant as
(gH)2
8pi2
= O(10−13 ∼ 10−7). We put 10−13 in the numerical computation. The line with
O(10−6) corresponds to the delay for (gH)2
8pi2
= 10−7. From Fig. 3, the dense contours in the
region of ν
2
|ν| > 0 imply the rapid change of decoherence rate with mass and delay, whereas
the sparse and nearly vertical contours in the region of ν
2
|ν| < 0 imply the steady change of
decoherence rate. Mathematically, it is related to the boundedness of the Hankel functions
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Figure 3. The red dash line is for the values with O(10−6) which corresponds to (gH)28pi2 = 10−7,
whereas the solid purple line is for the value with O(1) which corresponds to (gH)28pi2 = 10−13. The
difference of two adjoin contours is 0.25 that means the ratio of decoherence rate is 100.25.
appeared in Equation (3.67). The bounded functions lead the decoherence rate to vary no
faster than logarithm, whereas the unbounded functions cause the polynomial divergence
at late time, as shown in appendix A. From the contour plot of decoherence rate, the in-
crement is smaller for heavier field with imaginary ν, and the decoherence for very massive
fields is expected to be difficult. For instance, the field with ν
2
|ν| < −12 , the numerical results
show that the increment per e-folds kν < O(102), and the delay estimated from logarithmic
dependence N ≥ O(105 − 1011) is much larger than the period of inflation. Therefore, it is
unlikely for the field with m > O(H) to have decoherence.
4 Conclusion and Outlook
In this paper, we have studied the cosmic decoherence of massive field on the inflationary
background. Starting with an introduction on the semiclassical behavior of massive field
near the Hubble crossing and a simple introduction of quantum decoherence in quantum
information theory, we have then calculated the wave functional for the composite of in-
flaton and massive field in Schrödinger picture, and the relation between the state with
interactions and the Gaussian state in free theory is expressed by time-evolution operator
based on the cubic interaction between inflaton and massive field. From the theory of de-
coherence, the criterion of losing quantum coherence is the disappearance of off-diagonal
terms in reduced density matrix, which is obtained by tracing out the density matrix of
quantum state with environment. In Schrödinger picture of quantum field theory, the trace
is calculated by functional integration, and eventually we find that the reduced density
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matrix is related to the variance of non-Gaussian exponent of the wave functional.
With mathematical analysis, it is simple to show that the integral throughout the whole
momentum space is UV-divergent and the theory is valid when the energy is lower than a
UV-cutoff. After rewriting the variance in terms of time integral, it is clear that the deco-
herence rate is related to two point correlation function at two different moments, leading
to the nontrivial choice of UV-cutoff. This is different from the QFT in flat spacetime where
the UV-cutoff is usually related to some fixed energy scale such as rest mass of particle,
and therefore validity of such cutoff is time independent. For inflationary scenario, the
natural cutoff is time-dependent Hubble radius which is related to the distance for causal
connection, and this cutoff may be related to the accessibility of information.
Our theory gives a lower bound for decoherence of superhorizon modes. The numerical
results show that the quantum coherence for massive field with mass smaller than O(H)
is suppressed within 5 ∼ 10 e-folds after crossing horizon, whereas the decoherence rate
increases slowly for the field with m & O(H), leading to the preservation of quantum co-
herence. Therefore, massive field is a proper tool to study inflationary quantum information
problems.
Some related directions are interesting. First, higher loops can be considered. From Equa-
tion (3.18), the second term in the expansion is related to two operators Kk,k′,q(τ ′, τ), and
its magnitude is proportional to
(Fk,k′,q(τ))2. Therefore, it may affect the reduced den-
sity matrix through expectation value according to Equation (3.35). We can evaluate the
influence of two Kk,k′,q(τ ′, τ) product to the wave functional,
〈ϕ, σ|Kk1,k′1,q1(τ ′, τ)Kk2,k′2,q2(τ ′′, τ)|ψG(τ)〉
= 〈ϕ, σ|Kk1,k′1,q1(τ ′, τ)
∫
Dϕ˜Dσ˜|ϕ˜, σ˜〉〈ϕ˜, σ˜|Kk2,k′2,q2(τ ′′, τ)|ψG(τ)〉
= eiα(τ
′′,τ)〈ϕ, σ|Kk1,k′1,q1(τ ′, τ)ϕk2ϕk′2σq2 |ψG(τ)〉
= eiα(τ
′′,τ)〈ϕ, σ|ϕk2ϕk′2σq2Kk1,k′1,q1(τ ′, τ) +
[
Kk1,k′1,q1(τ ′, τ), ϕk2ϕk′2σq2
]
|ψG(τ)〉
= eiα(τ
′′,τ)eiα(τ
′,τ)ϕk1ϕk′1σq1ϕk2ϕk′2σq2〈ϕ, σ|ψG(τ)〉
+ eiα(τ
′′,τ)〈ϕ, σ|
[
Kk1,k′1,q1(τ ′, τ), ϕk2ϕk′2σq2
]
|ψG(τ)〉 , (4.1)
where at the third line we have used Equation (3.29). The first term appears in the non-
Gaussian exponential in Equation (3.31), and the second term is the correction. For the
late time limit τ ′ → τ , we have,
Kk1,k′1,q1(τ ′, τ) ≈ ϕk1ϕk′1σq1 , (4.2)
implying the nearly vanishing commutator, and thus the correction is negligible. However, if
the intermediate τ ′ is distant from the end time τ , the correction cannot be omitted. Thus,
the second order correction is mainly contributed to early interaction, and the conformal
– 21 –
time cutoff
−qτ0 = 2 , (4.3)
suppresses this effect. For getting more precise results or studying higher energy theory,
the high order terms have to be considered.
Secondly, we have put a Hubble scale UV cutoff for the loop integration. This is a natural
choice considering that the sub-horizon modes of the inflaton are in the vacuum and should
not decohere the massive field. Nevertheless, it is interesting to study the one-loop regular-
ization and renormalization (counterterms) more carefully.
Finally, considering our formalism is general for massless and massive fields, one can explore
more topics related to cosmic quantum decoherence in a wider range. In some results of
quantum decoherence in the flat space [60, 61], evidences show that there exists a holo-
graphic explanation of quantum decoherence according to AdS/CFT correspondence. Is it
applicable to dS/CFT? Can we find a condensed matter analog of quantum decoherence in
de Sitter space? We will leave these topics to future research [62].
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A The effect of boundedness of Hankel functions
From Equation (3.69), the decoherence rate depends on Re(Q) and a denominator decided
by Hankel functions. The Wronskian of mode functions implies that the denominator is
time-independent [38].
∂
∂x
[
x3
∣∣∣H(2)ν (x)∣∣∣2Re( ix2 w′(x)w(x)
)]
= 0. (A.1)
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The denominator may depend on ν, but we only focus on the time dependence which is
solely attributed to Re(Q). For the region of ν2|ν| , the upper bounded of Re(Q) is estimated.
Re(Q) ≤ |Q|
≤
(∫ 2
x
dx′
∫ 2
x′
dx′′
)(
x′x′′
)− 1
2 |H(2)ν (x′)H(1)ν∗ (x′′)|
∫ 2
x′′
1
dµ1
∫ 1
−1
dµ2
(
1− µ21+µ222
)2
(µ21 − µ22)2
×√(
1 +
(µ1 + µ2)2x′2
4
)(
1 +
(µ1 − µ2)2x′2
4
)(
1 +
(µ1 + µ2)2x′′2
4
)(
1 +
(µ1 − µ2)2x′′2
4
)
≤ 25
(∫ 2
x
dx′
∫ 2
x′
dx′′
)(
x′x′′
)− 1
2 |H(2)ν (x′)H(1)ν∗ (x′′)|
∫ 2
x′′
1
dµ1
∫ 1
−1
dµ2
(
1− µ21+µ222
)2
(µ21 − µ22)2
= 25
(∫ 2
x
dx′
∫ 2
x′
dx′′
)(
x′x′′
)− 1
2 |H(2)ν (x′)H(1)ν∗ (x′′)|×{− (x′′4 − 4x′′2 + 16) tanh−1 (x′′2 )+ 2x′′[x′′(x′′ + ipi − 6) + 2x′′ tanh−1 ( 2x′′ )+ 8]
8x′′2
}
= 25
(∫ 2
x
dx′
∫ 2
x′
dx′′
)(
x′x′′
)− 1
2 |H(2)ν (x′)H(1)ν∗ (x′′)|
( 1
x′′
+O(1)
)
≤ B′
∫ 2
x
dx′
∫ 2
x′
dx′′x′−
1
2x′′−
3
2
= 2B′
(
log(
1
x
) +O(1)
)
. (A.2)
In the third inequality, we apply the conditions x′ ≤ x′′, µ2 ≤ µ1 and µ1x′′ ≤ 2. Also, the
integrals of µ1 and µ2 are expanded in order to estimate the late-time divergence. For imag-
inary ν, the absolute values of Hankel functions are bounded, namely |H(2)ν (x′)H(1)ν∗ (x′′)| ≤
B′
25 , which is shown in the last inequality. Therefore, the divergence of M(ν, x) is no faster
than logarithm at late time, and this can explain why the decoherence rate increases slowly
in the region with ν
2
|ν| < 0. On the other hand, the Hankel functions cause polynomial di-
vergence at late time in the region with ν
2
|ν| > 0, leading the rapid change of decoherence rate.
Numerically, the upper bound of the delay for decoherence with imaginary ν can be es-
timated by linear approximation
M(ν, x) . kν log(
1
x
) + bν = kνN(x) + bν , (A.3)
where kν is the increment per e-fold, and
N & M(ν, x)− bν
kν
≈ O(10
7 ∼ 1013)
kν
. (A.4)
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