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POTENTIALS
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Abstract. We consider the Hill operator
Ly = −y′′ + v(x)y, 0 ≤ x ≤ pi,
subject to periodic or antiperiodic boundary conditions (bc) with
potentials of the form
v(x) = ae−2irx + be2isx, a, b 6= 0, r, s ∈ N, r 6= s.
It is shown that the system of root functions does not contain a
basis in L2([0, pi],C) if bc are periodic or if bc are antiperiodic and
r, s are odd or r = 1 and s ≥ 3.
Keywords: Hill operators, periodic and antiperiodic boundary con-
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1. Introduction
We consider the Hill operators L = LPer±(v) with smooth pi-periodic
(complex-valued) potentials v
(1.1) Ly = −y′′ + v(x)y, 0 ≤ x ≤ pi,
subject to periodic (Per+) or antiperiodic (Per−) boundary conditions:
Per± : y(pi) = ±y(0), y′(pi) = ±y′(0).
See basics and details in [15].
If v is real-valued, then LPer±(v) is a self-adjoint operator with a
discrete spectrum. The system of its normalized eigenfunctions
(1.2) Φ = {ϕk : Lϕk = λkϕk, ‖ϕk‖ = 1}
is orthonormal, and the spectral decompositions
(1.3) f =
∑
k
〈f, ϕk〉ϕk
converge (unconditionally) in L2([0, pi]) for every f ∈ L2([0, pi]).
If v is a complex-valued potential the picture becomes more compli-
cated – see [11, 12, 14, 18, 19, 20, 23, 24, 25]. In 2006 A. Makin [16, 17]
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and the authors [3, Thm 71] gave the first examples of such potentials
that the system of root functions for periodic or antiperiodic boundary
conditions does not contain a basis in L2([0, pi]) even though there all
but finitely many eigenvalues are simple.
It is well known that the spectra of the operators LPer± are dis-
crete, and the following localization formulas hold (see, for example,
[4, Prop 1]):
(1.4) Sp (LPer±) ⊂ ΠN ∪
⋃
n>N,n∈Γ±
Dn, #{Sp (LPer±) ∩Dn} = 2,
where Dn = {z : |z − n
2| < 1}, Γ+ = 2N, Γ− = 2N− 1, N = N(v),
(1.5) ΠN = {z = x+ iy ∈ C : |x| < (N + 1/2)
2, |y| < N}.
In either case the spectral block decompositions
(1.6) g = SNg +
∑
n>N, n∈Γ±
Png, ∀ g ∈ L
2([0, pi]),
where
(1.7)
SN =
1
2pii
∫
∂ΠN
(z − LPer±)
−1dz, Pn =
1
2pii
∫
∂Dn
(z − LPer±)
−1dz,
converge unconditionally in L2([0, pi]). This is true even if the pi-periodic
potential v is singular, i.e., v ∈ H−1loc (R), as A. Savchuk and A. Shkalikov
showed in [22]. An alternative proof is given in [5].
The unconditional convergence of decompositions (1.6) implies that
for every set ∆ (finite or infinite) of even (or odd) integers n > N the
sum of projections
(1.8) P (∆) =
∑
k∈∆
Pk
converges unconditionally, so the projections P (∆) are well defined and
(1.9) sup
∆
‖P (∆)‖ ≤M(v) <∞.
Invariant subspaces E(∆) = RanP (∆) have {Pk, k ∈ ∆} as their
Riesz system of projections, dim Pk = 2.
Could Pk be split to give a basis of root functions for E(∆)? We put
the question in this way because for one and the same operator LPer±(v)
the answer could be yes and no depending on ∆. For example, if
v(x) = ae−10ix + be10ix
and
(1.10) ∆0 = {n ∈ Γ
± : n 6≡ 0 mod 5},
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then the answer is positive, but for ∆1 = 5N the answer is no if |a| 6= |b|,
and yes if |a| = |b|. We explain this phenomenon in Section 4 (see
Proposition 19).
In view of (1.8) and (1.9), the following holds (see Corollary 10 in
[9, Section 3] for details).
Remark 1. If ∆ is an infinite set of even (or odd) integers, then
the corresponding system of periodic (or antiperiodic) root functions
contains a basis of E(∆) if and only if it contains an unconditional
basis of E(∆).
The spectra localization formula (1.4) allows us to apply the Lyapunov–
Schmidt projection method (see [3, Lemma 21]) and reduce the eigen-
value equation Ly = λy to a series of eigenvalue equations in two-
dimensional eigenspaces E0n of the free operator. This leads to the
following (see [3, Section 2.2]).
Lemma 2. Let L be a Hill operator with a potential v ∈ L2. Then, for
large enough n ∈ N, there are functionals αn(v; z) and β
±
n (v; z), |z| < n
such that a number λ = n2+ z, |z| < n/4, is a periodic (for even n) or
anti-periodic (for odd n) eigenvalue of L if and only if z is an eigenvalue
of the matrix
(1.11)
[
αn(v; z) β
−
n (v; z)
β+n (v; z) αn(v; z)
]
.
Moreover, αn(z; v) and β
±
n (z; v) depend analytically on v and z, and
z−n = λ
−
n − n
2 and z+n = λ
+
n − n
2 are the only solutions of the equation
(1.12) (z − αn(v; z))
2 = β−n (v; z)β
+
n (v; z).
The functionals αn(v; z) and β
±
n (v; z) are well defined for large enough
n by explicit expressions in terms of the Fourier coefficients of the
potential (see [3, Formulas (2.16)-(2.33)] for Hill operators with L2-
potentials).
Here we provide formulas for αn(v; z) and β
±
n (v; z) using the combi-
natorial approach that has been developed in [2, 4] and used there to
obtain the asymptotics of the spectral gaps γn = λ
+
n −λ
−
n for potentials
of the form v(x) = a cos 2x+ b cos 4x.
For each n ∈ N a walk x from −n to n (or from n to −n or from n
to n) is defined through its sequence of steps
(1.13) x = (x(t))ν+1t=1 , 1 ≤ ν = ν(x) <∞,
where x(t) ∈ 2Z \ {0}, and respectively,
(1.14)
ν+1∑
t=1
x(t) = 2n
(
or
ν+1∑
t=1
x(t) = −2n or
ν+1∑
t=1
x(t) = 0
)
.
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A walk x is called admissible if its vertices j(t) = j(t, x) given, respec-
tively, by
(1.15) j(0) = −n or j(0) = +n
and
(1.16) j(t) = −n+
t∑
i=1
x(i) or j(t) = n+
t∑
i=1
x(i), 1 ≤ t ≤ ν+1,
satisfy
(1.17) j(t) 6= ±n for 1 ≤ t ≤ ν.
Let
(1.18) v =
∑
m∈2Z
V (m)eimx
be the Fourier expansion of the potential v with respect to the system
{eimx, m ∈ 2Z}, and let Xn, Yn and Wn be, respectively, the set of all
admissible walks from −n to n, from n to −n and from n to n. For
each admissible walk x we set
(1.19) h1(x; z) =
ν∏
t=1
[n2 − j(t)2 + z]−1, h(x) = h1(x)
ν+1∏
t=1
V (x(t));
then
(1.20)
αn(z) =
∑
x∈Wn
h(x, z), β+n (z) =
∑
x∈Xn
h(x, z), β−n (z) =
∑
x∈Yn
h(x, z).
The core of our approach is analysis of asymptotic behavior of the
functionals β±n (z) = β
±
n (v; z). In particular, the following criterion
(which is a slight modification of Theorem 1 in [7] or Theorem 2 in
[6]) gives a constructive approach to determine the basisness proper-
ties of the root function system.
Criterion 3. Let v ∈ L2([0, pi]), and let ∆ ⊂ Γ+ (or ∆ ⊂ Γ−) be an
infinite set of sufficiently large numbers. If ∆ = ∆0 ∪∆1, where
(1.21) β+n (z) ≡ β
−
n (z) ≡ 0 for n ∈ ∆0,
(1.22) β+n (0) 6= 0, β
−
n (0) 6= 0 for n ∈ ∆1
and there is a constant c > 0 such that
(1.23) c−1|β±n (0)| ≤ |β
±
n (z)| ≤ c |β
±
n (0)|, for n ∈ ∆1, |z| ≤ 1,
then:
(a) for large enough n ∈ ∆, the operator LPer±(v) has in the disc
Dn = {z : |z−n
2| < 1} exactly one periodic (or antiperiodic) eigenvalue
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of geometric multiplicity 2 if n ∈ ∆0, and exactly two simple periodic
(or antiperiodic) eigenvalues if n ∈ ∆1;
(b) the system of root functions of LPer±(v) contains a Riesz basis
of E(∆) if and only if
(1.24) lim sup
n∈∆1
tn(0) <∞,
where
(1.25) tn(z) = max{|β
−
n (z)|/|β
+
n (z)|, |β
+
n (z)|/|β
−
n (z)|}.
In the framework of this criterion one can explain practically all
known cases of existence or non-existence of bases consisting of root
functions of the operators LPer±(v) for specific classes of potentials v.
For example, the main result in [26] follows from Criterion 3.
In general form, i.e., without the restrictions (1.21) - (1.23), Cri-
terion 3 is given in [8] in the context of 1D Dirac operators but the
formulation and proof are the same in the case of Schro¨dinger oper-
ators (see Proposition 19 in [9]). Moreover, the same argument gives
the following more general statement.
Criterion 4. Let Γ+ = 2N, Γ− = 2N− 1 in the case of Hill operators
with H−1per-potentials, and Γ
+ = 2Z, Γ− = 2Z − 1 in the case of one
dimensional Dirac operators with L2-potentials. There exists N∗ =
N∗(v) such that for |n| > N∗ the operator L = LPer±(v) has in the disc
Dn = {z : |z−n
2| < n/2} (respectively Dn = {z : |z−n| < 1/2}) exactly
two periodic (for n ∈ Γ+) or antiperiodic (for n ∈ Γ−) eigenvalues,
counted with multiplicity. Let
M± = {n ∈ Γ± : n ≥ N∗, λ
−
n 6= λ
+
n }.
(a) If ∆ ⊂ Γ± is an infinite set such that |n| > N∗ for n ∈ ∆, then
the system of periodic (or antiperiodic) root functions contains a Riesz
basis in E(∆) if and only if
(1.26) lim sup
n∈∆∩M±
tn(z
∗
n) <∞,
where z∗n =
1
2
(λ−n +λ
+
n )−λ
0
n with λ
0
n = n
2 for Hill operators and λ0n = n
for Dirac operators.
(b) The system of root functions of LPer±(v) contains a Riesz basis,
(respectively, in L2([0, pi]) in the Hill case or in L2([0, pi],C2) in the
Dirac case) if and only if (1.26) holds for ∆ = Γ±.
Another interesting abstract criterion of basisness is the following.
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Criterion 5. The system of root functions of the operator LPer±(v)
contains a Riesz basis in E(∆) if only if
(1.27) lim sup
n∈∆∩M±
|λ+n − µn|
|λ+n − λ
−
n |
<∞,
where (for large enough n) µn is the Dirichlet eigenvalue close to n
2.
In the case ∆ = Γ± this criterion was given (with completely different
proofs) in [13] for Hill operators with L2-potentials and in [9] for Hill
operators with H−1per-potentials and for one-dimensional Dirac operators
with L2-potentials as well. The proof of the criterion in the more
general case ∆ ⊂ Γ± is the same.
However, if one wants to apply Criterion 5 to specific potentials v,
say v(x) = a cos 2x + b cos 4x with a, b ∈ C, it is necessary first to
obtain the asymptotics of the spectral gaps |λ+n − λ
−
n | and deviations
|µn − λ
+
n |, what is by itself quite a difficult problem.
In [6, 7] we considered low degree trigonometric polynomials with
nonzero coefficients v(x) of the form
(i) ae−2ix + be2ix;
(ii) ae−2ix +Be4ix;
(iii) ae−2ix + Ae−4ix + be2ix +Be4ix.
It is shown that the system of eigenfunctions and (at most finitely
many) associated functions is complete but it is not a basis in L2([0, pi],C)
if |a| 6= |b| in the case (i), if |A| 6= |B| and neither −b2/4B nor −a2/4A
is an integer square in the case (iii), and it is never a basis in the
case (ii) subject to periodic boundary conditions. In connection with
Example (iii) see also [1, 21].
In this paper we extend the analysis of the above example (ii) to
potentials of the form
v(x) = ae−2irx + be2isx, a, b 6= 0, r, s ∈ N, r 6= s.
In Section 2, Theorem 11, it is shown that the system of root func-
tions does not contain a basis in L2([0, pi],C) for periodic bc or if bc is
antiperiodic but r, s are odd.
In Section 3, the case r = 1, s > 2 any (i.e., odd or even) with
antiperiodic boundary conditions is completely analyzed as well, and
it is shown that the system of root functions does not contain a basis
in L2([0, pi],C) – see Theorem 18.
In our proofs we face series of questions related to enumerative com-
binatorics and diophantine equations. Their solution would dramati-
cally extend the class of trigonometric polynomial potentials v(x) for
which the problem of convergence of spectral decompositions could be
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resolved. In our study of potentials (iii) in [2, 4] we discover a combina-
torial identity (see also [1, 21]) that could be a prototype of such results.
In this connection see [10] for more comments and open problems.
Acknowledgement. Some of the main results of this paper have
been obtained at the Mathematisches Forschungsinstitut Oberwolfach
during our three week stay there in August 2010 within the Research
in Pairs Programme. We appreciate the hospitality and creative atmo-
sphere of the Institute.
2. Two exponential term potentials
1. Our main objects are the potentials of the form
(2.1) v(x) = ae−2Rix + be2Six, a, b 6= 0,
with R, S ∈ N, R 6= S. Then
(2.2) R = dr, S = ds, where r, s are coprime;
they are the main parameters in what follows.
In view of (2.1), an admissible path x = (x(t))ν+1t=1 from −n to n gives
a non-zero term h(x, z) in β+n (z) (see (1.20)) if and only if
(2.3) x(t) ∈ {−2R, 2S}, t = 1, 2, . . . , ν + 1.
Let x be such a path, and let
(2.4) p˜ = #{t : x(t) = −2R}, q˜ = #{t : x(t) = 2S}.
Consider
(2.5) n ∈ ∆ := (rsd)N, i.e., n = rsdm, m ∈ N;
then
(2.6) − 2Rp˜+ 2Sq˜ = 2n, sq˜ = rp˜+ rsm.
and therefore,
(2.7) q˜ = rq, p˜ = sp with q = p +m.
Under the assumptions (2.4) - (2.7) we denote by Xn(p) the set of all
admissible paths from −n to n with p˜ = ps negative steps −2R and
q˜ = qr positive steps 2S. Then n ∈ ∆ (see (2.5) ) implies
(2.8) #Xn(0) = 1, Xn(0) = {x
∗},
where
(2.9) x∗(k) = 2sd, j∗k := j(k, x
∗) = −n + 2sdk, 1 ≤ k ≤ rm− 1.
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Therefore, for n = rsdm we have n2 − (j∗k)
2 = 4s2d2k(rm− k), which
implies that
(2.10) h(x∗, 0) = brm
rm−1∏
k=1
1
n2 − (j∗k)
2
=
brm
(4s2d2)rm−1[(rm− 1)!]2
.
Moreover, in these notations, we have
(2.11) β+n (z) =
∞∑
p=0
∑
x∈Xn(p)
h(x, z),
where, for x ∈ Xn(p),
(2.12)
h(x, z) = ap˜bq˜h1(x, z), h1(x, z) =
p˜+q˜−1∏
t=1
(
n2 − j(t, x)2 + z
)−1
.
2. Next we show that the leading term in the asymptotics of β+n (z)
is determined by h(x∗, 0) only. Fix p ≥ 1 and x ∈ Xn(p); choose a set
of vertices j(tk, x), k = 1, . . . rm− 1 so that
(2.13) 0 ≤ δk := j
∗
k − j(tk, x) < 2S = 2sd.
(This is possible since the positive steps of x are equal to 2S.)
We have h1(x, z) = Π1(z) · Π2(z), where
Π1(z) =
rm−1∏
k=1
(n2 − j(tk, x)
2 + z)−1
and Π2(z) is the product of those factors of h1(x, z) which are not
included in Π1(z). In view of (2.4) and (2.7), the number of factors in
Π2(z) is equal to
ν(x)− (rm− 1) = p˜+ q˜ − 1− (rm− 1) = (r + s)p.
For n ≥ 2 and |z| ≤ 1 we have
|n2 − j(tk, x)
2 + z| ≥ |n2 − j(tk, x)
2| − 1 ≥ 2n− 2 ≥ n,
so the absolute value of each factor is less than 1/n. Therefore,
(2.14) |Π2(z)| ≤ (1/n)
(r+s)p.
To estimate Π1(z) we need the following (compare with [7, Lemma 2]).
Lemma 6. If {j1, . . . , jK} ⊂ {j = −n+2t, t = 1, . . . , n− 1}, then for
large enough n and |z| ≤ 1
(2.15)
K∏
k=1
|n2−j2k+z|
−1 =
(
K∏
k=1
|n2 − j2k |
−1
)
(1+θn), |θn| ≤
4 logn
n
.
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Proof. Indeed, we have
θn =
K∏
k=1
n2 − (jk)
2
n2 − (jk)2 + z
− 1 = e−wn − 1,
where wn =
∑K
k=1 log
(
1 + z
n2−(jk)2
)
. Therefore, by the inequality
| log(1 + ζ)| ≤
∞∑
k=1
|ζ |k ≤ 2|ζ | for |ζ | ≤ 1/2,
it follows that for large enough n
|wn| ≤
K∑
k=1
2|z|
n2 − (jk)2
≤
n−1∑
k=1
2
n2 − (−n + 2k)2
=
1
n
n−1∑
k=1
1
k
≤
2 logn
n
<
1
2
.
On the other hand, if |w| ≤ 1/2 then |e−w − 1| ≤
∑∞
k=1 |w|
k ≤ 2|w|,
which implies (2.15). 
Now we could estimate the product Π1(z) by Lemma 6. Indeed, if
jk = j(tk, x) then due to the choice of tk (see (2.13)) the vertices jk are
distinct and −n < jk < n. Therefore, (2.15) implies that
(2.16) Π1(z) = Π1(0)(1 + θn), where |θn| = O
(
logn
n
)
.
3. Next we estimate Π1(0) by comparing it with h1(x
∗, 0). To this
end we need the following.
Lemma 7. Let n,K, S ∈ N and n ≥ (K + 1)S, and let
(2.17)
jk = ±(n− 2kS), 0 ≤ δk ≤ 2(S − d), k = 1, . . . , K, d ∈ (0, S).
Then
(2.18)
K∏
k=1
n2 − (jk)
2
n2 − (jk − δk)2
≤ Cn1−d/S.
(This lemma is a more general assertion than Lemma 12 in [7], where
S = 2 and δk = 2 so d = 1.)
Proof. First we consider the case jk = −(n−2kS), i.e., moving forward
from −n to +n. Then n− jk = 2n− 2kS ≥ 2S, and we have
n2 − (jk)
2
n2 − (jk − δk)2
=
(n+ jk)(n− jk)
(n+ jk − δk)(n− jk + δk)
≤
n + jk
n + jk − δk
.
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If jk = −n + 2Sk, then
n+ jk
n+ jk − δk
=
(
1−
δk
2kS
)−1
≤
(
1−
S − d
kS
)−1
.
Therefore, the product in (2.18) does not exceed
K∏
k=1
(
1−
γ
k
)−1
≤ Cnγ where γ = 1−
d
S
, C = C(γ).
When we are moving backward from +n to −n, then jk = n− 2Sk,
so
n+ jk
n + jk − δk
=
(
1−
δk
2n− 2kS
)−1
≤
(
1−
(S − d)
(K + 1− k)S
)−1
.
Therefore, the product in (2.18) does not exceed
K∏
k=1
(
1−
γ
K + 1− k
)−1
≤ Cnγ where γ = 1−
d
S
, C = C(γ),
which completes the proof.

4. By Lemma 6, |Π1(z)/Π1(0)| = 1 + O ((logn)/n) . On the other
hand, applying Lemma 7 to Π1(0)/h1(x
∗, 0) we obtain (since S = sd)
Π1(0) ≤ Cn
1−1/sh1(x
∗, 0).
Together with the estimate (2.14) for Π2, this leads to
|h1(x, z)|/h1(x
∗, 0) ≤ Cn1−1/s(1/n)(s+r)p.
Let us take into account the coefficients a, b of the potential. We set
(2.19) T = max{|a|, |b|};
then
(2.20)
|h(x, z)|
|h(x∗, 0)|
=
|a|p˜|b|q˜|h1(x, z)|
|b|rmh1(x∗, 0)
≤ Cn1−1/s
(
T
n
)(s+r)p
,
because p˜+ q˜ − rm = (r + s)p due to (2.4) and (2.7).
5. The number of paths x ∈ Xn(p) does not exceed
(2.21) #Xn(p) ≤
(
p˜+ q˜
p˜
)
.
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In view of (2.7),
(2.22)
#Xn(p) ≤
(
(s+ r)p+ rm
sp
)
≤
{
1
(sp)!
[(s+ 2r)m]sp if p ≤ m,
2(s+2r)p if p > m.
By (2.20) and (2.22), it follows that
(2.23)
∞∑
p=1
∑
x∈Xn(p)
|h(x, z)| ≤ |h(x∗, 0)|(σ1 + σ2),
where
σ1 = Cn
1− 1
s
m∑
p=1
1
(sp)!
[(s+ 2r)m]sp
(
T
n
)(s+r)p
,
σ2 = Cn
1− 1
s
∞∑
p=m+1
2(s+2r)p
(
T
n
)(s+r)p
.
Since n = rsdm we have
[(s+ 2r)m]sp
(
T
n
)(s+r)p
=
(
T
s+ 2r
rsd
)sp(
T
n
)rp
=
(
T1
n
)rp
where T1 = T
(
T s+2r
rsd
)s/r
. Therefore, for n ≥ 2T1 + 1,
σ1 = Cn
1− 1
s
m∑
p=1
(T1/n)
rp ≤ 2Cn1−
1
s (T1/n)
r ≤ C1n
1−r− 1
s ,
where C1 = C1(r, s, T ).
The second sum σ2 is much smaller than the first one:
σ2 ≤ Cn
1−1/s
∞∑
p=m+1
(
4T
n
)(s+r)p
≤ C2n
1−(s+r)(m+1)− 1
s ,
where C2 = C2(r, s, T ).
In view of (2.23), the obtained estimates for σ1 and σ2 prove that
(2.24)
∞∑
p=1
∑
x∈X(p)
|h(x, z)| ≤ C(r, s, T )|h(x∗, 0)|n1−r−
1
s , |z| ≤ 1.
Hence, the following is true.
Lemma 8. For large enough n = mdsr, m ∈ N,
(2.25)
1
2
β+n (0) ≤ |β
+
n (z)| ≤ 2β
+
n (0)
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and
(2.26) β+n (0) = h(x
∗, 0)
(
1 +O
(
n1−r−
1
s
))
with
(2.27) h(x∗, 0) = 4s2d2
(
b
4s2d2
)rm
((rm− 1)!)−2.
6. To analyze the paths y ∈ Yn from n to −n, i.e.,
(2.28)
ν+1∑
1
y(t) = −2n,
we can just exchange the roles of R and S and repeat the above state-
ments with proper adjustments. Then
Yn(0) = {y
∗}, y∗(t) = −2R, 1 ≤ t ≤ sm− 1,
and the following holds.
Lemma 9. For large enough n = mdsr, m ∈ N,
(2.29)
1
2
β−n (0) ≤ |β
−
n (z)| ≤ 2β
−
n (0)
and
(2.30) β−n (0) = h(y
∗, 0)
(
1 +O
(
n1−s−
1
r
))
with
(2.31) h(y∗, 0) = 4r2d2
( a
4r2d2
)sm
((sm− 1)!)−2.
Remark 10. If R = 1 then d = r = 1, S = s, and for any n if we go
backward from +n to −n it could be done without using forward steps
+2s. Analogues of (2.30) could be given for any s – see Section 3.5.
7. The set ∆ defined in (2.5) certainly contains infinitely many
even integers because m could run over 2N. But if rsd is even, then
∆ ∩ (2N + 1) = ∅ while ∆ ∩ (2N + 1) is infinite if rsd is odd, i.e., if R
and S are odd. In any case, if R 6= S, say R < S,
min{|β±n (0)/β
∓
n (0)|, n = (rsd)m} ≤ (C3)
m (rm− 1)!
(sm− 1)!
≤ (C4)
mm−|r−s|m.
In view of Criterion 3, these observations lead to the following.
Theorem 11. For any potential v in (2.1) there is no basis consisting
of root functions of LPer+(v). If R and S are odd, the same is true for
LPer−(v).
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3. Potentials ae−2ix + be2six, s > 2.
1. If we analyze bc = Per− in the case the potential is of the form
(2.1) and one of the parameters r, s in (2.2) is even then the construc-
tions in Section 2 cannot be applied to give us a negative statement
like Theorem 11. In this section we present elaborate analysis in the
case r = 1, s > 2 and
(3.1) ∆ = {n = sm− 1, m ∈ N}.
Observe, that if s is even, then ∆ consist of odd numbers, and if s is
odd then ∆ ∩ (2N− 1) 6= ∅ and ∆ ∩ 2N 6= ∅. So, by showing that
inf{|β±n (0)/|β
∓
n (0)| : n ∈ ∆, n ≥ N(v)} = 0
we would obtain by Criterion 3 that there is no basis in L2([0, pi])
consisting of root functions of LPer−(v) for potentials of the form
(3.2) v(x) = ae−2ix +Be2six, a, b 6= 0, s ≥ 3.
Let us remind that Theorem 11 in Section 2 considers the operators
LPer+(v) for any s. Its claim follows from Criterion 3 because
inf{|β±n (0)/|β
∓
n (0)| : n ∈ sN, n ≥ N(v)} = 0.
In the sequel we write for convenience h1(x) instead of h1(x, 0), and
h(x) instead of h(x, 0).
2. Fix n = sm − 1; a path x = (x(t))ν+1t=1 from −n to n gives a
non-zero term h(x, z) in β+n (z) if and only if (compare with (2.3))
(3.3) x(t) = −2 or x(t) = 2s.
Set
p = #{t : x(t) = −2, 1 ≤ t ≤ ν(x) + 1},(3.4)
q = #{t : x(t) = 2s, 1 ≤ t ≤ ν(x) + 1};
then we have
(3.5) 2n = −2p+ 2sq ⇒ sm− 1 = −p+ sq ⇒ p = 1 + s(q −m).
We set
(3.6) p = 1 + sκ, q = m+ κ
to satisfy (3.5), and define Xn(κ) as the set of all admissible paths
satisfying (3.3) which parameters p and q are given by (3.6). Then
(3.7) #Xn(0) = m+ 1,
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and with p = 1, q = m a path ξτ ∈ Xn(0) is uniquely determined by
the position τ of its only step −2. In other words, the paths in Xn(0)
are given by
(3.8) ξτ (t) =
{
2s, t 6= τ
−2, t = τ
1 ≤ τ, t ≤ m+ 1.
Among them the two paths ξ1 and ξm+1 are special in the sense that
h1(ξ
1) = h1(ξ
m+1) < 0, while h1(ξ
τ) > 0 for τ = 2, . . . , m. More
precisely, since j(t, ξ1) = −n− 2 + 2s(t− 1), we have
n2 − j(1, ξ1)2 = n2 − (−n− 2)2 = −4(n+ 1) = −4ms
and
n2−j(t+1, ξ1)2 = n2−(−n−2+2st)2 = 4s(m−t)(st−1), t = 1, . . . , m−1,
so it follows that
(3.9) h1(ξ
1) =
m∏
t=1
[n2 − j(t, ξ1)2]−1 =
−1
(4s)mm!
(
m−1∏
t=1
(st− 1)
)−1
.
By symmetry h1(ξ
m+1) = h1(ξ
1), so we obtain for their sum
(3.10) h1(ξ
1) + h1(ξ
m+1) = −H−(m)
with
(3.11) H−(m) =
2
(4s)mm!
(
m−1∏
t=1
(st− 1)
)−1
=
2s
(2s)2mm!
Γ(1− 1
s
)
Γ(m− 1
s
)
.
For ξτ with 2 ≤ τ ≤ m we have
(3.12) j(t, ξτ) =
{
−n + 2st, t ≤ τ − 1,
−n− 2 + 2s(t− 1), τ ≤ t ≤ m.
By (3.1) and (3.12)
n2 − j(ξτ , t)2 =
{
4st[(m− t)s− 1], 1 ≤ t ≤ τ − 1,
4s(s(t− 1)− 1)(m− (t− 1)), τ ≤ t ≤ m,
which implies, for 2 ≤ τ ≤ m, that
(3.13)
h1(ξ
τ ) =
1
(4s)m(τ − 1)!(m− τ + 1)!
(
m−1∏
t=m−τ+1
(st− 1)
)−1( m−1∏
t=τ−1
(st− 1)
)−1
.
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One can easily see that the sum
(3.14) H+ = H+(m) :=
m∑
2
h1(ξ
τ)
can be written (if we change τ to τ − 1) as
(3.15)
H+ =
1
(4s)m
m−1∑
τ=1
∏τ−1
1 (st− 1)
τ !
∏m−τ−1
1 (st− 1)
(m− τ)!
(
m−1∏
t=1
(st− 1)
)−2
.
We set α = 1/s; then
(3.16) α < 1/2 (so 1− 2α > 0) for s > 2.
Let
(3.17) Aα(k) =
α
∏k−1
1 (t− α)
k!
=
αΓ(k − α)
Γ(1− α)Γ(k + 1)
, k ≥ 2,
(3.18) Aα(0) = 0, Aα(1) = α.
Then
(3.19) 2Aα(m)× (H
+/H−) =
m−1∑
τ=1
Aα(τ)Aα(m− τ),
and
(3.20)
∞∑
k=0
Aα(k)w
k = fα(w) := 1− (1− w)
α
happens to be a nice generating function. The right-hand side of (3.19)
is the m-th Taylor coefficient Tm of the square
(fα(w))
2 = (1−(1−w)α)2 = 1−2(1−w)α+(1−w)2α = 2fα(w)−f2α(w),
so it equals
Tm([fα]
2) = 2Aα(m)− A2α(m)
Hence, dividing by 2Aα(m) and taking into account (3.16) and (3.17),
we obtain
(3.21)
H+
H−
= 1−
A2α(m)
2Aα(m)
= 1−
Γ(1− α)Γ(m− 2α)
Γ(m− α)Γ(1− 2α)
, α = 1/s.
The Stirling formula shows that
(3.22)
r(m) :=
A2α(m)
2Aα(m)
=
Γ(1− α)Γ(m− 2α)
Γ(m− α)Γ(1− 2α)
=
Γ(1− α)
Γ(1− 2α)
ρ(m)m−α,
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where ρ(m)→ 1. Therefore,
(3.23)
H− −H+
H− +H+
=
r(m)
2− r(m)
≍
1
2
r(m)
for large enough m, i.e., we proved the following.
Lemma 12. In the above notations,
(3.24) H−(m)−H+(m) & m−1/s
(
H−(m) +H+(m)
)
as m→∞.
By Lemma 6, for large enough n and |z| ≤ 1 we have that
(3.25) h1(ξ, z) = h1(ξ, 0)(1+ θ(ξ, z)), |θ(ξ, z)| ≤
4 logn
n
, ξ ∈ Xn(0).
Indeed, if ξ = ξτ , τ = 2, . . . , m − 1 then (3.25) follows directly from
Lemma 6. To handle h1(ξ
1, z), we write it in the form
h1(ξ
1, z) =
1
n2 − (−n− 2)2 + z
m−1∏
k=1
1
n2 − (−n− 2 + 2sk)2 + z
.
Then we apply Lemma 6) to the product on the right and estimate the
single factor by (−4n− 4 + z)−1 = −(4n + 4)−1(1 +O(1/n). The case
ξ = ξm+1 is symmetric.
From (3.25) and (3.10) it follows that
(3.26) h1(ξ
1, z) + h1(ξ
m+1, z) = −H−(m) [1 +O((logn)/n)] .
On the other hand, by (3.14) and (3.25) we obtain that
m∑
τ=2
h1(ξ
τ , z) =
m∑
τ=2
h1(ξ
τ )(1 + θ(ξτ , z)) = H+(m) + Ω,
where
|Ω| =
∣∣∣∣∣
m∑
τ=2
h1(ξ
τ)θ(ξτ , z))
∣∣∣∣∣ ≤
m∑
τ=2
h1(ξ
τ)
4 logn
n
= H+(m)
4 logn
n
.
Thus, we have
(3.27)
m∑
τ=2
h1(ξ
τ , z) = H+(m)[1 +O((logn)/n)].
Now (3.26) and (3.27) give us, for |z| ≤ 1, that
(3.28)
∑
ξ∈Xn(0)
h1(ξ
τ , z) = (H+(m)−H−(m)) [1 +O((logn)/n)] .
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3. Next we estimate the ratio of∑
x∈Xn(κ)
|h1(x, z)| and
∑
ξ∈Xn(0)
|h1(ξ)| = H
− +H+.
Fix x ∈ Xn(κ), κ ≥ 1, and set
(3.29) τ = min [m+ 1,min{t : x(t) = −2}] .
Let
(3.30) j∗k = j(k, ξ
τ), k = 1, . . .m.
denote the vertices of ξτ .
Next we choose m vertices jk = j(tk, x) of x so that jk is ”close” to
j∗k as follows. If τ = m or τ = m + 1 we set jk = j
∗
k , k = 1, . . . , m. If
τ < m we set
(3.31) tk = k if 1 ≤ k ≤ τ
and
(3.32) tk = min{t > τ : j(t, x) > j
∗
k−1}, τ + 1 ≤ k ≤ m.
Let J(x) := (j(t, x))
ν(x)
t=1 be the sequence of the vertices of x. The
sequence (jk)
m
k=1 = (j(tk, x))
m
k=1 is a subsequence of J(x); let
I(x) = (i1, . . . , iρ), ρ = ν(x)−m = (1 + s)κ
be its complementary subsequence in J(x). Consider the mapping
(3.33) Φκ : Xn(κ)→ Xn(0)× Z
(1+s)κ, Φκ(x) = (ξ
τ , I(x)).
Lemma 13. The mapping Φκ is injective.
Proof. The lemma will be proved if we show that given Φκ(x) = (ξ
τ , I(x))
we can restore in an unique way the path x (or equivalently, the se-
quence of its vertices J(x)).
In view of the construction, if τ = m or τ = m+ 1 then
J(x) = (j∗1 , . . . , j
∗
m, i1, . . . , iρ), ρ = ν(x)−m.
In the case τ < m we have to find the vertices jk and their places in
J(x). By (3.31),
jk = j(k, x) = j
∗
k , 1 ≤ k ≤ τ.
Consider the first term i1 of the sequence I(x). By (3.32), there is an
integer µ1 such that 0 ≤ µ1 ≤ m− τ and
i1 − j
∗
τ = −2 + 2s · µ1;
then jk = j(k, x) = j
∗
τ + 2s(k − τ) for τ + 1 ≤ k ≤ k1 := τ + µ1. If
k1 = m we have j(t, x) = it−m for m+1 ≤ t ≤ ν(x), so J(x) is restored.
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Otherwise, we set
τ1 = min{t : it+1 − it 6∈ {−2, 2s}, 1 ≤ t < ρ}.
From (3.32) it follows that i1, . . . , iτ1 are successive vertices of x, so we
have
j(t, x) = it−k1 , k1 + 1 ≤ t ≤ τ1 + k1.
Moreover, there is µ2 ∈ N such that
iτ1+1 − iτ1 = −2 + 2s · µ2,
which implies
jk = iτ1 + 2s(k − k1), k1 + 1 ≤ k ≤ k2 := k1 + µ2,
so
j(t, x) = iτ1 + 2s(t− τ1 − k1), τ1 + k1 + 1 ≤ t ≤ τ1 + k2.
In the case k2 = m we have j(t, x) = it−m for m+ τ1+1 ≤ t ≤ ν(x),
so J(x) is restored. Otherwise, we set
τ2 = min{t : it+1 − it 6∈ {−2, 2s}, τ1 + 1 ≤ t < ρ}.
and continue by induction. 
Fix x ∈ Xn(κ), and let (jk)
m
k=1 and Φ(x) = (ξ
τ , I(x)) be defined as
above. Then
(3.34) h1(x, z) =
m∏
k=1
(n2 − j2k + z)
−1 ·
∏
i∈I(x)
(n2 − i2 + z)−1,
and by Lemma 6 we have
m∏
k=1
(n2 − j2k + z)
−1 =
(
m∏
k=1
(n2 − j2k)
−1
)
(1 +O((logn)/n)) .
On the other hand, by (3.31) and (3.32), jk = j
∗
k for 1 ≤ k ≤ τ and
j∗k−1 < jk ≤ j
∗
k for τ < k ≤ m. Therefore, by Lemma 7 we obtain
1
h1(ξτ )
m∏
k=1
(n2 − j2k)
−1 =
m∏
k=τ
n2 − (j∗k)
2
n2 − (jk)2
≤ Cn1−
1
s .
(Since j∗k = n − 2s(m + 1− k), we apply Lemma 7 after changing the
summation index by k˜ = m + 1 − k.) Thus, the above inequalities
imply that
(3.35)
m∏
k=1
(n2 − j2k + z)
−1 ≤ C h(ξτ)n1−
1
s .
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Let Xn(κ, τ) be the set of all x ∈ Xn(κ) such that (3.29) holds. The
sets Xn(κ, τ), 1 ≤ τ ≤ m+ 1 are disjoint, and
Xn(κ) =
m+1⋃
τ=1
Xn(κ, τ).
In view of (3.34) and (3.35) we have
(3.36)
∑
x∈Xn(κ,τ)
|h1(x, z)| ≤ Cn
1− 1
s |h1(ξ
τ )|
∑
x∈Xn(κ,τ)
∏
i∈I(x)
|n2−i2+z|−1.
By Lemma 12 the mapping Φκ is injective, so the sequence I(x) =
(i1, . . . , iρ) is uniquely determined by x ∈ Xn(κ, τ). Moreover,
|n2 − i2 + z| ≥ |n2 − i2| − 1 ≥
1
2
|n2 − i2| for |z| ≤ 1.
Therefore,∑
x∈Xn(κ,τ)
∏
i∈I(x)
|n2 − i2 + z|−1 ≤
∑
i1,..,iρ 6=±n
2ρ
|n2 − i21| · · · |n
2 − i2ρ|
=
(∑
i 6=±n
2
|n2 − i2|
)ρ
≤
(
C log n
n
)ρ
, ρ = (s+ 1)κ,
because
∑
i 6=±n |n
2 − i2|−1 ≤ (C log n)/n (e.g., see Lemma 10 in [4]).
Therefore, taking a sum over τ = 1, . . . , m+ 1 in (3.36), we obtain the
following.
Lemma 14. In the above notations, for κ = 1, 2, . . . ,
(3.37)
∑
x∈Xn(κ)
|h1(x, z)| ≤ Cn
1− 1
s
(
C logn
n
)(s+1)κ (
H− +H+
)
.
4. Now we are going to show that the main term of the asymptotics
of β+n (z), |z| ≤ 1, is given by H
+ −H−. First we prove the following.
Lemma 15. In the above notations, for n = sm− 1, we have
(3.38) ∑
x∈Xn\Xn(0)
|h(x, z)| ≤ C(a, b)
log n
n1/s
(
logn
n
)s
(H−(m) +H+(m)).
Proof. If x ∈ Xn(κ), then ν(x) = p+ q with p = 1+ sκ, and q = m+κ,
so
h(x, z) = apbqh1(x, z) = ab
m(asb)κh1(x, z).
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By (3.37) it follows∑
x∈Xn(κ)
|h(x, z)| ≤ C|a||b|mn1−
1
s (D(n))κ
(
H−(m) +H+(m)
)
,
with D(n) = |asb|
(
C logn
n
)s+1
. For large enough n we have D(n) < 1/2,
so
∞∑
κ=1
∑
x∈Xn(κ)
|h(x, z)| ≤ C|a||b|mn1−
1
sD(n)
(
H−(m) +H+(m)
)
,
which completes the proof.

Since
β+n (z) =
∑
x∈Xn(0)
h(x, z) +
∑
x∈Xn\Xn(0)
h(x, z),
Lemma 12 and Lemma 15 lead to the following.
Proposition 16. In the above notations, for n = sm− 1, we have
(3.39) β+n (z) = β
+
n (0)[1 +O((logn)/n)],
where
(3.40)
β+n (0) =
−2sabm
(2s)2mm!
Γ2(1− 1
s
)Γ(m− 2
s
)
Γ2(m− 1
s
)Γ(1− 2
s
)
(
1 +O
(
(log n)s+1/ns
))
.
Proof. Indeed, by (3.24) one can easily see that (3.39) follows from
(3.28) and (3.38).
To prove (3.40), let us recall that∑
ξ∈Xn(0)
h(ξ, 0) = H+(m)−H−(m),
so (3.38) and (3.24) imply that
(3.41) β+n (0) = ab
m(H+(m)−H−(m))
(
1 +O
(
(logn)s+1/ns
))
.
Therefore, (3.40) follows from (3.11) and (3.21), which completes the
proof. 
5. Next we estimate β−n (z) for |z| ≤ 1 – compare Lemma 8 – without
any restriction like (2.5) or (3.1) on n. For every n, if y is a path from
+n to −n satisfying (3.3) - (3.4), then we have −2n = −2p+ 2sq, i.e.,
(3.42) p = n+ sq.
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We define Yn(q) as the set of all paths (3.3) with parameters p, q satis-
fying (3.42). Then
(3.43) #Yn(0) = 1
and the only path η ∈ Yn(0) is defined by
(3.44) η(t) = −2, 1 ≤ t ≤ n,
so its vertices are
(3.45) j(t; η) = n− 2t, 0 ≤ t ≤ n.
Therefore,
(3.46) h1(η) =
n−1∏
t=1
[n2 − (n− 2t)2]−1 =
1
4n−1[(n− 1)!]2
and, due to Lemma 6,
(3.47) h1(η, z) =
n−1∏
t=1
[n2 − (n− 2t)2 + z]−1 = h1(η) [1 +O((logn)/n)].
If q ≥ 1, then any path y ∈ Yn(q) has a sub-path with s+ 1 steps of
the form (2s,−2, . . . ,−2). Indeed, choose
(3.48) t∗ = max{t : y(t) = 2s};
then t∗ ≤ ν(y)− s− 1, and
(3.49) y(t) = −2, t∗ + 1 ≤ t ≤ t∗ + s.
Now define a new path y˜ ∈ Y (q − 1) by
(3.50) y˜(t) =
{
y(t), 1 ≤ t < t∗,
y(t+ 1 + s), t∗ ≤ t ≤ ν(y)− s.
Then
(3.51) h1(y, z) = h1(y˜, z) ·
t∗+s∏
t=t∗
[n2 − (n− j2(t, y))2 + z]−1,
so
|h1(y, z)| ≤ (2n)
−(s+1)|h1(y˜, z)| for |z| ≤ 1.
After q such restructuring we come, in view of (3.47), to the inequality
(3.52) |h1(y, z)| ≤ 2(2n)
−q(s+1)|h1(η)|, |z| ≤ 1, n > N1.
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If T = max{|a|, |b|}, then – compare (2.19) - (2.20) – for y ∈ Yn(q) it
follows from (3.52) that
(3.53)
|h(y, z)| = |an+qsbq||h1(y, z)| ≤
2T q(s+1)
(2n)q(s+1)
|anh1(η)| = 2|h(η)|
(
T
2n
)q(s+1)
.
As in (2.21), now we can claim that
(3.54)
#Yn(q) ≤
(
p+ q
q
)
=
(
n+ q(s+ 1)
q
)
≤
{
1
q!
(s+ 2)qnq if q < n,
2(s+2)q if q ≥ n.
Therefore, by (3.53) and (3.54) we obtain
(3.55)
∑
q≥1
∑
y∈Yn(q)
|h(y, z)| ≤ 2|h(η)|(σ1 + σ2),
where for large enough n
(3.56) σ1 =
n−1∑
q=1
(s+ 2)qnq
q!
(
T
2n
)q(s+1)
≤ C1n
−s,
and
(3.57) σ2 =
∞∑
q=n
2q(s+2)
(
T
2n
)q(s+1)
≤ 2q
(
T
n
)n(s+1)
.
Certainly, the inequalities (3.54) - (3.57) imply
(3.58)
∑
Yn\{η}
|h(y, z)| ≤
C
ns
|h(η)|, |z| ≤ 1.
Proposition 17. In the above notations,
(3.59) β−n (z) = β
−
n (0)(1 +O((logn)/n)),
where
(3.60) β−n (0) =
an
4n−1[(n− 1)!]2
(1 +O(1/ns)).
Proof. Indeed, (3.60) follows from (3.46) and (3.58), and (3.59) follows
from (3.46), (3.60), (3.47) and (3.58). 
Theorem 18. For any potential of the form
(3.61) v(x) = ae−2ix + be2isx, a, b 6= 0, s ≥ 3,
there is no basis consisting of root functions of LPer−(v).
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Proof. In view of (3.39), (3.40) and (3.59), we may apply Criterion 3 to
the set ∆ = {n = sm− 1, m ∈ N}. By (3.40), (3.59) and the Stirling
formula, we have
(3.62) |β−n (0)|/|β
+
n (0)| ≤ C
n
1 (m!/n!)
2 ≤ Cm2 m
2(1−s)m → 0, n ∈ ∆.
Hence, Criterion 3 implies that there is no basis consisting of root
functions of LPer−(v). 
4. Comments
Theorems 11 and 18 claim divergence of spectral decompositions in
the case of potentials of the form
(4.1) v(x) = ae−2iRx + be2iSx
for many pairs R, S such that R 6= S.
If R = S the picture is much simpler; it is similar to the case R =
S = 1 which is analyzed in [7], see Theorem 7 in Section 3 there.
If R = S > 1, then an admissible path x from −n to n (or from n to
−n) gives a nonzero term h(x, z) of β+n (z) if and only if x(t) = ±2R.
Let p and q be, respectively, the number of steps equal to −2R and
2R. Then – compare (2.1) - (2.7) –
(4.2) 2n = −2Rp+ 2Rq = 2R(p+ q),
so
(4.3) β−n (z) = 0, β
+
n (z) = 0 if n 6≡ 0 mod R,
Choose N so large that (1.6) holds and the claim of Lemma 2 is valid
for n > N. Set
(4.4) ∆±0 = {n ∈ Γ
± : n > N, n 6≡ 0 mod R}
and let E(∆±0 ) = RanP∆±
0
, where P∆ is the projection defined by
(1.8)). Then, in view of (4.3), Criterion 3 implies that E(∆+0 ) (re-
spectively E(∆−0 )) has a basis consisting of periodic (antiperiodic) root
functions. In particular, this holds for the set ∆0 defined by (1.10).
On the other hand, let us consider the set
∆±1 = {n ∈ Γ
±, n = Rm, m ≥ N}.
By Criterion 3 the system of root functions of LPer± contains a (Riesz)
basis in L2([0, pi]) if and only if E(∆±1 ) has a basis consisting of periodic
(respectively antiperiodic) root functions.
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One can show using the same argument as in [7, Section 3] (see
Lemmas 3 and 4, and Propositions 5 and 6 there) that if n ∈ ∆±1 , then
(4.5) β+n (z) = 4R
2
(
b
4R2
)m
1
[(m− 1)!]2
(
1 +O
(
logn
n
))
, |z| ≤ 1,
(4.6) β−n (z) = 4R
2
( a
4R2
)m 1
[(m− 1)!]2
(
1 +O
(
logn
n
))
, |z| ≤ 1.
Now Criterion 3 says when E(∆±1 ) has a basis consisting of root func-
tions, which leads to the following generalization of Theorem 7 in [7].
Proposition 19. If R is even, then a root function system of the op-
erator
(4.7) L = −
d2
dx2
+ ae−2iRx + be2iRx,
considered with antiperiodic boundary conditions, contains a Riesz basis
in L2([0, pi]).
If R is odd and L is considered with antiperiodic boundary conditions,
or R is arbitrary and L is considered with periodic boundary conditions,
then the system of root functions of the operator L contains a Riesz
basis in L2([0, pi]) if and only if
(4.8) |a| = |b|.
Proof. By (4.5) and (4.6) we have
β−n (z)
β+n (z)
=
(a
b
)n(
1 +O
(
logn
n
))
, n ∈ ∆±1 , |z| ≤ 1.
Then the assertion follows from the simple observation that ∆+1 ∩ 2N
is an infinite set for any R but ∆−1 ∩ (2N − 1) = ∅ if R is even and
∆−1 ∩ (2N− 1) is infinite if R is odd. 
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