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Abstract
Recently, a new iterativemethod, calledNewton–Lavrentiev regularization (NLR)method,was considered
by George (2006) for regularizing a nonlinear ill-posed Hammerstein-type operator equation in Hilbert
spaces. In this paper we introduce a modiﬁed form of the NLR method and derive order optimal error bounds
by choosing the regularization parameter according to the adaptive scheme considered by Pereverzev and
Schock (2005).
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1. Introduction
We are interested in ﬁnding approximations for a solution of the operator equation
AF(x) = y, (1.1)
where A : H → H is a positive self adjoint operator with its range R(A) not closed in H and
F : D(F) ⊆ X −→ H is a nonlinear operator. Here, X and H are Hilbert spaces. We shall use
the notations 〈·, ·〉 and ‖ · ‖ for the inner product and the corresponding norm on a Hilbert space.
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Since R(A) is not closed, Eq. (1.1) is ill-posed in the sense that small perturbations in the data y
can result in large deviations in the ‘solutions’.
Eq. (1.1) can be thought of as an abstract formofHammerstein equation. Recall that the classical
Hammerstein equation is of the form
∫ 1
0
k(s, t)h(s, x(s)) ds = y(t), t ∈ [0, 1], (1.2)
where k(., .) is a nondegenerate kernel which is square integrable, that is,
∫ 1
0
∫ 1
0
|k(s, t)|2 ds dt < ∞,
and h : [0, 1] × [0, 1] → R is a suitable function. If k(s, t) = k(t, s) for all s, t in [0, 1] and the
eigenvalues of the integral operator A : L2([0, 1]) → L2([0, 1]),
Au(t) =
∫ 1
0
k(s, t)u(s) ds, u ∈ L2([0, 1]), t ∈ [0, 1] (1.3)
are all nonnegative, then Eq. (1.2) takes the form (1.1) with A as in (1.3) and F : L2([0, 1]) →
L2([0, 1]) is the nonlinear ‘superposition operator’ deﬁned as
F(x)(s) = h(s, x(s)), s ∈ [0, 1]. (1.4)
In [5], George studied Newton–Lavrentiev regularization (NLR) method for approximating the
x0-minimum norm solution of Eq. (1.1). We may recall that a solution x∗ of (1.1) is called an
x0-minimum norm solution of (1.1) if
‖x∗ − x0‖ = min{‖x − x0‖ : AF(x) = y, x ∈ D(F)}. (1.5)
In this paper we study a modiﬁed form of the NLR method for obtaining approximations for a
solution xˆ ∈ D(F) of (1.1) which satisﬁes
‖F(xˆ) − F(x0)‖ = min{‖F(x) − F(x0)‖ : AF(x) = y, x ∈ D(F)}
instead of (1.5). Note that, due to the nonlinearity of F , the above solution need not be unique. In
the above, x0 plays the role of a selection criterion (cf. [4]).
We further assume throughout that y ∈ Y are the available noisy data with
‖y − y‖. (1.6)
Since (1.1) is ill-posed, regularization techniques are required to obtain stable approximate solu-
tions for (1.1). For various regularization methods for the ill-posed operator equations, see, for
example, [1–3,7,10,11,13,14].
The paper is organized as follows. In Section 2, we introduce a modiﬁed form of the NLR
method. In Section 3 we give error analysis and in Section 4 we derive error bounds under certain
general source conditions by choosing the regularization parameter by an a priori manner as well
as by using an adaptive scheme proposed by Pereverzev and Schock [12].
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2. Modiﬁed Newton–Lavrentiev regularization
We assume that the operator F appears in Eq. (1.1) possesses a uniformly bounded Fréchet
derivative F ′(·) in a ball Br(x0) of radius r > 0 around x0 ∈ X, which is an initial approximation
for a solution xˆ of (1.1), and there exists a constant 0 such that
‖F ′(x) − F ′(y)‖0‖x − y‖ ∀x, y ∈ Br(x0). (2.1)
Moreover, we assume that F ′(x0)−1 exists and is a bounded operator. Thus, the ill-posedness of
(1.1) is essentially due to the nonclosedness of the range of the linear operator A.
For obtaining approximate solutions for the above equation, we consider an NLR-type method,
which is a modiﬁed form of the NLR method considered in [5]. In this method, xn, for n ∈ N
and for ﬁxed  > 0 and  > 0 are deﬁned iteratively as
xn, = xn−1, − F ′(x0)−1[F(xn−1,) − F(x0) − (A + I )−1(y − AF(x0))] (2.2)
with x0, := x0. Here  is the regularization parameter to be chosen appropriately depending on
the inexact data y and the error level  satisfying (1.6). For this, we shall make use of the adaptive
parameter selection procedure suggested by Pereverzev and Schock [12].
We may observe that Eq. (1.1) is equivalent to
A[F(x) − F(x0)] = y − AF(x0)
for a given x0 so that the solution x of (1.1) is obtained by ﬁrst solving
Au = y − AF(x0) (2.3)
for u and then solving the nonlinear equation
F(x) = u + F(x0). (2.4)
Now, with y in place of y, the Lavrentiev (or simpliﬁed) regularized solution u of (2.3) is
given by
u := (A + I )−1(y − AF(x0)), (2.5)
and the modiﬁed Newton iterations for Eq. (2.4) are given by
xn = xn−1 − F ′(x0)−1[F(xn−1) − F(x0) − u], n = 1, 2, . . . . (2.6)
Thus, the method (2.2) can also be viewed as a combination of the above two methods (2.5) and
(2.6). Note that in the iterations in (2.6), the Fréchet derivative of F is required only at one point
x0 as against the usual Newton’s method wherein one requires the Fréchet derivative at every
iteration xn, n = 0, 1, 2, . . . .
Remark 2.1. Suppose that the function h in (1.2) is differentiable with respect to the second
variable. Then it can be seen that the operator F in (1.4) is Fréchet differentiable and we have
[F ′(x)u](t) = 2h(t, x(t))u(t), t ∈ [0, 1],
where 2h(t, s) represents the partial derivative of h with respect to the second variable. Then the
requirement (2.1) is equivalent to the existence of a constant 0 > 0 such that
‖2h(·, x(·)) − 2h(·, y(·))‖0‖x − y‖ ∀x, y ∈ Br(x0).
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If we further assume the existence of a constant 1 > 0 such that 2h(t, x0(t))1 for all
t ∈ [0, 1], then the F ′(x0)−1 exists and is a bounded operator.
Let us introduce a few notations. For  > 0,  > 0, let
z := F(x0) + (A + I )−1[y − AF(x0)], (2.7)
and for x ∈ Br(x0), let
G(x) := x − F ′(x0)−1(F (x) − z). (2.8)
With the above notations, xn, deﬁned in (2.2) takes the form
xn, = G(xn−1, ), n ∈ N. (2.9)
In due course we shall make use of the following lemma extensively.
Lemma 2.2. Let 0 <  < r and x, u ∈ B(x0). Then
‖F ′(x0)(x − x0) − [F(x) − F(x0)]‖ 02 ‖x − x0‖,
‖F ′(x0)(x − u) − [F(x) − F(u)]‖0‖x − u‖.
Proof. We know, by fundamental theorem of integration, that
F(x) − F(u) =
∫ 1
0
F ′(u + t (x − u))(x − u) dt.
Hence,
F ′(x0)(x − u) − F(x) − F(u) =
∫ 1
0
[F ′(x0) − F ′(u + t (x − u))](x − u) dt
so that, by (2.1),
‖F ′(x0)(x − u) − F(x) − F(u)‖0‖x − u‖
∫ 1
0
‖x0 − [u + t (x − u)]‖ dt.
Since u + t (x − u) ∈ B(x0), we have
‖x0 − [u + t (x − u)]‖ and ‖x0 − [x0 + t (x − x0)]‖ = t‖x − x0‖
and hence
‖F ′(x0)(x − x0) − [F(x) − F(x0)]‖ 02 ‖x − x0‖,
‖F ′(x0)(x − u) − F(x) − F(u)‖0‖x − u‖.
This completes the proof. 
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3. Error analysis
First we investigate the convergence of the Newton–Lavrentiev iterates (xn,) deﬁned in (2.9)
to an element x ∈ Br(x0).
Let us introduce the following notations: let
 := ‖F ′(x0)−1‖,  := ‖F(xˆ) − F(x0)‖
and for  > 0,  > 0, let
 := 220
(


+ 
)
.
For  < 1, let q := 1 − √1 − . We observe that if


+  < 1
2
min
{
r,
1
0
}
, (3.1)
then
 < 1, q = 
1 + √1 −  <  < 1 and 	 :=
1 − √1 − 
0
< r.
Theorem 3.1. Suppose (2.1) and (3.1) hold. Then for each x ∈ B	(x0), G(x) deﬁned as in (2.8)
belongs to B	(x0) and
‖G(x) − G(u)‖q‖x − u‖ ∀x, u ∈ B	(x0).
In particular, the map x → G(x) is a contraction.
Proof. We observe that for x ∈ B	(x0),
G(x) − x0 = x − x0 − F ′(x0)−1(F (x) − z)
= F ′(x0)−1{F ′(x0)(x − x0) − (F (x) − z)}.
Hence,
‖G(x) − x0‖  ‖F ′(x0)(x − x0) − (F (x) − z)‖
 ‖F ′(x0)(x − x0) − (F (x) − F(x0))‖ +  ‖F(x0) − z‖.
Now, by Lemma 2.2 we have
‖F ′(x0)(x − x0) − (F (x) − F(x0))‖ 0	2 ‖x − x0‖
0	2
2
,
and
‖F(x0) − z‖ = ‖(A + I )−1(y − AF(x0)‖
 ‖(A + I )−1(y − y)‖ + ‖(A + I )−1A(F(xˆ) − F(x0)‖
 

+ .
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Therefore,
‖G(x) − x0‖
(
0	2
2
+ 

+ 
)
= 	.
Thus, G(x) ∈ B	(x0) for every x ∈ B	(x0).
Next we show that x → G(x) is a contraction on B	(x0). For this let x, u ∈ B	(x0). Then we
have
G(x) − G(u) = (x − u) − F ′(x0)−1(F (x) − F(u))
= F ′(x0)−1{F ′(x0)(x − u) − (F (x) − F(u))}.
Hence, by Lemma 2.2, we have
‖G(x) − G(u)‖0	‖x − u‖ = q‖x − u‖,
where q := 0	 = 1 − √1 −  < 1. Thus, x → G(x) is a contraction on B	(x0). 
From Theorem 3.1, the proof of the following theorem is obvious.
Theorem 3.2. Suppose (2.1) and (3.1) hold. Then the sequence (xn,) deﬁned in (2.9) converges,
and its limit x := limn→∞ xn, belong to B	(x0) ⊂ Br(x0). Further,
‖x − xn,‖
	 qn
1 − q , (3.2)
where q := 	0 = 1 − √1 − .
Theorem 3.3. Suppose (2.1) and (3.1) hold. If, in addition, 0r < 1, then
‖xˆ − x‖

1 − 0r ‖F(xˆ) − z

‖.
Proof. Observe that
‖xˆ − x‖ = limn→∞ ‖xˆ − x

n,‖ = limn→∞ ‖xˆ − G

(xn−1,)‖.
Now, for x ∈ Br(x0),
G(x) − xˆ = x − xˆ − F ′(x0)−1(F (x) − z)
= F ′(x0)−1{F ′(x0)(x − xˆ) − (F (x) − z)}
= F ′(x0)−1{F ′(x0)(x − xˆ) − (F (x) − F(xˆ)) − (F (xˆ) − z)}
Hence, by Lemma 2.2,
‖G(x) − xˆ‖0r‖x − xˆ‖ + ‖F(xˆ) − z‖.
In particular,
‖x − xˆ‖ = ‖G(x) − xˆ‖0r‖x − xˆ‖ + ‖F(xˆ) − z‖
so that the result follows. 
Combining the estimates in Theorems 3.2 and 3.3 we obtain the following.
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Theorem 3.4. Suppose (2.1) and (3.1) hold. Assume, in addition, that 0r < 1. Then
‖xˆ − x,n‖

1 − 0r ‖F(xˆ) − z

‖ +
	 qn
1 − q .
In view of the estimate in the above theorem, it is desirable to ﬁnd out the nature of the quantity
‖F(xˆ) − z‖. For this purpose, let us introduce the notation
z := F(x0) + (A + I )−1[y − AF(x0)].
With z as in (2.7), we may observe that
‖z − z‖ = ‖(A + I )−1(y − y)‖/
so that
‖F(xˆ) − z‖‖F(xˆ) − z‖ +


. (3.3)
Also,
F(xˆ) − z = [F(xˆ) − F(x0)] − (A + I )−1A[F(xˆ) − F(x0)]
= [I − (A + I )−1A][F(xˆ) − F(x0)]
= (A + I )−1[F(xˆ) − F(x0)]. (3.4)
Note that for u ∈ R(A) with u = Av for some v ∈ H ,
‖(A + I )−1u‖ = ‖(A + I )−1Av‖‖v‖ → 0 as  → 0.
Since ‖(A + I )−1‖1 for all  > 0, it follows that for every u ∈ N(A)⊥ = R(A),
‖(A + I )−1u‖ → 0 as  → 0.
Thus, we have proved the following.
Theorem 3.5. If F(xˆ) − F(x0) ∈ R(A), then ‖F(xˆ) − z‖ → 0 as  → 0.
4. Error bounds under source conditions
Theorem 3.5 prompts us to assume that
‖F(xˆ) − z‖
() (4.1)
for some positive function 
 deﬁned on (0, ‖A‖] such that lim→0 
() = 0. We assume further
that 
 is monotonically increasing.
In view of (3.4), if 
 is a source function in the sense that xˆ satisﬁes a source condition of the
form
F(xˆ) − F(x0) = 
(A)w, ‖w‖1,
and if
sup
0<‖A‖

()
+  
()
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then the assumption (4.1) is satisﬁed. A special case of such a situation is when F(xˆ) − F(x0) ∈
R(A) for some  with 0 < 1. Indeed, if F(xˆ) − F(x0) = Aw with ‖w‖1, then (3.4)
implies
‖F(xˆ) − z‖‖(A + I )−1Aw‖ sup
0<‖A‖

+ 
, 0 < 1.
Thus, in this case, 
() :=  satisﬁes the suggested assumptions.
Under the assumption (4.1) on the nature of convergence of ‖F(xˆ) − z‖ as  → 0, the
inequality (3.3) gives
‖F(xˆ) − z‖
() +


. (4.2)
Thus, we have the following theorem.
Theorem 4.1. Under the assumptions of Theorem 3.4 and (4.1),
‖xˆ − x,n‖

1 − 0r
(

() + 

)
+ 	 q
n
1 − q .
4.1. A priori choice of the parameter
We observe that the estimate 
()+/ in (4.2) attains minimum for the choice  :=  which
satisﬁes 
() = /. Now, using the function () := 
−1(), 0 < ‖A‖, we have
 = 
() = (
())
so that  = 
−1[−1()]. Hence, the relation (4.2) leads to
‖F(xˆ) − z‖2−1(). (4.3)
In view of the above observation, Theorem 4.1 leads to the following.
Theorem 4.2. Let () := 
−1() for 0 < ‖A‖, and assumptions in Theorem 3.4 and (4.1)
are satisﬁed. For  > 0, let  := 
−1[−1()]. If

() +  < min
{
r,
1
0
}
,
and n := min{n : qn/}, then
‖xˆ − x,n‖ = O
(
−1()
)
.
4.2. An adaptive choice of the parameter
Note that the choice of the parameter  in the last subsection depends on the unknown source
function 
. In applications, it is desirable that  is chosen independent of the source function

, but may depend on the data (, y), and consequently on the regularized solutions. For linear
ill-posed problems there exist many such a posteriori parameter choice strategies. These strategies
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include the ones proposed by Archangeli (see [6,8]), Guacaneme [9], George and Nair [6], and
Tautenhahn [15].
In [12] Pereverzev and Schock considered an adaptive selection of the parameter which does
not involve even the regularization method in an explicite manner. Let us brieﬂy discuss this
adaptive method in a general context of approximating an element uˆ ∈ H by elements from a set
{u :  > 0,  > 0}.
4.2.1. Adaptive method for a general problem
Suppose uˆ ∈ H is to be approximated by using elements u ∈ H for  > 0,  > 0. Assume
that there exist increasing functions f (t) and g(t) for t > 0 such that
lim
t→0 f (t) = 0 = limt→0 g(t),
and
‖uˆ − u‖f () +

g()
(4.4)
for all  > 0,  > 0. Here, the function f may be associated with the unknown element uˆ, whereas
the function g may be related to the method involved in obtaining u. Note that the quantity
f () + /g() attains its minimum for the choice  :=  such that f () = /g(), that is for
 := (fg)−1(), (4.5)
and in that case
‖uˆ − u‖2f ().
The above choice of the parameter is a priori in the sense that it depends on the unknown functions
f and g. In an a posteriori choice, one ﬁnds a parameter ¯ without making use of the unknown
source function f such that one obtains an error estimate of the form
‖uˆ − u¯‖c f ()
for some c > 0 with  as in (4.5). As in Pereverzev and Schock [12], we consider an adaptive
procedure for the selection of the parameter which does not involve even the method for obtaining
u. This procedure starts with a ﬁnite number of positive real numbers, 0, 1, 2, . . . , N , such
that
0 < 1 < 2 < · · · < N.
The following theorem is essentially a reformulation of a theorem proved in [12] in a special
context. For the sake of completeness, we supply its proof as well.
Theorem 4.3. Assume that there exists i ∈ {0, 1, 2, . . . , N} such that f (i )/g(i ) and for
some  > 1,
g(i )g(i−1) ∀i ∈ {1, . . . , N}.
Let
 := max{i : f (i )/g(i )} < N,
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k := max{i : ‖ui − uj ‖4/g(j ), j = 0, 1, 2, . . . , i}.
Then k and
‖uˆ − uk‖6f (),  := (fg)−1().
Proof. To see that k, it is enough to show that, for each i ∈ {1, . . . , N},
f (i )/g(i ) ⇒ ‖ui − uj ‖4/g(j ) ∀j = 0, 1, 2, . . . , i.
For j i, by (4.4) and by using the properties of f and g we have
‖ui − uj ‖  ‖ui − uˆ‖ + ‖uˆ − uj ‖
 f (i ) + 
g(i )
+ f (j ) + 
g(j )
 2
g(i )
+ 2
g(j )
 4
g(j )
.
Thus, the relation k is proved.
Next we observe that
‖uˆ − uk‖‖uˆ − u‖ + ‖u − uk‖,
where
‖uˆ − u‖f () +

g()
 2
g()
.
Since k,
‖u − uk‖
4
g()
.
Hence
‖uˆ − uk‖
6
g()
.
Now, since g()g(+1)g(), it follows that

g()
 
g()
= f ().
This completes the proof. 
4.2.2. Adaptive method for the nonlinear equation
In view of the relation (4.2), we can apply the adaptive method described above by taking
uˆ := F(xˆ), u := z,
and f (t) := 
(t) and g(t) = t for t > 0. For example, we may take
0 = , j = j for j = 1, 2, . . . , N (4.6)
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and
k := max{i : ‖zi − zj ‖4−j , j = 0, 1, . . . , i}. (4.7)
As in Theorem 3.4, assume that r < 1/0. Then for  = k , the condition (3.1) takes the form
1
k
+  < r
2
.
Thus, if we further assume that
r < 2(1 + ), 1

+  < r
2
,
then  > 1 and (3.1) holds for  = k . In the present situation, f (t) = 
(t) and g(t) = t so that
using the deﬁnition () = 
−1(),
(fg)(t) = f (t)g(t) = t
(t) = (
(t)).
Hence,
 = (fg)−1() = 
−1[−1()] and f () = −1().
Thus, in view of Theorem 4.3, we have the following theorem.
Theorem 4.4. Assume that
2 < r < min{2(1 + ), 1/0},  > 2/(r − 2).
Let j for j = 0, 1, 2, . . . , N and k be as in (4.6) and (4.7), respectively. Then
‖F(xˆ) − zk‖6−1(),
where (t) := t−1
(t) for 0 < t < ‖A‖. Further,
k := 220
(
+ 1
k
)
< 1,
and if nk := min{n : qnk 1/k} with qk : 1 −
√
1 − k , then
‖xˆ − xnk,k‖ = O
(
−1()
)
.
4.2.3. Algorithm
For i, j ∈ {0, 1, . . . , N}, we have
zi − zj = (j − i )(A + j I )−1(A + iI )−1(y − AF(x0)).
Hence, the adaptive algorithm associated with the choice of the parameter speciﬁed in Theorem
4.4 involves the following steps:
Part I:
• i = 1
• Solve for wi : (A + i )wi = y − AF(x0)
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• Solve for zij : (A + i )zij = (j − i )wi , j i
• If ‖zij‖ > 4−j , then take k = i − 1.
• Otherwise, repeat with i + 1 in place of i.
Part II:
• n = 1
• If qnk 1/k , then take nk := n• Otherwise, repeat the above step with n + 1 in place of n.
Part III:
• Solve for uj−1: F ′(x0)uj−1 = F(xj−1,k ) − zk
• xj,k := xj−1,k − uj−1, j = 1, 2, . . . , nk .
5. Conclusion
We have considered a Newton-type iterative method combined with Lavrentiev regularization
for obtaining approximate solutions for a nonlinear Hammerstein-type ill-posed operator equation
AF(x) = y when the available data is y in place of the exact data y. It is assumed that A is a
positive, self-adjoint, bounded linear operator on a Hilbert space, and F is a nonlinear operator
such that at some initial guess x0 of the actual solution xˆ, the bounded linear operator F ′(x0) has
continuous inverse. Then the procedure involves solving the equation
(A + I )u = y − AF(x0)
and ﬁnding the ﬁxed point of a the function
G(x) := x − F ′(x0)−1[F(x) − F(x0) − u]
in an iterative manner. For choosing the regularization parameter  and the stopping rule for the
iteration, we made use of the adaptive method suggested in [12].
A crucial assumption in the adopted procedure is the continuous invertibility of the operator
F ′(x0). In a future work, it is envisaged to investigate the situation when this assumption is not
satisﬁed, by replacing F ′(x0)−1 by a regularized form of F ′(x0)†.
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