ABSTRACT Several highland regions of Africa recently have suffered malaria epidemics. Because malaria transmission is unstable and the population has little or no immunity, these highlands are prone to explosive outbreaks when densities of Anopheles exceed critical levels and conditions favor transmission. If an incipient epidemic can be detected early enough, control efforts may reduce morbidity, mortality, and transmission. Here we present three methods (direct, minimum sample size, and sequential sampling approaches) that could be used to determine whether the household indoor resting density of Anopheles gambiae s.l. has exceeded critical levels associated with epidemic transmission. Data on Anopheles density before, during, and after a malaria epidemic (December 1997ÐJuly 1998 in the highlands of southwestern Uganda were evaluated to demonstrate the application of these three approaches. During this epidemic, a density of 0.25 Anopheles mosquitoes per house was associated with epidemic transmission, whereas 0.05 mosquitoes per house was chosen as a normal level expected during nonepidemic months. The direct approach to calculating mean Anopheles density with an allowable error of 20 Ð50% of the mean would require the sampling of 102Ð16 houses, respectively. In contrast, with only seven houses, the minimum sample size approach could be used to determine whether Anopheles density had exceeded the critical level. This method, however, would result in an overestimation of the risk of an epidemic at low Anopheles density. Finally, a sequential sampling plan could require as many as 50 houses to conclude that risk of an epidemic existed, but this disadvantage is offset by the ability to preset the probabilities of concluding that risk of an epidemic exists at both the critical and normal Anopheles densities. Our study illustrated that it is feasible, and probably expedient, to include monitoring of Anopheles density in highland malaria epidemic early warning systems.
SEVERAL HIGHLAND REGIONS of Africa recently have suffered serious epidemics of malaria (Lepers et al. 1988 , Khan et al. 1992 , Marimbu et al. 1993 , Malakooti et al. 1998 , Kilian et al. 1999 , Lindblade et al. 1999 . Because malaria transmission is unstable at these high altitudes and the human population has little or no immunity, the highlands are prone to explosive outbreaks when density of Anopheles increases and weather conditions favor transmission (Lindsay and Martens 1998) . During a recent malaria epidemic in the southwestern highlands of Uganda, up to 40% of the population was diagnosed with clinical malaria (Lindblade et al. 1999) . The need for tools to forecast epidemics is evident and may become vital if highland malaria transmission increases as predicted (Martens et al. 1995 , Jetten et al. 1996 .
Because highland malaria epidemics appear suddenly and terminate within a few months (Malakooti et al. 1998 , Mouchet et al. 1998 , Kilian et al. 1999 , Lindblade et al. 1999 , detection based solely on increasing incidence, as proposed for other malaria epidemic regions in Africa , would not provide sufÞcient lead-time for an adequate response. Rather, forecasts of epidemics based on indicators preceding elevated infection and disease rates are required. Rainfall in highland areas has been associated with entomologic transmission parameters (Lindblade et al. 1999 ) and malaria incidence (Fontaine et al. 1961 , Malakooti et al. 1998 , Mouchet et al. 1998 , Kilian et al. 1999 , and it has been suggested that monitoring rainfall levels could provide sufÞcient early warning of highland malaria epidemics (Highland Malaria Project 1999) . However, the measure of rainfall (either actual or anomaly) that is most predictive of elevated malaria transmission parameters or incidence is unclear, and, in fact, elevated rainfall has not been associated with increases in transmission in some highland areas (Lindsay et al. 2000) . Additionally, elevated temperatures may interact with rainfall to create epidemic conditions (Lindblade et al. 1999) , and this interaction must be investigated further before rainfall alone can be used as a suitable indicator of epidemic risk. Whether or not a threshold level of rainfall can be identiÞed that is reasonably sensitive and speciÞc for malaria outbreaks, Anopheles density is a more prox-imate determinant of malaria transmission and, therefore, would be a more accurate indicator of epidemic risk. Recently, we described entomologic transmission parameters associated with a highland malaria epidemic in southwestern Uganda (Lindblade et al. 1999) . The abundance of indoor resting Anopheles gambiae s.l. Giles (referred to hereafter as Anopheles density) was correlated positively with the incidence of malaria 1 mo later. A large difference was detected between the Anopheles density during the 4-wk period before the epidemic and the weeks after the epidemic. These Þndings indicate that a critical Anopheles density could be used to predict or conÞrm incipient epidemics. We hypothesize that monitoring Anopheles density, while considering rainfall and other weather variables, could provide more conclusive early warning of malaria outbreaks than using weather variables alone.
One signiÞcant problem with determining when Anopheles density has reached a critical threshold is the high degree of variability in Anopheles density among houses. Such variability makes it difÞcult to calculate mean Anopheles density with sufÞcient precision. The three objectives of the current study were (1) to calculate required sample sizes for three different methods that could be used to determine whether Anopheles density has reached a critical level associated with epidemic risk, (2) to evaluate the advantages and limitations of each method, and (3) to explore the implications for epidemic surveillance. Data from a recent malaria epidemic in the highlands of southwestern Uganda (Lindblade et al. 1999) were used to illustrate the application of these methods.
Materials and Methods
Study Area. Approximately 3% of UgandaÕs 20 million inhabitants live in the southwestern highlands of Kabale District (1Њ 05ЈÐ1Њ 30Ј S, 29Њ 45ЈÐ30Њ 15Ј E) (Uganda Ministry of Finance and Economic Planning 1992) at an altitude of 1,500 Ð2,400 m. Rainfall (850 Ð 1200 mm annually) is seasonally bimodal, whereas average daily minimum (9.8 Ð12.6ЊC) and maximum temperatures (23.2Ð24.4ЊC) are fairly constant throughout the year. Malaria transmission is very low and unstable, and the area is prone to epidemics (Mouchet et al. 1998 , Lindblade et al. 1999 .
Entomologic Survey. As part of a larger study on environmental change and malaria transmission (Lindblade et al. 2000) , mosquitoes were collected from houses in villages located within a 26-km radius of Kabale Town (Fig. 1) . Sixteen villages were selected systematically at 2-km intervals along three large swamp systems. Mosquito captures were conducted two times per month from December 1997 through July 1998. In each village, the Þve thatched houses situated closest to the valley bottom (the most likely site for mosquito breeding) were sampled throughout the duration of the study except on a few occasions when circumstances required that a nearby house be substituted. We used the pyrethrum spray collection method as described by WHO (1975) to sample indoor resting mosquitoes from 0630 to 1030 hours. (In December 1997, mosquitoes were collected by one collector using an aspirator for 30 min.) After laying down sheets on the ßoor of the house, two trained sprayers quickly sprayed the outside of the house with a water-soluble synthetic pyrethroid and then directed one spray in the middle of each room in the house. The sheets were removed after waiting 15 min, and all mosquitoes were taken to the laboratory where they were identiÞed to species (Gillies and Coetzee 1987) . Anopheles density was calculated as the number of Anopheles gambiae s.l. mosquitoes per house.
Sampling Distribution and Measures of Aggregation. Most insect spatial distributions are aggregated rather than uniformly or randomly dispersed. Such a pattern is often well described by the negative binomial distribution (Bliss and Fisher 1953, Southwood 1987) . At low densities, however, when distributions may appear less aggregated and more random, a Poisson distribution might provide a better Þt to the data (Bliss and Fisher 1953, Taylor et al. 1978) . Because mosquito vector densities in highland areas have been reported to be very low (Heisch and Harper 1949, Lindblade et al. 1999) , both the negative binomial and the Poisson distributions were Þt to the observed data.
The sampling unit was a house. The chi-square goodness-of-Þt test was used to compare the observed distribution of the number of An. gambiae s.l. per house with expected frequencies under both the Poisson (Bailey 1995) and negative binomial distributions (Southwood 1987) . The parameter k of the negative binomial distribution, an index of population aggregation, was estimated by the method of moments through iteration (Ludwig and Reynolds 1988) with the Þnal estimate and standard error calculated using the maximum likelihood method of Bliss and Fisher (1953) .
In many aggregated insect populations, the variance among samples increases as a function of density. Taylor (1961) described this empirical relationship between variance (s 2 ) and sample mean (x) as a power function:
The parameters a and b are determined by regressing the log 10 (variance) on the log 10 (mean) from a number of samples. Both a and b provide information on aggregation (Pitcairn et al. 1994) ; a Ͼ 0 implies that individuals are found together more often than would be indicated by chance alone, a ϭ 0 indicates random dispersion, and a Ͻ 0 indicates that individuals are found together less often than chance would dictate. The slope, b, is equal to 1 when there is random dispersion and b Ͼ 1 when there is aggregation. Equation 1 with values for a and b determined from the regression equation can be substituted for the variance in equations for determining sample size, thereby allowing for variation in aggregation with mean Anopheles density. Direct Approach. The most direct approach to determining whether Anopheles density has reached lev-els associated with epidemic transmission may be to test whether mean Anopheles density, calculated from a sample of houses, is signiÞcantly greater than a predetermined critical level. The sample size required to calculate mean Anopheles density will depend on the variability in Anopheles density among houses and the level of precision desired. A conÞdence interval (CI) around the mean expresses the precision of the statistic; setting the half-width of the conÞdence interval to a proportion (the allowable error, AE) of the mean allows the desired level of precision to be Þxed. Substituting TaylorÕs power law (Taylor 1961) for the variance in sample size formulas permits calculation of the number of houses required to calculate mean Anopheles density for selected allowable errors (Wilson and Room 1983) :
where z a/2 ϭ 1.96 and a and b are determined as above by regressing the sample variance on the sample mean. The appropriate allowable error depends on the level of precision required, but is typically set between 10 and 50% of the mean. Equation 2 is suitable for the normal, Poisson, negative binomial and binomial distributions as long as TaylorÕs power law coefÞcients are known.
Because our interest is only in knowing whether the calculated mean is greater than the critical level, a one-sided t-test was used, with equation 1 substituted for the variance. We illustrated the properties of the direct method (and the two others presented below) by calculating operating characteristic curves (see Results) . These curves show the relationship between the probability of rejecting H 0 (i.e., concluding that there is risk of an epidemic) and mean Anopheles density for given sample sizes.
Minimum Sample Size Approach. As mean Anopheles density increases, the probability of Þnding mosquitoes in any given house also increases. Therefore, if the underlying distribution of the number of mosquitoes per house is known, it is possible to calculate the minimum number of houses that would need to be sampled to Þnd at least one mosquito at any given level of Anopheles density. Once a critical level of Anopheles density indicating risk of an epidemic has been determined, the number of houses (n) that must be sampled to Þnd at least one mosquito at that density can be estimated. Failure to Þnd any mosquitoes in n houses indicates that Anopheles density has not yet reached the epidemic threshold. Conversely, Þnding Ն1 mosquitoes in a sample of size n signiÞes that the Anopheles density level associated with risk of an epidemic has been reached or exceeded.
The probability of Þnding at least one An. gambiae s.l. in 95 out of 100 samples (corresponding to an error rate of 5%) in a sample of n houses is calculated as
where P (0) is the probability of collecting no mosquitoes in a house. Solving equation 3 for n gives et al. (1994) provide a formula for determination of P (0) under a negative binomial distribution when a and b from TaylorÕs power law (Taylor 1961 ) have been determined:
Once n has been calculated for the critical level of Anopheles density, equation 3 can be modiÞed to calculate the probability of Þnding one or more Anopheles in a sample of n houses (i.e., concluding that there is risk of an epidemic) for selected mean Anopheles densities.
Sequential Sampling Approach. Based on WaldÕs sequential probability ratio test (Wald 1947) , sequential sampling commonly is used in insect pest management to determine if pest densities have reached critical levels and need to be controlled (Fowler and Lynch 1987a) . Similarly, this method can be applied to ascertain whether An. gambiae s.l. density has exceeded a critical threshold associated with epidemic transmission. The statistical properties, assumptions, and errors associated with this method have been well documented (Wald 1947 , Fowler 1983 , Fowler and Lynch 1987b and it has been applied previously to mosquito control (Mackey and Hoy 1978) .
In applying sequential sampling methods to epidemic monitoring, two levels of Anopheles density need to be predetermined, the Þrst corresponding to a critical level indicating risk of an epidemic ( 1 ), and a second lower level corresponding to normal levels ( 0 ). The lower threshold is presented as the null hypothesis (H 0 : ϭ 0 ) such that acceptance of H 0 indicates no risk of an epidemic. Acceptance of the alternative hypothesis (H 1 : ϭ 1 ) indicates that Anopheles density is above the critical level. The sequential probability ratio test is the probability ratio between the two hypotheses and, therefore, there are two possible errors that can be committed: Þrst, deciding that there is risk of an epidemic when Anopheles density has not reached the critical level (type I error, ␣), and second, deciding that there is no risk of an epidemic when Anopheles density has exceeded the epidemic threshold (type II error, ␤). These error terms may also be considered as the probability of concluding there is risk of an epidemic, equal to 1-␤ when Anopheles density has reached the critical level and equal to ␣ when Anopheles density is below the normal level. In practice, a number of factors should be taken into consideration in setting these error terms, such as the economic costs of mobilizing resources for an epidemic versus the human costs of severe malaria morbidity and mortality, but these factors are very difÞcult to quantify and will differ between regions. For the purposes of this study, both ␣ and ␤ were set arbitrarily at 0.05.
Four parameters ( 0, 1 , ␣, and ␤) were used to calculate the lower intercept (h 1 ), upper intercept (h 2 ) and slope (s) of two lines delimiting three decision zones related to the cumulative number of Anopheles collected and the number of houses sampled (Fig. 2) . Fowler and Lynch (1987b) have presented the formulas for these boundaries according to the underlying distribution of the data, and these formulas are summarized in Table 1 for the negative binomial distribution.
In practice, after the decision boundaries have been determined, the cumulative number of Anopheles cap- (Fig. 2, line A) , then the decision is made to stop sampling and reject H 0 (i.e., conclude that risk of an epidemic exists). If (Fig. 2, line C), then the decision is made to stop sampling and accept H 0 (i.e., conclude that no risk of an epidemic exists). (Fig. 2, line B), then sampling continues until (1) a terminating decision to accept or to reject H 0 is made; (2) a predetermined number of samples is taken and a terminating decision is forced; or (3) a predetermined number of samples is taken, sampling is halted but no decision is made and sampling begins anew after a suitable waiting period.
The properties of the sequential probability ratio test can be evaluated using two functions. The Þrst calculates the testÕs operating characteristic curve (i.e., the probability of rejecting H 0 as a function of Anopheles density) and the second computes the expected average number of houses to be sampled before a terminating decision can be made by Anopheles density. Formulas for these functions can be found in Fowler and Lynch (1987b) .
Results
Entomologic Survey. From a total of 72 resting mosquito capture attempts and 875 house-sprayings conducted between December 1997 and July 1998, 287 adult female anophelines were captured, of which 258 (90.0%) were identiÞed as An. gambiae s.l. (only mosquitoes of this species complex are included in the analysis below). Although overall densities were very low, mean Anopheles density was highly variable across the study period and among the individual villages (Fig. 3) ; during the Þrst sampling period of May, no An. gambiae s.l. were found. We attempted to sample Þve houses in each village; however, this was not always possible because of illness among household members, the absence of owners, and refusals. On these occasions, other suitable thatched houses were substituted when possible. Overall, the average number of houses sampled per village in each sampling period was 3.8.
Epidemic Threshold. Comparison of the monthly clinical malaria incidence rate with historical levels indicated that the epidemic began in February and peaked in March 1998 (Fig. 3) (Lindblade et al. 1999) . During the pre-epidemic months of December and January, the mean Anopheles density per sampling period ranged from 0.08 to 0.64 mosquitoes per house, whereas in February the mean Anopheles density reached 2.08 mosquitoes per house. After the incidence of malaria began to decline (i.e., April through July), mean Anopheles density ranged between 0 and 0.08 mosquitoes per house. An indoor resting density of 0.25 mosquitoes per house was chosen as the critical density indicating epidemic risk, because this value appeared to provide good separation between preand postepidemic sampling periods. Conversely, 0.05 mosquitoes per house was chosen as a "normal" density expected during nonepidemic months.
Determination of the Statistical Distribution. Because we were interested in periods of elevated Anopheles density, only those sampling periods with a mean Anopheles density Ͼ 0.05 mosquitoes per house were used to determine both the sampling distribution and TaylorÕs power law coefÞcients. The number of An. gambiae s.l. caught in 487 collections in 16 villages over nine sampling periods (December 1997 through the Þrst half of April 1998) were pooled into one sample with [mean] ϭ 0.5 mosquitoes per house (95% CI, 0.32Ð 0.68). The chi-square goodness-of-Þt test was used to evaluate whether the pooled data best Þt a Poisson or negative binomial distribution. Categories with expected frequencies Ͻ5 were collapsed for the 
⍜ 1 and ⍜ 0 are the upper and lower mosquito density threshold limits, respectively. k is the dispersion parameter of the negative binomial distribution. ␣ and ␤ are the probabilities of committing type I and type II errors, respectively. Fig. 2 . Example of decision boundaries for sequential sampling relating cumulative total of Anopheles to number of houses sampled. The intercepts and slope of the boundaries are determined using estimates of error rates and predetermined Anopheles density values associated with epidemic risk and no epidemic risk. Line A illustrates a sampling process which concludes that risk of an epidemic exists; line B depicts a process that is truncated before a conclusion can be drawn; line C represents a sampling process that ends by concluding that there is no risk of an epidemic.
Poisson distribution and those Ͻ1 were collapsed for the negative binomial distribution. The test statistic ( 2 ϭ 105.64, df ϭ 2, P Ͻ 0.0001) indicated that the observed data did not Þt a Poisson distribution. For the negative binomial distribution, k was calculated as 0.18 (95% CI, 0.13Ð 0.24), indicating a contagious distribution, and the negative binomial proved a good Þt to the observed data ( 2 ϭ 9.42, df ϭ 7, P ϭ 0.22) (Fig. 4) . Using the nine sampling periods in which mean An. gambiae s.l. density was Ն0.05 mosquitoes per house, regression of log 10 (sampling period variance) on log 10 (sampling period mean) indicated a strong positive correlation (R 2 ϭ 0.92, F ϭ 80.44, P ϭ 0.0001). Estimates for the parameters a and b were 0.71 (95% CI, 0.47Ð 0.95) and 1.71 (95% CI, 1.34 Ð2.08), respectively; indicating aggregation in the data.
Direct Approach. The number of houses required to calculate mean Anopheles density with allowable errors ranging from 20 to 50% of the mean was calculated using equation 2 with estimates of a and b as determined above. Samples of 102, 45, 25, and 16 houses would be needed to calculate mean mosquito densities with allowable errors of 20, 30, 40, and 50%, respectively.
Minimum Sample Size Approach. The number of houses required to Þnd at least one An. gambiae s.l. according to the mean Anopheles density was calculated using equations 3 and 4, and the parameters a and b as determined above. At the critical density of 0.25 mosquitoes per house, there would be 95% probability of Þnding at least one mosquito in seven houses. Failure to Þnd any mosquitoes in a sample of seven houses would indicate that Anopheles density was not yet above the critical threshold.
Sequential Sampling Approach. For the sequential sampling procedure, values for ␣ and ␤ were set at 0.05, the critical value indicating risk of an epidemic was set at 0.25 mosquitoes per house and the lower threshold corresponding to the normal level was set at 0.05 mosquitoes per house. Intercepts and slope were calculated as Ϯ2.99 and 0.11, respectively, using the formulas from Table 1 . The expected average number of houses curve indicates the number of houses that would need to be sampled, on average, before a decision could be made by mean Anopheles density (Fig.  5 ) (equations for this curve are available in Fowler and Lynch 1987b) . This curve indicated that as many as 50 houses may be needed before it can be concluded that Anopheles density has not reached the critical level. Once the critical threshold has been reached, only as many as 20 houses would be required, on average.
Operating Characteristic Curves. Operating characteristic curves were calculated for each method to evaluate the probability of rejecting H 0 (i.e., concluding that there is risk of an epidemic) for selected values of Anopheles density (Fig 6) . The ideal operating characteristic curve would show a 0% probability of rejecting H 0 at densities less than the critical threshold and 100% probability at densities greater than the critical threshold. The operating characteristic curve that most resembles this shape is that of the direct approach when the allowable error is low (i.e., 20%). Using this approach, the probability of rejecting H 0 (and concluding there is risk of an epidemic) remains Ͻ5% until Anopheles density reaches 0.22 mosquitoes per house, and exceeds 95% after 0.30 mosquitoes per house. When the allowable error is higher (i.e., 50%), the test performs more poorly with the probability of rejecting H 0 exceeding 5% by 0.17 mosquitoes per house and remaining below 95% until Anopheles density exceeds 0.43 mosquitoes per house.
The performance of the minimum sample size approach was problematic; i.e., at a density of 0.05 mosquitoes per house, the probability of concluding there was risk of an epidemic was 60%, despite the fact that this level of Anopheles density was associated with "normal" levels during nonepidemic months. Such an overestimate of the risk of an epidemic indicated low speciÞcity for incipient epidemics. However, although Þnding Ͼ1 mosquito in a sample of seven houses appeared not to be a good indicator of whether Anopheles density had reached or exceeded the critical threshold, failing to Þnd any mosquitoes in seven houses would strongly indicate that the Anopheles density was below the critical threshold.
The sequential sampling approach uses two critical thresholds: the Þrst is associated with risk of an epidemic and the second is the "normal" level expected during nonepidemic months. The operating characteristic curve reßects the preset probabilities for ␣ and ␤; therefore, at Anopheles density levels Ͻ0.05 mosquitoes per house, the probability of rejecting H 0 is ␣ (i.e., 5%) while at Anopheles densities Ͼ0.25 mosquitoes per house the probability of rejecting H 0 is 1-␤ (i.e., 5%). Intermediate between these two levels, larger sample sizes are required to reach a conclusion. It should be noted that the functions for the operating characteristic curve and expected average number of houses are only approximate because of overshooting the threshold when decisions are made (Fowler 1983) . The result of overshooting is that actual values for ␣ and ␤ are less than those chosen to construct the sampling plan, whereas the number of houses needed in the Þeld to reach a terminating decision may be more than that indicated by WaldÕs average sample number function.
Simulations. We used data gathered during the 1998 epidemic in Uganda (Lindblade et al. 1999 ) to demonstrate the application of these approaches. This analysis cannot be used to validate these methods because the same data used in the simulations were used in their calculations, but the relative advantages and disadvantages of each method can be identiÞed. In total, 100 samples of 16 houses each were drawn with replacement from all houses surveyed in each sampling period from December 1997 through July 1998. Mean Anopheles density was calculated for each sample and a one-sided t-test was used to assess whether the calculated mean was signiÞcantly (␣ ϭ 0.05) different from the critical Anopheles density of 0.25 mos- quitoes per house. Similarly, we took 100 samples of seven houses, with replacement, from all houses surveyed in each sampling period and calculated the sum of Anopheles in each sample. The proportion of samples resulting in a conclusion that there was risk of an epidemic for both methods was plotted by sampling period (Fig. 7) . As observed from the operating characteristic curve, the minimum sample size approach resulted in a much higher proportion of samples concluding there was risk of an epidemic during the Þrst sampling period of December (50%) as compared with the direct approach (0%). During the two sampling periods in January and the Þrst in February, the two methods had similar results, but afterward the low speciÞcity of the minimum sample size approach resulted in a much higher proportion of samples, concluding there was risk of an epidemic despite the fact that the epidemic was subsiding and the average Anopheles density had declined to normal levels.
To simulate use of the sequential sampling approach in the Þeld, actual observations made during the course of our survey demonstrated the likely outcomes of the procedure during selected phases of the epidemic (Fig. 8) . In this simulation, the results from houses surveyed were used in the order the houses were actually sampled until a terminating decision was reached or until the total number of houses sampled was exhausted. In the Þrst period of December, a sequential sampling process would not have permitted a decision despite sampling 37 households. During the second period of December, 24 houses would need to be sampled before a decision that the critical threshold had been reached. In the Þrst and second periods of January, conclusions that there was risk of an epidemic could be made after 13 and seven houses, respectively. However, in June, when Anopheles densities were at their lowest levels, 27 houses were needed before a decision that there was no risk of an epidemic could be made. As can be seen from the graph, this is the minimum number of houses that must be sampled before it can be concluded that there is no risk of an epidemic. Fig. 7 . Simulated results of direct and minimum sample size approaches indicating the percentage of 100 samples of 16 and seven houses, respectively, that result in a conclusion that risk of an epidemic exists, by sampling period from December 1997 through July 1998, Kabale, Uganda. Fig. 8 . Simulated results of sequential sampling using data on household mosquito collection from selected months, 1997Ð1998, Kabale, Uganda.
Discussion
Recent malaria epidemics in African highlands have affected a large proportion of the human population in these areas (Lindblade et al. 1999) . The ability to forecast epidemics would permit earlier intervention, which could reduce morbidity and mortality as well as transmission. Anopheles density is a proximate indicator of epidemic risk in the highlands and could be used as an early warning indicator of incipient epidemics. Given a predetermined critical threshold associated with risk of an epidemic, it should be possible to sample mosquitoes from houses in the highlands to determine whether the critical threshold has been reached or exceeded. However, Anopheles density in the highlands is generally very low and characterized by a high degree of variability among houses, presenting difÞculties for sampling.
Anopheles density is one component of the entomologic inoculation rate, which is a measure of the number of sporozoite inoculations received per person over a selected time period. The entomologic inoculation rate correlates well with the incidence of clinical malaria infection when the entomologic inoculation rate is less than one infectious bite per person per night (Beier et al. 1994 , Charlwood et al. 1998 . The other two components of the entomologic inoculation rate are the human biting habit and sporozoite rate. In our description of a highland malaria epidemic in Uganda (Lindblade et al. 1999) , only 14 sporozoitepositive mosquitoes were found during Þve of 16 sampling periods, and the temporal association between the entomologic inoculation rate and the incidence of clinical malaria was weak. Anopheles density, therefore, appears to provide more information than the entomologic inoculation rate, and our results support that it is an appropriate variable to measure epidemic risk in the highlands of Uganda.
We presented three different methods (direct, minimum sample size, and sequential sampling approaches) for determining whether Anopheles density had exceeded a critical level associated with risk of a recent highland malaria epidemic. In the Þrst approach, we demonstrated that calculation of mean Anopheles density with a high degree of precision requires a large number of houses because of the variance in Anopheles density among houses and the typically low density of mosquitoes overall. Sample sizes ranged from 102 to 16 houses for allowable errors of 20 Ð50% of the mean, respectively. Given the terrain and scattered distribution of homesteads in the highlands, our experience indicated that 4 Ð 6 houses could be sampled by one team with two sprayers in a morning session that ended at 1030 hours. At that rate, it would take a team between 3 and 4 d to sample 16 houses; sampling a larger number of houses would likely be beyond the means of most monitoring programs.
Rather than calculating mean Anopheles density with a certain level of precision, we have shown that it is possible to determine the number of houses in which at least one An. gambiae s.l. should be found at the critical density. Failure to Þnd any mosquitoes would indicate that the critical level had not been reached. Using such an approach, only seven houses would need to be sampled to determine whether the critical Anopheles density of 0.25 mosquitoes per house had been reached. Sampling this number of houses could be accomplished easily in 2 d, which should be within the capabilities of most district health services.
Sequential sampling has proven to be an effective method of determining whether pest densities have reached critical levels (Fowler and Lynch 1987a) . The main advantages to this method are the determination of sample size by Þndings in the Þeld, which allows sampling efforts to be terminated once a decision has been reached, and the ability to set error terms both for concluding that risk of an epidemic exists and for determining that no risk exists. In deciding whether to take early action against a forecasted epidemic, there are costs associated with both types of errors. For example, declaring an epidemic that does not arise may divert resources from other important health problems, whereas failing to predict an epidemic that does occur may result in substantial morbidity and mortality. Sequential sampling allows these error terms to be set after costs and beneÞts have been taken into consideration, an activity that can help to optimize error rates.
The cost associated with increased accuracy arising from being able to preset both error terms is that sequential sampling generally would require more houses to determine whether mean Anopheles density was above the critical level than the other methods. Between the two critical levels of 0.05 and 0.25 mosquitoes per house, as many as 50 houses may be required for sampling before a terminating decision can be made. Establishing an upper limit to the number of houses sampled could reduce this disadvantage. If a terminating decision could not be made before the upper limit was reached, halting sampling and waiting a suitable period might allow mean Anopheles density to approach either of the two threshold levels so that a terminating decision could be made. Postponing sampling, rather than forcing a terminating decision (which is a recognized alternative when an upper limit to the number of houses sampled is set), reduces the probability of making the wrong decision (Fowler 1983) .
In addition to considering the sample size that each method would require to determine whether Anopheles density had reached the critical threshold, it is also necessary to examine the operating characteristic of each method. Although the minimum sample size approach would require that the fewest number of houses be sampled, the speciÞcity of the test is very low and would produce a high rate of false positives. However, it could be used as an initial screening tool during periods when Anopheles density was expected to be increasing, such as immediately after the rains had begun; if no Anopheles were found in n houses, there would be a high degree of conÞdence in deciding that mosquito density had not yet reached the critical level. If one or more Anopheles were found, however, monitoring could continue using either of the other, more speciÞc, methods.
Simulations of these methods applying data from the 1998 epidemic in Uganda conÞrm the advantages and disadvantages of these methods identiÞed by their operating characteristic curves. In the Þrst sampling period of December 1997, when mean Anopheles density was below the normal level, one or more mosquitoes would have been found in 50% of samples of seven houses, thereby concluding that there was risk of an epidemic in 50% of the samples. During the same period, neither the direct or sequential sampling approaches would have been likely to lead to that conclusion. In the second period of December, the probability of concluding there was risk of an epidemic using the direct approach would have been very low, although with 24 houses, the sequential sampling plan would have concluded that there was indeed risk of an epidemic. In January 1998, the sequential sampling plan would have required 13 and seven houses in the Þrst and second sampling periods, respectively, to decide that the critical threshold had been reached; whereas, as many as 38 and 20% of the simulated samples of 16 houses would have not produced a mean Anopheles density greater than the critical threshold. In June 1998, none of the 100 samples of 16 houses would have resulted in a conclusion that there was risk of an epidemic, whereas 28 houses would have been required by the sequential sampling plan to decide that Anopheles density was truly below the normal level.
It therefore appears that the most effective approach to early warning using Anopheles density is a monitoring plan that uses the minimum sample size approach as an initial screening tool during months when Anopheles density is expected to be increasing (such as immediately after the beginning of the rains) to be followed by the sequential sampling method. The sequential sampling method with a preset upper limit to the number of houses to be sampled, as opposed to the direct approach, would normally require fewer houses to reach a decision in months when mean Anopheles density had exceeded the critical threshold. Finally, if there were a need to determine the level of epidemic risk during the dry months, the direct approach would be the most accurate method requiring the lowest sample size.
We chose 0.25 mosquitoes per house as the critical level of Anopheles density indicating risk of an epidemic because it appeared to adequately separate mean Anopheles density associated with epidemic transmission from "normal" levels during the postepidemic period for the 1998 epidemic in southwestern Uganda. Similarly, 0.05 mosquitoes per house was chosen as a "normal" level of Anopheles density that was not associated with risk of an epidemic. However, it should be noted that we measured Anopheles density over an 8-mo period from December 1997 through July 1998 during one epidemic in a single location. Without further monitoring of Anopheles density during both nonepidemic and epidemic periods, it is not possible to determine whether these values are consistent over time. Additionally, other highland areas in Africa have different entomologic proÞles (Heisch and Harper 1949, Lepers et al. 1991 ) and the critical level of mean Anopheles density used to signal epidemic risk in the highlands of southwestern Uganda is likely to differ in other locations.
It is clear that the application of any of these methods requires detailed knowledge about the entomological patterns in the affected region, including the appropriate critical density, TaylorÕs power law parameters, and the underlying distribution of the number of Anopheles per house. In addition, knowledge of the spatial variability in Anopheles density, apparent during the 1998 epidemic in Uganda (Fig. 1) , also could improve the monitoring program. Several villages in our study area consistently produced higher mosquito densities than other villages. Monitoring this spatial variation could permit selection of sentinel villages for Anopheles sampling, which would improve the sensitivity and, perhaps, the timeliness of the monitoring system.
An inexpensive, multi-stage epidemic monitoring program for malaria could be implemented incorporating the methods we have analyzed in this study. Monitoring of Anopheles density need not continue throughout the year but only bi-annually at the onset of the rainy seasons. Elevated temperatures appeared to have interacted with increased precipitation in creating epidemic conditions in this highland study site (Lindblade et al. 1999 (Lindblade et al. , 2000 .
The beneÞts arising from a malaria epidemic early warning program would likely far outweigh the costs; however, this study does not analyze the costs and beneÞts of the approaches presented here. The next step is to validate these strategies by determining the sensitivity and speciÞcity of the methodologies to detect incipient epidemics, and to ascertain their suitability in other highland areas.
