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RANDOM POLYNOMIALS: CENTRAL LIMIT THEOREMS FOR THE REAL
ROOTS
OANH NGUYEN AND VAN VU
Abstract. The number of real roots has been a central subject in the theory of random poly-
nomials and random functions since the fundamental papers of Littlewood-Offord and Kac in the
1940s.
In this paper, we establish the Central Limit Theorem for the number of real roots of random
polynomials with coefficients having moderate growth, generalizing and strengthening a classical
result of Maslova.
1. Introduction
Random polynomials, so simple to define but difficult to understand, have attracted generations of
mathematicians. Typically, a random (algebraic) polynomial is defined as
Pn(x) := cnξnx
n + · · ·+ c1ξ1x+ c0ξ0,
where ξi are iid copies of an (atom) random variable ξ with zero mean and unit variance, and ci
are deterministic coefficients which may depend on both n and i. Different definitions of ci give
rise to different classes of random polynomials, which have distinct behaviors.
When ci = 1 for all i, the polynomial Pn is often referred to as the Kac polynomial. Even this
special class provides great challenges, which have led to rich literature (see, for example, the books
[3, 10] and the references therein).
Let Nn(R) denote the number of real roots of Pn. A key problem in the theory of random poly-
nomials is to understand the behavior of the random variable Nn(R), with n tending to infinity.
As a matter of fact, this is the problem that started the whole field, with fundamental works of
Littlewood-Offord [21, 22, 23] and Kac [19] from the 1940s.
The first natural question is to determine the expectation of Nn(R). It took more than 20 years and
the works of Kac [19], Erdo˝s-Offord [9] and Ibragimov-Maslova [16, 17] to settle this problem for
the Kac polynomial (the case c0 = · · · = cn = 1). By now, the problem has been solved for many
classes of random polynomials, with various choices for ci and under very general assumptions for
ξi (see the introduction of [27]; also [14, 8, 33, 31, 34, 37, 12, 18, 29, 30, 6, 35, 36] and the references
therein).
The next, and perhaps more important, problem is to determine the variance and limiting distri-
bution of Nn(R). This problem is much harder and our understanding is far from complete. In the
1970s, Maslova [25] proved the Central Limit Theorem (CLT) for the Kac polynomial. Here and
later,
d−→ means convergence in distribution; N (0, 1) denotes the standard normal distribution,
µn := ENn(R), σn :=
√
Var Nn(R).
This work is partially supported by VIASM (Vietnam).
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2 OANH NGUYEN AND VAN VU
Theorem 1.1. [24, 25] Let ε be a positive constant. Consider the Kac polynomial with the
random variables ξi being iid with mean zero, variance one, bounded (2 + ε) moment, and P(ξi =
0) = 0. We have, as n tends to infinity,
Nn(R)− ENn(R)
(Var Nn(R))1/2
d−−→ N (0, 1).
Furthermore, Var Nn(R) = (K + o(1)) log n, where K = 4pi
(
1− 2pi
)
.
The proof of Maslova relied heavily on explicit computation that requires all the ci to be equal.
Only very recently, Central Limit Theorems have been established for other classes of polynomials,
via new methods. In 2015, Dalmao [5] established the CLT for binomial polynomials (the case
when ci =
√(
n
i
)
), and in 2018, Do and the second author [7] handled Weyl polynomials (ci =
1√
i!
)).
However, in both papers, the authors need to assume that the random variables ξi are standard
Gaussian and their arguments rely strongly on special properties of Gaussian processes. It remains
a major challenge to extend these results to other random variables ξi (Rademacher, for example).
For related results concerning random trigonometric polynomials, see [13, 2, 1].
The goal of this paper is to establish CLT for a large class of random polynomials where the
deterministic coefficients ci grow polynomially. We will only need a mild assumption on the ξi,
which is satisfied by most random variables used in practice. In fact, we can handle the more
general setting which does not require the ξi to be iid.
We consider
Pn(x) =
n∑
i=0
ciξix
i
where ξi are independent random variables and ci are deterministic coefficients satisfying the fol-
lowing conditions for some positive constants N0, τ1, τ2, ε and some constant ρ > −1/2.
(A1) The random variables ξi are independent (but not necessarily identically distributed) real-
valued random variables with unit variance and bounded (2+ε) moments, namely E|ξi|2+ε ≤
τ2,
(A2) Eξi = 0 for all i ≥ N0,
(A3) The coefficients ci are deterministic real numbers that grow polynomially, namely
|ci| ≤ τ2 for all 0 ≤ i < N0,
and
τ1i
ρ ≤ |ci| ≤ τ2iρ for all N0 ≤ i < n.
This class contains many interesting ensembles of polynomials including
• the Kac polynomial,
• all derivatives of the Kac polynomial (the zeroes of these polynomials are thus the critical
points of the Kac polynomial),
• hyperbolic polynomials Pn(x) =
∑n
i=0
√
L(L+1)...(L+i−1)
i! ξix
i where L is a positive constant
(see [14, 6, 11] and the references therein).
Our main result is
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Theorem 1.2. Assume that the polynomial Pn satisfies Conditions (A1)-(A3) and Var Nn(R) =
Ω(log n). Then Nn(R)−µnσn
d−−→ N (0, 1) where µn = ENn(R), σn =
√
Var Nn(R).
The condition Var Nn(R) = Ω(log n) is guaranteed for all ensembles listed above thanks to the
following lemma.
Lemma 1.3. Assume that the polynomial Pn satisfies Conditions (A1)-(A3) and there is a constant
ε > 0 such that for all i ∈
[
n− n exp
(
− log1/5 n
)
, n− exp
(
log1/5 n
)]
,
(1)
|ci|
|cn| = 1 +O
(
exp
(
− (log log n)1+ε
))
.
Then Var Nn(R) = Ω(log n).
The condition in this lemma is satisfied by all classes listed above. We obtain
Corollary 1.4. The CLT holds for the Kac polynomial and its derivatives. It also holds for
hyperbolic polynomials.
Remark 1.5. When restricted to the Kac polynomial with ξi being iid copies of an atom variable
ξ, our result strengthens Maslova’s, as the condition P(ξ = 0) = 0 in Theorem 1.1 is removed.
Notation. We use standard asymptotic notations under the assumption that n tends to infinity.
For two positive sequences (an) and (bn), we say that an = Ω(bn) or bn = O(an) or bn  an if there
exists a constant C such that bn ≤ Can. If an  bn  an, we say that bn = Θ(an). If |cn|  an
for some sequence (cn), we also write cn = O(an) or cn  an. If limn→∞ anbn = 0, we say that
an = o(bn).
2. The Universality Method
The key ingredient of our proof is the universality method. The general idea of this method is to
show that limiting laws do not depend too much on the distribution of the atom variable ξ (or the
variables ξi in general, if they are not iid). Once universality has been established, then it suffices to
prove the desired law for the case in which the ξi are Gaussian, and here one can bring extra powerful
tools such as properties of Gaussian processes; see [14, 8, 33, 31, 34, 37, 12, 34, 15, 18, 29, 30].
The universality method has been powerful in studying local statistics such as the density or
correlation functions concerning the number of roots in a small region (where the expectation is
of order Θ(1)) (see, for example, [37, 26, 6, 27]). In order to use it to prove the global law in this
paper, we need to perform a number of considerably technical steps, linking local statistics to the
global one. The proof for the Gaussian case itself also requires new ideas.
To study the real roots of Pn, we divide the real line into two regions: a core region that contains
most of the real roots and the remaining one that contains an insignificant number of real roots.
Consider small numbers 0 ≤ bn < an < 1 that depend on n and satisfy the following property for
all constant A > 0:
(2) an  log−A n.
For example, an = exp
(−(log n)1/5). We define
(3) J := Jan,bn := ±(1− an, 1− bn) ∪ ±(1− an, 1− bn)−1
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where for any given set S, we define −S := {−x : x ∈ S}, S−1 := {x−1 : x ∈ S}, and ±S := −S∪S.
For appropriate choices of an and bn, this will be our core region.
For a subset S ⊂ C, let Nn(S) = NPn(S) be the number of roots of Pn in S. Let ξ˜i be iid standard
Gaussian random variables and set
P˜n =
n∑
i=0
ciξ˜ix
i.
We denote by N˜n(S) = NP˜n(S) the number of zeros of P˜n in S.
Our main result on global universality of the real roots states that on the core J, the distributions
of the roots of Pn and P˜n are approximately the same.
Theorem 2.1. Assume that the polynomial Pn satisfies Conditions (A1)-(A3). There exist positive
constants C and c such that for every 0 ≤ bn < an < 1 satisfying (2), for sufficiently large n and
every function F : R→ R whose derivatives up to order 3 are bounded by 1, we have∣∣∣EF (Nn(J))− EF (N˜n(J))∣∣∣ ≤ Cacn + Cn−c.
Since Nn(J) is always an integer, for every real number a0 ∈ R,
P (Nn(J) ≤ a0) = P (Nn(J) ≤ ba0c) = E(F (Nn(J)))
where F is any smooth function that takes values in [0, 1] and 1(−∞,ba0c] ≤ F ≤ 1(−∞,ba0c+1).
Therefore, Theorem 2.1 implies
(4)
∣∣∣P (Nn(J) ≤ a0)− P(N˜n(J) ≤ a0)∣∣∣ ≤ Cacn + Cn−c.
Using Theorem 2.1 (not in the straightforward way), we deduce the following corollary
Corollary 2.2. Assume that the polynomial Pn satisfies Conditions (A1)-(A3). Let k ≥ 1 be an
integer. There exist positive constants C and c such that for every 0 ≤ bn < an < 1 satisfying (2)
and for sufficiently large n, we have∣∣∣E(Nkn(J))− E(N˜kn(J))∣∣∣ ≤ Cacn + Cn−c.
In particular, ∣∣∣∣Var (Nn(J))−Var (N˜n(J))∣∣∣∣ ≤ Cacn + Cn−c.
Next, we show that the contribution outside of the core is negligible.
Proposition 2.3. Assume that the polynomial Pn satisfies Conditions (A1)-(A3). Let k ≥ 2 be an
integer. There exists a positive constant C such that for every 0 ≤ bn < an < 1 satisfying (2) and
for sufficiently large n, we have
(5) ENkn (R \ J) ≤
{
C
((
log a−1n
)2k
+ logk(nbn)
)
if bn ≥ 1/n,
C
(
log a−1n
)2k
if bn < 1/n.
To prove Theorem 1.2 and Lemma 1.3, we use the universality results stated in Theorem 2.1,
Corollary 2.2 and Proposition 2.3 to reduce to the Gaussian case (i.e., the case in which the ξi are
iid standard Gaussian) with roots restricted to the core J. In particular, we prove
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Lemma 2.4. Assume that the polynomial Pn satisfies Conditions (A1)-(A3). Let c < 1 be any
positive constant, then for any an, bn satisfying
(6) (log n)2/n ≤ bn < an ≤ exp (−(log n)c) , log an
bn
= Θ(log n), and Var N˜n(J) = Ω(logn),
we have
N˜n(J)− EN˜n(J)√
Var N˜n(J)
d−−→ N (0, 1).
Lemma 2.5. Under the assumptions of Lemma 1.3, we have
Var N˜n(R) = Ω (log n) .
To illustrate the method of universality, we include here the short proof of Theorem 1.2 and Lemma
1.3 assuming Lemma 2.4 and Lemma 2.5.
Proof of Lemma 1.3. We first choose an and bn that satisfy all the conditions in Corollary 2.2 and
make the right-hand side of (5) as small as o(log n) when k = 2. In particular, we let
an = exp
(
− log1/5 n
)
, bn =
1
nan
,
and
J = ±(1− an, 1− bn) ∪ ±(1− an, 1− bn)−1.
By the triangle inequality on the 2-norm, we obtain
(7)
∣∣∣√Var Nn(R)−√Var Nn(J)∣∣∣ ≤√Var Nn(R \ J) ≤√EN2n(R \ J) = o(√log n)
where in the last equation, we used Proposition 2.3. Since P˜n is just a special case of Pn (where
the random variables ξi are iid Gaussian), we also have∣∣∣∣√Var N˜n(R)−√Var N˜n(J)∣∣∣∣ = o(√log n) .
Combining this with Lemma 2.5, we obtain
(8)
√
Var N˜n(J) =
√
Var N˜n(R) + o
(√
log n
)
= Ω
(√
log n
)
.
Applying Corollary 2.2 and (8) yields
Var Nn(J) = Var N˜n(J) +O(a
c
n) = Var N˜n(J) + o(log n) = Ω (log n) .
From this and (7),√
Var Nn(R) =
√
Var Nn(J) + o
(√
log n
)
= Ω
(√
log n
)
.
This completes the proof. 
Proof of Theorem 1.2. Let an, bn and J be as in the proof of Lemma 1.3. By the assumption that
σn =
√
Var Nn(R)
√
log n and by (7), we have√
Var Nn(J) = σn(1 + o(1))
√
log n.
By this and Corollary 2.2, we also have
(9)
√
Var N˜n(J) =
√
Var Nn(J) + o(1) = σn(1 + o(1))
√
log n.
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Thus, (6) holds and so we can apply Lemma 2.4 to get
N˜n(J)− EN˜n(J)√
Var N˜n(J)
d−→ N (0, 1).
Hence,
Nn(J)− EN˜n(J)√
Var N˜n(J)
d−→ N (0, 1)
because by (4), for any fixed a ∈ R,
P
Nn(J)− EN˜n(J)√
Var N˜n(J)
≤ a
 = P
N˜n(J)− EN˜n(J)√
Var N˜n(J)
≤ a
+ o(1) −−−→
n→∞ P(N (0, 1) ≤ a).
By Corollary 2.2,
ENn(J)− EN˜n(J) = o(1).
Combining these with (9), we get
(10)
Nn(J)− ENn(J)
σn
d−→ N (0, 1).
From Proposition 2.3, we have
ENn(R \ J) log2/5 n.
By Markov’s inequality, for any fixed a > 0, we have
P
(∣∣∣∣Nn(R \ J)− ENn(R \ J)σn
∣∣∣∣ ≥ a) ≤ 1aσnE |Nn(R \ J)− ENn(R \ J)|  log
2/5 n
a log1/2 n
−−−→
n→∞ 0.
Thus,
(11)
Nn(R \ J)− ENn(R \ J)
σn
d−→ 0
Adding (10) and (11) completes the proof. 
In Section 7, we use universality again to prove Lemma 2.5. But in this case, we will reduce general
coefficients ci to the case when ci = 1. In other words, we could swap random variables with
different means or variances. This deviates significantly from standard swapping arguments that
swap random variables with the same mean and variance.
The rest of the paper is organized as follows. Section 3 is devoted to the proof of Theorem 2.1,
Section 4 for Corollary 2.2, Section 5 for Proposition 2.3, Section 6 for Lemma 2.4, and Section 7
for Lemma 2.5.
3. Proof of Theorem 2.1
To make the idea clearer, we first prove the theorem for Nn[1 − an, 1 − bn) in place of Nn(J) and
N˜n[1− an, 1− bn) in place of N˜n(J). The original statement for Nn(J) and N˜n(J) follows from the
same arguments with some (merely technical) modifications explained in Remark 3.8.
Let δi := an/2
i for i = 0, . . . ,M − 1 where M is the smallest number such that an/2M ≤
max{1/n, bn}. Let δM := max{1/n, bn}. Note that M  log n. For each i ≤ M − 1, let Ni
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be the number of real roots of Pn in the interval [1− δi−1, 1− δi). Let NM be the number of real
roots of Pn in the interval [1− δM−1, 1− bn). We have, Nn[1− an, 1− bn) = N1 + · · ·+NM . 1
Theorem 2.1 is deduced from the following more general result that can be of independent interest.
Proposition 3.1. Let Fˆ : RM → R be any function whose every partial derivative up to order 3
is bounded by 1. We have∣∣∣EFˆ (N1, . . . , NM )− EFˆ (N˜1, . . . , N˜M)∣∣∣ = O (δc0) .
To deduce Theorem 2.1, let Fˆ be the function defined by Fˆ (x1, . . . , xM ) = F (x1 + · · · + xM ). It
is easy to check that
∥∥∥∂(3)Fˆ∥∥∥
∞
≤ 1 where
∥∥∥∂(3)Fˆ∥∥∥
∞
= maxα:|α|≤3 ||∂αFˆ ||∞ being the supremum
of all partial derivatives up to order 3 of F . By applying Proposition 3.1 to this Fˆ , Theorem 2.1
follows. 
Proof of Proposition 3.1. Let α be a sufficiently small positive constant. Let ϕ0 be a smooth
function taking values in [0, 1], supported on [−1, 1] and equal 1 at 0 with ‖φ(a)0 ‖∞ = O(1) for
all 0 ≤ a ≤ 3. For 1 ≤ i ≤ M , let φi be a smooth function taking values in [0, 1], supported on
[1− δi−1− δ1+αi , 1− δi + δ1+αi ] and equal 1 on [1− δi−1, 1− δi] with ‖φ(a)i ‖∞ = O
(
δ
−a(1+α)
i
)
for all
0 ≤ a ≤ 3.
We approximate the indicator of the interval [1− δi−1, 1− δi] by the following function defined on
the complex plane
ϕi(z) := φi(Re(z))ϕ0
(
Im(z)
δ1+αi
)
.
We have for all 0 ≤ a ≤ 3,
(12)
∥∥∥∂(a)ϕi∥∥∥∞ = O (δ−a(1+α)i ) .
Let (ζj)
n
j=1 be the roots of Pn. We’ll prove later the following lemma which asserts that the Ni
(as a sum of indicator functions) are approximated very well by
∑n
j=1 ϕi(ζj). The fact that the
functions ϕi are smooth allows us to apply analytical tools.
Lemma 3.2. We have
(13) EFˆ (N1, . . . , NM )− EFˆ
 n∑
j=1
ϕ1(ζj), . . . ,
n∑
j=1
ϕM (ζj)
 δα/80 .
Assuming Lemma 3.2, it remains to show that
(14) EFˆ
 n∑
j=1
ϕ1(ζj), . . . ,
n∑
j=1
ϕM (ζj)
 = EFˆ
 n∑
j=1
ϕ1
(
ζ˜j
)
, . . . ,
n∑
j=1
ϕM
(
ζ˜j
)+O(δα0 )
where ζ˜j are the roots of P˜n.
1 If an ≤ 1/n, we set M = 1, δ0 = δ1 = 1/n and N = N1 to be the number of real roots of Pn in the interval
[1− an, 1− bn).
Generally, there is no difference in our proof if an interval of interest includes one of its endpoints or not. So, for
example, if one cares about Nn(1− an, 1− bn) instead of Nn[1− an, 1− bn), one can use the exact same analysis.
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We shall use the fact that for mi := δ
−11α
i ,
(15)
∣∣∣∣∣∣
n∑
j=1
ϕi(ζj)− 2δ
2
i
9mi
mi∑
k=1
log |Pn(wik)|4ϕi(wik)
∣∣∣∣∣∣ = O(δαi )
with probability at least 1−O (δαi ), where wik are chosen independently, uniformly at random from
the ball B(1 − 3δi/2, 2δi/3) and are independent of all previous random variables. We defer the
proof of this fact to Appendix 8.1 as it is similar to proving [6, Equation (4.20)].
Since
∑M
i=1 δ
α
i  δα0 , by applying (15), the left-hand side of (14) equals
EK(log |Pn(wik)|) i=1,...,M
k=1,...,mi
+O(δα0 )
and the right-hand side of (14) equals
EK(log |P˜n(wik)|) i=1,...,M
k=1,...,mi
+O(δα0 )
where
K(xik) i=1,...,M
k=1,...,mi
:= Fˆ
(
2δ21
9m1
m1∑
k=1
x1k4ϕ1(w1k), . . . , 2δ
2
M
9mM
mM∑
k=1
xMk4ϕM (wMk)
)
.
By (12) and the assumption on the derivatives of Fˆ ,
(16)
‖K‖∞ = O(1),
∥∥∥∥ ∂K∂xik
∥∥∥∥
∞
= O
(
δ−2αi
)
,
∥∥∥∥ ∂2K∂xik∂xi′k′
∥∥∥∥
∞
= O
(
δ−2αi δ
−2α
i′
)
,
and
∥∥∥∥ ∂3K∂xik∂xi′k′∂xi′′k′′
∥∥∥∥
∞
= O
(
δ−2αi δ
−2α
i′ δ
−2α
i′′
)
for all i, i′, i′′, k, k′, k′′.
We will show the following lemma.
Lemma 3.3. There exists a constant α0 > 0 such that for every constant α ∈ (0, α0], every function
K : Rm1+···+mM → R that satisfies (16) and every wik in B(1− 3δi/2, 2δi/3), we have
|EK(log |Pn(wik)|)ik − EK(log |P˜n(wik)|)ik| = O(δα0 ).
By assuming Lemma 3.3 and conditioning on the wik, (14) follows. So does Proposition 3.1. 
Proof of Lemma 3.2. By the derivative assumption on Fˆ , we have
Fˆ (N1, . . . , NM )− Fˆ
 n∑
j=1
ϕ1(ζj), . . . ,
n∑
j=1
ϕM (ζj)
 M∑
i=1
∣∣∣∣∣∣Ni −
n∑
j=1
ϕi(ζj)
∣∣∣∣∣∣ .
For each i ≤ M, |Ni −
∑n
j=1 ϕi(ζj)| is bounded by the number of roots of Pn in the union of
the sets S1, S2, S3 where S1 is the set of all complex numbers whose real part lies in [1 − δi−1 −
δ1+αi , 1− δi + δ1+αi ] \ {0} and complex part in [−δ1+αi , δ1+αi ], S2 := [1− δi−1 − δ1+αi , 1− δi−1], and
S3 := [1− δi, 1− δi + δ1+αi ].
To show that the number of roots on these sets is negligible, we use the following lemma from [6].
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Lemma 3.4. [6, Lemma 5.1] There exists a constant α0 > 0 such that for all 0 < α ≤ α0 and all
x ∈ R with |x| ∈ [1− δi−1 − δ1+αi , 1− δi + δ1+αi ],
P
(
Nn(B(x, 2δ
1+α
i )) ≥ 2
)
= Oα
(
δ
3α/2
i
)
where B(x,R) is the disk with center x and radius R in the complex plane.
To show that ENn(S1) is small, we note that S1 is contained in a union of Θ(δ−αi ) small balls
of radius 2δ1+αi . By Lemma 3.4, the union bound and the fact that the complex roots come in
conjugate pairs, we have
P (Nn(S1) > 0) ≤
∑
small balls
P (number of roots in a small ball is at least 2) δ−αi δ3α/2i = δα/2i .
Thus, Nn(S1) = 0 except on an event, named A1, of probability at most O
(
δ
α/2
i
)
.
To show that the contribution of A1 is negligible and to conclude that ENn(S1) = O
(
δ
α/8
i
)
, we
use the following lemma on large deviation of the number of roots.
Lemma 3.5 (Bounded number of roots). For any positive constants A and k, there exists a constant
C such that for every n ≥ C, every 1/n ≤ δ ≤ 1/C and z ∈ C with 1− 2δ ≤ |z| ≤ 1− δ + 1/n, we
have
(17) P (Nn (B (z, δ/2)) ≥ C log(1/δ)) ≤ CδA,
and
(18) ENkn (B (z, δ/2)) ≤ C logk(1/δ).
Assume Lemma 3.5. Since S1 ⊂ B
(
1− 3δi2 , δi2 + δ1+αi
)
, applying (18) to this ball and Ho¨lder’s
inequality, we obtain
(19) ENn(S1) = ENn(S1)1A1 ≤
(
EN2n(S1)
)1/2
(P(A1))1/2 ≤ Cδα/4i log
1
δi
≤ Cδα/8i .
For S2 ∪ S3, by [6, Theorem 2.4], we have ENn(S2 ∪ S3) = EN˜n(S2 ∪ S3) +O
(
δ
α/2
i
)
. To estimate
EN˜n(S2 ∪ S3), we use Kac-Rice formula ([19, 8]),
(20) EN˜n(a, b) =
1
pi
∫ b
a
√∑n
i=0
∑n
j=i+1 c
2
i c
2
j (j − i)2t2i+2j−2∑n
i=0 c
2
i t
2i
dt.
By a standard algebraic manipulation which is elaborated in Appendix 8.2, we get
(21) EN˜n(S2 ∪ S3) = O
(
δ
α/2
i
)
.
Putting the bounds together, we obtain ENn(S2 ∪ S3) = O
(
δ
α/2
i
)
.
By combining this with (19), it follows that the left-hand side of (13) is bounded byO
(∑M
i=1 δ
α/8
i
)
=
O
(
δ
α/8
0
)
, proving (13) and Lemma 3.2. 
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Proof of Lemma 3.5. We use Jensen’s inequality (whose proof can be found in, for example, [27,
Appendix 15.5]) which asserts that for every entire function f , every z ∈ C and 0 < r < R,
(22) Nf (B(z, r)) ≤
log M1M2
log R
2+r2
2Rr
where M1 = supw∈B(z,R) |f(w)| and M2 = supw∈B(z,r) |f(w)|. Applying this inequality to the
polynomial Pn gives
(23) Nn (B(z, δ/2)) log M1
M2
where M1 = supw∈B(z,2δ/3) |Pn(w)| and M2 = supw∈B(z,δ/2) |Pn(w)|.
We shall prove that for a large constant C and for every a ∈ [1, nδ],
(24) P (Nn (B(z, δ/2)) ≥ Ca− C log δ) a−AδA
where the implicit constant only depends on A and C. Setting a = 1, we obtain (17). Setting
A = 2k, letting a run from 1 to nδ and using the fact that Nn(B(z, δ/2)) ≤ n with probability 1,
we obtain (18), completing the proof.
From (23), to prove (24), if suffices to show that
(25) P (M1 ≥ exp (Ca− C log δ)) a−AδA
and
(26) P (M2 ≤ exp (−Ca+ C log δ)) a−AδA.
Since
M1 ≤
n∑
i=0
|ci||ξi||z|i,
we have EM1  δ−O(1) by Conditions (A1) and (A3). The bound (25) then follows from Markov’s
inequality.
For (26), writing z = reiθ and observing that the set {w = reiθ′ : θ′ ∈ [θ − δ/10, θ + δ/10]} is a
subset of B(z, δ/2), we have
P (M2 ≤ exp (−Ca+ C log δ)) ≤ P
 sup
θ′∈[θ−δ/10,θ+δ/10]
∣∣∣∣∣∣
n∑
j=0
cjξjr
jeijθ
′
∣∣∣∣∣∣ ≤ exp (−Ca+ C log δ)
 .
By taking the supremum outside, the right-hand side is at most
sup
θ′∈[θ−δ/10,θ+δ/10]
P
∣∣∣∣∣∣
n∑
j=0
cjξjr
jeijθ
′
∣∣∣∣∣∣ ≤ exp (−Ca+ C log δ)

and hence, by projecting onto the real line and conditioning on the random variables (ξj)j /∈[1,a/δ],
it is bounded by
sup
θ′∈[θ−δ/10,θ+δ/10]
sup
Z∈R
P
∣∣∣∣∣∣
a/δ∑
j=1
cjξjr
j cos(jθ′)− Z
∣∣∣∣∣∣ ≤ exp (−Ca+ C log δ)
 .
We use the following anti-concentration lemma from [27].
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Lemma 3.6. [27, Lemma 9.2] Let E be an index set of size M ∈ N, and let (ξj)j∈E be independent
random variables satisfying Condition (A1). Let (ej)j∈E be deterministic (real or complex) coeffi-
cients with |ej | ≥ e¯ for all j and for some number e¯ ∈ R+. Then for any constant B ≥ 1, any
interval I ⊂ R of length at least M−B, there exists θ′ ∈ I such that
sup
Z∈R
P
∣∣∣∣∣∣
∑
j∈E
ejξj cos(jθ
′)− Z
∣∣∣∣∣∣ ≤ e¯M−16B2
M−B/2
where the implicit constant depends only on B and the constants in Condition (A1).
Applying Lemma 3.6 with B = 2A, E = [1, a/δ],M = a/δ, I = [θ − δ/10, θ + δ/10], ej = cjrj and
e¯ = δ
ae3a
(where we use Condition (A3) and the assumption that r = |z| ≥ 1− 2δ to get |ej | ≥ e¯),
we obtain θ′ ∈ [θ − δ/10, θ + δ/10] such that for a sufficiently large constant C,
sup
Z∈R
P
∣∣∣∣∣∣
a/δ∑
j=1
cjξjr
j cos(jθ′)− Z
∣∣∣∣∣∣ ≤ exp (−Ca+ C log δ)
 (a/δ)−A = a−AδA
which gives (26) and completes the proof of Lemma 3.5. 
In order to prove Lemma 3.3, we first prove the following smooth version where we disregard the
singularity of the logarithm function. The proof of Lemma 3.3 follows by a routine smoothening
argument that we defer to Appendix 8.3.
Lemma 3.7. There exists a constant α0 > 0 such that for every α ∈ (0, α0], every smooth 2
function L : Cm1+···+mM → R that satisfies (16) and every wik in B(1− 3δi/2, 2δi/3), we have
(27)
∣∣∣∣∣∣∣EL
(
Pn(wik)√
V (wik)
)
i=1,...,M
k=1,...,mi
− EL
(
P˜n(wik)√
V (wik)
)
i=1,...,M
k=1,...,mi
∣∣∣∣∣∣∣ = O(δα0 ),
where V (w) :=
∑n
j=N0
|cj |2|w|2j and N0 is the constant in Conditions (A2) and (A3).
Proof of Lemma 3.7. We use the Lindeberg swapping argument. Let Pi0(z) =
∑i0−1
i=0 ciξ˜iz
i +∑n
i=i0
ciξiz
i, for 0 ≤ i0 ≤ n + 1. We have P0 = Pn and Pn+1 = P˜n and Pi0+1 is obtained
from Pi0 by replacing the random variable ξi0 by ξ˜i0 . Let
Ii0 :=
∣∣∣∣∣EL
(
Pi0(wik)√
V (wik)
)
ik
− EL
(
Pi0+1(wik)√
V (wik)
)
ik
∣∣∣∣∣ .
The left-hand side of (27) is bounded by
∑n
i0=0
Ii0 . Fix i0 ∈ [N0, n+ 1] (where N0 is the constant
in Conditions (A2) and (A3)) and let
Yik :=
Pi0(wik)√
V (wik)
− ci0ξi0w
i0
ik√
V (wik)
for 1 ≤ i ≤M, 1 ≤ k ≤ mi. We have
Pi0+1(wik)√
V (wik)
= Yik +
ci0 ξ˜i0w
i0
ik√
V (wik)
.
2By “smooth”, we mean that L has continuous derivatives up to order 3.
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Conditioned on the ξj and ξ˜j for all j 6= i0, the Yik are fixed. To bound Ii0 , we reduce to bounding
(28) di0 :=
∣∣∣∣∣Eξi0 ,ξ˜i0 Lˆ
(
ci0ξi0w
i0
ik√
V (wik)
)
ik
− Eξi0 ,ξ˜i0 Lˆ
(
ci0 ξ˜i0w
i0
ik√
V (wik)
)
ik
∣∣∣∣∣ .
where Lˆ = Lˆi0(xik)ik := L(Yik+xik)ik. Note that this function Lˆ also satisfies (16) because L does.
Let aik,i0 =
ci0w
i0
ik√
V (wik)
. By Condition (A3), we have
(29) V (wik)
2δ−1i∑
j=δ−1i
j2ρ
(
1− 13δi/6
)2j  δ−1−2ρi
and
(30)
∣∣∣ci0wi0ik∣∣∣ iρ0(1− δi/6)i0  iρ0 exp (−i0δi/6) max{1, δ−ρi }.
Since ρ > −1/2, we have from (29) and (30) that
(31) |aik,i0 |  δα1i
for some constant α1 > 0. Taylor expanding Lˆ around the origin, we obtain
(32) Lˆ(aik,i0ξi0)ik = Lˆ(0) + Lˆ1 + err1,
where
Lˆ1 =
d Lˆ(aik,i0ξi0t)ik
d t
∣∣∣∣∣
t=0
=
∑
ik
∂Lˆ(0)
∂ Re(zik)
Re(aik,i0ξi0) +
∑
ik
∂Lˆ(0)
∂ Im(zik)
Im(aik,i0ξi0).
Since Lˆ satisfies (16), we have
| err1 | ≤ sup
t∈[0,1]
∣∣∣∣∣12 d2 Lˆ(aik,i0ξi0t)ikd t2
∣∣∣∣∣
 |ξi0 |2
∑
ik,i′k′
|aik,i0 ||ai′k′,i0 |δ−2αi δ−2αi′  |ξi0 |2
(∑
ik
|aik,i0 |δ−2αi
)2
.
Expanding to the next derivative, we have, in a similar manner,
(33) Lˆ(aik,i0ξi0)ik = Lˆ(0) + Lˆ1 +
1
2
Lˆ2 + err2,
where Lˆ2 =
d2 Lˆ(aik,i0ξi0 t)ik
d t2
∣∣∣∣
t=0
and
| err2 |  |ξi0 |3
(∑
ik
|aik,i0 |δ−2αi
)3
.
By definition, | err2 | =
∣∣∣err1−12 Lˆ2∣∣∣  |ξi0 |2(∑ik |aik,i0 |δ−2αi )2. Using interpolation, Ho¨lder’s in-
equality and mi = δ
−11α
i , we get
| err2 |  |ξi0 |2+ε
(∑
ik
|aik,i0 |δ−2αi
)2+ε
 |ξi0 |2+εM1+ε
M∑
i=1
δ−50αi
(
mi∑
k=1
|aik,i0 |2
)(2+ε)/2
.
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All of these estimates also hold for ξ˜i0 in place of ξi0 . Since ξi0 and ξ˜i0 have the same first and
second moments and they both have bounded (2 + ε) moments, we get
di0 = |E err2 | M1+ε
M∑
i=1
δ−50αi
(
mi∑
k=1
|aik,i0 |2
)(2+ε)/2
.
Taking expectation with respect to the remaining variables shows that the same upper bound holds
for Ii0 for all N0 ≤ i0 ≤ n + 1. By (31), choosing α to be sufficiently small compared to α1, we
have
(∑mi
k=1 |aik,i0 |2
)ε/2  δ(2α1−11α)ε/2i  δ100αi . Hence,
n+1∑
i0=N0
Ii0 M1+ε
n+1∑
i0=N0
M∑
i=1
δ50αi
mi∑
k=1
|aik,i0 |2  log2 n
M∑
i=1
δ2αi  (log2 n)δ2α0  δα0 ,
where we used M  log n, ∑n+1i0=N0 |aik,i0 |2 = 1 and (2).
For 0 ≤ i0 < N0, instead of (32) and (33), we use mean value theorem to get a rough bound
Lˆ(aik,i0ξi0)ik = Lˆ(0) +O
(
|ξi0 |
∑
ik
δ−2αi |aik,i0 |
)
,
which by the same arguments as above gives
Ii0 M1/2
(
M∑
i=1
δ−50αi
mi∑
k=1
|aik,i0 |2
)1/2
 log1/2 n
√√√√ M∑
i=1
δ2α1−61αi  δα0 .
Taking all these bounds together, we get
∑n+1
i0=0
Ii0  δα0 . This completes the proof of Lemma
3.7. 
Remark 3.8. Going back to the deduction at the beginning of the proof, to prove the original
statement of Theorem 2.1 for Nn(J) and N˜n(J), at first, we decompose Nn(J) and N˜n(J) into the
sum of the numbers of real roots in the intervals [1−δi−1, 1−δi), −[1−δi−1, 1−δi), [1−δi−1, 1−δi)−1
and −[1 − δi−1, 1 − δi)−1. The intervals [1 − δi−1, 1 − δi) have been dealt with as we have seen.
The number of real roots of Pn in the intervals −[1− δi−1, 1− δi) is treated as the number of real
roots in [1 − δi−1, 1 − δi) of the polynomial Pn(−z) =
∑n
i=0(−1)iciξizi. The number of real roots
of Pn in the intervals [1− δi−1, 1− δi)−1 is treated as the number of real roots in [1− δi−1, 1− δi)
of the polynomial Rn(z) =
zn
cn
Pn(z
−1) =
∑n
i=0
cn−i
cn
ξn−izi. And the number of real roots of Pn
in the intervals −[1 − δi−1, 1 − δi)−1 is treated as the number of real roots in [1 − δi−1, 1 − δi) of
the polynomial Rn(−z). Like Pn, the polynomial Pn(−z) satisfies Condition (A3) and hence, all
of the above arguments work for Pn(−z). Observe that most of the coefficients cn−icn of Rn satisfy
Condition A3 with ρ = 0 (and the contribution of the remaining coefficients can be shown to be
negligible). We leave it as an exercise for the interested reader that the arguments used for Pn also
hold for Rn and hence also for Rn(−z).
4. Proof of Corollary 2.2
We define δ0, . . . , δM , N1, . . . , NM as in the beginning of the proof of Theorem 2.1. Note that
δi ≥ δM ≥ 1/n and δc0 = Θ (acn + n−c).
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Assuming the first part of Corollary 2.2, the second part follows immediately by observing that
(ENn(J))2 −
(
EN˜n(J)
)2  δc0 (2ENn(J) +O(δc0)) δc0 log2 n δc/20
where in the first inequality, we used the first part of Corollary 2.2 for k = 1, in the second
inequality, we used (18) to get that
ENn(J)
M∑
i=1
log(1/δi) ≤
M∑
i=1
log n log2 n,
and in the last inequality, we used (2).
To prove the first part of Corollary 2.2, we first reduce to the interval [1− an, 1− bn) as explained
in Remark 3.8, namely, it suffices to show that
(34)
∣∣∣E(Nkn [1− an, 1− bn))− E(N˜kn [1− an, 1− bn))∣∣∣ ≤ Cδc0.
We write N := Nn[1−an, 1− bn), N˜ := N˜n[1−an, 1− bn). Let A be the event on which N ≤ log4 n
(here, 4 can be replaced by any large constant). Let F be a smooth function that is supported
on the interval [−1, log4 n + 1] and F (x) = xk for all x ∈ [0, log4 n]. Since N is always an integer,
it holds that Nk1A = F (N). The function F can be chosen such that all of its derivatives up to
order 3 are bounded by O
(
log4k n
)
. Applying Theorem 2.1 to the rescaled function (log n)−4kF ,
we obtain ∣∣∣ENk1A − EN˜k1A˜∣∣∣ = ∣∣∣EF (N)− EF (N˜)∣∣∣ δ2c0 log−4k n δc0
for some small constant c where A˜ is the corresponding event on which N˜ ≤ log4 n.
To finish the proof, we show that the contribution from the complement of A is negligible, i.e.,
ENk1Ac  δc0.
Since M  log n  δ−c/20 by (2) and since Nk ≤ Mk
∑M
i=0N
k
i , it suffices to show that for all i,
ENki 1Ac  δ2c0 . Let Ai be the event on which Ni ≤ log3(1/δi). Note that
⋂M
i=1Ai ⊂ A. Let A be
a large constant. By (17) of Lemma 3.5, P(Aci ) δAi . Thus,
P(Ac) ≤
M∑
i=1
P(Aci )
M∑
i=1
δAi  δA0 .
This together with (18) of Lemma 3.5 give
ENk1Ac  logk n
M∑
i=1
ENki 1Ac  logk n
M∑
i=1
(
EN2ki
)1/2
(P(Ac))1/2  logk n
M∑
i=1
δ
A/2
0
(
log
1
δi
)2k
.
Since δi ≥ 1/n, the right most side is at most (log4k n)δA/20  δA/2−10  δc0 by (2) and by choosing
A ≥ 3. This completes the proof of Corollary 2.2.
5. Proof of Proposition 2.3
Let A be the right-hand side of (5):
A :=
{(
log a−1n
)2k
+ logk(nbn) if bn ≥ 1/n,(
log a−1n
)2k
if bn < 1/n.
.
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Writing R \ J as a union of four sets T1 := [0, 1] \ J, T2 := [−1, 0] \ J, T3 := (1,∞) \ J and
T4 := (−∞,−1) \ J and using triangle inequality, we reduce Proposition 2.3 to showing that for
each 1 ≤ i ≤ 4,
(35) ENkPn(Ti) = EN
k
n(Ti) A.
As explained in Remark 3.8, it suffices to show (35) for i = 1. Since A 1, by triangle inequality,
(35) follows from showing that for some large constant C,
(36) ENkn [0, 1− 1/C] 1,
(37) ENkn(1− 1/C, 1− an)
(
log a−1n
)2k
,
(38) ENkn
(
1− an
n
, 1
)
 1,
and
(39) ENkn
(
1− bn, 1− an
n
)
 A
where we note that if 1 − bn > 1 − ann then the interval
(
1− bn, 1− ann
)
is empty and (39) is
vacuously true.
The bound (36) is precisely the content of [6, Lemma 2.5].
For (37), dividing the interval (1 − 1/C, 1 − an) into dyadic intervals I0 :=
(
1− 1C , 1− 12C
]
, I1 :=(
1− 12C , 1− 14C
]
, . . . , Im :=
(
1− 12mC , 1− an
)
(where 12mC ≥ an > 12m+1C ) and applying triangle
inequality together with (18), we obtain(
ENkn(1− 1/C, 1− an)
)1/k ≤ m∑
i=0
(
ENkn(Ii)
)1/k  m∑
i=0
log(2iC) (log a−1n )2.
Thus,
ENkn(1− 1/C, 1− an) (log a−1n )2k
proving (37).
To prove (38) and (39), applying (34) to the intervals
(
1− ann , 1
)
and
(
1− bn, 1− ann
)
, we get∣∣∣ENkn (1− ann , 1)− EN˜kn (1− ann , 1)∣∣∣ n−c  1
and ∣∣∣ENkn (1− bn, 1− ann )− EN˜kn (1− bn, 1− ann )∣∣∣ ≤ Cbcn + Cn−c  1 A.
Thus, it remains to prove (38) and (39) when the random variables ξi are iid standard Gaussian.
So for the rest of this proof, we assume that it is the case. For (38), we use Ho¨lder’s inequality and
(18) to conclude that
ENkn
(
1− an
n
, 1
)
≤
(
EN2k−1n
(
1− an
n
, 1
))1/2 (
ENn
(
1− an
n
, 1
))1/2
 (log n)2k−1
(
ENn
(
1− an
n
, 1
))1/2
.(40)
Using the Kac-Rice formula (20), we get
(41) ENn
(
1− an
n
, 1
)
=
1
pi
∫ 1
1−an
n
√∑n
i=0
∑n
j=i+1 c
2
i c
2
j (j − i)2t2i+2j−2∑n
i=0 c
2
i t
2i
dt
∫ 1
1−an
n
ndt = an.
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where we used |j − i| ≤ n+ 1 and ∑ni=0∑nj=i+1 c2i c2j t2i+2j = (∑ni=0 c2i t2i)2. Plugging this into (40)
and using (2), we obtain
(42) ENkn
(
1− an
n
, 1
)
 (log n)2k−1a1/2n  1.
Finally, we prove (39). For any x, y ∈ R, let
(43) V (x) := Var Pn(x) =
n∑
i=0
c2ix
2i
and
(44) r(x, y) :=
EPn(x)Pn(y)√
V (x)
√
V (y)
=
∑n
i=0 c
2
ix
iyi√
(
∑n
i=0 c
2
ix
2i)(
∑n
i=0 c
2
i y
2i)
.
We will use the following lemma that bounds the probability that the polynomial Pn has many
roots in a small interval.
Lemma 5.1. Assume that the random variables ξi are iid standard Gaussian. There exists a
constant C0 such that for any 0 < s < 1, any k, l ≥ 2, 1 − 1C0 ≤ x < t < 1 and y, z ∈ (x, t)
satisfying
log
1− x
1− y = log
1− z
1− t = δ
for some δ ∈ (0, 1/2C0], we have
(45) P(Nn(x, y) ≥ k) (C0δ)ks
and
(46) P(Nn(x, y) ≥ k,Nn(z, t) ≥ l) (C0δ)2ks + (C0δ)2ls + (C0δ)
(k+l)s√
1− r2(y, t) ,
where the implicit constants depend only on s, not on k, l, x, y, δ.
We now prove (39), assuming Lemma 5.1. In fact, we will use only (45); (46) is needed in later
sections.
Proof of (39). By (45), for every interval [x, y] with
(47) 1− bn ≤ x < y < 1− an
n
and log
1− x
1− y =
1
C
,
where C is a sufficiently large constant, we have
ENkn(x, y) ≤ ENn(x, y) +
∞∑
j=2
jkP (Nn(x, y) = j) ENn(x, y) +
∞∑
j=2
jk2−j = ENn(x, y) +O(1).
Dividing the interval
(
1− bn, 1− ann
)
into O
(
log nan + log bn
)
= O
(
log nbnan
)
intervals that satisfy
(47), we obtain
(48) ENkn
(
1− bn, 1− an
n
)

(
log
nbn
an
)k−1
ENn
(
1− bn, 1− an
n
)
+
(
log
nbn
an
)k−1
.
So, (39) follows from (48) and the following
(49) ENn
(
1− bn, 1− an
n
)
 max{1, log(nbn)}
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which can be deduced from
(50) ENn
(
1− bn, 1− C
n
)
 log(nbn) if bn ≥ C/n
and
(51) ENn
(
1− C
n
, 1− an
n
)
 1.
To prove (50), let ci,ρ :=
√
(2ρ+1)...(2ρ+i)
i! . We have ci,ρ = Θ(ci) for all i ≥ N0 thanks to assumption
A3.
Using Kac-Rice formula (20), we have
(52) ENn
(
1− bn, 1− C
n
)

∫ 1−C
n
1−bn
√∑n
i=0
∑n
j=i+1 c
2
i,ρc
2
j,ρ(j − i)2t2i+2j−2∑n
i=0 c
2
i,ρt
2i
dt.
We use [6, Lemma 10.3] with h(k) = c2i,ρ which estimates the above integrand uniformly over the
interval
(
1− bn, 1− Cn
)
and asserts that√∑n
i=0
∑n
j=i+1 c
2
i,ρc
2
j,ρ(i− j)2t2i+2j−2∑n
i=0 c
2
i,ρt
2i

√
2ρ+ 1
2pi(1− t) + (1− t)
ρ−1/2 +
1
n(1− t)2 .
which is  11−t by the assumption ρ > −1/2.
That gives (50) because
(53) ENn
(
1− bn, 1− C
n
)

∫ 1−C
n
1−bn
1
1− tdt log n+ log bn = log(nbn).
For (51), we use the same bound as in (41) to obtain
(54) ENn
(
1− C
n
, 1− an
n
)

∫ 1−an
n
1−C
n
ndt 1.
This proves (51) and completes the proof of (39). 
Proof of Lemma 5.1. We start by proving (46). By Rolle’s theorem and the fundamental theorem
of calculus, if P has at least k zeros in the interval (x, y) then
|Pn(y)| ≤
∫ y
x
∫ y1
x
· · ·
∫ yk−1
x
|P (k)n (yk)|dyk . . . dy1 =: Ix,y.
Therefore,
P(Nn(x, y) ≥ k,Nn(z, t) ≥ l) ≤ P
(
Ix,y ≥ ε1
√
V (y)
)
+ P
(
Iz,t ≥ ε2
√
V (t)
)
+ P
(
|Pn(y)| ≤ ε1
√
V (y), |Pn(t)| ≤ ε2
√
V (t)
)
where ε1 := (C0δ)
ks, ε2 := (C0δ)
ls and
(55) V (x) = Var Pn(x) =
n∑
i=0
c2ix
2i.
18 OANH NGUYEN AND VAN VU
By (A3), we have the following estimate whose proof is deferred to Appendix 8.4 as it is merely
algebraic:
(56) V (x) =
Θ(1)
(1− x+ 1/n)2ρ+1 ∀x ∈ (1− 1/C, 1).
Since
(
Pn(y)√
V (y)
, Pn(t)√
V (t)
)
is a Gaussian vector with mean 0 and covariance matrix
[
1 r(y, t)
r(y, t) 1
]
,
we have
P
(
|Pn(y)| ≤ ε1
√
V (y), |Pn(t)| ≤ ε2
√
V (t)
)
 ε1ε2√
1− r2(y, t) .
It remains to show that
(57) P
(
Ix,y ≥ ε1
√
V (y)
)
 (C0δ)2ks.
Since 0 < s < 1, there exists h > 0 such that s = 2+h4+h . By Markov’s inequality, we have(
ε1
√
V (y)
)2+h
P
(
Ix,y ≥ ε1
√
V (y)
)
≤ E
(∫ y
x
∫ y1
x
· · ·
∫ yk−1
x
|P (k)n (yk)|dyk . . . dy1
)2+h
.
By Ho¨lder’s inequality, the right-hand side is at most(
(y − x)k
k!
)1+h
E
∫ y
x
∫ y1
x
· · ·
∫ yk−1
x
|P (k)n (yk)|2+hdyk . . . dy1
and so (
ε1
√
V (y)
)2+h
P
(
Ix,y ≥ ε1
√
V (y)
)
≤
(
(y − x)k
k!
)2+h
sup
w∈(x,y)
E|P (k)n (w)|2+h.(58)
For each w ∈ (x, y), since P (k)n (w) is a Gaussian random variable, using the hypercontractivity
inequality for the Gaussian distribution (see, for example, [4, Corollary 5.21]), we have for some
constant C,
E|P (k)(w)|2+h 
(
E|P (k)n (w)|2
) 2+h
2 
(
Ck(k!)2
(1− y + 1/n)2ρ+2k+1
) 2+h
2
where in the last inequality, we used an estimate similar to (56).
Plugging this and (56) into (58), we obtain
P
(
Ix,y ≥ ε1
√
V (y)
)
 (1− y + 1/n)
(2ρ+1)(2+h)
2
ε2+h1
(
(y − x)k
k!
)2+h(
Ck(k!)2
(1− y + 1/n)2ρ+2k+1
) 2+h
2
which gives
P
(
Ix,y ≥ ε1
√
V (y)
)
 1
ε2+h1
(
C
y − x
1− y + 1/n
)k(2+h)
 1
ε2+h1
(
C
y − x
1− y
)k(2+h)
.
Using ε1 = (C0δ)
ks, y−x1−y =
1−x
1−y − 1 = eδ − 1 ≤ 2δ for δ ≤ 12C0 and s = 2+h4+h , we get
(59) P
(
Ix,y ≥ ε1
√
V (y)
)
 1
(C0δ)ks(2+h)
(2Cδ)k(2+h)  (C0δ)2ks
by choosing C0 ≥ 2C. This proves (46).
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The inequality (45) is obtained by the same reasoning:
P(Nn(x, y) ≥ k) ≤ P
(
Ix,y ≥ ε1
√
V (y)
)
+ P
(
|Pn(y)| ≤ ε1
√
V (y)
)
 (C0δ)2ks + ε1  (C0δ)ks.
This completes the proof of Lemma 5.1. 
6. Proof of Lemma 2.4
Since the lemma only involves Gaussian random variables ξ˜i, we simplify the notation and write ξi
for ξ˜i and Nn(S) for N˜n(S) (this helps us to avoid multiple superscripts later on). Thus, for this
section, ξi ∼ N(0, 1) for all i.
We will adapt the argument in Maslova [25], which is to approximate the number of roots by a sum of
independent random variables. Since the random variables ξi are now standard Gaussian, numerous
technical steps in [25], which may be impossible to reproduce without having c0 = · · · = cn = 1,
can be greatly simplified and applied to our general setting thanks to special properties of Gaussian
variables.
Step 1: Approximate the number of real roots by the number of sign changes.
Let V and r be defined as in (43) and (44). Lemma 5.1 asserts that in a small interval, it is unlikely
that the polynomial Pn has more than 1 root. If Pn has at most 1 root in an interval (a, b) and does
not vanish at a and b then Nn(a, b) = 1 if Pn(a) and Pn(b) have different signs and Nn(a, b) = 0
otherwise. Hence, on a small interval (a, b), it is reasonable to approximate Nn(a, b) by the number
of sign changes:
(60) N signn (a, b) =
1
2
− 1
2
sign(Pn(a)Pn(b))
where
sign(x) :=

1 if x > 0,
0 if x = 0,
−1 if x > 0.
The following lemma estimates the accuracy of this approximation for a long interval.
Lemma 6.1 (Approximate by sign changes). Assume that the ξi are iid standard Gaussian. For
any positive constant ε, there exist constants C,C ′ such that the following holds. Let T > 1/C
and a, b be such that 1 − an ≤ a < b ≤ 1 − bn and log 1−a1−b = T . Let j0 = δ−1 log(1 − a)−1 and
j1 = δ
−1 log(1− b)−1 where δ is any number with
exp(−(log log n)1+ε) < δ < 1/C.
Assume (without loss of generality) that j0 and j1 are integers and let xj = 1 − exp(−jδ) for all
j = j0, . . . , j1. Let
S = Sa,b,δ = Nn[a, b) =
j1−1∑
j=j0
Nn[xj , xj+1) and S
sign = Ssigna,b,δ =
j1−1∑
j=j0
N signn (xj , xj+1).
Then
E(S − Ssign)2 ≤ C ′T 2δ1−ε.
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Step 2: Truncate the polynomial Pn to get independence.
Assume Lemma 6.1 for a moment. The next trick (following Maslova) is to show that N sign(x, y)
and N sign(z, t) (in some rough sense) are independent, whenever the intervals (x, y) and (z, t)
are relatively far apart. This allows us to approximate Nn(J) by a sum of independent random
variables, from which we can derive a Central Limit Theorem.
For any x ∈ [1− an, 1− bn], let
(61) Ax = log(1− x)−1,mx = (1− x)−1A−αx , and Mx = α(1− x)−1 logAx
where α is a large constant to be chosen.
Define a truncated version of Pn by
Q(x) =
Mx∑
j=mx
cjξjx
j .
We get Q from P by a truncation in which the truncation points mx and Mx depend on the value
of x. Let
ρ′ = min{1, 1 + 2ρ} > 0.
The following lemma asserts that Q is a good approximation of Pn and that Q(x) and Q(y) are
independent when x and y are far apart. We deffer the routine proof of this lemma to Appendix
8.6.
Lemma 6.2. For every x ∈ [1− an, 1− bn], it holds that
(62) 0 ≤ Var Pn(x)−Var Q(x) = Var (Pn(x)−Q(x)) A−αρ′x EP 2n(x),
Moreover, if 1 − an ≤ x < y ≤ 1 − bn and if log 1−x1−y ≥ 2α log logn then Q(x) and Q(y) are
independent because
Mx < my.
Let
(63) N trunPn (x, y) = N
trun(x, y) :=
1
2
− 1
2
sign(Q(x)Q(y))
be the sign change of Q on the interval (x, y). In the next lemma, we show that N trun is a good
approximation of the corresponding sign change N signn of Pn defined in (60).
Lemma 6.3 (Approximation by truncation I). Assume that the ξi are iid standard Gaussian. Let
C be any positive constant. Let 1− an ≤ x < y ≤ 1− bn with log 1−x1−y ≤ 1/C. Then
E
(
N signn (x, y)−N trun(x, y)
)2  A−αρ′/3x .
Assuming Lemma 6.3 for a moment, we proceed to obtain
Lemma 6.4 (Approximation by truncation II). Assume that the ξi are iid standard Gaussian.
There exist constants C,C ′ such that the following holds. Let T > 1/C and a, b be such that
1 − an ≤ a < b ≤ 1 − bn and log 1−a1−b = T . Let j0 = δ−1 log(1 − a)−1 and j1 = δ−1 log(1 − b)−1
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where δ is any number in (0, 1/C). Assume (without loss of generality) that j0 and j1 are integers
and let xj = 1− exp(−jδ) for all j = j0, . . . , j1. Let
Ssign = Ssigna,b,δ =
j1−1∑
j=j0
N signn (xj , xj+1) and S
trun = Struna,b,δ =
j1−1∑
j=j0
N trun(xj , xj+1).
Then
E(Strun − Ssign)2 ≤ C ′δ−2T 2
(
log
1
an
)−αρ′/3
= C ′δ−2
(
log
1− a
1− b
)2(
log
1
an
)−αρ′/3
.
Proof. By Lemma 6.3, we have
E
(
Strun − Ssign)2 ≤
j1−1∑
j=j0
[
E(N trun(xj , xj+1)−N signn (xj , xj+1))2
]1/22

j1−1∑
j=j0
A−αρ
′/6
xj
2 
j1−1∑
j=j0
(jδ)−αρ
′/6
2 .
By the definition of j0 and j1, we get
j1−1∑
j=j0
(jδ)−αρ
′/6 ≤ δ−αρ′/6(j1 − j0)j−αρ
′/6
0 = δ
−1−αρ′/6Tj−αρ
′/6
0 ≤ δ−1T
(
log
1
an
)−αρ′/6
proving Lemma 6.4. 
The following lemma controls the forth moment of Strun.
Lemma 6.5 (Bounded forth moment). Under the setting of Lemma 6.4 and an additional assump-
tion that δ ≥
(
log 1an
)−αρ′/24
, we have
(64) E
(
Struna,b,δ − EStruna,b,δ
)4  T 2(log log n)2 = (log 1− a
1− b
)2
(log log n)2.
Assuming Lemma 6.5, we are now ready for the proof of Lemma 2.4.
Step 3: Proof of Lemma 2.4.
Using the previous two steps, we shall approximate Nn(J) by a sum of independent random variables
to prove that it satisfies the CLT. We again recall that in this proof, the ξi are iid standard Gaussian
as mentioned at the beginning of this section. Recall the hypothesis (6) that
(65)
(log n)2/n ≤ bn < an ≤ exp (−(log n)c) , log an
bn
= Θ(log n), and Var Nn(J) = Ω(logn).
In particular, an satisfies Condition (2). Let α, β be any constants satisfying
(66) β ≥ 3 and 2β + 3 ≤ cαρ′/24.
Let
(67) T := log
an
bn
= Θ(log n), δ := (log n)−β,
j0 := δ
−1 log
1
an
and j1 := δ
−1 log
1
bn
.
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We have j1 − j0 = δ−1T . Let
q := δ−1T 1/8 and p := δ−1T 1/2.
Observe that q = o(p) and q grows with n. For simplicity, we will assume that j0, j1, p and q are
integers. In the case that they are not, we only need to replace them by their integer part. As
before, let xj = 1− exp(−jδ) for j = j0, . . . , j1.
Let N trunPn (xj , xj+1) be defined as in (63). By Lemmas 6.1 and 6.4, we can approximate Nn(J∩(0, 1))
by
S1
trun := Strun1−an,1−bn,δ =
j1−1∑
j=j0
N trunPn (xj , xj+1)
and get an error term
E
(
Nn(J ∩ (0, 1))− Strun1
)2  T 2δ1−ε + T 2δ−2(log 1
an
)−αρ′/3
= o(log n)
where in the last inequality, we used (65) and (66).
Combining this with the assumption that Var Nn(J) = Ω(log n), we get
(68) E
(
Nn(J ∩ (0, 1))− Strun1
)2
= o(log n) = o(Var Nn(J)).
Similarly, for the interval J ∩ (−1, 0), we approximate the number of real roots by
Strun2 :=
j1−1∑
j=j0
N trunPn (−xj+1,−xj).
And for the intervals J ∩ (1,∞) and J ∩ (−∞,−1), we respectively use
Strun3 :=
j1−1∑
j=j0
N trunRn (xj , xj+1) and S
trun
4 :=
j1−1∑
j=j0
N trunRn (−xj+1,−xj)
where Rn(x) =
xn
cn
Pn(x
−1) =
∑n
i=0
cn−i
cn
ξn−ixi. Let Strun :=
∑4
k=1 S
trun
k . We note that all of the
lemmas proven earlier in this section hold for Rn in place of Pn (with the value of ρ being changed
to 0 as in Remark 3.8). From (68) and its analog for Strun2 , S
trun
3 , S
trun
4 , we have
E(Nn(J)− Strun)2 = o(log n) = o(Var Nn(J)).
Making use of Lemma 6.2, we now approximate Strun by a sum of independent random variables
Zk,Wk as follows. Let
Zk =
j0+(k+1)p+kq−1∑
j=j0+kp+kq
(
N trunPn (xj , xj+1) +N
trun
Pn (−xj+1,−xj)
)
,
and
Wk =
j0+(k+1)p+kq−1∑
j=j0+kp+kq
(
N trunRn (xj , xj+1) +N
trun
Rn (−xj+1,−xj)
)
, k = 0, . . . , l − 1
where
l =
j1 − j0
p+ q
= Θ(T 1/2).
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By Lemma 6.2, the random variables Z0, . . . , Zl−1 are mutually independent because qδ = T 1/8 ≥
2α log log n. Similarly for the random variables W0, . . . ,Wl−1. Moreover, all random variables
Z0, . . . , Zl−1,W0, . . . ,Wl−1 are mutually independent because the Zs only involve the random vari-
ables ξr where r ≤M1−bn ≤ n/2 (by the definition (61) and the left-most inequality in (65)) while
the Ws only involve the random variables ξn−r where, again, r ≤M1−bn ≤ n/2.
To evaluate the accuracy of the approximation of Strun by
∑
k(Zk +Wk), consider
Strun −
l−1∑
k=0
(Zk +Wk) =
l−1∑
k=0
(Xk + Yk)
where
Xk =
j0+(k+1)p+(k+1)q−1∑
j=j0+(k+1)p+kq
(
N trunPn (xj , xj+1) +N
trun
Pn (−xj+1,−xj)
)
, for k = 0, 1, . . . , l − 1,
and Yk are defined similarly with respect to Rn.
By Lemma 6.2, the random variables X0, . . . , Xl−1, Y0, . . . , Yl−1 are also mutually independent.
Note that each Xk, Yk is of the form S
trun
a,b,δ defined in Lemma 6.4 for some a and b with log
1−a
1−b =
qδ = T 1/8. By (66) and the definition of δ in (67), δ = (log n)−β ≥
(
log 1an
)−αρ′/24
; this allows us
to use Lemma 6.5 to get
E(Xk − EXk)4  q2δ2(log log n)2 for all k = 0, . . . , l − 1.
One can obtain a similar estimate for Yk. Thus, the error term of the approximation of S
trun by∑l−1
k=0(Zk +Wk) has variance
Var
(
l−1∑
k=0
(Xk + Yk)
)
=
l−1∑
k=0
Var Xk +
l−1∑
k=0
Var Yk 
l−1∑
k=0
qδ log logn = o(log n).
Combining this with (68), we get
(69) Var
(
Nn(J)−
l−1∑
k=0
(Zk +Wk)
)
= o(log n) = o (Var Nn(J)) .
The sum
∑l−1
k=0(Zk+Wk) is a sum of independent random variables satisfying forth moment bound
l−1∑
k=0
E(Zk−EZk)4+
l−1∑
k=0
E(Wk−EWk)4 
l−1∑
k=0
p2δ2(log log n)2 = o
(
log2 n
)
= o
(
Var
l−1∑
k=0
(Zk +Wk)
)2
where in the first inequality, we used Lemma 6.5. By the Lyapunov Central Limit Theorem (see
for example, [28]), the sum
∑l−1
k=0(Zk +Wk) satisfies the Central Limit Theorem.
This and (69) imply that Nn(J) also satisfies the Central Limit Theorem, completing the proof of
Lemma 2.4. 
Proof of Lemma 6.1. Note that xj0 = a, xj1 = b, and j1 − j0 = δ−1T.
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We have
E(S − Ssign)2 =
j1−1∑
i=j0
E(Ni −N signi )2 + 2
∑
j0≤i<j≤j1−1
E(Ni −N signi )(Nj −N signj )
where Nj := Nn[xj , xj+1) and N
sign
j := N
sign
n (xj , xj+1).
By Lemma 5.1, we have
(70)
j1−1∑
i=j0
E(Ni −N signi )2 ≤
j1−1∑
i=j0
n∑
k=2
k2P(Ni = k) Tδ−1
n∑
k=2
k2(C0δ)
k(1−ε/2)  Tδ1−ε.
For each j0 ≤ i < j ≤ j1 − 1, we have
E(Ni −N signi )(Nj −N signj ) ≤
n∑
k,l=2
klP(Ni = k,Nj = l).
Let k0 := δ
−1/100. We split the right-hand side into three sums: 2 ≤ k, l ≤ k0 for the first sum,
k0 < k ≤ n and 2 ≤ l ≤ n for the second sum, and 2 ≤ k ≤ n and k0 < l ≤ n for the third sum,
and denote the corresponding sums by K1,K2,K3, respectively.
By Lemma 5.1, letting rij := r(xi+1, xj+1) gives
(71) K1  k20
(Cδ)4(1−ε) + (Cδ)4(1−ε)√
1− r2ij
 δ3 + δ3√
1− r2ij
.
For K2, we use Ho¨lder’s inequality to get
K2 ≤ E
(
NiNj1Ni≥k0+11Nj≥2
) ≤ (EN2i 1Ni≥k0+1)1/2 (EN2j 1Nj≥2)1/2
≤ k−h+10
(
EN2hi 1Ni≥2
)1/2 (
EN2j 1Nj≥2
)1/2  k−h+10 δ2−ε  δ3
where h is a sufficiently large constant and in the next to last inequality, we used Lemma 5.1 in a
similar way as in (70). Similarly, K3  δ3. Hence,
E(Ni −N signi )(Nj −N signj ) δ3 +
δ3√
1− r2ij
,
and so
(72) E(S − Ssign)2  Tδ1−ε +
∑
j0≤i<j<j1
δ3 + δ3√
1− r2ij
 Tδ1−ε + δ3 ∑
j0≤i<j<j1
1√
1− r2ij
.
To complete the proof of the lemma, it remains to bound 1− r2ij from below. For each 0 ≤ k ≤ n,
let
ck,ρ =
√
(k + 2ρ) . . . (1 + 2ρ)
k!
.
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By Condition (A3), ck = Θ(ck,ρ) for all k ≥ N0 and thus, for all x, y ∈ [a, b],
V (x) =
n∑
k=0
c2kx
2k = Θ
(
n∑
k=0
c2k,ρx
2k
)
and
(73) 1− r2(x, y) =
∑
0≤i<k≤n c
2
i c
2
k(x
iyk − xkyi)2(∑n
k=0 c
2
kx
2k
) (∑n
k=0 c
2
ky
2k
) = Θ
∑0≤i<k≤n c2i,ρc2k,ρ(xiyk − xkyi)2(∑n
k=0 c
2
k,ρx
2k
)(∑n
k=0 c
2
k,ρy
2k
)
 .
Therefore, in order to bound 1−r2ij from below, it suffices to assume that ck = ck,ρ for all 0 ≤ k ≤ n
for the rest of the proof of Lemma 6.1.
For ck = ck,ρ, we have for every x ∈ [1− an, 1− bn],
(74) V (x) =
1 +O(ε0)
(1− x2)2ρ+1 .
where ε0 = exp
(−(log log n)1+2ε). We defer the simple verification of (73) and (74) to Appendix
8.5.
Letting x = xi+1 and y = xj+1 yields
rij =
V (
√
xy)√
V (x)V (y)
= (1 +O(ε0))
(√
(1− x2)(1− y2)
(1− xy)
)2ρ+1
.
Let sij :=
√
(1−x2)(1−y2)
(1−xy) . To estimate 1− r2ij , let us first estimate 1− s2ij . We have
1− s2ij =
(x− y)2
(1− x+ x(1− y))2 =
(
e(j−i)δ − 1)2(
e(j−i)δ + x
)2 ≥ (j − i)2δ2(
e(j−i)δ + 1
)2 .
Thus, if (j − i)δ ≤ 1 then 1 − s2ij  (j − i)2δ2 and if (j − i)δ ≥ 1 then 1 − s2ij = (
e(j−i)δ−1)2
(e(j−i)δ+x)
2  1.
Combining this with the assumption that δ ≥ exp (−(log log n)1+ε), we have ε0 = o(1− s2ij) for
all i < j. This implies
1− r2ij = 1− s2(2ρ+1)ij + o
(
1− s2ij
)
= Θ
(
1− s2ij
)
= Θ
(
(x− y)2
(1− xy)2
)
and ∑
j0≤i<j≤j1−1
1√
1− r2ij

∑
i<j<i+δ−1
1√
1− s2ij
+
∑
j≥i+δ−1
1√
1− s2ij

∑
i<j<i+δ−1
1
(j − i)δ +
∑
j≥i+δ−1
1 Tδ−2 log δ−1 + T 2δ−2.
Plugging this into (72), we obtain
E(S − Ssign)2  Tδ1−ε + T 2δ + Tδ log δ−1  T 2δ1−ε,
completing the proof of Lemma 6.1. 
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Proof of Lemma 6.3. Using the formula
sign(a) =
1
pi
∫
R
t−1 sin(ta)dt,
we have
N signn (x, y)−N trun(x, y) =
1
2pi2
∫
R
∫
R
t−1u−1
(
sin(tQ¯(x)) sin(uQ¯(y))− sin(tP¯n(x)) sin(uP¯n(y))
)
dtdu
where
Q¯(x) :=
Q(x)√
V (x)
, Q¯(y) :=
Q(y)√
V (y)
, P¯n(x) :=
Pn(x)√
V (x)
and P¯n(y) :=
Pn(y)√
V (y)
.
Decompose the plane R×R of (t, u) into two regions: the square
{
(t, u) : A
−αρ′/6
x ≤ |t|, |u| ≤ Aαρ
′/3
x
}
and its complement. We denote the corresponding integrals on these regions by I1 and I2, respec-
tively.
First, we show that the contribution from I2 is negligible. Indeed, using the estimates∣∣∣∣∣
∫
|t|≤ε
t−1 sin(ta)dt
∣∣∣∣∣min {|aε|, 1} ,∣∣∣∣∣
∫
|t|≥M
t−1 sin(ta)dt
∣∣∣∣∣min
{
1
|aM | , 1
}
,(75)
we obtain
|I2|  (|P¯n(x)|+ |P¯n(y)|+ |Q¯(x)|+ Q¯(y)|)A−αρ′/6x + min{1, |P¯n(x)|−1A−αρ
′/3
x }
+ min{1, |P¯n(y)|−1A−αρ′/3x }+ min{1, |Q¯(x)|−1A−αρ
′/3
x }+ min{1, |Q¯(y)|−1A−αρ
′/3
x }.
From this and the Gaussianity of P¯n and Q¯, we have
EI22  A−αρ
′/3
x + Emin{1, Z−2A−2αρ
′/3
x }  A−αρ
′/3
x
where Z ∼ N (0, 1).
For I1, we need to make use of the cancellation between Pn and Q. We rewrite I1 as
I1 =
1
pi2
∫ Aαρ′/3x
A
−αρ/6
x
∫ Aαρ′/3x
A
−αρ/6
x
t−1u−1 sin(tQ¯(x)) cos
(
u
Q¯(y) + P¯n(y)
2
)
sin
(
u
Q¯(y)− P¯n(y)
2
)
dtdu
+
1
pi2
∫ Aαρ′/3x
A
−αρ/6
x
∫ Aαρ′/3x
A
−αρ/6
x
t−1u−1 sin(uP¯n(y)) cos
(
t
Q¯(x) + P¯n(x)
2
)
sin
(
t
Q¯(x)− P¯n(x)
2
)
dtdu.
Using
∣∣∫ c
b t
−1 sin(ta)dt
∣∣ 1 for all 0 < b < c, ∣∣∣ sin(a)a ∣∣∣ ≤ 1 for all a 6= 0, and (62), we get
EI21  E
∫ Aαρ′/3x
A
−αρ′/6
x
|Q¯(y)− P¯n(y)|+ |Q¯(x)− P¯n(x)|dt
2
 A2αρ′/3x (E|Q¯(y)− P¯n(y)|2 + E|Q¯(x)− P¯n(x)|2) A−αρ
′/3
x
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where we used Lemma 6.2 (recalling that the random variables ξi are iid standard Gaussian and
hence have mean 0) to get
E|Q¯(y)− P¯n(y)|2 = Var (Q¯(y)− P¯n(y)) A−αρ′y  A−αρ
′
x .
This completes the proof of Lemma 6.3. 
Proof of Lemma 6.5. Let C0 be the constant in Lemma 5.1.
Case 1. T ≤ 1. Since T  1, it suffices to show that
(76) E(Struna,b,δ)4  1.
For simplicity, we write Strun for Struna,b,δ. Let S
sign = Ssigna,b,δ as in the setting of Lemma 6.4. By the
definition of sign changes, we have with probability 1,
Strun  j1 − j0  δ−1 and Ssign  j1 − j0  δ−1.
Hence, by Lemma 6.4, Ho¨lder’s inequality, and the assumption that δ ≥
(
log 1an
)−αρ′/24
, we have
∣∣E(Strun)4 − E(Ssign)4∣∣ δ−3E ∣∣Strun − Ssign∣∣ δ−4(log 1
an
)−αρ′/6
 1.
Thus, it suffices to show that E(Ssign)4  1. Since N signn (x, y) ≤ Nn(x, y) for any interval (x, y),
E(Ssign)4 ≤ EN4n(a, b).
Partition the interval (a, b) into smaller intervals (x, y) such that log 1−x1−y =
1
2C0
. Since log 1−a1−b = T ,
the number of such sub-intervals is 2C0T . By (45), for each of these intervals (x, y), we have
EN4n(x, y)
∞∑
k=1
k42−k/2  1.
Using this and the assumption that T ≤ 1 of Case 1, we have EN4n(a, b) 1 as desired.
Case 2. T > 1. We decompose the sum in Strun − EStrun into blocks of size µ := δ−1 of the form
Xk =
j0+kµ−1∑
j=j0+(k−1)µ
(
N trun(xj , xj+1)− EN trun(xj , xj+1)
)
for each k = 1, . . . , j2, where j2 = (j1 − j0)µ−1 is the number of blocks. Notice that j2  T .
We have
E
(
Strun − EStrun)4 = E( j2∑
k=1
Xk
)4
=
j2∑
k=1
EX4k + 4
∑
k 6=l
EX3kXl + 6
∑
k<l
EX2kX2l
+12
∑
l<p;k 6=l,p
EX2kXlXp + 24
∑
k<l<p<q
EXkXlXpXq
=: I1 + 4I2 + 6I3 + 12I4 + 24I5.
Note that each Xk is of the form S
trun
a′,b′,δ−EStruna′,b′,δ for some a′, b′ that satisfy log 1−a
′
1−b′ ≤ 1. Thus, (76)
implies that EX4k  1 for all k. By Ho¨lder’s inequality each term in the summation of I1, . . . , I5 is
of order O(1) and so,
I1  j2  T, I2 + I3  j22  T 2.
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To bound I4 and I5, we use the independence in Lemma 6.2 to conclude that if k2−k1 ≥ 3α log log n
then Xk2 and (X1, . . . , Xk1) are independent. Together with the fact that EXk = 0 for all k, we
observe that most terms in the sums I4, I5 are zero. Ignoring these terms, we have
I4 =
∑
l<p≤l+C log logn
EX2kXlXp  j22 log log n T 2 log logn,
and
I5 =
∑
l−C log logn≤k<l<p<q≤p+C log logn
EXkXlXpXq  T 2(log log n)2.
Putting the above bounds together, we obtain Lemma 6.5. 
7. Proof of Lemma 2.5
Since in this section we only deal with Gaussian random variables, we again use ξi to denote iid
standard Gaussian variables (instead of ξ˜i). This would help avoid complicated notation (such
as double superscripts) later on. By symmetry of the Gaussian distribution, we can assume that
ci ≥ 0 for all i.
Let
(77) an = exp
(
−2 log1/5 n
)
and bn =
1
ann
and
J := ±(1− an, 1− bn) ∪ ±(1− an, 1− bn)−1.
Note that this an satisfies Condition (2).
By Proposition 2.3,
EN2n (R \ J) log4
1
an
= o(log n).
Thus, to prove Lemma 2.5, it suffices to show that
Var NPn(J) = Ω(logn).
We have
NPn(J) = NPn (J ∩ [−1, 1]) +NPn (J \ [−1, 1])
= NPn (J ∩ [−1, 1]) +NRn (J ∩ [−1, 1]) ,
where Rn(x) =
xn
cn
Pn(x
−1) =
∑n
i=0
cn−i
cn
ξn−ixi.
Since Var (X + Y ) = Var X + Var Y + Cov (X,Y ) ≥ Var X + Cov (X,Y ) for any two real
random variables X and Y , it suffices to show that
(78) Var NRn (J ∩ [−1, 1]) = Ω(log n)
and
(79) Cov (NPn (J ∩ [−1, 1]) , NRn (J ∩ [−1, 1])) = o(log n).
In order to verify (78), we use the universality method in a novel way. Instead of swapping the
random variables ξi, we swap the deterministic coefficients ci. This allow us to couple Rn with the
Kac polynomial and the desire bound follows by known results concerning the variance of the Kac
polynomial. This swapping is possible thanks to the fact that the “important” coefficients are cn−icn
which are close to 1 by (1).
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Let
Rˆn(x) :=
n∑
i=0
ξn−ixi
be the corresponding Kac polynomial. We prove the following analogs of Theorem 2.1 and Corollary
2.2 for Rn and Rˆn.
Proposition 7.1. Assume that the ξi are iid standard Gaussian. Let β > 0 be any constant. There
exists a constant C > 0 such that for every function F : R→ R whose derivative up to order 3 are
bounded by 1 and for every n, we have∣∣∣EF (NRn (J ∩ [−1, 1]))− EF (NRˆn (J ∩ [−1, 1]))∣∣∣ ≤ C(log n)−β.
Proposition 7.2. Assume that the ξi are iid standard Gaussian. Let β > 0 be any constant. There
exists a constant C > 0 such that for every n, we have∣∣∣E(NkRn (J ∩ [−1, 1]))− E(NkRˆn (J ∩ [−1, 1]))∣∣∣ ≤ C(log n)−β
for k = 1, 2. In particular,∣∣∣Var (NRn (J ∩ [−1, 1]))−Var (NRˆn (J ∩ [−1, 1]))∣∣∣ ≤ C(log n)−β.
It is easy to show that Proposition 7.1 implies Proposition 7.2, using the same arguments as in the
proof of Corollary 2.2. Assuming Proposition 7.1, we next prove (78) and (79).
Proof of (78). As shown in [24], for the Kac polynomial Rˆn (recall that the random variables ξi
are iid standard Gaussian), Var
(
NRˆn (−1, 1)
)
 log n.
By Proposition 2.3 for the Kac polynomial Rˆn and the choice of an, bn in (77),
EN2
Rˆn
([−1, 1] \ J) EN2
Rˆn
(R \ J) = o (log n) .
So, by the triangle inequality,√
Var
(
NRˆn (J ∩ [−1, 1])
)
≥
√
Var
(
NRˆn (−1, 1)
)
− o(
√
log n)
√
log n.
This together with Proposition 7.2 imply (78). 
Proof of (79). By a classical formula [20, Theorem 1], we have that for every a < b and for every
nonzero polynomial f ,
Nf (a, b) =
1
2pi
∫
R
∫ b
a
|f ′(x)| cos(sf(x))dxds = 1
2pi2
∫
R
∫ b
a
∫
R
1
u2
(1− cos(uf ′(x))) cos(sf(x))dudxds.
We will apply this formula for both Pn and Rn. To avoid the improper integrals, we need to cut
off the domain of integration. Let D := exp
(
a−1n /100
)
, γ := D−3 and approximate Nf (a, b) by
N
(1)
f (a, b) :=
1
2pi
∫ D
−D
∫ b
a
|f ′(x)| cos(sf(x))dxds,
and
N
(2)
f (a, b) :=
1
2pi2
∫ D
−D
∫ b
a
∫ D2
γ
1
u2
(
1− cos(uf ′(x))) cos(sf(x))dudxds.
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We first show that N
(1)
f is a good approximation of Nf . We claim that for any (a, b) ⊂ J ∩ [−1, 1],
(80) E
∣∣∣NPn(a, b)−N (1)Pn (a, b)∣∣∣2  exp (−Ω(a−1n )) .
To show this, let x1 < · · · < xk be all the roots of P ′n(x) in the interval (a, b) and let x0 = a, xk+1 = b.
We have k ≤ n. Since P ′n keeps the same sign on each interval (xi, xi+1), we have
NPn(a, b)−N (1)Pn (a, b) ≤
1
2pi
k∑
i=0
∣∣∣∣∣
∫
|s|≥D
sin (sPn(xi+1))− sin (sPn(xi))
s
ds
∣∣∣∣∣

k+1∑
i=0
min
{
1,
1
D|Pn(xi)|
}
where we used (75). Thus,
(81)
(
E
∣∣∣NPn(a, b)−N (1)Pn (a, b)∣∣∣2)1/2  k+1∑
i=0
(
Emin
{
1,
1
D|Pn(xi)|
}2)1/2
.
We divide the interval (a, b) into D1/2 equal intervals by the points a = a0 < a1 < · · · < aD1/2 = b.
Let p = 1/4 (or any small constant). For each 1 ≤ i ≤ k, assume that xi ∈ (aj , aj+1] for some j. If
|Pn(xi)| ≤ Dp−1 and |Pn(aj+1)| ≥ 2Dp−1 then
|Pn(aj+1)− Pn(xi)| =
∣∣∣∣∫ aj+1
xi
∫ t
xi
P ′′n (u)dudt
∣∣∣∣ ≥ Dp−1
and so ∫ aj+1
aj
∫ aj+1
aj
|P ′′n (u)|dudt ≥ Dp−1.
We claim that this happens with small probability
(82) P
(∫ aj+1
aj
∫ aj+1
aj
|P ′′n (u)|dudt ≥ Dp−1
)
 D−1.
We defer the proof of (82) to Appendix 8.7 as it is similar to the proof of Lemma 5.1. Using this
and the union bound over all D1/2 possible values of j, we get
P
(|Pn(xi)| ≤ Dp−1) ≤ P (∃j : |Pn(aj)| ≤ 2Dp−1)+D1/2O (D−1)
 D1/2Dp−1 +D−1/2  D−1/4
where we used the fact that Pn(aj) is a Gaussian random variable with variance Ω(1). Plugging
this into (81) and using k ≤ n, p = 1/4, we obtain(
E
∣∣∣NPn(a, b)−N (1)Pn (a, b)∣∣∣2)1/2  n.(D−1/4 +D−1/8) exp (−Ω(a−1n )) .
This proves (80) which means that N
(1)
Pn
(a, b) is a good approximation of NPn(a, b).
Next, we show that for all (a, b) ⊂ J∩ [−1, 1], N (2)Pn (a, b) is also a good approximation of N
(1)
Pn
(a, b),
namely,
(83) E
∣∣∣N (1)Pn (a, b)−N (2)Pn (a, b)∣∣∣2  exp (−Ω(a−1n )) .
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To start, using the fact that 0 ≤ 1− cosx ≤ x2 for every real number x, we have∣∣∣N (1)Pn (a, b)−N (2)Pn (a, b)∣∣∣  ∫ D−D
∫ b
a
∫ γ
0
|P ′n(x)|2dudxds+
∫ D
−D
∫ b
a
∫ ∞
D2
1
u2
dudxds
 D−2
∫ b
a
|P ′n(x)|2dx+D−1.
Taking the second moment of both sides, we get
E
∣∣∣N (1)Pn (a, b)−N (2)Pn (a, b)∣∣∣2  D−1 +D−2 ∫ b
a
E|P ′n(x)|4dx D−1 +D−2nO(1)  exp
(−Ω(a−1n ))
where we again used the fact that an satisfies (2). This proves (83).
Combining this with (80), we conclude that for any (a, b) ⊂ J ∩ [−1, 1],
E
∣∣∣NPn(a, b)−N (2)Pn (a, b)∣∣∣2  exp (−Ω(a−1n )) .
We can obtain a similar estimate for Rn. Therefore, in order to prove (79), it suffices to show
(84) Cov
(
N
(2)
Pn
(J ∩ [−1, 1]) , N (2)Rn (J ∩ [−1, 1])
)
= o(log n).
To prove this bound, we need to make a critical use of a property of Gaussian variable. For a
standard Gaussian random variable Z and any real number a, E cos(aZ) = EeiaZ = e−a2/2. Since
Pn(x), Rn(x) are Gaussian for any value of x, we have for (a, b), (c, d) ⊂ J ∩ [−1, 1],
(85)
Cov
(
N
(2)
Pn
(a, b) , N
(2)
Rn
(c, d)
)
=
1
4pi4
∫ b
a
∫ d
c
∫ D2
γ
∫ D2
γ
∫ D
−D
∫ D
−D
1
u2v2
(F1+F2+F3+F4)dtdsdvdudydx
where
F1(x, y, u, v, s, t) :=
1
8
∑
exp
(
−1
2
Var
(
sPn(x)± uP ′n(x)± tRn(y)± vR′n(y)
))
−1
4
∑
exp
(
−1
2
Var
(
sPn(x)± uP ′n(x)
)− 1
2
Var
(
tRn(y)± vR′n(y)
))
in which the sums are taken over all possible assignments of + and − signs in place of the ± and
F2(x, y, u, v, s, t) := −F1(x, y, 0, v, s, t),
F3(x, y, u, v, s, t) := −F1(x, y, u, 0, s, t),
F4(x, y, u, v, s, t) := F1(x, y, 0, 0, s, t).
These formulas follow directly from the definition of N (2); we provide the tedious derivation in
Appendix 8.8 for the reader’s convenience.
We now show that for (a, b), (c, d) ⊂ J ∩ [−1, 1] and for all i = 1, 2, 3, 4,
(86)
∫ b
a
∫ d
c
∫ D2
γ
∫ D2
γ
∫ D
−D
∫ D
−D
1
u2v2
Fidtdsdvdudydx = o(1).
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We will show it for i = 4. The cases i = 1, 2, 3 are completely similar. We have
(87) F4(x, y, u, v, s, t) = exp
(
−s
2
2
n∑
i=0
c2ix
2i
)
exp
(
− t
2
2
n∑
i=0
c2i y
2n−2i
c2n
)(
est∆ + e−st∆
2
− 1
)
where
∆ =
n∑
i=0
c2i
cn
xiyn−i.
Since |x|, |y| ≤ 1− bn and nbn ≥ a−1n /2 C log n for any constant C, we have
∆ nO(1)
n∑
i=0
(1− bn)n  nO(1) exp (−nbn) exp
(−a−1n /4) .
Thus, bounding the first two exponents in (87) by 1, using D = exp
(
a−1n /100
)
and |s|, |t| ≤ D, we
get that on the domain of integration in (86),
F4(x, y, u, v, s, t) exp
(
O(1)D2 exp
(−a−1n /4))− 1 D2 exp (−a−1n /4) exp (−a−1n /5) .
Finally, using γ = D−3, we have∫ b
a
∫ d
c
∫ D2
γ
∫ D2
γ
∫ D
−D
∫ D
−D
1
u2v2
F4dtdsdvdudydx D8 exp
(−a−1n /5) = o(1)
proving (86) and completing the proof of (79). 
Proof of Proposition 7.1. We use the same arguments as in the proof of Theorem 2.1 with the
following modifications. First, Pn is of course, replaced by Rn and P˜n is replaced by Rˆn, and all of
the δα in the former for a small constant α with be replaced by (log n)−β′ for a large constant β′.
For example, Lemma 3.4 is replaced by the following variant that can be proved using the same
argument.
Lemma 7.3. Assume that the ξi are iid standard Gaussian. Let δ ∈ [bn, an]. For any constant
γ > 0 and x ∈ R with |x| ∈ [1− δ − δ(log n)−γ , 1− δ/2 + δ(log n)−γ ], we have
P
(
NRnB
(
x, δ(log n)−γ
) ≥ 2) (log n)−3γ/2.
The only remaining difference compared to the proof of Theorem 2.1 is in the proof of the analog
of Lemma 3.7, namely for δ0 = an, δ1 = an/2, . . . , δM−1 = an/2M−1 and δM := max{1/n, bn} (M
is the largest integer such that δM−1 > max{1/n, bn}), and for mi = (log n)β,
Lemma 7.4. Assume that the ξi are iid standard Gaussian. Let β
′ be any positive constant. Let
L : Cm1+···+mM → R be a smooth function with all derivatives up to order 3 being bounded by
(log n)β
′
. Then for every wik in B(1− 3δi/2, 2δi/3), we have
(88)
∣∣∣∣∣∣∣EL
(
Rn(wik)√
V (wik)
)
i=1,...,M
k=1,...,mi
− EL
(
Rˆn(wik)√
V (wik)
)
i=1,...,M
k=1,...,mi
∣∣∣∣∣∣∣ (log n)−β
′
,
where V (w) := Var Rn(w).
Assuming this lemma, the rest of the proof of Theorem 2.1 can be adapted in a straightforward
manner to complete the proof of Proposition 7.1. 
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Proof of Lemma 7.4. While for Lemma 3.7, going from Pn to P˜n, we need to swap the general
random variables ξi to the Gaussian ones ξ˜i, here, going from Rn to Rˆn, we need to swap the
coefficients cn−icn to 1 and keep the Gaussian random variables ξi intact. Keeping that in mind, we
set for each 0 ≤ i0 ≤ n+ 1,
Ri0(z) :=
i0−1∑
i=0
ξn−izi +
n∑
i=i0
cn−i
cn
ξn−izi.
We have R0 = Rn, Rn+1 = Rˆn and Ri0+1 is obtained from Ri0 by replacing the coefficient
cn−i0
cn
by
1.
The difference di0 in (28) for 0 ≤ i0 ≤ n now becomes
(89) di0 :=
∣∣∣∣∣Eξn−i0 Lˆ
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
)
ik
− Eξn−i0 Lˆ
(
ξn−i0w
i0
ik√
V (wik)
)
ik
∣∣∣∣∣
where Lˆ is obtained from L by translation and thus has all derivatives up to order 3 bounded by
(log n)β
′
. The task is to show that
(90)
n+1∑
i0=0
Eξ0,...,ξndi0  (log n)−β
′
.
By the Taylor expansion of order 2, we get
(91) Lˆ
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
)
ik
= Lˆ(0) + Lˆ1 +
1
2
Lˆ2 + err2,
where
Lˆ1 :=
d Lˆ
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
t
)
ik
d t
∣∣∣∣∣∣∣∣
t=0
=
∑
ik
∂Lˆ(0)
∂ Re(zik)
Re
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
)
+
∑
ik
∂Lˆ(0)
∂ Im(zik)
Im
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
)
,
Lˆ2 :=
d2 Lˆ
(
cn−i0ξn−i0w
i0
ik
cn
√
V (wik)
t
)
ik
d t2
∣∣∣∣∣∣∣∣
t=0
,
and
| err2 |  (log n)3β′
c3n−i0
c3n
|ξn−i0 |3
(∑
ik
|wik|i0δ1/2i
)3
.
where we used (1) to get that
V (wik) =
n∑
j=0
c2n−j
c2n
|wik|2j 
δ−1i /2∑
j=δ−1i /4
|wik|2i  δ−1i .
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Similarly, we get the expansion for Lˆ
(
ξn−i0w
i0
ik√
V (wik)
)
ik
. Subtracting the two expansions and taking
expectation both sides (noting again that all of the ξi are iid standard Gaussian and in particular,
have mean 0 and variance 1), we obtain
(log n)−3β
′
di0 
∣∣∣∣∣c2n−i0c2n − 1
∣∣∣∣∣
(∑
ik
|wik|i0δ1/2i
)2
+
(
c3n−i0
c3n
+ 1
)(∑
ik
|wik|i0δ1/2i
)3
 (log n)O(β′)
∣∣∣∣∣c2n−i0c2n − 1
∣∣∣∣∣
M∑
i=1
δi(1− δi/2)2i0 + (log n)O(β′)
(
c3n−i0
c3n
+ 1
)
M∑
i=1
δ
3/2
i (1− δi/2)3i0
(92)
where in the last inequality, we used |wik| ≤ 1− δi/2, Cauchy-Schwartz inequality and the fact that
M  log n. Note that for each i,
n∑
i0=0
c3n−i0
c3n
(1− δi/2)3i0 ≤
n/2∑
i0=0
c3n−i0
c3n
(1− δi/2)2i0 +
n∑
i0=n/2
c3n−i0
c3n
(1− δi/2)2i0

n/2∑
i0=0
(1− δi/2)2i0 + nO(1)(1− δi/2)n  δ−1i
where in the second to last inequality, we used Condition (A3) and in the last inequality, we used
nO(1)(1− δi/2)n ≤ nO(1)(1− bn/2)n ≤ nO(1)e−bnn/2  1 by the choice of bn in (77).
Thus, plugging this into (92) and using
∑M
i=1 δ
1/2
i  a1/2n  (log n)−C for any constant C,
(log n)−3β
′
n∑
i0=0
di0  (log n)O(β
′)
M∑
i=1
n∑
i0=0
∣∣∣∣∣c2n−i0c2n − 1
∣∣∣∣∣ δi(1− δi/2)2i0 + (log n)O(β′)
M∑
i=1
δ
1/2
i .
Let
I0 := a
−1/2
n = exp
(
log1/5 n
)
and I1 :=
(log n)2
bn
≤ n exp
(
− log1/5 n
)
.
Splitting the double sum
M∑
i=1
n∑
i0=0
∣∣∣∣∣c2n−i0c2n − 1
∣∣∣∣∣ δi(1− δi/2)2i0
into
∑M
i=1
∑I1
i0=I0
,
∑M
i=1
∑I0−1
i0=0
, and
∑M
i=1
∑n
i0=I1+1
and denoting the corresponding sums by
S1, S2, S3, we obtain
(log n)−3β
′
n∑
i0=0
di0  (log n)O(β
′)(S1 + S2 + S3) + (log n)
−4β′ .
By assumption (1), we have for every i0 ∈ [I0, I1],
c2n−i0
c2n
− 1 exp (−(log log n)1+ε) .
Hence,
S1  exp
(−(log log n)1+ε) M∑
i=1
n∑
i0=0
δi(1− δi/2)2i0 M exp
(−(log log n)1+ε) .
RANDOM POLYNOMIALS: CENTRAL LIMIT THEOREMS FOR THE REAL ROOTS 35
For S2, we observe that
c2n−i0
c2n
 1 for all i0 ≤ I0 ≤ n/2 by Condition (A3) and so
S2 
M∑
i=1
I0−1∑
i0=0
δi  I0an = a1/2n .
For S3, we observe that
c2n−i0
c2n
 nO(1) for all i0 by Condition (A3) and that for all i0 ≥ I1,
(1− δi/2)i0  (1− bn/2)I1  exp (−bnI1/2) = exp(− log2 n).
And so,
S3  nO(1)
M∑
i=1
n∑
i0=I1+1
exp(− log2 n) nO(1) exp(− log2 n).
Combining these bounds, we obtain
(log n)−3β
′
n∑
i0=0
di0  (log n)−4β
′
proving (90) and completing the proof of Lemma 7.4. 
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8. Appendix
8.1. Proof of equation (15). In this section, we show (15), namely, for mi := δ
−11α
i ,
(93)
∣∣∣∣∣∣
n∑
j=1
ϕi(ζj)− 2δ
2
i
9mi
mi∑
k=1
log |Pn(wik)|4ϕi(wik)
∣∣∣∣∣∣ = O(δαi )
with probability at least 1 − O (δαi ), where wik are chosen independently, uniformly at random
from the ball B(1 − 3δi/2, 2δi/3) and are independent of all random variables ξj . For notational
convenience, we skip the subscript i and write δ := δi, ϕ := ϕi, and m := mi. Let x0 = 1− 3δi/2,
the center of the ball.
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Since ϕ is compactly supported in B(x0, 2δ/3), by the Green’s second identity, we have
(94)
n∑
j=1
ϕ(ζj) =
1
2pi
∫
C
log |Pn(z)|4ϕ(z)dz = 1
2pi
∫
B(x0,2δ/3)
log |Pn(z)|4ϕ(z)dz.
Let T be the event on which the following hold for c1 = α/2.
(T1) log |Pn(z)| ≤ 12δ−c1 for all z ∈ B
(
x0,
4δ
5
)
.
(T2) log |Pn(x1)| ≥ −12δ−c1 for some x1 ∈ B
(
x0,
δ
100
)
.
By Jensen’s inequality (22), these conditions imply
(95) Nn
(
B
(
x0,
3δ
4
))
 δ−c1 .
We will show later that
(96) P (T ) = 1−O (δα) .
Assuming (96), it suffices to show that (93), conditioned on T , holds with probability 1−O (δα).
Lemma 8.1. On the event T , we have
(97)
∫
B(x0,2δ/3)
(log |Pn(z)|)2 dz  δ−8c1+2.
Assuming Lemma 8.1 and the fact that ‖4ϕ‖∞  δ−2(1+α) by the definition of ϕ, we conclude
that on the event T ,
(98) −
∫
B(x0,2δ/3)
log2 |Pn(z)| · |4ϕ(z)|2dz  δ−4−8α
where −
∫
B(x0,2δ/3)
f(z)dz := 1|B(x0,2δ/3)|
∫
B(x0,2δ/3)
f(z)dz is the average of f on the domain of inte-
gration.
Having bounded the 2-norm, we now use the following sampling lemma which is a direct application
of Chebyshev’s inequality.
Lemma 8.2 (Monte Carlo sampling Lemma). ([37, Lemma 38]) Let (X,µ) be a probability space,
and F : X → C be a square integrable function. Let m ≥ 1, let x1, . . . , xm be drawn independently
at random from X with distribution µ, and let S be the empirical average
S :=
1
m
(F (x1) + · · ·+ F (xm)) .
Then S has mean
∫
X Fdµ and variance
1
m
∫
X
(
F − ∫X Fdµ)2 dµ. In particular, by Chebyshev’s
inequality, we have
P
(∣∣∣∣S − ∫
X
Fdµ
∣∣∣∣ ≥ λ) ≤ 1mλ2
∫
X
(
F −
∫
X
Fdµ
)2
dµ.
Conditioning on T and applying this sampling lemma with λ = δα−2 together with (98), we obtain
−
∫
B(x0,2δ/3)
log |Pn(z)|4ϕ(z)dz − 1
m
m∑
k=1
log |Pn(wik)|4ϕ(wik) δα−2
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with probability at least 1− δ−4−8α
mδ2α−4 = 1− δα where we recall that m = δ−11α.
Combining this with (94) gives (93), conditioned on T as claimed. 
Proof of (96). Since
sup
z∈B(x0,4δ/5)
|Pn(z)| ≤
n∑
i=0
|ci||ξi| (1− 7δ/10)i
has mean at most δ−O(1), applying Markov’s inequality to the random variable
∑n
i=0 |ci||ξi| (1− 7δ/10)i,
we conclude that the event (T1) happens with probability at least 1 − OA
(
δA
)
for any constant
A > 0.
For (T2), writing x0 = re
iθ and observing that the set {w = reiθ′ : θ′ ∈ [θ − δ/100, θ + δ/100]} is a
subset of B(x0, δ/100), we have
P ((T2) fails) ≤ P
 sup
θ′∈[θ−δ/100,θ+δ/100]
∣∣∣∣∣∣
n∑
j=0
cjξjr
jeijθ
′
∣∣∣∣∣∣ ≤ exp (−δ−c1/2)
 .(99)
By taking the supremum outside, the right-hand side is at most
sup
θ′∈[θ−δ/100,θ+δ/100]
P
∣∣∣∣∣∣
n∑
j=0
cjξjr
jeijθ
′
∣∣∣∣∣∣ ≤ exp (−δ−c1/2)

and hence by projecting onto the real line and conditioning on the random variables (ξi)i/∈[1,1/δ], it
is bounded by
sup
θ′∈[θ−δ/100,θ+δ/100]
sup
Z∈R
P
∣∣∣∣∣∣
1/δ∑
j=1
cjξjr
j cos(jθ′)− Z
∣∣∣∣∣∣ ≤ exp (−δ−c1/2)
 .
Applying Lemma 3.6 with B = 4α, E = [1, 1/δ],M = 1/δ, I = [θ− δ/100, θ+ δ/100], ej = cjrj and
e¯ = δ (where we use Condition (A3) and the assumption that r = |z| ≥ 1− 3δ to get |ej | ≥ e¯), we
obtain θ′ ∈ [θ − δ/100, θ + δ/100] such that for all Z ∈ C,
P
∣∣∣∣∣∣
1/δ∑
j=1
cjξjr
j cos(jθ′)− Z
∣∣∣∣∣∣ ≤ exp (−δ−c1/2)
 δ2α.
This proves that (T2) holds with probability at least 1−O (δ2α), concluding the proof of (96). 
Proof of Lemma 8.1. Since x1 ∈ B(x0, δ/100), it suffices to show that∫
B(x1,2δ/3+δ/100)
(log |Pn(z)|)2 dz  δ−8c1+2.
By (95), there exists an r ∈ [2δ/3 + δ/100, 3δ/4 − δ/100] such that Pn does not have zeros in the
(closed) annulus B(x1, r + η) \B(x1, r − η) with center at x1 and radii r ± η where η  δ1+c1 .
It’s now sufficient to show that
(100)
∫
B(x1,r)
log2 |Pn(z)|dz  δ−8c1+2.
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Let ζ1, . . . , ζk be all zeros of Pn in B(x1, r− η), then k  δ−c1 and Pn(z) = (z− ζ1) . . . (z− ζk)g(z)
where g is a polynomial having no zeros on the closed ball B(x1, r + η). By triangle inequality,(∫
B(x1,r)
log2 |Pn(z)|dz
)1/2
≤
k∑
i=1
(∫
B(x1,r)
log2 |z − ζi|dz
)1/2
+
(∫
B(x1,r)
log2 |g(z)|dz
)1/2
 δ1−2c1 +
(∫
B(x1,r)
log2 |g(z)|dz
)1/2
,(101)
where in the last inequality, we used∫
B(x1,r)
log2 |z − ζi|dz ≤
∫
B(0,3δ/2)
log2 |z|dz  δ2−2c1 .
Next, we will bound
∫
B(x1,r)
log2 |g(z)|dz by finding a uniform upper bound and lower bound for
log |g(z)|. Since log |g(z)| is harmonic in B(x1, r), it attains its extrema on the boundary. Thus,
(102)
(∫
B(x1,r)
log2 |g(z)|dz
)1/2
 δ max
z∈∂B(x1,r)
| log |g(z)||.
Notice that log |g(z)| is also harmonic on the ball B(x1, r + η). For the upper bound of log |g(z)|,
we prove the following.
Lemma 8.3. For every z in B(x1, r + η), we have
log |g(z)| ≤ δ−2c1 .
Proof. Since a harmonic function attains its extrema on the boundary, we can assume that z ∈
∂B(x1, r + η). By Condition (T1), log |Pn(z)| ≤ δ−c1 . Additionally, by noticing that |z − ζi| ≥ 2η
for all 1 ≤ i ≤ k, we get
log |g(z)| = log |Pn(z)| −
k∑
i=1
log |z − ζi| ≤ δ−c1 − k log(2η) ≤ δ−2c1(103)
as desired. 
As for the lower bound, let u(z) = δ−2c1 − log |g(z)|, then u is a non-negative harmonic function
on the ball B(x1, r + η). By Harnack’s inequality (see [32, Chapter 11]) for the subset B(x1, r) of
the above ball, we have that for every z ∈ B(x1, r),
αu(x1) ≤ u(z) ≤ 1
α
u(x1),
where α = η2r+η  δc1 . Hence,
α
(
δ−2c1 − log |g(x1)|
) ≤ δ−2c1 − log |g(z)| ≤ 1
α
(
δ−2c1 − log |g(x1)|
)
.
And so,
(104) | log |g(z)|| ≤ 1
α
| log |g(x1)||+ 1
α
δ−2c1  δ−c1 | log |g(x1)||+ δ−3c1 .
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Thus, we reduce to bounding | log |g(x1)||. From Lemma 8.3 and condition (T2), we have
δ−2c1 ≥ log |g(x1)| = log |P (x1)| −
k∑
i=1
log |x1 − ζi| ≥ log |P (x1)| ≥ −1
2
δ−c1 .
And so, | log |g(x1)|| ≤ δ−2c1 , which together with (104) give
(105) | log |g(z)||  δ−3c1 .
From (101), (102), and (105), we obtain (100) and hence Lemma 8.1. 
8.2. Proof of (21). We first reduce to the hyperbolic polynomials for which the Kac-Rice formula
(20) is easier to handle. Consider the hyperbolic polynomial with coefficients cj,ρ :=
√
(2ρ+1)...(2ρ+j)
j! ,
0 ≤ j ≤ n.
By condition (1), cj,ρ = Θ(cj) for all j ≥ N0. Using the Kac-Rice formula (20), we have
(106) E
(
N˜n(S2 ∪ S3)
)

∫
S2∪S3
√∑n
j=0
∑n
k=j+1 c
2
j,ρc
2
k,ρ(k − j)2t2j+2k−2∑n
j=0 c
2
j,ρt
2j
dt.
We use [6, Lemma 10.3] with h(k) = c2k,ρ which estimates the above integrand uniformly over the
interval
(
1− 1C , 1− Cn
)
for some sufficiently large constant C and asserts that√∑n
j=0
∑n
k=j+1 c
2
j,ρc
2
k,ρ(k − j)2t2i+2k−2∑n
j=0 c
2
j,ρt
2i

√
2ρ+ 1
2pi(1− t) + (1− t)
ρ−1/2 +
1
n(1− t)2 
1
1− t .
This together with (106) give (21) for δi ≥ 2Cn as in this case, S2 ∪ S3 ⊂
(
1− 1C , 1− Cn
)
.
If δi ≤ 2Cn , since k − j ≤ n, for all t ∈ S2 ∪ S3, we have
(107)
√∑n
j=0
∑n
k=j+1 c
2
j,ρc
2
k,ρ(k − j)2t2i+2k−2∑n
j=0 c
2
j,ρt
2i
 n.
Plugging this into (106) and using the fact that 2C/n ≥ δi ≥ δM ≥ 1/n give
E
(
N˜n(S2 ∪ S3)
)
 nδ1+αi  n−α  δαi
and hence (21) for δi ≤ 2Cn , completing the proof of (21) for all values of δi. 
8.3. Proof of Lemma 3.3. In this section, we deduce Lemma 3.3 from Lemma 3.7.
The constant α0 in this proof will be a small fraction of the α0 in Lemma 3.7. Let K¯(xik)ik :=
K(xik+
1
2 log V (wik))ik. Then, K¯ still satisfies (16) and we can reduce the problem to showing that∣∣∣∣∣EK¯
(
log
|P (wik)|√
V (wik)
)
ik
− EK¯
(
log
|P˜ (wik)|√
V (wik)
)
ik
∣∣∣∣∣ = O(δα0 ).
Ideally, we would like to set L(zik)ik := K¯(log |zik|)ik and apply Lemma 3.7 for this function L.
However, the singularity of the log function at 0 prevents L from satisfying (16). To handle this
difficulty, we split the space of (log |zik|)ik into two regions Ω1 and Ω2 where Ω1 is the image of
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the log function around 0 and show that the contribution from Ω1 is insignificant. On Ω2, the log
function is well-behaved and we can then apply Lemma 3.7 there.
More specifically, for Mi := log
(
δ−12αi
)
, let
Ω1 = {(xik)ik ∈ Rm1+···+mM : xik ≤ −Mi for some i, k}
and
Ω2 = {(xik)ik ∈ Rm1+···+mM : xik ≥ −Mi − 1 for all i, k}.
Let ψ : Rm1+···+mM → [0, 1] be a smooth function taking values in [0, 1] such that ψ is supported in
Ω2, ψ = 1 on the complement of Ω1 and ‖∂aψ‖∞ = O(1) for all 0 ≤ a ≤ 3. Put φ := 1− ψ,K1 :=
K¯.φ, and K2 := K¯.ψ. We have K¯ = K1 + K2 and both K1,K2 satisfy (16) with suppK1 ⊂ Ω1,
suppK2 ⊂ Ω2.
We now show that the contribution from K1 is negligible. Set K˜1 := ‖K¯‖∞φ and
L1(zik)ik := K˜1(log |zik|)ik.
Since ‖K1‖∞ ≤ ‖K¯‖∞  1, we observe that L1 satisfies
• |K1(log |zik|)ik| ≤ L1(zik)ik,
• supp(L1) ⊂ {(zik)ik ∈ Cm1+···+mM : |zik| ≤ e−Mi for some i, k},
• L1 is constant on {(zik)ik ∈ Cm1+···+mM : |zik| ≤ e−Mi−1 for some i, k},
• L1 satisfies (16) (with the power 2α being replaced by 14α but that doesn’t affect the
argument).
Choose α0 to be small enough such that Cα0 is at most the constant α0 in Lemma 3.7 where C is
some sufficiently large absolute constant. Applying Lemma 3.7, we get
E
∣∣∣∣∣K1
(
log
|P (wik)ik|√
V (wik)ik
)∣∣∣∣∣ ≤ EL1
(
P (wik)√
V (wik)
)
ik
≤ EL1
(
P˜ (wik)√
V (wik)
)
ik
+O
(
δCα0
)
.
Since the variables ξ˜i are Gaussian, we have
EL1
(
P˜ (wik)√
V (wik)
)
ik
 P
(
∃ik : |P˜ (wik)|√
V (wik)
≤ e−Mi
)

M∑
i=1
miδ
12α
i  δα0 .
Thus, E
∣∣∣∣K1(log |P (wik)|√V (wik)
)
ik
∣∣∣∣ δα0 . Finally, we will show that∣∣∣∣∣EK2
(
log
|P (z1)|√
V (z1)
, ..., log
|P (zm)|√
V (zm)
)
− EK2
(
log
|P˜ (z1)|√
V (z1)
, . . . , log
|P˜ (zm)|√
V (zm)
)∣∣∣∣∣ δα0 .
Define L2 : Cm1+···+mM → R by L2(zik) = K2(log |zik|). Since suppK2 ⊂ Ω2,
suppL2 ⊂ {(zik)ik : |zik| ≥ e−Mi−1  δ12αi for all i, k}.
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Thus, L2 is well-defined and satisfies (16) (with the power 2α being replaced by 14α). Applying
Lemma 3.7 gives
EK2
(
log
|P (wik)|√
V (wik)
)
ik
− EK2
(
log
|P˜ (wik)|√
V (wik)
)
ik
= EL2
(
|P (wik)|√
V (wik)
)
ik
− EL2
(
|P˜ (wik)|√
V (wik)
)
ik
 δα0 .
This completes the proof of Lemma 3.3. 
8.4. Proof of (56). In this section, we prove (56), namely, for a sufficiently large constant C, we
have
(108) V (x) :=
n∑
i=0
c2ix
2i =
Θ(1)
(1− x+ 1/n)2ρ+1 ∀x ∈ (1− 1/C, 1).
To this end, we will repeatedly use (A3) and the assumption that ρ > −1/2.
If x ≥ 1− 1n , we have
V (x) ≤
n∑
i=0
c2i 
N0∑
i=0
1 +
n∑
i=0
i2ρ  n2ρ+1.
For the lower bound, we have x2i ≥ (1− 1n)2n  1 and so
V (x)
n∑
i=0
c2i 
n∑
i=N0
i2ρ  n2ρ+1.
These bounds prove (108) for x ≥ 1− 1n .
If 1− 1n < x < 1− 1C , letting L = 11−x ∈ (C, n), we have 1(1−x+1/n)2ρ+1 = Θ
(
L2ρ+1
)
and
V (x)
2L∑
i=L
c2ix
2L 
2L∑
i=L
i2ρ  L2ρ+1.
As for the upper bound, we have for any constant C ′,
(109) V (x)
N0∑
i=0
1 +
∞∑
i=N0
i2ρx2i  1 +
C′L∑
i=0
i2ρx2i +
∞∑
i=C′L
i2ρx2i  L2ρ+1 +
∞∑
i=C′L
i2ρx2i.
Since x = 1− 1L ≤ e−1/L, the right-most sum is at most
(110)
∞∑
i=C′L
i2ρx2i ≤
∞∑
i=C′L
i2ρe−2i/L = L2ρ
∞∑
i=C′L
(
i
L
)2ρ
e−2i/L.
By choosing C ′ sufficiently large (depending only on ρ) such that the function t → t2ρe−2t is
decreasing on (C ′ − 1,∞), we have
(111)
∞∑
i=C′L
(
i
L
)2ρ
e−2i/L ≤
∫ ∞
C′L−1
( s
L
)2ρ
e−2s/Lds = L
∫ ∞
C′−1/L
t2ρe−2tdt L.
Plugging this into (109) and (110), we obtain V (x) L2ρ+1 which is the desired upper bound. 
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8.5. Proof of (73) and (74).
Proof of (73). We need to show that
(112)
∑
0≤i<k≤n
c2i c
2
k(x
iyk − xkyi)2 = Θ
 ∑
0≤i<k≤n
c2i,ρc
2
k,ρ(x
iyk − xkyi)2
 .
By Condition (A3), ci  ci,ρ for all i ≥ 0, and so the left-hand side of (112) is at most the order
of the right-hand side. To prove the reverse, by Condition (A3), ci  ci,ρ for all i ≥ N0, so∑
0≤i<k≤n
c2i c
2
k(x
iyk − xkyi)2 ≥
∑
N0≤i<k≤n
c2i c
2
k(x
iyk − xkyi)2 
∑
N0≤i<k≤n
c2i,ρc
2
k,ρ(x
iyk − xkyi)2.
Thus, it remains to show that the remaining terms on the right-hand side of (112) are of smaller
order, namely, for all 1 ≤ i < N0,
(113)
n∑
k=0
c2i,ρc
2
k,ρ(x
iyk − xkyi)2 
∑
N0≤j≤n
∑
N0≤k≤n
c2j,ρc
2
k,ρ(x
jyk − xkyj)2.
Since N0 is a constant, ck,ρ = Θ(ck+N0,ρ) for all k ≥ 0 and since xy = Θ(1), we have for j′ = i+N0,
(114)
n∑
k=0
c2i,ρc
2
k,ρ(x
iyk − xkyi)2 
n∑
k=0
c2j′,ρc
2
k+N0,ρ(x
j′yk+N0 − xk+N0yj′)2 =
n+N0∑
k=N0
c2j′,ρc
2
k,ρ(x
j′yk − xkyj′)2.
Assume without loss of generality that x < y. Using the simple observation that
0 ≤ yj+1 − xj+1 ≤ 2(yj − xj) ∀j ≥ 1,
we have
n+N0∑
k=n+1
c2j′,ρc
2
k,ρ(x
j′yk − xkyj′)2 
n∑
k=n+1−N0
c2j′,ρc
2
k,ρ(x
j′yk − xkyj′)2.
And so, the right-most side of (114) is of order at most the right-most side of (113), proving
(112). 
Proof of (74). We want to show that for every x ∈ [1− an, 1− bn],
n∑
k=0
c2k,ρx
2k =
1 +O(ε0)
(1− x2)2ρ+1 .
where ε0 = exp
(−(log log n)1+2ε). By Taylor’s expansion, we have
S :=
∞∑
k=0
c2k,ρx
2k =
1
(1− x2)2ρ+1 .
Thus, it suffices to show that
∞∑
k=n+1
c2k,ρx
2k  ε0S.
We have
∞∑
k=n+1
c2k,ρx
2k = x2n+2
∞∑
k=0
c2n+1+k,ρ
c2k,ρ
c2k,ρx
2k
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and so, it is left to verify that for all k ≥ 0,
(115) x2n
c2n+1+k,ρ
c2k,ρ
 ε0.
Indeed, we have
x2n
c2n+1+k,ρ
c2k,ρ
= x2n
n+1∏
i=1
2ρ+ k + i
k + i
≤ x2n
n+1∏
i=1
2ρ+ i
i
≤ x2n
n+1∏
i=1
2 [ρ] + i+ 1
i
= x2n
(n+ 2) . . . (n+ 2 + 2 [ρ])
(2 [ρ] + 1)!
 x2nn2ρ+1.
Using x ≤ 1− bn ≤ 1− (logn)
2
n by the assumption (6), we obtain
x2n
c2n+1+k,ρ
c2k,ρ

(
1− (log n)
2
n
)2n
n2ρ+1  exp (−2(log n)2)n2ρ+1  ε0.

8.6. Proof of Lemma 6.2. Since bn ≥ 1/n, for all x ∈ [1 − an, 1 − bn], 1 − x ≥ bn ≥ 1/n. We
write x = 1− 1L .
By (56), on the right-most side of (62), we have
Var Pn(x) =
Θ(1)
(1− x)2ρ+1 = Θ
(
L2ρ+1
)
.
On the other side, we have
Var Pn(x)−Var Qn(x) ≤
N0∑
i=0
c2ix
2i +
mx∑
i=N0
c2ix
2i +
n∑
i=Mx
c2ix
2i  1 +
mx∑
N0
i2ρ +
n∑
i=Mx
i2ρe−2i/L.
By the same argument as in (111), the right-most sum is at most
n∑
i=Mx
i2ρe−2i/L  L2ρ+1
∫ ∞
Mx/L−1
t2ρe−2tdt L2ρ+1e−α log logL  (logL)−αEP 2n(x) A−αρ
′
x EP 2n(x)
where we used Mx = αL log logL and Ax = logL by the definition of Mx and Ax. Thus,
Var Pn(x)−Var Qn(x) 1 +m2ρ+1x +A−αρ
′
x EP 2n(x) A−αρ
′
x EP 2n(x)
where we used mx = L(logL)
−α by the definition of mx. This proves (62).
As for the second part of Lemma 6.2, writing x = 1− 1L and y = 1− 1K , we have 1 L ≤ K ≤ n
and log KL ≥ 2α log log n, so
Mx = αL log logL ≤ L logα n ≤ K log−α n ≤ K log−αK = my.

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8.7. Proof of (82). Let (c, d) := (aj , aj+1). We want to show that for any interval (c, d) ⊂
[1− 1/C, 1] with d− c ≤ D−1/2,
(116) P
(∫ d
c
∫ d
c
|P ′′n (u)|dudt ≥ Dp−1
)
 D−1.
Let I denote the above double integral. By Markov’s inequality and Ho˝lder’s inequality, for a large
constant h to be chosen, we have
P(I ≥ Dp−1) ≤ D(1−p)hEIh  D(1−p)h(d− c)2(h−1)E
∫ d
c
∫ d
c
|P ′′n (u)|hdudt
and so,
P(I ≥ Dp−1) D(1−p)h(d− c)2h max
u∈[c,d]
E|P ′′n (u)|h ≤ D−ph max
u∈[c,d]
E|P ′′n (u)|h.
Since P ′′(u) is a Gaussian random variable, by the hypercontractivity of Gaussian distribution, we
have
E|P ′′n (u)|h 
(
E|P ′′n (u)|2
) 2+h
2  nO(1).
Thus, by choosing h = 2/p,
P(I ≥ Dp−1) D−phnO(1)  D−1
where we used D = exp
(
a−1n /100
) nC for any constant C as an satisfies Condition (2). 
8.8. Proof of (85). We have
Cov
(
N
(2)
Pn
(a, b) , N
(2)
Rn
(c, d)
)
= EN (2)Pn (a, b)N
(2)
Rn
(c, d)− EN (2)Pn (a, b) · EN
(2)
Rn
(c, d) .
Thus, we have by definition of N (2) that
Cov
(
N
(2)
Pn
(a, b) , N
(2)
Rn
(c, d)
)
=
1
4pi4
∫ b
a
∫ d
c
∫ D2
γ
∫ D2
γ
∫ D
−D
∫ D
−D
1
u2v2
·(117)
· [EF1(x, u, s)F2(y, v, t)− EF1(x, u, s)EF2(y, v, t)] dtdsdvdudydx
where
F1(x, u, s) :=
(
1− cos (uP ′n(x))) cos(sPn(x)), F2(y, v, t) := (1− cos (vR′n(y))) cos(tRn(y)).
Note that we can use Fubini’s theorem in the above calculation because the integrands are absolutely
integrable.
We have
F1(x, u, s)F2(y, v, t) =
(
1− cos (uP ′n(x))) cos(sPn(x)) (1− cos (vR′n(y))) cos(tRn(y))
= cos(sPn(x)) cos(tRn(y))− cos
(
uP ′n(x)
)
cos(sPn(x)) cos(tRn(y))
− cos (vR′n(y)) cos(sPn(x)) cos(tRn(y)) + cos (uP ′n(x)) cos (vR′n(y)) cos(sPn(x)) cos(tRn(y))
=
1
2
∑
cos (sPn(x)± tRn(y))− 1
4
∑
cos
(
uP ′n(x)± sPn(x)± tRn(y)
)
−1
4
∑
cos
(
vR′n(y)± sPn(x)± tRn(y)
)
+
1
8
∑
cos
(
uP ′n(x)± vR′n(y)± sPn(x)± tRn(y)
)
We recall that the random variables ξi are iid standard Gaussian and for a standard Gaussian
random variable Z and any real number a, E cos(aZ) = EeiaZ = e−a2/2 = exp
(−12Var (aZ)).
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Thus,
EF1(x, u, s)F2(y, v, t) = 1
2
∑
exp
(
−1
2
Var (sPn(x)± tRn(y))
)
−1
4
∑
exp
(
−1
2
Var
(
uP ′n(x)± sPn(x)± tRn(y)
))
−1
4
∑
exp
(
−1
2
Var
(
vR′n(y)± sPn(x)± tRn(y)
))
+
1
8
∑
exp
(
−1
2
Var
(
uP ′n(x)± vR′n(y)± sPn(x)± tRn(y)
))
.
Similarly,
EF1(x, u, s) = exp
(
−1
2
Var (sPn(x))
)
− 1
2
∑
exp
(
−1
2
Var
(
uP ′n(x)± sPn(x)
))
and
EF2(y, v, t) = exp
(
−1
2
Var (tRn(y))
)
− 1
2
∑
exp
(
−1
2
Var
(
vR′n(y)± tRn(y)
))
.
Plugging these formulas into (117), we obtain (85). 
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