ESTADO DEL ARTE DE SCHEDULING ALGORITHMS (ALGORITMOS DE PROGRAMACIÓN DE ENVÍO) by Hernandez Suarez, Cesar Augusto et al.
65Vol. 2  │  No. 1  │  Pag. 65-78  │  Enero - Junio 2011
ESTADO DEL ARTE DE SCHEDULING ALGORITHMS
(ALGORITMOS DE PROGRAMACIÓN DE ENVÍO)
Palabras clave: Scheduling Algorithms, QoS, colas, tamaño de cola, 
priorización, flujo, tráfico.
Keywords: Scheduling Algorithms, QoS, queue, queue size, priori-
tization, flujo, traffic.
Resumen
El presente artículo presenta un estado del arte de los llama-
dos algoritmos de programación de envío, o en inglés “sche-
duling algorithms” los cuales determinan el método en que 
un dispositivo de red envía paquetes al medio de transmisión. 
Estos algoritmos son importantes para la consecución de cali-
dad de servicio en redes convergentes y la correcta compren-
sión de ellos es determinante para entender los fenómenos 
de tráfico y cumplir los requerimientos dados en los diferen-
tes tipos de redes (Ethernet, TDM, WiMAX, Wireless, etc).
Abstract
This article presents state-of-the-art scheduling algorithms, 
which are employed to determine the method for a network 
device to forward packets to the transmission medium. Such 
algorithms are important in achieving Quality of Service on 
convergent networks. A good understanding of these algori-
thms is crucial when studying the traffic phenomena and also 
when fulfilling the requirements associated to different types 
of networks (e.g. Ethernet, TDM, WiMAX, Wireless,etc).
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1. INTRODUCCIÓN
En redes de datos, en las cuales fluyen múl-
tiples tipos de tráfico a través de un medio 
común se hace necesario definir mecanis-
mos de clasificación de tráfico, con el fin de 
brindar un trato diferente a cada tipo de 
flujo en una red. A las técnicas que definen 
cómo tratar los múltiples tipos de tráfico a 
lo largo de la red se les conoce como cali-
dad de servicio (QoS). Los equipos de red, 
ya sean switches, routers o servidores de-
ben ser programados para poder cumplir 
con las políticas de QoS establecidas en la 
red para los flujos de tráfico y para lograrlo 
deben poner en el medio los paquetes de 
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acuerdo a diferentes prioridades. Para el 
manejo correcto de esta situación se define 
lo que se denominan scheduling algorithms 
los cuales indican en qué orden poner pa-
quetes en el medio dependiendo de la clase 
de tráfico a la cual pertenezcan. En el pre-
sente paper lo que se hará es brindar una 
pequeña definición de los scheduling algo-
rithms más importantes y los estudios re-
cientes realizados sobre cada uno de ellos 
para establecer el estado del arte de los 
mismos.
2. FIRST COME FIRST SERVED (FCFS)
Es la forma más sencilla de poner paquetes 
en el medio; tal como lo indica su nombre 
trata simplemente de atender los paquetes 
en el mismo orden que llegan, es decir, se 
define una única cola de atención y el pri-
mero en llegar será el primero en atender-
se. Al tratar los paquetes de esta forma no 
existe QoS ya que el primer paquete en lle-
gar podría ser de baja prioridad y el último 
en llegar el de más alta prioridad, y siguien-
do este algoritmo se atendería primero el 
paquete de baja prioridad generando un 
alto retardo en el paquete de alta prioridad 
ya que lo deja de último en la cola de aten-
ción [1].
No se recomienda utilizarlo en entornos 
que requieran calidad de servicio, debi-
do a que este algoritmo no puede ofrecer 
ventaja alguna, sin embargo, tampoco debe 
menos preciarse completamente debido 
a que es tan sencillo de implementar, que 
puede ser utilizado en sistemas que no ten-
gan requerimientos específicos de QoS, lo 
cual ocurre en problemas del día a día tales 
como pedir una cita médica, comprar comi-
da en un restaurante, pagar los artículos en 
el supermercado, hacer reservas en un ho-
tel o programación de aterrizaje de aviones 
[2] en un aeropuerto.
Para el caso de telecomunicaciones esto 
puede aplicar por ejemplo en [3], en don-
de se plantea el uso del principio de FCFS 
para disminuir el tiempo de recuperación 
de una red con enlaces redundantes, cuan-
do hay cambios de topología, es decir, cuan-
do un enlace presenta una caída o cuando 
se reestablece tras una caída. En este caso 
los autores proponen aplicar el concepto 
de FCFS al protocolo de enrutamiento y así 
minimizar el tiempo que toma el envío del 
cambio de estado de un nodo a los demás. 
Esto es particularmente útil en redes ópti-
cas ya que dadas las altísimas velocidades 
el QoS en ocasiones pasa a un segundo pla-
no y dada precisamente la sencillez del al-
goritmo, ayuda a disminuir los tiempos de 
espera. Adicionalmente si se tiene una ma-
yor cantidad de enlaces que hagan que la 
topología sea en malla (característica pri-
mordial en redes de core), los experimen-
tos realizados en este trabajo demuestran 
que incluso si hay una mayor cantidad de 
nodos, el tiempo de los recálculos del algo-
ritmo de enrutamiento disminuye. Lo ante-
rior queda expresado en la Fig. 1.
Fig. 1. Número de nodos vs tiempo de cálculo [3].
Adicionalmente han realizado varios estu-
dios en los que se realizan comparaciones 
entre FCFS y otros Scheduling Algorithms 
para medir la eficiencia de unos versus 
otros como en el caso de [20] y [21].
3. ROUND ROBIN (RR)
Este algoritmo fue desarrollado para cu-
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brir algunas de las desventajas de FCFS y 
consiste en definir no una cola sino varias 
colas y se ubican los paquetes en diferen-
tes colas dependiendo de cómo estén mar-
cados. Luego se hace una ronda en la que 
se atiende el primer paquete de cada cola. 
Esto genera mayor justicia en la atención de 
los paquetes ya que no todos pertenecerán 
a la misma cola sino que cada uno estará 
ubicado en una diferente. Hay que tener en 
cuenta que el método de atención para cada 
cola es FCFS, y por ello siendo un algoritmo 
sencillo de implementar y dependiendo del 
número de colas definidas puede ser un al-
goritmo de poca flexibilidad [1].
La mayor desventaja de este algoritmo es 
el hecho de que no se puede determinar la 
longitud de cada paquete en las diferentes 
colas entonces a veces se podría atender en 
rondas, paquetes de 64 Kb en una cola y pa-
quetes de 1500 Kb en otra haciendo que el 
concepto de justicia en cada ronda se pier-
da completamente.
De acuerdo a lo planteado por Yuan y Duan 
en [4] el algoritmo Round Robin se compor-
tará de una manera justa a largo plazo, sin 
embargo, destacan su importancia debido 
a su simplicidad por lo cual lo toman como 
una alternativa a tener en cuenta. Para co-
rregir el problema de la falta de justicia a 
corto plazo, los autores plantean una varia-
ción a la que denominan Fair Round Robin 
(FRR). 
Esta alternativa consiste en asignar un peso 
específico a cada cola y de esta forma inten-
tar distribuir la información no por paque-
tes sino por cantidad de bytes lo cual brin-
dará al usuario una sensación de justicia, 
en comparación al round robin tradicional.
Por otro lado Hao Yu [5] propone una for-
ma novedosa de utilizar round robin en es-
cenarios de multicast con lo cual las colas 
ya no aplican para tráfico unicast sino que 
crea colas multicast y les da un tratamien-
to tal que le permite incrementar aun mas 
las técnicas de multicast para aplicaciones 
como TV sobre IP o radio. Nuevamente se 
aprovecha la simplicidad del algoritmo 
para hacerlo una alternativa válida.
Adicionalmente existen varios estudios más 
aunque casi todos se enfocan en aplicativos 
que operan con el algoritmo de round robin 
mas no en mejoras o nuevas propuestas del 
algoritmo en si; algunos de estos estudios 
se presentan en [22], [23] y [24].
4. STRICT PRIORITY (SP)
En este algoritmo se tienen varias colas al 
igual que en RR, sin embargo ya no se rea-
lizará una ronda atendiendo un paquete de 
cada cola sino que también se le asignarán 
prioridades a cada cola, y habiendo hecho 
esto, el algoritmo solo atenderá la cola de 
mayor prioridad hasta que esta esté vacía y 
luego atenderá a la segunda de mayor prio-
ridad siempre y cuando la de mayor priori-
dad continúe vacía; de igual forma solo se 
atenderá la tercera cola de mayor impor-
tancia solo mientras la de mayor importan-
cia y la segunda estén vacías y así sucesiva-
mente con las demás [1].
La desventaja de este algoritmo es que los 
paquetes en la cola de baja prioridad po-
drían quedarse por siempre en la cola si 
llegan continuamente paquetes a las colas 
de alta prioridad, ya que el algoritmo siem-
pre les dará prioridad a las colas de alta 
prioridad. De ahí que se incluya la palabra 
“estricto” para este algoritmo.
Uno de los avances más recientes es el que 
se plantea en [6], el cual propone una for-
ma adaptativa de este algoritmo para apli-
car en redes WiMAX.
Esta adaptabilidad permite enfrentar la 
desventaja enunciada anteriormente, es 
decir, le quita un poco de rigidez al algorit-
mo ya que la elección de la cola más impor-
tante se hace dependiendo del canal que 
tenga menos congestión o menos interfe-
rencia en un momento dado, a partir de lo 
definido en el estándar 802.16d.
En este mismo trabajo se hizo un compara-
68       Vol. 2  │ No. 1  │  Enero - Junio 2011
Re
de
s 
de
 In
ge
ni
er
ía
 
tivo del comportamiento de este algoritmo 
contra el WFQ (se hablará más delante de 
éste) y se encontró que el delay general es 
más bajo utilizando esta nueva propuesta 
tal y como se ve en la Fig. 2, teniendo en 
cuenta que la línea con puntos representa 
el nuevo algoritmo y la línea punteada el 
WFQ.
Adicionalmente en [25], [26], [27] y [28] se 
desarrollan estudios de aplicaciones espe-
cíficas a nivel de red aunque conservando 
siempre la misma definición original del 
esquema de SP.
Fig. 2. Comparación de retardos entre SP adaptativo vs 
WFQ [6].
5. EARLIEST DEADLINE FIRST (EDF)
Este algoritmo lo que hace es asignar un 
límite de tiempo a cada paquete y asegu-
ra que el envío se realizará antes de que se 
cumpla dicho tiempo, enviando el paque-
te que está más cerca del tiempo límite en 
cada ciclo [1].
Asumiendo que el momento de llegada de 
un paquete j que hace parte de un flujo i es 
aij y que el retardo máximo permisible para 
el flujo i es di, la idea es que el paquete no 
esté en cola por más de aij + di.
Se plantea una condición de suficiencia 
para que el algoritmo sea válido y se pue-
dan enviar los paquetes antes de llegar al 
tiempo límite. Esta condición se presenta a 
continuación en Ec. (1)
( )A t d l I Ct( )maxi i
i
d t dmin max
#- + # #/
En donde Ai(t) representa la cantidad de 
tráfico del flujo i entrando a la cola en un 
intervalo de tiempo t, C la capacidad del 
enlace de salida, lmax el tamaño máximo 
posible del paquete considerando todos 
flujos, dmin=mini{di} y dmax=maxi{di}.
Dentro de los estudios más recientes se tie-
ne el planteado en [7] en el cual se combi-
na las técnicas EDF con RR generando así 
lo que denominan los autores EDF-RR y lo 
implementan en un sistema en tiempo real 
como lo es un switch ATM con celdas de 
tamaño definido. Lo que se busca es sacar 
provecho de las ventajas de cada uno de los 
algoritmos, es decir, de la facilidad de im-
plementación y de la sencillez de RR com-
binado con la capacidad de atender en un 
tiempo límite determinado que ofrece EDF.
Los resultados finales de implementar esta 
técnica resultan tanto en un retardo pro-
medio menor así como un tamaño prome-
dio de cola menor en comparación con la 
implementación de cada algoritmo por se-
parado tal y como se muestra en la Fig. 3.
Fig. 3. Comparación entre EDF-RR vs RR [7]. 
(1)
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Por otra parte los autores de [8] evalúan 
el comportamiento de EDF en un entorno 
inalámbrico 802.11. La conclusión de este 
trabajo lleva a que si bien el algoritmo es 
utilizable en estos entornos, es necesario 
plantearlo de una manera distribuida, es 
decir, se tiene que analizar cada una de las 
estaciones que pretenden tener acceso al 
medio y dicho análisis se hizo utilizando 
cadenas de Markov.
Fig. 4. Cadena de Markov para una estación que requiere 
acceso a un entorno inalámbrico [8].
Suponiendo que tan solo hay 2 estaciones 
la cadena de Markov resultante para una de 
ellas se muestra en la Fig. 4.
Al detallar esta figura resulta evidente la 
complejidad que conlleva este análisis lo 
cual dejará como resultado final una difícil 
implementación la cual posiblemente no 
tendrá resultados óptimos en tiempo real.
Por último, se han realizado estudios que 
demuestran que el uso de EDF en redes 
puede mejorar desempeños. Ejemplos de 
estos estudios se muestran en [29], [30] y 
[31].
6. GENERALIZED PROCESSOR SHA-
RING (GPS)
Este algoritmo es más avanzado que los 
anteriores y consiste en generar varias co-
las y asignar un peso a cada tipo de tráfico 
el cual está en cada cola y de acuerdo a la 
capacidad total del enlace enviar determi-
nada cantidad de información de cada cola 
dependiendo del peso de la misma. Así por 
ejemplo, suponga que en una cola 1 hay 
400 Kbytes de información y en otra (cola 
2) 200 Kbytes de información. Suponga 
además que la cola 1 tiene un peso equiva-
lente al doble de la cola 2. En este orden de 
ideas, si se tuviera un enlace de 64 Kbps se 
enviarían 42 Kbytes de la cola 1 mientras 
que se envían apenas 21 Kbytes de la cola 2, 
y de esta forma se evidenciará la prioridad 
de una información sobre la otra. Se asume 
en este caso que el tráfico es infinitamente 
divisible. Esto hace que en la práctica sea 
imposible de implementar, sin embargo, 
para estudios teóricos ha sido de mucha 
utilidad.
En [1] se hace un planteamiento más formal 
según el cual existen N flujos, y a cada flujo 
i se le asigna un peso wi. Además, se define 
la función Si(τ,t) que expresa la cantidad 
de tráfico del flujo i servida en un intervalo 
entre τ y t. Según lo anterior un proceso de 
servicio GPS se define como se muestra en 
la Ec. (2)
( , )
( , )
, , , ...,
S t
S t
j N1 2
j
i
j
i$x
x
~
~
=
Al atrasar el flujo i se garantizará una rata 
mínima dada en la Ec. (3), en donde C es la 
capacidad del enlace de salida:
g Ci
j
j
i
~
~
= /
Un detalle a tener en cuenta, es el hecho de 
que los pesos de cada flujo (wi) siempre 
son constantes y de acuerdo a lo planteado 
en [9] esto es causal de retrasar innecesa-
riamente algunas sesiones ya que el flujo es 
dinámico y por ende no siempre las colas 
tendrán la misma longitud. Para atacar ésta 
desventaja los autores proponen una va-
riación a la que denominaron Output Rate-
Controlled GPS (ORC-GPS).
En esta variación lo que hicieron fue con-
trolar la rata de cada flujo de tráfico utili-
zando la técnica leaky bucket para de esta 
(2)
(3)
70       Vol. 2  │ No. 1  │  Enero - Junio 2011
Re
de
s 
de
 In
ge
ni
er
ía
 
forma hacer que el comportamiento del 
algoritmo no sea tan estricta como en su 
definición inicial sino que pueda variar de-
pendiendo de la cantidad de tráfico y la rata 
de los diferentes flujos en un enlace. Para 
demostrar lo anterior se hacen experimen-
tos los cuales se arrojan resultados mostra-
dos en la Fig. 5 en donde se demuestra las 
mejoras de ORC-GPS vs GPS, en términos de 
los retardos contra la cantidad de tráfico en 
el sistema.
Fig. 5. Cantidad de tráfico vs retardo en ms [9].
Posteriormente, los mismos autores de [9] 
reaparecen en [10] para proponer una me-
jora a su propio algoritmo planteado ante-
riormente; esta mejora consiste en hacer 
que los ajustes necesarios para que plan-
teamientos hechos en [9] apliquen no solo 
para un nodo sino para varios nodos como 
se muestra en la Fig. 6, y se mide el retardo 
del tráfico extremo a extremo en una red de 
prueba.
Fig. 6. Red de 2 nodos [10].
Otros estudios como el realizado en [11] 
tratan el siguiente problema: dado que se 
asume que el tráfico es infinitamente divisi-
ble, se tendría entonces partes de flujo tan 
pequeñas que requerirían un ancho de ban-
da de 0 por lo cual es necesario hacer una 
aproximación práctica a fin de que pueda 
ubicarse un ancho de banda real para cada 
tipo de tráfico.
El resultado de este estudio son 3 propie-
dades las cuales garantizarán la ubicación 
de un único ancho de banda para cada flujo. 
Estas 3 propiedades son:
1. Si ninguna de las colas está vacía enton-
ces el ancho de banda total requerido 
está dado por la Ec. (4):
( )r t Ci
i
n
1
=
=
/
En donde ri(t) es el ancho de banda reser-
vado para el flujo i en el tiempo t.2. Si el tipo de tráfico i se retrasa en el in-
tervalo (τ,t) entonces para cualquier j:
( , )
( , )
S t
S t
c
c
j
i
j
i$x
x
En donde
( , ) ( )S t r u dui i
t
x =
x
#
Representa la cantidad de tráfico de la cla-
se i servido en el intervalo [τ,t). Es de notar 
que Si (τ,t) es continua.
3. ri(t) ≤ ai(t) para todo i en donde la cola 
i esté vacía, en donde ai(t) representa la 
rata de arribo de tráfico de clase i en el 
tiempo t.
Finalmente, se tienen algunos estudios 
más, aplicados en redes [32], [33], [34] y 
[35] en los cuales se aplica el concepto de 
GPS para lograr eficiencia en el desempeño.
7. PACKET-BY-PACKET GENERALIZED 
PROCESSOR SHARING (PGPS)
Este algoritmo presenta el escenario prác-
tico que más se asemeja al GPS ideal, y pu-
ede ser implementado en redes de conmu-
(4)
(5)
(6)
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tación por paquetes ya que aquí ya no se 
asume que el tráfico es infinitamente divis-
ible ya que los paquetes en realidad no lo 
son [1].
Para saber realmente cuanto se acerca 
PGPS al GPS ideal lo que se hace es encon-
trar el peor de los casos de PGPS. En este 
caso (el peor de los casos) se cumplen dos 
teoremas:
1. Para todo paquete p, sean Gp y Fp los 
tiempos de salida del paquete p bajo el 
esquema PGPS y GPS respectivamente. 
Entonces:
G F
C
Lmax
p p #-
En donde Lmax es la longitud máxima de 
un paquete y C la capacidad del enlace de 
salida.2. Para todos los tiempos τ y todos los flu-
jos i:
( , ) (0, )´S S L0 maxi i #x x-
En donde Si (a,b) y S’i (a,b) son la cantidad 
de flujo i servidos en el intervalo [a,b].
En [12] se presenta un esquema basado en 
PGPS para redes móviles llamado MIMO 
PGPS, el cual consiste en proveer acceso a 
los canales conservando  el trabajo. Esta 
técnica adicionalmente compensa el delay 
para cada usuario y el retraso en los usua-
rios.
Los resultados de este algoritmo, en com-
paración a otros se muestran en las Fig. 7 
y 8.
Fig. 7. Retardo promedio de cada usuario con una carga 
de 84.34 Mbps [12].
Para concluir esta parte, cabe apuntar que 
se realizaron estudios especificados en 
[36], [37] y [38], en los cuales se mide el 
comportamiento de varios tipos de redes 
que implementan el concepto de PGPS.           
Fig. 8. Retardo promedio de los usuarios bajo diferentes 
cargas de tráfico [12].
(7)
(8)
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8. IDEALIZED WIRELESS FAIR 
QUEUEING (IWFQ)
Este es uno de los primeros algoritmos 
que se utilizó como método de acceso a las 
redes inalámbricas [1].  Su sistema de re-
ferencia es el modelo inalámbrico WFQ, y 
se dice que es ideal porque se basa  en dos 
supuestos claves ideales  [13]: 
Cada flujo sabe si puede transmitir correc-
tamente en el slot actual, esto implica que 
cada flujo conoce el estado de la red al mo-
mento de transmitir.
Que existe o se tiene un protocolo MAC per-
fecto.
La diferencia entre IWFQ y WFQ, se enfoca 
en el primer supuesto, y se trata que IWFQ 
no va a transmitir si no encuentra un slot 
en buen estado para la transmisión si esto 
no sucede busca el siguiente paquete con el 
menor tiempo virtual y este es elegido, y se 
reinicia el proceso hasta que encuentre un 
slot en buen estado. El algoritmo funciona 
de la siguiente manera:
1. Se simula un flujo que se encuentre libre 
de error en cualquier instante de tiempo. 
El tiempo virtual para el algoritmo es el 
mismo tiempo seleccionado para para el 
flujo anterior en ese mismo instante.2. Cada paquete que llega es etiquetado de 
la misma forma que en WFQ [14]: un pa-
quete que llegue con un número de se-
cuencia de llegada a tiempo se le asigna 
dos etiquetas, una de inicio y una de fi-
nalización. 
3. Se realizan las acciones del “Scheduling 
loop”, entre ellas esta  reajustar las eti-
quetas de cada flujo,  a cada flujo poner 
la etiqueta de servicio igual a la etiqueta 
del paquete head-of-line (HOL) del flujo. 
A un flujo que se le haya negado el servicio 
debido a errores del canal, se le garantizara 
servicio, aunque el canal no cambie de es-
tado mientras no se modifiquen las etique-
tas del flujo. Se dice que un flujo es lagging, 
leading, o in sync cuando el tamaño de la 
cola es más pequeño que, más grande que o 
igual al tamaño de la cola del sistema de re-
ferencia. Para evitar una cantidad ilimitada 
de compensación que consuma otros enla-
ces en buen estado, la cantidad  total  de lag 
que será compensado entre todos los flujos 
lagging estará limitada por la cantidad de 
bits B, definidos en el sistema de referencia.
Por otra parte se tienen los trabajos reali-
zados en [39], [40], [41], [42] y [43] en los 
cuales se aplica a situaciones, el concepto 
de IWFQ.
9. CHANNEL CONDITION INDEPEN-
DENT PACKET FAIR QUEUEING (CIF-
Q).
El algoritmo channel condition indepen-
dent Packet Fair Queueing (CIF-Q), también 
utiliza un algoritmo justo y libre de error 
como sistema de referencia [1]. En [15] uti-
lizan como sistema de referencia Start-time 
Fair Queueing (SFQ), aunque teoricamente 
se puede utilizar cualquier otro algoritmo 
de los bien conocidos como WFQ, SCFQ, 
WF22Q, EEVDF.
Entonces, para llevar una cuenta del com-
portamiento del servicio en un sistema con 
errores, se asocia a cada sistema S un siste-
ma de referencia Sr [15], de la misma forma 
que se hace en WFQ, un sistema o flujo se 
calsifica según el la referencia en lagging, 
leading, o satisfied, de esta forma una se-
sión está en estado leading cuando recibe 
más servicio que la referencia Sr, esta en 
lagging cuando recibe menos servicio y en 
satisfied cuando recibe la misma cantidad. 
Existen dos temas que se deben tener en 
cuenta al momento de realizar las funcio-
nes de scheduling,  la primera es que las 
decisiones de scheduling son tomadas Sr, y 
no en S, más detalladamente la sesión que 
tiene el tiempo virtual más pequeño es la 
seleccionada para ser usada en S. Lo segun-
do, no importa cual sesión este sirviendo 
en S, en Sr se asume que el paquete que se 
está sirviendo pertenece a esa sesión y los 
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tiempos virtuales son actualizados acordes 
a la sesión.
• Los tiempos virtuales de las sesiones no 
mantiene rastro del servicio obtenido 
de la sesión recibida.
• Para asegurar la justicia del algoritmo 
se utiliza un parámetro adicional llama-
do Lag.
• Una sesión en estado leading, no se le 
permite abandonar hasta que no pierda 
este estado.
• Para enfrentar el problema en el cual 
todas las sesiones presenten error, se 
introduce el concepto de compensación 
forzada [15].
La implementación de este algoritmo es 
más sencilla comparado con IWFQ, debido 
a que este algoritmo no utiliza un emula-
ción de la sesión como en IWFQ [13].
Algunas aplicaciones de este algoritmo se 
pueden encontrar en los trabajos realiza-
dos en [44] y [45].
10. IMPROVED CHANNEL STATE DEPEN-
DENT PACKET SCHEDULING (I-CS-
DPS)
Este es un algoritmo para el acceso inalám-
brico que utiliza una versión mejorada del 
Deficit Round Robin (DRR). En la siguiente 
figura se muestra la estructura de la red, en 
la cual se describe el modelo Adaptative – 
QoS, para asegurar la calidad del servicio.
Fig. 9. Havanna Framework [16].
En la Fig. 9 (a), se observa la estructura de 
la red en la cual se utilizan varios gateways 
para acceder a internet, que se encuen-
tran interconectados a los Access Point 
(AP), que son los usados por los usuarios 
finales para poder ingresar a la red. En la 
Figu. 9 (b), se encuentra el plano de control 
de los AP, sobre el cual se implementó el 
modelo de calidad, que tiene como princi-
pal característica el uso de tres entidades 
nombradas  como adaptador, compensador 
y predictor, todos estos bajo el mando del 
Arbitrator o juez, que es el que coordina 
toda la operación, enviando y recibiendo 
los mensajes a las tres entidades. Antes de 
que un paquete se transmita el juez solicita 
al predictor que realice un análisis sobre la 
red para poder conocer su estado y decidir 
si se puede transmitir o no, si no se puede 
transmitir se almacena  el paquete y se in-
voca al compensador para que maneje el 
flujo de “créditos”, si el buffer de almacena-
miento de paquetes está a punto de sobre 
cargarse se invoca al adaptador que se en-
carga de modificar las características de los 
paquetes cambiándoles prioridades para 
poder transmitirlos [16].
El compensador es la entidad que utiliza el 
algoritmo modificado de DRR, para “acredi-
tar” y “compensar” las posibles injusticias 
que se presenten debido al mal estado de 
los canales que sufren los móviles al acce-
der a la red. La transmisión es controlada 
por los siguientes parámetros: quantum 
(Q) y un déficit counter (DC), donde Q, lle-
va el conteo del número de cuotas de bytes 
dados para el flujo en cada ronda, y mien-
tras que el DC lleva el rastro de la historia 
de transmisión de  “crédito” por cada ronda 
[17]. Una ronda se define como la visita del 
programador o “scheduler” por todas las 
colas aunque sea una vez. Al principio de 
cada ronda el Q se agrega al DC por cada 
flujo que exista en el sistema, después de 
esto el programador recorre cada flujo y 
compara si el DC es mayor al tamaño del 
paquete de cabecera para poder transmi-
tir, si es mayor verifica el canal para poder 
transmitir, si no es mayor no transmite y 
acumula el DC para la siguiente ronda, si el 
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canal está en buen estado y el DC es mayor 
transmite y descuenta el valor del DC.  Con 
el DRR modificado se tiene un valor nuevo 
que es el contador de compensación CC, 
que lleva la cuenta de cuantos Bytes no pu-
dieron ser transmitidos por ronda debido 
a problemas de estado del enlace, entonces 
cuando un flujo no transmite por proble-
mas del enlace el valor Q se le resta a DC 
y se le suma a CC como compensación, en 
la siguiente ronda cuando se vuelva a cal-
cular el valor de DC se le adiciona un valor 
de compensación α.CC donde α es un valor 
entre 0 y 1 [1], [16].
Entre los estudios realizados se destacan 
los presentados en [46] y [47] los cuales 
tratan de aplicaciones puntuales de este al-
goritmo.
11. PROPORTIONAL FAIR (PF)
Dos de los algoritmos mas usados en los 
últimos años, en las redes celulares son: el 
Maximum Carrier – To – Interference Ra-
tio (Max CIR)  y el Proportional Fair (PF) 
[1]. Max CIR busca maximizar la capacidad 
del sistema permitiendo el acceso o aten-
diendo a los flujos en los cuales el canal se 
encuentra en buenas condiciones o tiene 
un calidad de servicio alta [17]. PF intenta 
maximizar el grado de justicia a través de 
los canales seleccionando aquellos que tie-
nen la mejor calidad de canal relativa [18]. 
Sin embargo, estudios reciente han mostra-
do que PF da cierta prioridad a los canales 
con una alta variación de calidad [19].
PF está definido como se muestra a conti-
nuación:
Un “Scheduling” o programación P, es justa 
si y solo si, para cualquier programación  S, 
satisface lo siguiente:
R
R R 0
( )
( ) ( )
i
P
i
S
i
P
i U
#-
d
/
Donde U es la configuración del usuario y 
Ri(S) es el promedio de uso de un usuario 
del esquema S. Tambien se sabe que la asig-
nación de P es la suma promedio de todas 
las tasas de un usuario como se observa en 
la Ec. (10):
argmax logP R ( )s i
s
i U
=
d
/
Considerando N usuarios en el sistema, que 
usan el mismo canal inalámbrico, las condi-
ciones del canal varían para cada usuario. 
La calidad del canal se determina cuando 
el usuario realiza mediciones al canal y se 
las envía al PF scheduler que se encuentra 
ubicado en la estación base, si la realimen-
tación de la base se demora un tiempo re-
lativamente menor al tiempo de envió de 
información del usuario se asume que el 
canal se encuentra en buenas condiciones. 
El algoritmo PF se propuso después de ver 
los inconvenientes que presentaba CDMA 
al hacer un uso injusto del canal, favore-
ciendo a los usuarios que se encontraban 
cerca a las estación base, como se mencio-
nó anteriormente PF busca hacer que el 
sistema sea más justo sin degradar las ca-
racterísticas del sistema [1], esto ha hecho 
que este algoritmo reciba mucha atención 
y sea uno de los que más se usan ahora. El 
PF puede lograr  diversidad multiusuario, 
debido a que el Scheduler  puede detectar 
los cambios de calidad en los canales de los 
usuarios y asignar a aquellos que tengan el 
rango de calidad más alto, en otras palabras 
el esquema de PF es un esquema basado en 
los estados de los canales [1].
Para terminar se tienen algunos trabajos 
sobre aplicaciones de este algoritmo pre-
sentadas en [48], [49] y [50] las cuales re-
flejan sus ventajas.
12. CONCLUSIONES
Tras haber visto varios algoritmos de pro-
gramación de envío se puede afirma lo si-
guiente:
• Cada algoritmo tiene sus propias venta-
jas y desventajas, las cuales van desde 
complejidad de implementación hasta 
(9)
(10)
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variedad de esquemas de QoS que pue-
den tratar.
• Los scheduling algorithms van evolu-
cionando de acuerdo a las nuevas ne-
cesidades identificadas de una manera 
progresiva, es decir, no se genera un 
nuevo paradigma sino que se toma un 
algoritmo ya desarrollado y se le hacen 
pequeñas modificaciones a fin de cubrir 
la nueva necesidad o superar la desven-
taja identificada.
• Los nuevos algoritmos o sus respecti-
vas variaciones surgen cuando aparece 
la necesidad por parte de las demandas 
de tráfico sobre la red; en este orden de 
ideas, dado que la cantidad de usuarios 
y aplicaciones de red crece a diario, con-
tinuamente la demanda aumenta y por 
ello es de esperar que sigan aparecien-
do variaciones o nuevos estudios sobre 
cómo utilizar las técnicas de envío de 
paquetes al medio.
• La complejidad de cada algoritmo afec-
ta el tiempo de respuesta y dado que en 
estos sistemas se requieren respuestas 
en tiempo real, es importante saber que 
las nuevas implementaciones deben in-
tentar ser lo más sencillas posibles.
• El medio y tipo de tecnología de acceso 
utilizada influye también para el algo-
ritmo de envío ya que no se presentan 
las mismas condiciones en entornos 
Ethernet, TDMA o inalámbricos y esto 
hace necesaria la implementación de 
algoritmos diferentes.
• Se encuentra que unagran parte de re-
ferencias son de autores de Asiaorien-
tal por lo cual se evidencia que la mayor 
parte de investigación en estos temas se 
centra en esa parte del mundo.
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