ABSTRACT The problem of steering multiple fixed-wing autonomous unmanned aerial vehicles (UAVs) to follow the multiple noncooperative and high agile surface targets at a specified standoff distance in a threat environment is studied. Two kinds of threats and missed detection of bearing-only sensors are considered. The average nonlinear least-square estimation method is proposed to acquire the position of the targets using noisy measurements, and then, the trajectories of the targets are approximated by the quadratic functions of time. Dummy targets of the same number as UAVs are created according to the task allocation result to achieve the optimal geometric configuration of the multiple cooperative UAVs. And a case-based guidance method is established to finally accomplish the multi-target standoff following mission on-line. Simulation experiments are given to assess the proposed method.
I. INTRODUCTION
Unmanned aerial vehicles (UAVs) have been employed extensively to assist and replace human beings to accomplish various work that involves difficulties and risks both in civilian and military areas during the last few decades. Because of the reliability and persistency, multiple low-cost UAVs are typically grouped as a system to cooperatively perform a designated task, and more will be benefited from the autonomy of the UAV system which requires the capabilities of detecting internal and external changes and of reacting to them in a safe and efficient manner without any human intervention [1] - [4] .
Optimal path planning of the UAV system is always an essential consideration in such missions as target searching and exploring [5] - [8] , strategical/tactical reconnaissance [9] , [10] , convoy protection [11] , [12] , target localization [13] - [15] . Target searching and exploring requires the UAV system to maximize the probability of detecting some unknown number of targets by the end of the mission, or equivalently to maximize the expected number of detected targets during the mission [5] - [7] , and to find certain targets in minimum time in a certain bounded area [8] , etc. In [9] multiple vehicle cooperative tactical reconnaissance was described as an optimal control problem with the Fisher information matrix (FIM) as the cost in the presence of risk zones and endpoint constraints, and the problem was then solved numerically in a receding horizon manner. The results shows how the triangulation and range reduction trade off in different cases. To prevent the cooperative surface vehicles (ground vehicles or ships) from ambushing or attacking by hidden forces, multiple UAVs can be formed to loiter around the surrounding environment to supply convoy protection [11] , [12] . It is shown in [13] - [15] that the relative sensor-target geometric configuration can significantly affect the performance of the target localization algorithms. Martínez and Bullo proposed a motion coordination algorithm to steer the mobile sensor network to the optimal deployment they have derived [13] . The minimization of the lower bound of any unbiased estimator, i.e., the well-known Cramér-Rao lower bound (CRLB), which is equivalent to maximize the determinant of the FIM, is chosen as the optimality criterion in [14] to identify the optimal configuration of multiple identical sensor platforms when range-only, timeof-arrival or bearing-only sensors are used. Some interesting results were derived: there are infinite number of optimal configurations when the sensor number exceeds a certain value, and equal angular spacing about the target is not always the optimal configuration, etc. The optimal geometry of multiple heterogeneous passive sensors was also studied [15] .
Optimal path planning schemes can mostly be classified into two categories. The first one is the configuration space approach, which depends on the decomposition of the task space and consists of cell decomposition method [16] , roadmap method [17] , [18] , artificial potential method [19] , [20] , and so on. The second one is the evolutionary approach [21] , [22] , which employs varieties of evolutionary approaches, such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Simulated Annealing (SA), etc., to solve the formulated optimal problems. Detailed path planning schemes can be found in the book [23] and the survey papers [24] , [25] and references therein.
Target following mission using the UAV system also relies much on the optimal path planning [1] , [2] , [11] , [26] - [28] . If the surface target followed has no threat, UAVs can fly directly over it [1] , [26] , [27] , otherwise the UAVs have to follow it from a certain standoff security distance [2] , [11] , [28] . The following problem of one target in the presence of threats, obstacles and restricted areas was addressed in [1] and [27] . The probabilistic threat exposure map (PTEM) was introduced to define various types of threats in a single framework, and a rule-based intelligent guidance algorithm was developed for real-time target following. The coordinated standoff target following was investigated in [2] , [11] , and [28] and the Lyapunov guidance vector fields were used to maintain the circular orbit of the UAV system around a moving target from a prescribed standoff radius and in the meantime the angular spacing between the UAVs.
The problem of following multiple noncooperative surface targets at a standoff distance using a team of autonomous UAVs in the presence of threats and missed detections is addressed in this paper. Methods are proposed to estimate, predict the positions of the targets, then allocate one target for each UAV and finally guide the UAVs to accomplish the follow mission. The main contributions are three aspects. Firstly with no knowledge of the target motion model in the noncooperative environment, the average nonlinear leastsquare estimation method (ANLSE) is presented to localize the targets from the sensed measurements at every sampling instant and then this localization is utilized to update the parameters of the approximated target trajectories which are quadratic functions of time and can be used to predict the target trajectories in the near future. Secondly considering the benefits of the optimal sensor-target geometric configurations in the literature, we introduce dummy targets of the same number as UAVs and attempt to deploy the UAVs ''optimally" surrounding the targets. The last and most important contribution is that a case-based guidance method is designed for the UAVs to cooperatively follow the targets. Compared with the previous-mentioned path planning methods, although the planned paths are not the optimal ones, the computational cost is very small. This is because the proposed method provides a quasi-analytical solution by virtue of 4 cases.
The remainder of the paper is structured as follows. The whole problem is specified in the next section. The problem is then resolved by the approach in section 3 which is comprised of six steps. Several simulation experiments are carried out in section 4 to illustrate the efficiency of the proposed approach. Some concluding remarks are then given in the last section.
II. PROBLEM FORMULATION
One example of the problem can be sketched as the scenario in Fig. 1 .
Multiple noncooperative targets are moving in the considered surveillance region where different kinds of security threats (e.g., hills, air defences herein) may exist. Multiple autonomous UAVs are ordered to follow these targets as a team. These UAVs are supposed to avoid the security threats and stay a certain distance away from the targets considering their probable threat to the UAVs. The UAVs have to predict the motion of the targets before they make their own motion decisions because of the noncooperation of the targets. Modeling of the threat environment, devices and following capability of the UAVs and the target information collected by the UAVs are expatiated in the remainder of this section.
A. THREAT MODELING
All of the obstacles and restricted areas that cannot be entered, such as mountains, high buildings and some no-fly zones, etc., are named ''hard threat" here in this paper.
All of them are of certain shapes and sizes. One small enough ellipsoid which encompasses such a hard threat is chosen to model this hard threat. Every ellipsoid can be defined by its center A and its shape matrix P where A ∈ R 3 is a point in 3D space and P > 0 is a 3 × 3 positive definite matrix. And the equation of this ellipsoid is actually
T represents the 3D UAV position. Define the following collision function
It can be easily seen that not allowing a UAV to enter this hard threat is equivalent to F(p) < 0.
Remark 1:
Here in this paper ''shape matrix" means that the elements in the matrix P determine the shape of the ellipsoid. For example, letting diag(·) create diagonal matrix from a vector, if P = diag([r 2 , r 2 , r 2 ]), then the ellipsoid is actually a sphere, and if P = diag([a 2 , b 2 , c 2 ]), then the three axes of the ellipsoid are parallel to the axes of the coordinate system. And if the off-diagonal elements of P are not 0, then there exist nonzero angles between the three axes of the ellipsoid and the axes of the coordinate system.
Assume that there are M 1 disconnected hard threats in the surveillance region considered herein and they are denoted by H m = {A m , P m } for m = 1, 2, ..., M 1 . And the collision function corresponding to the m-th hard threat is F m (p).
It may be not that easy to determine A m and P m for every hard threat in 3D space, so we then give the 2D description of a hard threat which is convenient when the UAVs are in the altitude-hold flight. For the m-th hard threat, an ellipse with its center located at A m (z) and its shape defined by P m (z) can be used as the hard threat model at altitude z. Note that these two functions with respect to the altitude z are a 2D vector and a 2×2 semi-positive definite matrix respectively and it means that no hard threat needs to avoid when P m (z) = 0, i.e., when z exceeds the height of the m-th 3D hard threat. The collision function related to H m at altitude z can then be expressed as
Based on the defined model for the hard threats, the UAV at position p needs to satisfy F m (p) < 0 for both the altitudevariant and altitude-invariant cases.
Another type of threats relates to the air defences, such as surface-to-air missiles and anti-aircraft artilleries. These threats are of no collision risks with the UAVs, and need to be avoided far away if possible. So we name this type of threats as ''soft threat". M 2 soft threats are considered in the whole mission. Threat value of the m-th soft threat to the UAVs at altitude z is modeled as the following threat function
where λ(z) is the threat intensity related to the altitude z, B m (z) can be interpreted as the site of the m-th soft threat, and Q m (z) ≥ 0 is the corresponding threat range. Function G m (p) can also be regarded as the probability of the event that a UAV located at [x, y, z] T is hit or destroyed by the m-th soft threat. If the difference of threat intensity at different altitudes is not considered, e.g., when the UAVs fly at altitudes that differs not too much, λ(z) can be set to 1. The total threat of all the soft threats at the location p is then
The total threat value needs to be small for the UAV to stay as far away from soft threats as possible.
B. EMPLOYED UAVS
In consideration of the advantages in flight range, speed and reliability over rotorcrafts, fixed-wing UAVs are used more widely for target surveillance and following missions. They are therefore used as sensor platforms for multi-target following in this paper too.
Every UAV takes along a Global Positioning System (GPS) receiver with it to localize its own position and no navigation error is considered. One bearing-only sensor is mounted on each UAV, and all of the sensors have been synchronized at the beginning of the mission. The UAVs are equipped with low-level flight control systems that can provide roll, pitch, and yaw stability of the aircrafts and velocity tracking and altitude-hold functions as well [11] . Explicit speed, turn rate and climb rate can be used as the control inputs. One of the UAVs (UAV 1 herein) is chosen as the processing center which can process various data (e.g., bearing measurements received from the other UAVs) and then share the results with the other UAVs through communication. No communication range is limited here since this can be resolved by additional communication relays.
The maneuverability of surface targets outperforms most fixed-wing UAVs since they can stop and turn around very quickly without minimum speed and comparatively large turn radius constraints. The kinematic model of UAV s is given by
where s = 1, 2, . . . , S with S being the number of UAVs used for target following, ψ s is the heading angle of UAV s, and the three control variables u 1s , u 2s and u 3s are respectively the commanded air speed, turning rate and climb rate. No background wind is present during the whole mission. Denote
T . The constraints on these commanded variables and the acceleration a s are given as
Every UAV can be modeled as a moving hard threat to avoid possible collisions between two UAVs. Usually a security sphere with radius R s can be defined for UAV s to achieve the collision avoidance. The collision function related to UAVs s 1 and s 2 can be expressed by
It requires that z s,des is the desired altitude, then the collision avoidance problem can be out of the question by letting different UAVs fly at different altitudes.
C. SENSOR MEASUREMENTS
It is assumed that N targets have been identified when the mission initiates. If perfect detection and no clutter are considered, noisy bearing angles from UAV s to target n can be given as
where s = 1, 2, . . . , S, n = 1, 2, . . . , N , θ sn and φ sn are the two measured bearing angles from sensor s to target n, i.e., the azimuth angle and elevation angle respectively, µ s and ν s are the corresponding measurement noises which are assumed to be mutually independent among different sensors and Gaussian distributed with zero means and variances σ 2 µ and σ 2 ν respectively, and tan −1 (·) is the four-quadrant inverse tangent function.
are used to denote the positions of sensor s and target n respectively. Sensor detection turns out to be imperfect in practice which is typically known as missed detection. This imperfection may result from geomorphic feature, local weather, occlusion and even sensor type, and is usually characterized by sensor detection probability. Here in this paper the detection probability of sensor s, s , is assumed to be related to the sensor-target range and reduces to zero if the lineof-sight from a UAV to a target is blocked by the terrain. Specifically the detection probability s is defined as
if line segment p s p and the terrain intersect
In Eq. (12) r s = p − p s with · being the 2-norm operator is the range between sensor s and the emitting source located at p, and r 0 is a reference range to characterize the sensor detection capability.
III. METHODOLOGY
In this section we elaborate the method to accomplish the bearing-only standoff multi-target following mission using autonomous UAVs. This method consists of 6 steps, which achieve the data association, target state estimation, target trajectory prediction, task allocation, UAV cooperation and UAV guidance functions respectively. The diagram of the solution to the whole mission is illustrated in Fig. 2 . The presence of missed detection and multiple targets induces the data association problem which requires us to determine the emitting origin of every sensor measurement [29] , [30] . It is assumed that the mission starts at time t 0 , ends at t f and the sensors can obtain the bearing measurements every t seconds. We denote the measurements collected by sensor s at the current time t k as
where dummy measurement z s0 (k) is introduced to represent missed detections. That is, target n which is associated with z s0 (k) is not detected by sensor s because of the imperfect detection as explained earlier. N s is the actual number of nondummy returns received by sensor s. We further denote the S-tuple of measurements, z 1i 1 (k), z 2i 2 (k), . . . , z Si S (k) , which is composed of only one measurement (dummy or nondummy) from each sensor, as
Under the assumption that each measurement originates from only one source and each sensor obtains at most one measurement from each target, data association problem herein can be formulated as a generalized multi-dimensional assignment (MDA) problem [31] , [32] .
The generalized MDA problem is a well-known NP hard problem when S ≥ 3, and its suboptimal solution can be obtained by first successively relaxing the original problem using Lagrangian multipliers to a two-dimensional assignment problem which can be optimally solved by several methods, e.g., the auction method [33] , and then enforcing the constraints one by one and updating the Lagrangian multipliers in the meantime until all the constraints are added [29] , [30] . This process continues until the gap between the primal cost and the dual cost is small enough, which indicates the acquirement of the suboptimal solution.
Instead of the multi-dimensional method [29] , [30] , the approximated sequential 2D assignment method given in [32] , is applied here to address the data association problem.
B. STEP 2: ANLSE FOR ESTIMATION
After the association every target n is associated with an
If at least two nondummy measurements are included in this S-tuple measurement, then the current position of the target can be estimated by the following ANLSE method asp n (k).
Assume
(k), and they can form a nondummy J -tuple measurement
Stack these nondummy measurements as z n (k) This initial position estimation can be used to obtain an estimation for target n through the following nonlinear leastsquare estimation (NLSE) iteratioñ
where
is the stack of the j 1 -th, j 2 -th, . . . , j J -th measurement functions, R is the corresponding noise covariances, and H (l) is the stack of the Jacobian matrices of the corresponding sensors evaluated at p
is less than one given small number ε, then the iteration stops. Otherwise the iteration continues until l = L max where L max is a preset integer. We are assumed to obtainp 
Otherwise the position estimation of target n is chosen as the average of the estimation of all the convergent NLSE iterations, i.e.,
where c m is an indicator to represent the convergence of the m-th NLSE iteration and is given by
This ends the ANLSE with the position estimationp n (k).
C. STEP 3: SECOND-ORDER TRAJECTORY APPROXIMATION FOR PREDICTION
The positions and velocities of the targets at future time instants should be predicted to complete the target following mission. We assume that the trajectory of target n can be approximated by the following quadratic function of time t
T is the approximated trajectory parameters to be determined, and the time-dependent matrix A(t) is I 3 (t − t 0 ) I 3 (t−t 0 ) 2 2 I 3 with I 3 being the 3 × 3 identity matrix. Taking the derivative of Eq. (22) with respect to time t, we havẽ
. This can be used to determine the velocity vector of target n.
Only the latest L (≥ 3) steps of collected measurements are assumed to influence the updating of the current trajectory parameters n (k). Stacking the estimated positions of the latest L 1 steps, we have
. . .
where L 1 = min {L, k}. Rewrite Eq. (24) as P n (k) = A (k) n (k), then the approximated parameters of the current step can be given by
It needs to be noted that if less than two sensors detect target n at the current time, then no estimation can be obtained VOLUME 6, 2018 using the ANLSE. So we let n (k) = n (k − 1) in this case. Then the current estimation can be attained by use of n (k). And because of the same reason, all the targets are assumed to be detected by at least two sensors at the first three time instants (t 0 , t 0 + t, t 0 + 2 t) to successfully initiate the trajectory approximation.
Once we have n (k), the positions and velocities of target n at recent times can be approximated. Especially the predicted position and velocity vector of target n at the next time instant can be computed aŝ
D. STEP 4: 2D ASSIGNMENT METHOD FOR TASK ALLOCATION
Multiple sensors, especially in the case of passive ones, imperfect detection and sensor range constraints, should be allocated to follow one target, which is known as K-coverage problem and adopted here in this paper. As mentioned before N targets are confirmed at the initial of the mission and none of the newly-discovered targets are considered. And this requires that S ≥ N K. The UAVs can be allocated according to their minimum intercepting time [11] d sn (k) timing from the current step t k , i.e.,
subject to Eqs. (5)-(9) and
Alternatively an approximation of d sn (k) as p n (k + 1|k) − p s (k) can be taken to avoid solving the optimal control problem (28) subject to (5)- (9) and (29) . Then the K-coverage problem used for task allocation can be formulated as subject to
where δ sn (k) is a binary variable with δ sn (k) = 1 meaning that UAV s is allocated to follow target n at the current time. This is a 2D assignment problem and can also be solved optimally by the auction algorithm [33] after some simple transformation.
E. STEP 5: DUMMY TARGET CREATING FOR UAV COOPERATION
From the task allocation solution we can determine the number of UAVs which are used to follow every target n, n = 1, 2, . . . , N . We denote this number as S n (≥ K). To cooperatively follow every target n at a standoff distance and take the influence of the sensor-target geometric configuration on target localization and tracking into consideration, every target n is duplicated as S n dummy targets (Fig. 3) . Based on the optimal geometric configuration results given in [14] , the positions and velocities of these dummy targetŝ
can be computed as (i = 1, 2, . . . , S n )
and R sf is the selected standoff distance. ψ 0 is a designed parameter, denoting the line-of-sight angle from the position of target n to the first dummy target minus the heading angle of target n. After we have these dummy targets, every UAV can be commanded to follow one of them. The position and velocity of the dummy target allocated to UAV s are denoted asq s (k) andw s (k) respectively hereafter, similarly the estimations and predictions.
F. STEP 6: CASE-BASED GUIDANCE METHOD FOR TARGET FOLLOWING
The objectives of the target following mission include three ones: avoiding the hard threats; flying as close to the allocated dummy target as possible; staying far away from the soft threats if possible.
In the ideal case that we know exactly the trajectories of all the targets, the optimal paths for the UAVs can be determined by solving the following optimal control problem
subject to Eqs. (5)- (9) and F m (p s (t)) < 0, for s = 1, 2, . . . , S; m = 1, 2, . . . , M 1 .
(36)
The parameters α > β ≥ 0 in Eq. (35) satisfy α + β = 1, standing for the tradeoff between the second and third objectives stated earlier, and κ > 0 is a scaling factor to equalize the order of the two terms in the integral.
The optimal problem can be considered in a receding horizon manner
where M is the length of the time horizon. Sincep n (t) and thereforeq s (t) is unknown to the mission designers, the current trajectory parameter n (k) can be used to predict the future trajectory corresponding to the time domain
Especially M can be taken to 1 for the prediction may be inaccurate when the time domain is too large.
The optimal control problem Eq. (35) or (37) with constraints (5)-(9) and (36) can be solved by indirect methods [34] and direct methods [35] - [37] which are both timeconsuming though. Taking the Gauss pseudospectral method as an example [35] , [36] , if L Legendre-Gauss points are used, then at every time step a nonlinear programming problem with 6SL variables has to be solved when the altitudehold flight is constrained for all the UAVs. This is usually hard to be implemented real-timely since L usually cannot be too small to ensure the accuracy of the solution. A new case-based suboptimal method is proposed here to trade off the optimality and the real-time performance when the UAVs are controlled to stay at the same altitude throughout the mission.
Firstly to prevent the UAVs from being hit or destroyed by soft threats, we set a threat threshold G TH (α) according to the mission parameter α. That is, during the whole mission, every UAV is prohibited from entering the zone where the soft threat value exceeds G TH (α).
The current state of UAV s is assumed to be
where z s (k) ≡ z s and v zs (k) ≡ 0 for the altitude-hold case. And the speed and heading angle are denoted as V s (k) and ψ s (k) respectively. It can be easily seen from Eqs. (6)- (9) that the possible heading angle range and speed range are
respectively after one time step t. We let
and the angle
denotes the line-of-sight angle from the current position of UAV s to the predicted position of allocated target at the next time instant. The furthest two points that UAV s can reach with its current speed in the maximum and minimum turning rates are respectively
and
where t ⊥ = π/(2ω s,max ) is the time for the UAV to make a 90 • turn with its maximum turning rate. We then compute two heading angle ranges, V a,ms (k) and V min,s (k).
If there exists a m ∈ {1, 2, . . . ,
where ψ a,ms (k) is one of the perpendicular directions, which is closer to the direction of vector
, to the tangential of the ellipse {A m (z s ), P m (z s )} at the points where this ellipse and the line through p s (k) and A m (z s ) intersect (See Fig. 4) .
The calculation of ψ a,ms (k) is given in Appendix A. Otherwise we let V a,ms (k) = [0, 2π ).
If we have G(p
where ∂ is the partial derivative operator, is first obtained, and V min,s (k) is given as
Otherwise we take V min,s (k) = [0, 2π ). Then another two angle ranges can be achieved as
Four cases are considered here to complete the target following mission.
Case 1: V CAHR,s (k) = ∅. In this case the probability of the collision between UAV s and hard threat m is very large if UAV s maintains its current speed. To avoid the possible collision, UAV s should decelerate to the greatest degree to turn around as fast as possible.
Case 2: V CAHR,s (k) = ∅ but V TAHR,s (k) = ∅. UAV s will probably enter the high-risk zone if no change of the speed is done. It requires UAV s to slow down to the best of its ability too.
Case 3:
Here r TH is a designed parameter to indicate the closeness of UAV to the target. If their distance is less than r TH , then they are deemed to be close enough. In this case, UAV s can avoid collision with all the hard threats and not enter the high-risk zones by tuning the heading angle, but the distance between UAV s and its allocated target is not small enough. So the UAV should head for the target as fast as possible.
Case 4: V CAHR,s (k) = ∅, V TAHR,s (k) = ∅, and r sn (k) ≤ r TH . The difference from Case 3 is that UAV s and its allocated target is close enough in this case. And the second and third objectives should trad off according to the mission parameter α.
To achieve the objectives of the target following mission, the desired heading angle and speed and their admissible ranges at the current time t k can be specified according to these four cases. This is shown in Table 1 . K V and K r are the proportional gains for the speed and position errors respectively for Case 4. The commanded heading angle and speed signals are chosen as the closest value to the desired one in the admissible domain. And the first-order transfer function is used as the low-level controller on the UAVs to track the given commanded signals.
IV. SIMULATION RESULTS

A. SIMULATION SETTINGS
Two high agile and noncooperative targets are designed to be followed by multiple UAVs each equipped with one bearingonly sensor in this section. Here ''high agile" means that the maneuverability of the surface targets is much better than that of the fixed-wing UAVs, in the sense that the targets can stop and make turns with very small turning radius. The times and time step of the following mission are taken to be t 0 = 0, t f = 1300s and t = 3s respectively.
The two targets can accelerate, decelerate, stop, turn and enter the hard threats as they wish, which are unknown to the In the first 200 seconds target 1 accelerates from 0 to its maximum speed 144 km/h and then maintain the speed for 200 seconds. Then its speed decreases to 72 km/h at 800s and then increases to its maximum speed again at 1000s. In the remainder times the maximum speed is holding. Target 2 accelerates its speed from 36 km/h to 108 km/h in the first 300 seconds. After maintaining this speed for 200 seconds, target 2 stops from 700s to 900s. Then it accelerates to the maximum speed 144 km/h in 100 seconds which is kept till the end of the mission.
Without loss of generality and also to illustrate the results more conveniently, the same threat environment is assumed for all the UAVs in spite of different altitudes where they are flying. The threat environment and the true trajectories of the two targets are shown in Fig. 5 .
There are 7 hard threats (red solid-line-bounded ellipse/circle) and 7 soft threats (blue dotted-line-bounded ellipse/circle). The contours are the total threat levels of all the soft threats according to Eq. (4).
Motion constraints of the UAVs are listed in Table 2 . And their initial speeds and heading angles are all set to be 108 km/h and 0 degree in all of the simulation experiments. At least two UAVs are allocated for each target at every time step (i.e., K ≥ 2). The reference range r 0 is selected as 70 km. T respectively are used to follow the two targets given before. To see the efficiency of the proposed standoff multi-target following algorithm, the true trajectories of the targets are firstly used in this experiment. That is, the position estimationp n (k) and the position and velocity predictionsp n (k + 1|k) andv n (k + 1|k) (Eqns. (20) , (26) and (27) ) are replaced by the corresponding true values. The results are given in Fig. 7 when α = 1.0 and α = 0.8.
And the corresponding typical results using estimated trajectories are depicted in Fig. 8 .
It can be seen that the UAVs can well follow the allocated targets as well as avoiding the collision with the hard threats and the access of the high-risk regions. Meanwhile the situation that certain UAVs may be far away from the allocated targets in the final times can also be noticed. This is because of the obstruction of the hard threats on one hand. On the other hand the time horizon ( t herein) for task allocation and guidance turns out to be an important factor for the motion planning of UAVs [9] . Compared the results in Fig. 7 with those in Fig. 8 , we can conclude the UAVs with the estimated target trajectories have to experience more frequent turns because of the inaccurate estimation. Figures 9 and 10 show us the comparison of the speeds and heading angles of UAV 1 in the first experiment using true and estimated target trajectories when α = 0.8.
The results of the other UAVs with the other parameter α's are similar. The conclusion can be easily drawn from Fig. 9 that in the target following mission using estimated target trajectories the UAVs have to accelerate frequently and maintain the maximum speeds in comparatively long time which results in larger average speed. Figure 10 also gives us the argument that some unnecessary turns are done by the UAVs when estimated target trajectories are used. Figure 11 gives us the estimation errors of the two targets corresponding to Fig. 8(b) , from which we can see that the estimation errors are probably very large at the beginning of the mission and at the times when the targets enter some hard threats. Additionally the isolated spikes in the figure correspond to the times when the target is detected by only two sensors and when all of the NLSE iterations diverge.
In the second experiment an additional UAV initially staying at [0, 11, 1.5]
T is assumed to be able to carry out the same target following mission. Typical results of this experiment are shown in Fig. 12 .
C. QUANTITATIVE RESULTS
Several metrics are developed here to assess the estimation and following efficiency. The first one is the average root-mean-square error (ARMSE) which is widely used to exhibit the estimation performance.
The second one is called the total trajectory length ratio (TTLR), which is the total trajectory length of all the UAVs when estimated trajectories are used divided by the total trajectory length of all the UAVs when true trajectories are used. That is, the results when true trajectories are employed are used as criterions to assess the following efficiency. It is easy to see that if TTLR is closer to 1, then the following is better in the sense that the UAVs need not travel many unnecessary ways.
The third metric is introduced to see the conformity of the standoff following objective. We name this metric as average standoff distance (ASD). ASD of UAV s can be calculated as follows
with K being the total simulation steps. The final ASD of all the UAVs is then
It obviously requires that ASD be as close to R sf as possible. To see if the allocated UAVs can follow every target with optimal geometric configuration, average angular spacing deviation (AASD) can be defined as
for target n, where S n (k) is the number of UAVs assigned to follow target n at time t k , and φ s i (k) is the azimuth of UAV s i with respect to its allocated target at time t k satisfying φ s i+1 (k) ≥ φ s i (k) for i ranging from 1 to S n (k) − 1. And the final AASD can be taken as the average of all the targets. It is assumed that when the relative UAV-target distance is not more than 1.8R sf , the allocated target is thought to be successfully tracked by a UAV. We then define the final metric, the persistent tracking time ratio (PTTR), as the average value of the ratios of all the UAVs of the time instants corresponding to the success time instants with the total simulation step K . This metric represents the persistent tracking capability of the UAVs. Table 3 lists the simulation metrics of the first experiment with different noise levels (corresponding to different σ µ 's) and the parameter α's under 50 Monte Carlo evaluations. ''ARMSE 1" and ''ARMSE 2" in the table are respectively the position ARMSE of target 1 and target 2. Note that the noise level 0 corresponds to the simulations with true trajectories of the targets, and therefore it is meaningless to give the ARMSEs of this case, which is the same below.
The simulation metrics of the second experiment with different noise levels are given in Table 4 .
From Tables 3-4 we can draw the conclusion that ARMSE will become larger as the noise level becomes bigger while the parameter α has no apparent influence on ARMSE. TTLR values of both the experiments stay in [1.2, 1.3]. Under the same noise level although the absolute trajectory lengths of all the UAVs are bigger with smaller α, the relative lengths to the results using true trajectories are smaller. The reason is that larger regions have to avoid when α is smaller and this relies much less on the estimated trajectories. As σ µ gets larger, both of ASD value and AASD value tend to be larger. This is easily to understand since the estimation gets worse. Smaller α leads to larger ASD value due to larger regions to avoid. Because the UAVs have to firstly fly close to the inaccurate positions of the allocated targets and avoid the hard threats and high-risk regions, the simulation values of ASD and AASD deviates relatively large from the ideal values (R sf for ASD and 0 for AASD). The largest deviations of them exceeds 50%. It can be seen that for the same α value, there is no significant difference between the PTTR values of different noise levels.
D. COMPUTATIONAL BURDEN
Executing one step of the two experiments needs averagely 0.197s and 0.283s with the algorithm implemented in MAT-LAB 7.11.0 on a 3.40 GHz 2 CPU Pentium-based computer under Windows XP. Notice that t = 3s. Therefore we can say that the bearing-only standoff multi-target following mission can be accomplished online.
V. CONCLUSIONS AND FUTURE WORKS
The standoff multi-target following problem using multiple fixed-wing autonomous UAVs equipped with bearing sensors has been addressed in this paper. Taking consideration of the threat environment which involves in obstacles, restricted areas and air defence forces and sensor detection imperfection, the problem has been resolved real-timely by six steps. Simulation experiments are given to illustrate the solution of the whole mission.
In the noncooperative situation we choose to localize the targets and then approximate the target trajectories using quadratic functions of time t at every time step rather than assuming a set of multiple dynamic models for the targets. This bases on the two considerations below. The targets may undergo many maneuvers with different accelerations whose values are difficult to identify. In addition switches of different maneuvers may result in large model sets. This will then lead to large computation costs and difficulty of determining the mode transition matrices.
The parameter ψ 0 is kept constant during the whole mission in the simulation experiments. Actually ψ 0 can be adaptive according to the relative positions and velocities of the UAVs to the allocated targets. This can be used to avoid some unnecessary trajectory crossovers of different UAVs and reduce their speed changes, which result in energy saving for the UAVs. If the closeness parameter r TH is too small, the UAVs will be in the state of Case 3 for comparatively long time. The influence of this situation is that UAVs have to accelerate more frequently to get close to the allocated dummy targets, which leads to greater energy consumption.
The sensors in this paper are assumed to be omnidirectional ones. However in recent years, directional sensors such as ultrasound, infrared, and video sensors are used more and more. Directional sensors differ from omnidirectional ones in many aspects, such as angle of view, working direction, and line of sight (LoS) properties [38] . As we can imagine, interesting results can be obtained for path planning of directional sensor platforms. This will be our future focus of attention.
APPENDIX CALCULATION OF ψ a,ms (k)
We first take {A m (z s ), P m (z s )} as √ , , otherwise
The two perpendicular directions of the tangential at the intersection point p i are given by 
and then the one which is closer to the direction of vector −−−−−−−→ A m (z s )p s (k) is taken as ψ a,ms (k).
