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Abstract: In this paper we consider the problem of a measure that allows us to describe the spatial and
temporal dependence structure of multivariate time series with innovations having infinite variance. By using
recent results obtained in the problem of temporal dependence structure of univariate stochastic processes,
where the auto-codifference was used, we extend its idea and propose a cross-codifference measure for a general
vector autoregressive model of order 1 (VAR(1)). Next, we derive an analytical results for VAR(1) model with
Gaussian and sub-Gaussian innovations, that are characterized by finite and infinite variance, respectively. We
emphasize that obtained expressions perfectly agree with the empirical counterparts. Moreover, we show that
for the considered processes the cross-codifference simplifies to the well-established cross-covariance measure
in case of Gaussian white noise. Last part of the work is devoted to the statistical estimation of VAR(1)
parameters based on the empirical cross-codifference. Again, we demonstrate via Monte Carlo simulations
that proposed methodology works correctly.
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Short version of title: Cross-codifference for bidimensional VAR(1) models
1 Introduction
In statistics, the cross-covariance (called called cross-correlation) is a measure of similarity between two stochas-
tic processes, commonly used to find features in an unknown process by comparing it to a known one. It is a
function of the relative time between examined systems. The cross-covariance statistics is extremely useful in
structure of dependence investigation in case of bidimensional process. It gives information about the relation-
ship between components of the bidimensional process and takes under consideration their delay in time. The
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cross-covariance may be also useful in the problem in model identification (Billings, 2013). It is especially pop-
ular in the time series analysis and signal processing (Bracewell, 1965; Canet, 2018; Hyde and Jesmanowicz,
2012; Rabiner and Schafer, 1978; Rhudy et al., 2009; Ruigrok et al., 2017).
However, for processes with infinite variance the theoretical cross-covariance does not exist, therefore, it
can not be considered as the appropriate measure of similarity between components for bidimensional pro-
cesses. In this case the alternative measures have to be used. In one-dimensional case one can find in the
literature different alternative measures of dependence that can replace the classical autocovariance in in-
finite variance case. Here, we mention only the covariation (Gallagher, 2001), fractional order covariance
(Chen et al., 2016; Ma and Nikias, 1996; Shao and Nikias, 1993; Z˙ak et al., 2017) or codifference (Nowicka,
1997; Samorodnitsky and Taqqu, 1994). Especially the last measure found many interesting applications
(Nowicka-Zagrajek and Wy loman´ska, 2006; Rosadi, 2009; Rosadi and Deistler, 2011; Samorodnitsky and Taqqu,
1994; Wy loman´ska et al., 2015). It is defined for any infinitely divisible processes and its estimator have rel-
atively simple form (Rosadi and Deistler, 2011). The other mentioned alternative measures are defined only
for special processes, namely α−stable-based, therefore there is a limited number of their applications.
In this paper we fill the gap in the description of the dependence structure for bidimensional processes with
infinite variance and introduce the new measure called cross-codifference. We show it can be considered as the
extension of the cross-covariance since it reduces to the classical measure in the Gaussian case. We consider
here the bidimensional vector autoregressive model of order 1 (VAR(1)) where the noise is modeled by sub-
Gaussian process belonging to the class of α−stable distributions. The sub-Gaussian processes are well-known
models and one can find their various applications (Buldygin and Kozachenko, 1980; Rachev, 2003; So, 1987),
for example in finance to model stock indices returns (Jab lon´ska et al., 2017). We consider also the bidimen-
sional VAR(1) model with Gaussian noise in order to show the introduced cross-codifference is universal, it can
be applied to finite and infinite variance processes and gives the same message about the similarity between
components of bidimensional process and their delay in time.
For both VAR(1) models we calculate the cross-codifference in general case and pay attention on exemplary
values of their parameters. Finally we introduce the estimator of the new measure and check its effectiveness
for simulated trajectories. As the possible application of the obtained theoretical results we demonstrate the
new estimation method for VAR(1) model parameters.
2
2 General bidimensional VAR(1) model and the cross-covariance
measure
In this section we introduce the general VAR(1) model and give its important characteristics used in the
further analysis.
Definition 2.1. (Brockwell and Davis, 2002) The time series {X(t)} = {X1(t), X2(t)} is a bidimensional
VAR(1) model if {X(t)} is weak-sense stationary and if for every t it satisfies the following equation
X(t)−Θ X(t− 1) = Z(t), (2.1)
where {Z(t)} is a bidimensional white noise.
We remind, the {Z(t)} is a bidimensional white noise if it is weak-sense stationary with mean vector 0 and
the covariance matrix function
Γ(h) =
 Σ if h = 0,0 otherwise. (2.2)
If we use the vector notation
X(t) =
 X1(t)
X2(t)
, Θ =
 a1 a2
a3 a4
, Z(t) =
 Z1(t)
Z2(t)
,
we can rewrite (2.1) as
 X1(t)
X2(t)
−
 a1 a2
a3 a4

 X1(t− 1)
X2(t− 1)
 =
 Z1(t)
Z2(t)
,
what is equivalent to the following system of recursive equations:
 X1(t)− a1 X1(t− 1)− a2 X2(t− 1) = Z1(t),X2(t)− a3 X1(t− 1)− a4 X2(t− 1) = Z2(t). (2.3)
Moreover, for a bidimensional VAR(1) process under certain condition, that will be clarified later, we can
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express X(t) given in (2.1) as, (Brockwell and Davis, 2002)
X(t) =
∞∑
j=0
ΘjZ(t− j). (2.4)
Assuming that
Θj =
 a(j)1 a(j)2
a
(j)
3 a
(j)
4
,
one can rewrite Eq. (2.4) as
 X1(t)
X2(t)
 = ∞∑
j=0
 a(j)1 a(j)2
a
(j)
3 a
(j)
4

 Z1(t− j)
Z2(t− j)
,
what is equivalent to

X1(t) =
∑∞
j=0
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)
,
X2(t) =
∑∞
j=0
(
a
(j)
3 Z1(t− j) + a
(j)
4 Z2(t− j)
)
.
(2.5)
In this paper, in the general case we consider the bidimensional VAR(1) model with bidimensional sub-
Gaussian distribution. Moreover, we also concentrate on the Gaussian case, namely when the white noise
{Z(t)} in equation (2.1) is Gaussian. We should mention, the equation (2.5) is satisfied if the {X(t)} model
is bounded in the sense of the norm for appropriate space of random variables. Therefore there is a need
to prove the conditions that guarantee the boundary solution of equation (2.1). In the considered cases,
namely Gaussian and sub-Gaussian, the norms are different therefore the boundary conditions will be proved
separately for each case, see sections 2.1 and 2.2.
2.1 Bidimensional Gaussian noise
In the first case, we consider bidimensional VAR(1) model with Gaussian noise. Let us denote a random vector
in Rd as
G = (G1, G2, . . . , Gd). (2.6)
The vector G is called to be a d-dimensional Gaussian vector if every linear combination of its components
Y = a1G1+ . . .+adGd has Gaussian distribution. That is, for any constant vector a ∈ R
d the random variable
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Y = aTX has a (one-dimensional) Gaussian distribution. The characteristic function of Gaussian random
vector G takes the form (Feller, 1966)
φG(θ) = φG((θ1, θ2, . . . , θd)) = exp
{
iθTµ−
1
2
θTΣθ
}
, (2.7)
where µ is d-dimensional mean vector µ = (EG1,EG2, . . . ,EGd)
T and Σ is d × d covariance matrix Σ =
[Cov(Gi, Gj); i, j = 1, . . . , d]. This extends to the Gaussian process as follows. A stochastic process {G(t), t ∈ T }
is Gaussian if and only if its finite dimensional sets, (G(t1), G(t2), . . . , G(td)), d ≥ 1, are Gaussian random
vectors, i.e. every finite linear combination of them has Gaussian distribution.
In this paper, for the Gaussian VAR(1) model we take bidimensional Gaussian white noise given by (2.6):
Z(t) =
 Z1(t)
Z2(t)
 =
 G1
G2
, (2.8)
where G = (G1, G2) is a zero-mean Gaussian vector in R
2. Therefore, from the formula (2.7), the characteristic
function of Z(t) has the following form
φZ(t)(θ) = E(exp{iθ1Z1(t) + iθ2Z2(t)}) = exp
{
−
1
2
(
θ21R11 + 2θ1θ2R12 + θ
2
2R22
)}
, (2.9)
where R11 = EG
2
1, R12 = E(G1G2) and R22 = EG
2
2.
Remark 2.1. The bidimensional VAR(1) model with Gaussian noise defined in (2.1) has bounded solution
given by formula (2.5) if the following conditions hold
∞∑
j=0
(
|a
(j)
1 |+ |a
(j)
2 |
)
<∞ and
∞∑
j=0
(
|a
(j)
3 |+ |a
(j)
4 |
)
<∞. (2.10)
Proof: The proof follows directly from formula (2.5), and the properties of the L2 norm for second order
random variables, namely
‖X1(t)‖2 =
∥∥∥∥∥∥
∞∑
j=0
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)∥∥∥∥∥∥
2
≤
∞∑
j=0
(∣∣∣a(j)1 ∣∣∣R11 + ∣∣∣a(j)2 ∣∣∣R22).
The above is finite if
∑∞
j=0
(∣∣∣a(j)1 ∣∣∣+ ∣∣∣a(j)2 ∣∣∣) < ∞. By the same reasoning we obtain second condition that is
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associated with the process {X2(t)}. Thus we obtain the statement.

In the further analysis we assume the parameters satisfy conditions (2.10).
2.2 Bidimensional sub-Gaussian noise
In the second case, we consider bidimensional VAR(1) model with sub-Gaussian noise. Because in the definition
of sub-Gaussian distribution and process there appears a notion of α−stable random variable, thus we remind
one of the definitions of α−stable random variable. Important properties and facts related to class of α−stable
random variables one can find the literature, see for instance Samorodnitsky and Taqqu (1994).
Definition 2.2. We say a random variable A has α−stable distribution with parameters α, σ, β and µ
(Sα(σ, β, µ)) if its characteristic function is given by
φA(θ) =

exp{−σα|θ|α{1− iβsign(θ) tan(piα/2)}+ iµθ} for α 6= 1,
exp
{
−σ|θ|{1 + iβsign(θ) 2pi log(|θ|} + iµθ
}
for α = 1.
(2.11)
In the above definition the α ∈ (0, 2] parameter is called the stability index, σ > 0 - scale parameter,
β ∈ [−1, 1] - skewness and µ ∈ IR is the shift parameter. We say that random variable has symmetric
α−stable distribution (around zero) if β = µ = 0. We refer the readers to classical literature of α−stable
distributed random variables and processes (Nolan, 2018; Samorodnitsky and Taqqu, 1994). The α−stable
distribution has many interesting properties and therefore has found various applications. However, one of
the disadvantage is the infinite variance for most of the cases (except α = 2, Gaussian case). It raises many
problems for instance in the estimation, statistical investigation and description of the dependence structure
of α−stable-based models. This problem is also highlighted in the current paper. After this remark we can
define the sub-Gaussian random variables.
Let us consider a zero-mean Gaussian random variable G and an α/2−stable totally skewed to the right (i.e.
for β = 1) random variable A, and assume G and A to be independent. Then a random variable
Z = A1/2G
has symmetric α−stable distribution (Samorodnitsky and Taqqu, 1994). This result extends to random vectors
6
as follows. If we take a random variable
A ∼ Sα/2
(
σ = cos
(piα
4
)2/α
, 1, 0
)
and a zero-mean Gaussian vector in Rd
G = (G1, G2, . . . , Gd),
and G is independent from A, then the random vector
Z =
(
A1/2G1, A
1/2G2, . . . , A
1/2Gd
)
(2.12)
has symmetric α−stable distribution in Rd and is called a d-dimensional sub-Gaussian vector with underlying
Gaussian vector G (Samorodnitsky and Taqqu, 1994). The characteristic function of sub-Gaussian random
vector takes the following form
φZ(θ) = φZ((θ1, θ2, . . . , θd)) = exp
−
∣∣∣∣∣∣12
d∑
i=1
d∑
j=1
θiθjRij
∣∣∣∣∣∣
α/2
, (2.13)
where Rij = E(GiGj) is a covariance between Gi and Gj (Samorodnitsky and Taqqu, 1994). We can extend
the definition of bidimensional sub-Gaussian distribution to the sub-Gaussian process.
If we take a Gaussian process {G(t), t ∈ T } and an α/2−stable totally skewed to the right random vari-
able A, and assume that A and {G(t), t ∈ T } are independent, then the process
{
Z(t) = A1/2G(t), t ∈ T
}
is called a sub-Gaussian process with underlying Gaussian process {G(t), t ∈ T }. Its finite dimensional sets,
(Z(t1), Z(t2), . . . , Z(td)), d ≥ 1, constitute the sub-Gaussian random vector introduced in (2.12) (Samorodnitsky and Taqqu,
1994).
In this paper, for the sub-Gaussian VAR(1) model we take a two-dimensional sub-Gaussian vector
introduced in (2.12):
Z(t) =
 Z1(t)
Z2(t)
 =
 A1/2G1
A1/2G2
, (2.14)
where G = (G1, G2) is a zero-mean Gaussian vector in R
2 and A ∼ Sα/2
(
σ = cos
(
piα
4
)
2/α, 1, 0
)
. Moreover,
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G and A are independent. From the formula (2.13), the characteristic function of Z(t) has the form
φZ(t)(θ) = E(exp{iθ1Z1(t) + iθ2Z2(t)}) = exp
{
−
(
1
2
)α/2∣∣θ21R11 + 2θ1θ2R12 + θ22R22∣∣α/2
}
, (2.15)
where R11 = EG
2
1, R12 = E(G1G2) and R22 = EG
2
2. In this case {Z(t)} is called a zero-mean sub-Gaussian
white noise.
Since for each t the components of Z(t), namely Z1(t) and Z2(t), have symmetric α−stable distribu-
tion, therefore in order to prove the conditions that guarantee existence of bounded solution (given by (2.5))
of equation (2.1) we need first to introduce a norm in the space of symmetric α−stable random variables.
Here we consider only case α > 1.
Definition 2.3. (Samorodnitsky and Taqqu, 1994) Let A1 and A2 be two symmetric α−stable random vari-
ables and α > 1, then the covariation between A1 and A2 is defined as
[A1, A2]α =
∫
S1
s1s
〈α−1〉
2 Γ(ds), (2.16)
where |a|〈p〉 = |a|psign(a), Γ(·) is a spectral measure of vector (A1, A2) and S1 is a unit circle.
Definition 2.4. (Samorodnitsky and Taqqu, 1994) In the space of symmetric α−stable random variables with
α > 1, a covariation norm for a random variable A from this space is defined as
‖A‖α = ([A,A]α)
1/α. (2.17)
Remark 2.2. The bidimensional VAR(1) model defined in (2.1) with sub-Gaussian noise has bounded solution
given by formula (2.5) if the following conditions hold
∞∑
j=0
(∣∣∣a(j)1 ∣∣∣+ ∣∣∣a(j)2 ∣∣∣) <∞ and ∞∑
j=0
(∣∣∣a(j)3 ∣∣∣+ ∣∣∣a(j)4 ∣∣∣) <∞. (2.18)
Proof: Taking into account equation (2.5) and properties of the covariation norm we obtain the
following
‖X1(t)‖α =
∥∥∥∥∥∥
∞∑
j=0
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)∥∥∥∥∥∥
α
≤
∞∑
j=0
∥∥∥a(j)1 Z1(t− j)∥∥∥
α
+
∞∑
j=0
∥∥∥a(j)2 Z2(t− j)∥∥∥
α
=
∞∑
j=0
(∣∣∣a(j)1 ∣∣∣σ1 + ∣∣∣a(j)2 ∣∣∣σ2),
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where σ1 and σ2 are scale parameters for {Z1(t)} and {Z2(t)}, respectively. One can easily observe
‖X1(t)‖α <∞ if
∞∑
j=0
(∣∣∣a(j)1 ∣∣∣+ ∣∣∣a(j)2 ∣∣∣) <∞.
Using the same reasoning for X2(t) given by Eq. (2.5) we obtain the second condition and that asserts the
result.

In the further analysis we assume the model parameters satisfy condition given by (2.18).
2.3 Cross-codifference
Let us start our considerations from recalling the basic definition of the codifference for the symmetric α−stable
vector (X,Y ), which allows us to quantify the dependence between two random variables.
Definition 2.5. (Samorodnitsky and Taqqu, 1994) Let the random vector (X,Y ) be a bidimensional jointly
and symmetric α−stable i.e. its marginals have the following characteristic functions φX(t) = E exp{itX} =
exp{−σαX |t|
α} and φY (t) = exp{−σ
α
Y |t|
α}, respectively. Then the codifference between X and Y has the
following form
CD(X,Y ) = σαX−Y − σ
α
X − σ
α
Y .
In literature (Nowicka-Zagrajek and Wy loman´ska, 2008; Wy loman´ska et al., 2015) one can find also
an alternative definition of codifference which uses the characteristic functions and can be defined for arbitrary
random variables
CD(X,Y ) = log E exp{i(X − Y )} − log E exp{iX} − log E exp{−iY }.
It is worth mentioning that both definitions of codifference in case of Gaussian random vector (α = 2) reduce
to the usual covariance. Namely, we have that CD(X,Y ) = Cov(X,Y ) (Nowicka-Zagrajek and Wy loman´ska,
2008; Samorodnitsky and Taqqu, 1994).
The codifference measure can be also used to quantify the time-dependence structure for stochastic
processes. In Wy loman´ska et al. (2015) an analogue of the auto-covariance was proposed in terms of the
auto-codifference.
Definition 2.6. (Wy loman´ska et al., 2015) Let {X(t)} be a stochastic process, then the auto-codifference is
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defined in the following way
CD(X(t), X(s)) = log E exp{i(X(t)−X(s))} − log E exp{iX(t)} − log E exp{−iX(s)}.
For the stochastic processes that are stationary the auto-codifference depends only on the distance
between arguments: |t − s|. Moreover, for an α−stable process with α = 2 the auto-codifference reduces to
the auto-covariance.
In the following definition we introduce the cross-codifference, new measure of dependence which can
replace the cross-covariance defined only for second-order processes. The cross-codifference is an analogue of
the classical cross-covariance. In probability and statistics, given two stochastic processes, the cross-covariance
is a function that gives the covariance of one process with the other at pairs of time points. In our case,
where we consider the bidimensional time series the cross-codifference will be calculated for components of
bidimensional process, namely X1(t) and X2(t).
Definition 2.7. If {X(t)} = {X1(t), X2(t)} is a bidimensional process, then the cross-codifference is defined
as
CD(X1(t), X2(t + h)) = log E exp{i(X1(t) − X2(t + h))} − log E exp{iX1(t)} − log E exp{−iX2(t + h)}.
(2.19)
In the next Theorem we present the general formula for cross-codifference for general bidimensional
VAR(1) model.
Theorem 2.1. For a general bidimensional VAR(1) process defined in (2.1) and h ≥ 0 the cross-codifference
takes the following form
(a)
CD(X1(t), X2(t+ h)) =
∞∑
j=0
log
(
E
(
exp
{
i
((
a
(j)
1 − a
(j+h)
3
)
Z1(t− j) +
(
a
(j)
2 − a
(j+h)
4
)
Z2(t− j)
)}))
−
∞∑
j=0
log
(
E
(
exp
{
i
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)}))
(2.20)
−
∞∑
j=0
log
(
E
(
exp
{
i
(
−a
(j+h)
3 Z1(t− j)− a
(j+h)
4 Z2(t− j)
)}))
.
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(b)
CD(X1(t), X2(t− h)) =
∞∑
j=h
log
(
E
(
exp
{
i
((
a
(j)
1 − a
(j−h)
3
)
Z1(t− j) +
(
a
(j)
2 − a
(j−h)
4
)
Z2(t− j)
)}))
−
∞∑
j=h
log
(
E
(
exp
{
i
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)}))
(2.21)
−
∞∑
j=h
log
(
E
(
exp
{
i
(
−a
(j−h)
3 Z1(t− j)− a
(j−h)
4 Z2(t− j)
)}))
.
The proof of the above theorem is presented in Appendix A.
3 Cross-codifference for bidimensional Gaussian VAR(1) model
In this section we derive the analytical formula of cross-codifference function for the bidimensional Gaussian
VAR(1) model with bidimensional noise defined in (2.8).
Lemma 3.1. For a bidimensional Gaussian VAR(1) process with {Z(t)} given by (2.8) and for h ≥ 0 the
cross-codifference has the following form
a)
CD(X1(t), X2(t+ h)) = R11
∞∑
j=0
a
(j)
1 a
(j+h)
3 +R22
∞∑
j=0
a
(j)
2 a
(j+h)
4 +R12
∞∑
j=0
a
(j)
1 a
(j+h)
4 +R12
∞∑
j=0
a
(j)
2 a
(j+h)
3 ,
(3.22)
b)
CD(X1(t), X2(t− h)) = R11
∞∑
j=0
a
(j+h)
1 a
(j)
3 +R22
∞∑
j=0
a
(j+h)
2 a
(j)
4 +R12
∞∑
j=0
a
(j+h)
1 a
(j)
4 +R12
∞∑
j=0
a
(j+h)
2 a
(j)
3 .
(3.23)
Proof: The proof follows directly from the general formulas for the cross-codifference of a bidimensional
VAR(1) model given in (2.20) and (2.21) and from the formula for the characteristic function of {Z(t)} given
in (2.9).

Remark 3.1. For bidimensional Gaussian VAR(1) models the cross-codifference is equal to the cross-covariance,
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namely
CD(X1(t), X2(t+ h)) = Cov(X1(t), X2(t+ h)).
Proof: If we take under consideration formula (2.5), then one can easily calculate the cross-covariance, namely
for h ≥ 0 we have
Cov(X1(t), X2(t+ h)) = E(X1(t)X2(t+ h)) =
= E
(∑∞
j=0(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))
∑∞
k=0(a
(k)
3 Z1(t+ h− k) + a
(k)
4 Z2(t+ h− k))
)
=
= R11
∑∞
j=0 a
(j)
1 a
(j+h)
3 +R22
∑∞
j=0 a
(j)
2 a
(j+h)
4 +R12
∑∞
j=0 a
(j)
1 a
(j+h)
4 +R12
∑∞
j=0 a
(j)
2 a
(j+h)
3 =
= CD(X1(t), X2(t+ h)). (3.24)
The similar reasoning implies that Cov(X1(t), X2(t− h)) = CD(X1(t), X2(t− h)).

Example 3.1. As an example let us consider R12 = 0, a2 = a3 = 0 and |a1| < 1, |a4| < 1. Applying Lemma
3.1 we obtain
CD(X1(t), X2(t+ h)) = 0
and
CD(X1(t), X2(t− h)) = 0.
Example 3.2. As a second example let us consider R12 6= 0, a2 = a3 = 0 and |a1| < 1, |a4| < 1. Applying
Lemma 3.1 we obtain
CD(X1(t), X2(t+ h)) =
∞∑
j=0
a
(j)
1 a
(j+h)
4 R12 = R12
∞∑
j=0
aj1a
j+h
4 = R12a
h
4
∞∑
j=0
(a1a4)
j
=
R12a
h
4
1− a1a4
and
CD(X1(t), X2(t− h)) =
∞∑
j=0
a
(j+h)
1 a
(j)
4 R12 = R12
∞∑
j=0
aj+h1 a
j
4 = R12a
h
1
∞∑
j=0
(a1a4)
j
=
R12a
h
1
1− a1a4
.
4 Cross-codifference for bidimensional sub-Gaussian VAR(1) model
In this section we derive the analytical formula of cross-codifference function for the sub-Gaussian bidimen-
sional VAR(1) model with bidimensional noise {Z(t)} defined in (2.14).
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Lemma 4.1. For a bidimensional sub-Gaussian VAR(1) model with {Z(t)} given by (2.14) the cross-codifference
for h ≥ 0 has the following form
a)
CD(X1(t), X2(t+ h)) =
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j)1 )2R11 + 2a(j)1 a(j)2 R12 + (a(j)2 )2R22∣∣∣∣α/2
+
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j+h)3 )2R11 + 2a(j+h)3 a(j+h)4 R12 + (a(j+h)4 )2R22∣∣∣∣α/2
−
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j)1 − a(j+h)3 )2R11 + 2(a(j)1 − a(j+h)3 )(a(j)2 − a(j+h)4 )R12 + (a(j)2 − a(j+h)4 )2R22∣∣∣∣α/2,
(4.25)
b)
CD(X1(t), X2(t− h)) =
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j+h)1 )2R11 + 2a(j+h)1 a(j+h)2 R12 + (a(j+h)2 )2R22∣∣∣∣α/2
+
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j)3 )2R11 + 2a(j)3 a(j)4 R12 + (a(j)4 )2R22∣∣∣∣α/2
−
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j+h)1 − a(j)3 )2R11 + 2(a(j+h)1 − a(j)3 )(a(j+h)2 − a(j)4 )R12 + (a(j+h)2 − a(j)4 )2R22∣∣∣∣α/2.
(4.26)
Proof: The proof follows directly from the general formulas for the cross-codifference of a bidimensional
VAR(1) model given in (2.20) and (2.21) and from the formula for the characteristic function of {Z(t)} given
in (2.15).

Example 4.1. As an example let us consider R12 6= 0, a2 = a3 = 0 and |a1| < 1, |a4| < 1. Applying Lemma
4.1 we obtain
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a)
CD(X1(t), X2(t+ h)) =
=
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j)1 )2R11∣∣∣∣α/2+ ∞∑
j=0
∣∣∣∣(a(j+h)4 )2R22∣∣∣∣α/2− ∞∑
j=0
∣∣∣∣(a(j)1 )2R11−2a(j)1 a(j+h)4 R12+(a(j+h)4 )2R22∣∣∣∣α/2

=
(
1
2
)α/2 ∞∑
j=0
|a1|
αjR11
α/2 +
∞∑
j=0
|a4|
αj+αhR22
α/2 −
∞∑
j=0
∣∣∣a2j1 R11 − 2aj1aj+h4 R12 + a2j+2h4 R22∣∣∣α/2

=
(
1
2
)α/2 Rα/211
1− |a1|α
+
R
α/2
22 |a4|
hα
1− |a4|α
−
∞∑
j=0
∣∣∣a2j1 R11 − 2aj1aj+h4 R12 + a2j+2h4 R22∣∣∣α/2
,
b)
CD(X1(t), X2(t− h)) =
=
(
1
2
)α/2 ∞∑
j=0
∣∣∣∣(a(j+h)1 )2R11∣∣∣∣α/2+ ∞∑
j=0
∣∣∣∣(a(j)4 )2R22∣∣∣∣α/2− ∞∑
j=0
∣∣∣∣(a(j+h)1 )2R11−2a(j+h)1 a(j)4 R12+(a(j)4 )2R22∣∣∣∣α/2

=
(
1
2
)α/2 ∞∑
j=0
|a1|
αj+αhR11
α/2 +
∞∑
j=0
|a4|
αjR22
α/2 −
∞∑
j=0
∣∣∣a2j+2h1 R11 − 2aj+h1 aj4R12 + a2j4 R22∣∣∣α/2

=
(
1
2
)α/2Rα/211 |a1|hα
1− |a1|α
+
R
α/2
22
1− |a4|α
−
∞∑
j=0
∣∣∣a2j+2h1 R11 − 2aj+h1 aj4R12 + a2j4 R22∣∣∣α/2
.
5 Simulations
In this section we introduce an estimation method for cross-codifference from the experimental data. The
idea is similar as presented in Rosadi and Deistler (2011) and is based on the replacement the theoretical
characteristic function in the definition of the cross-codifference by its empirical equivalent. As the illustration
we present exemplary trajectories of the considered time series together with a comparison of theoretical and
empirical cross-codifference.
For a bidimensional time series {X(t)} we define an estimator of cross-codifference as follows
ĈD(X1(t), X2(s)) =
= log
(
φ̂(1,−1, X1(t), X2(s))
)
− log
(
φ̂(1, 0, X1(t), X2(s))
)
− log
(
φ̂(0,−1, X1(t), X2(s))
)
, (5.27)
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where φ̂(u, v,X1(t), X2(s)) is an estimator of the following characteristic function
φ(u, v,X1(t), X2(s)) = E(exp{iuX1(t) + ivX2(s)}).
If we consider the realization of a stationary bidimensional time series {X(t)} denoted by {xik, k = 1, 2, . . . , N, i =
1, 2}, the cross-codifference can be estimated from only one trajectory and in this case the estimator takes the
following form
ĈD(X1(t), X2(t+ k)) = log
(
φ̂(1,−1, k)
)
− log
(
φ̂(1, 0, k)
)
− log
(
φ̂(0,−1, k)
)
, (5.28)
where the empirical characteristic function φ̂(u, v, k) is given by:
φ̂(u, v, k) =

(N − k)−1
∑N−k
t=1 exp
(
i
(
ux1t + vx
2
t+k
))
k ≥ 0,
(N + k)−1
∑N+k
t=1 exp
(
i
(
ux1t−k + vx
2
t
))
k < 0.
(5.29)
The proposed estimator may be useful in quantifying the dependence structure for bidimensional processes.
Similar as in one-dimensional case it can be also useful in the proper model recognition or estimation of
appropriate parameters of the model (Wy loman´ska et al., 2015).
In Figure 1 we show sample paths of the considered time series. On the top panels (a) and (b) of
Figure 1 we present the exemplary trajectories of bidimensional Gaussian VAR(1) time series, whereas on the
bottom panels (c) and (d) we present the exemplary trajectories of bidimensional sub-Gaussian VAR(1) time
series. For the model with infinite variance one can see the difference in the amplitude of the observations.
Now, the next step is to verify the theoretical formulas for the cross-codifference given in the Section 3 and in
the Section 4. In order to perform the comparison, we generate sample trajectories of the considered VAR(1)
models. Using simulated data we calculate the empirical cross-codifference given in (5.28) and we plot it
together with the corresponding theoretical formulas. The results for the Gaussian model are presented in
Figure 2: (a) corresponds to Example 3.1 presented in Section 3, (b) corresponds to Example 3.2 presented
in Section 3 and (c) is a general example. The results for the sub-Gaussian VAR(1) time series are presented
in Figure 3: (a) corresponds to Example 4.1 presented in Section 4 and (b) is a general example. To calculate
the theoretical values we use the formulas given in (3.22), (3.23), (4.25), (4.26) by taking a sum over j from 0
to 50. In all cases one observes almost perfect agreement between the empirical and theoretical results.
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Figure 1: Exemplary trajectories of bidimensional time series: (a) bidimensional Gaussian VAR(1) model
with R11 = 0.3, R22 = 0.3, R12 = 0.2, a1 = 0.6, a2 = 0.2, a3 = 0.1, a4 = 0.9, (b) bidimensional Gaussian
VAR(1) model with R11 = 0.3, R22 = 0.3, R12 = 0.2, a1 = 0.6, a2 = 0, a3 = 0, a4 = 0.9, (c) bidimensional
sub-Gaussian VAR(1) model with α = 1.7, R11 = 0.4, R22 = 0.3, R12 = 0.3, a1 = 0.6, a2 = 0.2, a3 = 0.1,
a4 = 0.7, (d) bidimensional sub-Gaussian VAR(1) model with α = 1.7, R11 = 0.4, R22 = 0.3, R12 = 0.3,
a1 = 0.6, a2 = 0, a3 = 0, a4 = 0.7.
6 Estimation
In this section we demonstrate how the theoretical results presented in the previous parts of the paper can be
applied to the estimation of the considered model parameters. As the example, we introduce an estimation
procedure for the parameters of bidimensional sub-Gaussian VAR(1) model. The method is based on the
formula for the cross-codifference presented in Section 4, Example 4.1. We discuss here the case when the
components of bidimensional time series are dependent only in the sense of the bidimensional noise. This is
the case when. a2 = a3 = 0. More precisely, we consider Example 4.1 with 0 < a1 < 1 and 0 < a4 < 1.
At first, let us take a1 = a2 = a. Moreover, we assume α > 1. In this case, according to Example 4.1
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Figure 2: Estimator of cross-codifference for the bidimensional Gaussian VAR(1) model and the theoretical
values given by (3.22) and (3.23): (a) R11 = 0.5, R22 = 0.5, R12 = 0, a1 = 0.6, a2 = 0, a3 = 0, a4 = 0.3, (b)
R11 = 0.5, R22 = 0.5, R12 = 0.3, a1 = 0.6, a2 = 0, a3 = 0, a4 = 0.3, (c) R11 = 0.5, R22 = 0.5, R12 = 0.3,
a1 = 0.6, a2 = 0.1, a3 = 0.4, a4 = 0.3.
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Figure 3: Estimator of cross-codifference for the bidimensional sub-Gaussian VAR(1) model and the theoretical
values given by (4.25) and (4.26): (a) α = 1.5, R11 = 0.4, R22 = 0.3, R12 = 0.3, a1 = 0.6, a2 = 0, a3 = 0,
a4 = 0.4, (b) α = 1.5, R11 = 0.4, R22 = 0.3, R12 = 0.3, a1 = 0.6, a2 = 0.3, a3 = 0.1, a4 = 0.4.
17
2000 4000 6000 8000 10000 12000 14000 16000
n
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
m
e
di
an
 o
f v
al
eu
es
 ta
ke
n 
by
 e
st
im
at
or
estimated, a=0.3
estimated, a=0.5
estimated, a=0.7
Figure 4: Medians of estimator â for trajectories of various lengths n. In order to obtain the median of the
estimators we simulated 1000 trajectories for each length.
we have:
CD(X1(t), X2(t+ h)) =
(
1
2
)α/2
1− |a|α
(
R
α/2
11 +R
α/2
22 |a|
hα −
∣∣R11 − 2ahR12 + a2hR22∣∣α/2)
CD(X1(t), X2(t− h)) =
(
1
2
)α/2
1− |a|α
(
R
α/2
11 |a|
hα +R
α/2
22 −
∣∣a2hR11 − 2ahR12 +R22∣∣α/2).
One can show by using using L’Hoˆpital rule that the following holds for α > 1:
lim
x→0
Aα/2|x|α +Bα/2 −
∣∣Ax2 − 2Cx+B∣∣α/2
|x|
= D,
where A,B,C,D are some constants. Therefore in the considered case, it can be proven that the cross-
codifference behaves asymptotically as:
CD(X1(t), X2(t+ h)) ∼ c1a
h and CD(X1(t), X2(t− h)) ∼ c2a
h,
where c1 and c2 are some constants.
In our methodology for bidimensional vector of observations we calculate the empirical cross-codifference
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ĈD(X1(t), X2(t + h)) for h > 0 and by comparing its values with the asymptotic formula we estimate the
unknown parameters a and c1 using least squares method:
(ĉ1, â) = min
c1,a
∑
i
(c1a
hi − ĈD(X1(t), X2(t+ hi)))
2. (6.30)
To verify the effectiveness of the estimator we perform the Monte Carlo study. We generate 1000 trajectories
of considered bidimensional time series and for each trajectory we estimate â. Then, we calculate the median
of values taken by estimator. We repeat the simulations for the trajectories of various lengths. Exemplary
results are presented in Figure 4 where the convergence of the estimator is visible. The larger the length of a
trajectory, the closer to the theoretical value is the outcome.
As the second example, let us consider a1 6= a4. In this case we can also observe the behaviour similar
to the previous instance. Using the same methodology, one can show the cross-codifference converges to zero
in the following manner:
CD(X1(t), X2(t+ h)) ∼ d1a
h
4 and CD(X1(t), X2(t− h)) ∼ d2a
h
1 ,
where d1 and d2 are some constants. Similarly to the first case, in order to estimate the unknown parameters a1
and a4 for bidimensional vector of observations we calculate the empirical cross-codifference ĈD(X1(t), X2(t+
h)) and ĈD(X1(t), X2(t − h)) for h > 0 and we compare the values with the asymptotic formulas using the
least squares method:
(d̂2, â4) = min
d2,a4
∑
i
(d2a
hi
4 − ĈD(X1(t), X2(t+ hi)))
2 (6.31)
and
(d̂1, â1) = min
d1,a1
∑
i
(d1a
hi
1 − ĈD(X1(t), X2(t− hi)))
2. (6.32)
The effectiveness of the estimator is verified using Monte Carlo simulations and the exemplary results are
presented in Figure 5. One can observe that for the parameter taking larger value the estimator converges to
its theoretical equivalent much faster than for the other one.
In order to estimate the remaining parameters related to the noise, after estimation of the VAR(1)
model parameters we propose to extract the noise from the data by applying the inverse filter to each com-
ponent of bidimensional time series by using estimated values of VAR(1) model. In the next step, we use
the methodology introduced in Jab lon´ska et al. (2017) where the estimation procedure based on the distance
between the empirical and theoretical characteristic function of bivariate sub-Gaussian vectors is presented.
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Figure 5: Medians of estimators â1 and â4 for trajectories of various lengths n. In order to obtain the median
of the estimators we simulated 1000 trajectories for each length.
The exemplary results obtained via Monte Carlo simulations are presented in Figure 6. The significant impact
on the values taken by these estimators has the goodness of a1 and a4 estimation.
7 Conclusions
In this paper we propose a cross-codifference measure as a tool to identify the dependence structure between
spatial components of multivariate stochastic processes with non-Gaussian innovations. First, we have estab-
lished the general form of the solutions of bidimensional VAR(1) time series with Gaussian and sub-Gaussian
innovations. The relation between the cross-codifference and cross-covariance in case of VAR(1) model with
bidimensional Gaussian innovations have been obtained. The main practical result of this work is a derivation
of the cross-codifference for the bidimensional VAR(1) model with sub-Gaussian noise and a proposition of
its estimation technique. Moreover, we have proposed a new estimation technique for VAR(1) model pa-
rameters using the cross-codifference. It was also shown based on the simulated data that the introduced
cross-dependence measure can be a useful tool in modelling of the data that are characterized by the depen-
dence between spatial components in time. The study carried out in this paper open up a new areas of interest
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Figure 6: Medians of estimators α̂, R̂11, R̂12 and R̂22 for trajectories of various lengths n. Left panels
correspond to the case when a1 = a4 = a with a = 0.5, α = 1.5, R11 = 0.4, R12 = 0.1 and R22 = 0.8 and
right panels correspond to the case when a1 6= a4 with a1 = 0.3, a4 = 0.5, α = 1.5, R11 = 0.3, R12 = 0.1 and
R22 = 0.4. In order to obtain the median of the estimators we simulated 1000 trajectories for each length.
in context of the cross-dependence of multivariate models and estimation of their parameters.
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Appendix A
Proof of Theorem 2.1.
(a) First we compute each component of (2.19) separately using the formulas for X1(t) and X2(t + h) given
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in (2.5). We assume h > 0.
log(E(exp{iX1(t)})) = log
(
E
(
exp
{
i
∞∑
j=0
(
a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)
)}))
=
= log
E
 ∞∏
j=0
exp
{
i(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))
} =
= log
( ∞∏
j=0
E(exp{i(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))})
)
=
=
∞∑
j=0
log
(
E(exp{i(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))})
)
(7.33)
log
(
E(exp{−iX2(t+ h)})
)
= log
(
E(exp{−i
∞∑
k=0
(a
(k)
3 Z1(t+ h− k) + a
(k)
4 Z2(t+ h− k))})
)
=
= log
(
E(exp{−i
∞∑
j=−h
(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))})
)
=
= log
(
E(
∞∏
j=−h
exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))})
)
=
= log
( ∞∏
j=−h
E(exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))})
)
=
=
∞∑
j=−h
log
(
E(exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))})
)
=
=
−1∑
j=−h
log
(
E(exp{i(−a
(j+h)
3 Z1(t− j)− a
(j+h)
4 Z2(t− j))})
)
+
+
∞∑
j=0
log
(
E(exp{i(−a
(j+h)
3 Z1(t− j)− a
(j+h)
4 Z2(t− j))})
)
(7.34)
22
Let us consider the random variable X1(t)−X2(t+ h).
X1(t)−X2(t+ h) =
∞∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))−
∞∑
k=0
(a
(k)
3 Z1(t+ h− k) + a
(k)
4 Z2(t+ h− k)) =
=
∞∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))−
∞∑
j=−h
(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j)) =
=
∞∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))−
−1∑
j=−h
(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))−
−
∞∑
j=0
(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j)) =
=
∞∑
j=0
((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))︸ ︷︷ ︸
A∗
j
−
−1∑
j=−h
(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))︸ ︷︷ ︸
B∗
j
log
(
E(exp{i(X1(t)−X2(t+ h))})
)
= log
(
E(exp{i(
∞∑
j=0
A∗j −
−1∑
j=−h
B∗j )})
)
=
= log
(
E(exp{i
∞∑
j=0
A∗j} exp{−i
−1∑
j=−h
B∗j )})
)
= log
(
E(exp{i
∞∑
j=0
A∗j}) E(exp{−i
−1∑
j=−h
B∗j }
)
=
= log
(
E(
∞∏
j=0
exp{iA∗j}) E(
−1∏
j=−h
exp{−iB∗j }
)
=
= log
(
E(
∞∏
j=0
exp{i((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))})
E(
−1∏
j=−h
exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))}
)
=
= log
( ∞∏
j=0
E(exp{i((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))})
−1∏
j=−h
E(exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))}
)
=
= log
( ∞∏
j=0
E(exp{i((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))})
)
+
+ log
( −1∏
j=−h
E(exp{−i(a
(j+h)
3 Z1(t− j) + a
(j+h)
4 Z2(t− j))}
)
=
=
∞∑
j=0
log
(
E(exp{i((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))})
)
+
+
−1∑
j=−h
log
(
E(exp{i(−a
(j+h)
3 Z1(t− j)− a
(j+h)
4 Z2(t− j))}
)
(7.35)
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Finally, taking into account (7.33), (7.34) and (7.35), we get:
CD(X1(t), X2(t+ h)) = −
∞∑
j=0
log
(
E(exp{i(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))})
)
−
∞∑
j=0
log
(
E(exp{i(−a
(j+h)
3 Z1(t− j)− a
(j+h)
4 Z2(t− j))})
)
+
∞∑
j=0
log
(
E(exp{i((a
(j)
1 − a
(j+h)
3 )Z1(t− j) + (a
(j)
2 − a
(j+h)
4 )Z2(t− j))})
)
.
(b) Again, we compute each component of (2.19) separately using the formulas for X1(t) and X2(t− h) given
in (2.5). We assume h > 0. The first component is given by (7.33).
log
(
E(exp{−iX2(t− h)})
)
= log
(
E(exp{−i
∞∑
k=0
(a
(k)
3 Z1(t− h− k) + a
(k)
4 Z2(t− h− k))})
)
=
= log
(
E(exp{−i
∞∑
j=h
(a
(j−h)
3 Z1(t− j) + a
(j−h)
4 Z2(t− j))})
)
=
= log
(
E(
∞∏
j=h
exp{−i(a
(j−h)
3 Z1(t− j) + a
(j−h)
4 Z2(t− j))})
)
=
= log
( ∞∏
j=h
E(exp{−i(a
(j−h)
3 Z1(t− j) + a
(j−h)
4 Z2(t− j))})
)
=
=
∞∑
j=h
log
(
E(exp{−i(a
(j−h)
3 Z1(t− j) + a
(j−h)
4 Z2(t− j))})
)
(7.36)
Let us consider the random variable X1(t)−X2(t− h).
X1(t)−X2(t− h) =
∞∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))−
∞∑
k=0
(a
(k)
3 Z1(t− h− k) + a
(k)
4 Z2(t− h− k)) =
=
∞∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))−
∞∑
j=h
(a
(j−h)
3 Z1(t− j) + a
(j−h)
4 Z2(t− j)) =
=
h−1∑
j=0
(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))︸ ︷︷ ︸
C∗
j
+
∞∑
j=h
((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))︸ ︷︷ ︸
D∗
j
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log
(
E(exp{i(X1(t)−X2(t− h))})
)
= log
(
E(exp{i(
h−1∑
j=0
C∗j +
∞∑
j=h
D∗j )})
)
=
= log
(
E(exp{i
h−1∑
j=0
C∗j } exp{i
∞∑
j=h
D∗j )})
)
= log
(
E(exp{i
h−1∑
j=0
C∗j }) E(exp{−i
∞∑
j=h
D∗j }
)
=
= log
(
E(
h−1∏
j=0
exp{iC∗j }) E(
∞∏
j=h
exp{−iD∗j}
)
=
= log
(
E(
h−1∏
j=0
exp{i((a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)))})
E(
∞∏
j=h
exp{i((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))})
)
=
= log
( h−1∏
j=0
E(exp{i((a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)))})
∞∏
j=h
E(exp{i((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))})
)
=
= log
( h−1∏
j=0
E(exp{i((a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)))})
)
+
log
( ∞∏
j=h
E(exp{i((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))})
)
=
=
h−1∑
j=0
log
(
E(exp{i((a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j)))})
)
+
∞∑
j=h
log
(
E(exp{i((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))})
)
(7.37)
Finally, taking into account (7.33), (7.36) and (7.37), we get:
CD(X1(t), X2(t− h)) = −
∞∑
j=h
log
(
E(exp{i(a
(j)
1 Z1(t− j) + a
(j)
2 Z2(t− j))})
)
−
∞∑
j=h
log
(
E(exp{i(−a
(j−h)
3 Z1(t− j)− a
(j−h)
4 Z2(t− j))})
)
+
∞∑
j=h
log
(
E(exp{i((a
(j)
1 − a
(j−h)
3 )Z1(t− j) + (a
(j)
2 − a
(j−h)
4 )Z2(t− j))})
)
.

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