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Introduction:
In most imaging applications, images with high spatial resolution are desired and often required. However acquisition of high-resolution images is severely constrained by the physical drawbacks of the diffraction limited imaging sensors. The images acquired through such sensors suffer from aliasing and blurring. The most direct solution to increase the spatial resolution is to increase the number of pixels per unit area, by sensor manufacturing techniques. But due to decrease in pixel size, light available also decreases causing more shot noise. Another approach to increase the resolution is to increase the wafer size, which leads to an increase in the capacitance. This approach is not effective since an increase in the capacitance causes a decrease in charge transfer rate. Hence, a promising approach is to use image processing methods to construct a high-resolution image from one or more available low-resolution observations.
Super-resolution refers to the process of producing a high spatial resolution image than what is afforded by the physical sensor through post processing means. It includes up sampling the image, thereby increasing the maximum spatial frequency, and removing degradations that arise during the image capture, viz., aliasing and blurring.
Literature Review:
Numerous reconstruction-based super-resolution algorithms have been proposed in the literature. The idea of super-resolution was first proposed by Tsai and Huang, which used the frequency domain approach [1] . A different approach to the superresolution restoration problem was suggested by Irani et al [2] , [3] based on the iterative back projection method. A set theoretic approach to the super-resolution restoration problem was suggested in [4] . The main result there is to define convex sets which represent tight constraints on the solution to improve the results. Ng et al developed a regularized, constrained total least squares solution to obtain a highresolution image [5] . They consider the presence of perturbation errors of displacements around the ideal sub-pixel locations in addition to noisy observations. The effect of the displacement errors on the convergence rate of an iterative approach for solving the transform based preconditioned system of equations is discussed by Ng and Bose [6] . They also develop a fast restoration algorithm for color images in [7] . Nguyen proposed circulant block preconditioners to accelerate the conjugate gradient descent method while solving the Tikhonov-regularized superresolution problem [8] . A maximum a posteriori (MAP) estimator with Huber-Markov random field (MRF) prior is described by Schultz and Stevenson in [9] . Other approaches include a MAP-MRF based super-resolution technique using the blur as a cue [10] . In [11] the authors recovered both the high-resolution scene intensity and the depth fields simultaneously using the defocus cue. Elad and Feuer [12] proposed a unified methodology for super-resolution restoration from several geometrically warped, blurred, noisy and down-sampled measured images by combining maximum likelihood (ML), MAP and projection onto convex sets (POCS) approaches. In [13] Lin and Shum determine the quantitative limits of reconstruction-based superresolution algorithms and obtain the up-sampling limits from the conditioning analysis of the coefficient matrix. Now we review some of the recent works under the learning-based super-resolution category. In [14] Baker and Kanade develop a super-resolution algorithm by modifying the prior term in the cost to include the results of a set of recognition decisions, and call it recognition-based super-resolution or hallucination. Their prior enforces the condition that the gradient in the super-resolved image should be equal to the gradient in the best matching training image. Authors in [15] have proposed a super-resolution technique from multiple views using learned image models making use of principal component analysis (PCA). Their method uses learned image models either to directly constrain the maximum likelihood (ML) estimate or as a prior for a MAP estimate. In [16] Freeman proposed a parametric Markov network to learn the statistics between the "scene" and the "image", as a framework for handling low level vision tasks, one application of which is super-resolution. An image analogy method applied to super-resolution is discussed in [17] .
Joshi and Chaudhuri [18] have proposed a learning-based method for image superresolution from zoomed observations. They model the high-resolution image as a Markov random field (MRF), the parameters of which are learned from the most zoomed observation. The learned parameters are then used to obtain a maximum a posteriori (MAP) estimate of the high-resolution image.
In [19] we have proposed a single frame super-resolution algorithm using a waveletbased learning technique where the HR edge primitives are learned from the HR data set locally. An eigen face-domain super-resolution reconstruction algorithm for face recognition is proposed in [20] . In the face hallucination technique proposed in [21] the authors use both low and high resolution image databases to recover the high-resolution image, making use of PCA. They also add constraints to the principal components to reduce the nonface-like distortion. The use of PCA for image zooming purposes has been investigated in [22] . It has been assumed that the principal components remain unchanged across the scale. The method is applicable only to zooming up of images of a specific class of objects such as faces or fingerprints.
Pickup et al. [23] present a domain-specific image prior in the form of a distribution function based upon sampled images, and show that for certain types of superresolution problems, this sample-based prior gives a significant improvement over other common multiple-image super-resolution techniques.
In [24] the authors have proposed a single frame image super-resolution method where the generation of the high-resolution image patch depends simultaneously on multiple nearest neighbors in the training set in a way similar to the concept of locally linear embedding for manifold learning. This method requires fewer training examples than other learning-based super-resolution methods. The super-resolution method proposed in [25] is the extension of a Markov-based learning algorithm, capable of processing an LR image with unknown degradation parameters. A different method for enhancing the resolution of LR facial images using an error back projection method based on top-down learning is proposed in [26] . Here a face is represented by a linear combination of prototypes of shape and texture. An image hallucination approach based on primal sketch priors is presented in [27] . Here a reconstruction constraint is also applied to further improve the quality of the hallucinated image.
In [28] the super-resolution reconstruction problem is considered as a binary classification problem and is solved through class conditional probability estimation.
Most of the learning-based super-resolution methods proposed above either make use of a database of low and high resolution training images of similar objects or use an appropriate smoothness constraint along with the learning prior to improve the results. In our method we use instead an arbitrary set of high-resolution training images. Also we do not use any smoothness constraint as we apply the contourlet transform which has the capability to capture smoothness along contours, while learning the best edge primitives from the HR training set. The proposed method is edge-based and involves learning the edge pattern locally instead of the global PCA based approach. As a result, our method is faster and results show considerable improvement over a regularization-based approach. In [29] we have proposed total variation based regularization framework for Image super-resolution. Total variation based regularization helps in formulating an edge preserving scheme. This formulation is extended by incorporating an appropriate sub-band constraint ensures the preservation of textural details in trade off with noise present in the observation.
In [30] we make use of Papoulis-Gerchberg algorithm of signal extrapolation to perform Image super-resolution the same algorithm is later modified to handle blurred image. In [31] author uses a generative model for sharp edges in images as well as descriptive models for edge representation. This prior information is injected using the symmetric residue pyramid scheme. The advantages of this scheme are that it generates sharp edges with no ringing artifacts in the HR and that the models are universal enough to allow usage on wide variety of images without requirement of training and/or adaptation.
Methods Explored:
We have mainly investigated learning based algorithms for obtaining the superresolution on scientific images. Methods implemented explore both the frequency domain and spatial domain. We started with learning priors for performing super resolution and towards the end; we also implemented super resolution in frequency We attempt to solve the super-resolution problem using a learning based method. Since the problem of super-resolution involves handling data at multiple resolutions, and since the wavelets are best suited for a multi-resolution analysis, it motivates us to use a wavelet based approach for learning the wavelet coefficients at the finer resolution. By using a wavelet-based learning prior along with a suitable discontinuity preserving smoothness prior, an effective super-resolution can be achieved. The advantage of this method is that there is no correspondence problem.
Further, one does not need multiple observations, but it does require a number of high resolution training images.
The method proposed here can also be classified under learning based superresolution schemes. However, we use a different type of learning where we use a prior term that enforces the condition that the wavelet coefficients of the superresolved image at the finest scale should be locally close to the best matching wavelets learnt from the high resolution training set. We obtain a regularized solution by imposing an appropriate smoothness constraint (on the restored image) which ensures the spatial correlation among the pixels while preserving the discontinuities.
The basic problem we solve is as follows: one captures an image using a lowresolution camera. We are interested in generating the super-resolved image for the same using a set of available high-resolution images of different scenes. It is assumed that the high frequency contents to be extrapolated are locally present in the training set. We use a wavelet based multi-resolution analysis to learn the wavelet coefficients at a given location at the finer scales for the super-resolved image. The learnt coefficients are then used in a prior term that enforces the condition that the wavelet coefficients at the finer scales of the super-resolved image should be locally close to the best matching coefficients learnt from the training set.
In order to preserve the spatial continuity of the restored image, we use a smoothness constraint in conjunction with the learnt prior to obtain the superresolved image. For our problem the low resolution image is of size MxM pixels (Refer Fig.1 ).
Considering an up-sampling factor of 2, the high-resolution image, now has a size of 2Mx2M pixels. For each coefficient in the sub-bands I-III and the corresponding 2x2 blocks in the sub-bands IV-VI, we extrapolate a block of 4x4 wavelet coefficients in each of the sub-bands VII, VIII and IX as shown in Fig.1 . We follow the minimum absolute difference (MAD) criterion to estimate the wavelet coefficients. We take the absolute difference locally between the wavelet coefficients in the low resolution image and the corresponding coefficients in each of the high resolution training images.
Sample Results:
We now show results of an experiment conducted on the color face images. We observe that the super-resolved image appears sharper, as shown in fig.2 below. 
Regularization of wavelet based method:
Since we pick up the high frequency components of each 8x8 region as per the best-fit edge element from different training data independently, there is no guarantee that the corresponding high-resolution image would be a good one as it lacks any spatial context dependency, leading to blockiness in the resulting image.
We must use a smoothness constraint. Now, in order to enforce the smoothness constraint we make use of the fact that the image pixel intensities have a spatial correlation. This prior knowledge serves as a contextual constraint and has to be used to regularize the solution. But this constraint pushes the reconstruction towards a smooth entity. Hence in order to enforce smoothness in the smooth regions alone while up sampling, we use a discontinuity preserving smoothness prior. Since the high frequency details learnt by using the wavelet based prior constitute the discontinuities it would ensure undistorted edges in the super-resolved image while smoothing the regions with spatial continuity.
The prior for the smoothness constraint in this study is:
We denote the high resolution (HR) image by z.
Here µ is the penalty term for departure from the smoothness, and l and v are the binary line fields denoting horizontal and vertical discontinuities. Let Z ωt be wavelet transform of the high resolution image to be estimated and be the wavelet transform of the learnt image. Then the wavelet prior can be expressed as
Thus by making use of the data fitting term, the learning term and the smoothness constraint, the final cost function to be minimized for the high resolution image z can be expressed as
where D is the decimation matrix and y is the observed image.
The first term relates to the consistency in data fitting. The second term gives the learning term and the third term gives the smoothness constraint. We minimize the cost by using the simulated annealing technique, which possibly leads to a global minimum. We illustrate the result obtained using the regularization process in fig 
However, the computation becomes extremely slow. In the next section we show that similar quality of results, of not any better can be obtained using contourlet transform.
Instead of wavelet transform which does not require any regularization. Hence we do not pursue this method any longer for superresolving images of material surfaces
Contourlet based approach
One of the major difficulties with wavelet-based learning lies in the fact that most implementation employs wavelet decomposition using separable kernel along x and y directions. Although this provides computational advantages, we expect to catch only the horizontal and vertical edges properly. Hence we do not have difficulties in learning horizontal and vertical edges, but we do have some problem in learning edges oriented along arbitrary directions. This give rise to certain artifacts in the reconstructed image and in order to get a good quality super-resolved image we were forced to use an appropriate discontinuity preserving smoothness constraint under a regularization framework. Thus we ensure spatial correlation among pixels using the smoothness constraint, as well as obtain the best matching edges from the training set using wavelet learning. This requires a stochastic optimization technique to obtain the solution which made the reconstruction process very slow.
A better way to handle the above situation is to use directionally selective wavelet decomposition to learn the oriented edges where the reconstruction problem need not be solved under a regularization framework, resulting in a much faster solution.
This motivated us to use the contourlet transform [32] , which is capable of catching the smoothness along contours, naturally.
Contourlet Transform:
The contourlet transform retains the multi-scale and time-frequency localization properties of wavelets. In addition, it also offers a high degree of directionality. Thus 
Learning of Edge Primitives:
We plan to learn the mapping of an LR edge (called edge primitive here) to its HR representation locally from the training data set during up sampling. Since wavelets are known to capture the high frequency details very well locally, we propose to use contourlets to learn this mapping. We use a contourlet based learning technique where the HR edge primitives are learned from the HR data set locally with the assumption that a primitive edge element in the HR image is localized to an 8x8 pixel area, and the corresponding edge elements over a 4x4 pixel area in the LR image.
Each local region is learned independently from the HR data set.
Learning the Contourlet Coefficients:
Given a low-resolution input image y, we perform a contourlet decomposition consisting of two pyramidal levels and each pyramidal level is then decomposed into four directional sub-bands which yield the decomposition. A three level decomposition is performed on all the high resolution database images and each pyramidal level is decomposed into four directional sub-bands. Our idea is to learn the contourlet coefficients in the four directional sub-bands corresponding to the finest level for the given low resolution image. After learning, we have a three level decomposition for the input image, i.e., the original low level decomposition coefficients plus the learned coefficients at the finer scale. The inverse transform of this will yield the high resolution equivalent of the low resolution input.
Here the low-resolution image is of size MxM pixels. Considering an up sampling factor of 2, the high-resolution image, now has a size of 2Mx2M pixels. In order to do this we exploit the idea from zero tree concepts, i.e., in a multiresolution system, every coefficient at a given scale can be related to a set of coefficients at the next coarser scale of similar orientation. Using this idea we follow the minimum absolute difference (MAD) criterion to estimate the contourlet coefficients. We take the absolute difference locally between the contourlet coefficients in the low resolution image and the corresponding coefficients in each of the high resolution training images. This is repeated for each coefficient in sub-bands I, II, III and IV of the low resolution image. In effect, we find the best matching 8x8 edge primitive from the training data for a given 4x4 representation in the lowresolution image through contourlet expansion.
In our experiments we used ``9-7" biorthogonal filters for the Laplacian pyramid because they are close to being orthogonal and also because of their linear phase characteristics. For the directional filter banks we used the "23-45" biorthogonal quincunx filters and modulate them to obtain the biorthogonal fan filters. These filters are also nearly orthogonal and have linear phase response. The complete learningbased resolution enhancement procedure is summarized below in terms of the steps involved.
Sample Results:
Fig .6(c) shows the result of the corresponding experiments conducted on an LR textured image shown in Fig.6 (a) . The super-resolved image using the proposed approach is observed to be much sharper compared to the results of bicubic interpolation. In particular, the edges are better preserved in the super-resolved image using contourlet learning than the bicubic interpolated image where it appears to be more blurred. The super-resolved image compared very favorably to the original high-resolution image shown in Fig.6 (b) . For all these experiments the database of HR images comprised of a collection of 64 arbitrary images of both indoor and outdoor scenes. Note that the stripes on the scarf are aliased. The super-resolved image using the proposed approach is shown in Fig. 7(c) . The super-resolved image appears to be much sharper than the bicubic interpolated one. However, the proposed method was unable to remove the aliasing effect.
Super resolution using Papoulis-Gerchberg method

Papoulis-Gerchberg method
This method of super-resolution is based on the work done independently by
Papoulis [33] and Gerchberg [34] . The motivation for their work was signal extrapolation from only a part of the original signal i.e. determination of the transform
of a signal f(t) given a finite segment
where
The signal extrapolation is carried out by the method of alternate projections [35] , iterating alternately between time and spectral domains. The signal g(t) is low-pass filtered by truncating its Fourier transform outside the interval [-σ; σ], assuming σ is the signal bandwidth of f(t). In the n th iteration this can be expressed as
The inverse function of F n (ω) is then computed as f n (t). This results in a reduction of the error signal Іf(t) -f n (t)І 2 outside the known segment of the signal. This follows from Parseval's theorem. However, the signal f n (t) does not match the observed signal g(t) in the region [-T, T]. This part of the signal is then restored to the original known segment forming the function g n (t) for the next iteration.
t , t T g t = f t + f t -f t PT t = f t , t > T … (7)
This process is then iterated with the new g n (t). In each iteration the mean square error of the extrapolated signal is reduced two folds. Hence with successive iterations the generated extrapolated signal approaches the desired signal f(t). Convergence of the method is guaranteed and is shown in [33] . However, the process ideally requires an infinite number of iterations. If we stop after r iterations, the reconstructed signal is given by f r (t) instead of f(t). Also, in practical cases the measured data g (t) = g 0 (t) will contain error. The propagation of this measurement error can be controlled by early termination of the iterative process [34, 36] . The process also assumes the signal f(t) to be band limited, but it is found that the method works reasonably well for signals with sufficiently low energy in their higher frequency components.
Application to Super-resolution (SR)
The low-resolution image is projected on a higher dimensional grid (taking the factor of zoom into consideration) where the values of some pixels are known and some are unknown. The unknown pixel values are initially set to zero. In the next step, the image is taken to its frequency domain and the higher frequencies are taken to zero. This is low-pass filtering the image. After this step, the unknown pixels will have some values. But, the known pixel values have changed as a result of the filtering. In the next step, these values are set back to their original values, creating the higher frequency components. The whole process is repeated. Fig.8 compares output of the method after 50 iterations with that of the bicubic interpolation. Hence, it is not able to compensate effectively for blur and noisy measurement of data. We overcome this drawback by introducing a different constraint enforcing part.
We want to enforce that the super-resolved image obtained after every iteration of method confirms to the input low resolution image. To do this we introduced a back projection part within the PG method. Iterative back projection has been used in zoomed image using bicubic interpolation, (c)super-resolved image formed using the standard PG method, (d) super-resolved image formed using PG method with deblurring.
Edge Model Based Super-resolution
It has been shown in Edge-model based representation of Laplacian subbands that one can very efficiently model LR edges and synthesize their corresponding HR representation using a Laplacian Pyramid [37] instead of using contourlet as explained in section 3.2. We refrain from reproducing them here for the purpose of brevity. The corresponding algorithm has been implemented and the results of application on images of material surfaces are given in next section.
Total variation based approach
The image formation model for the low resolution image from a high resolution image is given as
… (9) Here, d(x) is the decimation matrix, h is the blur point spread function, z is the high resolution image and n(x) is the noise function. Given an approximation u to the high resolution image z, and the image u 0 which is the upsampled version of the observed low resolution image, the residual error is given as
… (10) Based on the error function, an objective function can be formulated minimization of which gives the high resolution image. The objective function is given as
The solution for super-resolution from a single image can be given in terms of the following objective function. Here the first term is the data term and the second term is the L 1 (TV) regularization term. The choice of TV norm has found favor in the image restoration community because it allows discontinuities in its solution. As opposed to the L 2 norm it does not smoothen the image across edges. Our motivation for the use of TV based regularization stems from its edge preserving property which is vital for super-resolution. However, the current formulation of data term and regularization term results in a solution that preserves strong edges, however, the finer details of texture are lost in the solution of the above objective function. This can be easily understood by considering the following argument. If there exists a weak edge (the magnitude of gradient is small), then the regularization constraint gives it a low weight. The data fidelity constraint, due to the averaging nature of the blurring kernel, would also not enforce the preservation of the edge. In the iterative energy minimization approach these finer details are therefore lost. In order to preserve texture details and finer details it is required to consider an additional data fidelity constraint. This constraint we formulate as a correlation constraint over various sub-bands of an image. The objective function we use is then The objective function given in equation (12) is minimized by an iterative gradient descent technique as done commonly in the literature [38] . The corresponding Euler
Lagrange equation for the objective function is given by The resultant iterative updation process is given by ( )
Where D -1 is the upsampling process and ℑ -1 implies the inverse Fourier transform. Under this framework, it then becomes possible to assign different weights ( ) to existing error terms in different bands. As opposed to other schemes that we have discussed before, the additional constraint term is calculated and weighed in the spectral domain. The inverse Fourier transform is then applied and finally it is scaled to match the high resolution image dimensions.
κ λ
It may be argued here that it follows from Parseval's theorem that calculating error power in the spatial domain and the frequency domain should be equivalent.
However, the operation in the spectral domain makes it easy to split an image into separable components based on spectral contribution. The number of spectral bands k does affect the quality of super-resolution. In general, the higher the number of spectral bands, more the flexibility for preserving details.
We have experimentally tried the method with k= 2 and 4 spectral bands. Under the absence of noise, we use a higher weight factor ( ) for the higher spectral bands which capture the finer details and the edges of the image. Using such a model it is then possible for us to enforce that more importance is given to data fidelity at the 
Sample Results
As shown in Fig.10 (b) &(c), we can see that the total variational deblurring performed on the bicubic reconstruction sharpens the image at edges but at the cost of loss of the texture. This is not the case for Fig.10 (d) & (e). This can be noted from the presence of texture in the hat and the hair, even though the overall reconstruction remains sharp. This is specifically what we wanted to achieve by our method. 
Experiments on Super-Resolving Images of Material Surfaces
We have used material surface images provided by AFRL/ML. These were metal alloy microscopic and AFM images of a coin as shown in fig.11 below.
(a) (b) We have named material surface image shown in fig.11 (a) as data set 1 and coin image shown in fig.11 (b) as data set 2.The super-resolution techniques described in section 3, have been applied on a family of images made available from the AFRL/ML partners. The data set 1 images are of size: 512x512 pixels and the size of data set 2 images are of 800x800 pixels. In addition, a single high resolution scan of a material surface image of size 4kx4k pixels was also used to generate a family of LR images.
Experiment on data set 1:
Now we show the results of proposed techniques on data set 1. For verification purpose we have downsampled the high resolution (HR) image and downsampling was achieved by skipping pixels. Thus, a downsample by a factor of 2 would involve skipping alternate columns and alternate rows concurrently.
We have used HR images of size 512x512 and formed low resolution (LR) image of size 256x256 as shown in fig.12 (b) below. This LR was processed using various super-resolution techniques. wanted to achieve by our method. Fig.13 (f) shows the results of the contourlet approach carried out on an LR image shown in Fig.13 (b) . For this method we have used 64 images as sample database, all these images were material surface images. The super-resolved image using the proposed approach seems to be much sharper compared to the results of bicubic interpolation. In particular, the edges are better preserved in the super-resolved image using contourlet learning than the bicubic interpolated image where it appears to be more blurred. The super-resolved image compared very favorably to the original high-resolution image.
Experiment on data set 2:
We applied all proposed techniques on data set 2. Fig.14 (a) shows the original high resolution image used to judge the efficacy of various proposed techniques. We have used HR images of size 800x800 and formed low resolution (LR) image of size 400x400. Fig.14 (b) is the downsampled LR image of fig.14 (a) . This LR image was processed by various super-resolution methods. To analyze at the smallest details of image, we have cropped all the images for different regions as marked on in fig.14 (a) . fig.15 (c) The PG method produces fairly good details about coin surface, still it is not satisfactory.
For Total variation based experiment we take a single LR image and the initial starting image as the bicubic interpolation of the input LR image for total variation.
The image at every iteration of the restoration process is decomposed into two bands and processed as discussed in previous subsection. As shown in fig.15 (e) it can be noted that the overall reconstruction remains sharp. As there are no sharp edges present in the original image, the edge model does not deliver a good result as shown in fig.15 (d) . Super-resolution by contourlet approach is better than (e) but inferior to (e).
Error Analysis:
Image reconstruction error measurement techniques are used to quantify the quality of reconstruction. Since in this case the original high-resolution image is known, the peak signal to noise ratio (PSNR) can be calculated between original HR image and proposed super-resolved image.
PSNR is defined via mean squared error (MSE) between the original and superresolved image of size m x n. Table 2 shows PSNR values for dataset1 super-resolved images (in dB). Table 3 shows PSNR values for dataset2 super-resolved image (in dB).
Dataset2 Images
Since we had access to more data (sample images of material surfaces given to us),
we analyzed a number of them and produce the corresponding PSNR figures achieved for all these methods in Tables 3 and 4 . From Table 2 we notice that the PSNR values for images belonging to category 1 (see Fig 11(a) ), are very consistent in all cases. However, the same cannot be said about the results obtained for the images belonging to category 2 (see Fig 11(b) ), suggesting certain non-robustness of the proposed method. Notwithstanding above, we do see from Table 3 Where orig is the original HR image, SR is the super-resolved image. The gray-scale rescaling will give more emphasis for pixels where the error is low, and deemphasize pixels where the disparity is higher. In essence, this is a histogram equalization strategy for images whose grayscale distribution is laplacian, as is the case with most disparity images. 
Conclusions:
We have explored various methods for super resolution of material surface images as well as other images in the report. Based on observations we recommend the usage of either the contourlet based method or TV based approach for superresolving optical microscope data. To super-resolve the AFM data, we recommend the usage of either TV-based approach or PG method.
