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Abstract
In this article we give the sufficient conditions for the generalized Dirac operator to obey the Huygens’
principle and necessary and sufficient conditions to obey the Huygens’ principle by the Dirac operator
in the curved spacetime of the Friedmann-Lemaˆıtre-Robertson-Walker models of cosmology.
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0 Introduction
An interesting question in the physics of fundamental particles (fields) is the validity of the Huygens’ principle.
In this article we find sufficient conditions for the Huygens’ principle for the generalized Dirac operator and
necessary conditions for the Dirac operator in the curved spacetime of the Friedmann-Lemaˆıtre-Robertson-
Walker (FLRW) models of cosmology. We use the definition of Huygens’ principle due to Hadamard [25] as
the absence of tails. Thus, the field equations satisfy Huygens’ principle if and only if the solution has no
tail, that is, solution depends on the source distributions on the past null cone of the field only and not on
the sources inside the cone.
Fields of nonzero spin in a curved space have been studied from the mathematical and the physical
(classical and quantum) point of view (see, e.g., [12, 19, 22] and references therin). It is known that, given a
Dirac equation in a curved four-dimensional spacetime (M, gab) , the Huygens principle is generally violated
by its solutions, due to the mass term in the equation and the curvature of spacetime [11]. The presence or
absence of tails for waves has been established for some spacetime metrics gab, including constant curvature
metrics [25]. In fact, the study of the Huygens’ principle has important applications to quantum field
theory and cosmology, especially in inflationary theories of the early universe. The Huygens’ principle is
a fundamental feature of the physics and the mathematics of the propagation of waves. The fact that the
support of the commutator-or the anticommutator-distribution, respectively, lies on the null-cone if and only
if Huygens’ principle holds for the corresponding equation [16] shows significanse of the Huygens’ principle for
quantum field theory. Huygens’ principle is also studied for the gravitational waves in the curved background
(see, e.g., [15]). In the analysis of partial differential equations Huygens’ principle plays important role in
the estimates of the Bahouri-Ge´rard concentration compactness method and Strichartz estimate (see, e.g.,
[14, 21]) and in study of blowup of solutions of nonlinear hyperbolic equation (see, e.g., [2]).
The spin- 12 particle field in the Minkowski spacetime (see, e.g., [6, (20) Ch.1, Sec.6])(
iγ0∂0 + iγ
k∂k −mI4
)
Ψ(x, t) = 0, x ∈ R3, t ∈ R+ , m ∈ C , (0.1)
satisfies the Huygens principle if and only if m = 0. Here and henceforth, Einstein summation convention
over repeated indexes is employed. Even if we relax the Huygens principle to the incomplete Huygens
principle in the sense of [27], that is, if we consider the Cauchy problem for (0.1) with the initial condition
Ψ(x, 0) = (Φ0(x),Φ1(x),Φ2(x),Φ3(x))
T , x ∈ R3 ,
with only one non-vanishing component, say Φ1(x) = Φ2(x) = Φ3(x) = 0, the solution of the equation with
m 6= 0 depends on the vales of the function Φ0(x) inside the past null cone of the field.
For the particle field in the de Sitter spacetime (in FLRW model) according to Theorem 0.2, there are
three values of mass with the equation which obeys Huygens principle. One of them m = 0, two others are
m = iH and m = −iH . The last two exist due to curvature of the spacetime R = −12H2 6= 0, where the
Hubble constant H is very small number around 2.2× 10−18s−1. The particle with m = 0 in the standard
textbooks refers as neutrino [6]. It is now known that there are three discrete neutrino masses with different
tiny values less than 0.120eV (< 2.14× 10−34 grams). It is very tempting to think that these three masses
m = 0, iH,−iH correspond to three neutrinos. But possible barrier can be the fact that the mass m = ±iH
is an imaginary number. If m of the Dirac equation (0.2) is responsible for the gravitational interaction
according to Newton’s law, then it will be repulsive for two particles with the imaginary mass m = iH
and also between two particles with the imaginary mass m = −iH . On the other hand, it is commonly
accepted that neutrino moves with speed of light. For interaction of neutrinos and gravitational fields see
[8]. In particular, in [8] is considered the stress-energy tensor of the neutrino field which must be inserted in
Einstein’s equations if the reaction of the neutrino field on the gravitational field is to be described.
It can be that the Huygens principle affects an ability of particle to interact with other fields. The mass
of a stationary electron, has a value of about 9.1094× 10−28g or about 0.5110MeV. For the massive particle
obeying the Huygens principle (h ≈ 6.6261×10−27cm2 ·g ·s−1, c ≈ 2.99792458×1010cm ·s−1) in the physical
units
|m| = Hh
c2
=
2.2× 6.6261
(2.99792458)2
× 10−65g ≈ 4.9× 10−65g .
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The duration of time when the function exp
(−imc2t/h) with the mass m = ±iHh/c2 stays around unity is
limited by
T ≈ h
c2m
≈ 1018sec .
Age of universe is 436, 117, 076, 900, 000, 000s ∼ 1018 seconds. The only electrically neutral and long-lived
particles in the Standard Model (SM) of particle physics are the neutrinos [7].
As experiments show that neutrinos have mass and they in principle are a very natural Dark Matter
candidate. The reasons why the known neutrinos cannot compose all of the observed Dark Matter are the
smallness of their mass and the magnitude of their coupling to other particles. Despite their tiny masses,
neutrinos are so numerous that their gravitational force can influence other matter in the universe. The
weak interactions of neutrinos make it very difficult to study their properties. The observed neutrino flavour
oscillations clearly indicate that at least two neutrinos have non-vanishing mass [7].
Since the neutrino does not respond directly to electromagnetic fields, if one intends to influence its
trajectory one has to make use of gravitational fields. In other words, one has to consider the physics of a
neutrino as a spinor in a curved metric.
The metric tensor in the spatially flat FLRW spacetime is
(gµν) =


1 0 0 0
0 −a2(t) 0 0
0 0 −a2(t) 0
0 0 0 −a2(t)

 , µ, ν = 0, 1, 2, 3.
We will focus on the de Sitter space with the scale factor a(t) = eHt (see, e.g., [18]) that is modeling the
expanding or contracting universe if H > 0 or H < 0, respectively. The Dirac equation in the de Sitter space
is (see, e.g., [3]) (
iγ0∂0 + ie
−Htγ1∂1 + ie−Htγ2∂2 + ie−Htγ3∂3 + i
3
2
Hγ0 −mI4
)
Ψ = F , (0.2)
where the contravariant gamma matrices are (see, e.g., [6, p. 61])
γ0 =
(
I2 O2
O2 −I2
)
, γk =
(
O2 σ
k
−σk O2
)
, k = 1, 2, 3 .
Here σk are Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and In, On denote the n × n identity and zero matrices, respectively. We note here that for H = 0 the
equation (0.2) coincides with (0.1).
The construction of a quantum field theory in curved spacetimes and the definition of a quantum vacuum
demand a detailed investigation of the solutions of relativistic equations in curved backgrounds. (See, e.g.,
[5].) In [29] author presents the fundamental solutions and the solutions to the Cauchy problem via classical
formulas for the wave equation in the Minkowski spacetime and the certain integral transform involving
the Gauss’s hypergeometric function in the kernel. One can regard that integral transform as an analytical
mechanism that from the massless field in the Minkowski spacetime generates massive particle in the curved
spacetime.
In the terms of the fundamental solutions the Huygens’ principle sustains that a delta-like impulse of
field travels on a sharp front propagating along the light cone.
Even though nowadays, numerical solutions of differential equations are available, in some cases a deep
understanding of properties of the solutions is possible only by the examination of the explicit formulas when
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they are known. This is the case with the Huygens’ principle. Some known results on the Huygens’ principle
for the Dirac equation one can find in [9, 10, 11, 13, 17, 20, 24, 25].
Recall that a retarded fundamental solution (a retarded inverse) for the Dirac operator (0.2) is a matrix
operator Eret = Eret (x, t;x0, t0;m) that solves the equation(
iγ0∂0 + ie
−Htγℓ∂ℓ + i
3
2
Hγ0 −mI4
)
E (x, t;x0, t0;m) = δ (x− x0, t− t0) I4,
(x, t, x0, t0) ∈ R8, (0.3)
and with the support in the chronological future (“forward light cone”) D+(x0, t0) of the point (x0, t0) ∈ R4.
The advanced fundamental solution (propagator) Eadv = Eadv(x, t;x0, t0; m) solves the equation (0.3) and
has a support in the chronological past (“backward light cone”) D−(x0, t0). The forward and backward light
cones are defined as follows:
D± (x0, t0) :=
{
(x, t) ∈ R3+1; |x− x0| ≤ ± (φ(t) − φ(t0))
}
,
where φ(t) := (1−e−Ht)/H is a distance function. In fact, any intersection of D−(x0, t0) with the hyperplane
t = const < t0 determines the so-called dependence domain for the point (x0, t0), while the intersection of
D+(x0, t0) with the hyperplane t = const > t0 is the so-called domain of influence of the point (x0, t0). The
Dirac equation (0.2) is non-invariant with respect to time inversion and its solutions have different properties
in different direction of time.
For (x0, t0) ∈ Rn × R, M ∈ C, we define the function
E(x, t;x0, t0;M) := 4
−M
H eM(t0+t)
((
e−Ht0 + e−Ht
)2 − (x − x0)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
e−Ht − e−Ht0)2 − (x− x0)2
(e−Ht + e−Ht0)2 − (x− x0)2
)
,
where (x, t) ∈ D+(x0, t0) ∪D−(x0, t0) and F
(
a, b; c; ζ
)
is the hypergeometric function. When no ambiguity
arises, we use the notation x2 := |x|2 for x ∈ Rn. Thus, the function E depends on r2 = (x− x0)2/H2, and
we will write E(r, t; 0, t0;M) for E(x, t;x0, t0;M):
E(r, t; 0, t0;M) := 4
−M
H eM(t0+t)
((
e−Ht0 + e−Ht
)2 − (Hr)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
e−Ht − e−Ht0)2 − (rH)2
(e−Ht + e−Ht0)2 − (rH)2
)
. (0.4)
Denote
M+ =
1
2
H + im, M− =
1
2
H − im .
Let eH· be the operator multiplication by eHt. Theorem 0.2 [29] gives the representation formula for the
solutions of the Cauchy problem. In order to formulate it we need the operator G(x, t,Dx;M) defined by
G(x, t,Dx;M)[f ] = 2
∫ t
0
db
∫ φ(t)−φ(b)
0
E(r, t; 0, b;M)
∫
Rn
Ew(x− y, r)f(y, b) dy dr, f ∈ C∞0 (Rn+1) ,
where Ew(x − y, r) is a fundamental solution of the Cauchy problem{
vtt −∆v = 0, x ∈ Rn , t ∈ R ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ Rn ,
in the Minkowski spacetime, that is, for n = 3 (see, e.g., [23])
Ew(x, t) := 1
4π
∂
∂t
1
t
δ(|x| − t) .
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The distribution δ(|x| − t) is defined by
〈δ(| · | − t), ψ(·)〉 =
∫
|x|=t
ψ(x)dx for ψ ∈ C∞0
(
R
3
)
.
We need also the kernel function
K1(r, t;M) := E(r, t; 0, 0;M)
and the operator K1(x, t,Dx;M), which is defined as follows:
K1(x, t,Dx;M)ϕ(x) = 2
∫ φ(t)
0
K1(s, t;M)
∫
Rn
Ew(x− y, s)ϕ(y) dy ds , ϕ ∈ C∞0 (Rn). (0.5)
According to Theorem 0.2 [29], a solution to the Cauchy problem

(
iγ0∂0 + ie
−Htγk∂k + i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t) ,
Ψ(x, 0) = Φ(x) ,
m ∈ C, is given by the following formula
Ψ(x, t) = −e−Ht
(
iγ0∂0 + ie
−Htγk∂k − iH
2
γ0 +mI4
)
×
[( G(x, t,Dx;M+)I2 0
0 G(x, t,Dx;M−)I2
)
[eH·F ]
+iγ0
( K1(x, t,Dx;M+)I2 0
0 K1(x, t,Dx;M−)I2
)
[Φ]
]
.
Let A(x, ∂x) be the differential operator A(x, ∂x) =
∑
|α|≤m aα(x)D
α
x and the coefficients aα(x) are C
∞-
functions in R3, that is aα ∈ C∞(R3). Denote Ewe,A(x, t,Dx) the solution operator (fundamental solution)
of the problem {
vtt −A(x, ∂x)v = 0, x ∈ R3 , t ∈ [0,∞) ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ R3 .
while by Ewe,A(x, t, y) we denote the Schwartz kernel of Ewe,A(x, t,Dx).
The so-called incomplete Huygens’ principle for the Klein-Gordon equation in the de Sitter spacetime was
introduced in [27]. Here we define corresponding principle for the Dirac equation in the de Sitter spacetime.
Definition 0.1 We say that the equation obeys the incomplete Huygens’ principle with respect to the first
2-spinor initial data Φ0,Φ1 if the solution Ψ = (Ψ0,Ψ1,Ψ2,Ψ3)
t with the second 2-spinor data Φ2 = Φ3 = 0
vanishes at all points which cannot be reached from the support of initial data by a null geodesic.
We say that the equation obeys the incomplete Huygens’ principle with respect to the second 2-spinor
initial data Φ2,Φ3 if the solution Ψ = (Ψ0,Ψ1,Ψ2,Ψ3)
t with the first 2-spinor data Φ0 = Φ1 = 0 vanishes
at all points which cannot be reached from the support of initial data by a null geodesic.
It is evident that if the equation obeys the Huygens’ principle, then it obeys the incomplete Huygens’
principle.
Theorem 0.2 Consider the generalized Dirac equation(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4
)
Ψ = 0 , (0.6)
where A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the property
γkAk(x, ∂x)γ
jAj(x, ∂x) = −A(x, ∂x)I4 . (0.7)
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(i) If m = 0 and the fundamental solution Ewe,A(x, t,Dx) with the differential operator A(x, ∂x) obeys the
Huygens’ principle, then the generalized Dirac equation (0.6) obeys it as well.
(ii) If m = iH and the fundamental solution Ewe,A(x, t,Dx) with the differential operator A(x, ∂x) obeys the
Huygens’ principle, then the generalized Dirac equation (0.6) obeys the incomplete Huygens’ principle with
respect to the first 2-spinor initial data Φ0,Φ1.
(iii) If m = −iH and the fundamental solution Ewe,A(x, t,Dx) with the differential operator A(x, ∂x) obeys
the Huygens’ principle, then the generalized Dirac equation (0.6) obeys the incomplete Huygens’ principle
with respect to the second 2-spinor initial data Φ2,Φ3.
(iv) The solution of the Dirac equation (0.2) with the mass m ∈ C in the de Sitter spacetime obeys the
incomplete Huygens’ principle with respect to the first 2-spinor initial data Φ0,Φ1 if and only if m = 0 or
m = iH.
(v) The solution of the Dirac equation (0.2) with the mass m ∈ C in the de Sitter spacetime obeys the
incomplete Huygens’ principle with respect to the second 2-spinor initial data Φ2,Φ3 if and only if m = 0 or
m = −iH.
(vi) The solution of the Dirac equation (0.2) with the mass m ∈ C in the de Sitter spacetime obeys the
Huygens’ principle if and only if m = 0 or m = iH,−iH.
Remark 0.3 We do not know if the generalized Dirac equation is necessarily produced by a spacetime metric.
Remark 0.4 The statement (vi) follows from Theorem by Wunsch [25]. In the present paper we give another
proof based on the explicit formula for the solution.
The proof of the necessity parts of the theorem is based on the large time asymtotic of the tail of solution.
The initial data will be chosen radial having small support containing the origin. The tail is generated by
the functions (
∂
∂t
− H
2
− im
)
K1(r, t;M+),
(
∂
∂t
− H
2
+ im
)
K1(r, t;M−) .
The non-huygensian part of the solution written via these functions contains some integrals over interior of
the support of the initial function. This term simplifies only for the values of mass mentioned in the theorem
and allows us to write solution via solutions of the wave equation without any non-huygensian operation.
As it is proved by Wunsch [25] the system for symmetric spinor fields with the spin s = 12 (n + 1)
(n = 0, 1, 2, . . .) in four dimensional spacetime satisfies Huygens principle if and only if the spacetime has
constant curvature. The de Sitter spacetime has a constant curvature.
From Theorem 0.2 by letting H → 0 one can learn that the spin- 12 particle field with mass m ∈ C in
the Minkowski spacetime obeys the Huygens principle if and only if m = 0. On the other hand, the direct
calculation of the limits of the kernels E(r, t; 0, t0;M), K1(r, t;M) and the corresponding operators is a
challenging exercise although result is known (see, e.g., [29]).
This paper is organized as follows. In Section 1 we give the representation of the solution of the generalized
Dirac equation in the de Sitter spacetime. Then, in Section 2, we prove the sufficienty part of Theorem 0.2.
All remaining sections are devoted to the necessity part of Theorem 0.2.
1 Representation of the solution of the generalized Dirac equation
in de Sitter spacetime
In addition to the function (0.4) for M ∈ C we recall two more kernel functions from [26, 28]
K0(r, t;M) := −
[
∂
∂b
E(r, t; 0, b;M)
]
b=0
,
K1(r, t;M) := E(r, t; 0, 0;M) .
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Then according to [28] the solution operator for the Cauchy problem for the scalar generalized Klein-Gordon
equation in the de Sitter spacetime(
∂20 − e−2HtA(x, ∂x)−M2
)
ψ = f, ψ(x, 0) = ϕ0(x), ψt(x, 0) = ϕ0(x) ,
is given as follows
ψ(x, t) = G(x, t,Dx;M)[f ] +K0(x, t,Dx;M)[ϕ0] +K1(x, t,Dx;M)[ϕ1] .
Here A(x, ∂x) is the differential operator A(x, ∂x) =
∑
|α|≤m aα(x)D
α
x with the coefficients aα ∈ C∞(Rn).
To describe the operators G,K0,K1 we recall the results of Theorem 1.1 [28]. For f ∈ C(R3 × I),
I = [0, T ], 0 < T ≤ ∞, and ϕ0, ϕ1 ∈ C(R3), let the function vf (x, t; b) ∈ Cm,2,0x,t,b (R3× [0, (1−e−HT )/H ]×I)
be a solution to the problem{
vtt −A(x, ∂x)v = 0 , x ∈ R3 , t ∈ [0, (1− e−HT )/H ] ,
v(x, 0; b) = f(x, b) , vt(x, 0; b) = 0 , b ∈ I, x ∈ R3 ,
(1.8)
and the function vϕ(x, t) ∈ Cm,2x,t (Ω× [0, (1− e−HT )/H ]) be a solution of the problem{
vtt −A(x, ∂x)v = 0, x ∈ R3 , t ∈ [0, (1− e−HT )/H ] ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ R3 .
(1.9)
Then the function u = u(x, t) defined by
u(x, t) = 2
∫ t
0
db
∫ φ(t)−φ(b)
0
E(r, t; 0, b;M)vf(x, r; b) dr + e
1
2Htvϕ0(x, φ(t))
+ 2
∫ φ(t)
0
K0(s, t;M)vϕ0(x, s)ds + 2
∫ φ(t)
0
vϕ1(x, s)K1(s, t;M)ds, x ∈ R3, t ∈ I,
where φ(t) := (1 − e−Ht)/H , solves the problem{
utt − e−2HtA(x, ∂x)u−M2u = f, x ∈ R3 , t ∈ I,
u(x, 0) = ϕ0(x) , ut(x, 0) = ϕ1(x), x ∈ R3 .
These representation formulas can be used for the functions in the Sobolev spaces as well. We stress here
that the existence of the solutions in the problems (1.8) and (1.9) is assumed.
There exist two important examples. The first one has A(x, ∂x) = ∆ and it is related to the problem
written in the Cartesian coordinates. (See, e.g., [29]). The second one has the equation written in the
spherical coordinates (r, θ, φ). In the FLRW spacetime with the line element
ds2 = dt2 − e2Ht
(
1
1−Kr2 dr
2 + r2(dθ2 + sin2 θ dφ2)
)
the Klein-Gordon equation is
∂2t ψ + 3H∂tψ − e−2HtA(x, ∂x)ψ +m2ψ = 0 ,
where
A(x, ∂x) :=
√
1−Kr2
r2
∂
∂r
(
r2
√
1−Kr2 ∂ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂ψ
∂θ
)
+
1
r2 sin2 θ
∂
∂φ
(
∂ψ
∂φ
)
is the Laplace-Beltrami operator in the spatial variables, where K = −1, 0, or +1, for a hyperbolic, flat, or
spherical spatial geometry, respectively. The function u = e
3
2Htψ solves the generalized scalar Klein-Gordon
equation
∂2t u− e−2tA(x, ∂x)u+
(
m2 − 9
4
H2
)
u = 0 .
Theorem 1.2 [29] gives a representation of the solution of the Cauchy problem for the 4 × 4 system of the
generalized non-covariant Klein-Gordon equations with complex valued mass in the de Sitter spacetime.
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Theorem 1.1 [29] Let a vector-valued function Ψ = Ψ(x, t) be a solution to the equation
(
∂20 − e−2HtA(x, ∂x)
)
I4Ψ+
(
mI4 − iH
2
γ0
)2
Ψ = F .
Then its components Ψ0(x, t),Ψ1(x, t),Ψ2(x, t),Ψ3(x, t) can be written as follows: for i = 0, 1
Ψi(x, t) = G(x, t,Dx;M+)[Fi] +K0(x, t,Dx;M+)[Ψi(x, 0)] +K1(x, t,Dx;M+)[∂0Ψi(x, 0)],
while for k = 2, 3
Ψk(x, t) = G(x, t,Dx;M−)[Fk] +K0(x, t,Dx;M−)[Ψk(x, 0)] +K1(x, t,Dx;M−)[∂0Ψk(x, 0)].
Theorem 1.1 allows us to write solution of the generalized Dirac equation. For the purpose of this paper
it suffices to consider the generalized Dirac operator
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4 ,
where A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties (0.7).
Theorem 1.2 [29] Assume that A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties
(0.7). Then the solution to the Cauchy problem

(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t),
Ψ(x, 0) = Φ(x)
is given as follows
Ψ(x, t) = −e−Ht
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− iH
2
γ0 +mI4
)
×
[( G(x, t,Dx;M+)I2 O2
O2 G(x, t,Dx;M−)I2
)
[eH·F ]
+iγ0
( K1(x, t,Dx;M+)I2 O2
O2 K1(x, t,Dx;M−)I2
)
[Φ(x)]
]
. (1.10)
2 Proof of the sufficiency part
2.1 Some exceptional cases of operator K1(x, t,Dx;M)
Denote Vϕ(x, t) the solution of the problem
Vtt −A(x, ∂x)V = 0, V (x, 0) = 0, Vt(x, 0) = ϕ(x) , (2.11)
then it can related to the solution vϕ of (1.9) as follows
vϕ(x, t) =
∂
∂t
Vϕ(x, t) .
The kernel K1(z, t;M) can be written in the explicit form:
K1(r, t;M) := 4
−M
H eMt
((
1 + e−Ht
)2 − (Hr)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
1− e−Ht)2 − (rH)2
(1 + e−Ht)2 − (rH)2
)
. (2.12)
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Further, according to (2.12) we obtain
K1
(
r, t;−1
2
H
)
= K1
(
r, t;
1
2
H
)
=
1
2
e
1
2Ht ,
K1
(
r, t;
3
2
H
)
=
1
4
e−
1
2Ht
((
1−H2r2) e2Ht + 1) .
Consequently, by the definition (0.5) of the operator K1 we write
K1
(
x, t,Dx;
1
2
H
)
[ϕ(x)] = K1
(
x, t,Dx;−1
2
H
)
[ϕ(x)] = e
1
2HtVϕ(x, φ(t)) , (2.13)
and
K1
(
x, t,Dx;
3
2
H
)
[ϕ(x)] (2.14)
= 2
∫ φ(t)
0
vϕ(x, s)
1
4
e−
1
2Ht
((
1−H2s2) e2Ht + 1) ds
=
1
2
e
3
2Ht
(
1 + e−2Ht
)
Vϕ1(x, φ(t)) −H2
1
2
e
3
2Htφ(t)2Vϕ(x, φ(t)) +H
2e
3
2Ht
∫ φ(t)
0
Vϕ(x, s)sds .
2.2 Sufficiency of m = 0,±iH for the incomplete Huygens’ principle
First we consider the case of m = 0, then M+ =M− = M = 12H and the kernel K1(s, t;M) that is given by
(2.12). Consequently, for the solution of the generalized Dirac equation with m = 0 and F = 0 we obtain
from (1.10)
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0Ak(x, ∂x)− H
2
I4
)
eHt/2


VΦ0 (x, φ(t))
VΦ1 (x, φ(t))
VΦ2 (x, φ(t))
VΦ3 (x, φ(t))


and the Huygens’ principle is valid since it is valid for the problem (1.9).
Now we are going to prove that m = ±iH is sufficient for the incomplete Huygens’ principle for the
generalized Dirac equation in de Sitter spacetime and for the Huygens’ principle for the Dirac equation in
de Sitter spacetime. For m = iH we have
M+ =
1
2
H + im = −1
2
H, M− =
1
2
H − im = 3
2
H .
Then for the operators K1
(
x, t,Dx;− 12H
)
and K1
(
x, t,Dx;
3
2H
)
we have representation (2.13) and (2.14),
respectively. Hence the following function
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0Ak(x, ∂x)− H
2
I4 − imγ0
)
K1(x, t,Dx;M+)[Φ0(x)]
K1(x, t,Dx;M+)[Φ1(x)]
K1(x, t,Dx;M−)[Φ2(x)]
K1(x, t,Dx;M−)[Φ3(x)]

 ,
solves the generalized Dirac equation, where the matrices γ1γ0, γ2γ0,γ3γ0 can be written as follows
γ1γ0 =
(
O2 −σ1
−σ1 O2
)
, γ2γ0 =
(
O2 −σ2
−σ2 O2
)
, γ3γ0 =
(
O2 −σ3
−σ3 O2
)
. (2.15)
We split the initial function Φ(x) in two parts. First we consider the case of
Φ2(x) = Φ3(x) = 0 ,
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then the solution Ψ = Ψ(x, t) is as follows
Ψ(x, t) = H2e−Ht
(
∂0I4 + e
−Htγkγ0Ak(x, ∂x)− H
2
I4 − imγ0
)
eHt/2


VΦ0(x, φ(t))
VΦ1(x, φ(t))
0
0


= H2e−Ht/2
(
∂0I4 + e
−Htγkγ0Ak(x, ∂x) +HI4
)


VΦ0 (x, φ(t))
VΦ1 (x, φ(t))
0
0

 .
Thus, the sufficiency of m = iH for the incomplete Huygens’ principle for the generalized Dirac equation in
de Sitter spacetime follows from the property of solution operator of the problem (1.9). It also proves partial
validity of the incomplete Huygens’ principle for the Dirac equation in de Sitter spacetime with respect to
the first components of the initial function. On the other hand, for the second pair of components of the
initial function, that is, for the case of
Φ0(x) = Φ1(x) = 0, (2.16)
the solution is as follows
Ψ(x, t) = e−Ht




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ∂0 + e−Ht


0 0 0 −1
0 0 −1 0
0 −1 0 0
−1 0 0 0

A1(x, ∂x)
+e−Ht


0 0 0 i
0 0 −i 0
0 i 0 0
−i 0 0 0

A2(x, ∂x) + e−Ht


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0

A3(x, ∂x)
−H
2


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

− im


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1






0
0
K1(x, t,Dx;M−)[Φ2(x)]
K1(x, t,Dx;M−)[Φ3(x)]

 .
For the components of the function Ψ(x, t) = (Ψ0(x, t),Ψ1(x, t),Ψ2(x, t),Ψ3(x, t))
T we obtain
Ψ0(x, t) = e
−Ht
[
− e−HtA1(x, ∂x)K1(x, t,Dx;M−)[Φ3(x)]
+e−HtiA2(x, ∂x)K1(x, t,Dx;M−)[Φ3(x)]− e−HtA3(x, ∂x)K1(x, t,Dx;M−)[Φ2(x)]
]
,
Ψ1(x, t) = e
−Ht
[
− e−HtA1(x, ∂x)K1(x, t,Dx;M−)[Φ2(x)]
−ie−HtA2(x, ∂x)K1(x, t,Dx;M−)[Φ2(x)] + e−HtA3(x, ∂x)K1(x, t,Dx;M−)[Φ3(x)]
]
,
Ψ2(x, t) = e
−Ht
(
∂0 − H
2
+ im
)
K1(x, t,Dx;M−)[Φ2(x)],
Ψ3(x, t) = e
−Ht
(
∂0 − H
2
+ im
)
K1(x, t,Dx;M−)[Φ3(x)].
It is easy to see that the tails of the functions Ψk(x, t) =
(
∂0 − H2 + im
)K1(x, t,Dx;M−)[Φk(x)] (k = 2, 3)
are empty. Consider now the tails of the terms
Aj(x, ∂x)K1(x, t,Dx;M−)[Φk(x)], j = 1, 2, 3, k = 0, 1 . (2.17)
10
Now we assume that the operator is the Dirac operator (0.2). Then according to (2.14)
Aj(x, ∂x)K1(x, t,Dx;M−)[Φk(x)] = ∂
∂xj
[
1
2
e
3
2Ht
(
1 + e−2Ht
)
VΦk(x, φ(t))
−H2 1
2
e
3
2Htφ(t)2VΦk(x, φ(t)) +H
2e
3
2Ht
∫ φ(t)
0
VΦk (x, s)sds
]
and the only possible tail of function (2.17) is
H2e
3
2Ht
∂
∂xj
∫ φ(t)
0
sVΦk(x, s)ds .
We apply the Kirchhoff formula and consider, for instanse, the case of j = 3 in (2.17). Then up to unimpor-
tant factor, the possible tail is:
∂
∂x3
∫ φ(t)
0
s2
∫ ∫
|y|=1
Φk(x + sy)dSy =
∂
∂x3
∫ ∫ ∫
|y|≤φ(t)
Φk(x+ y)dVy
=
∫ ∫ ∫
|y|≤φ(t)
∂
∂x3
Φk(x+ y)dVy =
∫ ∫ ∫
|y|≤φ(t)
∂
∂y3
Φk(x+ y)dVy
=
∫ ∫
y21+y
2
2≤φ2(t)
dy1dy2
∫ √φ2(t)−y21−y22
−
√
φ2(t)−y21−y22
∂
∂y3
Φk(x1 + y1, x2 + y2, x3 + y3) dy3
=
∫ ∫
y21+y
2
2≤φ2(t)
{
Φk
(
x1 + y1, x2 + y2, x3 +
√
φ2(t)− y21 − y21
)
−Φk
(
x1 + y1, x2 + y2, x3 −
√
φ2(t)− y21 − y21
)}
dy1dy2 .
For every t > 0 the points(
x1 + y1, x2 + y2, x3 ±
√
φ2(t)− y21 − y22
)
∈ R3, where y21 + y21 ≤ φ2(t),
belong to the sphere of the radius φ2(t) in R3, that is, the domain of integration does not intersect the
interior of the domain of dependence. Thus, the tail is empty. This completes the proof of the Huigens’
principle for the Dirac equation with m = iH in de Sitter spacetime.
For the case of m = −iH we have
M+ =
1
2
H + im =
3
2
H, M− =
1
2
H − im = −1
2
H .
and the proof is similar to the case of m = iH that was discussed above. Therefore we skip the poof of the
case with m = −iH . 
3 Necessity of m = 0,±iH for the Huygens’ principle. The case of
m 6= iH2 + iH2 ℓ, ℓ = 0,±1,±2, . . .
We set F = 0 in the representation formula given by Theorem 0.2, then the solution is
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0∂k − H
2
I4 − imγ0
)
K1(x, t,Dx;M+)[Φ0(x)]
K1(x, t,Dx;M+)[Φ1(x)]
K1(x, t,Dx;M−)[Φ2(x)]
K1(x, t,Dx;M−)[Φ3(x)]

 ,
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where the matrices γ1γ0, γ2γ0,γ3γ0 are written in (2.15).
Consider the solution of the Cauchy problem with the radial function Φ0(x) = Φ0(r), suppΦ0 ⊂
{x ∈ Rn; |x| ≤ min{1/2, ε/H}}, ε ∈ (0, 1). If we choose the initial data
Φ(x) = (Φ0(x), 0, 0, 0)
T , (3.18)
then the solution Ψ(x, t) = (Ψ0,Ψ1,Ψ2,Ψ3)
T is given by
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγaγ0∂a − H
2
I4 − imI4γ0
)
(K1(x, t,Dx;M+)[Φ0(x)], 0, 0, 0)T ,
while its first component is as follows
Ψ0(x, t) = e
−Ht
(
∂0 − H
2
− im
)
K1(x, t,Dx;M+)[Φ0(x)] .
Now we are going to examine for large time the first component of the vector-valued function Ψ(x, t). We
calculate
Ψ0(x, t) = e
−Ht
(
∂
∂t
− H
2
− im
)
2
∫ φ(t)
0
vΦ0 (x, s)K1(s, t;M+)ds .
We can rewrite Ψ0(x, t) in the terms of the function VΦ0 defined in accordance to (2.11)
Ψ0(x, t) = e
−Ht
(
∂
∂t
− H
2
− im
)
2
∫ φ(t)
0
(
∂
∂s
VΦ0 (x, s)
)
K1(s, t;M+) ds .
It follows,
Ψ0(x, t) = 2e
−Ht
(
∂
∂t
− H
2
− im
)
VΦ0(x, φ(t))K1(φ(t), t;M+)
−2e−2HtVΦ0(x, φ(t))
(
∂
∂s
K1(s, t;M+)
)
s=φ(t)
−2e−Ht
∫ φ(t)
0
VΦ0 (x, s)
(
∂
∂t
− H
2
− im
)
∂
∂s
K1(s, t;M+)ds .
In particular, since x ∈ R3, by the Kirchhoff formula we have VΦ0(0, τ) = τΦ0 (τ) and
VΦ0(0, φ(t)) = φ(t)Φ0(φ(t)) =
1− e−Ht
H
Φ0
(
1− e−Ht
H
)
= 0
for sufficiently large t, that is, if 1− e−Ht > Hε. Consequently, for large t we have
Ψ0(0, t) = −2e−Ht
∫ φ(t)
0
sΦ0(s)
(
∂
∂t
− H
2
− im
)
∂
∂s
K1(s, t;M+)ds
= 2e−Ht
∫ 1
0
(
∂
∂s
sΦ0(s)
)(
∂
∂t
− H
2
− im
)
K1(s, t;M+)ds .
Now we focus on the possible tail of the solution, that is on the term generated by the integral. It is easy to
see that
K1(r, t;M+) = 2
−1− 2im
H e
1
2 t(H+2im)
((
e−Ht + 1
)2 −H2r2) imH
×F
(
− im
H
,− im
H
; 1;
(−1 + e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
.
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Lemma 3.1 For m ∈ C one has(
∂
∂t
− H
2
− im
)
K1(r, t;M+)
= 2−
2im
H ime
1
2 t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×
{
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
− (1 + e−Ht) ((1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}
.
Proof. We skip the proof since this statement can be verified by straightforward calculations. 
Proposition 3.2 Assume that m ∈ C and
m 6= iH
2
+ i
H
2
ℓ, ℓ = 0,±1,±2, . . . ,
then
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= 2
im
H
42
im
H
Γ(−2 imH )
[Γ(1− imH )]2
(
1−H2r2)1−2 imH e−2imt(1 +R(m,H, r; t)) ,
where with large T the remainder R(m,H, r; t) can be estimated as follows
|R(m,H, r; t)| ≤ o(1) for all t ≥ T and 0 ≤ r ≤ min{1/2, 1/(2H)} . (3.19)
Proof. Consider the first term. In order to simplify notations we denote
A := Hr, τ := e−Ht,
z :=
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
=
(1− τ)2 −A2
(1 + τ)
2 −A2 = 1−
4τ
1−H2r2 +
8τ2
(1−H2r2)2 +O
(
τ3
)
,
1− z = 4e
−Ht
(1 + e−Ht)2 −H2r2
=
4τ
(1 + τ)2 −A2 =
4τ
1−H2r2 −
8τ2
(1−H2r2)2 +O
(
τ3
)
.
There is a formula (A.1) that ties together points z = 0 and z = 1 of the argument of the hypergeometric
function. Hence we have (A.1) for all 1/2 < z < 1. For all m ∈ C such that
a = b = 1− im
H
, c = 2 ,
im
H
6= 0,±1,±2, . . . ⇐⇒ m 6= 0,±iH,±2iH,±3iH, . . . ,
according to (A.1) we can write
F
(
1− im
H
, 1− im
H
; 2; z
)
=
Γ(2 imH )
[Γ(1 + imH )]
2
F
(
1− im
H
, 1− im
H
; 1− 2 im
H
; 1− z
)
+(1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
F
(
1 +
im
H
, 1 +
im
H
; 1 + 2
im
H
; 1− z
)
.
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From F (a, b; c; 0) = 1 it follows
F
(
1− im
H
, 1− im
H
; 2; z
)
=
Γ(2 imH )
[Γ(1 + imH )]
2
(1 +R0(m,H, r; t))
+ (1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t)) ,
where with large T the remainders Rk(m,H, r; t), k = 0, 1, can be estimated as follows
|Rk(m,H, r; t)| ≤ o(1) for all t ≥ T and 0 ≤ r ≤ 1/(2H) .
For the second term of the proposition we note
a = b = − im
H
, c = 1 , c− a− b = 1 + 2 im
H
6= 0,±1,±2, . . . , (3.20)
⇐⇒ m 6= iH
2
, i
H
2
± iH
2
, i
H
2
± 2iH
2
, i
H
2
± 3iH
2
, . . . , (3.21)
and obtain
F
(
− im
H
,− im
H
; 1; z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
F
(
− im
H
,− im
H
;−2 im
H
; 1− z
)
+(1− z)1+2 imH Γ(−1− 2
im
H )
[Γ(− imH )]2
F
(
1 +
im
H
, 1 +
im
H
; 2 + 2
im
H
; 1− z
)
.
Assume that ℜ(im) ≥ 0 Hence, we have
F
(
− im
H
,− im
H
; 1; z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ o(1) as z ր 1 .
It follows for ℜ(im) ≥ 0
2
im
H
(
1− τ2 −H2r2)F (1− im
H
, 1− im
H
; 2; z
)
− (τ + 1) ((1 + τ)2 −H2r2)F (− im
H
,− im
H
; 1; z
)
= 2
im
H
(
1− τ2 −H2r2)
{
Γ(2 imH )
[Γ(1 + imH )]
2
+ (1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
+ o(1)
}
− (τ + 1) ((1 + τ)2 −H2r2)
{
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ o(1)
}
= 2
im
H
(
1− τ2 −H2r2)
{
Γ(2 imH )
[Γ(1 + imH )]
2
+ (1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
+ o(1)
}
− (1−H2r2)
{
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ o(1)
}
= 2
im
H
(
1− τ2 −H2r2)
{
(1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
+ o(1)
}
.
Thus
2
im
H
(
1− e−2Ht −H2r2)F (1− im
H
, 1− im
H
; 2; z
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F (− im
H
,− im
H
; 1; z
)
= 2
im
H
(
4e−Ht
)2 im
H
(
1−H2r2)1−2 imH Γ(−2 imH )
[Γ(1− imH )]2
+ o(1) , as t→∞ .
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uniformly with respect to r ∈ (0,≤ min{1/2, 1/(2H)}).
Next we assume that ℜ(im) < 0. Consider
F
(
1− im
H
, 1− im
H
; 2; z
)
=
Γ(2 imH )
[Γ(1 + imH )]
2
(1 +R0(m,H, r; t))
+ (1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t)) .
Since ℜ(im) < 0 the principal term of the asymptotic is (1− z)2 imH Γ(−2 imH )
[Γ(1− im
H
)]2
and
F
(
1− im
H
, 1− im
H
; 2; z
)
= (1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t)) .
Now for parameters a, b, c satisfying (3.20),(3.21) consider
F
(
− im
H
,− im
H
; 1; z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
F
(
− im
H
,− im
H
;−2 im
H
; 1− z
)
+(1− z)1+2 imH Γ(−1− 2
im
H )
[Γ(− imH )]2
F
(
1 +
im
H
, 1 +
im
H
; 2 + 2
im
H
; 1− z
)
.
If 1 + 2ℜ(im)H = δ > 0, then the principal term is
Γ(1+2 im
H
)
[Γ(1+ im
H
)]2
and we obtain
F
(
− im
H
,− im
H
; 1; z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+O((1 − z)δ) as z ր 1.
If 1 + 2ℜ(im)H = δ < 0 then the principal term is (1− z)1+2
im
H
Γ(−1−2 im
H
)
[Γ(− im
H
)]2
and we obtain
F
(
− im
H
,− im
H
; 1; z
)
= (1− z)1+2 imH Γ(−1− 2
im
H )
[Γ(− imH )]2
(1 +O((1 − z)−δ)).
If 1 + 2ℜ(im)H = 0 then both terms are equivalent and we obtain
F
(
− im
H
,− im
H
; 1; z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
F
(
− im
H
,− im
H
;−2 im
H
; 1− z
)
+(1− z)1+2 imH Γ(−1− 2
im
H )
[Γ(− imH )]2
F
(
1 +
im
H
, 1 +
im
H
; 2 + 2
im
H
; 1− z
)
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
(1 + o(τ)) + (1− z)2i
ℜ(m)
H
Γ(−1− 2 imH )
[Γ(− imH )]2
(1 + o(τ))
=
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ (1− z)2i
ℜ(m)
H
Γ(−1− 2 imH )
[Γ(− imH )]2
+ o(τ).
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Thus, if 1 + 2ℜ(im)H = δ > 0 and ℜ(im) < 0⇐⇒ ℑ(m) > 0 , then
2
im
H
(
1− e−2Ht −H2r2)F (1− im
H
, 1− im
H
; 2; z
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F (− im
H
,− im
H
; 1; z
)
= 2
im
H
(
1− e−2Ht −H2r2)
[
(1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t))
]
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)
[
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+O((1 − z)δ)
]
= 2
im
H
(
1−H2r2)
[
(1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t))
]
− (1−H2r2)
[
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+O((1 − z)δ)
]
= 2
im
H
(
1−H2r2) (1− z)−2ℑ(m)H (1− z)2 iℜ(m)H Γ(−2 imH )
[Γ(1− imH )]2
(1 + o(1))
= 2
im
H
(
1−H2r2)
(
4τ
(1 + τ)
2 −A2
)−2ℑ(m)
H
(
4τ
(1 + τ)
2 −A2
)2 iℜ(m)
H
Γ(−2 imH )
[Γ(1− imH )]2
(1 + o(1))
= 42
im
H 2
im
H
(
1−A2)1−2 imH τ−2ℑ(m)H τ2 iℜ(m)H Γ(−2 imH )
[Γ(1− imH )]2
(1 + o(1))
= 42
im
H 2
im
H
(
1−A2)1−2 imH τ2 imH Γ(−2 imH )
[Γ(1− imH )]2
(1 + o(1)) , as t→∞ .
Thus, if 1 + 2ℜ(im)H = δ < 0 and ℜ(im) < 0⇐⇒ ℑ(m) > 0 , then
2
im
H
(
1− e−2Ht −H2r2)F (1− im
H
, 1− im
H
; 2; z
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F (− im
H
,− im
H
; 1; z
)
= 2
im
H
(
1− e−2Ht −H2r2)
[
(1− z)2 imH Γ(−2
im
H )
[Γ(1 − imH )]2
(1 +R1(m,H, r; t))
]
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)
[
(1− z)1+2 imH Γ(−1− 2
im
H )
[Γ(− imH )]2
(1 +O((1 − z)))
]
= 2
im
H
(
1−H2r2) (1− z)2 imH Γ(−2 imH )
[Γ(1− imH )]2
(1 +O((1 − z)))
= 42
im
H 2
im
H
(
1−H2r2)1−2 imH τ−2ℑ(m)H τ2 iℜ(m)H Γ(−2 imH )
[Γ(1− imH )]2
(1 +O((1 − z)))
= 42
im
H 2
im
H
(
1−H2r2)1−2 imH τ2 imH Γ(−2 imH )
[Γ(1− imH )]2
(1 +O((1 − z))) .
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Thus, if 1 + 2ℜ(im)H = 0 and ℜ(im) = −H2 < 0⇐⇒ ℑ(m) = H2 > 0 , then
2
im
H
(
1− e−2Ht −H2r2)F (1− im
H
, 1− im
H
; 2; z
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F (− im
H
,− im
H
; 1; z
)
= 2
im
H
(
1− e−2Ht −H2r2)
[
(1− z)2 imH Γ(−2
im
H )
[Γ(1− imH )]2
(1 +R1(m,H, r; t))
]
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)
[
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ (1− z)2i
ℜ(m)
H
Γ(−1− 2 imH )
[Γ(− imH )]2
+ o(τ)
]
= 2
im
H
(
1− e−2Ht −H2r2)
[
(1− z)−1+2i
ℑ(im)
H
Γ(−2 imH )
[Γ(1− imH )]2
(1 +R1(m,H, r; t))
]
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)
[
Γ(1 + 2 imH )
[Γ(1 + imH )]
2
+ (1− z)2i
ℜ(m)
H
Γ(−1− 2 imH )
[Γ(− imH )]2
+ o(τ)
]
= 2
im
H
(
1−H2r2) (1− z)2 imH Γ(−2 imH )
[Γ(1− imH )]2
(1 + o(τ)))
= 42
im
H 2
im
H
(
1−H2r2)1−2 imH τ−2ℑ(m)H τ2 iℜ(m)H Γ(−2 imH )
[Γ(1− imH )]2
(1 +O((1 − z)))
= 42
im
H 2
im
H
(
1−H2r2)1−2 imH τ2 imH Γ(−2 imH )
[Γ(1 − imH )]2
(1 +O((1 − z))) .
The proposition is proved. 
The necessity of m 6= iH2 + iH2 ℓ, ℓ = 0,±1,±2, . . . in Theorem 0.2. Thus, from Lemma 3.1 and
Proposition 3.2 we have
Ψ0(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)[
2−
2im
H ime
1
2 t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×
{
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}]
dr
= 2e−Ht
∫ 1
0
(
∂
∂r
sΦ0(r)
)[
2−
2im
H ime
1
2 t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×
{
2
im
H
42
im
H e−2imt
Γ(−2 imH )
[Γ(1− imH )]2
(
1−H2r2)1−2 imH +R(m,H, r; t)
}]
dr
= 2e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)[
2−
2im
H ime
1
2 t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×2 im
H
42
im
H e−2imt
Γ(−2 imH )
[Γ(1− imH )]2
(
1−H2r2)1−2 imH +R(m,H, r; t)
]
dr
= −e 12 t(−2im−3H)H−1m222 imH +2 Γ(−2
im
H )
[Γ(1− imH )]2
×
∫ 1
0
[(
∂
∂r
rΦ0(r)
) (
1−H2r2)−1− imH +R(m,H, r; t)
]
dr .
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Next we choose Φ0 such that ∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2)−1− imH dr 6= 0
The last equation shows that form 6= iH2 +iH2 ℓ, ℓ = 0,±1,±2, . . ., the value Ψ1(0, t) for large time depends
on the values of initial function inside of the characteristic conoid. This completes the proof of necessity of
such values of m.
4 Necessity of m = 0,±iH for the Huygens’ principle. Case of
m = iH
2
+ iH
2
ℓ, ℓ = 0,±1,±2, . . ., and m 6= 0⇐⇒ ℓ 6= −1
We remind that after Section 3 to complete a proof it remains to consider the following values of mass:
m = iH2 + i
H
2 ℓ, ℓ = 0,±1,±2, . . ., and m 6= 0⇐⇒ ℓ 6= −1. For all these vales we have(
∂
∂t
− H
2
− im
)
K1(r, t;M+) =
(
∂
∂t
+
H
2
ℓ
)
K1
(
r, t;−H
2
ℓ
)
= H2ℓ(1 + ℓ)e−
1
2H(ℓ+2)t
((
1 + e−Ht
)2 −H2r2)− 12 (ℓ+5)
×F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
,
where a function F is defined as follows
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
:=
(
1 + e−Ht
) ((
1 + e−Ht
)2 −H2r2)F
(
ℓ+ 1
2
,
ℓ+ 1
2
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+(ℓ+ 1)
(
1− e−2Ht −H2r2)F
(
ℓ+ 3
2
,
ℓ+ 3
2
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
.
We are going to study a large time asymptotic of F . We cannot apply (A.1) since each term of the formula
(A.1) has a pole when c = a+b±k, (k = 0, 1, 2, . . .). We split all possible m = iH2 + iH2 ℓ, ℓ = 0,±1,±2, . . .,
(m 6= 0⇐⇒ ℓ 6= −1) into next seven sets:
1. ℓ = 2k + 1, k = −2,−3,−4, . . .
2. ℓ = 2k + 1, k = 1, 2, 3, . . .
3. ℓ = 2k, k = 1, 2, 3, . . .
4. ℓ = 2k, k = −2,−3,−4, . . .
5. m = −iH2 , that is ℓ = 2k, k = −1, ℓ = −2
6. m = iH2 , that is ℓ = 2k, k = ℓ = 0
7. m = iH , ℓ = 1, ℓ = 2k + 1, k = 0.
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5 The case of odd ℓ = 2k + 1, k = 0,±1,±2, . . .
Thus, that after Section 3 to complete a proof it remains to consider the following values of mass:
m = i
H
2
+ i
H
2
ℓ, ℓ = 0,±1,±2, . . . , ℓ 6= −1 .
In this section consider the case of ℓ = 2k + 1, k = 0,±1,±2, . . ., then
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
=
(
1 + e−Ht
) ((
1 + e−Ht
)2 −H2r2)F
(
k + 1, k + 1; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+(2k + 2)
(
1− e−2Ht −H2r2)F
(
k + 2, k + 2; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
.
5.1 The case of negative odd ℓ = 2k + 1, k = −2,−3, . . .
Denote A := Hr ∈ [0, 1/2], τ = e−Ht, and
z :=
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
=
(1− τ)2 −A2
(1 + τ)
2 −A2 .
Since
F (−n,−n; 1; z) = 1 +
n∑
j=1
Γ(n+ 1)2
Γ(j + 1)2Γ(n− j + 1)2 z
j ,
F (−n,−n; 2; z) = 1 +
n∑
j=1
Γ(n+ 1)2
Γ(j + 2)Γ(j + 1)Γ(n− j + 1)2 z
j
we have with −n = k + 1⇐⇒ k = −n− 1 and −n = k + 2⇐⇒ k = −n− 2
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= (1 + τ)
(
(1 + τ)
2 −A2
)
F (k + 1, k + 1; 1; z) + (2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
= (1 + τ)
(
(1 + τ)
2 −A2
){
1 +
−k−1∑
j=1
Γ(−k)2
Γ(j + 1)2Γ(−k − j)2
[
(1− τ)2 −A2
(1 + τ)
2 −A2
]j}
+(2k + 2)
(
1− τ2 −A2)
{
1 +
−k−2∑
j=1
Γ(−k − 1)2
Γ(j + 2)Γ(j + 1)Γ(−k − j − 1)2
[
(1− τ)2 −A2
(1 + τ)
2 −A2
]l}
.
For the function F
(
τ, A; ℓ; (1−τ)
2−A2
(1+τ)2−A2
)
with these values of ℓ at τ = 0 we have
F (0, A; ℓ; 1) = 0.
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Then
∂τF
(
τ, A; ℓ;
(1− τ)2 −A2
(1 + τ)2 −A2
)
=
(
3(τ + 1)2 −A2)F (k + 1, k + 1; 1; (1− τ)2 −A2
(1 + τ)2 −A2
)
+
4(k + 1)
τ4 − 2 (A2 + 1) τ2 + (A2 − 1)2
[
(A− τ + 1)(A+ τ − 1)
× (A2 + 2τ3 + 3τ2 − 1)F (k + 2, k + 2; 2; (A− τ + 1)(A+ τ − 1)
(A− τ − 1)(A+ τ + 1)
)
−2(k + 2) (A2 + τ2 − 1)2 F (k + 2, k + 3; 2; (1− τ)2 −A2
(1 + τ)2 −A2
))]
and
∂τF
(
τ, A; ℓ;
(1 − τ)2 −A2
(1 + τ)2 −A2
) ∣∣∣∣∣
τ=0
= − (−2k − 2))!
(2k + 3)[(−k − 1)!]2
(
A2(2k + 3) + 1
)
, k = −3,−4, . . . .
If k = −2, then ℓ = −3 and the fuction of Lemma 3.1 is simplified to the function independent of r that
after sumstitution in Ψ0(0, t) creats a huygensian part and cannot be used to get a contradiction. In fact for
ℓ = −3 tha mass is m = −iH , and the equation is huygensian. This explains why we exclude ℓ = −3 from
the further consideration.
Lemma 5.1 For n = −1,−2, . . . the polynomials F (n + 1, n + 1; 2; 1 − x) and F (n, n; 1; 1 − x) as x ց 0
satisfy
F (n+ 1, n+ 1; 2; 1− x) = Γ(−2n)
Γ(1− n)2 + x
1
2
(n+ 1)2
2Γ(−2n− 1)
Γ(1− n)2 + x
2O(1), n = −1,−2, . . . ,
F (n, n; 1; 1− x) = Γ(1− 2n)
Γ(1− n)2 + xn
2 Γ(−2n)
Γ(1 − n)2 + x
2O(1), n = −1,−2, . . . ,
2nF (n+ 1, n+ 1; 2; 1) + F (n, n; 1; 1) = 0, n = −1,−2, . . . ,
d
dx
F (n+ 1, n+ 1; 2; 1− x)
∣∣∣
x=0
= −1
2
(n+ 1)2
2Γ(−2n− 1)
Γ(1− n)2 ,
d
dx
F (n, n; 1; 1− x)
∣∣∣
x=0
= −n2 Γ(−2n)
Γ(1− n)2 ,
d
dx
(2nF (n+ 1, n+ 1; 2; 1− x) + F (n, n; 1; 1− x))
∣∣∣
x=0
= − n
Γ(1− n)2 (3n+ 2)Γ(−2n− 1) = A(n) < 0, n = −1,−2, . . . .
Hence,
2nF (n+ 1, n+ 1; 2; 1− x) + F (n, n; 1; 1− x)
= x
n
Γ(1− n)2 (3n+ 2)Γ(−2n− 1) + x
2O(1), xց 0, n = −1,−2, . . . .
Proof. For n = −1,−2, . . . we have c− a− b = −2n > 0 and the hypergeometric functions are polynomials.
We apply (A.1) and obtain
F (n+ 1, n+ 1; 2; 1) =
Γ(−2n)
Γ(1− n)2 if n < 0 , and F (n, n; 1; 1) =
Γ(1− 2n)
Γ(1− n)2 if n ≤ 0 ,
then
2nF (n+ 1, n+ 1; 2; 1) + F (n, n; 1; 1) = 2n
Γ(−2n)
Γ(1− n)2 +
Γ(1 − 2n)
Γ(1 − n)2 = 0 if n < 0 .
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Further according to [4, (7) Ch 2] and (A.1) and obtain
d
dx
F (n+ 1, n+ 1; 2; 1− x) = −1
2
(n+ 1)2F (n+ 2, n+ 2; 3; 1− x) ,
d
dx
F (n, n; 1; 1− x) = −n2F (n+ 1, n+ 1; 2; 1− x)
and
d
dx
F (n+ 1, n+ 1; 2; 1− x)
∣∣∣
x=0
= −1
2
(n+ 1)2F (n+ 2, n+ 2; 3; 1)
= −1
2
(n+ 1)2
2Γ(−2n− 1)
Γ(1− n)2 , n = −1,−2, . . . ,
d
dx
F (n, n; 1; 1− x)
∣∣∣
x=0
= −n2F (n+ 1, n+ 1; 2; 1)
= −n2 Γ(−2n)
Γ(1− n)2 , n = −1,−2,−3, . . . .
Then for n = −1,−2,−3, . . .
d
dx
(2nF (n+ 1, n+ 1; 2; 1− x) + F (n, n; 1; 1− x))
∣∣∣
x=0
=
(
−2n1
2
(n+ 1)2F (n+ 2, n+ 2; 3; 1− x)− n2F (n+ 1, n+ 1; 2; 1− x)
) ∣∣∣
x=0
.
For 3− 2(n+ 2) = −2n− 1 > 0 and 2− 2(n+ 1) = −2n > 0 (that is, n = −1,−2, . . .) we obtain
d
dx
(2nF (n+ 1, n+ 1; 2; 1− x) + F (n, n; 1; 1− x))
∣∣∣
x=0
= −n(n+ 1)2Γ(3)Γ(−2n− 1)
(Γ(1 − n))2 − n
2Γ(2)Γ(−2n)
(Γ(1− n))2
= − n
Γ(1− n)2 (3n+ 2)Γ(−2n− 1) .
Lemma is proved. 
Corollary 5.2 For every k = −2,−3, . . . :
(1 + τ)
(
(1 + τ)
2 −A2
)
F (k + 1, k + 1; 1; z) + (2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
= 2
(k + 1)
Γ(−k)2
[
(A2(−2k − 3) + 12k + 19)Γ(−2k − 3) + 4Γ(−k)2] τ + τ2O(1),
as τ ց 0. Here for every k = −2,−3, . . . if A is such that
A < A(k) = min
{
1
2
,
(
1
(2k + 3)
[
12k + 19 + 4
Γ(−k)2
Γ(−2k − 3)
])1/2}
, (5.22)
then
(k + 1)
([−A2(2k + 3) + 12k + 19] Γ(−2k − 3)
Γ(−k)2 + 4
)
> 0 .
Proof. First of all we note that inequality
4
Γ(−k)2
Γ(−2k − 3) ≤ 2
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implies [−A2(2k + 3) + 12k + 19] Γ(−2k − 3)
Γ(−k)2 + 4 < 0,
for all A satisfying (5.22). Next we consider
(1 + τ)
(
(1 + τ)2 −A2
)
F (k + 1, k + 1; 1; z)
=
( (
1−A2)+ (3−A2) τ + 3τ2 + τ3)
[
Γ(1− 2(k + 1))
Γ(1− (k + 1))2
+
4τ
(1 + τ)
2 −A2 (k + 1)
2 Γ(−2(k + 1))
Γ(1− (k + 1))2 +
(
4τ
(1 + τ)
2 −A2
)2
O(1)
]
.
We can continue it as follows
=
( (
1−A2)+ (3−A2) τ + 3τ2 + τ3)
×
[
Γ(−2k − 1)
Γ(−k)2 +
(
− 4τ
A2 − 1 −
8τ2
(A2 − 1)2 −
4
(
A2 + 3
)
τ3
(A2 − 1)3 +O
(
τ4
))
(k + 1)2
Γ(−2k − 2)
Γ(−k)2
+
(
16τ2
(A2 − 1)2 +
64τ3
(A2 − 1)3 +O
(
τ4
))]
and, consequently,
(1 + τ)
(
(1 + τ)
2 −A2
)
F (k + 1, k + 1; 1; z)
= −
(
A2 − 1)Γ(−2k − 1)
Γ(−k)2 + τ
(
−
(
A2 + 2k − 1)Γ(−2k − 1)
Γ(−k)2
)
+τ2
(
(1− 2k)Γ(−2k − 1)
Γ(−k)2 −
16
A2 − 1
)
+ τ3
(
Γ(−2k − 1)
Γ(−k)2 −
16
(
A2 + 1
)
(A2 − 1)2
)
+O
(
τ4
)
.
For the term with F (k + 2, k + 2; 2; z) we obtain
(2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
= (2k + 2)
(
1− τ2 −A2)
[
Γ(−2k − 2)
Γ(−k)2 + (1− z)
1
2
(k + 2)2
2Γ(−2k − 3)
Γ(−k)2 + (1− z)
2
O(1)
]
= −2
((
A2 − 1) (k + 1)Γ(−2k − 2))
Γ(−k)2 + τ
(
8(k + 1)
(
(k + 2)2Γ(−2k − 3)
Γ(−k)2 + 1
))
+τ2
2(k + 1)
A2 − 1
((
A2(2k + 3) + 8k2 + 30k + 29
)
Γ(−2k − 3)
Γ(−k)2 + 8
)
+τ3
16
(
A2 + 1
)
(k + 1)
(A2 − 1)2
(
(k + 2)2Γ(−2k − 3)
Γ(−k)2 + 1
)
+O(τ4) .
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Hence
(1 + x)
(
(1 + τ)
2 −A2
)
F (k + 1, k + 1; 1; z) + (2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
= 2(k + 1)τ
((
A2(−(2k + 3)) + 12k + 19)Γ(−2k − 3)
Γ(−k)2 + 4
)
+τ2
4
A2 − 1
(
4k − (k + 1)
(
A2
(
2k2 + k − 3)− k(6k + 17)− 13)Γ(−2k − 3)
Γ(−k)2
)
+τ3
2
(A2 − 1)2
(
8
(
A2 + 1
)
k +
(k + 1)
(
A2 + 4k + 7
) (
A2(2k + 3) + 2k + 5
)
Γ(−2k − 3)
Γ(−k)2
)
+O(τ)4 .
Here the term with τ is
2
(k + 1)
Γ(−k)2
[
(A2(−2k − 3) + 12k + 19)Γ(−2k − 3) + 4Γ(−k)2] τ
and for k = −2 it takes value 2 (k+1)Γ(−k)2 (A2 − 1)τ . Corollary is proved. 
Now we can complete a proof of the necessity part in Theorem 0.2 for the case of ℓ = 2k+1, k = −3,−4, . . ..
Indeed, for these values of ℓ for the component Ψ0 of the solution we have
Ψ0(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂s
sΦ0(s)
){
H2ℓ(1 + ℓ)e−
1
2H(ℓ+2)t
((
1 + e−Ht
)2 −H2r2)− 12 (ℓ+5)
×
[ (
1 + e−Ht
)((
1 + e−Ht
)2 −H2r2)F
(
ℓ+ 1
2
,
ℓ+ 1
2
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+(ℓ+ 1)
(
1− e−2Ht −H2r2)F
(
ℓ+ 3
2
,
ℓ+ 3
2
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)]}
ds
= e−2HtH22k+2(2 + 2k)2e−
1
2H(2k+3)t
∫ 1
0
(
∂
∂r
rΦ0(r)
){((
1 + e−Ht
)2 −H2r2)−(k+3)
×
[((
H2r2(−2k − 3) + 12k + 19)Γ(−2k − 3) + 4Γ(−k)2
Γ(−k)2
)
+ e−HtO(1)
]}
dr .
Next for every given k = −3,−4, . . ., (ℓ = 2k + 1) we chose the function Φ0 such that∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2)−(k+3) [(H2r2(−2k − 3) + 12k + 19)Γ(−2k − 3) + 4Γ(−k)2] dr 6= 0 . (5.23)
for all values of Hr = A from Corollary 5.2. Here we note that only for k = −2 this integral is reduced to
expression that proportional to
∫ 1
0
(
∂
∂r
rΦ0(r)
)
dr = 0.
For all values k = −3,−4, . . ., the equation (5.23) shows that the value Ψ1(0, t) for large time depends on
the values of initial function inside of the characteristic conoid. This completes the proof in this case.
5.2 The case of positive odd ℓ = 2k + 1, k = 1, 2, . . .
We skip the proof of the following simple lemma.
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Lemma 5.3 There are the following limits
lim
xց0
x2n−1F (n, n; 1; 1− x) = F (1− n, 1− n; 1; 1) = Γ(n− 1)
[Γ(n)]2
, n = 2, 3, . . . ,
lim
xց0
x2n−2F (n, n; 2; 1− x) = F (2− n, 2− n; 2; 1) = Γ(2n− 2)
[Γ(n)]2
, n = 2, 3, . . . .
Corollary 5.4 For ℓ = 2k + 1, k = 1, 2, . . .
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= (2k + 2)
(
1−H2r2)3+2k 4−2k−2eH(2k+2)t
{
Γ(2k + 2)
[Γ(k + 2)]2
+R(k,H, r; t)
}
, k = 1, 2, . . . ,
where with large T the remainder R(k,H, r; t) can be estimated as follows
|R(k,H, r; t)| ≤ o(1) for all t ≥ T and 0 ≤ r ≤ 1/(2H) .
Proof. From Lemma 5.3, with n = k + 1 > 1 and n = k + 2 (k > 0 ) we obtain
(1 + τ)
(
(1 + τ)
2 −H2r2
)
F (k + 1, k + 1; 1; z) + (2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
=
{(
1−A2) (1− z)1−2n [Γ(n− 1)
[Γ(n)]2
+R1(k,H, r; t)
]}
+
{
(2k + 2)
(
1−A2) (1− z)2−2n [Γ(2n− 2)
[Γ(n)]2
+R2(k,H, r; t)
]}
=
{(
1−A2) (1− z)−2k−1 [ Γ(k)
[Γ(k + 1)]2
+R1(k,H, r; t)
]}
+
{
(2k + 2)
(
1−A2) (1− z)−2k−2 [ Γ(2k + 2)
[Γ(k + 2)]2
+R2(k,H, r; t)
]}
=
(
1−A2) (1− z)−2k−1
{
Γ(k)
[Γ(k + 1)]2
+R1(k,H, r; t)
}
+(2k + 2)
(
1−A2) (1− z)−2k−2
{
Γ(2k + 2)
[Γ(k + 2)]2
+R2(k,H, r; t)
}
.
It follows
(1 + τ)
(
(1 + τ)2 −H2r2
)
F (k + 1, k + 1; 1; z) + (2k + 2)
(
1− τ2 −A2)F (k + 2, k + 2; 2; z)
=
(
1−A2)2+2k 4−2k−1eH(2k+1)t
{
Γ(k)
[Γ(k + 1)]2
+R1(k,H, r; t)
}
+(2k + 2)
(
1−A2)3+2k 4−2k−2eH(2k+2)t
{
Γ(2k + 2)
[Γ(k + 2)]2
+R2(k,H, r; t)
}
= (2k + 2)
(
1−H2r2)3+2k 4−2k−2eH(2k+2)t
{
Γ(2k + 2)
[Γ(k + 2)]2
+R(k,H, r; t)
}
, k = 1, 2, . . . .
Finally, since k > 0 implies k + 1 > 1 and k + 2 > 2, we obtain the statement of corollary. 
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In order to complete the proof of (i) Theorem 0.2 for the case of ℓ = 2k + 1, k = 1, 2, 3, . . . we apply
Corollary 5.4 and write
Ψ1(0, t) = 2e
−HtH2ℓ(1 + ℓ)e−
1
2H(ℓ+2)t
∫ 1
0
(
∂
∂s
sΦ0(s)
)((
1 + e−Ht
)2 −H2r2)− 12 (ℓ+5)
×(2k + 2) (1−H2r2)3+2k 4−2k−2eH(2k+2)t
{
Γ(2k + 2)
[Γ(k + 2)]2
+R(k,H, r; t)
}
ds
= 2−2k−2H(2k + 2)2e
1
2H(2k−1)t
∫ 1
0
(
∂
∂r
rΦ0(r)
)((
1 + e−Ht
)2 −H2r2)−(k+3)
× (1−H2r2)3+2k
{
Γ(2k + 2)
[Γ(k + 2)]2
+R(k,H, r; t)
}
dr .
For every given k = 1, 2, 3, . . . we choose Φ0 such that∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2) 12 (ℓ−1) dr = ∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2)k dr 6= 0.
The last equation shows that the value Ψ1(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case.
6 Necessity of m = 0,±iH for the Huygens’ principle. The case of
even ℓ = 2k, k = 0,±1,±2, . . .
For the case of ℓ = 2k, k = 0,±1,±2, . . . we have
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= (1 + τ)
(
(1 + τ)
2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1; z
)
+(2k + 1)
(
1− τ2 −A2)F (k + 3
2
, k +
3
2
; 2; z
)
.
6.1 The case of positive even ℓ = 2k, k = 1, 2, 3, . . .
If k = 1, 2, 3, . . . since c− a− b = −2k then we apply (A.3) ([4, (14) Sec. 2.10]). Hence,
lim
zր1
F
(
k +
1
2
, k +
1
2
; 1; z
)
=
Γ(2k)(1− z)−2k
[Γ(k + 12 )]
2
2k−1∑
n=0
[(12 − k)n]2
(1− 2k)nn! (1− z)
n
+
(−1)2k
[Γ(k + 12 − 2k)]2
∞∑
n=0
[(k + 12 )n]
2
(n+ 2k)nn!
[
h¯n − ln(1− z)
]
(1− z)n ,
where h¯n = ψ(1 + n) + ψ(1 + n+ 2k)− ψ(a+ n)− ψ(b + n), implies with k = 1, 2, . . .
F
(
k +
1
2
, k +
1
2
; 1; z
)
=
Γ(2k)(1− z)−2k
[Γ(k + 12 )]
2
+
Γ(2k)(1− z)−2k
[Γ(k + 12 )]
2
2k−1∑
n=1
[(12 − k)n]2
(1− 2k)nn! (1− z)
n
+
(−1)2k
[Γ(k + 12 − 2k)]2
∞∑
n=0
[(k + 12 )n]
2
(n+ 2k)nn!
[
h¯n − ln(1− z)
]
(1 − z)n
=
Γ(2k)(1− z)−2k
[Γ(k + 12 )]
2
+ (1 − z)−2k+1O(1) + | ln(1 − z)|O(1), k = 1, 2, . . . ,
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and
(1− z)2kF
(
k +
1
2
, k +
1
2
; 1; z
)
=
Γ(2k)
[Γ(k + 12 )]
2
+ (1 − z)O(1), k = 1, 2, . . . ,
lim
zր1
(1− z)2kF
(
k +
1
2
, k +
1
2
; 1; z
)
=
Γ(2k)
[Γ(k + 12 )]
2
, k = 1, 2, . . . .
Further, according to (A.3) with m = 2k + 1, for k = 1, 2, . . . we have
F
(
k +
3
2
, k +
3
2
; 2; z
)
=
Γ(2k + 1)(1− z)−(2k+1)
[Γ(k + 32 )]
2
(2k+1)−1∑
n=0
[(12 − k)n]2
(−2k)nn! (1 − z)
n
+
(−1)(2k+1)
[Γ(12 − k)]2
∞∑
n=0
[(k + 32 )n]
2
(n+ 2k + 1)nn!
[
h¯n − ln(1− z)
]
(1 − z)n
=
Γ(2k + 1)(1− z)−(2k+1)
[Γ(k + 32 )]
2
+
Γ(2k + 1)(1− z)−(2k+1)
[Γ(k + 32 )]
2
(2k+1)−1∑
n=1
[(12 − k)n]2
(−2k)nn! (1− z)
n
+
(−1)(2k+1)
[Γ(12 − k)]2
∞∑
n=0
[(k + 32 )n]
2
(n+ 2k + 1)nn!
[
h¯n − ln(1− z)
]
(1 − z)n
=
Γ(2k + 1)(1− z)−(2k+1)
[Γ(k + 32 )]
2
+
Γ(2k + 1)
[Γ(k + 32 )]
2
(1− z)−2kO(1) + | ln(1− z)|O(1) ,
which implies
(1− z)(2k+1)F
(
k +
3
2
, k +
3
2
; 2; z
)
=
Γ(2k + 1)
[Γ(k + 32 )]
2
+ (1 − z)O(1) ,
lim
zր1
(1− z)(2k+1)F
(
k +
3
2
, k +
3
2
; 2; z
)
=
Γ(2k + 1)
[Γ(k + 32 )]
2
.
Hence,
(1 + τ)
(
(1 + τ)
2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1;
(1− x)2 −A2
(1 + x)
2 −A2
)
+(2k + 1)
(
1− τ2 −A2)F
(
k +
3
2
, k +
3
2
; 2;
(1− x)2 −A2
(1 + x)
2 −A2
)
= (1 + τ)
(
(1 + τ)
2 −A2
)
(1− z)−2k
{
Γ(2k)
[Γ(k + 12 )]
2
+ (1− z)O(1)
}
+(2k + 1)
(
1− τ2 −A2) (1 − z)−(2k+1){ Γ(2k + 1)
[Γ(k + 32 )]
2
+ (1− z)O(1)
}
= (2k + 1)
(
1− τ2 −A2) (1− z)−(2k+1){ Γ(2k + 1)
[Γ(k + 32 )]
2
+ (1− z)O(1)
}
.
In particular,
lim
τ→0
(1− z)(2k+1)
[
(1 + τ)
(
(1 + τ)
2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1; z
)
+(2k + 1)
(
1− τ2 −A2)F (k + 3
2
, k +
3
2
; 2; z
)]
= (2k + 1)
Γ(2k + 1)
[Γ(k + 32 )]
2
(
1−A2) , k = 1, 2, 3, . . . .
26
In order to complete a proof of the necessity part in Theorem 0.2 for ℓ = 2k, k = 1, 2, 3, . . . we write
Ψ1(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
){
H2ℓ(1 + ℓ)e−
1
2H(ℓ+2)t
((
1 + e−Ht
)2 −H2r2)− 12 (ℓ+5)
×
{(
1 + e−Ht
)((
1 + e−Ht
)2 −H2r2)F
(
ℓ+ 1
2
,
ℓ+ 1
2
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+(ℓ+ 1)
(
1− e−2Ht −H2r2)F
(
ℓ+ 3
2
,
ℓ+ 3
2
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}}
dr
= 2e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
){
H2ℓ(1 + ℓ)e−
1
2H(ℓ+2)t
((
1 + e−Ht
)2 −H2r2)− 12 (ℓ+5)
×
{
(2k + 1)
(
1− τ2 −A2)
(
4e−Ht
(1 + e−Ht)2 −H2r2
)−(2k+1) [
Γ(2k + 1)
[Γ(k + 32 )]
2
+ o(1)
]}}
dr
= H2−2k−1eHt(k−1)(2k + 1)2
∫ 1
0
(
∂
∂r
rΦ0(r)
)((
1 + e−Ht
)2 −H2r2) 12 (2k−3)
× (1− e−2Ht −H2r2){ Γ(2k + 1)
[Γ(k + 32 )]
2
+ o(1)
}
dr .
Next for every ℓ = 2k, k = 1, 2, 3, . . . we can we choose a function Φ0 such that∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2) 12 (ℓ−1) dr = ∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2) 12 (2k−1) dr 6= 0 .
The last equation shows that the value Ψ1(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case.
6.2 The case of negative even ℓ = 2k, k = −2,−3, . . .
For ℓ = 2k, k = −2,−3, . . . consider the function
F
(
e−Ht, Hr; ℓ;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= (1 + τ)
(
(1 + τ)
2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1;
(1− τ)2 −A2
(1 + τ)
2 −A2
)
+(2k + 1)
(
1− τ2 −A2)F
(
k +
3
2
, k +
3
2
; 2;
(1− τ)2 −A2
(1 + τ)2 −A2
)
.
Lemma 6.1 The following formulas with z ց 0 hold
F
(
k +
1
2
, k +
1
2
; 1; 1− z
)
=
Γ(−2k)
[Γ(12 − k)]2
− z
(
k +
1
2
)2
Γ(−1− 2k)
[Γ(12 − k)]2
+O(z2),
k = −1,−2,−3, . . .
F
(
k +
3
2
, k +
3
2
; 2; 1− z
)
=
Γ(−1− 2k)
[Γ(12 − k)]2
− z
(
k +
3
2
)2
Γ(−2− 2k)
[Γ(12 − k)]2
+O(z2),
k = −2,−3, . . .
Proof. For the function F
(
k + 12 , k +
1
2 ; 1; z
)
, Since c − a − b = 1 − 2(k + 12 ) = −2k > 0 and c − b =
1− (k + 12 ) = 12 − k > 0 we apply [4, (4) Sec. 2.1]
F
(
k +
1
2
, k +
1
2
; 1; 1
)
=
Γ(1)Γ(−2k)
[Γ(12 − k)]2
, k = −1,−2, . . .
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For the function F
(
k + 32 , k +
3
2 ; 2; z
)
, Since c−a− b = 2−2(k+ 32 ) = −1−2k > 0 and c− b = 2− (k+ 32 ) =
1
2 − k > 0 we apply [4, (4) Sec. 2.1]
F
(
k +
3
2
, k +
3
2
; 2; 1
)
=
Γ(2)Γ(−1− 2k)
[Γ(12 − k)]2
, k = −1,−2, . . . (6.24)
It follows
F
(
k +
1
2
, k +
1
2
; 1; 1
)
+ (2k + 1)F
(
k +
3
2
, k +
3
2
; 2; 1
)
=
Γ(−2k)
[Γ(12 − k)]2
+ (2k + 1)
Γ(−1− 2k)
[Γ(12 − k)]2
= 0, k = −1,−2, . . .
Then we look at the next term[
d
dz
F
(
k +
1
2
, k +
1
2
; 1; z
)]
z=1
= −
[
d
dz
F
(
k +
1
2
, k +
1
2
; 1; 1− z
)]
z=0
= −
[
−
(
k +
1
2
)2
F
(
k +
3
2
, k +
3
2
; 2; 1− z
)]
z=0
=
(
k +
1
2
)2
Γ(−1− 2k)
[Γ(12 − k)]2
, k = −1,−2, . . .
Also [
d
dz
F
(
k +
3
2
, k +
3
2
; 2; z
)]
z=1
= −
[
d
dz
F
(
k +
3
2
, k +
3
2
; 2; 1− z
)]
z=0
= −
[
−1
2
(
k +
3
2
)2
F
(
k +
5
2
, k +
5
2
; 3; 1− z
)]
z=0
=
1
2
(
k +
3
2
)2
F
(
k +
5
2
, k +
5
2
; 3; 1
)
=
1
2
(
k +
3
2
)2
2Γ(−2− 2k)
[Γ(12 − k)]2
, k = −2,−3, . . .
It follows
F
(
k +
1
2
, k +
1
2
; 1; 1
)
+ (2k + 1)F
(
k +
3
2
, k +
3
2
; 2; 1
)
=
(
k +
1
2
)2
Γ(−1− 2k)
[Γ(12 − k)]2
+ (2k + 1)
1
2
(
k +
3
2
)2
2Γ(−2− 2k)
[Γ(12 − k)]2
=
(6k + 7)Γ(−2k)
8(k + 1)[Γ(12 − k)]2
> 0, k = −2,−3, . . .
The case of k = −1 that is ℓ = −2⇐⇒ m = −iH2 will be discussed in Subsection 6.3.
Corollary 6.2 For all k = −2,−3, . . . and 0 ≤ A < 1/2
(1 + τ)
(
(1 + τ)2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1;
(1− τ)2 −A2
(1 + τ)2 −A2
)
+(2k + 1)
(
1− τ2 −A2)F
(
k +
3
2
, k +
3
2
; 2;
(1− τ)2 −A2
(1 + τ)
2 −A2
)
=
(−2A2(k + 1) + 2k + 1)Γ(−2k)
2(k + 1)Γ
(
1
2 − k
)2 τ +O (τ2) ,
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where (−2A2(k + 1) + 2k + 1)Γ(−2k)
2(k + 1)Γ
(
1
2 − k
)2 > 0, k = −2,−3, . . .
Proof. Indeed, according to Lemma 6.1
(1 + τ)
(
(1 + τ)
2 −A2
)
F
(
k +
1
2
, k +
1
2
; 1;
(1− τ)2 −A2
(1 + τ)
2 −A2
)
+(2k + 1)
(
1− τ2 −A2)F
(
k +
3
2
, k +
3
2
; 2;
(1− τ)2 −A2
(1 + τ)2 −A2
)
= (1−A2 + (3−A2)τ +O(τ2))
×
[
Γ(−2k)
[Γ(12 − k)]2
+
(
4τ
1−A2 +
8τ2
(A2 − 1)2 +O
(
τ3
))(
k +
1
2
)2
Γ(−1− 2k)
[Γ(12 − k)]2
+O(τ2)
]
+(2k + 1)
(
1−A2 − x2)
×
[
Γ(−1− 2k)
[Γ(12 − k)]2
−
(
4τ
1−A2 +
8τ2
(A2 − 1)2 +O
(
x3
))(
k +
3
2
)2
Γ(−2− 2k)
[Γ(12 − k)]2
+O(z2)
]
=
(−2A2(k + 1) + 2k + 1)Γ(−2k)
2(k + 1)Γ
(
1
2 − k
)2 τ +O (τ2)
provided that k = −2,−3, . . . and 0 ≤ A2 < 1/4.
To complete the proof of (i) Theorem 0.2 for the case of ℓ = 2k, k = −2,−3, . . . we write
Ψ0(0, t) = 2H2
2k(1 + 2k)e−H(k+3)t
∫ 1
0
(
∂
∂s
sΦ0(s)
)((
1 + e−Ht
)2 −H2r2)− 12 (2k+5)
×
[(−2H2r2(k + 1) + 2k + 1)Γ(−2k)
2(k + 1)Γ
(
1
2 − k
)2 + e−HtO (1)
]
ds .
Next for every k = −2,−3, . . . we can chose choose Φ0 such that∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2)− 12 (2k+5) (−2H2r2(k + 1) + 2k + 1) dr 6= 0 .
The last equation shows that the value Ψ0(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case. 
6.3 The case of m = −iH
2
, that is ℓ = 2k, k = −1, ℓ = −2
For ℓ = 2k, k = −1, consider
F
(
k +
3
2
, k +
3
2
; 2; 1− z
)
= F
(
1
2
,
1
2
; 2; 1− z
)
.
We have c− a− b = 2− 2(12 ) = 1 and c− a = 2− 12 = 1 and apply (6.24):
F
(
k +
3
2
, k +
3
2
; 2; 1
)
= F
(
1
2
,
1
2
; 2; 1
)
=
1
[Γ(32 )]
2
=
4
π
,
while
d
dz
F
(
k +
3
2
, k +
3
2
; 2; z
)
=
1
8
F
(
3
2
,
3
2
; 3; z
)
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and we use (A.2) with m = 0, that is,
F
(
3
2
,
3
2
; 3; z
)
=
Γ(3)
[Γ(32 )]
2
∞∑
n=0
[(32 )n]
2
(n!)2
[
2ψ(n+ 1)− 2ψ(3
2
+ n)− ln(1− z)
]
(1 − z)n
=
Γ(3)
[Γ(32 )]
2
[
2ψ(1)− 2ψ(3
2
)− ln(1− z)
]
+
Γ(3)
[Γ(32 )]
2
∞∑
n=1
[(32 )n]
2
(n!)2
[
2ψ(n+ 1)− 2ψ(3
2
+ n)− ln(1− z)
]
(1− z)n
=
8
π
[
2ψ(1)− 2ψ(3
2
)− ln(1− z)
]
+O(1)(1 − z) ln(1− z) ,
| arg(1 − z)| < π, |1− z| < 1 .
Hence
d
dz
F
(
k +
3
2
, k +
3
2
; 2; z
)
=
1
8
2
[
√
π
2 ]
2
[
2ψ(1)− 2ψ(3
2
)− ln(1− z)
]
+O(1)(1 − z) ln(1 − z)
=
1
π
[
2ψ(1)− 2ψ(3
2
)− ln(1− z)
]
+O(1)(1 − z) ln(1− z) .
It follows for k = −1
(τ + 1)
(
(τ + 1)2 −A2)F (k + 1
2
, k +
1
2
; 1;
(1− τ)2 −A2
(τ + 1)2 −A2
)
+(2k + 1)
(−A2 − τ + 1)F (k + 3
2
, k +
3
2
; 2;
(1− τ)2 −A2
(τ + 1)2 −A2
)
= (τ + 1)
(
(τ + 1)2 −A2)F (−1
2
,−1
2
; 1;
(1− τ)2 −A2
(τ + 1)2 −A2
)
− (−A2 − τ + 1)F (1
2
,
1
2
; 2;
(1− τ)2 −A2
(τ + 1)2 −A2
)
.
According to Lemma 6.1 for 0 ≤ A < 12 we obtain
(τ + 1)
(
(x+ 1)2 −A2)F (−1
2
,−1
2
; 1;
(1− τ)2 −A2
(x+ 1)2 −A2
)
− (−A2 − τ + 1)F (1
2
,
1
2
; 2;
(1 − τ)2 −A2
(τ + 1)2 −A2
)
= (τ + 1)
(
(τ + 1)2 −A2)
(
Γ(−2k)
[Γ(12 − k)]2
− z
(
k +
1
2
)2
Γ(−1− 2k)
[Γ(12 − k)]2
+O(z2)
)
− (1−A2 − τ) ( 4
π
+ (−z)
{ 1
π
[
2ψ(1)− 2ψ(3
2
)− ln(z)
]
+O(1)(z) ln(z)
})
= (τ + 1)
(
(τ + 1)2 −A2)
(
4
π
−
(
4x
(1 + τ)
2 −A2
)(
−1
2
)2
4
π
+O(z2)
)
− (1−A2 − τ)
(
4
π
−
(
4x
(1 + x)
2 −A2
){ 1
π
[
2ψ(1)− 2ψ(3
2
)− ln(z)
]
+O(1)(z) ln(z)
})
= −τ 4
π
(
H2r2 − ln (4− 4H2r2)+ ln(τ) + 1)+O (τ2)
= −τ 4
π
(ln(τ) +O(1)) +O
(
τ2
)
as t→∞ and t = e−Ht → 0.
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The proof of (i) Theorem 0.2 for the case of m = −iH/2, ℓ = −2, k = −1. We have
Ψ1(0, t) = 2
2e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
){
− H
8
(
(e−Ht + 1)2 −H2r2
)3/2
×
[ (
e−Ht + 1
)((
e−Ht + 1
)2 −H2r2)F
(
−1
2
,−1
2
; 1;
(−1 + e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+
(
H2r2 + e−2Ht − 1)F
(
1
2
,
1
2
; 2;
(−1 + e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)]}
dr
= 22e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
){
− H
8
(
(e−Ht + 1)2 −H2r2
)3/2
×
[
− 4e
−Ht (H2r2 − log (4− 4H2r2)−Ht+ 1)
π
+ e−2HtO (1)
]}
dr
= e−2HtH
∫ 1
0
(
∂
∂r
rΦ0(r)
)
1
2
(
(e−Ht + 1)2 −H2r2
)3/2
×
[
4
π
(
H2r2 − log (4− 4H2r2)−Ht+ 1)+ e−HtO (1)
]
dr .
Next we choose Φ0 such that∫ 1
0
(
∂
∂r
rΦ0(r)
)
1
(1−H2r2)3/2
[
4
π
(
H2r2 − log (4− 4H2r2)−Ht+ 1)
]
dr 6= 0 .
The last equation shows that the value Ψ1(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case.
7 Necessity of m = 0,±iH for the Huygens’ principle. Case of
m = iH2 , ℓ = 0
For m = iH2 we have M+ = 0 and(
∂
∂t
− H
2
− im
)
K1(r, t;M+) =
(
∂
∂t
)
K1(r, t; 0)
= He−Ht
((
1 + e−Ht
)2 −H2r2)− 52
×
{(
1 + e−Ht
) ((
1 + e−Ht
)2 −H2r2)F
(
1
2
,
1
2
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+
(
1− e−2Ht −H2r2)F
(
3
2
,
3
2
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}
.
We are going to study asymptotic of the function
(1 + x)
(
(1 + x)
2 −H2r2
)
F
(
1
2
,
1
2
; 1;
(1− x)2 −A2
(1 + x)
2 −A2
)
+
(
1− x2 −A2)F
(
3
2
,
3
2
; 2;
(1− x)2 −A2
(1 + x)2 −A2
)
.
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where τ = e−Ht and A = Hr as τ → 0. By (A.2) with a = b = 1/2 and m = 0 we obtain
F
(
1
2
,
1
2
; 1; 1− z
)
=
1
π
[
2ψ(n+ 1)− 2ψ(1
2
)− ln(z)
]
+
1
π
∞∑
n=1
(a)n(b)n
(n!)2
[2ψ(n+ 1)− ψ(a+ n)− ψ(b+ n)− ln(z)] zn
=
1
π
[
2ψ(n+ 1)− 2ψ(1
2
)− ln(z)
]
+ z ln(z)O(1) as z ց 0 .
For the second hypergeometric function since c− a− b = 2− 3 = −1 then we apply (A.3) (see [4, (14) Sec.
2.10]) with m = 1:
F
(
3
2
,
3
2
; 2; 1− z
)
=
4z−1
π
− 1
π
∞∑
n=0
[(32 )n]
2
(n+ 1)nn!
[
h¯n − ln(z)
]
zn
=
4
π
z−1 −O(1) ln(z) as z ց 0 ,
where h¯n = ψ(1 + n) + ψ(2 + n)− ψ(a+ n)− ψ(b + n). Hence
(1 + τ)
(
(1 + τ)
2 −A2
)
F
(
1
2
,
1
2
; 1;
(1− τ)2 −A2
(1 + τ)
2 −A2
)
+
(
1− τ2 −A2)F
(
3
2
,
3
2
; 2;
(1− τ)2 −A2
(1 + τ)2 −A2
)
= (1 + τ)
(
(1 + τ)
2 −A2
)( 1
π
[
2ψ(n+ 1)− 2ψ(1
2
)− ln(z)
]
+ z ln(z)O(1)
)
+
(
1− τ2 −A2)(4z−1
π
−O(1) ln(z)
)
=
(
1−A2)
(
4
π
(
4e−Ht
1−A2
)−1
−O(1) ln
(
4e−Ht
1−A2
))
=
(
1−A2)( 1
π
(
1−A2) eHt −O(1)t)
=
(
1−A2)2 1
π
eHt −O(1)t ,
and, consequently, (
∂
∂t
− H
2
− im
)
K1(r, t;M+) =
H3
π
√
1−H2r2 + e
−2HtO (1) .
The proof of necessity part of Theorem 0.2 for the case of m = iH/2. For the solution for large
time we obtain
Ψ1(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)(
∂
∂t
)
K1(r, t; 0) dr
= 2e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)(
H
π
√
1−H2r2 + e
−2HtO (1)
)
dr .
Next we choose Φ0 such that ∫ 1
0
(
∂
∂r
rΦ0(r)
)
1√
1−H2r2 dr 6= 0 .
The last equation shows that the value Ψ1(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case.
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8 Necessity of m = ±iH for the incomplete Huygens principle
In order to prove a necessity ofm = iH for the incomplete Huygens principle with respect to the first 2-spinor
initial data Φ0,Φ1 for the Dirac equation (0.2) we set m 6= 0, m 6= iH and chose initial data (3.18). Then
we can repeat all arguments used for the cases of all possible values of mass except ones used in Sections 6,
7. This completes the proof of necessity part in Theorem 0.2 for m = iH .
In order to prove a necessity of m = −iH for the incomplete Huygens principle with respect to the second
2-spinor initial data Φ2,Φ3 for the Dirac equation (0.2) we set m 6= 0, m 6= −iH and chose initial data (2.16)
as in subsections 2.2. We set F = 0 and M− = H2 − im 6= −H2 , then the kernel function is
K1(r, t;M−) = 2−1+
2im
H e
1
2 t(H−2im)
((
e−Ht + 1
)2 −H2r2)− imH
×F
(
im
H
,
im
H
; 1;
(−1 + e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
while the operator K1(x, t,Dx;M−) is defined by (0.5). The solution to the Cauchy problem for the Dirac
equation is the function
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0∂k − H
2
I4 − imγ0
)
0
0
K1(x, t,Dx;M−)[Φ2(x)]
0

 ,
with the components (see (2.15))
Ψ0(x, t) = −e−2Ht∂3K1(x, t,Dx;M−)[Φ2(x)] ,
Ψ1(x, t) = e
−2Ht (−∂1 − i∂2)K1(x, t,Dx;M−)[Φ2(x)] ,
Ψ2(x, t) = e
−Ht
(
∂0 − H
2
+ im
)
K1(x, t,Dx;M−)[Φ2(x)] ,
Ψ3(x, t) = 0 .
We calculate
Ψ2(x, t) = e
−Ht
(
∂
∂t
− H
2
+ im
)
2
∫ φ(t)
0
vΦ2(x, s)K1(s, t;M−)ds .
It can be rewritten in the terms of the function VΦ2 defined in accordance to (2.11), that is,
Ψ2(x, t) = e
−Ht
(
∂
∂t
− H
2
+ im
)
2
∫ φ(t)
0
(
∂
∂s
VΦ2(x, s)
)
K1(s, t;M−)ds .
It follows,
Ψ2(x, t) = e
−Ht
(
∂
∂t
− H
2
+ im
)
2
(
VΦ0 (x, φ(t))K1(φ(t), t;M−)− VΦ2(x, 0)K1(0, t;M−)
)
−e−Ht
(
∂
∂t
− H
2
+ im
)
2
∫ φ(t)
0
VΦ0(x, s)
∂
∂s
K1(s, t;M−)ds
= 2e−Ht
(
∂
∂t
− H
2
+ im
)
VΦ2(x, φ(t))K1(φ(t), t;M−)
−2e−2HtVΦ2(x, φ(t))
(
∂
∂s
K1(s, t;M−)
)
s=φ(t)
−2e−Ht
∫ φ(t)
0
VΦ2 (x, s)
(
∂
∂t
− H
2
+ im
)
∂
∂s
K1(s, t;M−)ds .
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In particular, since x ∈ R3, by the Kirchhoff formula we have
VΦ2(0, φ(t)) = φ(t)Φ2(φ(t)) =
1− e−Ht
H
Φ2
(
1− e−Ht
H
)
= 0
for sufficiently large t, that is, if 1− e−Ht > Hε. Consequently, for large t we have
Ψ2(0, t) = −2e−Ht
∫ φ(t)
0
sΦ0(s)
(
∂
∂t
− H
2
+ im
)
∂
∂s
K1(s, t;M−)ds
= −2e−Ht
∫ 1
0
sΦ0(s)
(
∂
∂t
− H
2
+ im
)
∂
∂s
K1(s, t;M−)ds
= 2e−Ht
∫ 1
0
(
∂
∂s
sΦ0(s)
)(
∂
∂t
− H
2
+ im
)
K1(s, t;M−)ds .
Now we focus on the tail of the solution, that is on the term generated by the integral.
Lemma 8.1 For m ∈ C one has(
∂
∂t
− H
2
+ im
)
K1(r, t;M−)
= 2
2im
H ime
1
2 t(−H−2im)
((
1 + e−Ht
)2 −H2r2)− imH −2
×
{
2
im
H
(
1− e−2Ht −H2r2)F
(
1 +
im
H
, 1 +
im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+
(
1 + e−Ht
) (
(1 + e−Ht)2 −H2r2)F
(
im
H
,
im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}
.
Proof. We skip the proof since this statement can be verified by straightforward calculations. 
According to Proposition 3.2 if m ∈ C and
m 6= iH
2
+ i
H
2
ℓ, ℓ = 0,±1,±2, . . . ,
then
2
im
H
(
1− e−2Ht −H2r2)F
(
1 +
im
H
, 1 +
im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+
(
1 + e−Ht
) (
(1 + e−Ht)2 −H2r2)F
(
im
H
,
im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
= −2 im
H
4−2
im
H e2imt
Γ(2 imH )
[Γ(1 + imH )]
2
(
1−H2r2)1+2 imH +R(m,H, r; t) ,
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where with large T the remainder R(m,H, r; t) can be estimated by (3.19). Further,
Ψ2(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)[
2
2im
H ime
1
2 t(−H−2im)
((
1 + e−Ht
)2 −H2r2)− imH −2
×
{
2
im
H
(
1− e−2Ht −H2r2)F
(
1 +
im
H
, 1 +
im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)
+
(
1 + e−Ht
) (
(1 + e−Ht)2 −H2r2)F
(
im
H
,
im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)2 −H2r2
)}]
dr
= 2e−Ht2
2im
H ime
1
2 t(−H−2im)
∫ 1
0
(
∂
∂r
rΦ0(r)
)((
1 + e−Ht
)2 −H2r2)− imH −2
×
{
− 2 im
H
4−2
im
H e2imt
Γ(2 imH )
[Γ(1 + imH )]
2
(
1−H2r2)1+2 imH +R(m,H, r; t)
}
dr .
Since −1 + imH 6= 0 we can choose the radial function Φ0 ∈ C∞(Bε(0)) such that∫ 1
0
(
∂
∂r
rΦ0(r)
) (
1−H2r2)−1+ imH dr 6= 0 .
The last equation shows that the value Ψ2(0, t) for large time depends on the values of initial function inside
of the characteristic conoid. This completes the proof in this case. 
A Appendix
A.1 Some properties of Hypergeometric function
There is a formula (See 15.3.6 of Ch.15[1] and [4, Sec.2.3.1].) that ties together points z = 0 and z = 1:
F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b; a+ b − c+ 1; 1− z) (A.1)
+(1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
F (c− a, c− b; c− a− b+ 1; 1− z) ,
where | arg(1− z)| < π, |1− z| < 1, and c− a− b 6= ±1,±2, . . ..
A.2 Some properties of Hypergeometric function. Case of zeros
We use (12) of [4, Sec. 2.10]:
F (a, b; a+ b+m; z)
1
Γ(a+ b+m)
=
Γ(m)
Γ(a+m)Γ(b +m)
m−1∑
n=0
(a)n(b)n
(1−m)nn! (1− z)
n (A.2)
+
(1− z)m(−1)m
Γ(a)Γ(b)
∞∑
n=0
(a+m)n(b+m)n
(n+m)!n!
[h′′n − ln(1− z)] (1− z)n ,
where −π < arg(1− z) < x, a, b, 6= 0,−1, 2, . . .,
h′′n = ψ(n+ 1) + ψ(n+m+ 1)− ψ(a+ n+m)− ψ(b+ n+m),
and
∑m−1
n is to be interpreted as zero when m = 0. The function ψ(z) is the logarithmic derivative of the
gamma function: ψ(z) = d ln Γ(z)dz =
Γ′(z)
Γ(z) .
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A.3 Some properties of Hypergeometric function. Case of poles
If k = 1, 2, 3, . . . since c− a− b = −2k then we apply [4, (14) Sec. 2.10]:
F (a, b, a+ b−m; z) 1
Γ(a+ b−m) =
Γ(m)(1 − z)−m
Γ(a)Γ(b)
m−1∑
n=0
(a−m)n(b−m)n
(1−m)nn! (1− z)
n (A.3)
+
(−1)m
Γ(a−m)Γ(b−m)
∞∑
n=0
(a)n(b)n
(n+m)nn!
[
h¯n − ln(1− z)
]
(1− z)n ,
where −π < arg(1− z) < π, a, b, 6= 0,−1,−2, . . .
h¯n = ψ(1 + n) + ψ(1 + n+m)− ψ(a+ n)− ψ(b+ n) ,
and
∑m−1
n=0 is set zero if m = 0.
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