We study whether using non-orthogonal multiple access (NOMA) in the uplink of a mobile network can improve the performance over orthogonal multiple access (OMA) when the system requires ultrareliable low-latency communications (URLLC). To answer this question, we first consider an ideal system model with perfect channel state information (CSI) at the transmitter and long codewords, where we determine the optimal decoding orders when the decoder uses successive interference cancellation (SIC) and derive closed-form expressions for the optimal rate when joint decoding is used. While joint decoding performs well even under tight delay constraints, NOMA with SIC decoding often performs worse than OMA. For low-latency systems, we must also consider the impact of finite-length channel coding, as well as rate adaptation based imperfect CSI. We derive closed-form approximations for the corresponding outage or error probabilities and find that those effects create a larger performance penalty for NOMA than for OMA. Thus, NOMA with SIC decoding may often be unsuitable for URLLC.
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) is considered a viable solution for 5G systems due to its increased spectral efficiency over conventional orthogonal multiple access (OMA). In NOMA, multiple users send data simultaneously in the uplink to the base station. The signals create mutual interference, but the base station can employ successive interference cancellation
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(SIC), i.e., decode one of the signals, and then subtract the corresponding codeword from the received signal, such that the other signal is interference-free. As a result, NOMA can increase the sum ergodic capacity of the system [1] .
However, the ergodic capacity is not a meaningful performance metric for applications that require ultra-reliable low-latency communications (URLLC). For example, industrial control systems often require latencies of at most a few milliseconds. The probability of violating this deadline must be very small, with target values of 10 −6 and below [2] . In contrast to the ergodic sum capacity, the delay violation probability is affected by the SIC decoding order: the user that is decoded first faces interference by the second user and thus experiences a lower data rate than if it were decoded last. Although the sum rate remains the same regardless of the decoding order, a very low rate for one of the users can mean that the user's data cannot be transmitted and must be buffered, leading to a queueing delay. The delay performance of the two-user NOMA uplink thus depends on the optimal trade-off between the two decoding orders with respect to the users' delay constraints. Furthermore, both SIC decoding orders may lead to a low rate for one of the users. We need to consider a more general joint decoding scheme that can also achieve intermediate rate points. Even though joint decoding does not increase the ergodic sum capacity, it may improve the delay performance by avoiding very low rates.
The above discussion on the rate adaptation assumed that the base station has perfect knowledge of the SNR of both users, and that the users can communicate without errors at a rate equal to the capacity of the channel. However, these assumptions become highly inaccurate for low-latency systems. When the duration of each time slot is short, the overhead from estimating the instantaneous SNR affects the performance. More importantly, the training sequences used for estimation must be short, so that the base station will only have imperfect channel state information (CSI) for both users. The base station must then select the data rates based on that imperfect knowledge. The actual capacity of the channel may be smaller than the rate that was selected based on imperfect CSI, so that outages may occur. Furthermore, due to finite blocklength effects, decoding errors may even occur when the selected rate is lower than the actual capacity [3] . In order to determine the delay performance of NOMA systems under these realistic assumptions, one must first determine the decoding error probabilities due to imperfect CSI and finite blocklength channel coding.
A. Related Work
This work combines an analysis of the queueing delay on the link layer of a wireless system with physical layer transmissions based on NOMA. The queueing delay of wireless systems in fading channels can be analyzed using frameworks such as effective capacity [4] or stochastic network calculus [5] , [6] . While we consider in this work only stochastic network calculus, the resulting expressions can also be used to derive the effective capacity. We now discuss the state of the art on the delay performance of NOMA systems, as well as on the queueing performance of systems that are subject to imperfect CSI and finite blocklength coding.
1) NOMA:
With respect to low-latency communications, several authors have considered the use of NOMA. Yang et al. [7] optimize the sum rate subject to constraints on the minimum rates of each user. Similarly, Timotheou et al. [8] consider the max-min fairness for the individual rates, i.e., maximize the minimum rate among all users. However, the minimum rates may not be a meaningful metric for fading channels, where one of the rates may occasionally become very small. In [9] and [10] , the outage probability in NOMA systems is analyzed. The outage probability is a meaningful metric for systems where the data rate is kept constant. However, not adapting the data rate to the channel state is generally suboptimal.
More specifically with respect to queueing analysis, several authors have considered NOMA.
Choi [11] studied the effective capacity of NOMA systems, assuming that one of the users is always decoded first (i.e., always suffers from interference). Similarly, in our previous work [12] , we considered the impact of interference on the queueing performance, which corresponds to the performance of the user that is always decoded first. The queuing performance of downlink NOMA systems was studied by Yu et al. [13] (using effective capacity) and Xiao et al. [14] (using stochastic network calculus). Unfortunately, even though both [13] and [14] consider SIC decoding in the downlink, those results cannot be applied to SIC decoding the uplink. In the downlink, the signal for the weaker user must always be decoded under interference from the stronger user, whereas in the uplink, the decoding order can be varied. In the uplink, we also do not require the additional assumption that the first user always has higher instantaneous SNR than the second user (made in both [13] and [14] ), which does not always hold. Close to our work is the work by Qiao et al. [15] , where the decoding order of the users in the uplink was varied based on the instantaneous channel states and on the individual QoS parameters.
However, the authors assumed CSI to be perfect, and only considered SIC decoding, which may yield suboptimal rate points compared to a more general joint decoder.
2) Imperfect CSI and Finite-Length Coding: Polyanskiy et. al [3] have studied bounds on the decoding error probability of channel codes with finite blocklength and also presented a closedform normal approximation. Yang et. al [16] extended these results to quasi-static block-fading channels. Scarlett et al. [17] studied finite blocklength effects in a multiuser scenario, where multiple users simultaneously communicate with finite blocklength channel codes. MolavianJazi [18] studied finite blocklength effects in the two-user NOMA scenario.
With respect to the delay performance, the effects of finite blocklength coding were studied in [19] , [20] . In [21] , we have studied the joint impact of imperfect CSI and finite blocklength effects on the delay performance of wireless systems, assuming a single-user single-antenna scenario.
Furthermore, we studied the impact of these effects in a more general multiuser multi-antenna downlink scenario in [22] , where beamforming was applied to avoid interference.
B. Contributions
In this work, we apply the framework of stochastic network calculus (SNC) [5] , [6] to study the performance of two-user NOMA uplink when both users must communicate within a short maximum delay. Our contributions can be summarized as follows:
• For perfect CSI and SIC decoding, we identify the problem of optimal rate selection (i.e., optimal decoding order) for quantized SNR distributions as a 0-1 knapsack problem that can be solved with a greedy algorithm.
• For perfect CSI and a more general joint decoder, we determine the optimal rate adaptation function in closed form.
• For imperfect CSI and SIC decoding, we derive closed-form approximations for the decoding error probabilities. This allows us to determine optimal rate allocations for this case.
Simulation results show that the approximations are sufficiently accurate.
• Using methods from prior work, we present closed-form approximations for the decoding error probabilities under imperfect CSI and finite blocklength coding.
• Our numerical study shows that under ideal assumptions with perfect CSI and under tight delay constraints, NOMA with joint decoding significantly outperforms OMA when there is a large difference between the two users' average channels. NOMA with SIC decoding performs significantly worse, and may be worse than OMA, depending on the parameters.
• Imperfect CSI and finite blocklength effects cause a significant performance loss. Numerical results are given in Sec. VI. We present our conclusions in Sec. VII.
II. SYSTEM MODEL
We analyze data transmissions in a multiple-access channel (MAC) where two devices send data packets to a central base station in a time-slotted fashion. We consider applications that generate periodic and time-critical data at the device/user side, which should be transmitted to the base station within a short deadline of w time slots with high reliability. In Sec. II-A, we discuss the data transmission on the physical layer, where we consider only an ideal model with perfect CSI and infinitely long channel codes. Later, in Sec. IV and V, we will consider more realistic physical layer models with imperfect channel estimation and finite blocklength coding.
Due to time-varying data rates and transmission errors at the physical layer, the devices must keep their data in a buffer for transmission in subsequent time slots. The resulting queueing delay is described in Sec. II-B. We conclude this section with the problem statement in Sec. II-C.
A. Physical Layer Model
The channel is assumed to be block-fading, i.e., remains constant for the duration of one block or time slot of n channel uses, and changes independently between time slots, which is an accurate model for example for systems that employ frequency hopping. We now consider a single time slot. For each channel use, the received signal y is denoted as
where z is additive white Gaussian noise. Without loss of generality, we assume that z ∼ CN (0, 1) (unit variance) and that E [|h k | 2 ] = 1, such that the average power of the code symbols
=γ k corresponds to the average SNR of the signal at the receiver in case there is no interference. The instantaneous signal-to-noise ratio (SNR) of the received signal of user k is denoted as γ k =γ k |h k | 2 . We assume Rayleigh-fading with h k ∼ CN (0, 1). For the initial analysis, we assume that the instantaneous SNR values γ k are perfectly known at transmitting devices 6 and at the base station, so that the entire time slot can be used for transmitting codewords x k of length n d = n (for imperfect CSI, see Sec. IV). Furthermore, we assume that n d is sufficiently large so that error-free communication at a rate equal to the capacity is possible, using Gaussian codewords x k (we discuss finite-length coding in Sec. V). The base station can try to decode the signals through successive interference cancellation (SIC) or jointly. For SIC decoding, assume that codeword x 1 is decoded first. This is possible if
After successfully decoding the signal sent by user 1, the base station reconstructs the codeword x 1 and subtracts h 1 x 1 from the received signal y. Then, signal 2 can be decoded if
The decoding order can also be reversed, such that x 2 is decoded first and then subtracted.
By using a decoder that decodes x 1 and x 2 jointly, the base station can decode both x 1 and x 2 whenever the rates r 1 and r 2 are inside the capacity region, which is given as [23] :
The capacity regions for three time slots, i.e., three random instances of γ 1 and γ 2 , are illustrated in Fig. 1 . The capacity region always has the shape of a pentagon, with two of the corner points (denoted as A and B) corresponding to the maximum rates achieved by the SIC decoder. 1 With joint decoding, one can also achieve the rate pairs on the segment AB between the two corner points. 2 We assume for now that in each time slot, the base station knows the instantaneous SNR values (γ 1 , γ 2 ) perfectly and selects an achievable rate pair, which is denoted as
and r 2 = Φ 2 (γ 1 , γ 2 ), or (r 1 , r 2 ) = Φ(γ 1 , γ 2 ) for short. There is no reason to select a rate pair that 1 The rates in (2) to (6) can be chosen arbitrarily close to the capacity or capacity region. In order to simplify discussions, we assume that (2) to (6) also hold when the rates are equal to the capacity or on the boundary of the capacity region. 2 The points on the segment between the two SIC points can also be achieved through SIC with time sharing between the two decoding orders, or through a rate-splitting approach [24] . However, for better clarity, we apply the term "SIC" ("NOMA-SIC") exclusively to the case where only the corner points of the rate regions can be selected, and we apply the term "joint decoding"
("NOMA-joint") exclusively to the case where all rates in the capacity region can be selected. is below the maximally achievable rates, so the base station will select a pair of rates (r 1 , r 2 )
that either corresponds to one of the corner points A/B (in case of SIC decoding), or to any point on the segment AB (in case of joint decoding). The selected rates are then signaled to the users through a feedback link, which we assume to be instantaneous and error-free.
B. Queueing Model
Due to the time-varying channel conditions, the data arriving at the users must be stored in a buffer until successful transmission. This leads to a random queueing delay. A queueing system is described by its arrival, service, and departure processes. The arrival process A k (t) describes the amount of data in bits that arrives and is put into the buffer at user k in time slot t. The service process S k (t) depends on the instantaneous SNR values γ 1 (t) and γ 2 (t) in time slot t, which change from time slot to time slot. The rate is determined by the rate adaptation scheme as r k (t) = Φ k (γ 1 (t), γ 2 (t)). In case the transmission is successful, the service is S k (t) = n d r k (t).
In case of a transmission error (which will become relevant in Sec. IV and Sec. V), the base station will indicate the error event through a feedback bit so that the users will not remove the corresponding data from the queue, which corresponds to S k (t) = 0. The departure process D k (t) describes the data that is actually transmitted over the wireless channel, which is the minimum of S k (t) and the amount of data waiting in the buffer. The virtual delay W k (t) of the data arriving in time slot t at user k is then defined as [6] 
The delay W k (t) is a random variable, and its distribution can be stated in terms of the delay violation probability over all time slots t with respect to a certain deadline w:
C. Problem Statement
In this work, we study the delay performance of NOMA systems with SIC or joint decoding in order to determine whether NOMA is superior to OMA when operating under strict delay constraints, and whether joint decoding significantly improves the performance over SIC decoding.
The delay performance of NOMA depends on the optimal rate allocation scheme Φ. In order to ensure reliable low-latency communications for both users, we need to determine Φ such that the delay violation probabilities p v,k (w) for both users are jointly minimized. We first consider the ideal model with perfect CSI, and find the optimal rate allocation for SIC decoding and for joint decoding. However, in more realistic models with imperfect CSI and finite blocklength codes, rate adaptation is more difficult, as we have to find an optimal trade-off between the selected rates and the corresponding decoding error probabilities. We can then address the following questions: can NOMA outperform OMA under short delay constraints also with realistic system models? And how large is the difference between SIC decoding and joint decoding in that case?
III. ANALYSIS -IDEAL CASE
In this section, we will first present in Sec. III-A the analytical upper bound on the delay violation probability from stochastic network calculus. Then, we show in Sec. III-B how this result can be used to reformulate the problem statement analytically as an optimization problem.
We will then solve the optimal rate adaptation problem for SIC decoding and joint decoding in Sec. III-C and Sec. III-D, respectively. In order to introduce the basic optimization methodology, we consider in this section only the ideal system model from Sec. II-A. However, we are eventually interested in the delay performance for a more realistic system model with imperfect CSI and finite-length coding, which we will introduce in Sec. IV and V.
A. Stochastic Network Calculus
We now give a brief summary of previous results from stochastic network calculus (SNC).
Specifically, we show an upper bound from SNC on the delay violation probability p v,k (w) in (8) [5] , [6] . This summary closely follows the summary given in our previous works [20] - [22] .
We follow [6] , where SNC is applied in a transform domain, also referred to as SNR-domain.
The bit-domain arrival and service processes A k (t) and S k (t) defined in Sec. II-B are transformed to the SNR-domain via the exponential function:
. An upper bound on the delay violation probability p v,k (w) can then be computed in terms of the Mellin transforms of A k (t) and S k (t), where we can omit the time index t because of i.i.d. arrivals and block-fading. The Mellin transform of a nonnegative random variable X is defined as [6] M X (θ)
for a parameter θ ∈ R. For the analysis, we always choose θ k > 0 and first check whether the
If it holds, define the kernel [6] , [20] 
This kernel is strictly monotonically increasing in both
provides an upper bound for the delay violation probability, which holds for any time slot t, including the limit t → ∞ (steady-state):
This bound holds for any the parameter θ k > 0. In order to find the tightest upper bound on p v,k (w), one should iterate over θ k .
B. Rate Allocation Problem
We seek to determine a rate allocation scheme Φ which jointly minimizes the delay violation probabilities p v,k (w) in (8) of the two users k ∈ {1, 2}. In order to work with analytical expressions of the system, we use the analytical upper bound (11) on p v,k (w) based on the kernels K k (θ k , w). Then, the optimization of the rate allocation scheme Φ can be formulated as follows: given specific QoS constraints for the first user, how should the base station select the rates such that the bound on p v,k (w) for the second user is minimized? This is written as arg min
The kernels depend on the rate adaptation function Φ through the Mellin transform of the
We iterate over all possible combinations of θ k and solve the problem for a specific choice of the values θ k . By inspecting (10), we can deduce that the kernel
as long as the stability condition
C. Rate Allocation for SIC
In case the base station employs SIC decoding, the rate allocation can be found as follows:
Result 1. When using SIC decoding, i.e., when the rate scheduler can only decide between the two rate pairs (c
, the optimal solution to problem (P.II) is given by
with value-to-weight ratio
and λ > 0 is the smallest value such that
Proof. Without loss of generality, we assume n = 1. We discretize the distributions of γ 1 and γ 2 to points i = 1 . . . N 2 and rewrite the optimization problem in terms of x i ∈ {0, 1}, where arg min
For x i ∈ {0, 1}, the problem can be converted into the following equivalent problem:
arg max
We identify this optimization problem as the well-known 0-1 knapsack problem of selecting items with value v i ≥ 0 and weight w i ≥ 0 subject to a weight limitδ. We assume 0 <δ < i w i , otherwise the problem is either trivial or infeasible. To solve this problem, we first allow x i in (P.IIb) to vary continuously from 0 to 1, i.e., we relax the problem [25] . 3 The continuous problem (CP) can be easily solved using a greedy algorithm, and provides an approximate solution to the discrete problem. Specifically, Dantzig [26] showed that the optimal solution to CP can be found by ordering the items decreasingly according to their value-to-weight ratios η i = v i /w i and then selecting the first j − 1 items with the highest value-to-weight ratios (x i = 1 for
x i w i ≤δ is still satisfied. Then, for the j-th item, only a fractional value of 0 ≤ x j < 1 is chosen, such that j i=1 x i w i becomes equal to δ M . The remaining items are not selected. Clearly, the optimal value z * of problem (P.IIb) cannot exceed the optimal value z * CP of the continuous problem: z * ≤ z * CP . Furthermore, we obtain a rounded solution by setting x j = 0, with a corresponding value of z * CP . The rounded solution is a possible solution to (P.IIb), thus z * CP ≤ z * . As z * CP − z * CP = x j v j , with v j vanishing as the quantization intervals and the corresponding probability masses p i tend to zero, the output of the greedy algorithm converges to the optimal solution. Remark 1. The problem above was already addressed in [15] , which provided a function that denotes the boundary of the two regions where user 1 or user 2 is decoded first, respectively. However, the proof relies on a specific result from variational calculus, which requires that the end points of the function are fixed and known, which may not be the case.
D. Rate Allocation for Joint Decoding
With SIC decoding, only the rate pairs on the two corner points of the capacity region are achievable. On the other hand, joint decoding allows rate points in between the corner points.
Result 2. Under joint decoding, i.e., when all rates in the achievable rate region can be selected, the optimal solution to the rate adaptation problem (P.II) is given by
where
Proof. Without loss of generality, assume n = 1. We quantize the joint distribution of γ 1 and γ 2 to points labeled as i = 1 . . . N 2 with probability mass p i . Note that if the sum rate constraint (6) does not hold with equality, then one of the rates could be increased without penalty for the other user. An optimal rate allocation will thus always select a rate pair which satisfies the sum rate constraint. We then have r 2,i = c Σ,i − r 1,i and rewrite the optimization problem:
s.t.
The problem is convex in r 1,i . We associate the Lagrange multipliers λ 1 ≥ 0, µ i ≥ 0 and ν i ≥ 0 with the contraints (21), (22) , and (23), respectively. According to the Karush-Kuhn-Tucker conditions [27] , the optimal rates r 1,i for all i = 1, . . . , N 2 must satisfy
When either of the contraints (22) and (23) is satisfied with equality, then the value of r 1,i is known. Otherwise, there is slackness in the constraints (22) and (23), and the complementary slackness conditions [27] mandate that µ i and ν i must be zero. It follows for those cases:
With the definitionλ 1 =
, we derive
For a givenλ 1 , the rates can be found by first computing Φ 1 (γ 1,i , γ 2,i ) according to (26) . For those SNR points i where (26) would violate the constraints (22) or (23), the respective constraint must hold with equality.
IV. IMPERFECT CSI
A. System Model and Approximations for Imperfect CSI
In a realistic system, the users do not have perfect knowledge of the channel states. Instead, the channels must be estimated first, and the rates must be chosen based on the imperfect channel estimate. We assume that the two users send known training sequences of length n t,1 and n t,2 at the beginning of each time slot. The two users send their training sequences orthogonally (i.e., without interference) to the receiver, which obtains the MMSE channel estimatesĥ k , k ∈ {1, 2}.
The actual channel coefficients H k are unknown, i.e., random. Given the MMSE estimatesĥ k , the actual channel coefficients are given as [21] , [28] 
andγ t,k denoting the SNR during the training phase of user k.
of signal k is then given as [21] :
With sufficient training, the estimation error is relatively small, i.e., |H k | |ĥ k |, and the last term becomes negligible. The term {e
k } is Gaussian distributed with variance σ 2 Z,k /2, so we can approximate the distribution of the SNR Γ k of signal k as [21] 
withγ k =γ k |ĥ k | 2 , and
After the channel estimation, the base station must select the pair of rates (r 1 , r 2 ) at which the users should encode their data, based on the channel estimatesγ 1 andγ 2 . The users are informed about the chosen rates through an error-free feedback channel with zero delay. 4 While the rates are chosen based on the estimated SNR, i.e., (r 1 , r 2 ) = Φ(γ 1 ,γ 2 ), the actual SNR of the channels, Γ 1 and Γ 2 , is unknown and may be too low, such that decoding of the data sent by the users will fail. The corresponding error probabilities depend on the chosen rates, as well as on the type of decoder used at the base station. In Sec. IV-C, we will derive and approximate the error probabilities for a simple SIC decoder, and in Sec. IV-D, we consider errors under joint decoding. We assume for now that the blocklength n d is very large. In Sec. V, we will also consider the effects of finite blocklength channel coding, i.e., the case where n d is small.
It is assumed throughout the paper that rate adaptation is based on imperfect CSI, but that the receiver has perfect CSI when decoding the signal. 5 We note that when n t,1 plus n t,2 symbols are required for channel estimation in each time slot, only n d = n − n t,1 − n t,2 symbols remain for the data transmission.
B. Rate Optimization
As discussed in Sec. III-B, the optimal rate allocation problem can be formulated as minimizing the Mellin transform M S 2 (1−θ 2 ) of the SNR-domain service process for the second user, subject to a constraint on M S 1 (1 − θ 1 ) for the first user. When decoding errors occur with probability ε k , the Mellin transform of the service process is given as [21] 
For the original rate adaptation problem under perfect CSI, it is clear that
convex in the chosen rates. We conjecture that the rate adaptation problem remains convex under imperfect CSI, which is also motivated by the findings for the single-user scenario in [21] . In this paper, we will solve the problem for different values of δ M in order to show the 4 For the single user case, we found that quantizing the rate to 6 bits is sufficient [21] . It is reasonable to assume that the base station, which can operate at high transmit power, can communicate this small amount of data to the users with very low error probabilities and delays that are negligible compared to those in the uplink transmissions. 5 Additional pilot symbols sent during the data transmission phase will make the CSI at the receiver almost perfect compared to the imperfect estimate during rate selection. The receiver may also employ joint estimation and decoding [29] . In [21] , we computed an achievability bound for finite-length codes, which showed that after imperfect CSI during rate selection is taken into account, the additional performance impact due to imperfect CSI at the receiver is small.
full range of possible trade-offs between user 1 and user 2. We obtain the same solutions if we consider the Lagrangian dual problem
and iterate overλ instead ofc. When quantizing the joint distribution of Γ 1 and Γ 2 to N 2 points, each point i having probability p i , the problem becomes arg min
where ε 1,i and ε 2,i depend on both r 1,i and r 2,i . The optimal Φ * can be determined by finding the optimal rate pairs (r 1,i , r 2,i ) individually for each quantized point i of the SNR distribution.
However, to solve the problem, the error probabilities ε 1,i and ε 2,i must be computed for each quantized point i and each considered rate pair. Assume that the SNR distribution is quantized on a grid with N × N points, and that for each of those points, we consider M × M different rate pairs. If one would need to perform a numerical, 2-dimensional integration to determine the error probabilities for each of the N 2 M 2 rate/SNR combinations, then the rate adaptation problem would quickly become computationally infeasible, even with a coarse quantization of the distribution and the rate points. Thus, in the following sections, we will present closed-form approximations for ε 1,i and ε 2,i , which can be efficiently computed.
C. Outage Probability under SIC Decoding
We first focus on the case where SIC decoding is used. In the ideal model, the scheduler would select a rate pair (r 1 , r 2 ) that corresponds to one of the two corner points of the capacity region.
However, in case of imperfect CSI, the transmitter only knows the estimated SNRγ 1 andγ 2 . In the event that the selected rate pair (r 1 , r 2 ) lies outside the actual capacity region (defined by Γ 1 and Γ 2 , whose exact values are unknown), a decoding error occurs. In order to ensure that this event occurs only with small probability, the scheduler should not select the rates exactly at the corner points of the estimated capacity region but should select smaller rates. Assume for now that the rates are close to the corner point where user 1 has priority in terms of rate, i.e., the base station will try to decode user 2 first such that user 1 experiences no interference. 6 The receiver 6 Due to imperfect CSI, there is now a chance that the channel conditions are reversed, such that user 1 could be decoded first. We still obtain an approximate upper bound on the error probability by ignoring these highly unlikely events.
can decode signal 2 directly if r 2 ≤ log 2 (1 + Γ 2 /(Γ 1 + 1)). Then, signal 1 can be decoded if the receiver can decode and remove signal 2, and if at the same time r 1 ≤ log 2 (1 + Γ 1 ). We define β k = 2 r k − 1. The probability that user 1 cannot be decoded is then
Result 3. When the scheduler has selected a rate pair (r 1 , r 2 ) while assuming that user 2 is decoded first, the resulting decoding error probabilities are approximated as
with γ 1,turn =γ 2 /β 2 − 1 and
(38)
In the other case, when user 1 is decoded first, the resulting error probabilities can be obtained from the same expressions, after switching 1 and 2 in all expressions.
Proof. The probability ε 1 that user 1 cannot be decoded is given as ε 1 = ε 1,SIC + ε 2\1 , where ε 1,SIC denotes the probability that signal 1 is in outage after applying SIC:
and ε 2\1 is the probability that signal 1 is not in outage (Γ 1 > β 1 ), but signal 2 is in outage:
In order to obtain a closed-form approximation to this integral, we note that the argument of the Q-function is positive for γ 1 < γ 1,turn . We then use the Chernoff bound Q(x) ≤ 
where (45) follows after tedious algebra, applying (38), (39), and (40). We also find
The error probability ε 2 for user 2 is computed in the same way as ε 2\1 , but the integral in (42) must start from zero.
Remark 2. All approximation steps in the proof were designed towards creating upper bounds on the decoding error probabilities ε 1 and ε 2 . However, the derivations are based on the Gaussian approximation (30) of the channel estimation errors, which may underestimate the interference.
Therefore, the obtained analytical expressions are not strict upper bounds, but we validate numerically in Sec. VI-C that the analytical expressions are usually either upper bounds or tight approximations for ε 1 and ε 2 .
D. Outage Probability under Joint Decoding
In the previous section, we considered a SIC receiver. When using joint decoding, the receiver can decode both codewords when the rates are within the capacity region (4)- (6) . If any of the conditions are violated, a decoding error occurs. We assume that neither of the codewords can be decoded in that case. The selected rates violate the capacity constraints with probabilities
We follow [21] and apply the Gaussian approximation (30) to each term. We then obtain a closed-form bound on ε by applying the union bound ε ≤ ε I + ε II + ε III : we analyze the joint impact of imperfect CSI and finite-length coding on the decoding error probabilities based on methods we developed in [21] .
A well-known result for finite-length codes in AWGN channels with SNR γ is given by
Polyanskiy et al. [3] , who showed in order to achieve an error probability ε, the transmitter should select a rate
is the channel dispersion. However, the codewords that achieve (52) are not Gaussian distributed, which means that the result cannot be directly applied to the multiuser scenario, where nonGaussian codewords would create non-Gaussian interference, which is hard to analyze. When the codewords must be i.i.d. Gaussian, the achievable transmission rate is approximated as [17] 
which has the same form as (52), but with a different dispersion term
We now analyze the finite blocklength effects separately for the case of a decoder using successive interference cancellation, and for a joint decoder. The analysis in this section closely follows our previous works [21] , [22] . To simplify discussions, we assume that (54) holds with equality.
A. Error Probability for SIC Decoding
Before analyzing the joint impact of imperfect CSI and finite blocklength coding, we first assume that the SNR values γ 1 and γ 2 are perfectly known. We again consider the case where the decoder uses successive interference cancellation and decodes user 2 first. In this case, the SINR of the signal is given as
. Due to the assumption of i.i.d. Gaussian codewords for user 1, the signal is equivalent to that of an AWGN channel with SNR SINR 2 . Thus, the achievable rate for user 2 can be determined by (54). We can solve (54) for ε to obtain the decoding error probability given the selected rate r 2 :
Following our previous work [21] , we define the random blocklength-equivalent capacity
with U 2 ∼ N (0, 1) and observe for a given SINR 2 that ε 2 is (by definition) the outage probability of a channel with random capacity C FBL,2 : ε 2 = P {C FBL,2 < r 2 }. Similarly, we define U 1 ∼ N (0, 1) and find that the error probability ε 1,SIC of user 1, after SIC was applied, is given as ε 1,SIC = P {C FBL,1 < r 1 } with
All of the above statements remain true when the instantaneous SNR γ k is not perfectly known at the transmitters, i.e., we can replace γ k with Γ k , where all random variables U k and Γ k are mutually independent. At the receiver, we still assume perfect CSI, as motivated in Sec. IV.
For user 1, we can directly follow our previous work [21] to obtain a bound on ε 1,SIC . Using a first-order Taylor approximation, we obtain the bound
Using the Gaussian approximation (30) for Γ 1 , and replacing σ FBL,1 (Γ 1 ) with its estimated value σ FBL,1 (γ 1 ), we obtain [21] 
with the variance of the sum of the independent Gaussian variables Γ 1 and U 1 given as
where σ 2 1 is given by (31) . User 2 is decoded directly, with error probability
where (65) follows again from a Taylor approximation, and in (67) we replaced the random variables in and before σ FBL,2 with their estimated values, similar to [21] . Thus:
U 2 describes the uncertainty of signal 2 due to imperfect CSI and finite blocklength. G IC,F,int,2 is Gaussian with variance
Following the same steps as in Sec. IV-C, we obtain
with σ n , µ n , and κ still given by (38), (39), and (40), but with σ 2 replaced by σ IC,F,int,2 .
Finally, user 1 cannot be decoded when it cannot be decoded after interference cancellation or when user 2 cannot be decoded. Contrary to the analysis with infinite blocklength in Sec. IV, those events may not be independent, so we have to apply the union bound:
B. Error Probability for Joint Decoding
The achievable rate region for a multiple access channel with finite blocklength coding has been studied by MolavianJazi [18] . We first assume that the SNR values γ 1 , γ 2 are perfectly known, such that these values correspond to the power constraints on the codewords. It was shown in [18, Thm. 7] that given a maximum error probability ε, a second-order approximation for the achievable rate region can be found by splitting the error probability into three arbitrarily large parts with ε = ε I + ε II + ε III . The rates r 1 , r 2 are achievable with error probability ε if
with V AWGN given in (53) and
Like in the previous section, we assume that the second-order approximations are exact, i.e., we ignore the terms O (1/n d ). Then, we define random blocklength-equivalent capacities
with U I , U II , U III ∼ N (0, 1). If we redefine ε I , ε II , and ε III as the probabilities that the rates exceed C FBL,I , C FBL,II , and C FBL,III , respectively, then the overall probability that the rates (r 1 , r 2 ) are outside the random blocklength-equivalent capacity region is bounded by ε = ε I + ε II + ε III .
In other words, our definitions lead to the same relationship between (r 1 , r 2 ) and ε as in [18, Thm. 7] . The codewords that achieve (72) to (74) are chosen independently of each other, and are uniformly distributed on the "power shells" [18] . Therefore, the choice of codewords depends only on the selected rates, but not on the fading state, and we can thus extend the above results directly to fading channels. For ε I and ε II , we can then directly use the approximation (61), but using a dispersion term V AWGN . Using similar steps, we obtain ε III ≈ Q 22 
VI. NUMERICAL RESULTS
In this section, we evaluate the delay performance of NOMA and OMA schemes. Furthermore, we quantify the impact of imperfect CSI and finite-length coding on the delay performance. First, we present in Sec. VI-A the general methodology used in the evaluation. The performance of NOMA depends on the rate adaptation, and we thus show in Sec. VI-B how different rate adaptation schemes chosen by the base station result in different delay violation probabilities for the two users, assuming an ideal system model. In Sec. VI-C, we consider the effects of imperfect CSI and validate the outage probability approximations from Sec. IV-C. In Sec.
VI-D,
we analyze the queueing performance of the system under different delay constraints, where we also evaluate the performance impact due to imperfect CSI. Finally, Sec. VI-E shows results when both imperfect CSI and finite-length coding are taken into account.
A. Metrics and Methodology
For comparing different schemes, we generally use the upper bound (11) on the delay violation probability p v,k (w). The delay performance depends on the number of bits α k that arrive in each user's queue per time slot. To compare the delay performance of different schemes over a wide range of parameters, we will often assume fixed target delay parameters (e.g., p v,k (5) < 10 −8 )
and show the maximum arrival rates α 1 , α 2 such that these constraints can still be met.
1) Optimization Method:
We quantize the distribution of the estimated SNR valuesγ 1 ,γ 2 until finer quantization yields no more significant improvement, usually around 300 points each.
For the ideal model with perfect CSI (γ k =γ k ), we can determine the optimal rates according to the results in Sec. III. For imperfect CSI and finite blocklength, we consider several rate pairs (r 1,i , r 2,i ) for each combination of quantized (γ 1,i ,γ 2,i ), each resulting in different approximate error probabilities ε 1,i and ε 2,i . Then, for fixed values θ 1 , θ 2 , andλ, we can determine the optimal rates according to (34). Instead of an exhaustive search over all combinations of θ 1 , θ 2 , andλ, we propose a suboptimal approach where we start with a coarsely quantized grid for θ k and λ. We then iterate between optimizing the rates and choosing θ k andλ such that the kernels K k (θ K , w) are minimized. This method seems to offer robust and reasonably fast convergence.
2) Comparison to OMA and Power Allocation: We assume throughout this section that the signals are subject to a constraint on the sum instantaneous transmit power. We denote the average SNR when one device uses the entire transmit power asγ 
B. Results for Ideal Model
First, we consider SIC decoding and assume an ideal system model where the CSI at the transmitter is perfect and finite blocklength effects are ignored. In Fig. 2 , we study the effect of different rate adaptation functions (r 1 , r 2 ) = Φ(γ 1 , γ 2 ) on the delay performance of both users under SIC. In the upper plots, the function Φ is chosen such that the delay violation probability scheme. Fig. 2b shows that by increasing the maximum tolerable delay for the first user, we have reduced the delay violation probabilities for the second user. The heat maps in Fig. 2a show that in the upper-left region, where the signal from user 1 is weak but the interference is strong, user 1 is decoded last, i.e., without interference. The size of this region shrinks when we improve the delay performance of user 2 at the expense of user 1.
We also determined the actual delay violation probabilities p v (w) empirically through MonteCarlo simulations of the queueing system over 10 10 time slots. As expected, the simulated p v (w) is below the analytical upper bounds from SNC. There is a gap of one or two orders of magnitude between the simulations and the upper bounds, which was observed also in previous works on SNC [6] , [20] , [21] , [31] . Regardless of the gap, the slopes of the simulation curves match the slopes of the analytical curves, and the bounds accurately predict how different rate adaptations will affect the delay performance of both users. Thus, the proposed analysis using SNC is sufficiently accurate to determine the optimal trade-offs between the two users. 
C. Validating the Approximations for Imperfect CSI
When considering that the rate adaptation mechanism only has access to an imperfect estimate of the channel state, outages may occur. For such a scenario, we perform the delay analysis and rate optimization for NOMA with SIC decoding based on the analytical approximations for the outage probabilities ε 1 and ε 2 that were derived in Sec. IV-C. First, we verify that these analytical approximations are sufficiently accurate for the rate adaptation (r 1 , r 2 ) = Φ(γ 1 ,γ 2 ).
In Fig. 3a , we plot both ε 1 and ε 2 when the base station estimates the instantaneous SNRs aŝ γ 1 = 20 dB andγ 2 = 7dB and tries to adapt the coding rates (r 1 , r 2 ) according to these estimates. User 1 is decoded first. When the message from user 1 cannot be decoded (which depends on r 1 ), the signal cannot be removed, and the SIC decoding fails. Otherwise, the base station will try to decode signal 2, which can again fail, depending on r 2 . We note that the analytical approximations for ε 1 (solid curves) are close to the actual error probabilities (dashed curves), obtained from Monte Carlo simulations with 10 8 trials. This is important for rate adaptation: if the rate adaptation scheme would ignore the imperfections in the channel estimates, and select a rate of r 1 = log 2 (1 +γ 1 /(1 +γ 2 )) ≈ 4.14 based on the estimates, then the system would experience and the actual ε 2 at r 2 = 2.0. This gap is caused by the Gaussian approximation for the channel estimation error. When we assume a hypothetical model where the last term in (29) is ignored, i.e., where the channel estimation error is exactly Gaussian (dotted curves), then the gap between the approximation and the actual ε 2 becomes zero. Nevertheless, the gap due to the Gaussian approximation is not harmful for the rate adaptation. When considering systems with a deadline of e.g. w = 5 time slots, then individual decoding error probabilities in the range 10 −3 to 10 −2 are sufficient to transmit the packets within the deadline. In this range, the Gaussian approximation is sufficiently accurate for the delay analysis, which we confirmed for the single-user scenario in [21] . Most importantly, the approximations are either very close to the actual ε 1 or they overestimate ε 1 . When the base station selects the rates based on an overestimation of the error probability, it will make a choice that is too conservative and select a slightly smaller rate than necessary, leading to a smaller error probability.
In Fig. 3b , we verify the accuracy of the approximations based on the resulting delay violation probabilities p v (w). The rate adaptation scheme was optimized using the analytical approximations for ε 1 and ε 2 , and the resulting analytical bounds on p v (w) are shown. The dashed curves show the results from simulating the queueing system according to the actual system model, while the dotted curves show p v (w) for a hypothetical system which exactly matches the analytical approximations (i.e., in the simulation, we generate outage events as Bernoulli random variables with the same probabilities as in the analysis). There is a gap between both simulated curves and the analytical results, but such a gap was already observed in case of perfect CSI in Fig. 2b, i. e., the gap is most likely due to the conservativeness of the SNC bounds. On the other hand, there is no significant difference between the actual system model and the hypothetical/approximate model, which shows that the actual error probabilities ε 1 and ε 2 and their analytical approximations are very close for the parameters considered in the queueing analysis. In other words, whether we consider the actual system model or our analytical approximations, the queueing performance remains the same. We conducted further experiments which show that the analytical approximations work very well when the average SNRγ k for each user's signal is above 10 dB and for training sequence length n t,k is above 25.
In the above Fig. 3 , we have shown the evaluations for the approximate outage probabilities under SIC decoding and assuming infinite blocklength. The approximations for joint decoding are also based on the Gaussian approximation for the estimation error, which we have now shown to be accurate enough for the relevant parameters. Lastly, we performed additional simulations to validate the approximations for finite-length coding and found that p v (w) for the actual system model was slightly below the p v (w) for the hypothetical/approximate model. This means that although the approximations can be slightly inaccurate, they act as upper bounds on the error probability, similar to the approximation in [21] . The actual system performance is then even better than predicted.
D. Effects of Imperfect CSI
In Fig. 4 , we investigate the performance for the ideal model with perfect CSI, and compare the resulting performance also to a semi-realistic model with imperfect CSI. In both cases, we still assume that errors occur only when the rates are above the Shannon capacity (i.e., infinitely long codewords). First, Fig. 4a shows results for the ideal model with perfect CSI. The uppermost curves show the ergodic capacity per time slot, which corresponds to the maximum supported arrival rates α 1 and α 2 when there is no delay constraint (the delay may be infinite).
Then, we investigate the maximum arrival rates α 1 and α 2 such that, with an optimized rate adaptation scheme, the system can still meet delay constraints p v (w) < 10 −8 for both users, for different target delays w. We find that imposing tight delay requirements (w = 5) degrades the performance, the maximum arrival rate reduces drastically compared to the ergodic case.
For a maximum delay w = 5, NOMA with SIC decoding now performs significantly worse than NOMA with joint decoding, because the optimal rate points for joint decoding often lie between the corner points of the capacity region. With SIC decoding, the rate adaptation scheme can only select the suboptimal corner points. Interestingly, for NOMA with joint decoding, the performance of the second user remains constant over a wide range of arrival rates α 1 for the first user, i.e., both users can simultaneously achieve a large fraction of the maximum performance.
For both system models, NOMA-joint significantly outperforms the orthogonal scheme (OMA), except for the regions where either α 1 or α 2 are very small. We found through further experiments that the performance of NOMA in those regions could be improved by using different power allocations ρ 1 ,ρ 2 , from which we conclude that NOMA-joint always outperforms OMA for the considered scenario with w = 5. On the other hand, NOMA with SIC decoding can only provide a small performance improvement over OMA for w = 5. For different power allocations, we found that NOMA-SIC may not even achieve same performance as OMA.
In Fig. 4b , we show results for the same parameters as in Fig. 4a , but considering imperfect CSI. We note first of all that imperfect CSI barely affects the performance under loose delay constraints (w = ∞ and w = 10), but reduces the maximum achievable α 2 under tighter delay constraints (w = 5) by more than 40%. For both models, we observe that NOMA-joint significantly outperforms OMA. However, when considering imperfect CSI, NOMA-SIC can no longer outperform OMA for the considered parameters. We conclude that imperfect CSI creates a slightly larger performance penalty for NOMA-SIC than for OMA.
E. Different Channel Symmetries and Finite-Length Coding
While we have previously considered a setup withγ the users' average SNR values. Furthermore, we will now consider also finite blocklength effects.
In Fig. 5a , we show again results for the semi-realistic model with imperfect CSI, but still assuming that errors occur only when the rates are above the Shannon capacity (i.e., infinite blocklength), whereas average SNR values (NOMA usually performs best in asymmetric scenarios, but we confirmed for this case that NOMA still exceeds OMA in the sum ergodic capacity). We observe that OMA outperforms both NOMA schemes, and that there is a significant margin between OMA and the NOMA schemes once finite blocklength effects are considered. This indicates that the NOMA schemes suffer more from finite blocklength coding than the OMA scheme. It must be noted that the results for finite-length coding from [17] and [18] are approximations, and we are not aware of information-theoretic bounds that can be used to verify their accuracy. Furthermore, the codewords for OMA are below 200 symbols long, so that (52) starts to become inaccurate.
However, it is noteworthy that finite blocklength effects seem to create a larger penalty for the NOMA schemes than for OMA, despite the fact that OMA operates with two codewords of shorter blocklength. This demonstrates that the blocklength itself is not the only factor that determines the performance impact of finite blocklength channel coding.
VII. CONCLUSIONS
In this work, we analyzed the delay performance of NOMA in the uplink. We found that even under realistic assumptions, NOMA may be suitable for ultra-reliable low-latency communications, but only when joint decoding is used and only when there is a large difference between the two users' average SNR values. However, joint decoding may be difficult to implement in practice. With SIC decoding, NOMA often performs worse than OMA when considering low-latency communications with more realistic system effects.
Aside from the interference-cancellation techniques investigated in this paper, simultaneous uplink from several users can also be enabled through multi-antenna technology, where the interference from different users can be mitigated through receive beamforming. Combining these two approaches would yield an interesting extension to our results.
