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1. INTRODUCTION 
The autonomous integrodifferential system [1,2, p. 230] [ nj ] 
9i(t) = yi(t)  ri - a i iy i (t)  - E aij K i j ( s )y j ( t  - s) ds , 
j=l 0 
i = 1 ,2 , . . . ,n  (1.1) 
~o WKi j ( s )ds  = 1, i , j  = 1 ,2 , . . . ,n .  (1.2) 
As n = 2, Golpalsamy [1] pointed out that  
r l  a12 al__j_l > _ > __  
a21 r2 a22 
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is one of the elementary models used to describe the temporal  evolution of n competit ive species 
populat ion in a common environment; in which ri, a~j ( i , j  = 1, 2 , . . . ,  n) are positive constants; 
ri is related to the reproduction of the i th species while aii and aij (i ~ j )  are related to the intro- 
species and interspecies competit ion rates, respectively; K~j : [0, w] --~ [0, oo), i , j  = 1, 2 . . . .  , n 
are piecewise continuous and normalized such that  
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are the sufficient conditions for the globally asymptotic stability of the positive equilibrium y*. 
If one considers the effects of periodic factors in the common environment (e.g., seasonal effects, 
mating habits, etc.), one of the modified models is 
y~(t )=y i ( t )  r~( t ) -a~i ( t )y~( t ) -~ '~a#(t )  K#(s )y j ( t - s )ds  , i=1 ,2 , . . . ,n ,  (1.3) 
j= l  0 j¢i 
where ri, aij E C(R,  [0, ~) )  are continuous w-periodic functions. A group of sufficient condi- 
tions for the existence and globally asymptotic stability of a positive w-periodic solution p(t) is 
obtain by Golpalsamy for a system which is similar to (1.3) (see [3] or Section 4 in this paper). 
Furthermore, the more discussions about competition system in periodic environment could be 
found in [4-8]. 
In some situations, one may wish to alter the position ofp(t) but to keep its stability. This is of 
significance in the control procedure of ecology balance (for more discussions, please see [9-11]). 
One of the techniques to achieve this aim is to alter system (1.3) structurally by introducing 
"indirect control" variables. Therefore, in the present paper, we consider the following model: 
[ j J ~)i(t)=yi(t) r i ( t ) -a i i ( t )y i ( t ) -~-~a#(t )  K~j(s)y3(t-s)ds, - -a i ( t )  H~(s )u i ( t - s )&  , 
j= l  0 0 (1.4) j¢i 
/0 izi(t) = -rl i(t)u(t) +ai( t )  Ki(s)yi(t  - s)ds; i = 1,2,. . .  ,n, 
where ui (i = 1 ,2 , . . . ,n )  denotes "indirect control" variables (see [12,13]); ri, aij, ai, ~i, ai E 
C(R,  [0, c~)) are continuous w-periodic functions; Ki, Hi are provided with the same behaviors 
as Ki j  in (1.2). One can see from (1.3) and the first equation of (1.4) that the introduction 
of u~ changes the position of positive w-solution p(t) of system (1.3) if p(t) exists. When a~(t) 
_-- 0 (i = 1,2, . . . ,  n), (1.4) reduces to (1.3). 
In what follows, for any w-periodic function g(t), we introduce the following denotations: 
02 
1 f 9 u max g(t), 9 l := min 9(t). 0 := w - g(t) dt, := t~[0,~] t~[0,~] 
0 
The main purpose of this paper is to derive a set of sufficient conditions for the existence 
and globally asymptotic stability of positive periodic solution of (1.4). Obviously, all results in 
this paper are valid for (1.3). The techniques which we used are coincidence degree theory and 
Lyapunov functional. In Section 4, we shall obtain the corollaries for a system with infinite delay 
and retiree the results obtained by Golpalsamy [3]. 
2. EX ISTENCE OF  POSIT IVE  PER IODIC  SOLUTION 
Suppose that y(t) = {yl(t),  y2(t), . . . ,  yn(t)} is an w-periodic vector function, then one could 
see that each w-periodic solution of the system 
/0 izi(t) = -r~i(t)u(t) + a~(t) Ki(s)yi(t  - s) ds, i = 1, 2 , . . . ,  n, (2.1) 
is an w-periodic solution of the system 
[/0 ] ui(t) = Gi(t, r)ai(T) Ki(r)yi(T -- r) dr dr st (2.2) 
=: (¢m)(t ) ,  
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where 
exp{ft~Ti(r)dr} i=  1 ,2 , . . . ,n ,  
Gi(t, r )=  exp {Jo ~i(r)dr} - 1' 
and vice versa. In fact, noting that (2.1) is a linear system of u = {ul, u2, . . . ,  u~} and u~(t) = 
ui(t + w), we could obtain (2.2) by solving (2.1). On the other hand, we get (2.1) from (2.2) by 
derivation. Therefore, the existence problem of w-periodic solution of (1.4) is equivalent to the 
existence problem of w-periodic solution of the system 
fli(t) = yi(t) r~(t) - aii(t)yi(t) - aij(t) Kij(s)yj(t - s) ds 
j= l  0 
-a i ( t )  j Hi(s)(r~iYi)(t- s)ds] i= 1,2 , . . . ,n .  
(2.3) 
Making the change of variables 
yi(t) = exp{xi(t)}, i = 1, 2 , . . . ,  n, (2.4) 
(2.3) is reformulated as 
Od 
2i(t ) = ri(t ) - aii(t)exp(x(t) } - ~ aij(t) / Kij(s) exp(xj(t - s) } ds 
j= l  0 
- a~(t) f Hi (s) (~ exp{x~})(t - s) ds, 
o 
=: fi(t, xl(t),x2(t), . . . ,xn(t)),  i = 1 ,2 , . . . ,n .  
(2.5) 
If (2.5) has an w-periodic solution x(t) = (xl(t), . . . ,  x,~(t)), then 
y(t) = {y l ( t ) , . . . ,  yn(t)} 
is a positive w-periodic solution of (2.3), where yi(t), i = 1 , . . . ,n ,  are defined as in (2.4). 
Therefore, {y(t), u(t)} is a positive w-periodic solution of (1.4), where u(t) = {ul ( t ) , . . . ,  un(t)} 
is defined by (2.2). In the following, we only need to study the existence problem of w-periodic 
solutions of (2.5). 
First, we describe in the following a few concepts and results from [14] that will be used in this 
section. 
Let X, Z be normed vector spaces and I is the unit mapping; L : Dom L C X --* Z be a linear 
mapping, and N : X --* Z be a continuous mapping. The mapping L will be called a Fredholm 
mapping of index zero if dim Ker L = codim ImL < +oc and Im L is closed in Z. If L is a 
Fredholm mapping of index zero, there must exist continuous projectors P : X --* X and Q : Z --, 
Z such that KerL  -- ImP,  Ker Q -- ImL. It follows that LlDomLngerP : DomL A KerP  --* ImL  
is invertible. We denote the inverse of that map by Kp. If f~ is an open bounded subset of X, 
the mapping N will be called L-compact on ~ if QN(~) is bounded and Kp( I  - Q)N : ~t ~ X 
is compact. Since Im Q is isomorphic to Ker L, there exists an isomorphism J : Im Q --* Ker L. 
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LEMMA 2.1. 
index zero and let N be L-compact on (~. Suppose 
(a) for each A E (0, 1), every solution x of Lx = ANx is such that x ~ 0~; 
(b) QNx ~ 0 for each x E 0~ A Ker L and 
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CONTINUATION THEOREM. (See [14, p. 40].) Let L be a Fredholm mapping of 
deg{JQN, ~ M KerL, 0} ¢ 0. 
Then the equation Lx = Nx  has at least one solution in Dom L M ~. 
Let 
f(t ,  x(t)) = {fl(t, x l ( t ) , . . . ,  xn(t ) ) , . . . ,  fn(t, x l ( t ) , . . . ,  xn(t))}. 
Consider the operator equation 
~(t) : f(t, x(t)). 
Define 
x = z = {x(t) Ix(t)  e C(R,R  n) , z ( t  + ~) = x(t)},  
which endowed with the norm 
][xi[ = ( max Ixi(t)I , for any x E X (or Z). 
i=: \te[o,,~] / ] 
Then X and Z are both Banach spaces. Let 
N : X --+ Z, Nx  = {Nlx,  N2x , . . . ,Nnx} ,  
(N ix ) ( t )=f i ( t ,x : ( t ) , . . . , zn ( t ) ) ,  i = 1 ,2 , . . . ,n ,  for any z e X, 
L : DomL ~ Z, Lx = ~, 
(2.6) 
(2.7) 
KerL={x lxcX ,  x=h,  hERa},  
{ J ) ImL= z l z c Z, z(t) dt = O , 
o 
Then we have 
dim Ker L = n -- codim Im L. 
Thus, L is a Fredhold mapping of index zero. Consider two continuous projects 
px= l /x ( t )d t ,  x E X; Qz= -wl z(t)dt, z G Z. 
o o 
Ker L = Im P, Ker Q = Im L. 
and 
LEMMA 2.2. The operator L is a Fredhold mapping of index zero, and for any open bounded 
subset ~ C_ X ,  the mapping N is L-compact on (~. 
PROOF. Obviously, we have two closed subsets 
where Dom L ={x C X ] 2(t) exists and is continuous on R}. Note that (2.6) can be rewritten as 
Lx = Nx,  x E Dom L. (2.8) 
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Furthermore, Let Lp = LlDomLnKerP and the generalized inverse (to L) Kp = Lp 1 : ImL  
Ker P N Dom L is given by 
t co 
0 o 
Thus, 
QN = {QN1, . . . ,  QN~} : X ~ R n, 
ij[ j 
(QNix)(t) : = ~ r~(t) - aii(t)exp{xi(t)} - ~ aij(t) K i j ( s )exp{x j ( t -  s)}&, dt 
0 j= l  0 j¢i 
co 
0 0 
Clearly, QN and Kp ( I -Q)N are continuous. Using the Arzela-Ascoli Theorem, it is not difficult 
to show that Kp( I  - Q)N(O) is compact for any open bounded set ft C X. Moreover, QN(O) 
is bounded. Thus, N is L-compact on ~) with any open bounded set ~ c X. The isomorphism J 
of Im Q onto Ker L can be the identity mapping, since Im Q = Ker L. We complete the proof. 
Now we give a theorem for the existence of the positive co-periodic solution of (1.4). 
THEOREM 2.1. Suppose that the following conditions hold: 
(HI) 
~ > 0, a~ > 0, ~ > 0, 
~ a~j  
r i>  ~ , i= l ,2 , . . . ,n ;  
j=l ajj 
(H2) the algebraic system 
~Si jexp{v j}  + Ti exp{vi} = ri, i = 1 ,2 , . . . ,n ,  
j= l  
has a unique solution (v~, v~,. . . ,  v~) E R n, where 
:= ,_1,_~ j ai(t) Hi(s)(~il)(t-s)ds dt, i= 1,2 . . . .  ,n. 
o 
Then (2.5) has at/east one w-periodic solution say x*(t) = {x~(t), . . . ,  x;(t)}, i.e., (1.4) has at 
least one positive co-periodic solution 
W(t ) ,  u*(t)} = M( t ) , . . . ,  y*(t), u~(t), . . . ,  u*(t)}. 
Here {u~(t), . . . ,  Un(t)) are defined in (2.2). 
PROOF OF THEOREM 2.1. Now we want  to  search for an appropriate open, bounded subset f~ 
for the application of the Lemma 2.1. Consider the operator equation Lx = ANx, A C (0, 1), i.e., 
:hi(t) = A ri(t) - aii(t)exp{xi(t)} - a~j(t) Ki j(s)exp{x3(t - s)}ds 
j= l  0 
j¢i (2.9) -a~(t)fH~(s)(O~exp{xd)(t-~)dS],o ae(0,1), i=l,2,. . . ,n. 
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Assume that x = x(t) E X is an w-periodic solution of (2.9) for a certain A E (0, 1). 
ing (2.9) over the interval [0, w], we obtain 
.~w=/ais(t)exp{xs(t)}dt+~/aij(t)o Kij(s)exp{xj(t-s))ds dt 
(2.1o) 
[oJ ] + f Hi(s)(~exp{xs})(t - s)ds dt, i = 1 ,2 , . . . ,n .  0 
It follows from (2.9) and (2.10) that 
/,.~(t),dt<_ /,rs(t)Idt+/ais(t)exp{xi(t)}dt 
0 0 0 
J [/ ] +~-'~ aij(t) Ksj(s)exp{xj(t-s)}ds dt 
j= l  0 
(2.11) 
Hi(s)(Oiexp{xs})(t-s)ds dt 
0 
= ~w + /Iri(t)l dt =: Ci, 
0 
From (2.10), we obtain 
i = 1 ,2 , . . . ,n .  
Integrat- 
u} 
/aii(t)exp{xi(t)}dt, i = 1,2,. . .  ,n. (2.12) ~sw 
0 
We conclude from (2.12) that there exists an Mi > 0 independent of xi(t), and for such an Ms, 
one can find a ~ E [0, w] such that 
xi(~i) <_ Mi. (2.13) 
Otherwise, let Ms > max{ln(~i/hs~),O}. If for Vt E [0,w], we have xs(t) > Mi > In (~j~i~). We 
derive from (2.12) that 
~d 
/ aii(t) exp{Mi} dt = eM~tiiw, >_ 
0 
which leads to Ms _< In (~ihis). This is a contradiction. Thus, conclusion (2.13) is true. 
From (2.12), we also have 
f0 ~ f3___~ w = , • . . ,  exp{xi(t)}dt < a~i i 1,2, n. (2.14) 
Noting the periodicity of x(t) and from (2.14), we derive that 
w I~ Kij(s)exp{xj(t ] a,Uj j[/ ] / a~j(t) - s)}ds dt <_ K~j(s)exp{zj(t- s)}ds dt 
0 0 
= a~Uj j Kij(s)ds jexp{xj ( t -s )}dt  (2.15) 
o o 
Z ~jw ~ Ksj(s) ds = ~jw ~_ --~---asj -~[--aij. t t j j  t~jj 
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On the other hand, we have from (2.10) that  
[Jo 1 fiw ~_ 5iiWomta~,{exp{xi(t)}} + ~ / aij(t) Kij(s)exp{xj(t- s)}ds j=l  0 
+max{exp{xi(t)}}jai(t)[jo Hi(s)(~J)(t-s)ds ] te [o,,q o dr. 
dt 
(2.16) 
Note that  
(oJ) (@il)(t) = Oi(t,T)ai(T) Ki(r)dr dr Jt 
u ft+w ai u 
< 7 ~ ~ a~(t, ~)~i(~) d~ = 7"  
It  follows from (2.15)-(2.17), that  we have 
(2.17) 
[ a~i]omt~<  ~ u~jw ~iw <_ w ~tii +  j {exp{xi(t)}} Jr- j=l aij--'a}J 
j#~ 
(2.18) 
i.e., 
max {exp{xi(t)}} > 
tE[O,wl 
{ .l} 
j=l  j#i 
- u l {aii+ (~ia i )/~i } 
(2.19) 
Similarly, we conclude from (2.19) that  there exist ~i E [0,w] and Mi > 0 (/14/is independent 
xi((i) >_ -217/i, i = 1, 2 , . . . ,  n. (2.20) 
of xi(t)) such that  
Statements (2.13), (2.20), and (2.11) imply that  
xi(t) < xi(~i) + j I2il dt< Mi + Ci, 
0 
xi(t) > xi(~i) - f I~il dt> -gVli - Ci, 
0 
i = 1 ,2 , . . . ,n ,  
i = 1 ,2 , . . . ,n .  
Therefore, there exist Hi > 0, i -- 1 , . . . ,  n such that  
lz~(t)l < Hi, i = 1 ,2 , . . . ,n .  
It is obviously that  Hi,  i = 1 , . . . ,  n are independent of A and x(t). Set H = (E i~,  H2) 1/2, then 
Ilxll < H.  
Let fl := {x = (x l , . . . , x ,~)  C X [ [[x[[ < H}. It is clear that  ~ verifies Requirement (a) in 
Lemma 2.1. When x E 0f l  N KerL  = 0fl  N R n, x is a constant vector in R n with [[x H = H.  We 
may choose H large enough, then by (H2), we have 
QNx = (QNlx,..., QNnx) ~ O, 
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where 
J [0J ] QNix: = ri - Z a~J exp{xj} - 1 ai(t) H~(s)(~l)(t - s) ds dtexp{xi} j= l  W 0 
n 
=~i -Z5qexp{x j} -T iexp{x i} ,  i=  1 ,2 , . . . ,n .  
j= l  
Furthermore, in view of Assumption (H2), we know that 
deg{JQN, ~ A KerL, 0} # 0. 
By now we have showed that ~ verifies all the requirements in Lemma 2.1. Hence, (2.5) has at 
least one w-periodic solution x*(t) in (L Set y*(t) = exp{x~'(t)}, then by the medium of (2.2), 
we know that {y*(t), u* (t)} is a positive w-periodic solution of (1.4). The proof of Theorem 2.1 
is complete. 
REMARK 2.1. When n = 2, Condition (H1) is the following: 
a u a u 
r l  > ~--~r2, ~2 > -~J-~l,  
a22 a l l  
which implies that Assumption (H2) in Theorem 2.1 is satisfied. Therefore, (H2) could be cut 
out when n = 2. In fact, the algebraic system 
2 
ZSqexp{v j}+ :/'i exp{vi} = Si, i=  1,2, 
j= l  
has a unique solution (v~, v~) E R 2, 
r l  (a22 + T2) - r2a12 
exp l /~ ~ (a l l  --[- T1) (a22 -[- T2) - a12a21'  
expv2 =(a l l  + T1) (522 + 2~2) -a12a21' 
under Condition (HI). 
REMARK 2.2. Generally speaking, (H1) implies that a~j, j = 1 ,2 , . . . ,n  are large, thus, the 
matrix 
511 a12 • • - a ln  
521 0~22 . . .  0~2n 
J d ~ , . , • an l  5n2  • • • Ctnn  
is diagonal dominance. This fact can leads to the conclusion that A is nonsingular if t ajj, j = 
1, 2 , . . . ,  n are large enough . Thus, (H2) can be satisfied under Assumption (HI). But we still 
put (H2) in the theorem for the convenience of proof. 
3. GLOBALLY  ASYMPTOTIC  STABIL ITY  
Accompanying with system (1.4), we always consider the solution of the initial problem, where 
the initial conditions are 
y~(s) =@(s), s E [-w,0], ¢i(0) > 0, sup @(t) < +co, 
t~[-~,o] 
i = 1 ,2 , . . . ,n ,  (3.1) ui(s) =/zi(s), s C [-w,0], #i(0) > 0, sup #i(t) < +co, 
,~ [-,o,01 
where @(t) and #i(t) are nonnegative continuous functions on [-w, 0], i = 1, 2 , . . . ,  n. 
We give two lemmas without proof. 
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LEMMA 3.1. (See [15].) Let f be a nonnegative function defined on [0,+ee) such that f is 
integrable on [0, +ee) and is uniformly continuous on [0, 2bee). Then limt--.+oo f(t)  = O. 
LEMMA 3.2. The domain R~ n -- {{y,u} [ y~ > 0, u~ > 0, i = 1 ,2 , . . . ,n}  is invariant with 
respect o (1.4). 
We could understand the conclusion of Lemma 3.2 from the biological significance of (1.4). A 
similar proof for n = 2 can be found in [11]. Thus, we only consider the nonnegative solution 
of (1.4) which satisfies the initial conditions (3.1). 
In this section, we discuss the global stability of the positive w-periodic solution {y* (t), u* (t)} 
in Section 2. It is immediate that if {y* (t), u* (t)} is globally asymptotically stable, {y* (t), u* (t)} 
is in fact unique. 
THEOREM 3.1. Assume that (3.1) and the conditions in Theorem 2.1 hold. ~rthermore, suppose 
that 
n 
l E au a~' ~ a u. .. (3.2) aii> j i+  , rh> ,, i , j= l ,2 ,  . ,n. 
j= l  
Then system (1.4) has a unique w-periodic solution with strictly positive components, ay {y* (t), 
u* (t ) }, which is globally asymptotically stable. 
PROOF OF THEOREM 3.1. By Theorem 2.1, there exists a strictly positive (componentwise) 
periodic solution {y*(t), u*(t)} of (1.4). By (3.2), there exists a positive constant m such that 
n 
l ~ a u u 
ai i  ~ j i  j -  ai  + m,  
j= l  
j#i 
~ > aiu + m, i = 1 , . . . ,n .  (3.3) 
Consider a Lyapunov functional V(t) defined by 
V(t) = ~ [lln(ydt)) - in(y[(t))[ + M(t) - u~(t)]] 
i=1  
+ Kji(s) aji(T + s)lyi(r) -- y;(r)ldz 
i=1  
n 
ds, 
ds 
t>_O. 
(3.4) 
Obviously, one has 
V(O) _< E [lln(¢i(O)) - ln(y~'(O))[ + [#i(O) - u~'(O)l] + ajUi sup 
i=1  i=1 j= l  te [ -w ,0]  
j¢i 
n n 
+~a? sup ICdt)-y;(t)lw+}-'~a? sup I•i(t)-u*(t)lw, 
i=l te[-~,01 i=l te[-,o,01 
I¢i(t) - y*(t)lw 
t>_O, 
(3.5) 
V(t) >_ ~ [l ln(y,(t)) - ln(y*(t))[ + [ui(t) - u*(t) l l ,  
/=1 
t_>O. (3.6) 
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A direct calculation of the right derivative D+V of V(t)  along the solutions of (1.4) leads to 
D+V(t )  <_ - a~ - aj4 - a~ lYdt )  - Y~ (t)l - (n~ - a l  ~) ludt )  - u r ( t ) l  
4=1 j=l 4=1 (3.7) j¢i 
?$ 
< -m ~( ly , ( t )  - y;(t) l  + lud(t) - u;( t ) l ) ,  
4=1 
which implies that (by (3.5)) 
v(t) < v(o)  < +~,  t _> 0 (3.8) 
and V(t)  is nonincreasing for t >_ 0. From (3.6) and (3.8), we know that 
n 
E( l ln (y i ( t ) )  - ln (y* ( t ) )  I + lu4(t) - u~(t)l )
4=1 
is bounded. Furthermore, we have 
lu4(t)l _< w(o) + luT(t)l, i = 1,.. .  ,n, t > O, (3.9) 
min y*( t ) )exp{-V(O)}<y i ( t )< (max y*(t)~ exp{V(0)} < +oo, 
te[o,~] - - \te[0,~] ] (3.10) 
i= l ,2 , . . . ,n ,  t>0.  
Let 
yt = min{y4(t) ,y~(t)  : 1 < i < n, t >_ 0}. yU = max{y i ( t ) ,y* ( t )  : 1 < i < n, t >_ 0}, 
Then, we have (by the mean value theorem of calculus) 
lyi(t)) - Y*(t)l < Jln(yd(t)) - ln(y~(t)) I < lYe(t) - Y~(t)l i = 1, n. 
yU - - yl ' " " '  
From (3.7), we obtain 
i= l  
Combine (3.11), (3.8) with (3.5), we know that the periodic solution {y*(t), u*(t)} is stable. 
Moreover, we have from (3.7) that 
t 
n 
V(t )  + m (lYd(S) - Y4 ( )1 + Jud(s) - u i (s) l  )ds  < V(O), t > O, 
which leads to 
* t  ~( lyd( t )  - y~ ( )1 + lui(t) - uT(t)l) e LI[0, c<)). 
4=1 
Since {y*(t),  u*(t)} and {y( t ) ,u ( t )}  are bounded for t _> 0 with bounded erivations (from the 
equations in (1.4)), it will follow that l y i ( t ) -y~(t ) l  and lu i ( t ) -u*( t ) J  , i = 1, 2 , . . . ,  n are uniformly 
continuous on [0, +cx~). By Lemma 3.1, one obtains 
lim l yd ( t ) -y~( t ) l=O,  l i r~oo lud( t ) -u* ( t ) l=O , i=  l ,2 , . . . ,n .  
t--*+c~ t 
Thus, we complete the proof. 
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4. RESULTS FOR A SYSTEM WITH INFINITE DELAY 
Golpalsamy [3] has investigated the existence and global stability of the positive periodic so- 
lution p(t) for the periodic system 
[ n j ] 
[Is(t) = yi(t) ri(t) - aii(t)yi(t) - ~-~aij(t) K i j (s)y j ( t  - s)ds , 
j~ l  0 
i=  1 ,2 , . . . ,n ,  (4.1) 
where ri, aij E C(R,  [0, co)) are the same as in Section 1 and Kij ,  i , j  = 1,2, . . .  ,n, i ~ j denote 
kernal delay satisfying 
fo ° (s) ds -- 1, (4.2) Kij 
/J 5ij := sK~j(s) ds < oc. (4.3) 
He obtained the following results. 
THEOREM A. Assume that (4.2) holds and 
u u 
l l l a i f f j  i = 1 ,2 , . .  ,n ,  (4.4) r i ~ O, aii ~> O, ri ~ l , 
j=l ajj 
a~ > aj~ + m. (4.5) 
j= l  
j~  
Then (4.1) has a positive w-periodic solution p(t) = {yl(t ) , . . . ,  yn(t)}. 
THEOREM B. Statements (4.2)-(4.5) are the sufficient conditions for the globally asymptotical 
stability of p(t). 
In fact, (4.5) is not necessary for the existence of p(t). This is obvious if we note Remark 2.2 
and Theorem 4.1. 
Now we consider system (4.1) with feedback controls 
yi(t) -=yi(t) r i ( t ) -a i i ( t )y~(t ) -  aij(t) K i j ( s )y j ( t - s )  ds-a~(t)  H i ( s )u i ( t - s )  ds 
j=l o o j¢i 
/? a~(t) = -rl~(t)u(t) + ai(t) K~(s)y~(t - s) ds, i = 1, 2 , . . . ,  n, 
(4.6) 
where r i ,a i j ,a i ,~i ,a i  E C(R,[0, c~)) are the same as in Section 1 and Ki j ,  Ki,  Hi, i , j  = 
1, 2 , . . . ,  n, i ~ j are piecewise continuous functions atisfying 
/0 /0 ]? Ki j (s)  ds = 1, Ki(s)  ds = 1, Hi(s) ds = 1. (4.7) 
The following lemma changes the existence problem of (4.6) into the same problem of (1.4). 
758 P. WENG 
o(3 (x )  oo  LEMMA 4.1. (See [3].) If the series Eq=o Kij(s + qw), )-~.q=o Ki(s + qw), •q=o Hi(s + qw) are 
converges uniformly with respect o s on [0, w], then any w-periodic solution {y* (t), u* (t)} of (4.7) 
is an w-periodic solution of the following system: 
yi(t) =yi(t) 
j= l  0 j#i 
ai(t) = -rli(t)u(t) + ai(t) Ri(s)yi(t - s) ds, 
and vice versa, where 
o(} 
q=O 
r i ( t ) -a i i ( t )y i ( t ) -£a i j ( t ) j f ( i j ( s )y j ( t - s )ds -a i ( t ) J~ I i ( s )u i ( t - s )d ,  
0 
i = 1 ,2 , . . . ,n ,  
oo  
Ki(s) = E Ki(s + qw), 
q=O 
oo  
• qi(s) = ~ Hi(s + q~). 
q=O 
(4.8) 
i=1 
oo  
n oo  
i - -8  
n oo t 
;--,5 
[ ff_~ aji(v + s)lyi(T ) -- y*(T)[ dr 
t 
ai(~" + s)lyi('r) - y~ (T) I dT 
ai(T + S)IUi(T) -- U~(T)I dT 
ds 
ds, t > O. 
ds 
where ¢i(t) and #i(t) are nonnegative continuous functions on (-cx), 0], i = 1, 2 , . . . ,  n. 
THEOREM 4.2. Assume (4.10), (3.2), 
/7 /7 /7 5ij := sKij(s)ds < c~, 5i := sK~(s)ds < oc, ri := sHi(s)ds < co, (4.11) 
and the conditions in Theorem 4.1 hold. Then the positive w-periodic solution of {y • ( t), u* ( t) } 
of (4.6) is globally asymptotically stable. 
PROOF. Take a Lyapunov functional 
n 
V(t) = y~ [[ln(yi(t)) - ln(y~'(t)) I + lui(t) - u~'(t)l] 
sup ¢i(t) < +oc, 
t~(-~,0] 
sup #i(t) < +co, 
tE(-oo,0] 
i = 1 ,2 , . . . ,n ,  (4.10) 
b*  (t),u*(t)} of(4.6). 
For system (4.6), the initial conditions are 
yi(s) =¢i(s),s ~ (-~,0],  ¢i(0) >0, 
ui(s) =~i(s),s c (-c¢,0], ~i(0) > 0, 
K REMARK 4.1. Assume that Kij, Ki, Hi are nonincreasing, then the series ~-~q=o ij(s + qw), 
~-~q=o°° Ki(s + qw), Eq=O~ Hi(s + qw) are converges uniformly with respect o s on [0,w]. 
REMARK 4.2. We have from (4.7) that 
j s)ds = 1, f(i(s)ds = 1, s)ds = 1. (4.9) 
Now the following theorem is the corollary from Theorem 2.1. 
THEOREM 4.1. Assume that Kij, Ki, Hi are nonincreasing. Then (H1) and (H2) (using [Ii 
to replace Hi in :Pi)) are sufficient conditions for the existence of positive w-periodic solution 
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Then we have 
n n n 
V(0) _< ~ [lln(¢,(0)) - ln(y}'(0))l + ]p~(0) - u;(0)t] + ~ ~ab~ sup 
i=1  i-----1 j= l  tE( - -oo,0]  
+ a}' sup ]¢~(t)-y;(t)lSi+~a~ sup I#i(t)-u~(t)lT~, 
i=l tE(-oo,0] i=1 t~(-oo,0] 
The remainder of the proof is similar to that in Theorem 3.1. We omit it. 
Noting Remark 2.2, we have the following conclusion. 
COROLLARY 4.1. Assume that (4.2) and (4.3) hold and 
ICe(t) -y;(t)165  
t_>O. 
~ i>0,  a i i>0 ,  ~ i> l , 
j=l aj5 
i = 1 ,2 , . . . ,n ,  (4.12) 
n 
t 
a,i > + m.  
j= l  
Then (4.1) has a positive w-periodic solution p( t ) = {y l ( t ) , . . . ,  y,~(t)} which is globally asymp- 
totically stable. 
Corollary 4.1 is one kind of refinement for Theorem B. 
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