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ORIGINS OF PHRASE STRUCTURE
by
TIM STOWELL
Submitted to the Departmant of Linguistics and Philosophy
on August 28, 1981, in partial fulfillment of the
requirements for the degree of Doctor of Philosophy
ABSTRACT
At a descriptive level, it is a trivial observation that each
speaker of a human language knows that words in sentences are organized
into classes of hierarchically-defined phrases~ each with distinctive
clusters of properties pertaining to int~rnal structure and external
distribution. The significant empirical question for the theory of
phrase structure concerns the form in which tl~is knowledge is represented
~t~m~.
Within the scientific tradition of generative grammar, it has
commonly been assumed that a la~ge part of this knoylenge is encoded into
the formulae of context-free rewrite rules belonging to ~he Cate60rial
component of the Base. T3ese Categorial ~lles are supposed to define
the idiosyncratic properties at the phrases of each syntactic category:
noun phrases, verb phrases, adjective phrases, etc. Although this rule
system has proved to be a valuable heuristic tool for identifying and
formulating various properties of phrase structure that must be accounted
for by the theory of grammar, it suffers from serious problems of explana-
tory adequacy if it is understood as a hypothesis about the actual struc-
ture of linguistic knowledge in the mind.
The major claim of this thesis is that the compone.lt of Categorial
rules does not exist, and that its major empirical effects can be deduced
from other components of grammar. In particular, the assignment or
syn.tactic Case is assumed to observe a strict condition of adjacency,
which plays an important role in determining the linear arrangement of
certain combinations of subcategorized complements. This condition inter-
acts with a principle that prevents certain syntactic categories from being
assigned Case to derive a na~ber of complex properties associated with
a variety of'clausal complement structures.
The elimination of the Categorial component and the adoption of the
adjacency condition on Case as£ignment forces quite radical departures
fro~ previous assumptions about several syntactic constructions. In some
cases, it is necessary to reinterpret certain constituents that have
traditionally been analyzed as independelit phrases as actually being
3incorporated within the structure of a lexical head by rules of
word-formation. This has interesting consequences for the theory
of the interaction between the word-formation cOinponent of the
grammar and the hierarchical phrase structure configurations
defined by the category-neutral X-bar system. In addition, the
extended component of word-formation forms the basis for an account
of the distribution of certain marked constructions involving
Reanalysis rules in 'various languages.
The principles of phrase structure and Case assignment also
interact in compla~ ways with the assignment of thematic roles to
arguments. A formalization of thematic role assignment is developed,
providing the basis for a possible explanation for the apparent gram-
matical equivalence of superficially distinct structures of proper
government of empty categories. The theory of thematic structure
proposed here allows for a restrictive theory of the encoding of
strict subcategorization requirements, and leads to a revision in
the syntactic analysis of the categorial ide~tity and X··bar structure
of various types of clauses.
Thesis Supervisor:
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Institute Professor
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9CHAPTER ONE: THE CATEGORIAL COMPONENT
1. The Aspects Theory
1.1 Within the scientific tradition of geneLative grammar, the structural
and distributional properties of syntactic phrases have usually been
assumed to be deter~ined b~- the categorial component of the base. As a
point of departure, let us consider the formal nature of the case rules
in the "Standard Theory", as set forth in Chomsky (1965), henceforth
Aspects. According to this theory, the categorial component consisted
of a set of context-free rewrite rules, each confonning to the scheme
in (1):
(1) X-+ • •• y •••
I
~
•
In (1), X is a single term designating a nonterminal element (i.e. a
phrasal constituent). The material on the right side of the arrow is
the expansion of the rule; it consists of a string of at l~ast one non-
null element.
The categorial rule-system defined both hierarchical structure and
linear order. Each rule accounted (partially) for the external distribution
of the terms appearing in the expansion and defined the internal structure
of the term appearing to the left of the arrow. Consider, for instance,
1the fragment of the categorial component proposed by Chomsky in Aspects:
•
•
(2) i. S ~ SF - Predicate Phrase
1i. Pred. Phrase -+' Aux - VP - (Place) (Time)
iii.
vii.
xvi.
r Copula - Predicate
) (NP) (Prep-Phrase) (Prep-Phrase) (Manner)
VP-+ l V- Sf
Predicate
[
Adjective
Predicate --+
l(like) Predicate-Nominal
NP -+ (Det) N (5')
Aux~Tense (M) (Aspect)
10
In (2), the external distribution of NP is accounted for by rules (i)
and (iii): (i) states that NP appears as the first term in the expansion
of S, and (iii) states that NP appears optionally as the second term in
one of the expansions of VP. The internal structure of NP is accounted
for by rule (vii).
Among the elements appearing on the right-hand side of the rules
in (2) are preterminal elements which correspond to lexical categories:
for instance, in (vii), N corresponds to the lexical category of nouns.
In the Aspects theory, the base contained another set of rules, called
strict subcategorization rules, which replaced the preterminal symbols
designating lexical categories with complex symbols consisting of matrices
of syntactic features. 2 By convention, the local syntactic environment
of the lexical symbol was encoded into the complex symbol in the following
I
I
way: given a categorial rule of the form X + WYZ , a strict subcategoriza-
I
f
tion rule applying to Y would create a complex symbol containing thr
I
environment rv - z; given a rule of the form X + Y (Z) , the compl~x
symbol replacing Y would be either - Z or - ¢, depending upon the option
exercised in the previous application of the categorial rule.
;
I
/
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The third rule system of the base component was that of lexical
insertion. The set of lexical entries for each syntactic category (verbs,
nouns, adjectives, etc.) were divided into subcategories, each of which
corresponded to a complex symbol introduced by the strict subcategorization
rules. Lexical insertion depended upon a match between the subcategorial
features of the verb and those of the complex symbol it replaced. Thus
transitive verbs had the subcategorial feature [-NP ](among others);
this allowed them to be inserted in place of a complex symbol containing
this feature.
Thus the representations of sentences which were generated by the
base were derived by (1) the phrase-structure rules of the categorial
components (ii) the strict subcategorization rules, and (iii) lexical
insertion. 3
1.2 In addition, two other rule systems played a part in deter-mining
properties of phrase structure. The first of these was the set of lexical
redundancy rules which operated on strict subcategorization frames. These
rules accounted for generalizations about subcategorization which could
not be stated by the rules of the categorial component. We will not
consider these rules in detail here, although W~ will discuss them briefly
later on.
The other rule system was the set of transformations, which mapped
the output of the base component into surface structure representations.
In Lbe Standard Theory, the expressive power of these rules was very
rich; they took as their input strings of terminals, nonterminals, and
labelled brackets, arid effected structural changes in the form of
substitutions. deletions, and adjunctions.
12
The rich expressive po~/er of the transformational component,
combined with the expressive ")Ol-ter of the categorial rules of the base,
allowed for many possible forma.l accounts of phrase structure. To take
one example, consider the fact that adjectives appear in prenominal
position in a noun phrase:
One possible representation of this fact would be in the form of a base
rule such as (4):
(3) a. [the old man], [several beautiful children]
b. *[the man old], *Cseveral chilJren beautiful]
,
, (4) NP ~ A - N •••
,
,
,
,
,
,
But, given the existence of a transformational component, the prenominal
position of adjectives could be due to a transformational rule; in other
words, the base rule might actually be (5), if there were a transformational
rule such as (6):
(5) NP -+ ••• N - A
(6) X - N - A - Y
1 2 3 4 SC: 1 - 3+2 - ~ - 4
Rule (6) takes the output of (5) as its structural analysis; it changes
this by adjoining the third term (the adjective) to the left of the
second term (the noun). The string (i.e. the linear arrangement of
constituents) produced by (5) and (6) combined is equivalent to that
produced by (4) alone.
In choosing between two hypotheses about a particular construction,
the overall complexity of the grammar would be take!l into account.
Although (4) in itself is simpler than (5) and (6) combined, other ~spects
~
I
I
I,
,
,
,
,
,
,
,
,
I
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of the str-lcture of the grammar migllt be invoked to justify the
transformational solution. It is worth considering what kind of evidence
could be brought to bear on an issue of this sort.
Suppose that linguistic theory allows for two accounts of a
particular property of grammar, given an accidentally-determined corpus
of data. Further evidence choosing between the accounts may be divided
into two classes: (i) evidence which the child makes use of in the
development of his/her grammar, and (ii) evidence which the child does
not have access to -- or at least does not necessarily make use of
but which nevertheless chooses between the two accounts. Although it is
very cammon in the literature for the distinction between these two classes
of evidence to be overlooked, perhaps because it is not always obvious
what a child does make use of during the period of acquisition, it is
important to keep the two notions distinct. 4 Only evidence of type (i)
plays a direct role in acquisition; this is the crucial contribution of
the environment which combines with the predetermined structure of the
language faculty in the development of the mature (adult) grammar. The
significance of evidence of type (ii) for the scientific stud; of grammar
is that in choosing between two hypotheses, it shows that some innate
property of the mind (presumably a principle of the language faculty), or
else some piece of evidence of type (i), must be leading the child to
develop the grammar consistent with this evidence.
Consider now the choice between the two analyses of the placement
of adjectival modifiers in prenominal position, in the context of the
preceding discussion. (Recall that both of these are consistent with the
overall structure of the Aspects theory.) Suppose that the child, in
developing a subpart of the grammar to account for the position of nominal
14
modifiers, takes into account evidence such as (7) as well as that of (3):
(7) a. [the man [angry at his brother] ]
b. [several houses [whiter than snow]
On the basis of (7), the ch~ld presumably develops a rule such as (8):
(8) NP --+ ••• N - (AP)
In other environments, A and AP have the same external clistribution:
(9) a. John seems [(very) angry (at me)]
b. This potion will make you r(even) smarter (than Einstein)]
So there would be independent motivation for a c&tegorial rule such as (10):
(10) AP -+- ( ) A. ( )
Now there was an implicit assumption in evaluation metric of the Standard
Theory that the language facul~ places a higher cost on additional base rules
than it does on additional transformational rules. Therefore if simple ad-
jectives were derived by the categorial rule expanding AP (10), then it
followed that either (4) or (8) could be eliminated, while a tranformational
rule would be added -- either a simple adjective preposing rule (6), cr a rule
postposing complex APs. At this point, evidence from (11) comes into play:
(11) a. [the book [with a green cover] ]
b. [some chairs [needing a point job] r
C. [the boy [I met in Kansas] ]
Exposure to data like (11) would lead to the developement of base rules for
these types of modifying phrases, which never appear prenominally:
(12) a. NP ~
b. NP-+-
c. NP ~
N - (PP) •••
N - (Participial Phrase) •••
N - (8) •••
15
The Standard Theory also had a quite explicit assumption that the
evaluation metric favored collapsing rules by means of braces, where
the terms in the braces were expanded disjunctively. Now (12a-~)
could be collapsed into a single rule which could also subsume (8):5
pp
(13) NP -+ ••• N - Prt P
S
AP
But (4) could not be collapsed with this rule, since the adjective
appears to the left of the head noun; therefore the analysis assuming a
single base rule Zor nominal modifiers (13) and a transformational rule
(6) would be preferred.
Actually, another consideration would have led the child to the
same conclusion, according to the Aspects theory. Recall that the rules
of semantic interpretation (the projection rules, in the terminology of
the Standard Theory) were assumed to operate on deep structure represen-
tations. Now many of the arguments for transformational rules rested on
the assumption that markedness theory attaches a high cost to duplication
of projection rules in deriving a given semantic representation from
multiple syntactic representations. Applying this style of argument to
no~nal modifiers, it could be argued that a single projection rule could
apply to all nominal modifiers if they consistently a~pear in postnominal
position at Deep structure, whereas at leaat tw'o such rules would be
6
required if simple adjectives appear in prenominal position in the base.
Hence the theory containing the transformational rule (6) would again be
preferred.
1.3 To what extent could it be said that it was the categorial component
were mapped into Surf~ce Structure
16
which determined the structural organization of phrases in the Aspects
theory? Strictly speaking, this is accurate, inasmuch as it was the rules
of this component that formed the generative core of the grammar; they
derived the set of Deep Structure configurations which -- mediated by
the transformational component
representations of" phrases.
In certain respects, however, this was not really accurate. For
one thing, actual Surface Structure representations were profoundly
affected -- and to a large extent determined -~ by the transformational
rules. It was characteristic of Standard Theory analyses to attribute
virtually all of the complex structural properties of a given construction
to specific terms or conditions of a particular transformation. Subse-
quently, ~he Gener~tive Semantics tradition pursued this style of analysis
to the point where the categorial component accounted for virtually
nothing.
Second, the very existence of projection rules called into question
the need to use phrase structure rules to account for constituent order
in many cases. Consider, for instance, the question of the base order
of adjectival modifierR in NP~ Suppose that the categorial component
allowed for APs and other modifiers to appear anywhere in NP. If the
projection rule for restrictive modifiers required the restricting phrase
to appear in postnominal position, then this rule would serve a filtering
function which would render the base rule superfluous: only those
derivations with the modifier in postnominal position at deep structure
would yield a coherent logical representation. In this sense, the
categorial component would generate the phrase structures in question,
without actually "accounting for" them. Thus eve11 in the Aspects model~
17
the seeds of a modular account of phrase structure lay hidden.
2. X-Bar Theory and the Lexicon
2.1 One rather serious gap in the Standard Theory was its lack of a
theory of redundancy rules for the categorial component, apart from the
formal abbreviatory conventions for collapsing rules mentioned above. The
base component was incapable of accounting for internal structural
properties that are shared by two or more phrases of distinct categories
(eg. NP and VP). Cross-categorial generalizations could only be captured
by attributing shared properties to a single Deep Structure representation
from which the distinct phrases would be derived. Any structural differences
distinguishing the phrases at Surface Structure had to be attributed to
the effects of transformational rules.
The classic example of a cross-categorial structural parallel
involves action-denoting NPs, headed by nouns that are morphologically
related to semantically parallel verbs:
(14) a. The enemy destroyed the city
b. The city was destroyed (by the enemy)
(15) a. [the enemy's destruction of the city]
b. [the city's destruction (by the enemy)]
Although (14a,b) are sentences, while (15a,b) are noun phrases, they share
a number of properties. In each case, the agent noun phrase appears in
"subject" position in the active phrase, and in the by-phrase in the
passive counterpart. In each case, the patient noun phrase appears as a
subcategorized object in the active phrase, and as a "subject" in the
passive counterpart. All four phrases refer to the same action, and the
selectional restrictions of destroy and destruction are identical. In
the theory of tral~formational grammar, this could only mean one thing.
Markedness thenry would force the child to relate (14) and (15) trans-
18
formationally, presumably by deriving (15) from (14) by a Noroinalization
transformation, as proposed by Lees (1960).7
Structural parallelisms of this sort are in fact quite pervasive,
and not limited to action nominalizations of this sort. The same sort
of phenomenon appears with agent nominals (16), modal nominals (17) and
adjective-based nominals (18):
(16) a. Someone killed his brother
His brothel was killed
b. [the killer of his brother]
[ his brother's killer]
(17) a. Someone can read this book
This book can be read
b. [the readability of this book]
[ this book's readability]
(18) a. It is likely that Jim will come
Joe got angry with me
b. [the likelihood that Jim will come]
[ Joe's anger at me ]
Once again, the Standard Theory took the full sentenc€s·nt.(16-18a) as the
Deep Structure representations of (16-1Bb), since the only possible
account of the structural paralle~s holding between them was in terms of
transformational derivations from a common source~
However, Chomsky (1970) showed that this paradigm of explanation
was ultimately bankrupt. Chomsky pointed out that the transformational
rules invoked in these accounts were notoriously unproductive, and that
their phonological and semantic effects were entirely unpredictable.
Moreover, alongside the derived nominals in (15-18), there are nominals
with exactly parallel internal structure for which no plausible non-
a
nominal Deep Structure source can be posited:
(19) a. [John's habit of interrupting]
b. [the author of the book]
19
c. [the prowess of the athletes]
d. [Joe's antipathy toward me]
The special significance of the cases in (19) is that they show that any
attempt to capture the cross-categorial parallelisms of (15-18) in
transformational terms comes at the cost of losing any account of structural
regularities holding across noun phrases.
2.2 Chomsky solved this dilemma by introducing what amounted to a theory
of redundancy rules operating in the categorial component of the base,
together with a refinement of the theory of the lexicon. The categorial
redundancy rules took the form of the X-bar convention, which provided
a means of e~ressing significant generalizations about phrase. structure
which cut across categorial distinctions. Specifically, Chomsky's
suggestion was that there were general rules accounting for a large part
of the phrase structure of all lexical categories, as in (20):
(20) =a. X -+- [Spec, X] X
-b. X ~ X •••
In (20a), Xrefers to a complete categorial phrase, such as NP t VP,
9
or AP, which are now interpreted as N, V,. and A, respectively. The
crucial insight behind this innovation was that the categorial identity
of a given phrase could be characterized independent of its hierarchical
status. »y using a categorial variable (x) it was possible to express
the fact that all major categorial phrases consisted of a specifier
phrase and another constituent comprising the rest of the material in it.
Chomsky suggested that there were separate rules determining the structure
of SPEC for each category: for N, the determiner system; for V, the
-
auxiliary system; and for A, the system of preadjectival modifiers.
1_
•
It
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Similarly, the subject of a sentence could be characterized as an NP
specifier of S, while the genitive subject of a noun phrase was simply a
specifier of NP.
Rule (20b) defines the internal structure of the rest of the phrase
-
X. In each case, X represents the lexical head of the phrase, and " ... "
is an abbreviation for the set of complement frames which may appear after
the head. Thus the NP following a transitive verb and the of-NP following
a derived nominal could both be:defined as the object of the head X.
The second innovation wh~ch "Remarks" introduced wase refinement
of the conception of the lexicon~. Specifically, Chomsky suggested that
derived nominals such as decisiop, destruction., criticism, etc. be listed
in the lexicon, where their idiosyncratic phonological and semantic
pr.operties could be specified, cfse by case. However, to express the fact
that derived nominals usually sh,re the strict subcategorization and
r
selectional features of the related verbs, Chomsky proposed that each verb-
i
noun pair forms a single lexical~entry, unspecified in terms of syntactic
i
category. By convention, lexical insertion would choose the nominal
!
,-
form to fill the N position in a \noun phrase, while the verbal form of
the entry would be inserted in th~ head position of V. Thus the properties
of strict subcategorization and s~lection, which referred to structural
I
positions such as "subject" and "object" (which, under the X-bar theory
!
of the base, were now defined in ferms which abstracted away from syntactic
: 10
categories) were properties of the lexical entry as a whole.
(14,15). ; the "Remarks"Consider again In theory , both destroy
aIld destruction would constitute a single lexical entry. The entry had
the subcategorization feature [ - NP ], which is realized in both (14a)
and (l5a). Selectional features requiring that the object be [ -ABSTRACT]
11
would be stated once, on t~e shared subcategorization frame.
21
Finally,
the passive transformation would be formulated in X-bar terms, so that
(ISb) would be derived directly from (l5a), just as (l4b) is from (14a).
An analogous story applied to (16-18); in each case, cross-categorial
parallels were captured in terms of X-bar theory and the revised theory
of the lexicon, while differences between Sand NP were attributed to
idiosyncratic differences in the categorial rules deriving them.
3. Categorial Distinctive Features
3.1 A third innovation of "Remarks" was to reinterpret categories in
terms of syntactic features, rather than as names for classes. Recast
in these terms, the categories "might be a reflection of a deeper feature
structure, each· being a combination of J:eatures of a more abstract set.
In this way, the various relations among these categories might be
12
expressible." In later work, Chomsky (1974) proposed an explicit theory
of syntactic features from which the major lexical categories could be
derived. This system is summarized in (21):
~
I
(21) [+N]
[-N]
[+V]
[-V]
(nouns, adjectives)
(verbs, prepositions)
(verbs, adjectives)
(prepositions, nouns)
Thus the lexical categories are redefined as follows:
(22) N ~~~J
V =~~]
A = [:~J
p = G~J
Combined with the hierarchical innc)vation of the X-bar system, this led
••
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to a redefinition of the major categorial phrases in terms of (23).
(Note that the feature system naturally leads to the inclusion of PP into
the X-bar system.)
•
--
(23) NP =~~J
--
VP =~~J
--
AP =~:J
--
pp =~~J
•
•
•
This revision made it possible for syntactic rules to refer to natural
classes of categories, just as feature notation allows in the case of
phonological rules. Moreover, the choice of a particular feature system
has an empirical effect: it defines certain natural classes of categories,
and excludes others. Chomsky's feature system predicts that the syntactic
natural classes are those of (21); it excludes as "unnatural" the
13following:
To the extent that the rules of s~tax and morphology make use of the•
(24) a. ([+N, -V], [-N, +V] )
b. ([+N, +V], [-N, -V] )
(nouns, verbs)
(adjectives, prepositipns)
I
natural classes of categories in (21), and ignore the "unnatural" classes
in (24), the hypothesized feature system derives empirical support.
3.2 In fact, there is considerable evidence to support this theory's
classification of the lexical categories. In general, the evidence
takes the form of specific rules of grammar which do not apply to all
the categories, but rather to subsets of the categories in question.
Consider first the natural class defined by [+N], which includes
nouns and adjectives. As noted by Chomsky (1974) and Jackendoff (1977),
NP and AF are the only categorial phrases in which the rule of of-Insertion
23
applies:
(25) a. The enemy destroyed the city
There ar':ived three men
b. [the enel\Y's destruction of the city]
[the arrival of three men]
(26) a. John fears ~:oights
b. [John's fear of heights]
c. John is [fearful of heights]
(27) a. John is careful to consider his neighbors
b. [John's consideration of his neighbors]
c. John is [considerate of his neighbors]
14(We return to a more detailed discussion of this rule in Chapter 3. )
The class of lexical categories defined by [-N] is the class of
Case-assigners, as observed by Vergnaud, Chomsky, and others. Suppose,
following Chomsky (1981), that all lexical NPs must be assigned Case
15
when they function as arguments. This accounts for the fact that only
[-N] categories take bare NP objects, while the objects of adjectives
and nouns are preceded by a preposition:
The batallion is [vp nearing the fortress ] now
The batallion is [pp down [pp near the fortress ] ] now
The batallion is [AP very near to the fortress ] now
[NP the batallion's nearness to the fortress]
This chair is [pp worth a lot of money ]
This article is [AP worthy of your attention ]
*This, article is [AP worthy your consideration ]
(28) a.
b.
c.
d.
(29) a.
b.
c.
Although there are one or two apparent exceptions to this pattern, (28)
16
and (29) illustrate the general rule.
The feature value [+V] defines the set of phrasal categories which
appear as prenominal modifiers in German, as noted by Van Riemsdijk (1980):
24
;
J
(30) a. [der [seiner Freundin ueberdruessige Student
the of his girlfriend weary student
'the student weary of his girlfriend'
b. [ein [ sein Studium seit langem hassender ] Student
a his studies since long hating student
fa student hating his studies for a long time'
c. die [mit ewigem Schnee bedeckten ] Berge
the with eternal snow covered mountains
, the mountains eternally covered with snow'
Certain rules of English word-formation also refer to this feature value';
as we shall see later on. 17
Finally, the class of categories defined by [-V] correponds at
the X level to the set of phrases which may be focussed in cleft
constructions, as oLserved by Jackendoff (1977) and others:
(31) a. It was [NP your book about the daubIe helix ] that I wanted
b. It was [pp under the chair] that I think I left my coat
c. *It was [vp go home early ] that John did
d. *It was [AP very angry at me ] that John was
Note that the ungrammaticality of (31c,cO cannot be attributed to any
general semantic or pragmatic prohibition against focussing predicate
phrases, since the near-synonymous pseudo-cleft construction are fine:
(32) a. What I wanted was [NP your book about the double helix ]
b. Where I think. I left my coat was [pp under the chair ]
c. What John did was [vp go home early ]
d. What John was was [AP very angry at me
Clearly it is some syntactic property shared by the [-V] categories which
allows them to be clefted in (31), and it is probable that the ultimate
explanation for the contrast in (31) will come from the referential
18properties of the [-V] categories.
We have seen that various syntactic rules apply to certain lexical
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categories but not others. These facts are significant, because it is
pxobabla that the abstract principles that determine grammatical know-
ledge are not formulated in terms of disjunctive sets -- at least this
has been a very important and fundamental assumption underlying the most
explanatory and successful work in linguistic theory. From this it
follows that the existence of rules which appear to pick out specific
pairs of categories (and not others) constitutes evidence for a feature
system which derives the relevant classes, just as the existence of
phonological rules applying to a certain natural class of segments
constitutes evidence for the phonological features which define the class
of segments involved. To the extent that the rules of syntax pick out
the pairs of categories defined as natural classes by the theory.of syntactic
features exemplified in (2l), that theory derives empirical support.
3.3 Quite apart from the formal properties of specific syntactic rules,
the feature system of (21) can be motivated on the basis of the fact that
the pairs of categories which it defines as natural classes are often
collapsed into single categories in languages other than English. For
instance, in some languages there is no lexical or morphological distinction
between adjectives and nouns, and so there is just one [+N] categorial
phrase-type. In other languages, the categorial distinction between NP
and PP is eliminated, and the function served by prepositio~s is taken
over by nominal Case affixes. MOreover it is not unheard of for the
categorial distinction between adjectives and verbs to be neutralized,
so that a single syntactic category of predicates results. (The categorial
distinction between adjectives and verbs is often unstable in languages
which have rich systems of participial affixes.) All of these categorial
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neut~alizations are Just ~hat we should expect, given the natural classes
f · d"· d· (#")1) 19 h·· 11 fo categor1es eIlne 1n L ~ In eac ~nstance, tne co apsing 0
two categories into one CcP1 be captured fonnall)T in terms of a leA-ical
redundancy rule which sets a feature value for [+N] or (~V], given a
particular value for the other feature. It may be that in some cases
the value determined by the redundancy rule is unspecified, in effect
creating the equivalent of a third feature value. For instance, in a
language which collapses ~~ and PP into a single lexical category, it
could be a redundant property of all lexical feature matrices. specified
as [_":; j t!lat they are left unspecified for [±N] • Alternatively, the lexical
redundancy rule might state that all [-V] matriCES are [+N] -- or perhaps
[-N]. Significant consequences would follow from either choice, partic-
ularly for the rules of Case assi~unent, as we shall see in later chapters. 20
To my knowledge, it is never the case that such phenomena apply to
the classes of categories in (24), which are excluded as "unnatural" by
the feature system of (21). That is, there does not appear to be any
language which had collapsed adjectives and prepositions into a single
category, nor is there a language which combines nouns and verbs into a
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single lexical class, to the exclusion ~f other lexical entries. So
it seems that the categorial system defined on the features [7NJ and [±V]
leads to a natural typology of languages, given the possibility of
neutralized feature-values. ~foreover, the specific range of typological
variation follows as a necessary consequence of th~ formal theory, rather
than as an accidental collection of unrelated observed tendencies.
There is another possible justification of the [~N] and [~V]
features, of a more conceptual nature. Specifically, the natural classes
of categories in (21) reveal reguiarities of meaning which suggest that
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the two feature~ which underlie them may actually represent a kind of
grammatical encoding of general cognitive distinctions, recalling Fodor's
(1979) notion o~ a translation relation holding between the language
"j
faculty and the \"language" of thought -- "mentalese".
The [+N] categories usually denote some entity, either concrete
or abstract. Nouns and ·.n.oun phrases tend to be natnes for individuals or
classes (types) of entities sharing some essential defining properties,
while adjectives are used attributively of entities instantiating some
property or quality, essential or accidental. On the other hand, the [+V]
c3tegories usually serve as function-names, in the terminology of Reichenbach
(1947). Verbs normally have the meaning of a type of action or event,
while adjectives refer to a given property or state. The relationship of
attribution holding between an argument and a modifying AP is closely
parallel to the predication relation holding between a subject and VP.
These correspondences between syntactic categories and meaning-
classes are not absolute, of course. There are countless individual
exceptions, such as the preposition worth and the PP idiom out to lunch,
both of which have an adjectival sense. But the general correlation is
significant, and probably plays a role in the theory of markedness. For
instance, if the language faculty finds it easier, by virtue of markedness
theory, to use a verb rather than a noun to describe a given type of action)
then this could ~xplain why action nominals are almost all derived from
verbs, and not vice-versa.
It is intriguing to speculate on the development of the categorial
system in terms of the evolution of the language faculty, given the
close correlation with the logical notions discussed above. Various
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functional motivations for categorial distinctions come to mind: for
instance, the distinct morphological and syntactic properties of indivi-
dual categories might serve a role in the acquisition of vocabulary by
providing clues about the meanings of new words. Alternatively, the
categorial feature system may simply represent a specific grammatical
formalization of the related logical notions, made necessary by the obvious
fact that gra~r is used to express thought.
3.4 TIle categorial features introduced so far define four syntactic
categories of lexical entries. Nevert~eless, some. elaboration is
required in order to extend the theory to account for the complex
distinctions among various clausal and participial phrases. Before
proceeding, however, it is perhaps worth while comparing the feature
system of (21) with the other major theory of syntactic features, namely
that of Jackendoff (1977).
The major innovation proposed by Jackendoff -- and the only one
which I will consider here -- is the elimination of the [±N] and [~V]
features in favor of two new features, [~BJ] and [±SUBJ]. (Henceforth,
I will abbreviate these ae [+0] and [+5], respectively.)
- -
The feature [±O] makes the same categorial cut as the feature
[±N] , i.e. nouns and adjectiveG vs. verbs and preposiLions. The [+0]
categories are defined as those 'whose complements may include a surfa~e
NP direct object", i.e. V and P. Clearly, there is no empirical
difference between the two systems with respect to this feature, save
for the fact that the ability to assign Case is cast in terms of a
defining property of taking a bare NP object at Surface Structure.
(Jackendoff assumes a rule of of-Insertion, so all major categories
are alike in this respect at Deep Structure.
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The genuine empirical distinction between the theories emerges
with Jackendoff's feature [:tS] , which i:eplaces [!V]. The [+8] categories
are those whose phrasal prujections contain a syntactic subject position,
which Jackendoff claims the [-8] categories lack. Nouns and verbs are
[+5], while adjectives and prepositions are [-5].
There is a clear distinction between the feature [±V] aIld
Jackendoff's substitute [~S] in terms of the categorial classes that they
define. The two classes of phrases defined by [±V] --.NP and AP VS.
VP and PP are excluded as unnatural by Jackendoff's feature system)
while the classes defined by [~S] are precisely those of (24), which are
defined as unnatural in the system based on [~N] and [~V]. The two
theories can be distinguished empirically in terms of the classes of
categories that are referred to by specific rules of grammar. As W~
have seen, there is considerable evidence for the [±V] feature from
various rules of syntax and morphology (cf. fn 20), and from observed
categorial neutralizations in variouc languages. It is only fair, however,
to see if there are some rules of grammar which pick out either of the
classes defined by the [~S] feature, both of which are excluded as un-
natural by the system in (21).
Significantly, it seems that this is not the case. First of all,
with respect to the class defined by [-5] -- i.e. P and A, or PP and AP --
it seems that there is no rule of grammar which makes exclusive reference
to this class. Although Jackendoff remarks that A and Pare "ofteri
thought of as 'mudifiers'," this is about the only respect in '"N'hich the
categories are similar; moreover, it is not at all obvious that this
characterization excludes other modifiers such as relative clauses of
various types.
It is the class of categorial phrases defined by [+S] that constitutes
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Jackendoff's major motivation for his proposed innovation; he claims
that "there are many rules which generalize across supercategories of
N and V, and this is not expected in a feature system like [21]." (p. 31)
Jackendoff's claim rests crucially on his assumption that Sand S are'
projectiuns of the category V, since virtually all of his arguments are
based on parallels betwc~n NP and S (with respect to internal structure)
or NP and S (with respect to external distrib'ltion). About the only
case where the lexical heads N and V even appear to function as a natural
class is with respect to the Gapping construction, where either N or V
can be gapped, as Jackendoff notes (p. 43):
(33) a. Max plays saxophone, and Medusa - sarussophone
b . [Max's recording of Klemperer, and Medusa's -- of Bernstein ]
But adjectives can also be gapped, suggestiug that the class [N,V] is
not crucial in the formulation of the nlle: 22
(34) a. This made John angry at Susan, and Bill - at Mary
b. I consider apples superior to pears, and carrots - to cucumbers
Apart from the case of Gapping, all arguments for [+S] depend
upon parallelisms between NP and S or S. Consider first the NP/S parallels.
All of these crucially involve subject position, which Jackendoff assumes
to be (i) limited in its distribution to Sand NP, and (ii) exactly
parallel (structurally) in each case. I will argue in detail against
the first assumption in Chapter 4, where I will show that the base must
all~w for all major lexical categories to have subjects. 23 In this
respect, tt.lere is nothing special about the subject position of NP, as
distinct from AP, VP, or PP. As for the clafm that there is an exact
structural parallel between the subject positions in the NP and S with
31
respect to X-bar theory, it seems that in fact the opposite is true.
First of all, it appears that there is some universal principle
of phrase structure which requires that 5 always contain a structural
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subject position, even when no thematic role is assigned to this position.
This principle is inoperative with respect to the subject position of
NP, as the contrast between (35) and (36) shows:
(35) a. It appears that John is lying
b. *Appears that John is lying
c. Someone at~empted to jump the fence
d. *Attempted to jump the fence
(36) a. [ Appearances ] can be deceiving
b. [ Attempts to jump the fence ] will be discouraged
A second difference between the subject positions of Sand NP
relates to the fact that PRO can appear in the former but not the latter:
(37) a. [SPROi reading those books ] amused John
b. [PRO to err] is human
c. Josephinei intends [PROi to come along for the ride]
(38) a. *[NPPROi reading of those books ] amused Johni
b. *[PRO killing of the geese] is forbidden
c. *Josephinei is planning [PROi destruction of the tree-forth
The theory of binding proposed by Chomsky (1981) derives as a theorem
the fact that PRO may never appear in a governed position. A position
is governed if it 1s dominated by some X-bar projection of a lexical
head; thus the subcategorized complements in VP are all governed by V.
Now although PRO does not appear in VP, it does appear in the subject
position of S, as in (37); this follows from the definition of government,
given the binding theory -- provided that S is not a projection of V.
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The fact that PRO does not appear as the subject of NP follows from
the fact that NP 1s a projection of Nt as observed by Aoun and Sport1che
25(forthcoming).
A third difference between the subject positions of Sand NP is
that the subject of an embedded S can in some cases be properly governed
by a matrix verb, allowing trace to appear there; this is never p~s9ible
with the subject of an embedded NP:
(39) a. Whot do you believe [s [~] i to llave claimed that John is smart]?
b. Which bOYi do you expect [S[e]i to win the race]?
(40) a. *Who(se)i do you believe [NP[e]i claim that John is smart]?
b. *Who(se)i did not expect [NP[e] winning of the race]?
The ungrammaticality of the sentences in (40) can plausibly be attributed
to the fact that the empty category (trace) in the subject position of
NP is not properly governed) resulting in a violation of Chomsky's (1981)
Empty Category Principle (ECP).26 Now according to the standard definitions
of government, no category can govern across the boundary defined by a
maximal projection. Then the violations in (40) follow if NP is 3 maximal
projection -- hardly a controversial assumptiun. But then the grammat-
icality of (39) can only be accounted for if it is assumed that S is not
a maximal projection, again implying that the subject position in S is
not precisely parallel in X-bar terms to the subject position in NP.
In several respects, then, there turn out to be various subtle
pieces of evidence suggesting that the subject positions of Sand NP
are structurally distinct, even in the category-neutral terms of X-bar
theory. In fact, there are only two respects in which the two positions
are really alike: (1) they both count as a "subject" position for the
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purposes of thematic role assignment of the "subject argument" in the
terms of Williams (1980c), and (i1) they are both subject to Move a, as
in passive constructions and subject postposing constructions. However,
I will argue in Chapter 4 that both of these properties are not limited
to the subject position in Sand NP, but rather are properties of a
structural position which actually occurs in the phrasal projections of
all lexical categories 0
It therefore seems reasnnable to conclude that Sand NP are not
entirely parallel with respect to the structural subject position, which
is governed by the head noun in NP, but not by the verb in S. But if
S is not a projection of V, then there is no further motivation for
assuming that N and V (or NP and VP) form a natural class, as the theory
of syntactic features in (21) correctly predicts.
4. Extending the Feature System
4.1 There is one important respect in which NP and S show a strong
parallelism in behavior, and this relates to strict subcategorization.
Specifically, it is very, very, common for these two categories to appear
as disjunctive terms in strict subcategorization frames:
(41) a. Jim repo:r ted [ his brother's disappearance] to the police
b. The prisoner requested [ an early release ]
c. Does Janice know [ the rules of the game ] ?
(42) a. Jim reported to the police [ that his brother had disappeared ]
b. The prisoner requested [ to be released early
c. Does Janice know [ how to play the game ] ?
Clearly, the NP complements in (41) correspond directly to the S complements
in (42); both of them are direct objects, in some sense. The basis of this
i~tuition is that the governing verbs assign precisely the same 8-role of
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"object" or "theme" to the NPs in (41) as they assign to the S complements
in (42).
In order to recognize the significance of this fact for the theory
of syntactic features, it is first necessary to understand the relation-
ship between strict sUbcategorizat1on and thematic role assignment. The
notion of a thematic role, or a-role, is related to the argument structure
of a logical predicate; specifically, a function-name assigns a a-role to
each of its arguments. Suppose that every lexical entry for a verb contains
an explicit representation of all of the a-roles that it assigns to its
complements. (Presumably this is also true for function-names such as
adjectives and derived nominals.) Let us call this internal representation
of the verb's argument structure its thematic grid, or a-grid. Each
position in the thematic grid of a 'verb will correspond, at the level
of Logical Form, to an argument position in any phrase structure config-
uration where it appears. (This one-to-one correspondence between a-roles
and arguments is required by Chomsky's (1981) a-criterion; see Chapter 3
for a fuller discussion.) Since each a-role must be assigned to a
corresponding argument, the a-grid of a given verb can be thought of as
a code for the set of argument positions which may appear as its comple-
ments. To view the a-grid as a lexical code for a structural skeleton
of argument positions is essentially equivalent to viewing the complement
structure as a projection of the argument structure of the governing
head. 27
For each of the positions in the a-grid, the lexical entry for a
verb may stipulate that\any argument that is linked to this position in
Logical Form must denot~ a specific type of argument, such as an individual,
+
a proposition, a location or direction, an abstract property, or whatever.
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Let us now consider the notion of a strict subcategorization frame.
We have already discussed the formal status of strict subcategorization
rules as they were defined in Aspects. It is obvious that the strict
subcategorization features of lexical entries are closely analogous to
the a-grids introduced here. Whereas the a-grid encodes the configurations
of argument positions which a lexical entry requires at LF, the strict
subcategorization frame encodes the syntactic configurations of complements
that the lexical entry requires. Just as the a-grid may stipulate that
a given complement must denote a specific type of argument, so a strict
subcategorization frame specifies a particular matrix of categorial
distinctive features for each complement.
The correlation between strict subcategorization frames and a-grids
goes much deeper than this, however. It turns out that every complement
position in the a-grid corresponds directly to a complement position in
the strict subcategorization frame, with the exception of the "subject"
argument, which is never strictly subcategorized, as discovered by
28Choms~y (1965). Apart from the subject argument, however, strict sub-
categorization frames overlap perfectly with a-grids, and each sub-
categorized complement is assigned a a-role by the governing head. This
suggests that the two complementation frames are one and the same.
It can be shown that the one-to-one correspondence between
subcategorized positions and a-positions follows as a necessary consequence
of the Projection Principle, proposed by ChOMsky (1981). This priI4ciple
is restated here in simplified form as (43):
(43) The Projection Principle
If a has the lexical property of requiring a as a compleme~t,
then a selects a at every grammatical level.
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The grammatical levels referred to in (43) are the levels of
Logical Form, D-structure, and S-structure. (D-structure roughly
corresponds to Deep Structure, while S-structure is an enriched and slightly
more abstract version of surface structure.) Suppose now that a verb, a,
has a strict subcategorization frame which includes a complement, S, of
a given category. Clearly strict subcategorization must be satisfied at
some level of representation; for the sake of discussion, assume the
relevant level to be D-structure. Thus a has the lexical property of
requiring B at D-structure. It then follows from (43) that a must also
select B at the level of Logical Form. Let us assume that a verb assigns
a a-role to each of its complements at LF. Then every subcategorized
positicnwill correspond to an argument position projected from the a-grid,
and the verb will assign a a-role to each and every subcategorized
compl~ent.
The one-to-one correspondence between subcategorized complements
and a-roles suggests that the strict subcategorization frame for a lexical
entry is directly dependant upon its 9-grid. More precisely, we can
think of strict subcategorization features as being linked to specific
positions in a-grids. Take the a-grid to be the basic code for the lexical
-
head's complement structure. Every complement position corresponding to
a position in the a-grid is selected as a lexical property, so by virtue
of (43) it must appear at every grammatical level. Then just as the
argument status of each complement may be specified in the a-grid, so nmy
its categorial status be specified. This, in effect, is strict subcate-
gorization.
This interpretation haR the interesting effect of deriving a
principled distinction between action nominals and other derived nominals
•II-
I
I
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with respect to strict subcategorization. Intuitively, the meaning of
an action nominal is "closer" to that of the "\,Terb on which it is based
than, for instance, agent nom1nals are. The formal content of this
intuition can be captured by assuming that action nominals have the same
thematic structure (i.e. the same a-grid) as the verbs from which they
are derived. But if strict subcategorization features are simply annotations
to a-grids, it follows that derived nominals will also share the subcate-
gorization features of the verbs that they correspond to. (Moreover, the
selectional restrictions would also be shared, if these are also based on
a-grids, as seems likely.) This is precisely the result that Chomsky's
(1970) revision of the lexicon was primarily intended to derive. Thus the
"Remarks" version of a complex lexical entry with a single subcategorization
frame may follow from the formal representation of the approximate synonymy
holding between the verb-nominal pairs.
It is possible that certain properties which are specified in the
a-grid need not be satisfied at every grammatical level. For instance, it
may be that the referential properties of a given complement -- whether
it denotes an event, an entity, or whatever -- are only checked at the level
of Logical Form. Certain NP complements may have D-structure representations
identical to referring names, while having the representation of a
proposition or question at the level of Logical Form TJlhich is "concealed"
at D-structure; cf. Grimshaw (1977) for a discussion of examples like he
asked me the time. On the other hand, it may be that syntactic categorial
requirements are only relevant at either D-structure or S-structure, being
irrelevant at LF; we will return to this issue in some detail in later
chapters.
Given our conception of the relationship between strict subcate-
gorization and a-role
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assignment, it is impossible for a verb to have
•
I
a diverse collection of unrelated strict subcategorization frames, if each
of these is linked to the same set of a-roles. Each position in every
subcategorization frame must be linked directly to a given position in a
a-grid. The thematic structure of the verb thus has the potential to
impose strong constraints on the possibilities for strict subcategorization.
Suppose that each position in a a-grid may only be associated with a
si.ngle matrix of categorial strict subcategorization features. This would
mean that a complement position a~sociated with a given a-role could never
hav£~ conflicting feature values selected as a lexical property by a verb.
Thus it would never be possible to strictly subcategorize for a disjunctive
set of categories with conflicting categorial featura values, such as NP
and ~?, or AP and PP. In other words, strict subcategorization would be
limit(ad to selection for natural classes of categories. This represents
a very significant constraint on strict subcategorization -- but also a
very natural one, with the potential of leading to an interesting theory
of the acquisition of subcategoriLation ftames. 29
Within the context of these proposals, let us now return to consider
the status of the "disjunctive" subcategorizations for NP and S, exemplified
in (41 - 42). Recall that the subcategorized NP complements in (41) are
assigned the same a-roles as the corresponding S complements in (42).
In our terms, this means that the subcategorization requirements for NP
and S must be stated within a single matrix of categoria1 features associated
with the "object" position in the a-grids of these verbs. This in turn
implies that NP and Smust form a natural class of syntactic categories,
suggesting that S, like NP, bears the categorial features [+N, -V].
Clearly, however, NP and S are distinct categories, with very
different grammatical properties. MOst strikingly, they differ in terms
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of internal structure in several respects. First of all, S is always
characterized by a subject-predicate configuration, even when no subject
a-role is assigned; cf. Emonds (1976) and Chomsky (1981). But this is
never required in NP, as shown trivially by the existence of NPs such
as John, water, a nice book, etc~, and more significantly by the NPs in
(36). A second difference is that S contains a COMP position, which
functions as a possible landing site for WH-MOvement; this position is
never available within NP: 30
(44) a. I remembered [ that Jim had visited France ]
b. I remembered [ PRO to visit France ]
c. I remembered [ Jim's visit to France ]
(45) a. I remembered [ where Jim had visited ]
b. I remembered [ where to visit ]
c. *1 remembered [ where (Jim's) visit (to) ]
The COMP position in S is also the site where the complementizers appear.
As is well known, the choice of the complementizer is directly linked to
the status of the clause with respect to tense and agreement. A tensed
clause always requires a comp1ementizer -- either that or tel. 31 An
infinitival clause may select a complementizer ror if it has a lexical
subject. But NPs never contain a complementizer -- as might be expected,
given the lack of tense or aspectual distinctions among Nrs.
We can relate these observations in the following way. Suppose that
the COMP position is where the tense operator appears, at some level of
representation. Perhaps, following Den Besten (1978), the tense operator
appears in COMP at D-structure; alternatively, it may only be required
in COMP at the level of Logical Form, so as to c-command its clausal
operand. Then the inclusion of the COMP position in S will follow from
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the fact that the clause contains a tense operator. Suppose further that
all tense operators require a full proposition, i.e. a subject-predicate
configuration as an operand. It will then follow that any phrase
containing a tense operator will also have a complete subject-predicate
structure as a structural complement to the operator position (COMP).
Thus COMP serves as an operator position of a sort, regardless of whether
WH-movement applies. Tense emerges as a propositional operator, similar
to negation, as opposed to an operator such as WH, which must bind, a
variable.
In these terms, the tense operator can be construed as the crucial
underlying difference between NP and S. This can be formalized in terms
of the feature system by assigning the feature [+Tense] to S and [-Ter~~e]
to NP. The [~Tense] feature must be distinguished from the [+Past] feature
that is morphologically realized in finite clauses, since the characteristic
properties of S -- an obligatory subject-predicate structure and a clause-
internal COMP position -- are shared by to-Infinitives, as shawn by
Chomsky (1981) and Koster and May (1981). In short, by our criteria,
to-Infinitives must be [+Tense].
This claim runs counter to the traditional assumption that all
infinitives are [-Tense]. But a careful consideration of the meaning of
these clauses shows that this assumption is incorrect. English to-Infinitives
lack the morphological feature [±Past], but this does not mean that they
have no abstract tense operator. Rather, their status as being neither
present nor past has the effect of specifying that the time-frame of the
clause is unrealized with respect to the tense of the matrix within which
the infinitival appears. In other words the tense o~ a to-Infinitive is
roughly that of possible future, recalling Bresnan's (1972, 86)
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obser~ation that an infinitival complement "may describe something
hypothetical or unrealized", although the complement has an implied tense
"when the predicate [containing it] is 'dated' of fixed in present or
past time." This unrealized tense is illustrated in the contrast between
(46) and (47):
(46) a. Jenny remembered lSi PRO to lock the car ]
b. Jim tried [5 PRO to persuade Brian [5. PRO to come] ]
i J
(47) a. Jenny remembered lSi PRO locking the car ]
b. Jim tried [5. PRO persuading Brian [5. PRO to come] ]
1 J
In (46) the tense of Si is specified as being unrealized with respect to
the tense of the matrix. Thus in (46a) for example, Jenny has not yet
locked the car when she remembers to do so; similarly for both embedded
clauses in (46b). This is not true for the embedded gerunds in (47),
which have an unspecified tense; the interpretation of the tense setting
of these clauses is heavily dependent upon the semantics of the governing
verb. Thus in (47a) , the implication is that Jenny's locking the car
occurred in the past, if her memory is correct; but in (47b) the time of
Jim's persuading Brian may be either present or unrealized with respect to
the reference point of the matrix tense, as illustrated in (48):
(48) a. Jim tried persuading Brian to come, but he didn't succeed.
(unrealized)
b. Jim tried persuading Brian to come, but even though he succeeded,
it didn't do us any good, because Brian's mother wouldn't let
him leave the house. (present)
The contrast between the unambi.guous unrealized tense of the infinitival
complements and the ambiguous tense of the gerunds can be attributed to
the abstract tense operator of the to-Infinitive. By conceiving of the
Tense feature in this way, abstracting away from the [~Past]feature,
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we return to an approximation of the traditional grammarians' notion of
llmood"; in these terms, it is reasonable to consider to-Infinitives as
[+Tense].32
Despite the fact that tensed clauses and to~nfinitives share the
[+Tense] feature, there appear to be significant differences which follow
from whether the [+Tense] feature is accompanied by the morphological
feature [±Past]. Specifically, the [+Tense, !.Past] head of a finite
clause assigns nominative Case to the subject position which it governs.
The subject position of an i~finitival clause is neither governed by the
head of the clause nor assigned ~ase by it. (Recall that PRO may not
appear in a governed position, and thus serves as a diagnostic for
government: we return to this issue briefly in Chapter 3.) Only if the
complementizer for appears is the subject position governed and assigned
Case, by virtue of the [-N] feature of the complemen~izer:
(49) a. This is the chair [ on which PRO to sit ]
b'. *This is the chair [ on which he to sit ]
(50) a. This is the chair [ on which he should sit ]
b. ~This is the chair [ on which PRO should sit ]
(51) a. This is the chair [ for him to sit on _r. ]
b. *This is the chair [ for PRO to sit on -- ]
In (49), the subject position is ungoverned; in (50) it is governed by
[+Tense, -Past] head, which assigns nominative; in (51) it is governed by
for, which assigns objective.
Why does the subject position remained ungoverned in (49), despite
the presence of the [+Tense] feature? It seems that this feature must
co-occur with [±Past] in oIder to govern. Perhaps this means that the
head position of infinitival clause is actually en empty element, if we
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interpret the Tense feature as a categorial feature; we might then
Interp~~t [±Past] as a feature which gives this position lexical content.
Then only a head position which has le1ical content would be eligible
33
to govern. (I have avoided being specific about what the head position
of S actually is; I will return to this briefly in Chapter 2, and in
greater detail in Chapter 6.)
Gerunds have a curious statlls with respect to the categorial
distinctions bet~een NP and sIs that we have considered so far. Like
tensed and infinitival clauses, gerunds always have a propositional (subject-
predicate) structure, and a determiner may not substitute for a phrasE-
internal subject, as is possible in NP:
(52) a. *1 disapproved of ( the killing the geese ]
b. I disapproved of [ John's killing the geese]
c. I disapproved of [ PRO killing the geese ]
Moreover, like a bare infinitive, but unlike a noun. phrase, a gerund has
an ungoverned subject position, as observed above (cf. 52c, 37a vs. 38a).
On the other hand, gerunds, like NPs, do not have a COMP position:
(53) a. *This is the chair [ on which (his) sitting ] (cf. 49)
b. I remembered [ (his) visiting Fra~ce ]
c. *1 remembered [ where (his) visiting] (cf. 45)
Finally, has often been observed that gerunds share the external
distributional properties of NP, a fact which I will discuss in some detail
in Chapter 3.
It seems, then, that the gerund is a cross between NP and sIs,
sharing properties of both. This implies that it is a neutralized category,
as suggested by Van Rierusdijk (1980). More specifically, if NP and sIs
are distinguished by virtue of the feature [±Tense], then gerunds must be
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unspecified for this feature. Whereas NP is [+N, -V, -Tense], and S is
[+N, -V, ~Tense], the gerund must be simply [+N, -V]; it is analogous to
the neutralized categories alluded to in our discussion of cross-linguistic
variation above. This hypothesis may provide an explanation for the
phenomenon observed in (47 - 48) where the tense of the gerund is unspecified
clause-internally, and can only be interpreted on the basis of semantic
properties of the governing verb.
Let us assume, then, that the [+Tense] feature is simply unspecified
for gerunds. We can now derive their lack of a COMP position, if we
assume that the possibility of having a base-generated COMP is directly
dependent upon the existence of a clause-internal tense operator. This
would also explain the ungoverned status of the subject position of gerunds,
34
since they -- like to-infinitives lack the [±Past] feature. More-
over, if the limited distribution of true S clauses can be attributed to
the effects of the [+Tense] feature in some way, then it would follow that
gerunds would behave like NP rather than S in this respect. (I return
to this in Chapter 3.)
Given the theory of strict subcategorization for natural classes
outlined abov~, the analysis of gerunds as a neutralized category has a
clear empirical consequence: it should be impossible for a verb to
subcategorize for a complement which is either S or NP, but not a gerund.
Recall that a given argument position in a a-grid may be associated
with any of the categorial matrices in (54a-c), but never with a dis-
junction of matrices, as in (54d):
(54) a. [~, -V, +Tense]
b. [~, -V, -Tense]
c. [+N, -V]
d. [~, -V, {+rense} ]
-Tense
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The matrix in (54a) represents subcategorization for S; that in (54b)
represents subcategorization for NP; the matrix in (54c) is the unmarked
case of subcategorization for the natural class comprising both NP and S.
But gerunds are a neutralized category, exhaustively characterized by the
matrix in (54c), so subcategorization for the natural class of NP and S
will necessarily include gerunds. This prediction seems to be quite
generally correct.
Thus the introduction of the [±Tense] feature into the categorial
system provides a natural means of distinguishing the categories NP and
5, while still characterizing them as a natural class. Moreover, the
tense operator provides a plausible basis for an explanation of the various
structural differences between NP and the S-system, while also allowing
for an account of the neutralized category of gerunds. Although many
problems remain to be worked out in detail, this seems to be a promising
general line of re~earCh.
4.2 In addi.tion to the various clausal complements characterized by
the [~Tense] feature, English also has two types of participial phrases,
exemplified in (55) and (56):
(55) a. Jim was [ playing the guitar ]
b. I heard Jim [ playing the guitar ]
(56) a. The city was [ believed to have been destroyed
b. I want the fugitives [ captured by sundown ]
c. The warden had the fugitives [ captured by six o'clock]
Let us first cOI~ider the status of the active participle in (55).
Virtually all of the data concerning this participle are greatly confused
by the fact that it is phonologically identical to the verb in a gerund
clause. In some cases, however, it is possible to distinguish them. The
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participle in (55) is usually described as a "progressive" participle,
and it cannot be used with durative verbs such as "own" or "resemble"
without forcing an unnatural distortion of their ncrmal meanings:
(57) a. ? Harvard University is owning a lot of land
b. ? I saw Jim resembling his brother very closely
1'11is ie not true for the homophonous gerunds:
(58) a. I disapproved of [ Harvard's owing so much land ]
b. I was unaware of [ Jim's resembling his brother so closely ]
It is plausible to suppose that progressive participles, like simple verbs,
bear the feature [~N], since they assign objective case, as shown by (55).
Moreover, a large class of perception verbs subcategorize for a natural
class of, bare VP complements, where the verbal head may be either a
regular verb or a progressive participle:
(59) a. I heard Jim play/playing the guitar
b. I watched the soldiers play/playing cards
c. I faIt the snow melt/melting on my hands
So it is likely that these participles are [-N, +V], like other verbs.
Still, some feature must distinguish them from nonprogressive verbs,
since they are not mutually interchangeable:
(60) a. John should leave/*leaving
b. Jim was playing/*play the guitar
Perhaps the two types of verbs should be distinguished in terms of an
aspectual feature relating to perfectivity, which we could call [±P].
Progressive verbs would be [-p], and regular verbs describing a single
complete action would be £+P].
There are certain problems with this approach, however; specifically,
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it fails to explain why the progressive participle should have such a
limited distribution. Virtually all instances of morphological V+ing
have the properties of gerunds -- apart from those following perception
verbs and progressive be. It is conceivable that all instances of V+ing
are really gerund clause8 after all, in which case the progressive sense
of the "participle" would have to be attributed to the semantic properties
of the governing v~rb. This might explain why gerund V+ing and progressive
V+ing are both subject to Ross's celebrated Doubl-~ng filter (cf. Ross
1972). On the other hand, this approach has the drawback of not being
able to treat the subcategorization frames of the perception verbs in (59)
as a natural class; nor does it provide a straightforward account of the
morphological derivation of V+ing adjectives. I will not attempt to
resolve this issue here; the alternatives seem to be fairly clear, within
the general framework of the theory of categorial features.
Consider now the passive participles in (56). These share a number
of properties of both verbs and adjectives. For instance, passive participles
can appear as prenominal modifiers, a fact which has often been taken to
justify a morphological rule converting passive participles into adjectives. 36
Similarly, passive participles -- like adjectives -- are unable to assign ob-
jectiveCase, suggesting that they lack the [-N] feature of verbs. On the
other hand, Chomsky (1981) observes that the rule of of-Insertion does
not apply within a participial phrase, suggesting that the passive participles
heading such phrases lack the [+N] feature. This is illustrated in (61):
(61) a. Everyone is ( fearful of [ these snakes ] ]
b. [These snakes ]i were [ feared [eli (by everyone) ]
c. *Everyone was [ feared (of) [ these snakes ] ]
d. *There was [ feared (of) [ these snakes ] ]
e. *It was [ feared (of) [ these snakes ] ]
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Moreover, passive participles do not necessarily satisfy subcategorization
requirements for an AP complement:
(62) a. John seems stupid/tired/unhappy
b. *John seems shot by the soldiers
cf. c. John seems to have been shot by the soldiers
A reasonable conclusion to draw is that passive participles are another
instance of a neutralized category, being unspecified for the feature [±N],
which normally distinguishes adjectives from verbs. Sin~e passive participles
lack the [+N] feature, they do not trigger of-Insertion; but they also
lack the [-N] feature, so they are unable to assign objective Case.
There is an interesting correlation between English passive participles
and German adjectives with respect to Case assignment. Van Riemsdijk (1980)
suggests that German adjectives are unspecified with respect to [~N]. He
proposes that this property explains why these adjectives may assign
oblique Case to an NP complement; the idea is that while objective Case
may only be assigned by [-N] categories, oblique Case may be assigned by
categories which are nondistinct from [-N]. If this idea is correct, then
it provides an explanation for the ability of English dative passives to
take an object NP, under the assumption that the NP is assigned oblique
Case:
(63) a. Paul was given a coffee grinder by his parents
b. Neil's parents were sent a wedding announcement
This is not true for English adjectives, as observed above; cf. (28 - 29)
and fn. 16.
Once again, the neutralization hypothesis has a direct empirical
consequence with respect to strict subcategorization: it should be
impossible for a verb to strictly subcategorize for a complement that
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is headed by either A or V but not by a passive participle. In order to
allow the features for AP or VP to satisfy strict subcategorization
requirements for a given argument position, the verb must simply associate
the [+V] feature with the relevant position in the a-grid, leaving it
unspecifi~d for [tN]. Therefore it should be impossible for a verb to
strictly subcategorize for a complement that is either AP or VP, but not
a passive participial phrase. This seems to be correct, as illustrated
by the complementation paradigms for see, watch, and consider, whose
respective subcategorization frames involve the matrices [+V] , [+V, -N],
and [+V, +N]:
(64) a. I saw him drunk
b. I saw him walking home
c. I saw him shot by the soldiel.·s
(65) a. *1 watched him drunk
b. I watched him walking home
c. *1 watched,him shot by the soldiers
(66) a. I consider him stupid'
b. *I consider him judged unfairly
c. *I consider him being judged unfairly
cf. d. I consider him to have been judged unfairly
So it seems that the neutralized status of the passive participle with
respect to the categorial feature [±N] constitutes the basis for a viable
explanation of the particular cluster of properties that it displays.
4.3 This concludes our discussion of categorial features within the
framework of the theory of phrase structure which grew out of Aspects
and "Remarks". To summarize, we have seen that the two features proposed
by Chomsky -- [±N] and [tV] -- appear to define the correct natural
50
classes of the major lexical categories N, A, V, and P. Nevertheless,
a categorial system defined on just CWo features is intrinsically incapable
of making the finer distinctions necessary to distinguish various classes
of clausal and participial phrases. The [~Tense] feature, which seems to
be linked closely with the INFL (AliX) position within S, and also to the
COMP position in 5, provides a natural basis for a categorial distinction
between NP and the S!S system, from which their various distinctive properties
can be derived. It is plausible to assume that the [±Tense] feature, like
the other categorial features, is projected from the head position of the
phrase. This raises interesting questions aoout the status of Sand S
with respect to the X-bar system. I ~11 touch on this very briefly in
Chapter 2, returning to it in greater detail in Chapter 6.
We have also seen that the possibility of leaving certain categorial
feature values unspecified for a class of lexical entries r~sults in the
neutralization of the distinctions defined by these features. This
provides the basis for a well~defined set of parameters within which
individual languages may vary slightly in how they instantiate the universal
set of categorial features in terms of distinct lexical classes, l~ading
to a natural typology of known categorial systems in various languages.
Moreover, this kind of approach can be extended to account for the dis-
tinctive cluster of properties displayed by English gerund clauses and
passive participles, along the lines suggested by Van Riemsdijk (1980)
in his analysis of German adjectives.
In the following chapters, I will build on the theoretical
foundations sketched out in the preceding discussion. Chapter 2 provides
a critical evaluation of the system of phrase structure rules within the
categorial component. It is argued that the theory of phrase structure
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implicit in this rule system is largely redundant, offers no real depth
of explanation, and provides little more than an arbitrary collection of
observed generalizations about each phrasal category. Based on the general
methodological assumption that a theory witb these characteristics is no
real theory at all, it is suggested that the categorial component does
not exist. Subsequent chapters are devoted toward working out in some
detail how the theory of grammar can be enriched so that the constellation
of phenomena traditionally associated with language-specific phrase
structure rules can be derluced from the interaction of general pri.~ciples
of the language faculty with specific options left open for paTametric
variation at certain points in the structure of the grammar.
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FOOTNOTES: CHAPTER 1
1. These rules appear in Aspec~s (p. 107) in this form. At the point where
the rules are presented, S' is conceived of as a dummy element holding the
place of a sentence which is inserted by a Generalized Transformation. In
a later section, Generalized Transformations are eliminated, and S' is replaced
by S, which can be expanded by recursive application of (21).
2. Although strict subcategorization features have been retained "in one
form or another in most subsequent work, the actual mechanism of the strict
subcategorization rules deriving complex symbols has been largely ignored.
Later in this chapter, I shall link the strict subcategorization features
directly to the verb's thematic structure; see also Chapter 3, Section 6 for
some related discussion.
3. This discussion ignores the selectional rules, which differ in
certain respects from the rules of strict subcategorization. The subcate-
gorization rules have a strictly local domain (in the case of V, within VP),
and refer only to categorial features. The selectional rules apply to all
arguments -- including the subject, which appears outside of VP; moreover,
these rules refer to semantic properties. Chomsky's observation that strict
subcategorization rules are limited in their domain of application to the
terms introduced by the categorial rule which immediately dominates the
lexical category itself actually anticipates the recent notion of government
(stated in terms of an X-bar domain).
4. It is reasonable to suppose that the only kind of evidence that is
eligible for inclusion in Type (i) 1s positive evidence that appears in
relatively simple sentences. Evidence of Type (ii) is ex~mplified by the
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negative (and positive) evidence associated with syntactic islands, filters,
and so on. The interest which the Type (ii) evidence has elicited in most
recent research derives from the fact that it reflects knowledge which cannot
plausibly be attributed to the environment in any direct way. Rather,
evidence of Type (ii) suggests the need for a linguistic theory with rich
deductive structure, wherein the environment provides the language learner
with evidence of Type (i), which is then used by the language acquisition
device (UG) to derive a grammar of the steady state from which the complex
knowledge of Type (i1) follows.
5. The formulation of (13) ignores the issue of whether "reduced"
modifiers are all derived transformationally from full sentential relative
clauses with an internal copular structure, as was commonly assumed in
Standard Theory accounts. See Williams (1975) for cogent arguments a~ainst
this assumption, as well as Chapter 4 below for related discussion.
6. Interestingly, there is some evidence that two distinct projf~ction
rules really are involved here, after all. See Chapter 4 for discussion.
7. The motivation for the transformational rule was not based solely
upon the structural parallels of the sort evident in (14) and (15); another
major motivation was the morphological relatedness (ultimately, phonological
relatedness) holding between the noun/verb pairs. There was no morphological
component of the grammar in the Standard Theory, so all affixes had to be
adjoined to stems transformationally. Perhaps the paradigmatic analysis of
transformational affixation was Chomsky's (1957) account of the English
verbal complex.
8. To be more precise: the nominals in (19) have no plausible non-
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nominal Deep Structure source within the framework of a theory that does
not encompass "positive absolute exceptions" of the sort proposed by Lakoff
(1971). Only rule features of this sort, which make nominalization obligatory
for every noun that has no corresponding verb, could incorporate the parallelism
of structura in (19) into a transformational theory of nominalization.
9. In later work (e.g. Chomsky 1974 and Jackendoff 1977) prepositions
and PPs were incorporated into the X-bar system. See Section 3.1 for further
discussion.
10. Jackendoff (1975) proposes an alternative account of derived nominals,
according to which the nominal-verb pairs do not constitute a single lexical
entry. Instead, each category has a separate entry, but entries can be
related to each other by lexical redundancy rules. A possible argument in
favor of the "Remarks" theory of the lexicon is the fact that the existence
of one nominal form in a complex lexical entry often excludes the possibility
of another. This is the phenomenon of "blocking" discussed in Aronoff (1976).
If there is just one slot in a lexical entry for a word of a given category,
the phenomenon of blocking is explained. Another argument for the "Remarks"
theory is the fact that derived "action" nominals almost always share the
abstract category-neutral properties of the verbs upon which they are based:
in particular, the strict subcategorization features and the [+R] feature
discussed in Chapter 3, Section 7.2. On the other hand, certain derived
nominals -- in particular, agentive nominals which do not share strict
subcategorization features with their related verbs -- may be amenable to a
theory along the lines proposed by Jackendoff. In subsequent discussion,
I will continue to assume that the "Remarks" theory is essentially correct,
at least for true action nominals.
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11. Selectional Lestrictions were eventually abandoned to a large extent
in the framework of the Extended Standard Theory. Perhaps such restrictions
play a limited role in specifying properties of the arguments that may be
associated with specific thematic roles assigned by a given verb; but their
status is suspect, given recent assumptions that the scope of grammatical
theory should be narrowed so as to exclude general cognitive knowledge about
the world from the formal grammar.
12. Although Chomsky suggested this possibility in "Remarks", he was
apparently reluctant to pursue it at that point, concluding that the proposal
was "hardly clear enough even to be a speculation".! (p. 199)
13. Van Riemsdijk (1978b) voices some healthy skepticism about the
natural classes defined by the categorial system. In particular, he points
out that the system implicitly assumes that no rule of grammar should be able
to refer to a class of three of the major categories to the exclusion of a
fourth. He then argues that there is a rule in the graIDIllar of Dutch which
incorporates adjectives, nouns, and prepositions into the verbal complex,
although it does not apply to verbs themselves.
One must be careful in evaluating this objection. It is unclear
from Van Riemsdijk's discussion that the phenomenon in question really involves
a single incorporation rule that has substantially the same properties for
each of the categories affected. If this turns out not to be the case, then
the Dutch facts would be nonproblematic, since more than one rule might be
involved. At a more fundamental level, it is not even clear that rules
which affect three categories -- to the exclusion of a fourth -- necessarily
count as COl1nterevidence to the· categorial fe.ature theory even if it turns
out that a single rule is involved. The exclusion of the fourth category
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could be due to some general principle of grammar which makes the category
1n question incompatible with some property of the rule. True counterevidence
to the feature theory must consist of a rule which applies to one of two-
member "unnatural" classes in (24), so that even the categories excluded
from the domain of the rule cannot be captured in terms of a natural class.
14. I have excluded from consideration those cases where of-Insertion
appears to apply in VP, as in (i-ii):
(i) I convinced John of my good intentions
(ii) I told Bill of his father's crimes
Quite apart from the fact that it is not clear that these occurrences of
of really represent insertion of a dummy preposition -- as opposed to selection
of a true preposition by the governing verb -- it is clear that the appearance
of of in this context is lexically determined, since the rule cannot apply
blindly in VP.
Actually, it must be admitted that of-Insertion applies much more
freely in NP than it does in AP, and it is conceivable that it is lexically
triggered in AP too. On the other hand, the cases where the rule fails to
apply in AP usually involve some other lexically -selected preposition which
takes the place of of, so the failure of the rule's application in these
contexts may be due to suppletion, analogous to cases discussed by Kiparsky
(forthcoming).
15. In Chapter 3, this principle is extended to cover all arguments,
including clausal complements. Note that PRO is excluded from the domain
of this constraint.
16. These exceptions are discussed in Chapter 5, Section 6.3. See
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also Ma1ing (1980).
17. For instance, the rule of un-prefixation applies to the [+V]
categories to the exclusion of the other two.
18. We might attribute this asymmetry to the fact that PPs and NPs have
referring properties that verbs and adjectives lack. We could then assume
that only referring phrases may head a relative clause that is introduced
by the restrictive complementizers that or [el. Of course these remarks
are purely suggestive and do not constitute a rea]~ explanation for the
phenomenon under discussion.
19. It has corne to my attention that Y. Aoun has pursued a similar line
of inquiry into categorial neutralizations in unpublished work.
20. In Chapter 3, I will propose that Case may never be assigned to [-N]
categorie~. This would mean that if NP and PP were neutralized in the direction
of PP it would be impossible for a verb to assign Case to the neutralized
category. Bill Poser has suggested (personal communication) that Japanese
may be an example of this type.
21. Obviously, if some hypothetical language were to collapse all of the
categories into a single neutralized supercategory, then the theory of
categorial features would not be falsified. I know of no language that fits
this description, however~
22. See also Stowell (to appear), Manzini (1980), and Chomsky (1981).
24. Cb ,msky (1981) proposes that the universal formula for the structure
of S is [ tU' - INFL - VP ]. I will suggest fllrther below tha.t the
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requirement for an obligatory subject in S may follow from a requirement of
the Tense operator that it be accompanied by a complete propositional operand
at LF. For an alternative view of the status of the subject position of S
in UG, see Borer \1979).
25. The definition of government assumed here is adapted from Aoun and
Sportiche (forthcoming). A formalized definition of government is provided
in Chapter 3, Section 1. See also Chapter 6 below and Chomsky (1981).
26. I will assume here that proper government is a special case of
government, as defined in Chapter 3. Specifically, proper government holds
when the governi.ng element shares a referential index with the category
that it governs. The basic property of proper government is that it derives
a p%incipled asymmetry between the subject position and the subcategorized
object position. The exact formulation of proper government is worked out
in some detail in Chapter 6 below; see also Chomsky (1981), Kayne (1981),
and Belletti and Rizzi (1980) for altenlative proposals.
27. This is a variant of an idea of Chomsky's (1980) with ~espect to
the status of D-structure.
28. It seems that the subject 9-role also has a special status, insofar
as it is derived compositionally by the entire predicate, rather than from
the verb itself. For some discussion, see Aoun and Sporticha (forthcoming).
29. The apparently arbitrary information associated with strict
subcategorization frames represents a vast repository of information that
must b~ acquired somehow during the acquisition process. If the child is
guided in this domain by the assumption that subcategorization is limited
to natural classes, then a significant simplification of the task of
I
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vocabulary acquisition results.
30. Actually there is one counstruction which appears to instantiate
some sort of analogue to the COMP position within NP:
(i) [How big & house] do you want to live in?
We might interpret the prenominal WH-phrase as a QP in the specifier position;
this would imply that the article is adjoined to the noun, if the specifier
position is occupied by QP. See Chapter 4 for related discussion.
31. There is evidence that a complementizer is present structurally
in all tensed clauses. The ~elevant evidence concerns effects of the Empty
Category Principle proposed by Chomsky (1981); see Chapter 6 for discussion.
32. The tense feature in the English infinitive seems to be analogous
at some level to the Optative mood in Sanskrit, which occurs in substantially
the same range of complement structures, and with a similar meaning.
33. This may be related to Kayne's (1980) observation that extraction
from subject position is only possible when there is a Case-marked trace in
COMP. Reformulating this in terms of guvernment, we might assume that the
Case features assigned to the trace in COMP give it lexical content, enabling
it to govern the clausal subject position. See Chapter 6 for further
discussion of this point.
34. For a discussion of the related "ACe-ing" construction, see Reuland
(1980), who proposes that the head of a gerunu may in some cases govern
the subject position.
35. Actually, this is also true of the progressive participles when they
do not assign Case, suggesting that they too may have a neutralized (quasi-
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adjectival) status in some contexts. Note, incidentally, that the rule of
un-prefixation mentioned in fn. 17 applies freely to both classes of
participles.
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CHAPTER TWO: A REVISED THEORY OF PHRASE STRUCTURE .
In the previous chapter we reviewed the historical development of
the base component, and considered in some detail a number of possible
revisions of the theory of categorial features. Our primary concern was
in arriving at a feature system that made the correct distinctions so as
to achieve some degree of descriptive adequacy in terms of the empirical
coverage of the grammar. We will now shift our perspective somewhat,
and evaluate the formal properties of the categorial rule system with
respect to the criterion of explanatory adequacy.
We shall see that the descriptive power of individual categorial rules
is so strong that the theory as a whole is unable to provide genuine
explanations of the phenomena that it has traditionally been supposed to
account for. Moreover, in some domains, the categgrial formulae turn
out to be largely redundant within the overall structure of the grammar.
Finally, for some languages, it seems that there are serious problems
in explaiuing how the categorial rules are induced from the primary
linguistic data -- even given the constraints on X-bar theory.
In response to these objections, I will prop~se that the categorial
component does not in fact exist, apart from the gen~ral category-neutral
principles of X-bar theory. Certain revisions and eXl ..~llsions of the X-bar
system will also be considered, within the framework of the theory of
the base advocated here.
1. On Predetermined Structure
1.1 The standard theory of transformational grammar provided an ex-
plicit account of the idealized speaker-hearer's tacit knowledge of the
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syntactic structure of his or her native language, represented in terms
of the formal rule systems outlined in the previous chapter. But the
theory had very little to say at a specific level about how these rules
are actually learned during the period of acquisition.
As Chomsky (1965) cogently observed, children somehow manage to
develop a richly structured grammatical knowledge -- in a surprisingly
short time, and on the basis of a severely impoverished stimulus. No
normal child is ever presented with an orderly sample of all the relevant
grammatical evidence that would be required to rule out all the logically
possible but incorrect grammars that are consistent with most of the
sentences ocurring in the speech environment. The evidence which in-
forms the child of the specific properties of the langauge being learned
is never neatly arranged in lists of appropriately labelled grammatical
and ungrammatical sentences. Rather, the primary linguistic data are
arranged in accidental and haphazard ways, differing in countless idio-
syncratic resp~cts with the experience of each speaker. But adult members
of a given speech community display an impressive regularity of acquired
knowledge, and this can't plausibly be attributed to a general theory
of IIlearning" , gi'-;'en the fllndamental fact of the poverty and variability
of the stimulus.
These facts suggest that the human mind must have a largely
predetermined progr~ for the form of the grammar that is ultimately
developed. If such a "genetic programlf exists, then it ought to be
possible to discern its effects, in the form of specific formal proper-
ties of rules of various human grammars which should be essentially in-
variant from one language to the next. The discovery of the nature of
this program constitutes the first step towards developing an explanatory
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theory of acquisition, by identifying the aspects of grammatical knowledge
that arise from the nature of the language faculty itself and therefore
need not be derived from experience, thus isolat1ng the information that
the child is presumed to absorb on the basis of exposure to the stimulus.
Unfortunately, however, the theory of acquisition has had to wait
several years before such goals came close to being within reach. The
historical reason:~ for this are fairly clear. At an observational level,
it had become evident by ~be late Sixties that the formal rules required
to account for the syntactic compett:..._~ elf any normal speaker of English
were on a level of complexity that had been undreamed of in previ~us
theories of linguistic ability. In developing precise formal grammars
of English and other languages, generative syntacticians worked toward
the development of accurate and complete accounts of grammatical knowledge,
and undoubtedly came far closer to descriptive adequacy than structuralist
analyses ever had. Moreover, in comparing accounts of certain construc-
tions in English with analogous constructions in other languages,"
syntacticians uncovered suggestive cross-linguistic parallels in asso-
ciation of fo~ and function. But careful and precise formulations of
the rules that were required to account for the full range of known
facts associated with individual constructions invariably led to the
discovery of seemingly arbitrary stipulations and conditions, which often
appeared to be limited to specific constructions within one language --
usually English.
The very complexity and variety of the transformational grammars
of individual languages frustrated attempts to develop explanatory
theories of language acquisition. Although there were some promising
possibilities of formal linguistic universals, most of the complexities
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in specific grammatical rules appeared to be tremendou~ly idiosyncratic.
This was perhaps most obvious for the transformational rules, each of
which appeared to require an arbitrary collection of elementary operations
(deletions, permutations, adjunctions, and substitutions) and various
mysterious conditions preventing individual rules from applying in certain
environments. It was obvious, from the perspective of a reasonable theory
of acquisition, that these complexities could not be directly learned
on the basis of experience, since the learning task would have to depend
1
on explicit negative evidence of a very obscure kind. (See Baker, 1979,
for an insightful discussion of this problem.) On the other hand, very
few of the observed conditions could be deduced from known properties
of the langauge faculty, leading Chomsky (1965, p. 46) to remark that
"no present-day theory of language can hope to attain explanatory adequacy
beyond very restrictive domains o " With respect: to the transformational
component of the grammar, it was not until work witllin the Extended
Standard Theory had led to a drastic reduction in the expressive power
of individual rules that the goal of explanatory adequacy was close to
2being realized.
The status of categorial rules in the Aspects theory was slightly
less problematic. Primarily because of the theory's implicit evaluation
metric -- which almost always seemed to favor a tranformational account
of a given phenomenon -- the phrase structure rules of specific grammars
remained fairly simple g This tendency toward simplicity in the categorial
component was not due to an explicit theory of constraints on possible
phrase structure rules~ however. In this domain, the Standard Theory
offered very little, apart from the general conditions on context-free
rewrite rules -- that there be at most one (nonterminal) symbol
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on the left side of the arrow, and at least one term (terminal or non-
terminal) in the expansion of the rule. Although there were some pro-
posals fo~~ulated for a universal set of base rules, these did not find
their way into mainstream assumptions.
Consequently the burden of accounting for the acquisition of
categorial rules fell almost entirely upon induction from the primary
linguistic data. Given the existence of the transformational component,
the Deep Structure representations which would have to form the basis
for such inductive procedures were themselves concealed from direct
observation, thus requiring a very sophisticated evaluation metric
to mediate between the primary data and the postulated rule systems, as
observed in the previous chapter.
1.2. This situation changed significantly after the introduction of
X-bar theory by Chomsky (1970). Although the revisions in the theory
of the categorial component proposeci in "Remarks" were primarily moti-
vated to account for parallels between verbs and derived nominals in
non-transformational terms, the introduction of X-bar theory was also the
first significant contribution toward a substantive theory of predeter-
mined properties of categorial rule~.
Recall tha basic format of the X-bar schema proposed by Chomsky
(1970) :
(1) a. X~ {SPEC Xl - X
•••
As we have already seen, the use of the categorial variable X made it
possible for lexical entries and transformational rules to refer to
structural positions such as "subject" and "object", which held constant
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across distinct categorial phrases.
Beyond this, however, the rule format in (1) can also be taken a~
a kind of predetermined set of skeletal phrase structure rules for each
hierarchical level, provided by the language faculty as a basis for every
rule of the categorial component in a given language. This would imply
that much of a speaker's tacit knowledge of phrase structuLe is not
directly induced from the stimulus after all; instead, the acquisition
of individual idiosyncrasies of phrases could be viewed as a number of
elaborations of (Ia) or (lb) at specific points that are left open. A
slightly different interpretation of (1) is to view it as one particular
graphic instantiation, in the format of rewrite rules, of several more
abstract underlying principles. In other words, the status of X-bar
theory is not necessarily dependent upon the notation of the categorial
component, and could just as plausibly be conceived of as a set of well
formednees conditions on phrase structure configurations, rather than on
the rules which allegedly derive them.
Since Chomsky's introduction of X-bar theory in "Remarks", there
have appeared in the literature numerous proposals for revisions of the
specific formulation in (1).3 Instead of considering all of these in
deta!J., we can concentrate our attention on the basic principles of the
theory, which are either explicitly or implicitly captured by most of the
specific versions of X-bar schemata o
The first of these principles concerns the fact that each expansion
contains a head term; Xmust appear within the expansion of X, and X must
appear in the expansion of Xo If all categorial rules conform to this
pattern, then every phrase is endocentric; i.e., every phrase has a head.
Jackendoff (1977) and Koster (l978a) have observed that this rules out a
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priori a number of otherwise possible phrase structure rules, many of
which might be superficially very plausible on the basis of external
distribution. A prime example is the categorial rule (2), which was
frequently invoked, e.g. by Rosenbaum (1967), in order to account for
parallels in the external distribution of Sand NP:
(2) NP --J- S
On the other hand, if V '~ere the head of S, as assumed by Jackendoff
(1977), then INFL would be a specifier of V, and the subject NP would be
a specifier of Vor V, depending on the number of bar-levels assumed by
Significantly, however, it has been convincingly shown -- largely on
the basis of negative evidence of which the child is presumably unaware
that embedded clauses are not NPs. (I will consider this in some detail
in the next chapter.) To the extent that the language faculty resists
generalizing from the shared distributional properties to the formulation
in (2), the endocentric requirement derives empirical support.
Note that if this requirement applies to the internal structure
of S, then an interesting consequence resultso Suppose that the major
constituents of S are (1) the subject NP, (ii) the INFL constituent (this
corresponds, roughly, to AUX in the Standard Theory), and (iii) the VP.
It then fel.lows that either INFL or V is the head of S - assuming that
the subject is a specifier of some sort, as suggested by the parallelism
with the genitive subject of ~~. Now if INFL is the head of S, and if '
S adheres to the general format in (1), then VP is the complement of INFL
and the X-level projection of INFL corresponds to the traditional pre-
dicate phrase:
(3) £1 NP [r INFL - VP ] ] (I - Pred Phrase; I = S)
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the theory. Since there is evidence that the subject position is~
dominated by any projection of V, as noted in Chapter 1, I will assume
(3) to be the correct structure, although this still leaves open the
status of COMP, a matter to which ~re will return in Chapter 6.
A second claim implicit itt (1) is that specifiers are generated
at the Xlevel, while subcategorized complements appear at the X level.
Something like this appears to hold true in English, at least at the
level of D-structure, despite the fact that the primary data are conta-
minated by stylistic rearrangements, parentheticals, and the like. This
suggests that the hierarchical dj.:stinction between complement positions
and specifier positions is something that the language faculty is tacitly
prepared to encounter.
Nevertheless, it seems tl~t there is considerable cross-linguistic
variation on this point. Hale (1980) and Farmer (1980) argue that
Japanese has just a single level of X-bar structure, within which both
complements and specifiers may fall. Similarly, Van Riemskijk (1980)
points out that specifiers in German must be assumed to fall within
the i level in some cases, siDLce they must appear between the head and
its complements in some structures. (We return to this in Chapter 4.)
A third claim implicit in (1) is that the head term of the phrase
appears at the periphery of X.> Although it is important to view the schema
in (1) as being unordered in universal grammar -- as implied by the
fact that individual languagf~s differ in the left-right orientation of
major constituents in fairly regular ways -- it does seem that subcatego-
rized complements always appE~ar on just one side of the hE~ad, rather than
-being split over both sides, with the hea,d situated in thf~ middle of X.
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From the perspective of acquisition, this restriction is important in
that it provides a btraightforward means for (i) differentiating sub-
categorized complements in X from non-subcategorized specifiers, if the
latter appear on the opposite side of the head from its complement, and
(i1) detecting the application of ~ movement rule, if a subcategorized
complement appears on the "wrong" side of the. goveraing head at Surface
Structure.
The fifth claim implicit in (1) is that every lexical category
"projects" through the X··bar system into a set of categorial phrases.
That iS t if a preliminary' morphological analysis of the le~:icon provides
the language faculty with the knowledge that a certain number of lexical
Jackendoff observes that this kind of restriction rules out in principle
the possibility of a given projection Xn dominating itself at the level
of Deep Structure, so that adjunction structures can only result from
the application of a t~ansformational rule mapping from Deep Structure
to Surface Stnlcture. 5
•••
~-l~ ~ ...(4)
skeletal form of (4):
A fou.rth claim can be extracted from the schemata of (1) - with
some added interpretation. ~Tackendoff (1977) proposes to extend the X-
bar schemata in IIRemarks" so as to allow for a third bar-level, reserving
the upper two levels for specifiers o (The extra bar-level has some
plausibility, but it does not bear on the immediate discussion, and I
will postpone considering it until Chapter 4.) Now Jackendoff argues
that even in the three-level system, a basic property of the t:wo-level
system ~llould be 'preserved, namel~7 that every categorial rule have the
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categories are differentiated t then the languag~ acquisition device is
tacitly prepared for the existence of a set of phrasal projections at
each bar-level corresponding to each category. In fact, this can be
strengthened to a necessity, given an additional principle proposed by
Jackendoff (1977), to the effect that every non-head term in the ex-
pansion of a rule must itself be a maximal projection of some category.
n-lThis has the consequence that any non-maximal projection X may only
appear as the head term of the rule expanding Xn ; thus N can onJ y be
introduced as the head of N, and N can only be introduced as the head of
-Ns This restriction has desirable consequences with respect to strict
subcategorization: it implies that no verb can ever stipulate the hierar-
chica:L level of its complements; they must all be maximal projections ..
nMoreo·ver, no rule of phrase structure may stipulate that a phrase ex may
max
appear in a specifier position where a may not. This OQviously simpli-
fies the task of learning the specifier system and has a significant
consequence for the analysis of English prenominal adjectives~ as we shall
So it seems that the 'X-bar ~chemata proposed in "Remarks" lead to
a number of plausible and potentially very powerful restrictions on
possible phrase structure configurations at D-structure. These restric-
tions are summarized in (5):
(5) a. Every phrase is endocentric.
b. Specifiers appear at the Xlevel; subcategorized complements
appear within Xo
c. The head always appears adjacent to one boundary of X.
d. The head term is one bar-level lower than the iunnediately
dominating phrasal node.
e. Only maximal projections may appear as non-head terms within
a phrase.
71
(From (d) and (e) it follows that for ea~h lexical category that can
appear as a constituent of a phrase~ there must be a set of corresponding
phrase structure rules for each bar-level.)
Note that if the principles of X-bar theory outlined above are
indeed inherent to the language faculty, the task of acquisition is
limited to the development and elaboration of the categorial identity
and mutual ordering of the terms at each hierarchical level. It is
to this issue that we now turn oux attention.
2. Inadequacies of the Categorial Component
2 0 1. Although the restrictions in (5) represent a tremendous advance
over the theory of phrase structure in the Aspects model, there is still a
lot of detailed and idiosyncratic information encoded into the fomulae
of individual categorial rules. Under standard assumptions, the theory
of syntax has very little to offer to the theory of acquisition in the
way of a set of p~ecleterm1ned hypotheses about what kind of detailed
information to expect. To see this, consider the following categorial
rules for V and V, drawn from Jackendoff (1977).6
(6) V ~ (have-en) - (be-ing) Adv P * -
- (PP)* - (5)
.., ([+Trans]) - V
_ ( [+if] }) - -(7) . {SV --+ V - (NP) - (Prt) - ( tAdv P (PP) - ( pp} )QP
Both of these rules contain five lIon-head terms. each tet1ll being a maximal
projection, in conformance with (Se). The categorial indentity and the
mutual ordering of these terms cannot be anticipated by the language
faculty on the basis of any explicit set cf principles of the theory
of phrase structure e It is not obviously implausible that language acqui-
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sition involves the task of constructing complex formulae such as (5)
and (6) on the basis of induction from the primary linguistic data, but
the process of induction would not be trivial, given the degenerate data
base, as noted above; cf. Baker (1979).
The problem is magnified by the fact that the theory of generative
grammar has traditionally assumed that the evaluation metric discourages
the creation of numerous setR of similar categorial rules. Supposedly,
markedness theory requires that rules be collapsed wherever possible,
by means of abbreviatory conventions such as parentheses, asterisks,
distinctive features, etc. Jackendoff (1977) argues that this kind
of approach shoulu be radically extended, given the existence of X-bar
theory, so ~s to capture all significant generalizations of phrase
structure holjing for natural classes of syntactic categories by col-
lapsing the categorial rules for the natural classe~ in question e In
taking this line of research to its logical concll1sion, Jackendoff relies
upon many of the most powerful devices of classical generative phonology~
as developed by.Chomsky and Halle (1968). Specifically, in formulating
. -:: -
the language-specific rules for English X, X and X structure, Jackendoff
resorts to using braces, parentheses, aste~isks, angled brackets, and
other contextual conditions, thereby accounting for all the observed cross-
categorial generalizations.
Consider what this means from the perspective of acquisition. This
theory implicitly· claims that from the perspective of acquisition, there
is no distinction between an accidental cross-categorial generalization
and one that springs from some deep principle of grammar. Rather,
the same markedness theory that requires simplification in (6) and (7)
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demands that every generalization that can be captured by the categorial
rules~ be so captured. Given the accidental arrangement of the primary
linguistic data, this implies that virtually every categorial rule in the
core of the grammar must be in constant revision throughout the period
of acquisition, as the l;anguage faculty subconsciously reorders and col-
lapses terms, consistent with each new generalization as it appears in
the data. But if marked.ness theory operates in this way, then the acci-
dental arrangement of trLe data ought to result in highly idiosyncratic
patterns of linguistic development, each pattern dictated by the order
in which the evidence is p~esented to a given speaker, with countless
aborted attempts at rule collapsing at almost every stage. This kind of
scenario is consistent wIth a view, once widely held, that the acquisition
process essentially consists of subconscious theory construction, with new
hypotheses cDntinually being developed as previous hypotheses fail to
accord with the observed facts. But if the use of overt negative evidence
plays no significant role in first language acquisition, as the develop-
mental data sugges~then this conception of the child-as-unconscious-
scientist lacks plausibilitYr given the speed and uniformity of acquisition
in the environment of a heterogeneous speech community.7
A more plausible account of the acquisition process involves a
theory of a core grammatical structure, most of which holds constant ac~oss
all languages, except for parameters with easily-identified empirical
effects. According to this view, the ways in which individual grammars
may differ are defined by the specific options that are left open at
various points in the deductive structure of the grammar. The language-
specific values for each of these parameters are presumably fixed, direct-
ly or indirectly, on the basis of straightforward overt evidence from the
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linguistic environment. In contrast to the traditional hypothesis-testing
model of acquisition, this parameter-setting theory allows us to view
the development of grammar as ~eing essentially deterministic. In other
words, if the chil.d' a language faculty has predetermined expectations
about the types of language-specific variation that are possible -- and
the type of evidence that is relevant for consideration in each case'--
then ye might hypothesize that only in rare cases involving highly marked
constructions will the child ever be "deceived" by the accidental arrange-
ment of data into making a wrong guess about the grammatical structure
8that is instantiated in the data under consideration.
The principles of X-bar theory fit in rather neatly with this ge-
neral conception of acquisition because they identify specific points of
predetermined structure where it is plausible to suppose that parametric
variation is involved. An obvious example is the option of placing the head
term in X either to the left or to the right of its subcategorized comp-
lements. In these terms the theory of grammar can derive the distinction
between SOV languages and SVO languages in terms of the two values allowed
for the head position within X. Wilereas a verb-final language such as
Japanese defines the structure of VP by instantiating the unordered X
schema as (8a), an SVO language like English instantiates the same
schema as (8b):
(8) a. V ~ ••• V
b. V ~ V •••
X-bar theory claims that the language faculty is prepared for either (8a)
or (8b), and does not have to consider other logical possibilities con-
sistent with a fixed class of data in order to learn the correct structur~
for VP o This well-defined option for parametric variation follows naturally
It
75
from the structure of X-bar theory, and ought to serve as a paradigm
of the kind of contribution that the competence model can provide for
the theory of acquisition. Other aspects of grammar which are subject to
cross-linguistic variation should ultimately be accounted for in an analo-
gous fashion: by means of specific options left open in the structure of
the grammar, to be fixed on the basis of exposure to specific classes of
evidence.
Unfortunately, the theory of phrase structure makes no real pre-
dictions beyond the realm of X-bar theory. In particular, the categorial
identity and mutual ordering of complements and specifiers within each
level is left completely open to random cross-linguistic variation.
Virtually any string of phrases can appear in the expansion of any given
rule, so there is simply not enough predetermined organization of terms
for specific aspects of the rule expansions to be identified as isolated
points in the structure that serve a& the variables left open for para-
metric variation. In other words, a parameter-setting model of acquisition
ptesupposes the existence of a highly articulated theory of invariant
structure, and there is no theory of phrase structure that accounts for
the distribution of non-head terms in this way.
2.2 Another problem is raised by the existence of non-configurational
languages. (Traditionally, these are referred to as tlfree-word-order"
languages, although "free-constituent-order" would perhaps be a more
appropriate t~rm.) In languages such as French, English and Dutch, the
order of phrases is more or less fixed in most places, as the formalism
exemplified in (6)-(7) claims. The situation in non-configurational
languages such as Warlpiri and Japanese is rather different. Although
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9these languages usually have a fixed position for the head constituent,
the order of all the non-head terms withi~ each phrase is almost entirely
free, as shown by the following example from Ok1nawan (a language re-
lated to Japanese):
I (9) a. [unu] [m1:Kinu] [aka-hiyo~inu KiKo:ru]
the three red-cover wearing
'The three books that have red covex-s'
b. [unu] [aka-hiJo~inu ~iXo:ru] [mi:~inu]
c. [m1:Kinu] raka-hiyo~inu XiXo:ru] [nnu]
d. [aka-hiyo~inu -giXo:ru] [unu] [mi:.~inu]
han
book
hon
hon
hon
(10) a. rXiru:ya] [kiyo:kai ute:] [bo:~e:] kanJabiran
ciru church in hat doesn't wear
'Ciru doesn't wear a hat in church'
b. [Xiru:ya] [bo:le:] [kiyo:kai ute:] kanJabiran
c. [bo:~e:] [Xiru:ya] [kiyo:kai ute:] kanJabiran
d. [kiyo:kai ute:] [bo:Xe:] [Xiru:ya] kanJabiran
Actually, the phenomenon of free constituent order is not entirely limited
to the non-configurational languages; even in English, the placement of
adverbs and PP complements is quite free, within certain limits.
Such phenomena are disturbing for the following reason. Although
the theory of the categorial component does not provide a predetermined
schema for the linear arrangement of non-head terms within a given level
of X-bar structure, it does require that the grammar of every language
develop a set of context-free rewrite rules to generate specific sequences
of these terms at D-structure, despite the fact that there may be no
direct evidence for any particular constituent order in the primary data.
2.3 It is of course concevable that the la~guage faculty has access
to principles of markedness which provide the acquisition device with
a set of unmarked ordered expansions for each hierarchical level. This
would trivialize the problem of inducing a canonical order of constituents
(6)
(7)
•
•
•
•
•
•
•
•
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even without overt evidence, since the unmarked ordering could be assumed
without cost. In a non-configurational language, overt evidence in the
primary data YlOuld motivate some sort of scrambling rule - appropriately
constrained -- to derive the free constituent order obse~led at Surface
10Structure.
Although this might defuse some of the objections concerning ac-
quisition, it is dubious that the formalism of context-free rewr1te~ rules
provides the optimal means of discovering or formulating explanations of
unmarked constituent order. To see this, consider again the categorial
rules (6) and (7):
V--+ (have-en) - (be-ing) - ([Adv P ])* - V - (PP)* - (S)+Trans
.J[+N] } -V --+ V - (NP) - (Prt) - ( Adv p. ) _ (PP) _ ( · {S} )l QP PP
Suppose -- for the sake of discussion - that by some fortuitous coincidence,
the placement of the terms in the expansions of (6) and (7) adhere exactly
to the unmarked orders provided at no cost by the hypothetical markedness
theory of the base. Then there could be no objections raised concerning
acquisition. Nevertheless, these rules offer nothing whatsoever in the
way of explanation.
Leaving aside the head terms, which are forced by X-bar principles,
virtually every other aspect of the formulation of (6) and (7) amounts to
a stipulation. Consider, for instance, the fact that in (6), (PP)*
as the third term rather than, say, as the second, sixth, or seventh term.
Why should the extra PP in V appear in a disjunction with S, rather than•
precedes (5) instead of following it~ Or the fact that ..Ad'7 P ]L+Trans occurs
•
being included in (PP)"A', as in (6)? And why should (Prt) appear as the
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second term rather than as the last? None of these arbitrary stipula.tions
is a necessary fact; it might just as well have been the other way around"
Even if these rules could be collapsed formally with those for other cate-
gories as Jackendoff suggests, they would still constitute a set of ad hoc
11
arbitrary facts, albeit generalized across categories. It is conceivable
that the language faculty has evolved in accidental and arbitrary ways that
defy explanation, but it is a simple tenet of acientific curiosity to search
for reasons behind the facts, even if such a pro~ram ultimately proves to
be unproductive.
3. Some Possible Revisions
3.1 There are various ways that one could respond to these objecti·o1.1S,
while still maintaining the assumption that ordered configurations of terms
are defined by the base rules.
12One possible response is that·~uggested by Hale (1979). He pro-
poses that configurational languages with fixed constituent order (English,
Dutch, French, etc~) differ in a fundamental w~y from non-configurational
languages such as Japanese and Warlpiri. The configurational languages
are assumed to have a categorial component, thus deriving their hierarchi-
cal structure from the constraints imposed on base rules by the principles
of the X-bar system. A fixed order of non-head terms within each level
1s required by the categoria1 rule formalism; the particular order is
assumed to be set arbitrarily for each language. In contrast, the non-
configurational languages have no categorial component according to this
theory, so the order of non-head terms is entirely free.
Hale observes, however, that some aspects of constituent order,
such as the position of the head, are fixed even in non-configurational
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languages, but he suggests that these can be accounted for without
assuming the existence of a categorial component. Instead, he invokes an
interpretive parsing component, which builds a structural organization of
a sentence as a step in the derivation of Logical Form. The parsing
rules require certain constituents to appear before others in order to
derive well-formed LF representations, so the parser serves as a kind of
13filter, making the categorial component unnecessary. Hale suggests that
the cost incurred by the development of the parsing rules would be roughly
equivalent, in terms of markedness theory, to the cost incurred by the
development of categorial rules in the base component of a configurational
language.
But if such a choice between components were a genuine option
countenanced by the language faculty, it would raise significant problems
for acquisition. Assum~g tha~ the acquisition device is programmed to
develop skeletal categorial rules consistent with the principles of X-bar
theory, one wonders at what point the language faculty gives up on its
attempt to develop categorial rules when confronted with primary data
from a non-configurational language. Suppose that the configurational
option represents the unmarked case. In being exposed to Japanese or
Warlpiri, the acquisition device would be led down the garden path by
regularities of order which suggest the existence of a categorial compo-
nent. Even if the non-configurational option represented the unmarked
case, the dilemma would reappear in reverse: in being exposed to data
from a configurational language, the acquisition. device would fIrst
attribute the existence of regularities in constituent order to the in-
fluence of parsing rules. Moreover, it is unclear what the status of the
two components would be in a language such as German, which falls some-
•I
I
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where in betlleen English and Japanese with respect to freedom of constituent
order.
It seems, then, that any approach that forces the language faculty
to choose between a generative base component and an interpretive parsing
counterpart -- conceived of as distinct modules of grammar -- simply exag-
gerates the problems associated with the poverty of the stimulus.
3.2 There are other possible responses to non-configurational phenomena·
which avoid this problem while still maintaining a set of generative cate-
gorial rules. Specifically, it would be possible to revise the theory of
the base so that the rule expansions define unordered sets of terms at
each level. Then the external distribution of categories would be deter-
mined by the categorial component in substantially the same WdY in all
languages, and some other formal rule system would be required to account
for the fixed ordering of these terms observed in configurational languages.
It is never obvious, a priori, which rule system is responsible for a
given pehnomenon, especially in a theory of grammar that assumes the exis-
tense of interacting but distinct components. Syntactic constituent struc-
tures interact with virtually every other component in one way or another,
and many of the facts of fixed constituent order in languages such as
English could ultimately prove to be the result of principles governing
other rule systems, just as the regularities of hierarchical structure
proved to follow from X-bar principles.
But if the categorial rule expgnsions generate unordered sets of
terms, then they are deprived of virtually all empirical content, since
they are otherwise largely redundant in the overall structure of the
grammar. Specifically, Chomsky (1981) observes that the phrase structure
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rules recapitulate most of the information that is encoded independently
in the strict subcategorization features of individual lexical entries.
Leaving questions of order aside, this redundancy in the categorial system
itself poses a serious conceptual problem.
Recall that the strict subcategorization features of a verb can
be thought of as a set of addenda to specific positions in the verb's
thematic grid the verb's internal code for the complements with which
it must co-occur in syntactic representations. The number of positions
in the 9-grid determines the number of phrases that may appear as comple-
menta in V, while the subcategorization features determine the categorial
status of the complements. The subcategorization frames of all the verbs
in the lexicon collectively determines all of the combinations of comple-
menta that can appear in V.
But all of this information is repeated in the categorial rule (6),
14
which thus has the status of a redundancy rule of the lexicon. Unlike
other redundancy rules, however, the inclusion of base rules such as (6)
does not lead to any simplification of the grammar~ since all the subcate-
gorization features must still ~e stipulated in the e-grids of each lexical
entry. Moreover, the categorial rule for V is not unique in this respect;
precisely the same situation obtains with respect to every other category
at the i level.
There is only one respect in which the categorial rules have the
potential to ~implify lexical entries, and this is with respect to the
linear order in which the subcategorized complements appear. In the
Aspects theorYJ the order of complements w~s explicitly specified in each
subcategorization frame. This was not a necessary assumption, however,
since there are no minimal pairs of verbs which differ solely in terms of
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the order in which their complements must appear; thus it is never necessary
to distinguish the subcategorization frames in (11) from tl\ose in (12):
(11)
(12)
a. [ - NP - pp ]
b. [ -pp - S ]
a. [ - pp - NP ]
[ - ]b. -5 - pp
If the categorial rules were to define a fixed order for cOllstituents of
a given type, then the lexicon could contain unordered subcutegorization
15frames (or unordered &-grids, in our terms, ).
The categorial component thus finds itself in a parat:ioxical position
with respect to subcategorized complements. There is only OIle respect in
which the categorial rules for the Xlevel serve any useful function,
namely the specification of the order of constituents. Even at the i level,
a theory of order-free categorial rules would be redundant, as we shall
see in Chapter 4. This suggests that there is no empirical motivation
for a theory of cate~Jrial rules unless they explicitly define fixed ordering
of the non-head terms. But it is precisely this property of th,e categorial
rule system which is entirely unmotivated in many languages, posing serious
problems for acquisition, and which is completely arbitrary and devoid of
explanatory force.
3.3 We have seen that the categorial component suffers from a number
of empirical and conceptual problems. Attempts to solve these by revising
the theory of the base seem to raise as many new problems as they solve.
~ll of t.he difficulties that I have discussed arise from the fact that the
formalism of context-free rewrite rules forces several distinct aSpE~cts of
phrase structure to be stipulated within a single formula. The categorial
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rules describe the environolents in which phrases are found, the number of
constituents tp~t they may contain, the categorial status of each constitu-
ent, and even the linear oI'der in which the ,rarious categories must appear.
Some of these functions arE~ redundant with respect to other component qf
the gra1DII12,r, while others E~rr in the opposite direction, defining fixed
structures for which there is little or no empirical evidence. Moreover,
the rule format has so muctL descriptive power that it has little explana-
tory appeal: categorial rules make use of linear order, categorial features,
braces, parentheses, asterisks, bar-levels, and -- in some theories
angled brackets and contextual conditions.
This situation is reminiscent of the theory of the transformational
component pri.or to Chomsky's (1975) proposal to reduce the descriptive
power of individual transformational rules by eliminating the use of con-
textual conditions. The immediate consequence of adopting this proposal
was a temporary loss in the descriptive coverage of the grammar, but it
forced the initiation of a search for explanations of the clusterings of
~roperties that had been all too easy to program into rule statements in
16the Standard Theory.
Clearly, an. analogclus radical reduction in the descriptive powell
traditionally attributed tC) individual categorial rules would force syn-
tacticians to search for e,~lanations of constituent order phenomena which
are always easy to stipulate as properties of categorial rules. As a move
in this direction, Hale (1980) proposes that the rule system associating
categorial features with lexplicitly ordered positions can be formally dis-
sociated from the system that defines hierarchical structure:
X-bar theory can be seen as presenting two dimensions along which
phrase structure rules, and languages, can vary in type -- i.e.,
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category ••• and hierarchy ••• Along the first dimension, one typo-
logical extreme would be a language in which all rules of phrase
structure consistently generalize over all parts of speech ••• The
opposite extreme would be a language in which phrase structure rules
are category specific.
This approach is pursued in some detail in Farmer's (1980) study of Japanese
syntax. Farmer al:gues that there is a single categorial rule formula for
Japanese phrase structure, defining simply a head poeition at the end of
X, with any number of preceding phrases, of an unspecified categorial type.
Farmer suggests that lexical insertion is essentially context-free, in
that there are no categorial features associated with any particular phrasal
nodes by the base rules. Rather, phrases only acquire categorial features
after lexical insertion, by means of feature percolation from the head
positicn o Thus Xcan be interpreted as Nonly by virtue of N appearing in
the head position of the phrase.
This approach achieves the desired result for Japanese, leaving
the phrase structure rule system essentially catego~y-neutral, a property
Wl1ich is reflected directly at Surface Structure. Nevertheless the status
of the categorial rule system in configurational languages such as English
is left unchanged under this account. Althougll the hierarchical structure
of both languages would be derived from the same set of abstract principles
of the X-bar system, the problems of explanatory adequacy in the English
rule system remains. Moreover, ft is not clear what "kind of positive
evidence would lead the English child immediately to the construction of
complex categorial formulae, if the Japanese option of a category-neutral
base exists.
A natural response to these objections is to extend the category-
neutral base hypothesis to cover English as well. In other words, extrapo-
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lating from the non-eonfiguraticnal languages, we can suppose that the
phrase structure rul~s of all languages are unable to refer to categorial
features. This would make it impossible for the rule system of the base
to stipulate differences among the various categories with respect to
external distribution of internal structure. Effectively, this would
el~ninate the categorial component in the traditional sense, leaving only
a fo'rmal medium for the expression of cros8-·categorial properties of
hierarchical structure, such as the X-bar principles of (5) and other
generalizations referring to the same set of primitive terms.
Obviously, any theoretical revision as sweeping as this is bound
to have significant consequences in many otherwise unrelated domains.
Without a categorial component, every aspect of fixed cf'nstituent order
within a given bar level would have to be accounced for in other terms.
Structural positions which appear to occur in the phrasal projections of
some categories but not of others would have to be explained. The ex-
ternal distribution of constituents of distinct categories would have to
be related to other rule systems. At first blush, the whole enterprise
might seem to be a pointless notational shift from one component of the
grammar to anoth~r. Clearly, it is always reasonable to resist notational
revisions \lnless there is significant benefit to be derived from accepting
them. In th~ case of the categorial component~ howeveY', these objections
can be ans~ered on two grounds.
First, most of the problems tb~t arise in eliminating the categorial
component relate to the deacriptive coverage of the grammar. If most of
the phenomena traditionally represented in rule formulae such as (6) and
(7) can be ca.ptured in other ways, then nothing is lost in terms of d~s­
criptive adequacyo The real problem with the categorial component is that
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descriptive adequacy comes too easily, with a concomitant lack of explanation.
Once one makes the conceptual shift of delnanding explanation rather than
mere notational representation, thf! inevitable temporary loss of d~scriptive
coverage in certain domains is not serious, if it is offset by correspon-
ding gains in terms of explanatory accounts of other phenomena. I believe
that such gains are forthcoming, a:3 I hope to show in the following chapters.
A second reason for accepting t-he proposed revision 13 empirical.
It turns out that the elimination of the categor1al component forces very
specific analyses of a number of constructions, which often differ radically
from previous accounts tt~t depended in whole or in part upon the possibility
~f referring to stipulations in categorial rules. In many cases, the re-
visions that are forced by the theoretical shift are far from obvious in
the context of traditional assumptions. Stj..·ikingJ:y, however, it seems
that where empirical differences emerge, the ne\'1 analyses make~he correct
predictions, often with respect to phenomena that were either uunoticed or
unaccounted for previously. Although such empirical differences are
really arguments. against specific analyses rather than against the cate-
gorial component itself, I think that a good case can be made for guilt
by· association. In other words, if the rules of the categorial cOlnponent
serve as a mask for essential problems in those domains where they are
not redundm~t, then it is reasonable to conclude that the generalizations
which they express are largely epiphenomena rather than the actual rules
which underlie the facts.
4. 'A Category-Neutral Base
4.1 The preceding discussion has been prevailingly negative, pointing
out problems of an empirical and conceptual nature with the assumption
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that representations of phrase structure are derived by categorial rules
of tr2ditional type. I would now like to turn to the more constructive
task of sketching out briefly what the theory of the base might look like
in the absence of such rules.
As we have seen, a category-neutral base will only allow for the
expression of structural principles referring to the same pr~1tive terms
as those which the X-bar principles in (5) make reference to:
(5) a. Every phrase is endocentric.
b. Specifiers appear at the Xlevel; subcategorized complements
appear within X.
c. The head always appears adjacent to one of the boundaries of X.
d. The head term is one bar-level lower than the immediately domi-
nating phrasal node.
e. Only maximal projecti~ns may appear as non-head terms within a
phrase.
The basic primitives of the "theory are: (i) terms referring to hierarchical
levels based on projections of categorial variables (X, X, X, etc.),
(ii) sequential notions such as "left", "right", "adjacent", and "boundary",
and (iii) terms referring to structural relations, such as "domination",
"immediate domination", "head", "non-head", and "phrase". Other terms such
as "endocentric", umaxi.Inc'll projection", "sister", lie-command", and "govern-
ment" can be derived from these.
Actually, (5b) also makes crucial reference to notions other than
those which are based on the primitive terms of phrase structure. Specifically,
it refers to the notions "specifier" and "c;ubcategorized complement", which
are defined in terms of the theories of Logical Form and the Lexicon. In
this respect, (5b) is not part of the same natural class of principles as
(5a,c,d,e) and should probably be thought of as a rule mapping between
components of grammar, rather than as a basic X-bar principle on par wd.th
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the others. It is perhaps not coincidental that (5b) is the only one of
these principles that appears to be subject to parametric variation. Re-
call that languages such as Japanese and German allow specifiers to appear
within the Xlevel, situated between the head and its complements, as
observed in section 1.2. Viewed in these terms, we can think of (5b)
as one of the options for mapping from S-structure to LF that the language
faculty is tacitly prepared to encounter. rather than as an inviolable
principle of grammar.
As the preceding discussion suggests, the determination of the
principles of the theory of phrase structure is an empirical issue. Never-
theless, by restricting the vocabulary of the theory to primitive terms
relating exclusively to structural notions, we introduce a natural dis-
tinction between principles of the theory of phrase structure on the one
hand, and rules mapping between component on the other. In t.hese terms,
we might hypothesize that each component of grammar has a core set of
principles which are defined exclusively in terms of the primitives of
that component. It may be that such principles are invariant across lan-
guages, while only the "hybrid" rules referring to notions from more than
one component are subject to parametric variation. Conceptually, this is
a plausible basis for distinguishing invariant principles from variable
rule systems. since it is a direct reflection of the modular Rtructure
of the grammar. The clear implication is that the grammatical components
of the language fa .. \lty have developed independently of each other, leaving
the possibilities of mapping between the components somewhat indeterminate,
apart from the limLts imposed by the internal properties of each system. 17
In addition to the parametric variation with respect the degree
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of articulation of hierarchical levels, we have also observed that languages
differ in terms of whether the lexical head of the phrase appears at the
left or the right boundary of X, as is reflected in the distinction between
SVO and SOV languages. One consequence of adopting the hypothesis of a
category-neutral theory of the base is that it should be impossible to
set this option differently for each category. Thus a language with
a V-final head position for the verb should also have an X-final head
position in PP, AP, and NP. In fact, the range of typological variation
with respect tD con&tituent structure reveals that this prediction is
usually born out, as indicated by Greenberg's (1963) observations about
constituent order.
Some of Greenberg's observational universals are not absolute, and
refer to correlations which hold with "overwhelmingly greater than chance
frequency". Jackendoff (1977) attributes Greenberg's uni~ersals to the
influence of the markedness theory of the base, whjch favors collapsing
categorial rules wherever possible; this would account for the general
correlations, while still leaving open the possibility of cLtegory-spe-
cffie ~~lGg iu ~ume cases. Clearly, this option in unavailable to us
if the theory of phrase structure does not allow for specific rules de-
fining the structural properties of each category, and other explanations
must be found.
To illustrate, let us consider a specific example. Koster (1975)
argues that Dutch has an SOV strucrure, so the position for the verbal head
must be at the right boundary of V. On the other hand, Dutch has pre-
positions, and the derived nominal may precede its complements. Prima
facie, this appears to call for specific X-bar rules for each category.
But on closer examination, it seems that Dutch may actually be utilizing
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a previously unobserved third option for the instantiation of the universal
schema for X in (lb). Specifically, whereas English places the head at the
-left boundary of X and Japanese places it at the right, Dutch allows for
both head positions to be realized. Although this is a unitary phenomenon
from the perspective of the Dutch X-bar system, it is utilized in slightly
difftrent ways for each category. In the verbal system, the double-headed
X structure is realized in terms of the familiar contrast between subordi-
nate and main clauses; this relates to the so-called V-fronting rule.
More precisely, we can interpret V-fronting as a shift from the V-final
head position to the V-initial head position; this rule will be considered
in greater detail in Chapter 3. In the adjectival and prepositional systems,
the double-headed structure has a different effect. Van Riemsdijk (1980b)
observes that certain adjectives precede their complements, while others
follow them. Apparently there is some lexical property which determines
which of the two head positions the adjecti~e will appear in. A similar
s1tu~tion obtains in P, as shown by the fact that Dutch has both preposi-
tiona and postpositions; individual prepositions differ in complex ways
according to which positions they may occupy. The patterns of lexical
variation may be partly controlled by principles of Case theory, as I
shall suggest in Chpater 7., Of the four categories, it seems that nouns
alone are restricted to the X-initial head position, for reasons that
18
remain obscure.
Note that if the parameter determining the placement of the head
position in i ta,kes the form of language-particular instantiations of the
unordered X-bar principle (Sc), then this would be an example of para-
metric variation within a single component, since the parameter is stated
exclusively in the primitive terms of the theory of phrase structure. This
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interpretation 1s inconsistent with our hypothesis that parametric vari-
ation is limited to rules mapping betwee!l components.
There are a number of waYfl that we can respond to this. First of
all, we could weaken our claim about parametric variation in the following
way_ Instead of holding that all of the internal structure of the rule
system of a given component is entirely predetermined, we could make the
converse claim, ioe~, that all the rules mapping between components are
open to cross-linguistic variation. This would preserve the essential
insight of the previous claim, i.e., that the modular structure of the
grammar is reflected in terms of the degree of predetermined structure.
Another possible response would be to eliminate the terms "left"
and "right" from the primitives of the theory of phrase structure,
attributing them instead to the component which maps hierarchical1y-defined
S-structure representations into the linear configurations of Surface
Structure. l9 We might then suppose that the "double-headed" Xstructure
of Dutch is actually implicit in every language, by virtue of taking (Sc)
as the exhaustive definition of "head position". Then the actual plaCEment
of the lexical head at one boundary as opposed to the other might be de-
termined by language-particular rules mapping between X-bar representations
at S-structure and linear-oriented Surface Structures. If all aspects of
left/right ordering were captured in this way, there might also be interesting
consequences for the analysis of conjunction structures. 20
Still another possibility would be to exploit the fact that the
left/right orientation of the Xlevel is a function of the placement of the
lexical head. Then it would not be necessary to assume that the phrase
structure component is responsible for determining uhich boundary the
lexical head must be adjacent to in a given language, since the parametric
92
variation could be attributed to the rules of lexical insertion. Since
these rules involve lexical entries as well as ~hrase structure confi-
gurations, we could view them as mapping between the Lexicon and the phrase
structure (X-bar) component,
It is unclear which of these alternatives is preferable. It is
even conceivable that the placement of the head is linked to the rules
which project the complement structure of the verb into syntactic represen-
tations, as sugges'ed by th~ apparent correlation between the placement of
the lexical head and the degree of articulation of hierarchical structure.
Th~~s English and French both have X-initial heads, and maintain a structural
distinction between the Xand X levels, whereas Sanskrit and Japanese have
X-final heads, and appear not to distinguish the X and Xlevels~ At pre-
sent, there is no obvious theoretical connection between these two distinct
options, but if the correlation is significant, then it is possible that
both properties follow in some way from the relationship between Strict
Subcategorization and phrase structure configurations.
In addition to the two levels of hierarchical phrase structure
defined by the X and X shemata in (1), it may be that further distinctions
of hierarchical structure are justified. Jackendoff (1977) argues for a
distinction between two levels of specifiers, as noted above. Similarly,
the subject position may be defined in terms of a structural position at
a distinct bar-level from that of other specifi.ers. I will consider some
of these issues in Chapter 4.
4.3 Let us ~ow turn Qur attention to the classes of positions in which
referring expressions (NP, PP, S, etc.) may occur. We can call these posi-
tionsR~positions. Recall that arguments may appear either as subcatego-
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rized complements in Xor else as subjects, outside of the complement
structure. Following the terminology of Chomsky (1981), we will refer to
these positions collectively as A-positions, since these are positions which
can be related to the argument structure of a predicate o
In certain constructions, referring expressions appear at S-struc-
ture in structural positions that are normally not subject to 9-role
assignment. Two examples of such constructions are those of WH-movement
and Topicalization:
(13) a. I wonder [s which book [5 John read -- ] ]
b. This is the table [5 on which [8 Jim put his drink -- ] ]
(14) a. [ This book, [s I think that John read -- ] ]
b. [ On this table, [s Jim put his drink ]]
The""COMP position in (13) and the Topic position in (14) have special
properties that distinguish them from other R-positions (i.e., from the
A-positions in Xand X). Normally, an argument may only appear in Topic
or COMP position when there is a corresponding "gap" in an argument position
w-ithin So The preposed referring expressions in (13)-(14) are linked to
the obligatory gaps by virtue of the syntactic rule Move ~ , which relates
S-structure representations to D-structure representations. The Topic or
WH-phrase appears at D-structure in tIle same A-position that is occupied
by the gap at S-structure. The gap is therefore the trace left by Move a.
We can also understand the function of the obligatory gap in the
following way. The Topic and COMP positions can never satisfy' the thematic
requirements of any predicate; they are never 9-positions, in the relevant
sense. Rathert it is the trace position in S which satisfies the require-
menta of the verb. Since the Topic and COMP positions are never directly
linked to the argument structure of a predicate, we can refer to them as
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.. 21non-A-po$~t~ons.
In general, it seems that constructions involving non-A-positions
instantiate a relation that is quite analogous to that holding between a
quantifier and the variable that it binds. MOre precisely. we can think
of the Topic or COMP positions as corresponding in some sense to an operator
position, while the trace functions as a variable; cf. May (1977) and
Chomsky (1980) for suggestions along these lines. In this sense, we can
think of the variable itself as being an argument, while the referring
expression in the I",on-A-position plays the role of a kind of quantifier.
We will return to this notion in greater detail in Chapter 3.
In addition to the S-structure non-A-positions in (13) and (14),
there are certain non-A-positions that are created by virtue of adjunction
rules applying in Logical Form. May (1977) proposes that Quantifier Phrases
(QPs) may be adjoined to S in LF configurations, so that the quantifieL
phrase can bind its trace in the argument position as a variable. Such
structures are directly analogous in this respect to the WH-movement
constructions that are derived syntactically by Move a. The Quantifier
Extraction construction is exemplified in (ISb), which is a simplified
version of the LF representation for (lSa) on the interpretation of the
sentence where the object QP every man takes broad scope over the entire
sentence.
(15) a. [s Two dogs [vp chased every man] ]
b. [s [ every man]i [8 two dogs ~VP chased t i ] ]
At Logical Form, the QP appears in a position that does not exist in the
S-structure or D-structure representations. Since this functions as an
"operator" position rathe'~ than a position which fulfills the requirements
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of the argument structur~ of some predicate this too is a non-A-position
by our critaria.
We are no~ in a po~ition to formalize the distinction between A-
positions and non-,-\'-positions in structural terms. The argument positions
that \.Ie have considered all fall within all X-bar projection, either at the
- =X or the X level. (Recall that if S is a projection of INFL, then the
- ~subject position is ~thin the X p~ojection, wbere S = I.) The non-A-
positions that we have observed (i.e., COMP and the S-adjoined position)
both fall outside of S. We could generalize from these two positions to
~ugges: that a non-A-position is a sister of 5, as in (16):
(16) a. [s [a ]
b. [s [a ]
s ]
5 ]
(8 structure)
(S-adjunction structure)
It seems, huwever, that we can wake a more general claim, consis~
tent with a category-neutral conception of phrase structure. Robert May
has observed (personal communication) that there is evidence that QPs may
have scope domains that correspond to each major category, suggesting that
QP may adjoin to the maximal projection of any category. Thus in the
reading for (15) where the object QP takes narrow scope, we can assume that
the object QP appears at LF in a non-A-position adjoined to VP. In a
similar vein, I shall suggest in Chpater 3 that in "Heavy ~t1? Shift" constructions
the shifted l'IP appeal:S at S-structure in a non-A-positiuu adjoined to V.
Suppose that these proposals are correct. Then if S is equivalent
to I, as in (3) above, we can formulate a generalized definition of non-A-
position in category-neutral terms:
(17) ~on-A-?osition (Definition)
In the configuration [y a S], a is a non-A-position with respect
••
•
•
•
•
•
•
•
•
•
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to at if
(i) Y is a projection of a, and
(ii) a = X~ and
(Iii) a and a are both ;mmediate constituents of Y
Conditi~n (i) prevents an A-position in Xfrom counting as a non-A-position
with respect to some other complement. Condition (11) prevents specifiers
of X(including subjects) from counting as non-A-positions with respect to
the constituents of X. Condition (iii) prevents subconstituents of ~ from
also counting as non-A-positions with respect to B. Since (17) refers
exclusively to the category-neutral primitive terms of X-bar theory, we
can consider it to be an invariant definit~on in the theory of phrase struc-
ture.
Recall that a constituent dominated by i is a speci£ie~. By virtue
of the definition in (17), a constituent that is a sister of X is a non-A-
position. These definitions overlap in the case of structures involving
adjunction to X, since the adjoined constituent is both dominated by Xand
a sister of i. In other words, the position adjoined to X is both a speci-
fier and a non-A-position; this has an interesting consequence, as we shall
22
see in Chapter 6.
It may be that some minor adjustments are called for in (17). In
particular, (17ii) does not permit ~ constituent to be interpreted as a
non-A-position unless it is a sister of X. This would have a rather (~urious
consequence in languages such as Sanskrit and Japanese, if they do not
reflect a structural distinction between the X and X levels at S-structure.
as suggested by Hale (1980) and Farmer (1980). Specifically, if there is
no X level in such languages, then there could be no non-A-positions,
according to (17ii). It is true that these languages don't have any equi-
••
•
•
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valent to the English COMP ~osit1on -- as (17) woule! predict -~ but it is not
:I 23
clear that this correlates specifically with the absence of X. More-
over, even these languages must presumably allow for non-A-positions at
LF in order to allow for the interpretation of quantifiers (cf. fn. 22).
- ::IPerhaps the relevant distinction between X and X is instantiated at some
other level in these languages -- either at LF or at some enriched syntac-
tic representation, as suggested by Marantz (1981) and Vergnaud and
Zubizarreta (to appear). Alternatively, we could adjust (171i) so as
to require that a be a maximal projection, where "maximal" is defined on
a language-specific basis.
4.4 This concludes our discussion of the theory of the base component
in the contp~t of a theory of grammar which does not contain categorial
rules of the traditional typ'e. By depriving the phrase structure compo-
nent of the power to refer to categorial features, we impose a very strong
constraint on the descriptive power of individual phrase structure rules,
effectively reducing the vocabulary of the base to the primitive category-
neutral terms of X-bar theory.
Despit~ this reduction in descriptive capacity, we ha.ve seen that
it is possible to develop a rigorous characterization of various phrase
structure configurations, distinguishing among several levels of hierarchi-
cal structure. X-bar theory also distinguishes between head positions
and non-head positions, and among the latter, distinguishes specifier
position from complement positia·ns. The R-positions are also cross-clas"
sified in terms of the distinction between A-positions and non-A-positions.
As we have seen, specific parameters can be defined in terms of the formal
structure of X-bar theory, resul1:ing in an explanatory typology of cross-
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linguistic variation.
Nevertheless, the elimination of categorial rules results in an
immediate reduction in the descriptive cov~rage of the grammar, and other
explana~ions must be fOUlld for the phenomena that have been traditi.onally
accounted tor in t~rms of stipulations in the categorial rule formulae of
the base. It is to this task that the following chapters are devotedQ
Chapter 3 describes in some detail how the distribution of subcat~gorized
complements can be derived from the general principles of Case Theory and
9-role assignment. Chapter 4 discusses the distribution of subjects and
modifying clauses in various types of phrases. Chapter 5 discusses a
number of apparent counterexample9 to the principles developed in Chapters
3 and 4, and accounts for them in terms of rules of word-formation, deve~
loped in somewhat novel terms. Chapter 6 discusses the internal structure
of Sand S, operating within the assumption that these categories are also
structured according to general principles, rather than in terms of a
categorial formula of the familiar sort. Chapter 7 explores some of the
iL.}lications of the tl1eory of wor\l-formation developed in Chapters 4 and 5,
and develops a theory of constraints on. Reanalysis rules which accounts for
the distribution of preposition stranding constructions in various languages.
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FOOTNOTES: CRAFTER 2
1. This is true even in th~ case of morphological rules that are
overgeneralized at certain points during the acquisition process, as for
instance with irregular v~rb forms. It seems that the child learns not to
overapply the rule by virtu~ of the positive evidence of learning the
suppletive forms, rather than by the negative evidence of correction. See
Kiparsky (forthcoming) for related discussion of special rules taking
precedence over general rules.
2. The starting point for much of this work is Ross's (1967) thesis,
which developed a theory of general constraints on syntactic movement rules.
Susequent work in the framework of the Extended Standard Theory (tn particular,
Chomsky 1973, 1976, 1977) has formed the b&8is of a theory of rule conditions
that need not be learned separately for each construction~ but rather can
be attributed to the innately determined properties of the language faculty.
3. Among th~ contributions to this literature are Bresnan (1972, 1976),
Williams (1975), Hornstein (1977), Jackendoff (1977)J Hale (1978), and
Marantz (1980)$
4. Hornstein (1977) takes the position that the structure of S is not
determined by the X-bar system, arguing that it is not a projection of V.
(For a contrary view, see Jackendoff 1977 and Marantz 1980:) Ken Hale has
suggested in unpublished work that AUX is the head of S; similarly, Chomsky
(1981) proposes that the head of S is the INFL constituent, which corresponds
(more or less) to the AUX position in previous theories. Note that if INFL
is the head of S, then Hornstein's arguments do not necessarily force the
assumption that S is outside of the X-bar system.
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5. Although Jackendoff's proposal is extremely attractive, I will deviate
from it in Chapter 4, by assuming that sp~cifiers may be adjoined to any bar-
level in the base. See Chapter 4 for discussion.
6. I hav~ made one or two minor changes in Jackendoff's formulation of
these rules for ease of exposition. The third term in (6) is represented as
an X'" expansion in Jackendoff's formulation; this represents a maximal
projection in his system. Tne fourth and sixth terms in (7) are represented
as distinctive feature matrices by Jackendoff. Because I have not adopted
his feature system, I have chosen to break down these terms into the
disjunctions of categories that his formulation captur~B; it is important to
note, however, that each disjunction is a natural class in his system.
I have used Jackendoff's rules as examples primarily because I
believe that they represent the most serious and detailed published account
of English phrase structure within a reasonable version of X-bar theory.
Although I will criticise the arbitrary nature of these formulae at a later
point in this chapter, these objections are not directed at the analyses
developed in Jackendoff's very careful and informative study; rather, they
are directed at the lack of genuine explanation in the theory of phrase
structure implicit in much recent work, which Jackendoff's account pursues
to its logical conclusion.
7. See Baker (1979) and the references cited there for related discussion;
also fn. 1 above.
8. One interesting example of this type of highly marked construction
involves the class of Subject Control verbs that appear to violate Rosenbaum's
(1970) Principle of Minimal Distance. Carol Chomsky's (1969) study shows
that these constructions pose significant difficulties for children during
I
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the acquisition period in a systematic fashion. See Chapter 5, Section 6.1
for a discussion of this problem.
9. For instance, the verb appears as the rightmost constituent of the
sentence in German, Okinawan, and Japanese at least at the level of D-
structure. Similarly, Warlpiri reserves a slot for the auxiliary as the
second immediate constituent of S; this is presumably the head position of
the predicate phrase, equivalent to INFL in (3) above.
10. The status of Scrambling is somewhat suspicious in itself. It
cannot be an adjunction rule or a substitution rule, but rather must freely
reorder terms within a given bar level; this is uncharacteristic of syntactic
rules. One might suppose that Scrambling is some kind of stylistic rule,
but D. Pesetsky has informed me that Scrambling has effects on anaphora in
Russian, and similar facts have been observed by K.P. Mohanan in Malayalam.
These considerations suggest that Scrambling really represents no more than
free buse order, as suggested by Hale (1980).
11. Jackendoff's analysis represents the only serious attempt to collapse
the phrase structure rules of a number of categories at a really detailed
level. As he observes, however, the formulation of the collapsed rules is
unsatisfactory, suggesting that significant cross-categorial generalizations
about constituent order should not be captured in this notationr
12. In a latter version of this paper, Hale revises his account, suggesttng
that even the noncon£igurational languages may have an (impoverished)
intantiation of X-bar structure. I have chosen to discuss the original
form of Hale's proposal, since it is a logical response to the phenomenon
of free-constituent order, and is worthy of consideration.
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13. It may be significant that many of the non-configurational la'llguages
appear to lack syntactic movement rules, suggesting on independent grounds
that the Dnatructure representations may be equivalent to the S-structure
representations in these languages, at least with respect to constituent
structure. The absence of traces removes some of the motivation for phrase
structure rules, as has been noted, e.g~ by Farmer (1980).
14. Actually, as Chomsky has observed (MIT lectures, 1981), the phrase
structure rules could not even constitute a complete set of redundancy rules,
since they are incapable of representing optionality in strict subcate-
gorization frames. Thus if a pht:'ase XP appears as an optional term in a
categorial rule, this tells us nothing about whether XP appears as an .,
optional or obligatory term in individual subcategorization frames; it
merely states that the term appears in some frames but not in others.
15. In Chapter 3, Section 8.1, I will argue that there is actually
empirical evidence against the claim that a fixed order of terms is defined
at D-structure. The relevant evidence concerns the ~oIltrast between active
and passive structures with respect to the interaction between clausal
~umplementation and preposition stranding in V.
16. It is important to observe that there is no adv'antage in elircinating
the transformational rule system if the stipulative power of the
transformational rules of the Standard Theory is simply transferred to
the r'ules of the Fhrase Structure component or the Le~icon. A theory of
grammar which maintains syntactic movement ~ules in a drastically constrained
form (allowing very little in the way of language-particular stipulations)
constitutes a significantly more restrictive th~ory of gLammar thdn one
which permits construction-specific lists of the abstract grammatical
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properties of individual constructions in some other component. For a
c0ntrary view, see Bresnan (to appear) and Gazdar (1981).
17. Much of the current interest in parametric variation finds its roots
in Rizzi's (1978b) proposed paramatri~a~ion of bounding nodes in his discussion
of apparent Subjacency violations in Italian. Much recent discussion has
centered on the so-called Subject pro-drop parameter, which distinguishes
languages such as Italian and Spanish from languages like English and French.
See Borer (l981) for some discussion of the possible range of parametric
variation.
18. It is conceivable that the position of the noun is determined by the
principles governing the matching of Case and agreement features, if the
X-initial position is the only one from which morphologically adjoined
grammatic.al features can "percolate" to the phrase as a wilole.
19. This recalls Hale's (1979) suggestion that some aspects of order may
be attributed to the rule system mapping from the linear sequence of tei~
in the surface string to the hierarchical structure of grammatical representations.
20. Specifically, the assumption that certain aspects of linear order
are left undetermined in the syntactic component of the grammar is
consietent with Williams' (1978) theory of conjunction structures, according
to which conjuncts are superimposed in syntactic representations, and then
linearized in the mapping between 6rammar and actual speech.
21. Chomsky (1981) refers to these A-positions. I have used the term
non-A-position so as to avoid confusion with the X-level projection of
AP -- A.
22. The consequence alluded to in the text relates to the status of
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the trace of an extracted specifier phrase with respect to the Empty Category
Principle. In Chapter 6, I wIll adopt a proposal due to Jim Huang (personal
communication), according to ~lich specifiers to S may appear in COMP at
D-structure.
23. Conceivably, the lack of a COMP position in theBe languages could
follow from sentences being projected from VP, rather than from INFL.
CHAPTER 'fHREE: THE ORDER OF COMPLEMENTS
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In this chapter, I will develop in some detail an account of the
order of constituents within the level of complement structure. We have
already seen that X-bar theory provides a principled distinction between
the placement of the specifiers of Xon the one hand, and the placement
of the complements of the head on the other. Whereas the specifiers
(including the subject and any modifying phrases) normally appear in a
peripheral position, the complements usually appear closer to the head,
"tnside" the shell occupied by the specifiers. But within e.ach level
of hierarchical structure, X-bar theory is neutralized: it does not predict
any specific order of constituents within a given bar-level. In many lan-
guages, the order within each level is in fact quite free, apart from the
placement of the head at the beginning or the end of X. But in languages
such as English, there are many complicated restrictions on the respective
order of constituents, especially for the complements of the head within X.
Now if the base component does not contain a set of phrase-structure
rules, even of the restricted type developed by Jackendoff (1977), then
there are only two ~ays of accounting for the fixed order of complements
in languages like English. First, in the spirit of Williams (1975), one
might argue that such languages have a more highly-articulated complement
structure dafined by the X-bar system. Thus if the theory of grammar were
to provide some criterion for distinguishing among the various types of
complements in category-neutral terms, then each type could be assigned
to a specific bar-level, thereby deriving an ordering of the complements
by exploiting the basic principle of X-bar theory. The second possible
approach would be to claim that even in configurational languages such as
English, the order of complement phrases is actually indeterminate, from
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the perspective o~ the theory of phrase structure. Such a theory would
then be forced to appeal to ind~pendent principles of grammar in order
to derive the fixed constituent order which is observed at S-structure.
A priori, there is no principled reason to favor either of these
approaches over the other; both are entirely consistent with the restric-
tive category-neutral theory of phrase structure which we are assuming,
and the choice between them can be made on strictly empirical grounds.
One might even be prepared to discover that some combination of the two
hypotheses could prove to be correct. In fact, however, it seems that the
weight of empirical evidence entirely supports the second hypothesis over
the first, even where an extension of X-bar theory appears tobe quite
plausible at first glance. In other words, X-bar theory turns out to play
no role whatsoever in determining the fixed order of complements in 1ao-
guages such as English, beyond the limited contribution that we discussed
in the previous chapter. To see this, it is necessary to take a careful
look at the facts of constituent order within X, a task to which we now
turn.
1. The Location of Direct Objects
1.1 Let us begin with the distribution of direct object NPs within X.
Recall that the object of a verb or preposition must immediately follow
its head:
(1) a. Paul retrieved [the books] from the trash can
Neil donated [ten dollars] to the fund
b. #*Paul retrieved from the trash can [the books]
#*Neil donated to the fund [ten dollars]
(2) a. Jack walked from [Boston] to New York
Ted talked to [his kids] about the war
b. *Jack walked from to New York [Boston]
*Ted talked to about the war [his kids]
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The sentences in (lb) are marked with a "11*" so as to indicate that
they are marginally acceptable as "Heavy NP Shift" ~onstructions. Now in
any study of the order of complementR, it is absolutely crucial to filter
out the effects of this rule. Ever sin~e Ross's (1967) discussion of
Heavy NP Shift, it has consistently proved to be virtually iIDoossible to
define Jlheaviness" in a satisfactory way. In fact, it seems that the rule
postposing the object NP in this construction ~an arply quite freely;
acceptability jLdgments s~em to vary considerably, depending upon para-
grammatic.al factors relating to discourse function. and related .... ,henomena.
RocheIIionr. (1978) observes that Heavy NP Shift can apply freely to indefinite
NPs, regardless of weight:
(3) a~ Kevin gave to his mother [a new book]
o. Brian brought back to America [a priceless treasure]
Rochemont shows that the construction is used to focus the postposed con-
stituent, and suggests that the rule involved should really be called
"Focus' NP Shift". When this rule applies to a prepositional object, pied-
piring is obligatory (cf. 2b)~1
(4) a. John counted [upon a mysterious stranger] for support
b. John counted - for support [upon a mysterious stranger]
c. *John counted on --for support [a mysterious stranger]
It is possible to control for Focus NP Shift by considering the order of
complements in a gerund clause, the propositional content of which is pre-
supposed. (Gerunds are factive, in the sense of Kiparsky and Kiparsky, 1968.)
Due to the effect of presupposition, a postposed object: NP cannot be con-
strued as a focussed constituent, and the grammaticality judgments a~e
much more obvious than in (lb):
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(5) a. [Paul's having retrieved the cereal box-top from the trash can]
surprised me
b. [Neil's donating ten dollars to the fund] was a nice gesture
(6) a. *[Paul's having retrieved - from the trash can the cereal
box-top] surprised me
b. *[Neil's donating - to the fund ten dollars] was a nice gesture
A comparison of (5) and (6) clearly shows that a direct object NP must
~ediately follow a governing verb or preposition, abstracting away from
Focus NP Shift phenomena,
How should this restriction be captured in a theory of grammar which
does not include base rules such as (7)?
(7) a. P -+ P - NP
b. V ~ V - NP
-c. X ~ X - NP
One initially plausible approach would involve an elaboration of X-bar
theory, as noted above. Suppose that X-bar theory were to define a
"Small XP", in the sense of Williams (1975), comprising a head and its
"closest argument:' (cf. van Riemsdijk, 1980). Let us call this "SmallXP"
x·.
2 The "closest argument" position in x· would have to be defined
in category-neutral terms, since X-bar theory makes exclusive use of
variables, dud may not refer directly to categorial features per see
We would then posit the X-bar rules (8):
(8) -a. X --+ X' •••
b. X' ~ X - ex, (n = the closest argument)
Although a, is category-neutral, a lexical head could still strictly sub-
categorize for a closest argument of a specific category. Then for some
head x, a might always be NP; in other cases, it might be PP, S or what-
ever. In this way, X-bar theory would interact with strict subcategorization
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to derive the fact that a direct object NP appears adjacent to its head.
1.2 There are two problems with this type of account, however. The
first of these concerns the direct object complements of derived nominals.
According to (8b), we would expect an object of a noun to appear in
exactly the same position as the object of V or P. But this is not
the case; the order of complements is much looser in N than is predicted
by (8):
(9) a. [Paul's retrieval of the cereal box-top from the trash can]
surprised me
b. [Neil's donation of ten dollars to tbe fund] was a nice gesture
(10) a. [Paul's retrieval from the trash can of the cereal box-top]
surprised me (cf. 6a)
b. [Neil's donation to the fund of ten dollars] was a nice gesture
(cf. 6b)
Now derived nominals do not differ from gerunds with respect to factivity,
so Focus NP Shift cannot be invoked to distinguish (10) from (6). Some
other principle would be required to distinguish between objects in V'
and objects in N'.
A similar problem for (8) concerns direct objects which have the
categorial status of S rather than of NP. These usually appear after all
other subcategorized constituents, despite the fact that they normally
function as the "closest argument" of the head. Tilis is especially
striking with verbs whose closest argument can be either NP or S:
(11) a. Did [Sally's mentioning her prohlem to the doctor] surprise
you?
b. *Did [Sally's mentioning to the doctor her problem] surprise
you?
(12) a. *Did [Sally's mentioning that there was a problem to the doctor]
surprise you?
b. Did [Sally's mentioning to the doctor that there was a problem]
surprise you?
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This would make sense if NPs are only shifted to the end of V in order to
be focussed and if S appears at the end of V due to some independent prin-
ciple. Then there would be a straightforward explanation for the otherwise
mysterious contrast ~etween NP objects and S objects in (11) vs. (12).
Notice, however, that such a principle would effectively render (8) vacuous.
- -In fact, (8) appears to hold only for NP-complements in V and P; if the
category of either he~d or complement changes, then (8) is regularly vio-
lated. These differences cannot be accounted for in terms of phrase structure
rules unless these rules are allowed to make use of categorial features to
distinguish objects of [-N] heads from objects of [+N] heads, and to dis-
tinguish NP objects from S objects. Since it is desirable to deny th~
categorial rules the descriptive power necessary for such stipulations,
we must look elsewhere in the structure of the grammar for explanations
of these differences.
2. The Adjacency Condition on Case Assignment
2.1 Let us first deal with the fact that NP objects must appear adjacent
to a governing verb or preposition,abstracting away from the phenomenon
of Focus NP Shift constructions, and concentrating on the contrast with
objects of [+N] heads, exemplified again in (13) (cf. 6, 10):
(13) a. The notoriety resulting from [Kathy's exposure in the Washington
Post [ of Nixon's war crimes]] led to her new assignment
b. *The notoriety resulting from [Kathy's exposing in the Washington
Post [Nixon's war crimes]] led to her new assl3nment.
As noted previously, gerunds and derived nominals are both factive, so the
issue of Focus NP Shift is irrelevant. Rather, it seems that the difference
stems from the fact that the objects of derived nominals are subject to the
rule of of-Insertion, whereas verbs take bare NP objects.
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To approach an explanation for this correlation, we must ask why it
should be that nouns and adjectives (i.e. the [+N] heads) require that
their objects be preceded by a preposition, while verbs and prepositions
take bare NP objects. A plausible answer to this question comes from the
theory of ~bstract Case, developed by J.R. Vergnaud and elaborated upon
by Chomsky (1980), Rouverct and Vergna.ud (1980), and others.
According to this theory, only [-N] heads ca~ assign Case to ~n
obj ect. It is further assUJ4ed that ell1 nO'.ln ~hrase~ must be assigned
Case; this is captured formally in C~omsky (1 80) by means of a filter
is integrated more closely with
rphological1y on the head, so (14)
3
assignment.
In Chomsky (1981), the Case filt
which rejects any noun that is not r~rked fo Case:
ensures that NP will appear only in a po
Case that is assigned to NP is realized
(14) The Case Filter:
*N, where N has no Case.
the theory of thematic role assignment, by means of adopting a versiOll of
Aoun's (1979) "visibility" hypothesis. Specifically, Chomsky proposes a
condition on 9-ro1e assignment, restate here in a simplified fot~ as (15):4
(15) 9-roles may only be assigned to A-positions which
are associated with PRO or Case.
The term "associated with" is left deliberately vague in (15); it will be
formalized with greater precision in Section 3.3. For present purposes,
any position that ~s occupied at S-structure by PRO or Case-marked NP satis-
5fies (15). The assignment of 9-ro1es is also conditioned by the 9-criterion,
which constitutes the fundamental core of the theory of thematic roles.
This is stated informally as (16):
- T.a ~~ .,? IIII1F Illa. lla[];1II m
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(16) a. Each 8-role is associated with exactly one argument.
b. Each argument is associated with exactly one 8-role.
The Q-eriterion is a generalization of the conditions of "functional unique-
ness" and "function2l relatedness" pruposed by Freidin (1978). 6 Given (IS),
the Case Filter (14) follows from the 9-criterion at least for NP argu-
ments
7
since lexical NP must beer Case in order to be assigned a 9-role.
Let us now return to the status of NP objects with respect to Case
theory. Each subcategorized object is assigned a a-role by the governing
head, regardless of whether the head is a verb or derived nominal. Verbs
can assign Case to their objects, thereby making 9-role assignment possible,
satisfying (15) and (16). But derived nominals lack the Case-assigning
feature [-N]; therefore they can only assign a a-role to a noun phrase that
is assigned Case by some other means; this is why of-Insertion is required.
Since of is a preposition, it bears the feature [-N], and can function as
a "dummy" Case-marker. This allows the NP to which it is adjoined to satis-
fy (15), making 9-role assignment possible, as required by (16).8
2.2 We are now in a position to approach the issue of adjacency, which
appears to apply oaly to objects that are directly Case-marked by a govern-
ing verb. Specifically, we Catl adopt Chomsky's (1980) proposal that Case
assigltment observes a et~ict condition of adjacency, at least for structures
where Case is assigned unde~ government. Suppose that we adopt the follow-
ing definition of government: 9
(17) Government
In the configuration (y ••• ~ ••• a ••• a ... ], a governs S where
L a= XO , and y= Xi (Le. y is an X-bar projection of a), and
ii. for each maximal projection 0 , 0 ~ an, if 0 dominates S,
then 0 also dominates a.
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Then Case assignment applies in a subset of domains of government:
(18) Case Assignment under Government
In the configuration fa S ..• ] or [ ••. 8 a], a Case-marks S, where
(i) n governs Sand
(i1) ~ is adjacent to S, and
(iii) a is [-N]
The fact that an object NP must appear adjacent to a governing verb now
follows from the interaction of the 8-criterion (16) and the condition
on 9-role assignment (15) with the adjacency condition on Case-assignment
(18i!). The fact that an NP object in P must appear adjacent to the
11governing P follows in a parallel fashion.
We can nc~ account for the fact that NP objects in N need not necessar-
ily appear immediately after the head by assuming that the rule o~ of-In-
sertion is not subject to any adjacency condition. The dummy Case-marker
of is itself adjacent to the NP to which it assigns Case, satisfying (18ii).
Since there is no adjacency condition on a-role assignment, the head noun
can assign a a-role to an of-NP object, even when a PP intervenes, as in
(10).12
2.3 It seams that the exact instantiation of the adjacency condition varies
somewhat from one language to the next. In English, the condition is inter-
preted quite strictly, so that even an intervening manner adverbial is
sufficient to block it:
(19) a. Paul quickly opened [the door]
Jenny quietly read [her book]
b. Paul opened [the door] quickly
Jenny read [her book] quietly
c. *Paul opened quickly [the door]
*Jenny read quietly [her book]
13
In Italian, however, the sentences corresponding to (19) are grammatical:
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(20) a. Mario ha letto attentamente un libra
Mario has read attentively a book
'Mario read a book attentively'
b. Mario legge spesso dei libri
Mario reads often books
'Mario often reads books'
In other respects, however, Italian behaves just like English with respect
to verb-object adjacency. (Here we must disregard Focus NP Shift constructions,
14
which can be identi:ied by a stylistically~arked intonation pattern. )
d 1 d b 1 b b d · b- 15Time an p ace aver ia s may never intervene etween a ver an 1ts 0 Ject:
(21) a. *Mario ha letto ieri un libra
Mario has read yesterday a book
'Mario read a book yesterday'
b. *Luigi legge in casa dei libri
Luigi reads at home books
'Luigi reads books at home'
Nor mayan indirect object intervene:
(22) a. ho date (rapidamente) dieci dollari a Paulo
I have given (quickly) ten dollars to Paulo
'I (quickly) gave Paulo ten dollars'
b. 11*ho data a Paulo dieci dollari
I have given to Paulo ten dollars
'I have given to Paulo ten dollars'
Thus Italian observes condition (18i1) for the most part, as we expect.
How, then should we account for the class of apparent violations in (20)?
It may be correct to view the manner adverbials as being "invisibleu for
the purposes of Case assignment. Specifically, we ~ight hypothesize
that Case-assignm~nt in Italian applies to an absract representation of
16X, where only the head and its arguments appear. Such a representation
is a projection, in the sense of Vergnaud (1977). English and Italian
would then differ according to whether Case assignment applies on the
Argument-Projectione The English strategy is predumably the unmarked
option, from the perspective of markedness theory, since it would require
I
I
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negative evidence to inform the English child that Case cannot be assigned
on the argument projection.
There is independent evidence that Italian grammar makes reference
to an Argument-Projection of this sort. Rizzi (1978a) motivates a re-
structuring rule which optionally reanalyzes a terminal substring [Vl (P) V2 ]
17
as a single verbal complex, where VI belongs to a p.articular lexical class.
A consequence of the application of this rule is that a clitic which
precedes the governing verb V can be linked to an A-posi~ion within the
1
18
complement of V2 • This phenomenon of "clitic climbing" Sf!rVeS as a diagnos-
tic for Restructuring:
(23) a. Mario 1a - [finira di - leggere] - damani
Mario it will finish - [of] - to read tommorrow
iMario will finish reading it tomorrow'
b. P~.ero Ii Cando - a ~hiamare] - alIa stazione
Piero them went - [to] - to call at the station
'Piero went to call them at the station'
Normally, restructuring only applies to a string of adjacent constituents,
but the same class of manner adverbials which appear to be invisible for
the purposes of Case assignment also have no effect on Restructuring (cf. 23):
(24) a. Mario la - [finira - immediatamente - di. - 1eggere] - domani
'Mario will immediately finish reading it tomorrow'
b. Piero Ii - Cando - subito - a - chiamare] - alIa stazione
'Piero went right away to call them at the station'
We can account for (24) straightforwardly, by assuming that the Italian
Rest~ucturing rule also applies on the Argument-Projection, where manner
19
adverbials do not appear.
A similar conclusion can be draw~ from Longobardi's (1979) Double-
Infinitive Filter (DIF):
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(25) Double-Infinitive Filter (DIF):
*Vinf-l - Vinf-2
where Vinf-l c-commands Vinf-2, but Vinf-2, does not c-command Vinf-l.
Normally, the DIF only applies to two adjacent infinitives; even l~-trace
blocks its application& However, Longobardi observes that the same manner
adverbials which fail to block Restructuring also have no effect on the DIF:
(26) a. *51 dovrebbe preferire sempre imboccare 1a retta vis
One should prefer always to take the right way
* (in£-l) (inf-2)
b. *Giorgio vorrebbe osare arditamente passare all'azione
Giorgio would like to dare bravely to go into action
* (in£-l) (in£-2)
Clearly a solution in terms of the argument-projection is appropriate here
as well, as Longobardi himself suggests.
Thus there is considerable evidence supporting the hypothesis that
certain rules of Italian syntax apply to an abstract projection of a head
and its arguments. Given such an approach, the apparent violations of the
adjacency condition cease to pose any serious problem and (18ii) can be
maintained in the strongest possible form -- as an invariant principle
of universal grammar.
2.4 A different kind of counterexample to the adjacency condition ariseR
in Dutch. 20 It turns out that a wide variety of constituents may intervene
between a verb and its object, including particles, prepositional phrases,
and predicative adjective phrases; the following illustrative examples
are drawn from Koster (1978b):
(27) a. [dat Peter [John] naar Amsterdam stuurt]
that Peter John to Amsterdam sends
'that Peter sends John to Amsterdam'
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b. [dat John [Peter] ziek maakte]
that John Peter sick makes
'that John make Peter sick'
c. [dat John [Peter] naar Amsterdam weg promoveerde]
that John Peter to Amsterdam away promoted
'that John promoted Peter away to Amsterdam'
The situation in Dutch is particularly striking in that the non-adjacency
of verb and object can't simply be treated as a "scrambling" phenomenon~
In fact, the order of complements in Dutch is comparatively strict.. It
is not just that the object is allowed to appear at the beginning of VP;
it actually must appear there, unless it is topicalized. Moreover, the
elements which intervene between verb and object in (27) are not simply
manner adverbials, as in Ita.lian, but are -- in a sense -- arguments of the
verb. The order of Dutch complements is, prima facie, precisely the opposite
of what the adjacency condition on Case assignment would predict.
Recall, however, that Dutch -- like German -- is a "verb-second"
language. In main clauses, the verb often appears at the beginning of
VP, rather than at the end of VP, as is true in subordinate clauses. Now
in a sense the phenomenon of fixed complement order in a language where
the verb alternates back and forth between the beginning and the end of
VP wuuld appear to be incompatible in principle with the adjacency condition.
If it were the case that the verb always appeared at the beginning of VP,
then the object NP would be just where the adjacency predicts: before all
other complements, immediately after the verb.
In Chapter 2, I suggested that we might account for the phenomenon
of "verb-second" by appealing to a notion of double-headed X-bar structure.
Spe~ifically, I proposed that languages such as Dutch and German utilize
both options provided by UG for the placement of the head in X, and the
verb is liable to show up in either position, perhaps conditioned by prin-
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ciples relating to government, as suggested by Safir (1981).
We might now recast the notion of a "double-headed" VP in the
following terms. Suppose that in Dutch, the main verb is bound together
with its auxiliaries to form a single complex word. Thus we might think
of the auxiliaries as being added to the verb by a. rule of word-formation.
Although each verb within the complex may be interpreted as a distinct
phonological word, it is not unreasonable to suppose that the rules of
syntax and phonology could diverge at certain points in terms of how they
analyze a phrase into words. This kind of distinction between phonological
and syntactic words is probably required independently for constructions
involving restructuring and reanalysis. Moreover, it is natural for aux-
iliaries to behave in this way, since many languages have no auxiliary
system at all, and use morphological affixes instead. 21 Hence, "auxiliary"
languages, such as Dutch, French, and English may differ from "affix"
languages such as Japanese and Sanskrit only insofar as their aspectual
and tense markers are added by rules of word-formation, rather than by
rules of morphology., In each case, the verbal complex would function as
22
a syntactic unit.
In languages like French and English, this verbal complex will
normally form a contiguous st.ring. But in Dutch, this interacts with the
double-headed X-structure, sc, that the complex verb is actually dis-
continuous, and simultaneously occupies the V-i'nitial head position and
the V-final head position as in (28):
(28) a. Ik [V [V heb] deze plaat
I have this :record
'I have bought this 1~ecord'
[v gekocht]]
bought
b. Hij [v [v is] net eronder door [V gekomen]]
He is just there under -through C0me
'He has just passed under it'
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Now suppose that the verb "spreads" over both positions even when no
auxiliary is actually present. Then regardless of which position the
verb appears in phonologically, it can be interpreted as being present
in both head positions, from the perspective of other rules of grammar:
(29) a. Hij [V [V loapt] naar het station [ --]]V
He walks to the station
b. [omdat hij [ [ --] naar het station [V loopt]]]
because V
'because he walks to the station i
Now it is well known that in the Romance languages, the entire ver-
bal complex functions as a unit with respect to clitic placement, since
clitics are often attached to an auxiliary rather than to the main verb:
(30) a. Paul le-lui-avait recommend~
Paul it him had recommended
'Paul had recommended it to him'
b. L'-ho regolato a Giovanni
it have given to Giovanni
'I have given it to Giovanni'
c. La -he estado mirando
her have been looking-at
'I have been looking at her~
(French)
(Italian)
(Spanish)
Aoun (1979) and Borer (1981) argue that clitics are "absorbed" Case features.
Then the fact that the entire verbal complex functiong as a unit for clitic
placement suggests that it functions as a unit for Case assignment as well.
Suppose that this is correct. In languages such as French, where
the auxiliary appears on the opposite side of the verb from its object,
this would have no empirical effect. But in Dutch, the result would be
quite striking, since the verbal complex is discontinuous, occupying both
head positions in V. If the entire verbal complex functions as a unit for
Case assignment, then it ought to be possible for the verbal complex to
120
to assign Case from the V-initial position, even when the verb appears
phonologically at the end of VP. In fact, this is exactly what must be
going on in the apparent count2rexamples to the adjacency condition in
(27). The fact that the object appears at the beginning of V, rather
than at the end, simply shows that Dutch assigns Ld~e to ti~~ right, from
the V-initial head position. Therefore, the real structure f,)r (27a) is
(31), where the adjacency condition is observed:
(31) [dat Peter [V [v--] John naar Amsterdam [V stuurt]]]
ace
Even though the object John is not adjacent to the phonological represen-
tation of the verb stUUI't in (31), it is adjacent to part of the verbal
complex, and this is sufficient to satisfy condition (18i1).
Dutch clitics behave in exactly the same way. Van Riemsdijk (1978b)
proposes that the rules of Dutch phrase structure define three adjacent
slots for "unstressed pronouns" near the beginning of VP~
(32) a. V" -+
b. [+PRO]'
N'" - [+PRO]' _' {NEG} - ViPOS
-+ [+PRO, -R] - [+PRO, -R] - [+PRO, +R]
These "unstressed pronouns" cliticize to a preceding V-initial verh:
(33) Ze geven-het-je - er niet karla
they gave it you there not for nothing
'They didnVt give it to you for nothing there'
In fact, they behave like clitics in almost every respect imaginable.
First, they have an idiosyncratic order, which is distinct from the normal
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order of complement arguments:
(34) a. Iemand gaf Peter een boek
Someone gave Peter a book
b. *Iemand gaf een boek Peter
c. Iemand gaf
- 't - 'm
Someona gave it him
'Someone gave it to him'
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Second, although certain adverbials may intervene between the verb and
its object, this is not possible between a verb and an "unstressed pro-
noun" :
(35) a. Iemand las (waarschijnlijk) een boek
Someone read (probably) a book
'Someone (probably) read a book'
b. Iemand las - 't
Someone read it
c. *Iemand las waarschijnlijk 't
Thus although Case assigr~ent applies on the Argument Projection, as in
Italian, this is not true of rules which adjoin clitics to verbs,
which are presumably rules of word-formation. Finally, unstressed pro-
nouns unlike other NPs -- may never topicalize, as noted by Koster
(1978b). In all these respects, the unstressed pronouns behave like
normal clitics. In fact, this is just what we should expect if the base
component is not permitted to formulate rules like (32), which explicitly
reserve phrase-structure positions for pronouns of a specific type. Rather,
we should expect X-bar theory to specify the head position(s), while only
rules of morphology and word-formation may stipulate facts of arbitrary
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constituent order for affixation and compounding.
Significantly, these unstressed pronouns cliticize to "second po-
sition", even when this position is phonologically empty, and the verb it-
self occupies the V-final position:
(36) a. [dat iemand [-] - 'm een boek [gaf]]
that someone him a book gave
'that someone gave him a book'
b. *[dat iemand [--] een boek [gaf] - 'm]
c. *[dat iemand [--] een boek - 'm [gaf]]
Cliticization to "second position" now makes sense: syntactically, the
clitics are adjoined to the V-initial head position, which is part of the
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verbal complex. Phonetically, however, the clitics adjoin to the subject
NP which precedes this phonologically-null head V, again supporting the
view that a phonological word is not always equi'valent to a syntactic word.
Thus cliticization phenomena provide independent evidence for the claim
that the verbal complex in "verb-second" languages such as Dutch and
Gerfuan actually forms a discontinuous unit spread over the two head po-
sitions allowed by X-bar theory. In these terms, the superficial v~olations
of the adjacency condition on Case assignment in (27) are non-problematic.
Moreover, it seems that the double-headed X structure that was motivated
to account for these apparent adjacency violations also provides an un-
expected explanation for the otherwise mysterious phenomenon of clitici-·
zation to "Wackernagel' s position" in the "verb-second" languages. 25
2.5 Before leaving the subject of the universality of the adjacency
condition on Case assignment, it is perhaps worth mentioning that the free
constitutuent order which appears in non-configurational languages is not
problematic for this theory. It has often been observed that "free word
order" seems to correlate with rich Case morphology. Typically, this is
accounted for 1n functional terms: it is often pointed out that languages
which have the means of expressing notions such as "subject" and "object"
by means of Case-marking do not need to express these relations in terms
of wo£d order. Therefore -- so the argument goes -- word order in these
languages is free.
But this style of explanation, although intuitively correct, actually
misses the point. Connider, for instance, the fact that English has
personal pronouns which provide a morphological reflection of the dis-
tinction between nominative and objective abstract Case. The functional
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account of free word order -- if it is taken seriously as a scientific
theory -- should predict that these pronouns can be "scrambled" more readi-
ly than other NPs, which do not encode Case morphologically. But this is
simply false: English personal pronouns appear in the same st~uctural
positions as other noun phrases; if anything, their distribution is more
restricted rather than less so. The point here is that the functional
explanation for free word order is too crude to be able to do anything
other than express a generalization which seems to hold across languages
sometimes.
Despite these objections, the functional account does manage to
make sense of what is certainly a significant correlation between extensive
Case~rking and free constituent order. It is therefore worth asking
whether the theory of abstract Case has anything to offer in its stead.
In fact, the formal conditions on Case assignment in (18) offer such a
possibility. Suppose that a given language has a morphological system
with a large set of distinct Cases, such as Sanskrit's collection of
nominative, accusative, dative, ablative, instrumental, locative, and
genitive. Now when some combination of these Cases appears in a group
of two or more subcategorized NPs, the verb cannot be responsible for
assigning all these Cases without violating (18ii). It is natural, then,
to assume that in these languages, Case is not assigned by the verb aA in
a configurational language. Rather, the verb must subcategori~c for nominal
complements which are intrinsically marked for specific Cas~s, just as an
English verb may subcategorize for a PP complement of a particular type
even though it does not assign Case to such complements.
It is significant that prepositions and postpositions behave rather
differently from verbs in non-configurational languages. These "minor
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categories", which almost invariably select a single complement with a
specific Case, do not run into the problem encountered by verbs which
take several Case~arkcd complements. This explains why condition (18ii)
is invariably observed by prepositions and postpositions, which are
. 26
always adjacent to the NPs to which they ass1gn Case. Therefore even
non-configurational languages, which appear at first glance to display
blatant violations of (18ii), turn out to observe the condition -- when
it is relevant.
It is interesting to observe that this explanation for the general
correlation between rich morphological Case systems and free constituent
order is in a sense the converse of the standard story. This theory does
not say that languages like English need fixed word order because they
lack a rich Case system; instead, it claims that it is languages such as
Sanskrit which "need" free word order, in the sense that free constituent
order in VP is a necessary consequence of Case being subcategorized for
by the verb, rather than being assigned by it.
This account of free constituent order is, of course, somewhat spe-
culative, and no doubt many specific problems will arise in any serious
attempt to provide a complete account of the order of constituents in
any given language. Moreover, as Ken Hale has observed (personal communi-
catlcn) , it is probably wrong to assume that there is a rigid dichotomy
between configurational languages on the one hand and non-configurational
languages on the other. Within the framework of Case theory and X-bar
theory, languages could be non-configurational in many different ways.
For instance, as we suggested in Chapter 2, it may be that some
languages may have an impoverished representation of X-bar structure.
If a language did not represent the distinction between Xand X at
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S-structure, then a flat, multiple-branching X level will result. Farmer
(1980) argues that Japanese phrase structure is of this type.
Other languages might maintain the distinction between X and X at
S-structure while still having a rich Case system, thereby allo~1ing verbs
to subcategorize for complements with a variety of intrinsic Cases. In
such a language, there might be fix£d subject position, but constituent
order within VP would be more or l~ss free. German may be all e~anlple
of this type: although it behaves like Dutch with respect to a dO{lble-
headed V, it has a richer Case system and a corresponding freedom of con-
stituent order in VP.
Still another type of semi-nan-configurational language might nmin-
tain a rich Case system, but continue to have objective Case assigned under
adjacency by a governing verbc In such a language, the direct object 'would
have to be adjacent to the verb at least on the argument projection.
But other complements with intrinsic Case marking would be freely ordered
with respect to each other within each bar-level just as PP arguments in
English are freely ordered in V:
(37) a. Jim spoke [to Janice] [about Paul]
Jim spoke [about Paul] [to Janice]
b. Kevin rode [on the train] [to Oakville]
Kevin rode [to Oakville] [on the train]
Thus it seems that a formal theory of grammar which ,includes the subtheories
of X-bar phrase structure and abstract C~se assi3nmeut can lead to an inte'rea-
ting cross-linguistic typology of various kind~ of non-configurational
phenomena.
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3. ,!he Ma'Oping from D-Structure to S-Structul~
In the preceding section we have examined structures in which an
NP argument appears at D-structure in a position wh~re Case is assigned
at S-structure. Such a position is normally adjacent to a governing head
bearing the Case-assigning feature [-N]. In such structures, Case assign-
ment and 9-role assignment are both straightforward. Since the NP is as-
signed Case at S-structure, it is eligible to be assigned a 9-role, "in
conformance with condition (15).
In this section, we turn our attention to structures in which an NP
argument appears at D-structure in a position which is not adjaeent to a
[~] head. In such structures, some rule other than Case assigr~ent mu&:
apply, if the 9-criterion is to be satisfied. In one class of structures,
a dummy preposition is inserted to assign Case to NP, as required by (15).
In another class of structures, the rule Move a applies, permitting a single
NP to be associated with two or more A-positions. We will consider each
of these in turn.
3.1. "Dummy Case-Markers
3.1.1. We have seen that the object of a derived nominal need not
appear adjacent to the governing head; cf. (10) VB. (6). The same is true
for the object of an adjective:
(38) a. Anyone who is [fearful - beyond reason - of traffic lights]
should not be allowed to drive
b. Sarah is [considerate - in every respect - of her neighbors'
wishes]
Although these objects must bear Case in order to head an A-chain to
which the object 9-orale is assigned, they are not assigned Case directly
by the governing I+N] head. Rather, the dummy preposition of assigns Case
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to these NPs. For this reason, the adjacency condition holds between
the object and its dummy Case~arker, rather than between the object aGd
the governing verb. Therefore the derived of-NP may appear after other
complements of the head.
Just as the Case-assignment rule (18) is essentially invariant across
languages in its formulation, the same appears to be true fo.:' the rule
inserting the dummy Case-marker in NP and AP. Of course, the dummy pre-
position which is inserted by this rule has a distinct phonological form
in each language; what appears as of in English shows up as de in French,
di in Italian, and ~el in Hebrew, to mention just a few examples. But at
a more abstract level, the formal properties of the rule are essentially
constant cross-linguisticaily. Specifically, the rule applies in the
structural environment defined in (39):
(39) of-Insertion
In the environment [a s •• B ••• ], adjoin of to 8, where
i. a is some projection of [+N]. and
ii. B is an ~ed1ate constituent of ~, and
iii. for some y, y the head of a, Y precedes B.
As formulated in (39), the rule applies to an NP which is directly
domin,ated by some projection of A or N, and which is preceded by the
governing head. Crucially, however, (39) does not require adjacency
between the [+N] head and the object to which the dummy Case marker is
adjoined.
If a language has no dummy prepositions corresponding to English
of, it will often make use of a distinct rule of genitive Case assignment,
which has a partially overlapping domain of application. In some languages
such as English -- both rules are used, but they keep their domains of
application distinct, so that genitive Case is only assigned in pre-head
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position. (A more extensive discussion of the formal properties of these
rules is provided 1n the Appendix to this chapter.)
raises an interesting issue with respect to the categorial status of a inI
3.1.2 As we observed in footnote 12, the existence of dummy prepositions
(40) :
(40) a. [the destruction [a of [NP the city] ] ]
b. [considerate [a o£ [NP other people] ] ]
Recall that the "Remarks" theory of the lexi~on predicts that destruction
and considerate subcategorize for NP complements, since they are included
in the lexical entries for destroy and consider , which are both transitive.
Now the Projection Principle requires that if a head H selects a complement
C as a lexical property at some grammatical lavel (D-structure, S-structure
or LF), then it must also select 1t at other grammatical levels. Clearly,
strict subcategorization must involve selectiol! at~ grammatical level,
whatever that level may be. 50 if destruction and considerate subcategorize
for NP, they must select NP at 5-structure; therefore a = NP in (40).
But this conclusion conflicts with the hypothesis that dummy pre-
positions such as of assign Case under government, whfch is supported by
the fact that this Case~arker immediately precedes its object, as required
by (18ii). Now by (171), of must be the head of a in (40); but of is a
preposition, so a must be PP. Thus the conclusion following from the
theory of strict subcategorization and the Projection Principle is con-
tradicted by the principles of Case assignment in this domain.
We can resolve this contradiction by slightly revising the relation-
ship bet~reen strict subcategorization and the Projection Principle.
Suppose that the strict subcategorization requirements of a lexical head
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must always be satisfied at D-structure. In this sense, D-structure is
a "projection" of lexical structure, as suggested by Chomsky (to appear).
Now if a = PP in (40), then o.f-Insertion must apply after the level of
D-structure, if strict subcategor1zation is to be satisfied. Then (39)
must derive the S-structure (41b) from the D-structure (41a):
(41) a. [ N [NP ] ]
b. [ N [pp of - NP ] ]
Suppose now that the Projection Principle is insensitive to categoria1
distinctions bet~reen phrases. Then even though the strict subcategorization
features of N would require an NP complement at D-structure, the Pro-
jection Principle would only require that some phrase XP appear as the
complement of N at S-structure; PP would therefore be sufficient in (41b)~
Chomsky (1981) suggests that S-structure may be "factored" into two ternlS:
D-structure and Move-a, where D-structure is a pure representation of the
grammatical functions of the 9-positions and their heads (GF-e). Per-
haps, following the derivation (41), D-structure is also a representation
where the effects of rules such as (39) have been factored out. 27 In
these terms, D-structure emerges as a pure representation of strict 8ub-
.
categorization requirements as well. Then just as trace satisfies the
Prnjection Principle at S-structure, where Move-a applies, so PP satisfies
28it in (41b), after (39) applies.
There are other possible solutions as well. Morris Halle has
suggested that the dununy prepositj.on may really correspond to a Case-
affix, which is assigned structural1y,so that a in (40) would be NP. On
the other hand, Chomsky (1981) suggests that a may be a neutralized
category which is unspecified for [±N]. Each of these proposals has
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interesting consequences which we will not pursue further here.
3.2 Move ().
3.2.1 We can now turn our attention to those structures in which an
NP argument appears at D-structure in a position which is subject to
neither Case assignment nor Dummy Case~arker insertion at S-structure.
We will draw extensively on Chomsky's (1981) account of these phenomena,
differing only on specific minor points of interpretation. Our discussion
is intended primarily to show how the subtheories of Case and 9-role as-
signment introduced above interact with other components of
"Government-Binding" theory to derive a number of well-known properties
of passive, raising, and control structures. This section also serves as
a necessary preliminary to the account of S complementation to be developed
in later sections of this chapter.
Let us consider first the distribution of PRO, the null pronominal
element which is subject to control and which directly satisfies
Condition (15). The appearance of PRO is crucially limited by the Binding
29Theory proposed by Chomsky (1981):
(42) Binding Theory
a. An anaphor is bound in its governing category
b. A pronominal is free in its governing category
c. An R-expression is free
The binding theory in (42) applies to arguments appearing in A-positions;
thus a is bound in (42) if it is co-indexed with a c-commanding A-position;
it is free otherwise. Anaphors are arguments with no inherent reference;
pronominals are arguments whose lexical content consists solely of gramma-
tical features (person, numb,ar, gender, Case, etc.); R-expressions are
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arguments other than clauses which have "potential reference", including
names and variables. According to these definitions, PRO is both a
pronominal and an anaphor. Therefore by (42) it must be simultaneously
bound and free in its governing category. Since this is impossible, it
can have no governing category; therefore PRO can never appear in a
governed position at whatever level (42) is applicable. The available
evidence suggests that the relevant level is S-structure. 30 Thus PRO may
not appear within the projection of a lexical category, by the definition
of government in (17): - ..
(43) a. *John [vp saw PRO]
b. *There was [[+v]P shot PRO]
c. *[NP PRO ki~ling of the geese] shocked me
Nor may PRO appear in the subject position of S, if this position is
governed either by the [+Tense] feature, which assigns nominative Case, or
by the [-N] feature of the infinitival complementizer for, which assigns
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objective. This is illustrated in (44) vs. (45):
(44) a. They fought fiercely
b. [For him to win] would be dangerous
(45) a. *PRO fought fiercely
b. *[For PRO to win] would be dangerous
In fact, the only A-position in which PRO can appear at S-structure is
in the subject position of a non-tensed S with no governing complement-
izer~32
(46) a. I asked Neil [5 PRO to pass the matches]
b. [5 PRO to walk home alone] is dangerous
(46a) is a control structure, while PRO has arbitrary reference in (46b).
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In (46), PRO is ungoverned, so the Binding Theory is satisfied. Since
Condition (15) permits a 9-role to be assigned to an A-position that is
occupied by PRO, a-role assignment is possible, and the 9-criterion is
satisfied.
3.2.2 Consider now what happens when an NP argument appears at D-structure
in a governed position that is subject to neither Case assignment nor dummy
... ,IfI
Case-marker insertion. We will consider two examples-gf this, involving
passive participles and Raising verbs, represented in (47a) and (47b):
(47 ) a.. •• [[+V] [+V] - NPi
b. [V VR [S NF i
In each structure, take NF i to be a 9-position. The 9-criterion requires
that the 9-role that is assigned to NF i must be associated with an argument.
But (15) requires that the 9-position be associated with either PRO or Case.
Neither the Raising verb nor the passive participle assigns Case, so NF i is
not associated with Case. Moreover, in each structure, NF i is governed by
the verb or participle, so PRO can't appear there because of the Binding
Theory. Hence (15) is not satisfied, and a-role assignment should be blocked.
But there are grammatical S-structure configurations corresponding
to the D-structures in (47), i.e. those of (48):
(48) a. [John]! was distrusted [eli
b. [Carol]i appears [s [eli to fear guns]
c. [8 PROi to be distrusted [e] i by everyone] is depressing
d. It is unwise [8 PROi to appear [8 [eli to fear guns] ]
In these structures, the position occupied by the trace [e] i corresponds to
NF i in (47). In (48a, b), NF i is bound by the main clause subj ect posit,'.on,
which is occupied by a lexical NP to which Case is assigned. In (48c,d),
133
NP i is bound by the ungoverned subject position of the infinitival clause;
this position is occupied by PRO, in conformance to the Binding Theory.
Evidently, the antecedent-trace relation in (48) is sufficient for NP i to
be "associated with" the features of Case or PRO. We can now formalize
the notion of "association" in terms of (49):
(49) Argl1ment Association (A-association)
An R-position P is A-associated with an argument A, where
i. A occupies P, or
ii. for some position pI, A occupies P', and pi is co~indexed
with P, by virtue of Move a.
Let us assume that if P is A-associated with A, then P is A-associated with
all of the features of A, by convention. Then NP i is A-associated with
PRO in (48c ,d), and with the nominative Case features of the lexical NP
subject in (48a,b). We can now interpret (15) and (16) in terms of A-associ-
ation. This means that the 9-role assigned to NP i in (48) can be A-associated
with the argument in the antecedent A-position, satisfying (15) and (16a)s
Similarly, the argument is A-associated with NP i , and by convention is
A-associated with the 9-role assigned to NP i , satisfying ~16b).
When two or more A-positions are A-associated with a single argument,
they form a sequence of the form [ Pl' ••• P
n
], such that each position Pi
c-commands position Pi+l. Moreover, by virtue of the bounding condition on
Move a. each position Pi is subjacent to any position Pi-1- In addition, if
Pi is an empty category, i.e. trace, as is true for NP i in (48), then it
must satisfy the Empty Category Principle, proposed by Chomsky (1981):
The Empty Category Principle (ECP)
e ] must be properly governed.
Proper government is a subcase of government as defi~ed·in (17); we will
134
provide a more precise definition of this term in Chapter 6, in the context
of a detailed study of the ECP.
Now by virtue of the biuniqueness conditions of the Q-eriterion,
each sequenCt of A-positions that are A-associated with a given argument
may not be A-associated with any other argument, and just one of the
positions in the sequence will be a position to which a 9-role is assigned.
Thus each sequence functions as a unit with respect to the principles of
the theory of 9-roles. Chomsky (1981) proposes to capture this observation
by means of the notion of a chaino In our terms, a chain is the set of
R-positions with which an argument is A-associated. The set of A-positions
in the chain is an A-chain. The A-position in the chain which c-commands
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all other A-positions in the chain is the head of tIle chain. When an
A-ehain includes two or more A-positions, it will have all of the properties
of the sequence [ PI' ••• P
n
] mentioned above. In addition, if Pi in an
A-chain is an empty category, it will also count as an anaphoric trace, and
will be subject to Condition (a) of the Binding Theory (42).
The fact that e'ach A-ehain functions as a unit with respect to the
assignment of 9-roles is captured by restating (15) as (15'):
(15') ~roles can only be assigned to A-ehains that are headed
by a position occupied by PRO or Case.
Effectively, (15') is equivalent to (15) in terms of empirical coverage.
When the chain consists of a single position, this must be a a-position
that is occupied either by PRO or Case-marked NP. When the 9-position
corresponds to NF i in (47), then Move a must apply, so as to form an A-ehain
at S-str~cture consisting of at least t~ro positions. The antecedent NPs in
(48) c-command the other A-positions in the chain, so they count as the head
positions of the chain. In each structure, (15') is satisfied: the head
position bears Case features in (48a,b) and is occupied by PRO in (48c,d).
Note, incidentally, that chains are defined in terms of S-structure con-
figurations of co-indexed R-positions. This means that their structure
will reflect the application of Move a only insofar as this follows from
trace theory; the rules forming chains at S-structure cannot actually
"look back" in global fashion at tile transformational derivation itself.
3.2.3 In some cases, Move a applies to an NP even though the NP appears
at D-structure in an A-position where Case can be assigned at S-structureo
There are three basic examples of· '~,·.his ~ The first involves NP-internal
application of Move a. Recall that the n\les of of-Insertion and genitive
Case assignment both apply within NP; each of these rules is optional.
Suppose that an NP appears as the object of a derived nominal at D-structure,
as in (41a). Then there are two ways for Condition (15') to be satisfied
at S-structure. First, of-Insertion can apply, yielding the structure (41b),
exemplified in (SOa). Alternatively, Move a can apply, taking the NP to the
prenominal position where genitive Ca(~e is assigned at S-structure:
(50) a. the destruction of-[the city] ]
b. [the city' 5] i~ destruction .[ e] i ]
c. *[ [the citY's]i destruction of-[e]i ]
In both (50a) and (SOb), (15') is satisfied, allowing 9-role assignment to
proceed. It is likely that the ungrammaticality of (SOc) follows from an
ECP violation, although some version of "Case clash" may be involved. We
will consider this phenomenon in a later section.
The second example of movement away from a Case-marked A-position
involves movement to a non-A-position, as in structures involving WH-movement
or Topicalizacion:
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(51) a. I wonder [which house]i Brian bought [eli from the broker
b. This is the house [whi.ch]i Brian bought [eli from the broker
c. [This house]i' I doubt that Brian would have bought [eli from
anyone
In these structures, the trace left in the A-position at S-structure is
assigned Case under (18). It therefore heads an A-chain at S-structure
to which the object 9-role can be assigned. The NP i appearing in COMP
or Topic position -- if these are distinct -- binds its trace, just as an
operator binds a variable at the level of Logical Form. It is plausible
that the language faculty has formalized the logical notion of the operator-
variable relation in the form of the structural relation holding between
a non-A-position and an A-position which it binds. Perhaps it is this
particular formalization which has permitted the extension of the operator-
variable relation to Topic constructions, even though there is no obvious
logical sense in which the topicalized constituent is an "operator".34
Since NP i in (51) appears in a non-A-position it is not itself
assigned a 9-role, so it need not be assigned Case. P~ther, it is the
trace (i.e. the variable) which functions as the argument within the A-
chain with which the 9-role is associatt~d, in accordance with the 9-cri-
terion. Note that since the variable he~lds the chain and bears Case, it
must appear adjacent to the governing Case-assigner at S-structure, by
virtue of (18i!). Therefore NP i must appear in the same position adjacent
to the governor at D-structure, if Move-a is limited to substitutions and
adjunctions.
Another instance of movement to a non-A-position is the Focus NP
Shift constructions discussed in Section 1:
(52) a. Kevin gave [eli to his mother [<1 new bookl i
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b. Brian brought [eli - back to America - after the end of the
war - [a priceless portrait of Napoleon]
i
c. I heard [eli - on the radio - on my way home from work - [the
song tr~t you told me about]i
It has sometimes been suggested (e.g., by Rochemont, 1978) that this con-
struction involves a stylistic rule, in the sense of Chomsky and Lasnik
(1977). As Rochemont observes, this claim implies that the output struc-
tares produced by this rule should never be subject to application of
Move-a. Similarly, Focus NP Shift should have no effect on Logical Form
representations. But in fact, there is empirical evidence against both
of these predictions; we shall discuss some of this evidence elsewhere
in this thesis. 35
It is important to be very cautious in u3ing the term "stylistic
rule" in the context of a formal theory of grammar. While it is certainly
true that Focus NP Shift is used for a marked stylistic effect, the same
is true of the Topicalization construction, which has been shown to
involve the core syntactic rule Move-~. Suppose that this is also true
of Focus NP Shift, as suggested by the evidence that I have alluded to.
Then the structures in (52) must be S-structure representations. The
trace [eli is in the Case~rked position adjacent to the verb, so it is
eligib12 to head an A-chain and be assigned the object 9-role. In con-
trast, the postposed NFl appears after all other material in VP including
the adverbial modifiers at the Vlevel in (52b,c). This suggests that NPi
is in a non-A-position of some kind, acting as a c-commanding antecedent
for the variable in object position. In a sense, the non-A-position at
the end of VP makes this construction a kind of mirror-image of the Topi-
calizatian construction discussed previously.
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The third example of movement out of a Case-marked position is the
Postverbal Subject Constructions (PSC), which is typical of the so-called
"Pro-Drop" languages, as observed by Rizzi (1980). In these languages,
it seems that the PSC is to some extent analogous to the NP-internal
movement in example (SOa), in that nominative Case can be assigned direct-
361y either to preverbal or postverbal position. But similar constructions
also occur in English, despite the fact that nominative Case can only
be assigned to the "true" (preverbal) subject position:
(53) a. There walked into the room [NP a man]i
b. There has occurred [NP a terrible disaster]i
Following the spirit of Chomsky~s (1981) discussion of the PSC in
Pro-Drop languages, we can assume that each of the postverbal subjects
in (53) is part of an A-chain which also includes the pleonastic element
there. Since there is assigned nominative Case, the A-chain which it
heads satisfies condition (15), and 9-role assignment is possible. Note,
however, that it is ~he postverbal NP i which is the argument that must be
associated with a 9-role, in conformance with the 9-criterion.
Now if these two positions form an A-chain~ then the true subject
position must c-command the postverbal subject at S-structure. Suppose
that NP i appears in the preverbal subject position at D-structure; suppose
futher that Move-a allows exactly two operations: (i) substitution and
(ii) adjunction to a maximal projection. Then if there must bind NP. at
1.
S-structure, it follows that NP. must adjoin to VP, provided that
~
c-command is defined as in (54):37
(54) C-Command
In the configuration [ ••• a ••• a ... ] a c-commands B, where
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i. cr,S are maximal projections, and
ii. the first branching node dominating a also dominates S.
If NPi were to adjoin to S or S, then it could not be part of a chain
headed by the true subject position, by virtue of (541i). Therefore
NP i must be adjoined to VP, as suggested by Kayne (1978) and others.
This in turn implies that the VP-adjoined position can be interpreted as
an A-position. 38
At this point, another problem arises. If NP. in (53) is bound by
1
the NP 1n subject position, then it violates condition (42c) of the bind-
ing theory, as noted by Rizzi (1980). Chomsky (i981) resolves this ean-
fliet between the binding theory and the defil:itio.. ', of chains by intro-
dueing a second system of indexing, represented formally by superscript
indices. He proposes that chains can be defined on either system of
indexing, while the binding theory only looks at subscript indexing.
(To be precise, each "link" in a chain must involve local BINDING, where
"BINDING" is defined in terms of c-command and co-indexing on either
stratum of indices.) Then the contradiction between the binding theory
and the definition of chains is resDlved, provided that NPi in (53) is
co-superscripted with the c-commanding true subject position. In fact,
this is a natural proviso, if we assume that by convention, Move-cr in-
valves co-superscripting in the case of downward movement, just as it 10-
valves co-subscripting in the case of upward movement.
The derivation of (53) then proceeds as follows. At D-structure,
P(l,.,
NPi appears in a pestverbal position. Move-a applies, adjoining NPi
to VP, and co-superscripting NP i with the empty category in subject position.
The rule of there-Insertion addsphonetiecontent to the subject position
at S-structure, b~t the superscript index left by Move-~ remains, since
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there has tlO inherent ind.ex. (there-Insertion also adds lexical content
if there i~ en existential quantifier, as proposed by Milsark, 1974.)
Presumably, true subject position is the 9-position, at least at the level
of D-structure. 39
3.3 This concludes our discussion of the mapping between D-structure
and S-structure, with respect to NP arguments. We have observed that
D-structure ~an be conceived of clS e pure representation of grammatical
functions and strict subcategorization frames, which are projected from
the lexicon (cf. Chomsky, to appear)~ On the other hand, S-structure is
the level of representation where the subtheories of binding, abstract
Case, and function-chains apply.
The mapping between these two levels is dependent upon the inter-
action of various subtheories of grammar, including the 9-criterion,
the Projection Principle, and the theoties of Case and government, among
others. The basic principles of these theories have an invariant formal
nature, predetermined by the language facul~y. Nevertheless, there is
some reom for parametric variation at specific points in the formal
structure of the theory, so that the grammars of individual languages will
differ in vari s ways within the limits allo~ed by the language faculty.
Both D-structure and S-structure confor~ to the basic principles
of phrase structure determined by the X-bar system and the definitions
of A-positions and non-A-posicions7 The properties of structural con-
figurations defined by these prin.ciples play an important role in almost
every other component of COLe Grammar. In particular, we have seen that
the formulations of government (17), Case assignment (18), of-Insertion
(39) and c-command (54) all make crucial use of notions of X-bar theory,
while the theories of binding and function-chains make crucial reference
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to the distinction between A~positions and non-A-positions.
Conspicuously absent from our discussion has been any reference to
category-specific formulae stipulating the linear arrangement of con-
stituents within any given level of X-bar structure. Typically, the
arrangement. of constituents at S-structure differs in complex ways from
one structure to another, and from one language to the next. The purpose
of the preceding discussion has been to provide an overview of a formal
theory of grammar which is capable of deducing these superficially arbitrary
differences from general principles, rather than simply stipulating them
by means of structural generalizations expressed in terms of categorial
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rules.
In the following sections of this chapter, I will extend this theory
so as to derive the distribution of categories other than NP in a similar
fashion.
4. The Case-Resistance Principle
4Q1 Recall the formulation of Case assignment in (18):
(18) Case Assignment under Government
In the configuration [~ B ••• l or [ ••• B ~l, a Case-marks S,
where
(i)
(ii)
(iii)
a governs a and
n is adjacent to S, and
~ is [-N]
(18) states that the Case-assigning element a mUBt be [-N], but it leaves
the categorial status of B unspecified. In all of the structures con-
sidered so far, however, Bhas always been NP, which is [+N, -V]. The
same is true of the other instances of Case assignment which we have dis-
cussed, including genitive Case assignment in NP and nominative Case
assignment under government by the [+tense] feature of the head of a finite
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clause. One might ask, however, if a is always NF, or whether the other
lexical categories may ever bear Case features.
Consider first AP, which .. 1s [+N, +V]. Although it is rare for APs
to function as independent arguments in A-positions, it is common for them
to be assignea Case in agreement with a head noun. This is illustrated
by the following German paradigm.
(55) German adjectives: Strong Declension, Masculine
(sing. ) Nominative guter Kaffee "good coffee"
Genitive guten Kaffees
Dative gutem Kaffee
Accusative guten Kaffee
(plur. ) Nominative huebsche Geschenke "nice presents"
Genitive heubscher Geschenke
Dative huebschen Geschenke
Accusative heubsche Geschenke
Moreover, Case can be assigned directly to AP when it functions as an
argument. For instance, Russian, like German, has agreement between
adjectival modifiers and th~ head noun. But when AP is used predicatively,
it is assigned instrumental case: 4l
bol 'nym
sick(INST)
(56) a.
b.
Vra~ ka~etsja
doctor(NOM) seems
'The doctor seems sick'
Ivan s~itaet Ma¥u
Ivan (NOM) considers Masha(ACC)
'Ivan considers Masha pretty'
krasivoj
pretty (INST)
So it seems that AP, like NP, can bear Case.
The same is not true, however, for the [-N] categories. VP is never
assigned Case, although one might be inclined to attribute this to the
fact that VP does not normally function as an argument. 42 On the other
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hand, PP often functions as an argument, especially when it denotes a
specific direc~iDn or location. But no verb ever assigns Case to its PP
complements. ~ecall that PP complements are freely ordered at each bar
level, and need not appear adjacent to a governing verb. MOreover, PPs
can appear as arguments of derived nominals and adjectives, which do not
assign Case. Clearly, a PP argument need not be assigned Case.
In fact, there is quite a lot of evidence which suggests that PP
~ not be assigned Case. Specifically, PP may never appear at S-
structure in a Case-marked position, even when it is a plausible argument.
Two such positions are the subject position of a for-infinitive and the
object position of a preposition which obligatorily assigns Case:
(57) a. It would be nice [for [the counter-top] to have a nice paint job]
b. We talked [about [the direction of the wind] ]
(58) a. *It would be nice (for [on the counter-top] to have a nice paint job]
b. *We talked [about [from the west] ]
Moreover, morphologically c')vert ganitive Case is never assigned to PP:
(59) a. I protested [ ['::he park's] having been chosen for the rally]
b. *1 protested [ [in the park's] having been chosen for the rally]
Finally, of-Insertion never applies "blindly" so as to Case-mark a
PP complement:
(60) a. John shot (at) the deer
b. Paul played (wi.th) dice
(61) a. [John's shooting of (*at) the deer]
b. [the playing of (*with) dice]
I
I
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Of ~ourse, one can easily ~lgine ways to prevent PP from appearing in
these structures, but this would miss the point that no rule of grammar
43
ever assigns Case to PP.
Suppose that this is correct. Given the close connection between
Case assignment and e-role assignment imposed by Condition (15'), this
leads to the question of how a PP 1s assigned a e-role when it appears
as a complement in struccures such as (62):
(62) a. Carol [put - the book - in her purse ]
b. The salami [was cut - with a knife ]
c. Jim [wandered - into the room]
Presumably, PP complements do not need to be assigned Case because they
are immune to the effects of Condition (15') for some reason. But why
should this be so?
Hagit Borer has suggested (personal communication) that perhaps
e-roles are not really assigned to the PPs in structures such as (62).
Instead, the relevant 9-role may actually be assigned to the object of the
preposition. Presumably, the e-role would be derived compositionally,
combining the meaning of the preposition with the appropriate "Direction"
or "Location" e-role of the verb, participles or whatever. If we were to
adopt this idea t then we would have an immediate solution to the problem
raised above. Since a preposition assigns Case to its object, e-role
assignment to a PP complement would be directly analogous to a-role assign-
ment to the object of a dummy Case-marker, differing only insofar as a
"true" preposition contributes to the meaning of the complex 9-role
44assigned to its object. Alternatively, we might assume that the [-N]
feat\lre in the prepositional matrix itself counts as a Case feature for
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the purposes of satisfying Condition (15'). Then Case could be assigned
directly to the PP in (62).
It seems that a 9-role may only be assigned to PPs in this way
when they appear as complements of a governing head. Thus 9-role ass1gn-
ment is not possible when a PP appears in the subject position of the
infinitival complement to a Raising verb:
(63) a. *It seems [8 [in the room] to be very cold ]
b. *It appears [5 [dawn in the mine shaft] to have scared Bill ]
Thus the intrinsic "visibility" of the PP is sufficient for 9-role assign-
ment to proceed when it appears as a complement, but not when it appears
as a subject. 45 We might attribute this to the fact that a a-role can
only be derived compositionally within ~t perhaps by means of sO'!I1e kind of
thematic restructuring akin to that proposed by Zubizarreta (1980). Under
the alternative assumption that it is the [-N] feature of PPs which
enables them to intrinsically satisfy Condition (15'), we might stipulate
that the feature is only visible for the purposes of sanctioning a-role
assignment if it 1s linked to strict subcategorization features on the
verb's 9-grid. Each of these possible approaches has distinct consequences,
as we shall observe in subsequent discussion, further below.
Summarizing, we observe that there is a dichotomy between the
[+N] categ()ries and the [-N] categories with respect to Case assignment:
(64) a. [-N] categories may assign Case.
b. [+N] categories may not assign Case.
c. [-N] categories may not be assigned Case
d. [+N] categories may be assigned Case
(64 a,b) follow from the formulation of Case assignment in (18). (64d)
follows from the fact that S is left unspecified in (18); the fact that
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the [+N] categories~ be assigned case when they are lexical NP
arguments follows fram Condition (15'). This leaves (64c).
Suppose that we elevate (64c) to the status of a theorem to be
derived from the theory of Case:
(65) [-N] categories may not be assigned Case.
Conceptually, (65) seems to be a counterpart to Condition (18111). ~t
is, it seems that the [±N] feature def1~es a fundamental dichotomy
within the categorial system with respect to the assignment of abstract
Case, distinguishing categories which can assign Case from those to which
case may be assigned. It would be possible to derive (65) by specifically
stipulating that a in (18) must be [±N], but this would fail to capture
the perfect complementarity between (64a,b) and (64c.d). Moreover, we mibht
still expect PPs to bear Case by agreement, but this does not seem to
be possible. SUPPOS2 instead that Core grammar includes the following
general principle:
(66) The Case~Resistance Principle (CRP)
Case may not be assign~d to a category bearing a Case-assigning
featuree
In terms of (66), we might view the Case features and the Case-assigning
features as being "resistant" to each other-- as if they "repelled" each
other, similar to like poles on a magnet. On a more prosaic level, we
can think of the Case features and the Case assigning features as being
conflicting feature-values, so that they are unable to appear in the same
categorial matrix~ This would be consistent with the view suggested above
that the [-N] feature counts as a Case feature itself for the purposes of
satisfying Condition (15). The Case-Resistance Principle would then be
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subsumed under the general prohibition against "Case Conflict", according
to which two distinct Cases may not be assigned to a single NP.
At first glance, (66) may appear to be no more than a restatement
of (65); but it is not, for two reasons. First, (66) makes explicit
the connection between (64a,b) and (64c,d), enabling them both to be
derived fram Condition (iii) in the Case assignment rule (18)0 Second,
(66) makes a more general claim, since it does not explicitly specify
the feature [±N]. To be precise, (66) predicts that Case cannot be
assigned to a category bearing t~e feature [+Tense], since this too is a
r~s~asaignlng feature, as we have already observed in Chapter 1. This
has a number of interesting consequences, to which we now turn.
4.2 Recall the basic categorial distinctions among the I+N 1 -V] cate~
gor1es:
(67) Tensed clauses [+N, -V, +Tense, ± Past]
to-Infinitives [+N, -V, +Tense, ----]
Gerunds [+N, -V, -----]
NPs [+N, -V, -Tense, -----]
In Chapter 1, I suggested that the basic distinction between Sand NP
related to the [± Tense] feature. Gerunds, being unspecified for this
feature, come out as a neutralized category. Infinitives, contrary to
some previous assumptions, come out 8a being [+Tense]; however, they are
left unspecified for the [~ Past] feature, which we interpreted as having
lexical content. Normally, the head position in S is able to assign
nominative Case to the subject position, but this is only possible 1£ the
head of the clause has lexical content; infinitives are therefore unable
to assign Case claus,a-internally. In a sense, we might think of
infinitives as being analogous to intransitive verbs: although each of
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these categories bears a Case-assigning feature, neigher is able to use
them to actually assign Case. Gerunds differ from infinitives in lacking
the [+Tense] feature entirely; they are unspecifi~d for this feature,
and are therefore unable to assign Case to subje~t position in principle.
In addition, we saw that certain differences relating to strict sub~
categorization and the availability of t~le COMP position followed from
these distinctions.
The categorial distinctions in (67) enable us to investigate the
effects of the Case Resistance Principle on clausal complements. We
ought to expect it to be impossible for tensed clauses and to-infinitives
to bear Case, by virtue of the [+Tense] feature. On the other hand,
gerunds and NPs should be immune to the effects of the CRP, since they lack
the [+Tense] feature. In the following discussion, we shall see that this
p~ediction is borne out for the most part. Certain complications arise with
respect to infinitival clauses, however, so we will postpone our discussion
of these until Section 5. It is worth mentioning at the outset that the
effects of the CRP in English coincide nicely with Reuland's (1981)
observation that clausal complements in Dutch may never appear in a position
of Case assignment. which he derives in a somewhat different fashion. 46
Consider first the distribution of t~nsed clauses va. gerunds.
Emonds (1970) observed that there are a number of environments where these
categories differ markedly in their distribution. Gerunds, unlike tensed
clauses, may appear as the object of a preposition:
(68) a. He blamed it [ on [Bill's b~ing too strict] ]
b. We were talking [about [the Marines' having gone to China] ]
149
(69) a. *He blamed it [ on [that Bill was too strict] ]
b. *We were talking [ about [that the Marines went to China] ]
The Ul-formedness of (69) follows from the CRP, given the categorial
distinction between gerunds and tensed clauses with respect to the [±Tense]
feature. Likewise. gerunds but not tensed clauses may appear in the
subject position of an infinitival clause to which Case is assigned by
the governing verb:
(70) a. I consider [s [John's having come home] to be fortunate] ]
b. Bill showed IS [John's having lied] to be a fact] ]
(71) a. *1 consider [8 [that John came home] to be fortunate ] ]
b. *Bi1l showed [S [that John lied] to be a fact ] ]
The ungrammaticality of (71) also follows from the fact that the tensed
clause appears in a position of Case assignm~t, given the CRP. (We
consider these constructions in greater detail in Section 6.)
Before turning to other constructions, lee us briefly consider how
the e-criterion is satisfied in (68) and (70). Recall that every 9-role
must be assigned to an argument, and that 9-roles may only be assigned to
A-positions that are A-associated with the feature~ of PRO or Case. In
terms of the theory of chains, this means that a 9-role may only be assigned
to an A-chain which is headed by an A-position bearing these features.
Conaider first (68). Suppose, following Borer's suggestion, that the verb
assigns a 9-role to the object in PP, rather than to the PP itself. In
uach case, the preposition can assign Case to the gerund, since it is immune
to the CRP. Condition (15') is satisfied with respect to the gerund
argument, and 9-role assignment can proceed in the same way as with NP
arguments. Similar remarks obtain with respect to (70): the matz'1x verb
assigns Case to the subject position of its infinitival complement; since
this 1s occupied by a gerund, the CRP and Condition (15') are jointly
satisfied, and e-role assignment is possible. Thus gerunds do not
present any problem for the assumption that Condition (15') holds uniformly
for all arguments.
In order to rule out (69) and (71), we need not necessarily assume
that Case assignment is obligatory in these conta~ts. Suppose instead
that it is optional. Thea if Case is assigned to the tensed clause, the
CRP is violated; if not, then Condition (15') is not satisfied, e-role
assignment is blocked, and ithe 8-criterion is violated. In other words,
we can account for the distribution of clauses in (68-71) even if Case
assignment is always optional. if we combine this with the null h}~othesis
tha t 9-role assignment to all arguments is subj ect to the same general
conditions. It is perhaps worth mentioning that this account is only
compatible with the theory of Chomsky (1980)-- where the Case filter (14)
takes the place of the "visibility" Condition (15') - if Case assignment
is obligatory in all contexts; otherwise the CRP could be trivially cir-
cumvented by exercising the option of not assigning Case to S.
Consider now the following structures:
(72) a. John wondered [ how [PRO t:~ upset: Mary ] ]
b. *John wondered [ bow [ .Bi~l to upset Mary ] ]
(73) a. *John wondered [ how [ [Bill's coming in late] to upset Mary] ]
b. *John wondered [ how [that B:tll arrived late] to upset Mary ]
The~e are not structures of obligatory Control, so the ungrammaticality
of (72b) and (73) cannot be attributed to the theory of Control; cf.
Williams (1980) and Chapter 5 for discussion. In these structures, Case
cannot be assigned to the infinitival subject position. Even if the verb
were able to assign Case across the clausal boundary, as in (70), the
intervening WH-word in COMP would block Case assignment to t'he subj ect
ponition by virtue of the adjacency condition (18i1). Therefore the only
way for Condition (15') to be satisfied is for the subject position to be
occupied by PRO. In (72b)t the assignment of the subject 9-role is
blocked within the infinitival clause, and a 9-criterion violation results.
This account extends naturally to cover the gerund and tensed clause
subjects in (73) -- under the assumption that all cases of 9-role assignment
are subject to the same conditions.
More or less the same story applies to arguments appearing at
S-structure in the subject position of an infinitival complement to a
raising verb:
(74) a. [The fish]i appears [S[e]i to have upset Mary]
b. *(It) appears [S[the fish] to have upset Mary ]
(75) a. [Bill's coming in late]i appears [S[e]i to have upset Mary]
b. [That Bill came in late]i appears [S[e]i to have upset Mary ]
(76) . a. *(It) appears [~[Bill'a coming in late] to have"--iipset Mary 1
~
b. *(It) appears [S[that Bill came,in late] to have upset Mary]
In (74) the raising verb governs but does not assign Case to the embedded
subj ect position. NP-movement must apply, s" as to form an A-chain which
includes the main clause subject position where nominative Case is
assigned. 9-role assignment is therefore possible in (74a) but it is
blocked in (74b) because the embedded subject position is not included in
a chain which satisfies (15').
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The sentences in (76) are directly analogous to (74b); the embedded
3ubject position is not part of an A-chain that is headed by PRO or Case, so
9-role assignment is blocked, and the 9-criterion is violated. Now consider
(75). Here it seems that the 9-criterion is satisfied, implying that
the trace in the embedded subject position is part of an A-chain to which
Case is assigned. This is straightforward in (75a), because we can simply
assume that nominative Case is assigned to the gerund in subject position.
But in (75b), the assignment of nomdnative Case to the tensed clause should
result in a violation of the Case Resistance Principle. Apparently, however,
this is not the case.
The problem posed by (75b) is not unique to Raising structures, but
in fact is quite general:
(77) a. [That Jenny is a good hostess] is self-evident
b. [That Pauline moved to Kansas] surprised me
Ca [That Brian dyed his hair] proves nothing
In each of these sentences, we might expect the 9-criterion to come into
conflict with the CRP. In order to receive a 9-role, the tensed clause
must appear in an A-chain to which Case is assigned; but the clause cannot
bear Case without violating the CRP.
The basis for the solution to this problem is due originally to
Emends (1976) and Koster (1978).47 Emends suggests that the tensed clauses
in (75b) and (7Vare not really in subject position, but rather in Topic
position. The constructions are deceptive only by virtue of the fact that
Topicalization is string-vacuous in the case of movement from subject
po&1t1on to an adjacent COMP.
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This account is supported by the fact that tensed clauses, unlike
gerunds, may only appear as ~'subjects" in environments where Topics can
also appear:
(78) a. John's belief [(that) [ [your taking the course] helped you]] is
unfounded.
b. Although [ [the house's being empty] may depress you] , •••
(79) a. *John's belief [(that) [ (that you took the course] helped" you ] ]
is unfounded.
b. *Although ( ithat the house is empty] may depress you], •••
(80) a. *Jobn's belief [(that) [the Geography course]i' Bill really
wanted to take Ie] i ] 1s unfounded
b *Although [with his sister]! John was reluctant to travel Ie]i .,.
Suppose, then, that tensed clause "subjects" are really Topics.
In terms of the Case Resistance Principle, this makes perfect sense. In
each case, we can assume that the tensed clause appears in subject position
at D-structure, but is unable to remain there at S-structure without
violating the CRP. Therefore it must move to a non-A-position, leaving a
trace in the subject position t which it binds as a variable. Nominative
Case is assigned to the variable, which functions as the argument at the
head of the A-chain, just as in any other Topic construction. Thus the
Topic structure serves as a Hsaving device" for escaping the effects of
the CRP. This position is unavailable for the tensed clause "subjects"
in (79). just as it is unavailable for the NP or PP topics in (80).
Notice that this account crucially assumes that the trace of S is
immune to the effects of the CRP. There are two possible ways of deriving
this result. First, we might assume that categorial features are not
among the features that are "left behind" by the application of "Move-a.
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Then Case could freely be assigned to the trace of S. since the trace would
not bear either of the Case-assigning features. Another approach would
be to asaume that the CRP only applies to the lexical head of a phrase,
rather than to the phrase as a whole. If traces have no internal structure
and dre without lexical content, then they would be immunu to the effects
of the CRP. I will not attempt to choose between these two possible
accounts here.
Another account of the "obligatory Top1calization" of subject S
arguments is offered by Koster (1978a). He suggests that the subject
position of S is defined as an NP position by the rules of the base.
Then if X-bar theory disallows categorial rules of the form (81)t it
follows that no S may ever appear in subject position:
-(81) NP 0+ S
According to this account, the sentences in (79) are ruled out because
5 may not appear in subject position at D-structure. Analogous sentences
involving movement from the subj ect position of the complement to a
Raising verb are ruled out because NP-movement is "structure-preserving"
in the sense of Emonds (1970): only NP may move to a position that is
specified by the base rules as an NP position.
Koster's theory derives the obligatoriness of Topicalization with
respect to S subjects in a principled fashion, but his solution is
unavailable ~o us if the categor1al component does not exist. 48 It is
only by virtue of specifying t~~ subject position of S as an NP position
that Koster's account is viable. and if such specifications are not possible,
then the effect of obligatory Topicalization must be attributed to the CRP
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instead. In the CRP account, we are free to assume that S can appear in
subject position at D-etructure. Thus our analysis is not crucially
dependent on the assumption that Topic constituents are base-generated in
Topic position, as proposed by Chomsky (1977). This has a significant
consequence with respect to infinitival complements, as we shall see in
Section 5.
4.3 A tensed clause that appears in subject position at D-structure
also has another option open that simultaneously satisfies the CRP and
the e-criterion. Recall that NP subjects may move to postverbal position,
where they adjoin to the right of VP:
(82) a. [There]i [ [has walked into the room] [a man from India]i ]
b. [There]i [ [has occurred] [a terrible disaster]i ]
In (82), th~ postverbal subject and the pleonastic element in subject
position together form an A-chain, implying that the VP-adjoined position
can be interpreted as an A-position, as noted previously. Nominative
Case is assigned to there, which appears in the head position of the
A-chain, 80 Condition (15') and the 9-criterion are satisfied. Exactly
the same option is available for S arguments which appear in subject
position at D-structure, deriving the so-called it-Extraposition construc-
tion:
(83) a. [It]i [ [is self-evident] [that Jenny is a good hostess]i ]
b. [It]i [ [surprised me] [that Pauline moved to Kansas]i ]
c. [It]i [ [proves nothing] [that Brian dyed his hair]i ]
The sentences in (83) contain A-chains which include (1) the pleonastic
it in true subject position, and (i1) the S argument, which appears in
the postverbal A-position adjoined to VP. Since nominative Case 1s
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assigned to it, the A-chain is headed by a Case-marked position and
Condition (15') is satisfied, making e-role assignment possible. Case
is not assigned to the S itself, so the CRP is not violated.
Since the extraposition structure does not make use of Topic
position to escape the effects of the CRP, it can appear in embedded
contexts where Topics are disallowed:
(84) i . ia. John's belief [that [[it] [[helped you] [that you took the course] ]]]
is unfounded
b. Although [it]i [ [may depress you] [that the house is empty]i ] •••
This derives the effect of it-Extr&pos1tion being "obligatory" in such
contexts; cf. Emends (1970).
The it-Extraposition structure is also pe~tted for the Raising
cases in (75b) and (76b). Actually, two derivations are pe~itted. First,
the S argument can adjoin to the VP within the infinitival complement,
followed by insertion of pleonastic it and subsequent raising to the main
clause subject position: 49
(85) a. [e] appears [5 [that Bill came in late] [to have upset Mary] ]
i ib. [e] appears [s[ e] [[to have upset Mary] [that Bill came in late] J]
1 i
c. [e] appears [Slit] [to have upset Mary] [that Bill came in late] ]
i id. [it]j appears [s[e]j ftc have upset Mary] [that Bill came in late] ]
It is not crucial to assume that i~-Insertion applies before Raising does
in (85); the same S-structure chain would be derived if the empty category
in (8Sb) were to raise to subject position prior to the insertion of it
at S-structure.
The reason for assuming that the D-structure representation :ts (85a)
rather than (SSe) 1s that we derive the co-indexing between the "true"
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subject position and the VP-adjoined position for free, as an automatic
consequence of Move ex. Otherwise, we would need a special rule to
co-index the two positions. Although such rules appear to be allowed as
a special lexical property for same verbs, the it-Extraposition structure
is as freely available to an S subject as the Topicalization structure is.
It therefore represents an unnecessary complication to stipulate for each
verb that such a structure is possible, since the possibility is implied
by the theory of grammar, as a direct parallel to other postverbal sub-
ject constructions. 50
There is an alternative derivation for the D-structure in (8Sa)
which also involves it-Extraposition. Specifically, subject postposing
can apply to the output of Raising, as in (86):
(86) a. [e] appears [s[that Bill came in late) [to have upset Mary] ]
b. [that Bill came in late]j appears [ [e]j [to have upset Mary] ]
i i
c. [e]j [ [appears [fe]j to have upset Mary] ] [that Bill came in late] ]
1 id. [it]j [ [appears [ [e]j to have upset Mary]] [that Bill came in late] ]
In (86). the S argument appears at D-str11cture in a position adjoined to
the main clause VP in the infinitival complement. The st:r:uC'l:ural ambiguity
apparent in the distinction between (85) and (86) raises an issue of indeter-
minacy th&t I will not attempt to resolve here. It is conceivable that the
theory of grammar should rule out one of these structures, perhaps exploiting
the fact that the relevant A-chains differ in the c-command relations
between the postve~bal subject and the original 9-position. But it is far
from obvious which strl1cture should be excluded t and on what grounds.
In addition, the extraposition structure has a number of other curious
51properties which we will not consider here.
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One interesting aspect of this analysis of it-Extraposition is
that it puts us in a position to derive Baltin's (1978) observation that
the landing site of it-Extraposition differs from that of Relative Clause
Extraposition. (This is also noted by Reinhart, 1980). Specifically, it
seems that it-Extraposition always involves adjunction to VP, while a
relative clause that is extraposed from subject position appears as a
constituent of S. Suppose that an extraposed relative clause must c-
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command its trace at S-structure. . It then follows that the clause cannot
adjoin to VP, since c-command would not be possible from this location,
unless the clause originates in VP. On the other hand t the c-command
requirements are reversed in the it-Extraposition structure, if the
pleonastic it must appear as the head position in the chain, bearing Case.
If the postverbal argument in the it-Extraposition construction were to
adjoin to S, then pleonastic it would not be the head positioa of the
chain, given the definition of c-command in (54). 53
In addition, there are a number of interesting properties of the
it-Extraposition construction, which we will not consider here in detail.
For instance, there are some examples noted by Jackendoff (1977) which
appear to involve extraposed PPs; on the other hand, NPs and gerunds may
not appear as extraposed arguments in a chain headed by pleo~~stic it.
There appears to be a correlation between the status of the extraposed
a~gument with respect to the CRP and its ability to extrapose; on the other
hand, it is not obvious haw this follows from the theory developed here.
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4.4 Let us now turn our attention to structure3 in which S appears
at D-structure as a subcategorized complement in VP:
(87) a. Paul already knows [that Jtm lives with his sister]
b. Jenny forgot to mention [ that the water is bad ]
c. I think Mary has always resented [ that she was born poor ]
As we expect, these clauses may move to Topic position, leaving a trace
in the argument position in VP to be assigned objective Case:
(88) a. [That Jtm lives with his eister]i' Paul already knows [eli
b. [That the water is bad]i' Jenny forgot to mention [eli
c. [That she was born poorl i , I think Mary has always resented [eli
In these sentences, the CRP and the 9-criterion are jointly sati.sfied.
The CRP 1s satisfied because the tensed clause appears at S-structure in
Topic position, and thus avoids b~iug assigned Case. Instead, Case and
9-role are assigned tlJ the variable in the A-position in VP t as required
by the e-criterion.
On the other hand, the grammaticality of the sentences in (87)
appears to argue against our account. Specifically, one might presume,
on the basis of (87), that ei~her (i) tensed clausal complements can be
Case marked after all, or (ii) e-roles can be assigned directly to these
complements, without satisfying the cundition on 9-role assignment in (15').
But this argument is only as strong as the underlying assumption
that the clausal complements in (87) are actually sitting in the argument
position in V. Suppose instead that the clausal objects in (87) are
actually in the non-A-posit1on at the end of VP, binding a trace in the
A-position adjacent to the verb: 54
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(89) a. Paul already [V knows [eli ] [that Jim lives with his sister]i
b. Jenny forgot to [v mention [eli] [that the water is bad]!
c. I think Mary has always [V resented [eli] [that she was born poor]i
In (89), the extraposed clause appears in a non-A-position at the end of
VP; it binds its trace in Vasa variable, just as a topicalized S does.
Since the variable appears immediately after the verb, it is assigned Case
under adjacency. It therefore satisfies Condition (15), and it counts as
the A-chain to which the object 9-role is assigned.
This Extrapositi.on construction is really the same as the Focus NP
Shift construction that we discussed in Section 3. In each case, the
rule responsible for postposing the argument to the VP-adjoined position
is simply the core syntactic rule Move a. With NP objects, the construc-
tien is normally used only to focus the NP -- regardless of whether it is
heavy, indefinite, new information, or whatever, as noted by Rochemont (1978).
For this reason, Focus NP Shift is normally limited to Emonds' (1970) "root"
environments. But Hooper and Thompson (1973) ~howed that the "root" env'iron-
menta are a':.:tually more general, and can include virtually all environments
of asserted (as opposed to presupposed) mat· ~rial. In other words, Hooper's
and Thompson's observations can be taken to show that the limited distribu-
tion of the Focus NP Shift construction is not a fact that the theory of
grammar should account for; it is a paragrammatical phenomenon, related to
principles of discourse. (Iu this respect, it differs from Topicalization
which makes crucial use of the COMP position, as shown by 79, 80)0
Unlike the stylistically-motivated extraposition of NP, the extra-
position of S is forced by the interaction of rwo deep principles of grammar:
the 9-criterion and the Case-Resistance Principle. This is reflected in
the fact that S arguments can freely appear in the VP-adjoined position in
161
subordinate clauses, despite the fact that the derived constructions are
grammatically equivalent to Focus NP Shift constructions. This grammatical
equivalence is also reflected in shared intonational properties; in
particular, there is a characteristic pause before the extraposed constituent
in each case, as has been noted in the literature.
The CRP and the 9-criterion thus combine to derive Emonds (1976) obser-
vation that extraposition of S is apparently obligatory in the case of
object complements if Topicalization does not apply. This is reflected
independently by the fact that a postverbal tensed clause complement must
always follow other subcategorized complements:
(90) a. Mary said [eli quietly [that she wanted to drive]i
b. Paul mentioned [eli to Bill [that his shirt was dirtY]i
c. John knew [eli from experience [that the law was unfair]!
(91) a. ?*Mary said [that she wanted to drive] quietly
b. ?*Paul mentioned [that his shirt was dirty] to Bill
c. 1*John knew {that the law was unfair] from experience
At D-structure, all subcategorized complements must appear in V. The
ungrammaticality of (91) suggests that multiple adjunction to VP is impossible,
so that only one complement may move out of V to the VP-final non-A-position.
The interaction of the CRP and the 9-criterion combine to ensure that the
extraposed constituent is the direct object S complement in (90-91).
One can imagine alternative explanations of the judgments in (91)
which appeal to the fact that the clause is too "heavy" to appear in the
middle of the sentence, and stylistic factors favor the extraposed struc-
ture. But in fact specifiers such as PP are free to appear after S,
just as long as the theory of subcategorization does not require them to
appear at D-structure in V:
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(92) a. John knew that the law was unfair [before anyone else]
b. Paul mentioned to Bill that his shirt was dirty [last week]
c. Fran reported that the fish were alive [upon her return]
4.5 So far, the only cases of tensed clause complements that I have
discussed involved verbs which assign Case. Each verb assigns Case to
the trace of its clausal complement, which functions as a variable,
analogous to the variable found in WH-movement and Topic constructions.
However, tensed clauses also appear as complements of Raising verbs and
passive participles. Since these verbs do not assign Case, some other
factor must be involved in allo~~ng 9-role assignment to these complements.
Let us first turn our attention to the passive cases. At first
glance, it seems that 9-role assignment to tensed clause complements is
utterly unaffected by the shift from active to passive, which ought to
be surprising, if Case assignment to the trace of S is crucial for e-role
assignment in the active forms:
(93) a. Paul reported [that the pills were powerful]
Kathy will reveal [that a crime has been committed]
b. It has been reported [that the pills were powerful]
It will be revealed [that a crime has been committed]
All of the research on passive participles suggests that they lack the
ability to assign Case, but if Case assignment to the trace of S is
necessary for a-role assignment to proceed, then we might expect 8-criterion
violations in (93b). Another problem is that the S complement of a passive
verb must always appear after the other constituents in V:
(94) a. It has been revealed [to us] [that a crime has been committed]
b. *It has been revealed [that a crime has been committed] [to us]
This appears to cast doubt on our previous hypothesis that the S complements
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of active verbs move to this position so as to avoid violating the Case
Resistance Principle.
It seems that the apparent equivalence of the active and passive
S complement structures is superficial, however. Recall that NP comple-
ments of passive verbs normally raise to the subject position by Move a:
(95) a. [John]i was v1s1ted (eli by Mary
b. [The new~li was reported [eli by Paul
This is also possible for S complements, provided that they subsequently
move out of subject position so as to avoid being assigned nominative Case
in violation of the CRP:
(96) a. [That the pills were powerful]! [s [eli has been reported [eli
(by Paul)]
b. [That a crime has been committed]i [s [eli will be revealed
[eli (by Kathy) ]
The existence of sentences like (96) immediately suggests a solution to
the problem of 9-role assignment in (93). These sentences, like those in
- 55(96), involve "NP-movement" of the S complement to subject position.
Instead of moving to the Topic position, as in (96), the clauses in (93)
undergo it-Extraposition, directly parallel to the sentences in (83) and
(86). As in the active sentences in (90), the S complement adjo~ns
to the right of VP; but in this case, the VP-adjoined position is inter-
preted as part of an A-chain headed by pleonasti~ it in subject position,
rather than as a non-A-position which binds a variable in V. Thus
although these clauses must appear at the end of VP, like the complements
of the active verbs, it is for an entirely independent rea~on.
Let us now consider the tensed clause complements of Raising
verbs such as seem, appear, prove, etc:
I
II
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(97) a. It seems (to us) [that John is guilty]
b. It appeared (to the police) [that the mayor liked the wine]
If we make the standard assumption tllat the Raising verbs never assign
Case, it follows that their complements cannot move directly to a non-A-
posicion, since the trace would not satisfy Condition (15') and hence could
not receive a 9-role. Therefore the complement must be part of an A-chain
which is headed by pleonastic it in subject position. The simplest way
of deriving this chain is by the same rwo-step derivation that held for
the passive cases: movement to subject position followed by it-Extraposition:
(98) a. [e] [seems [that John 1s guilty] ]
b. [th~t John is qUiltY]j Iseems [eJj J
c. [e]ji f [seems [e].] [that John is guilty]i ]
i J id. [ItJ j [ [seems [el j l [that John is guilty] ]
This predicts -- correctly, I believe -- that the clause must appear after
the other subcategorized complements of the raising verb:
(99) a. ?*It seems Ithat John is guilty]{to us]
b. ?*It appeared [that the mayor like the wine] [to the police]
These sentences would then be directly parallel to the passi~e constructions
considered above.
There is one problem with this scenDrio, however: it predicts that
after preposing to subject position. as in (98b), the clause should be
able to move to Topic position. But SUcll sentences are ungrammatical:
(100) a. *[That John is guiltY]i ISle]! 3ee~ (to us) [eli]
b. *[That the mayor liked the wine]i Is [eli appeared [eli]
I know of no genuine explant....'cion fo:." this often-noted fact. Both of the
sentences in (100) should by all expectations be grammatical, regardless
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of what order the S and PP complements appear in at D-structure. Assume
the clause to appear in Topic position at S-structure. Then the two
traces should form an A-chain headeu by the nominative Case-marked trace
in subject position. MOreover. Raising verbs are perfectly compatible
with topica11zed S, 1f it moves from the embedded subject position as in
(75b). There are various possible accounts of the obligatory extraposi.tion
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effect in (100), none of which seems particularly attractive.
It is worth noting, incidentally, that the problem is limited to
the Raising verbs; Raising adjectives allow their complements to topicalize
from subject position:
(101) a. [That John likes Susan]! [eli is certain [eli
b. [That the war is over l j [e l j is hardly likely [e]j
The verb/adjective a symmetry suggests that the ultimate explanati10n
for (100) may involve Case assignment on the part of the Raising verbs,
but I will not pursue this possibility here. 57
4.6 The fact that the VP-adjoined position can be interpreted either
as an A-position or as a non-A-position deserves some comment. It is not
clear whether this freedom reflects an ambiguity in the structure of VP.
Recall the definition of non-A-position presented in Chapter 2:
(102) Non-A-pos1tion
In the configuration [yael a is a non-A-position with respect to
a, if (i) Y is a projection of a, and
=(ii) a = X, and
(iii) a and a are both immediate constituents of y.
If (102) is correct, then extraposed tensed clause complements and NPa
•in Focus NP Shift constructions must appear in a position adjoined to v.
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The ambiguity ari~es with respect to the adju~ction position in it-
Extraposition constructions. Perhaps the definition of A-positions
=overlar~ with that of non-A-positions in the case of adjunction to V.
Alternatively, it could be that the Vis non-branching, so that Vand V
have no hierarchical distinction, as in the theory of Las~ik and Kupin
(1978). Then Move a might have the option of choosing between adjunction
to Vand adjunction to V in such a case. We might then suppose that·
it-Extraposition chooses to adjoin to V, while object extraposition chooses
adjunction to V. The V-adjoined position would be the A-position, while
•the V-adjoined position would be the non-A-position. I will leave this
matter undecided at present, but we shall return to it in Section 8.
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5. Infinitival Complements
5.1 In the preceding section, I discussed the interaction of the
9-criterion and the Case Resistance Principle with respect to PPs,
gerunds, and tensed clauses wh~n they function as arguments. Since
gerunds are not headed by any Case-assigning feature, they are free to
be assigned Case and thereby satisfy Condition (15') directly_ But the
CRP dictates that PPs and tensed clauses may never bear Case. so these
categories may never appear in a position of Case &8signment at S-struc-
ture. PPs differ from tensed clauses with respe~t to 9-role assignment
when they appear as complements in f.. Specifically, PP complements
satisfy Condition (15') directly; so they may appear in V at S-structure,
perhaps because of the phenomenon of compositional 9-role assignment.
This option is unavailable to tensed clause complements, however, and
they must move out of V. When the governing verb assigns Case, the
clause moves to a non-A-position and binds a variable at S-st~~cture;
when the governing verb 1s a Raising verb or a passive participle, the
clause moves to the matrix subject position, and then undergoes Topicalization
or it-Extraposition.
In thi9 section, we will turn our attention to infinitival clauses.
In Chapter 1., I argued that these share with tensed clauses the abstract
[+Tense] feature, but I suggested that this feature can't be used to assign
Case to subject position because the head of the clause is without lexical
content, lacking the [±Past] feature.
On the basis of their categorial status, we might expect to-infinitives
to behave in ~!xactly the same way as tensed clauses, abstracting away
from the arbitrary effects of selectional properties of individual verbs.
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It seems, however, that this is not quite true. As it turns out,
to-infinitives share a number of properties of PPs, especially when they
appear as subcategorized complements in X.
First of all, to~infinitives shew obvious CRP effects. Like tensed
clauses, they may never appear as the object of a preposition: cf. (69):
(103) a. *He blamed it [ on [(for Bill) to have been too strict] ]
b. *We were talking [ about [ to have gone to China] ]
Similarly, they may never appear as the subject of another iDfinitival clause~
1f this position is assigned Case by the matrix verb:
(104) a *1 consider [ [to come home] to be easy ]
b. *Bill showed [ [for John to have lied] to be a fact ]
Finally, they may never appear in the subject position of a tensed clause,
as can be shown by checking the str1lctures where Topical1zation is dis-
allowed:
(105) a. *John's belief [(that) [(for you) to take this course]
would help you] is unfounded
b. *Although [[(for you) to take this ccurse] would help you]
As with tensed clauses, there are two "saving devices" available
for the structure iu (105): the clause can move to Topic position, as
in (106), or it can undergo it-Extraposition, as in (107):
(106) a. [(For you) to take this course]1 [(eli would help you]
b. [It]! [ [would help you] [(for you) to take th!s course]!]
(107) a. John's belief [that it would help you [(for you) to take this
course]] is unfounded
b. Although it would help you [(for you) to take this course] •••
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In (106) and (107), the 9-criterion is satisfied, because there is an
A-chain which is headed by a Case-marked position. In (106), the
A-chain c~nsists solely of the variable in subject position, which is
assigned nominative Case. In (107). the A-chain consists of the clause
adjoined to the right of VP, and pleonastic it, which bears nominative
Case in the head position of the chain. When there is no Case-marked
A-chain that satisfies (15'). the 6-criterion is violated, and the sentence
is ungrammatical even though there is no problem from the perspective
of the CRP:
(108) a. *Bill wondered [ how ( [to have come home] to have upset Mary ]]
b. *It appears [ [(for Bill) to have come home] to have upset Mary]
On the basis of the patterns in (103-108), there is every reason to assume
that to-infinitival clauses behave in exactly the same way as tecs~d
clauses with respect to the interaction of the CRP and the 9-criterion.
This makes sense, if both clausal types ~hare the abstract categor1al
feature [+Tense].
5.2 In other respects, however, to-infinitives do not behave at all
like tensed clause or gerund complements, displaying instead certain
properties characteristic of PPs. To be specific, all of the relevant
evidence suggests that to-infinitive complements are not dependent in
any way upon the Case-assigning properties of the governing verb.
First of all, infinitival clauses are more or less freely ordered
with respect to other arguments in VP such as PPs and adverbs:
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(109) a. John has promised [re~eatedly] [to help us]
John has promised [to help us] [repeatedly]
b. Frank wants [very badly] [to visit us]
Frank wants [to visit us] [very badly]
(110) a. John explained [to Bill] [how to open the jar]
b. John explained [how to open the jar] [to Bill]
(111) a. Jack seems [to us] [to be rather dull]
b. Jack seems [to be rather dull] [to us]
Of course, when the verb also takes an NP object, the NP must appear next
to the verb at D-structure, so as to satisfy the adjacency requirement
on Case assignment, but the other complements are freely ordered:
(112) a. ~Tanice reminded [Jenny] [repeatedly] [to turn down the music]
b. Janice reminded [Jenny] [to turn down the music] [repeatedly]
c. *Janice reminded [repeatedly] [Jenny] [to turn down the music]
Although there are some restrictions on the order of PP complements in
Control struc~ureSt these constructions all seem scmewhat marginal, and
the relevant d{stinctions may be due co the theory of Control. 58
TIlcse f~cts make sense if infinitival clauses are intrinsically
Case-marked, lika a PP. If in£initivals -- like tensed clauses
move to the end of Vin order to bind a Case-marked trace so as to
had to
satisfy the 9-criterion, then we would not expect other subcategorized
complements to be able to foJlow them; cf. (91), (94b), and (99) above.
Der:!J7ed nominal constructions provide further evidence that
infinitival clauses are not dependent in any way upon Case assignment in
order for 9-role assignment to proceed. Recall that derived naminals
do not assign Case to their objects, and of-Insertion must apply so as to
satisfy Condition (15'):
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(113) a. The eneMY destroyed [the city]
b. The enemy's destruction of-[the city]
c. *The enemy's destruction [the city]
Gerund complements behave in exactly the same way, as we should expect if
all argum~nts are subject to the same conditions on 9-role assignment:
(114) a. John discussed going home with us
Paul remembered eating the apple
b. John's discussion of going home with us
Paul's memory of eating the apple
c. *John's discussion going home with us
*Paul's memory eating the apple
But infinitival clauses are free to appear as complements of derived
naminals, without requiring any special dummy Case marker:
(115) ao Ken attempted to finish on time
John pretended to be my friend
b. Ken's attempt to finish on time
John's pretense to be my friend
Thus to-infinitives behave just like PPs with respect to 9-role assignment
by a derived nominal head, which makes sense if they are able to satisfy
Condition (15') intrinsically. (I will discuss tensed clause complements
in derived nominals in Section 6.)
The preceding discussion suggests that to-infinitival complements
are not dependent upon Case assignment from a governing head in order for
9-role assigrment to proceed. Notice, however, that this is only true
when the clause appears as a subcategorized complement. As with PPs,
e-role assignment is not possible when the clause appears in a non-sub-
categorized subject position where no Case is assigned, as shown by (108);
see Section 4.1 for discussion.
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With respect to the fact that no 'verb must assign Case to a
subcategorized infinitival complement, it appears that an even stronger
claim can be made: no to-infinitival may appear at D-structure in a
position which is assigned Case by a governing verb at S-structure. The
relevant evidence concerns Passive and Topic constructions; I shall con-
sider each of these in turn.
Recall that every verb which assigns Case to a complement has a
passive participial counterpart with the same strict subcategorization
frame. In the Passive conat::uction, each complement must appear in V
at D-structure so as to satisfy the participle's strick subcategorization
requirements. But at S-structure, each a-position must satisfy (15').
In the case of a tensed clause complement of a passive participle, it
will first move to subject position, and then either undergo it-Extra-
}:tosit1on, as in (11.6b), or Top1calization, as in (116c):
(116) a. John [ knew/expected [that the water would be clean] ]
. b. It~ [ [ was known/expected [e]j 1 [that the water would be clean ]i]
c. [That the water would te clean]i [eli [was known/expected [eli 1
But when the same verbs (or any other verbs, for that matter) appear at
D-structure with an infinitival complement instead of a tensed clause,
there is no grammatical S-structure corresponding to either (116b) or
(116c):
(117) a. John [knew/wondered [how to fix the sink] ]
b. Chris [expected/promised [to fix the sink ]]
(118) a. *It~ [ [was known/wondered [e1j ] [how to fix the Sin~]i]
b. *Itf [ [was expected/promised [e]j] [to fix the sink] ]
./
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(119) a. *[How to fix the sink]j [ [e]j [was known/wondered [e]j (by
John)] ]
b. *[To fix the sink]j [ [e]j [was expected/promised [e]j
(by Chris) ] ]
At first glance, this seems to b~ the opposite of what we should
predict. if infinitival complements are not dependent npon Case assign-
ment in the corresponding active sentences_ The solution to this apparent
paradox lies in the grammatical status of passive morphology in English
with respect to the Case assigning properties of the verb in specific
strict subcategorization frames.
It is well known that passive morphology in English always
represents the absorption of objective Case. For this reason intransitive
verbs and Raising verbs never passivize: 59
(120) a. John walked [into the room]
b. *It was -walked [into the room] (by John)
c. *[Into the room] was walked -- (by John)
(121) a. It seems [that John is tired]
b. *It is seemed [that John is tired]
c. *[-fhat John is tired] is seemed
Suppose now that Control verbs are unable to assign Case to their
infinitival complements. (More precisely, suppose that no verb is able
to assign Case to a position that is occupied at D-structure by an
infinitival clause.) Then the verbs in the Control structures in (117)
would cnunt as intransitive as far as the principles of Case assignment
are concerned, despite the fact that they appear with clausal direct
object complements which are otherwise parallel to those found in (116).
This means that the contrast between tensed clause and infinitival com-
plement structt~es with respect to passivization follows from the general
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fact that intransitives do not passivize, and need not be stipulated
60
as a property of Control structures per see
In fact, when a subcategorized object NP co-occurs in VP with
a Control complement, passiv!zation is possible. This follows from the
fact that the verb assigns Case to the object in the relevant strict
subcategoTization frame:
(122) a. Someone ordered [John] [to leave home]
b. We asked [our brother] [how to fix the sink]
(123) a. [John]i was told [eli [to leave home]
b. [Our brother]! was asked [eli [how to fix the sink]
Thus we can predict the possibility of passivized control structures
exclusively on the basis of the fundamental distinction between transitive
and intransitive verbs, given the assumption that verbs are unable to
assign Case to the position occupied at D-structure by the Control comple~
ment itsel£.61
In fact there is further evidence for the assumption that no verb
may ever a3sign Case to a position occupied at D-structure by an infinitival
complement. Recall that infinitives, like gerunds and tensed clauses,
are free to appear in Topic position when they bind a trace in subject
position:
(124) a. [That John 1s a foo1]1 Bill thinks [ [eli is obvious]
b. [Reading your book]i I am sure [ [e] i will be a pleasure]
c. [To leave nowh [ [e] i 'Would be rather impolite]
In addition, tensed clauses and gerunds may topicaJ.1ze from object
position:
. ,
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(125) a. [That the watsr is bad]! I believe Jenny forgot to mention [eli
b. [The water's being bad]! I believe Jenny forgot ~D mention[e]i
Curiously, however, infinitives may never topicalize from object position
in VP, as observed by Robert May (personal communication):
(126) a. I asked John [who to visit]
b. John seems [to be stupid]
c. I never expected [to be invited]
d. Bil~ thinks that we were hoping [for Scott to arrive late]
(127) a. *[Who to visitl, I asked John [e]
b. *[To be stupid], John seems [el
c. *[To be invited], I never expected [e]
d. *[For Scott to arrive late] Bill thinks we were hoping [el
If verbs may never assign Case to their infinitival complements, these
facts make perfect sense. In order for a well-formed Topic St2 cture to
result, the verb must assign Case to the trace of the topicalized con-
st1tuent. Evidently, this 1s not possible for the infinitival clauses
in (127).62
It is perhaps worth pointing out the significance of this fact for
the analysis of Topicalization constructions. It is not the case that
the verbs in (127) are all incompatible with Topic constructions. Thus
ask and expect are free to assign Case to the trace of an NP Topic, while
expect and hope can assign Case to the trace of a tensed clause Topic.
The fact that the sentences in (127) are ungrammatical indicates that an
infinitival Topic is unable to make, use of a Case-marked NP trace in order
to satisfy the 9-criterion. This counts as empirical evidence in favor
of the CRP account of the obligatory topicalization of subject sentences
over Koster's (1978a) account in terms of the subject position of S being
176
defined 8B an NP position in the base. Koster's account crucially assumes
that S Topics can make use u~ a WH-trace with the categorial status of
NP; but if this were possible, then (127a,c) should be grammatical in the
same way. The only way to rule out (127) ~rs to assume that the infinitival
clause must appear in the A-position at D-structure; since t~is is required
in (127), it is presumably also necessary for the topical1zed subjects
discussed in the previous section. But if S must be permitted to appear
in the subject position at D-structure, then only the CRP will force it
out of this position at S-structure.
PPs differ fram to-infinitives with respect to WH-movement and
Topicalization; they are free to move to a non-A-position, despite the
fact that they are not assigned Case by a governing verb. We can interpret
this as follows. Suppose, following Chomsky (1977, 1981) that there is
a rule of Reconstruction mapping from S-structure to Logical Form, which
has the effect of taking an argument from a non-A-position and returning
it to a 9-position with which it is co-indexed. Suppose further that PP
9-roles are determined compositionally, as suggested by Borer. We might
then assume that the composition of the 9-role that is assigned to the
object of the preposition takes place at LF. The actual assignment of the
9-role will then apply to the output of Reconstruction, so there will be
no need for the verb to assign Case to the trace of PP at the point at
which th~ relevant 9-role is assigned. Since the preposition assigns
Case to its NP object, the NP will satisfy Condition (15') when compositional
9-role assignment applies at LF. This option is unavailable to the infinitival
Topics in (127) because subcategorized S complements are not assigned a
compositional 9-role. Therefore they must meet the normal conditions on
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e-role essignment to A-chains at S-structure, and Reconstruction applies
too late to satisfy (15') at the appropriate level.
5.3 It seems, then, that a number of phenomena fall into place very
nicely if we assume that a governing verb ne7er assigns Case to a comple-
ment position which is occupied at D-structure by a to-infinitival clause,
and that the clause intrinsically satisfies Condition (15'). It is less
clear, however, exactly how this result should be derived.
One possibility would be to exploit the fact that infinitival
clauses come with the particle to. Recall that to also appea=s as a kind
of dummy preposition which assigns Case to indirect object NPs, enabling
them to get around the effects of the adjacency requirement on Case assign-
ment. Suppose that to also functions as a dummy Case marker when it
appears with an infinitival clause, as suggested by Reuland (1981a).
This would ac~ount for the fact that the clause 1s intrinsically capable
of satisfying Condition (15'), making Case assignment by the verb super-
fluouso
But infinitival to cannot be viewed simply as a dummy Case-marker
analogous to the to which is adjoined to indirect object NPs. First of
all, infinitival clauses always appear with to, even when it 1s not required
for the purposes of e-role assignment. Thus infinitival relative clauses
do not function as arguments but they come with the particle to just the
same; similarly, postverbal infinitival subjects in it-Extraposition
constructions come with to, even though the A-chain in which they appear
is assigned Case independently in the head position occnpied by the
pleonastic element. A second problem with the view that infinitival to
is a dummy Case marker is that 1£ infinitival clauses have the categorial
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feature of 5 (i.e. [+Tense]), then it is not clear how they can be assigned
63Case by a dummy preposition without violatinl~ the eRP. Finally,
infinitival to appears within the clause in a position following the
subject, as is shown overtly when this position is assigned Case. This
potentially raises problems for the assumption tha~ it is a dummy Case-
marker for the entire clausal complement, as observed by N. Chomsky
(personal communication).64
Suppose, then, that infinitival to is actually the head of the
infinitival clause, and that its [-N] feature counts as a Case feature
for the purposes of satisfying Condition (15'), analogous to the proposal
in Section 4.1 with respect to the intrinsic "visibility" of PPs when
they appear as subcategorized complements. This would derive the fact
that 9-role assignment to infinitival complements is not dependent upon
Case assignment by a governing verb or preposition, deriving their PP-like
behavior with respect to derived nomdnals and their freedom of order in V.
As with PPs, the [-N] feature must be linked to a subcategorization frame
in order to satisfy Condition (15'), as shown by the 9-criterion violations
in (108). In addition, it seems that when to appears as the head of an
infinitival complement to a verb at D-structure, it neutralizes the
Case-assigning properties of that verb with respect to the position occupied
by the comple~ent, thus disallowing Passive and Topicalization construc-
tiona.
But this approach raises a problem with respect to strict subcatego-
rization. If the [-N] feature of to counts for the purposes of "Visibility",
then we ought to expect it to prevent infinitival clauses from forming
a natural categor1al class with tensed clauses and NPs, both of which are
[~~]. In fact, however, this is no~ the case, as noted in Chapter 1.
~
••
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This means that we have to stipulate that the [-N] feature is in some
sense compatible with the conflicting [+N] subcategorization feature in
an infinitival clause. The [+N] value is relevant for subcategorization,
while the [-N] value is relevant for the assignment of Case. 65 This is
obviously unsatisfactory as an explanation, and perhaps some alternative
approach might be able to integrate the conflicting status of infinitival
to with respect to Case assignment and strict subcategorization.
5.4 The pattern of infinitival complementation. in Italian is parallel
in certain respects to that observed with English gerunds and infinitives.
Italian has two types of infinitival complement structures: those involving
bare infinitives and those with infinitives that are preceded by the
particle di. The status of di in Italian seems to be even closer to that
of a dummy Case marker than its English counterpart to. In fact, it is
this particle that is adjoined to NP objects in derived nominals by the
Italian version of the rule of of-Insertion. Most verbs which take
infinitival complements take di-infinitives; the possibility of taking
a ba~e infinitival complement is limited to a lexically-defined class.
The bare infinitival complements behave in many respects like
English gerunds. First, they must tmmediately follow the verb at
D-structure; when the verb also takes an object NP (as in Object Control
structures) the complement clause must be a di-infinitive:
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(128) a. Giorgio ama Istudiare]
Giorgio likes to study
b. Giorgio preferisce [dormire nell'altra stanza]
Giorgio prefers to sleep in the other room
c. Mario ordino [a Luigi] [di andarsene]
Mario ordered to Luigi of to go
'Mario ordered Luigi to go'
d. *Mario ordino [a Luigi] [andarsene]
This suggests that the governing verb assigns Case to a bare infinitive
under adjacency, while a di-infinitive intrinsically satisfieu (15 1 )
and is free to appear after other complements in V. Similar conclusions
can be dra~m from derived nominal structures. When a verb takes a
bare infin.1t1val complement, di-Insertion must always apply in the
correspon.ding derived nominal, just as with English gerunds:
(129) a. des1dero [partire]
I want to leave
b. [11 desiderio di-[partire] ]
the desire of to leave
'the desire to leave'
c. *[11 desiderio [partire] ]
Of course no additional di is adjoined to a di-infinitive complement in
a derived nominal, as we should expect if the di-infinitive intrinsically
aatisfies (15').
The distinction between bare infinitives and di-infinitives is
also reflected in the Topicalization facts. A bare infinitival complement
is free to topicalize, since the verb assigns Case to its trace at
S-structure:
(130) a. Penso che Giovanni preferisca aJldare a Pisa
I think that Giovanni will prefe!: to go to Pisa
b. Andare a Pisa, penso che Giovanni preferisca
(131) a. Penso che Maria oserebbe andare a Roma
I think that Maria would dare to go to Rome
b. Andare a Rama. pense che Maria oserebbe --
But topicalization of a di-infinit1ve complement is impossible, since the
verb is unable to assign Case at S-structure to a position tl1at is
occupied by a di-infinitive at D-structure:
(132) a. Penso che Giovanni sperl di andare a Pisa
I think that Giovanni hopes [of] to go to Pisa
b. * (D1) andare a Pisa, penso che Giovanni speri
(133) a. Penso che Giovanni tentera di andarsene
I think that Giovanni tried [of] to go there
b. * (Di) andarsene, penso che Giovanni tentera --
Thus Italian di-infinitives share exactly the properties of English
to-infinitives with respect to Case ass1g~ent. As noted previously, it
is impossible to account for these facts by stipulating that the verbs
which take di-infinitive complements just happen to be incompatible with
Topicalization constructiQns. For instance sperare 'hope' in (132) is
unable to assign Case to the trace of its infinitiv~l object, despite
the fact that it is free to assign Case to the trace of an NP object,
as in (134):
(134) a. Penso che Giovanni speri [una rapida parcenza]
I think that Giovanni hopes (for) a rapid departure
b. [Una rapida partenze], penso che Giovanni sperl [e]
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Thus it seems that a verb's ability to assign Case to a particular camrle-
ment position is directly dependent on whether it is occupied at D-stTucture
by a di-infinitival complement.
On the basis of these facts. it is tempting to conclu~e that the
di -infinitivep correspond directly to English to-infi~litives, wl1ile the
bare infinitives correspond to gerunds. There are two reasons for rejecting
this position, however. First. unlike English to, di does not have to
appear on an infinitival. relative clause, suggesting that it functions
-lore like a dummy Case marker than like the head of the clause. Moreover,
Italian bare iniinitivRl relative clauses have a COMP position that can
be lexically filled by a WH-Phrase: 66
(135) [una ragazza [8 con cui [PRO ballare --]] 1
This ought to be impossible it these were really equivalent to English
gerunds. Recall that gerunds, unlike true inf~itivals, lack the [+Tense]
feature; this prevents them from having a cluase-internal COMP position,
even when they function as nominal modifiers in the constructions discussed
in Chapter 1. A second reasen for rejecting the direct analogy to the
English gerund/j~finitive contrast is that no verb subcategorizes for both
hare infinitives and at-infinitives. 67 In other words, if a verb 9ub-
categorizes fo: an infinitival complement. it may either assign Case to
the complement, or it may take a di-!nfinitive. but not both. This
suggests that Italian di. unlike English to. is actually inserted by a
lexi~al1y-triggered rule when it apj~ears with an infinitival complement
-in V. Further, it seems that when a verb triggers the adjunction of di
to a complement, it loses its ability to assign Case to that complement.
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If the distinction between bare infinitives and di-infinitives were categorial
in nature, akin to the distinction between English gerunds and to~infinitives,
we would not expect this kind of result; the verb's ability to take a comple-
ment of one categorial type should have no effect whatsoever on its ability
68to accept another.
There is one further phenomenon associated with Italian infinitival
complements that !.q of some interest in the present context.. As observed
in Section 2, Italian does not allow adjacent sequences of infinitives in
certain circumstances. Longobardi (1979) accounts for this in terms of
the surface filter (25), repeated here:
(25) Double Infiniti7e Filter
* Vinf-l - Vinf-2,
where Vinf-l c-co~.nds Vinf-2, but Vinf-2 does not c-command Vinf-l.
The effects of the Double Infinitive Filter are illustrated in (136):
(136) a. Giorgio ama
Giorgio likes
[studiare]
to study
b. *Giorgio comincia ad [amare [studiare] ]
Giorgio begins to to like to study
'Giorgio is beginning to like to study'
c. *[Amare [studiare] ] e una dote importante
to like to study is an important gift
As Longobardi notes, the Italia~ filter bears a strong similarity to Ross's
(1972) *Doubl-Ing filter in English, which applies to sequences of
adjacent gerunds and progressive participles. Both of these filters are
troubling, however, from t~e perspective of the theory of acquisition,
since it is generally accepted that negative evidence plays at most a
peripheral role in language learning. But negative filters are only
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instantiated in terms of negative data; hence. from the viewpoint of
acquisition theory, language-particular filters are suspect.
Unfortunately, however, it is a simple fact that many languages
including French and English -- allow sequences of adjacent infinitives:
(137) a. John intends [to try] [to win the r&ce]
b. Janice is unlikely [to W8ut] [to drink this concoction]
(138) a. 11 est stup1de d' [esperer] [vo1r Marie]
It 1s stupid (of) to hope to see Marie
.
b. Jean croyait [vou~r][ voir Marie]
Jean believed to want to see Marie
'Jean thought he wanted to see Marie'
In each case, the infinitival sequences in (137-138) should be subject to
the Double Infinitive filter, as formulated in (25); hence if the filter
is to be generalized to other languages, some refinement is required.
The distinction between bare infinitives and di-infinitives
with respect to Case assignment provides a way to solve this dilemma.
In all of the structures where the filter applies in Italian, the first
infinitive not only c-commands the second, but also governs and assigns
Case to it. In fact, Longobardi notes that whe~ Vinf-2 is a
di··tnfinitive complement, the filter is inapplicable:
(139) a. Giovanni vuole [cercare] di-[eliminare] i rischi
Giovanni wants to try (of) to eliminate the risks
b. Mario puo [sperare] [d1 superare] la prova
Mario can hope (of) to pass the test
In other words, if we take the Italian bare infinitives to be parallel
to English gerunds~ and the di-infinitives to be parallel to English
to-infinitives (at least with respect to Case assign~ent by a governing
verb) then the inapplicability of the filter in (139) is parallel to its
non-application in (137). Suppose then that that we restate the filter
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as (140):
(140) * V1nf-1 ••• V1nf-2
where Vinf-l assigns Case to V1nf-2.
It 1s not necessary for the f11te£ to stipulate that the verbs are adjacent,
since this follows from the adjacency condition on Case assignment. This
derives Longobardi's observation that intervening manner adverbials
are "invisible" to the filter: since Case is assigned on the Argument
P~oject1on, the examples in (26) above are subject to the the effects of
the filter in exactly the same liay.
In order for (140) to cover the English gerunds and progressive
participles, we must understand the defiuition of "infinitivetl somewhat
differently from its conventional usage for the purpose of determing the
applicability of the filter. Specifically, we can take the definition
of Vi~£ to be a lexical head bearing the features [+V,-N], but without
the features for [+Past]. Then (140) will apply to English gerunds and
progressive participles, as well as to Italian bare infinitives. English
to-infinitives and Italian di-infinitives will be unaffected, since they
69are not assigned Case by a governing verb. Verbs in tensed clauses are
also unaffected by (140), provided that the filter applies in th~
phonological component of the grammar, consistent with the assumptions
of Longobardi (1979) and Chomsky and Lasnik (1977). Thus regardless of
whether the [±Past] features are added tu the verbal matrix in the morpho-
logical, phonologicical, or syntactic component, they are present at the
level relevant for (140). The filter can be assumed to hold in Universal
70Grammar.
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Actually, the grammaticality of the French examples in (138) is
problematic. French infinitives seem to share certain essential properties
with their Italian counterparts; nevertheless they are apparently immune
to Filter (140). Specifically, French infinitival complements are
normally preceded by the particle de unless they immediately follow a
governing verb or preposition. The adjacency requirement on bare
infinitival complements of course suggests that they ~re assigned Case by
a governing verb. MOreover, when a verb takes a bare infinitival comple-
ment. de-insertion 1s required in the corresponding derived nominal.
(The Top1caliz8tion test is unavailable because Topic constructions
comparable to those in English and Italian do not exist in French.) Thfl
fact that the infinitival sequences in (138) appear to violate even the
revised version of (140) suggests that some further refinement is needed.
I will leave this as an unresolved problem. 71
5.5 This concludes our discussion of infinitival complement structures.
We have seen that to-infinitivals, like tensed clauses, differ from NPs
and gerunds in being subject to the effects of the Case Resistance Principle.
But infinitivals differ significantly from tensed clause~ as well, in
that they are int~insically capable of satisfying Condition (15') when they
appear as subcategorized complements. Unlike tensed clause complements,
infinitives may never move from V to a non-A-position, because no governing
verb is able to assign Case to a position occupied at D-structure by a PP
or to-infinitive. The inability of a verb to assign Case to a -infinitive
rules out Passive constructions corresponding to a wide range of infinitival
complement structures. On the other hand. to-infinitives are free to appear
after other complements in Vat D-structure, and may also appear as complements
of derived nominals, without being dependent upon the application of
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of -Insertion.
Although the basic facts of Case assignment to infinitival comple-
ments are fairly clear, it is much less obvious that the specific means
by which we have derived the lack of Case assignment to infinitival
clauses is in any sense definitive. It seems that is is necessary to
assume that the verb's ability to assign Case to a particular complement
position is determined at D-atructure, even though Case is not actually
assigned until S-structure. Likewise, it seems that passive complement
structures are "checked" at D-structure in an analogous fashion. Both
of these conclusions seem rather strange, and the fact that they are
apparently necessary suggests that some important aspect of the puzzle
of infinitival complementation remains unsolved. Within the general
framework assumed here, the only obvious alternative would be to encode
the Case assignment properties on the subcategorization frames themselves,
and this would entail giving up the assumption that infinitival clauses
and tensed clauses form a natural class with respect to strict subcategori~­
zation. In addition, the stat'us of infinitival to is problematic. In
m.a~~ wayEZ, it appears to behave like a dummy C.ase marker, similar to its
Italian counterpart di. But there' are problems with this assumption,
suggesting that to may actually be the head of the clause. This results
in additional complications with respect to strict subcategorization,
however, and some integration of these apparently c.onflicting conclusicI1S
seems to be required.
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6. Exceptional Case Marking
6.1 In the preceding discussion, we have see~ that various types of
complements have distinctive piltterns of distribution in VP that are
determined for the most part by the interaction of the principles of
Case Theory with the principles that govern 9-role assignment. With
active verbs, an NP, gerund, 01~ tensed clause must appear adjacent to
the verb at D-·structure, so tha.t either it or its trace can be assigned
Case at S-structure, as required by the conditions governing 9-role
assignment. Infinitival compleme~nts, like PPs, may appear anywhere in
v, since they are not dependellt u',pon Cage assignment from the verb in
.order for 9=-role assignment to prc)ceed.
Some of the facts about constituent order that we have discussed
would be possible to state in the ~rorm of ordered terms in the eY9ansion
of the categorial rules for V, N, E~, and A, although it would be necessary
to distinguish between infinitival ~3 and tensed clause (finite) S in order
to account for the relevant differences in order. But we have permitted
the Case assigning properties of individual verbs to distinguish between
tensed and infinitival complements, so it might be argued that the Case
Theory account of constituent order has simply shifted the burden of
explanation from one component of gramI~r to another, without any obvious
72gain. It is perhaps a natural reaction to view with suspicion the
elaborate theory of Case and Q-role assignment employed here, which stands
in contrast to the conceptually simple notation of the categorial component.
On the other hand, the machinery of the categorial component is
virtually unused in many languages, and even in English its existence
raises problems of explanatory adequacy. wPe shall now see that the Case
Theory account of the order of subcategorized complements also has
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advantages of descriptive adequacy over traditional accounts stated in
terms of categor1al rules t in that a number of apparently arbitrary
deviations from the normal patterns of constituent order can be traced
through the deductive structure of the theory to underlying causes which
make some sense. The first such case involves the phenomenon of "Exceptional
Case-Marking," whereby a verb aScligns case to thE.: subject of its infiniti-
val complement.
Recall that infinitival clauses are unable to assign Case internally
to their subjects unless the complementizer for appears in COMP:
(141) a. [5 for [s him - to be found with the gun] ] would prove nothing
b. John bought=-!a dog [s for [5 Mary to play with] ! ]
(142) a. *[Him to be found with the gun] would prove nothing
b. *John bought a dog [Mary to play with]
The ungrammaticality of (142) can be attributed to a Q-criterion violation;
since the Case is not assijgned to the subject of the emb-edded infinitival
clause, Condition (15') is not satisfied and the subject 9-role is not
assigned. Now consider the sentences in (143):
(143) a. I never expected [ them - to return so soon ]
b. Paul discovered [ the pills - to be powerful
c. Jim exposed [ Susan - to be a liar ]
These sentences are grammatical, implying that the 9-criterion is satisfied.
TIlerefore Case must be assigned to the subject position in the infinitival
clause in some way.
The available evidence suggests that it is the matrix verb that is
responsible for ~ssigning Case in this context.]3 First of all, the embed-
ded subject must appear immediately next to the governing verb, suggesting
the influence of the adjacency condition on Case assignment:
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(144) a. *I never expected - at all - [ them to arrive so soon ]
b. *Paul discovered - by timself - [ the pills to be powerful
c. *Jim exposed - to ltG - [ Susan to be a liar
Although the verb does not have to assign Ca:,;e to tIle infinitival clause
itself, the 9-criterion is violated if the embedded subject is not able
to satisfy Condition (15'). Hence the clause must appear next to the
verb so that its sub~ect 'Nill satisfy the adjcl.cency requirement on Case
assignment.
Further evidence that the matrix verb i.B responsible for assigning
Case to the infinitival subject position comes· from the fact that passiviza-
tion is possible:
(145) a. [They]! were never expected [ [eli to return so soon ]
b. [The pills]i were discovered ( [eli to be powerful]
c. [Susan]! was exposed [ [eli to be a liar ]
Recall that a given strict subcategorization frame is only compatible with
a passive participial head if the active verb from which the participle
is derived can assign Case on the same sub~ategorization frame. For this
reason, passive participles normally do not appear with infinitival
complements at D-structure, unless there is an object NP as well. Never-
theless the Passive constructi.ons in (145) are grammatical, suggesting
that the corresponding verbs in (143) assign Ca8e on the relevant sub-
categorization frame, presumably to the embedded subject.
Suppose that these conclusions are correct. Then the adjacency
requirement on the entire clausal cumIJlement in (143-144) constitutes
strong evidence for the Case Theory account of the order of complements
in V over the tradition~l account in terms of categorial rules. Normally,
infinitival complements neeci not appear adjacent to the governing verb;
but in exactly those str~ctures where the -embedded subject of the
! ~1
complement clause is dependent upon Case assignment from the verb in
order to satisfy Condition (15'), the entire clause must appear next to
the verb too.
It is tempting to interpret the postverbal lisubjects" of the
embedded clauses as actually being the objects of the matrix verbs,
along the lines of the traditional Raising-to-Object analysis of these
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constructions. But it seems that the postverbal NP and the rest of
the infinitival complement form a unit at S-structure, as shown by the
fact that the clausal integrity of the complement does not allow other
material in the matrix VP to intervene between the subject and the rest
of the clause: 75
(146) a. *1 never expected them at all to arrive so soon
b. *Paul discovered the pills by himself to be powerful
c. *Jim exposed Susan to us to be a liar
Moreover, the Raising-to-Object analysis ~ould violate the Projection
Principle, as observed by Chomsky (1981).76
6.2 Before considering in detail some of the theoretical implications
of the possibility of Exceptional Case-marking, it is instructive to take
a look at an analogous construction in Malagasy, which instantiates th~
same basic principles in a slightly different form. Travis (1981) observes
that the basic constituent order in Malagasy is Verb-Object-Subject as in
(147) ;
\"147) a. Manasa lamba Rabe
wash-pres clothes Rabe
'Rabe washes clothes'
b • Mula:z:a izany an-dRabe
say-pres it to Rabe
'Rakoto says it to Rabe'
Rakoto
Rakoto
In our terms, this means that Malagasy maintains a distinction between the
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-Xand Xlevels at S-structure. At the Xlevel, the language has taken the
option of being left-headed, so that the verb appears at the beginning of
VP, and the object appears adjacent to it so as to receive Case. At the X
level, the language has the marked property of placing its subject to the
right of VP. (We might interpret this to mean that INFL appears to the
right of VP, and so the subject appears there too in o~der to receive
nominative case under adjacency). When the direct object of the verb is a
tensed clause rather than an NF, it normally appears to the right of the
subject:
(148) a. Milaza an-dRabe Rakoto [fa manasa lamba ny lehilahy]
say+Pres to Rabe Rakoto COMP wash+Pres clothes the man
'Rakoto says to Rabe that the man is washing clothes'
b. Manantena Rabe [fa manasa lamba Rakoto
hope+Pres Rabe COMP wash+Pres clothes Rakoto
'Rabe hopes that Rakoto is washing clothes'
We can interpret this as a straightforward CRP effect. The clause moves
across the subject to a non-A-position at the end of S; in effect, this is
a mirror-image of the English Topic structure. From this position, it
binds its trace, which appears adjacent to the verb, where it is assigned
Case and 9-role.
In addition to tensed clause complements such as those in (148),
Travis observes that Malagasy has another clausal complement type which
behaves like an English infinitival clause. The verb in this complement
type has the same "tense" marker as that which appears on the finite
I
clauses in (148). But these clauses may never assign Case to their subjects;
instead, they normally take PRO subjects, suggesting that the sUJject
position is ungoverned, just as in an English or Italian infinitive:
(149) a. [s [vp Namporisika an-dRasoai [PROi
urge-past obj-Rasoa
'Rabe ~rged Rasoa to teach'
hampianatra
teach-fut
Rabe]
Rabe
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b. [S [vp Nanaiky [ PROi handeha ] ] izy i
agree-past go-fut he
'He agree to go'
c. * [ [vp Nanaiky [(an-d)Rabe handeha ] ] izyS
agree-past (obj-)Rabe go-fut he
'He agree for Rabe to go'
Travi,s observes, following Keenan (1976), that these clausal complements
also appear in Rais·;.ng constructions analogous to those involving English
seem, appear, etc., suggesting that the clause is subject to S-deletion,
allowing a matrix verb to govern the complement subject position across S.
The fact that these clauses behave exactly like infinitivals suggests
that their "tense" markings are not grammatically equivalent to the English
[~ Past] feature, which permits the [+Tense] head of S to govern and
assign nominative Case to the subject position. Perhaps the Malagasy
"tense ll marker should be interpreted as an aspectual marker analogous to
the English perfect, except when it appears in the domain of a finite
complementizer. It is also noteworthy that the clausal complements in (149)
appear within V, suggesting either that they intrinsically satisfy (15') or
that they may be assigned Case by a governing verb in some way.77
Malagasy also has a construction that is roughly equiValent to the
English Exceptional Case-marking construction:
(150) a.
b.
Manantena [s an-dRakoto ho [manasa lamba]] Rabe
hope+pre& obj-Rakoto Prt wash+pres clothes Rabe
'Rabe hopes th~t Rakoto is washing the clothes'
Manantena [s vehivahy mara ho miasa Rabe
hope+pres women many Prt work
'Rabe hopes that many women work'
In (150), the subject of the embedded clause is assigned objective Case;
this is only possible if the complementizer fa is absent. Instead, the
particle ho appears in the position following the subject. We will consider
the status of this particle shortly.
across
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It is clear that the verb is assigning Case to the subject position
of the complement clause in (150), since the adjacency requirement is met,
and the obligatory absence of the complementizer fa suggests the need for
S-deletion so as to permit government across S. MOreover, passive versions
of these structures are possible, indicating that the verb must be assigning
Case in the corresponding active construction:
(151) a. Antenain -dRabe [[eli ho nanasa lamba] [ny lehilahY]i
hope-pres-pass by Rabe Prt wash-pres clothes the man
vthe man is hoped by Rabe to have washed the clothes'
b. Antenain -dRabe [[ [eli ho nanasa lamba]] ve[ny lehilahY]i
Q~S
In (151), the D-structure subject of the complement clause appears in the
matrix sabject position at S-structure. (This is confirmed by the question
particle in (151b), which always precedes the subject position). The
grammaticality of (151) also shows that the ECP is satisfied, implying that
the matrix verb governs the complement subject position--presumably via
S-deletion, as is required independently in (150) to permi.t Case assignment
5. 78
The structure in (150) is of particular interest in that the subject
of the clause appearJ to the left of VP, rather than to its right, as in
the finite clauses in (147-149). This follows immediat~ly from the fact
that the subject of the complement is assigned Case by the governing verb,
rather than by head of the clause itself. This forces the subject to
appear immediately to the right of the verb, by vi.rtue of the adjacency
requirement on Case assignment, thus permuting the normal order of
constituents in a way that is never evident in a language such as English,
where the subject appears before VP at D-structure. We might think of this
construction as a kind of mirror-image of subject inversion structures
in English and Italian, forced in this case by-the adjacency requirement
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on Case assignment.
It has been suggested that the MalagRsy construction in (150) should
be interpreted as a structure of Subject-to-Object Raising, Eince the sub-
ject of the complement clause appears to move over a complementizer (i.ee
the ~3rticleho).79 B~t this argument is dependent upon the assumption that
ho is a complementizQ!'. Suppose instead that ho is a rough equivalent
of English to • (11115 is supported by the fact that 110, like ttb, appears
independently as a du~ Case-marker for indirect object NPs). Since
ho oIlly appears in these constructions, thei."e is no solid evidence for its
status as a complementizer, as there is for English for. Moreover, the
grammaticality of the sentences in (151) suggests that ho is not a comple-
mentizer; if it were, it ought to block propergovernment of the trace
in the subject position of the complement in the passive structures in
(151) • (See Kayne, to appear b, for an analogous discussion of FreItch
de) •
6.3 The possibility of Exceptional Case-marking constructions raises an
interesting problem for the theory of objective Case assignment and its
relationship to strict subcategorization. In general, a verb is only
p2rmitted to assign Case to a subcat~gorized position of a specified
categorial type, as shown by the Topicalization facts. But if strict
subcategorizatioa features are directly linked to slots on a S-grid, then
a verb should only be permitted to assign Case to a complement to which
it al~o assigns a Q-roleG Clearly, the embedded subjects in Exceptional
Case-marking constructions are not assigned any 9-role by the governing
verb; the only Q-role assigned by the verb is t~e propositional object
f)-role that is assigned to the infinitival complement as a wholee lIow,
II
e
I
I~
I
I
I
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then, is Case a5si~lment possible in these structures?
A possible solution to this problem would be to slightly revise our
conception of how strict subcategorization requirements are satisfied at
D-structure. Specifical1~/, suppose that the strict subcategorizatiol.\
requ;~ements for a given verb can be satisfied by any category appearing
within the domain of governl~nt of the verb in X. Suppose further that
the lexically-triggered rule of S-deletion applies at the level of D-
structure; then the verb would govern the NP subject of the embedded claus~
at the level where subcategorization is checked. Now Chomsky has observed
(MIT lectures, 1978) that the only verbs which permit Exceptional Case-
marking are those which independently assign Case to a subcategorized NP
complement. If we combine this observation with the assumption that
strict s\lbcategorization features can be satisfied by any category within
the verb's domain of government, then we can assume that in Exceptional
Case-marking constructions the verb is actually making use of a sub-
categorization frame for an NP complement. To put j.t another way, the
verb is being "fooled" by the output of S-deletion; despite the fact that
an infinitival clause appears as the only complement in V at D-structure,
its NP subject is governed by the verb, and the structure is therefore
able to satisfy che strict subcategorization rl'quirements for NP. Since
nothing prevents a verb from aosigning Case to a subcategorized NP
position, Case assignment is possible in (150).
Recall, however, that strict subcategorization features are linked
to specific 9-roles that are associated with slots in the Q-grjd. This
means that if Exceptional Case-marking constructions make crucial use
of subcategorization featu~es for NP, then these features will determine
the natlJre of th~ Q-role that is assigned to the complement of the verb
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at LF. Th~ clauaal structure of the infinitival complement at S-structure
will b~ mapped into a propositional COIlfiguration at LF. 'This implies
that the Q-role that is assigned to the slot in the 9-grid associated with
the NP subcategorization features ought to be compatible with a proposi-
tional object. In other words, our theory of Exceptional Case-marking
combines with the theory cf strict subcategorization proposed in Chapter
1 to predict that all Exceptional Case-marking verbs should be able to
occur with NP objects that denote propositional content. (Such NPs are
"concealed propositions" in the terminology of Grimshaw, 1977). In
general, this prediction appears to be borne out:
(152) a. I never expected [ their immediate return
b. Paul discovered [ the pills' power]
c. Jim ex~osed [ Susan's dishonesty]
This pattern is represent~tive of most of the verbs in this class t but there
are a few exceptions t some of them systematic, suggesting that some additional
80factor may be involved. A thorough llorking-out of these issues goes
beyond the scope of this study, but we will return to it briefly in our
discussion of "small clause" complementation structures in Chapter 4. Our
primary concern in this section has been to show the principled basis for
the adjacency requirement on infinitival cOQplements in this construction,
and this seems to be fairly well established.
7. Tensed Clause Complements in NP and AP
7.1 According to the theory of Case and Q-role assignment to S comple-
~nts developed in Sections 4 and 5, there is a fundamental distinction
between infinitival and tensed clauses with respect to Case assignment.
When a verb subcategorizes for a tensed clause object, the verb assigns
~ge to object position at S-structure, even though the clause itself must
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move out of this position so as not to vio_lte t~e CRP. On the other hand,
no verb ever assigns Case to a position which is occupied at D-structure
by a to~infinitivQl complement. This distinction ~s reflected in a
number of differences between the two complement types, including the
possibility of 70pic and Passive conscructions> as well as the freedom of
order in VA
In addition, infinitival cOfuplements are free to appear as comple-
meats of derived nominals, without having to depend c:- any rules Jf dummy
Case-marker insertion, unlike gerunds. So far, I h~ve not explicitly
discussed tensed clause complements ~o derived nominals. However, the
prediction of the theory is fairly clear: no derived nominal should be
able to assign a Q-role directly to a tensed clause complement. The
clause is unable to intrinsically satisfy Condition (15'), but it cannot
be assigned Case, due to the CRP. The CRP thus prevents of-Inserti.on
from applying to the clausal complement itself; the only possible deriva-
tion that could conceivably satisfy the Q-criterion and the CRP simul-
taneously would be for the co~lement to move to a uon-A-position, leaving
its trace to function as a variable, as in the structures w~ere the clause
appears as a complement to a verb. Then of-Insertion would apply so as to
assign Case to the trace, permitting it to satisfy (15'):
(153) a. *[NP John's [ [N claim of-[e]i] [that he would win]!] ]
b. *[NP Paul's [ [ explanation of-[e]i] [thac he was temporarily
insane]i] ]
But these NPs are ungramm~tical. There are various pos8ible explanationcl
for this. The most plausible account is that the dummy preposition prevents
the derived nominal from properly governin~ the trace of S. This would then
result in an ECP violation, if pre~ositions are not proper governors, as
suggested by Kayne (1981).
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Although the NPs in (153) are ungrammatical, the corresponding
complement structures where of-Insertion has not applied are fine=
(154) a. Andrea guessed [eli [that Bill was lying]i
b. John claimed [eli [that he wO\lld win]i
c. Paul explained [eli [that he was temporarily insane]i
(155) a. [Andrea's guess [that Bill was lying]
bo [John's claim [that he lIQuId win] ]
c. [Paul's explanation [that he was temporarily insane] ]
At first blush, the derived nominal phrases in (155) appear to be direct
counterevidence to the theory of 9-role assignment to tensed clauses
presented in Section 4. In fact, it ~as structures such as these that
led Chomsky (1981) to conclude that the theory of Q-role assignment to
Case-marked A~chains could not be extended to cover 9-role assignment to
81S as well"
However, a closer examination of the derived nominals in (155)
reveals that they actually embody a striking confirmation of the theory
of Q-role assignment to S developed here. We have adopted Vergnaud's
proposal that nouns may never assign Case; this prevents a derived
nominal from assigning a 9-role to the Case-marked trace of a clausal
complement. Therefore we might expect the derived nominal phrases in
(155) to violate the Q-criterion. But this is true only if the derived
nominal heads in these structures have the meanings o~ predicates ~hich
assign Q-roles to their complements, parallel to the verbs in (154) from
which they are derived. Significantly, a careful consideration of the
derived nominals in (155) shows that this is not the case. To see this
clearly, it is worth contrasting the derived nominal phrases in (155)
with tl\ose involving infinitival complements:
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(156) a. Jack attempted [to finish on time]
b" John pretended [to be my friend]
c. Jim refused [to go swimming]
(157) a. [Jack's attempt [to finish on time] ]
b. [John's pretense [to be my friend]
c. [Jim's refusal [to go swimming]
The derived nominals in (157) are "action" nominals, in the terminology
of Lees (1960). Like other predicates, they denote an action or event,
and the relation of the derived nominal to its infinitival complement
is exactly the same as the relation between the corresponding verb and
its infinitival complement: thematic role assignment to an object.
But this is simply not true for the derived nominals in (155). The
relation between the derived nominal and its tensed clause "complement U
in (155) is in n., sense parallel to tile relation between the corresponding
verb and its complement in (154). The derived nominals guess, claim, and
explanation do not refer to the action of guessing, claiming, or explaining
something, as is true for the verbs upon which they are based. A claim
refers to thing which is claimed, rather than to the act of claiming;
similarly for guess and explanation. Thus the derived nominal heads
actually refer to the same thing that their "complements" do: the object
argument of the verb. The relation between the derived nominal and its
"complement" is actually one of apposition, rather than of Q-role assign-
mente
This intuition is confirmed by the fact that the identity relation
holds between the pair (derived nominal, tensed clause complement):
(158) a. [Andrea's guess] was [that Bill was lying]
b. [John's claim] was [that he would win]
c. [Paul's explanation] was [thae he was temporarily insane]
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This is impossible where the derived nominal is an action nominal which
assigns a g-role to its complement -- as in (157), where the pair (derived
nominal, infinitival complement) are no~ in apposition: 82
(159) a. ??[Jack's attempt] was [to finish on time]
b. *[John's pretense] was [to be my friend]
c. *[Jim's refusal] was [to go swimming]
Only when the derived nominal denctee the same proposition as its clausal
complement is the identity relation possible.
The contrast between the two types of complement structures can
also be illustrated by the fact that one can witness the events denoted
by the action nominals in (157), but it is impossible to "witness" the
propositions that are denoted by the nominals in (155):
(160) a. John witnessed [Jack's attempt to finish on time]
b. I witnessed [Jim's refusal to go swimming]
(161) a. *Bill witnessed [John's claim that he would win]
b. *1 witnessed [Paul's explanation that he was temporarily insane]
If we replace the derived nominals of (161) with gerunds, the problem is
eliminated:
(162) a. Bill witnessed [John's claiming [that he would win] ]
b. I witnessed [Paul's explaining [that he was temporarily insane] ]
In (162), the verb is able to assign Case to the trace of the S complement,
thereby enabling 9-role assignment to proceed.
Thus it turns out that the derived nominal constructions in (155),
which at first glance suggest that tensed clause complements may be assigned
a Q-role quite independent of Case assignment, actually conform to the
claim that Q-roles can only be assigned to arguments that satisfy Condition
(15 ') •
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It is perhaps worth refle~ting briefly on the significance of this
observation in the context of language acquisition. The distinction
f
between the logically possible meanings of the derived nominals in (155)
and their actual meanings is rather subtle. In most contexts, it would be
impossible to conclude on the basis of direct evidence which of these
meanings was intended. For instance, consider (163):
(163) a. We object to [John's claim that Bill is a ioo1]
b. Did you hear about [John's claim that Bill is a fool]?
c. [John's claim that Bill is a fool] surprised everyone
There is no logical reason for a child to assume~ on 'hearing sentences
like (163), that the derived nominal does not refer to John's action of
claiming that Bill is a fool. In fact, if generalization by analogy plays
any role in acquisition, we would expect that the child's first hypothesis
should be that the derived nominal does refer to an action, since the
derived nominal's complement structura is directly analogous to that of
the verb. Moreover, action-denoting nominals are very common, and are
perhaps the unmarked case for derived nominals elsewhere. It is hard to
imagine what kind of negative evidence could lead the child to conclude,
on a case-by-case basis, that every derived nominal which takes a tensed
clause complement cannot denote an action. At most, we would expect
the possibility of ambiguity of meaning on the basis of positive evidence,
as seems to be true for some of the derived nominals which take infinitival
complements. But somehow, the language-learner knows that this logically
possible meaning is not grammatically possibie o How does this knowledge
arise? What is the basis of this refusal to make an obvious inductive
generalization? It is reasonable to conclude that the language acquisi-
tion devic.e implicitly "knows" (164):
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(164) A derived nominal caking a tensed clause complement must be
in apposition with that complement.
But given the Q-criterion, (164) can be deduced from (165):
(165) No derived nominal assigns a Q-role to a tensed clause complement.
And (165) , as we have seen, follows from the interaction of Condition
(15') with the theory of Case assignment, which limits the ability to
assign Case to lexical heads bearing the categorial features [-N] or
[+Tense].
7.2 Let us now take a brief look at adjectival complement structures.
Consider the sentences in (166):
(166) a. Mary is happy that Charles is leaving home
b. Kevin is certain that the tent is in the car
c. Neil is afraid that the computer will break down
Unless we are prepared to give up the assumption that adjectives do not
assign Case, it seems fairly clear that the adjectives in (166) cannoL be
assigning a Q-role to a well-formed A-chain as we have defined it above.
It is tempting to propose that the Q-role is assigned here by
virtue of a rule of Verb-Adjective R~analysis, analogous to rules of Verb-
Preposition Reanalysis that have been proposed for preposition stranding
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constructions. Then be hapPYt be certain, be afraid, etc. would form
complex verbs which could assign Case to the trace of the tensed clause,
as in the previous examples. But this proposal, although appealing, does
not seem to be workable. First of all, it wrongly predicts that bare NP
complements should be possible, where the adjective subcategorizes for an
NP complement:
(167) a. Kevin is [certain of Ray's genius]
b. Neil is [afraid of Constable O'Malley]
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(168) a. *Kevin [is certain] Ray's genius
b. *Neil [is afraid] Constable O'Malley
Second, complex APs c~ntaining tensed clause complements behave as a
constituent with respect to WH-movement, which should be impossible if
V-A Reanalysis is necessary for Case assignment:
(169) a. [How happy that Charles is leaving] do you think Mary really
18--?
bo [How certain that the tent is in the car] does Kevin appear to
be-?
Third, "reduced" relative clauses consisting of just a complex AP with no
governing verb can take tensed clausal complements:
(170) a. John, aware that his mother was ill, decided to return home
b. Andrew, certain that Paul was mistaken, checked the machine
Clearly, V-A Reanalysis is unavailable in the~e examples. These consid~ra-
tions show that a Reanalysis approach is unable to account for more than a
subset of the relevant cases.
How, then, should these structures be accounted for? It seems that
this type of exceptional 9-role assignment is limited to a fe\T predicates
denoting psychological states: aware, happy, afraid, certain, etc.
Rather than discard the theory of Q-role assignment to A-chains that
satisiy (IS') -- a theory which has proved remarkably adequate in accounting
for a wide range of facts concerning clausal complementation structures
it seems reasonable to conclude that these psycho!ogical-state-denoting
adjectives have a special property that excludes them from the general
requirement that 9-roles can only be assigned to A-chains meeting (15').
Suppose, then, that the adjective phrases in (166-170) instautiate a
special case of 9-role assignment, which is limited to relations of aware-
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ness or recognition of the propositional content of a complement clause.
Suppcse further that this special case of Q-role assignment is triggerec
by a special lexical property of the adjective, which we can interpret as
a feature -- call it [+R]. Then we can formulate special rule of Q-role
assignment for this lexical class:
(171) Q-role Assignment by Recognition
In the configuration [y CL •• 8 B], a, can assign a Q-role P to S, where
(i) a has the lexical feature [+R], and
(ii) P is the Q-role of PROPOSITIONAL OBJECT, and
(iii) a is a clause, and
(iv) S is a subcategorized complement of a, anti
-(v) y = Ct
Let us refer to this special instance of Q-role assignment as Reco~ition;
thus we can say that the adjectives in (166-170) recognize their complements.
I have suggested that this special rule of Q-role assignment is
triggered by a lexical property of the adjective. If this is correct,
then we might expect that derived nominals based on adjectives bearing the
feature [+R] should share this lexical feature, given the "Remarks" theory
of the lexicon. Since Q-role assignment in (171) is not restricted by
Condition (15'), the fact that derived nominals are unable to assign Case
should have no effect on their ability to recognize tensed clause
compelements, 1f they bear the lexical feature [+R]. This appears to be
correct:
(172) a. I was surprised at [Mary's happiness that Charles is leaving]
b. [Kevin's certainty that the tent is in the car] is not reassuring
c. [Bill's awareness that his mother was ill] was unfortunate
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The nominal heads in these structures are derived from the adjective
happy, certain, and aware, all of which belong to the [+R] class G
Unlike the derived nominals cousidered in Section 7.1 the relation
holding between a derived nominal head and its tensed clause complement
in (172) is directly parallel to the relation holding between a [+R]
·adjec~ive and its complement. These nominals do not bear the identity
relation with their complements, but rather refer to the psychological
state denoted by the corresponding adjective (cf. 158, 159):
(173) a. *[Bill's happiness] is [that Charles was leaving]
b. *[Bill's awareness] was [that his mother was ill]
The exceptional behavior of the nomina1s in (173) supports the hypothesis
that the special rule of Q-role assignment by Recognition in (171) is
triggered by a specifj.c lexical property that is stated just once for the
complete lexical entry~ MOreover, the status of the derived nominals in
(172) also provide~ support for the claim that the theorem in (164) should
be derived from the principles of Case and Q-role assignment developed
above, since in just those cases where Condition (15') is circumvented by
a special lexical property, (164) does not hold.
There is another consequence of the hypothesis that the adjectives
in (166) assign a Q-role to their complements by a special rule such as
(171), rather than through the normal strategy of Q-role assignment to
A-crains meeting Condition (15'). Since the adjectives in these structures
are unable to assign Case, topicalization of the complement clause should
be impossible. This turns out to be correct:
(174) a. *[That Charles is leaving]~ I believe that Mary is [ happy --]
b. *[That the computer will break down], I know that Neil is [afraid--]
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Since the trace is not assigned Case, Condition (15') blocks tha normal
strategy of 9-role assignment to A-chains. The special rule of Q-role
assignment by Recognition is inapplicable, since it only applies when
the clausal complement appears in the complement phrase of the [+R] head.
The ungrammaticality of (174) cannot be attributed to the fact that
these adjective phrases are islands for movement, since PP complement
structures that are not dependent upon Q-role assignment by Recognition
allow Topicalization:
(175) a. [Her brother's departure], I believe that Mary is [happy
about --]
b. [That policeman], I think that Neil is [afraid of --]
Thus it seems that the ungrammaticality of (174) does in fact follow from
the fact that the clausal complements of the [+R] adjectives are assigned
their respective Q-roles by an independent rule that is not sensitive to
(15'), but which is restricted with respect to Topicalization because it
is not integrated into the general system of Q-role assignment to A-chains.
Although the adjectival complement structures discussed in this
section deviate from the general pattern of 9-role assignment to Case-
marked A-chains, they do not provide evidence against the theory developed
here, since their exceptionality can plausibly be traced to a specific
lexical property. In fact, these constructions actually provide evidence
for the theory, since the pattern of deviation caused by this lexical
property has systematic effects in related constructions, which can be
deduced from the interaction of the relevant grammatical principles.
8. Some Further Interactions
8.1 The CRP prevents a tensed clause from being assigned Case, and
Condition (15') only allows Q-role assignment to an A-chain that is headed
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by a Case-marked position. Therefore a tensed clause comple~~nt of an
active verb must move to a non-A-position, leaving its trace to function
as the argument to which Case and Q-role are assigned. The clause ~lst
immediately follow the verb at D-structltre, so that its trace will
appear adjacent to the verb at S-structure, where it can be assigned Case~
(176) a. I said [e Ji to Jim [that I would buy the guitar].1.
b. Andrew will disclose [eli to the audience [that he is
married]!
c. David admitted [eJi to Barry [that he had burnt the toast]i
Kuno (1973) cites J. Aissen's observation that preposition stranding in
such contexts is ungrammatical:
(177) a. *[~o]j did you say to [a]j that I would buy the guitar?
b. *[Who]. will Andrew disclose to [e]. that he is married?
J J
c. *[Barry]j' David admitted to [e]j that he had burnt the toast
The pied-piped versions of these sentences are grammatical, however:
(178) a. To whom did you say that I would buy the guitar?
b. To whom will Andre~ disclose that he is married?
c. To Barry, David admitted that he had burnt the toast
Moreover, stranding is perfectly acceptable if the object of the verb is
an NP instead of a tensed clause:
(179) a. [Who]j did you say a few words to [e]j?
b. [Who]j will Andrew disclose his marriage to (e]j?
c. [Barry]., David admitted his error to [e].
J J
These facts are just what we should expect, given the theory of Q-role
assignment to complement clauses developed here, provided that we assume,
with Weinberg and Hornstein (1981), that preposition stranding is only
possible if the preposition is reanalyzed as part of a governing verb.
(This assumption 1s defended at considerable length in Chapter 7 below).
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Let us assume, following Kayne (1981), that V-P Reanalysis is nec~ssary
in stranding eOIlstructions because prepositions are not proper g~vernors;
this result may be derivable from tne theory of Q-role assignment, as we
shall see in Chapter 6. Then stranding is ungrammatical if Reanalysis
does not apply, since the (improperly governed) trace violates the ECP.
After Reanalysis applies to the grammatical structures in (179)7
the derived configuration is that o~ (180):
said a few words to
(18G) a. NP i
~o
NP p ]
In (180), the WH-word or Topicalized NP binds its trace [e]. as a
1
variable. In order for Q-role assignment to be possible, the complex verb
derived by Reanalysis must assign Case to the t~'ace so as to setisfy
Condition (15').
Now consider the structures in (177). These also involve preposition
stranding; thel'efore the preposition must be reanalyzed as pert of a
complex verb. The trace of the NP which appears as the object of the
preposition at D-structure must be assigned Case by the compl~x verb at
S-structure. Therefore this trace must appear adjacent to the preposition.
But this makes it impossible for the verb to assign a 9-role to the
tensed clause complement which appears after the prepositi.on. Suppose
that the tensed clause appears in V at S-structure. It will be unable
to be assigned a 9-role, since it cannot be ass1~ed ~ase wi~hout Violating
the CRP. Suppose in~tead that the clause is actually adjoined to th~
right of 7Pj then it will bind its trace in V as 3 variable. But Q-role
assignment is still ~locked, since it is imposs1.ble for both traces to be
simultaneously adjacent to the verb:
Notice that the situation is nct helped at all if the clausal complement
is generated adjacent to the verb at D-structure:
I
I
i
I
I
I
I
iii
i!
I
(1t11) NP i
Who
[8 NP
you
[= [=V V [" [V v - p ] [e ] i
said to
[e] .
J
] ] Sj ]]
that-S
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(182) [=V
In order for preposition stranding to be possible, the preposition must
be reanalyzed as part of the verb. Suppose that Reanalysis must apply
at D-structure. Then, as Weinberg and Hornstein (1981) observe, movemen~
of the direct object NP is impossible, since Move a cannot analyze a sub-
84part of a word. Suppose instead that Reanalysis applies freely at any
point. Then the derivation is still ruled out, since the S in the non-
A-position must still bind a variable. But the variable finds itself
within the structure of the derived word, so the structure is not one of
proper binding. aS
Since in£iuitival complements are not dependent upon Case assign-
ment from a governing verb, they do not have to leave a trace next to the
verb in order for 9-role assignment to proceed. This ~eans that prepo-
sition stranding ought to be perfectly compatible with infinitival
complementation. We ha1Te already seen in Section 5 that PP complements
rarely appear with infinitival complerr~nts in English, for some reason.
Nevertheless, where they are possible, preposition stranding is too:
(183) a. I pleaded [l~ith John] [PRO to shut the door ]
b. We are counting [on Sally] [PRO to help us ]
(184) a. Who did you plead with -- to shut the door?
b. Who are you counting ort ~- to help us?
The special properties of infinitival and tensed clause complementation
thus derive a principled distinction with respect to stranding.
I
I
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On the other hand, Heavy NP Shift constructions are grammatically
equivalent to structures with postverbal tensed clause complements,
so they should also be incompatible with preposition stranding in VP a
In fact this is correct, as observed by Fodor (1978):
(185) a. *Jim, I said to -- [a few words about his workmanship]
b. *Who will Andrew dis~lose to [his impending marriage with
Jane]?
Exactly the same situation obtains here as in the previous case: both
the extraposed focussed NP and the Topic or WH-phrase must bind their
respective traces in V. But it is impossible for both of these traces
to appear adjacent to the reanalyzed verb, and so Case assignment is
blocked, resulting in a Q-criterion violation, due to Condition (15')0
~£us the theory of Case and 9-role assignment discussed in the previous
sections derives exactly the right result in these cases, treating the
Focus NP Shift constructions and tensed clause complement structures
exactly alike, as we expect.
It is interesting to contrast the stranding properties of the
structures in (177) with their passive counterparts:
(186) a. It wa~ disclosed [by Andrew] [that the show would start on time]
b. It has been reported (to the general] [that the battle is over]
Recall that in these structures, the tensed clause complement must originate
in Vin order to satisfy the strict subcategorization requirements of the
verbs from which they are derived. But in order for 9-role assignment
to be possible, the clausal complements must first raise to subject
position, after which they undergo it-Extraposition, deriving the structures
in (186). The extraposed clause is then part of an A-chain which is headed
by the pleonaatic it in subject position, to which Case is assigned.
II
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Of interest to the present discussion is the f~ct that postverbal
PPs in these constructions are perfectly compatible witll preposition
stranding:
(187) a. Who was it disclosed by -- [that the show would start un time]?
b. Which general has it been reported to -- [that the battl~ is
over]?
The contrast between these sentences and their active counterparts follows
as a natural consequence of the way that Condition (15') is satisfied in
each ca&e~ In the active sentences,ithe verb must assign Case to the
trace of S in V, which is bound as a variable by the extraposed clause.
In the passive constructions, however, participle does not assign Cass to
the trace of the clause; instead, the clause is part of a chain that is
headed by the Case-marked pleonastic it. Therefore the passive construction
does not require the clause to appear at D-structure in a position adja~ent
to the verb; instead, it can follow the PP. After WH-movement and
reanalysis apply, the S-structure configuration will be that of (188):
(188) a.
Who was it
i -i
itj [ [ [[+Vl V+en - P 1 [elk [el j ] S ]]
disclosed by that-S
In (188), the complex participle derived by Reanalysis assigns Case to
86 -the WH-trace. The trace of S is A-bound by the pleonastic element in
subject positi0n, as required by the Binding Theory. Nothing requires
the trace of S to be assigned Case, so it is free to appear at the end of
V, unlike its counterpart in the active structure.
This contrast between active and passive structures provides
an interesting confirmation of the theory of Q-role assignment to
tensed clause complements developed above. But the contrast is also of
special interest inasmuch as it shows that there can be no particular
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order of complements at D-structure. This conclusion follows from
the act that the S Lomplements in the passive structures in (187) must
app r in a different positi~n in Vfrom that occupied by the same
ements in the active constructions in (176).
tfhen an active verb subcategorizes for a tensed clause complement,
the .omplement must appear next to the verb at D-structure, in order for
the verb to assign Case to its trace at S-structure. But in passive
structures, the clausal complement must be free to follow other comple-
ments of the verb at D-structure, or else the stranding constructions in
(187) would be on par with their ungrammatical active counterparts.
This freedom of base order is exactly what we expect, if there are
no categorial rules defining the order of complements; the constituents
may appear in any order that is compatible with the abstract grammatical
principles of Case Theory and 9-role assignment. On the other hand, this
necessary freedom of order is incompatible with a theory which assumes that
the order of complements is fixed at D-structure by the categorial component.
MOreover, the situation is not any better for a theory which derives the
order of constituents by means of phrase structure rules defining surface
order. Such a theory would have to recapitulate the effects of movement
in the active structures of tensed clause complements in the form of a null
pronominal element adjacent to the verb. This would be a notational variant
of the movement account -- except for the fact that it would take the
form of an arbitrary stipulation, since in such a theory the principles
of Case and Q-role assignment would be superfluous.
8.2 Another consequence of the theory of Q-role assignment to infini-
tives and tensed clauses developed here is that it prOVides a possible
explanation for the principal effects of Ras-s's (1973) "Same Side Filter":
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(189) The Same Side Filter
No surface structure can have both complements of
a bisentential verb on the same side of that verb.
This filter is intended primarily to derive two facts observed by Emonds
(1970). First, topicalization of a tensed clause complement is incompatible
with a sentential "subject:"
(190) a. [That John owns the gun] proves [That Mary is innocent]
b. [For John to confess guilt] would prove [that you were lying]
(191) a. *[That Mary is innocent], [that John owns the gun] proves
b. *[That you were lying], [for John to confess guilt] would prove
This effect of the filter follows from the fact that sentential "subjects"
are really Topics at S-structure, as noted in Section 3. This follows
from the CRP, which prevents a true S from appearing in a position of
Case assignment. Thus the ungrammaticality of (191) follows either from
a CRP violation or from an improper movement of one of the clauses into a
87position other than COMP.
The second fact which this filter is intended to derive is that
it-Extraposition of the subject is incompatible with a clausal complement
in VP:
(192) a. *It proves [that Mary is innocent] [that John owns the gun]
b. *It would prove [that you were lying] [for John to confess guilt]
The ungrammaticality of (192) has been the subject of much discussion in
the literature. Emends (1976) attributes the contrast to a condition on
Extraposition that it be "structure preserving," in the sense that the
clause which is extraposed from subject position must move to position at
the end of VP which is specifically reserved for S by the categorial rules
of the base. According to this account, there is only one S position in
VP, so (192) is ruled out because the S position is already occupied by
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the clausal complement of prove. Kester (1978a), following Emonds (1970)~
adopts a similar account, differing only in that he assumes that the extra-
posed "subject" clauses are generated in the S position of VP"at D-structure ll
Since two clauses cannot be generated in the same position, (192) is ruled
out.
Emends' and Koster's accounts are incompatible with the theory of
grammar being developed here, since they both crucially depend on there
being a categorial rule which defines exactly one position for S in VP.
Moreover, both accounts run into problems of descriptive adequacy~ since
they predict that sentences such as the following should be ungrammatical:
(193) a. It proved [John to be guilty] [that he owned the gun]
b. It would prove [John to be guilty] [for him to be found with
the gun]
The same goes for the following structure, noted by Baltin (1978):
(194) It is believed [to be obvious] 1:ly everybody [that Fred is CraZ)7]
The structure noted by Baltin has a direct paLallt~l with true Raising
verbs as well, in the form of the stur(;turE~S in (85) and (36) above.
In addition, there are certain other problE~ms with these accounts. 88
The basic generalization which emerges from (192-194) is that
subject extraposition is always possible, unless there is a tensed clause
complement in the VP to which the subject adjoins. If the clausal
complement is an infinitival, no problem arises. Recall that tensed
clause complements, unlike infinitival complements, must move to a non-
A-position adjoined to the right of VP. This suggests that the problem
with the sentences in (192) is that it-Extraposition is impossible if
some other category is also adjoined to the right of VP. This suspician
is confirmed by the fact that we find similar effects in Focus NP Shift
constructions:
(195) a.
b.
c.
d.
e.
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[That John was seen with the murder weapon]~[e]. proved [his
.J. 1guilt] [to the jury]
[That John was seen with the murder weapon]i [eli proved [e]j
[to the jury] [his guilt].
J
It proved (his guilt] [to the jury] [that John was seen with
the murder weapon]
*It proved [eli [to the jury] [his guilt]i [that John was
seen with the murder weapon]
**It proved felt [to the jury] [that John was seen with the
murder weapon [his guilt]i
Once again, the Focus NP Shift construction has the same formal grammatical
properties as the tensed clause complement structure, as opposed to the
infinitival complement structures. This is precisely what we should
expect, given the theory of Case and Q-role assignment that we have
assumed here.
It seems that the ungrammaticality of these sentences results
from the fact that only one constituent may be adjoined to the right of
VP, regardless of its categorial status. The it-Extraposition construction
crucially involves VP-adjunction since the head of the chain must c-command
89the extraposed subject at S-structure. The Focus NP Shift and tensed
clause complement structures involve VP-adjunction so that the clause
can bind its trace as a variable at S-structure. Apparently, only one
of these options can be exercised in a given structure. This result
appears to coincide with our observation in Section 4.4 that only one
subcategorized constituent may be adjoined to the right of VP at S-structure;
df. (91).
There are a number of ways in which this result might be derived
from the formal properties of grammar. The most plausible story is
that the application of adjunction to a particular constituent "freezes"
that constituent for the purposes of further adjunction, in the spirit of
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CulicQver and Wexler (1977). It is perhaps worth observing that not all
speakers find these double-adjunction structures -totally unacceptable,
so the relevant condition may be peripheral to the grammatical system,
and may actually represent a processing difficulty of some sort. 90
9. This concludes our discussion of the p~inciples determining the
order of complements within the Xlevel. Our concern here has been to
work out in some detail a viable account of the order of NP, PP, and S
complements within various categorial phrases, so as to lend some
plausibility to the claim that the Categorial component is unnecessary
for the determination of the order of constituents within each level.
Apart from providing a basis for deriving constituent order at
the X level, the principles of Case and Q-role assignment invoked in this
chapter lead to a number of insights into hitherto mysterious properties
of clausal complement structures. As is common in this business, however,
the new analyses developed here raise a few new problems that demand
some sort of explanation. In particular, the properties of infinitival
complements with respect to strict subcategorization and Case assignment
appear to be somewhat contradictory, especially wita respect to the
particle to.
Actually, there are a number of complement structures that I have
neglected in this chapter; some of these will be discussed in later
chapters in the context of related analyses. In particular: Chapter 4
contains a discussion of the predicate complement position in VP; Chapter
5 provides a detailed analysis of Double Object and Verb-Particle con-
structions; Chapter 6 accounts for certain clausal complement structures
that appear to violate the principles invoked in this chapter; and
Chapter 7 is devoted to a long discussion of preposition stranding con-
structions.
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FOOTNOTES: CHAPTER 3
1. The obligatory pied piping effect is attributed to a condition on Reanalysis
in Chapter 7.
2. An alternative approach would be to follow Jackendoff (1977) in assuming
a flat structure in V, while defining the argument position adjacent to the
verb as the direct object position. I will adopt neither of these approaches
he~e; see Sections 2, 6, and 8 for discussion.
3. This filter does not apply to PRO or NP trace, which are not lexical in
the sense relevant to (14) in the "On Binding" theory.
4. Chomsky's actual formulation is stated in terms of a condition on
a-role assignment to A-chains. See Section 3 for discussion.
5. Further below, the notion of "association" is made explicit, permitting
a trace of NP-movement to be associated with the features of its antecedent
under certain circumstances.
6. These conditions are stated by Freidin as follows:
(i) Functional Relatedness
In a sentence Si' each lexical NP with nonnull semantic content must
fill some argument position in the logical form of S .•
1.
(ii) Functional Uniqueness
In a sentence Si' no lexical NP may fill more than one argument position
for any given predicate in the logical form of S1-
These combine to derive (1Gb); (16a) is the extension proposed by Chomsky.
See also Borer (1979) for discussion.
7. Kayne's (1975) generalization that clitic doubling is only possible if
a dummy Case-marker is adjoined to the doubled NP no longer follows from (15/16),
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as it did from the Case filter (14) under the assumption that clitics absorb
Case features. Certain cases involving indirect objects may be amenable to
an account stated in terms of (15/16) if two e-roles are assigned to the
indirect object, as suggested in Chapter 5. Similarly, the dummy subjects of
weather verbs must be treated as "quasi-arguments" that are assigned a
Ifquasi-g~rolen if their obligatory requirement for Case features is to be
captured by (15/16). These considerations suggest that some aspects of the Case
filter may have to be recaptured in some other form if (14) is to be dispensed
ldth.
8. The rule of of-Insertion is discussed in greater detail in the Appendix
to this chapter.
9. This definition of government is adapted form Aoun and Sportiche
(forthcoming); see also Chomsky (1981). Note that (17) has no c-command
requirement incorporated into it. The only case where this is necessary is in
the case of proper government from COMP; I shall discuss this in detail in
Chapter 6. (liii) is intended to capture the fact that maximal projections are
barriers to government. For some relevant discussion, see Chapter 4, Section 1.
See also Reuland (l98lb) for a different approach in terms of a principle
blocking overlapping domains of government.
10. This rule is intended primarily to capture objective and oblique Case
assignment. Nominative and genitive case may be structurally assigned; a
discussion of the genitive rule appears in the Appendix to this chapter.
11& Even if the 9-role associated with the NP object may be assigned by the
verb, as suggested below, it is the proposition that assigns Case under
adjacency.
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12. All interesting issue arises with respect to the categorial status of
the phrase derived by of-InseLtion. See Section 3 and Chomsky (1981) for
discussion.
13. I am grateful to M.R. M~nzini for helpful discussion about the Italian
facts cited here. It seems that substantially the same facts hold in French.
14. M.R. Manzini brought the intonation facts to my attention.
15. Actually, the ill-formedness of (21) may follow independently from the
assumption that time adverbials may not appear in V, if only subcategorized
material may appear at this level.
16. M.R. Manzini suggests an alternative account, according to which the
manner adverbial is treated as part of the verbal complex in French and Italian.
It seems, however, that the Argument Projection is also exploited in English
by the rule of Reanalysis; see Chapter 7 for discussion.
17. Presumably this rule is dependent upon government of V2 by VI.
Interestingly, it seems that this type of rule must be distinguished from the
Reanalysis rules, since it is not "structure preserving" in potential violation
of a condition on Reanalysis proposed in Chapter 7.
18. On the link between clitics and A-positions, see Jaeggli (1980) and
Borer (1981). See also Chapter 5 for relevant discussion.
19. Longobardi (1979) observes the connection between the Restructuring
~ule and his Double-Infinitive filter in terms of the abstract representation
to which both rules seem to apply. In essence, I have adopted the basic idea
of Longobardi's account.
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20. The facts cited here are dra~l from Koster (1978b). Thiersch (1978)
reports similar facts in German.
21. I am grateful to M. Halle for pointing out the functional connection
between the word-formation rule proposed here and the morphological affixes that
take their place in other languages. The notion of discontinuous syntactic
elements is exploited by Aoun (1979), who proposes a discontinuous VP in Arabic;
similarly, Y. Aoun has suggested that COMP and INFL may form a discontinuous
unit, an idea that I will adopt in Chapter 6. See also Chapter 4, Section 4 for
related discussion concerning the English verbal compl~x.
22. One exception is the Subject-Auxiliary Inversion construction, which
might be amenable to an analysis in terms of discontinuous constituents analogous
to Dutch. See Chapter 4, Section 4.
23. I am grateful to Hilda Koopman for assistance with the Dutch examples.
She informs me that many speakers find an alternative clitic order acceptable
as well:
(1) iemand gaf
someone gave
- ' m - 't
him it
There 1s an analogous alternation found in English; this is discussed in Chapter
5, Section 5.4.
24. For an alternative view, see Borer (19gl), who exploits Emonds' (1976,
1981) Local Rules to derive properties of arbitrary order. Note that the locality
property of these rules follows as a natural consequence of their status as word-
formation rules -- abstracting away from the effects of the discontinuous head
positions in languages such as Dutch.
25. In addition to Dutch t German and Warlpiri have cliticization to "second
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position". It may be that in these languages, the second position corresponds
to t~G INFL positioll in S, suggesting that INFL should be included in the
discontinuous verbal complex. Presumably the position of INFL within the verbal
complex is determined by principles of government, along lines analogous to the
account proposed by Safir (1981a). This issue may also be of direct relevance
to the formulation of the pro-drop parameter, if the position of INFL in the
verbal complex is the determining factor, as suggested by Chomsky (1981).
26. In Preposition Stranding ~onstructions, the preposition itself does not
assign Case, since it is incorporated into the structure of a governing verb or
participle.
27. For an alternative view, see Borer (1981), where it is suggested that
rules inserting dummy Case-markers may also apply at D-structure.
28. Perhaps an analogous factoring applies with respect to Case assignment;
this would distinguish betweell true syntactic Case and "Quirky Case" in languages
such as Icelandic. Since Quirky Case is selected as a lexical property of the
verb, it must appear on the NP argument at D-structure, within the domain of
government of the verb, by virtue of the Projection Principle. Syntactic Case,
on the other hand, could be assigned either cyclically or at S-structure (as
is assumed here). See Levin (1981) for a discussion of the Icelandic facts and
related issc..es.
29. (42) represents one version of the Binding Theory propoRen by Chomsky
(1981). It is later revised, so that "governing category" in (42a,b) is replaced
by "binding category". The billding category of phrase is determined exclusively
by reference to the accessible subject. This change means that the ungoverned
status of PRO can no longer be derived from the formulation of the Binding
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Theory itse~f; however, it still follows from an additional (independently
necessary) assumption that the entire sentence is the binding category of any
governed element. See Chomsky (1981, 220-1) for discussion; in addition, see
fn. 74 below.
30~ See Chomsky (1981) for discussion of this issue.
31. In a pro-drop language, PRO may appear as the subject of a tensed clause,
perhaps because AGR (or INFL) appears within the matrix of the head of VP in
these languages at S-structure; ct. Jaeggli (1980), Chomsky (1981).
32. Actually, PRO may appear in two other domains: in the COMP position of
an iafinitival relative clause, and as the ~ubject of a small clause adjuncto
These conclusions are dependent on a number of auxiliary assumptions, however;
see Chapter 4 for discussion.
33. The definition of c-command is provided as (54) in Section 3.2.3.
34. Chomsky (1977) proposes an alternative analysis, according to which a
Topic phrase controls a WH-phrase in the adjacent COMP, which has undergone
(successive-cyclic) WH-movemento In terms of current assumptions, there is no
clear-cut reason to assume that it is a WH-phrase that has moved through COMP,
since WH-movement is subsumed under Move a. See Van Riemsdijk (1978a) and
Section 5 below for arguments that the topicalized constituent itself appears
at D-structure in the trace position; see also Steriade (1980).
35. First of all, the t~ace of Focus NP Shift is subje~t to the Empty
Category Principle, which holds at the level of Logical Form:
(i) [John]! is believed [s [eli to be very intelligent ]
I believe [s [eli to be very intelligent [my good friend John]i]
, .
I
I
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(ii) *[John]i is wanted [5 [5 [eli to be very intelligent] ]
*1 want [5 [5 [eli to be very intelligent [my good friend John] ] ]
Second, if this is the same rule that is involved in the stylistically-motivated
Presentational there-Insertion and PP-Freposing constructions, then it feeds
the application of syntactic movement:
(iii)
(iv)
i i[There]j appears [5 [e]j to have arrived [an old man] ]
i[In this room]j [5 [e]j is believed [5 [e]j to have slept
[the third president of France]i ] 1
Finally, Focus NP Shift constructions are subject to "Same Side Filter" effects
and ECP effects in Preposition Stranding constructions, as i sh,~ll show in
Section 8 of this chapter. In every respect, the construction has che properties
that we would normally expect if it were derived by application of Move d.
36. G. Longobardi has argced in unpublished work that the pro-drop property
of assigning nominative Case in postverbal position is responsible for a cluster
of phenomena associated with "identificational" constructions, where no inversion
is involved.
37. As formulated in .(54), c-command is unable to "project" through the X-bar
structure of a phrase; s~e Chapter 6 for a justification of this revision.
38. See Section 4.6 for discussion of the status of the postverbal subject
position as an A-position. The solution to appa~ent Binding Theory violations
adopted here differs from that proposed by Rizzi (1980), who proposes that the
Binding Theory does not apply to a category that is bound from its e-position.
See also fn. 39.
39. Actually, it is not crucial to assume that the true subject position is
the Q-position, since the position for the external (subject) 9-role may be
left indeterminate. Then either the true subject position or the VP-adjoined
I225
position might count as the 9-position, as I suggested in Stowell (to appear)e
If the VP-adjunction structure is not base-derived, then the subject must originate
in the true subject position at D-structure, even though the VP-adjoined position
might be interpreted as the e-position at S-structure. This interpretation
might be necessary if the definition of chains w~re tightened so as to require
that every position on the chain c-command the 9-position, as is true in Raising
and Passive constructions.
40. Note that an account stated in terms of phrase structure rules could not
generalize straightforwardly to general principlap operative in other languages
with different constituent orders from those found in English.
41. I am grateful to D. Pesetsky for assistance with the Russian data. See
Schein (1980) for a diacussion of these constructions.
42. In Chapter 4, I will briefly discuss constructions involving complements
to perception verbs, where VP appears to occur as a subcategorized argument.
43. A possible exception to this claim involves the constructions in (i):
(i) [Under the stars] is a nice place to sleep
Is [under the stars] a nice place to sleep?
These PP subjects appear to be strictly limited to copular constructions,
suggesting that some special property of the copula permits nominative Case
to be absorbed or assigned to the postverbal position. See also Chapter 4,
Section 2.
44. If D-structure is a "pure" representation of e-role assignment, as
suggested by Chomsky (to appear), then true prepositions may differ from dummy
Case-markers inasmuch as only true prepositions would appear at D-structure.
I
I 45. Recall that Condition (15') is related to Aoun's "visibility"
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hypothesis. I will occasionally refer to "visibility" in reference to (15'),
especially in subsequent chapters. The structures in (63) actually have
grammatical variants that may be derived by it-Extraposition, as suggested by
Jackendoff (1977):
(1) It seems to be very cold [in the room]
(1i) ?It appears to have scared Bill [down in the mine shaft]
It is difficult to tell, however, whether these are true examples of extra-
position, as opposed to simple adverbial modification.
46. Specifically, Reuland suggests that infinitival clauses are "visible"
to the rules of Case assignment by virtue of their nominal features. but are
"deficient" in be1n~ not able to bear the Case that is assigned to them. The
status of tensed clauses is less clear in this system.
The idea that S may not be assigned Case has also been explored by
K. Safir in unpublished work. Safir suggests that neither S nor S-trace may
be assigned case, thus deriving the fact that S complements to Raising verbs
may not be topicalized. (He suggests that where topicalization is possible,
the S Topic makes use of an NP-trace, which is only possible when the governing
verb subcategorizes for NP; cf. Williams 1981.)
47. Emonds (1970) assumes that the rule substituting S for the NP subject
position of S is a root transformation. In Emonds (1976), it is suggested
that all instances of S must undergo either topicalization or extraposition;
hence the sentence-initial instances of S must be interpreted as Topic
constructio.ns. Koster (1978a) derives the "obligatory topicalization" effect
by invoking principles of tte X-bar system; we will return to his account
below.
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48. Strictly speaking, our ass~t1on that the categorial component does
not exist does not necessarily imply that the subject position of S is not
specified as an NP position. For instance, one might maintain, with Chomsky
(1981), that the st~ucture of S is characterized as [NP - INFL - VP] in
Universal Grammar, by a principle independent of the categorial system per see
However, I argue in Section 5 that S Topics may not bind NP-trace, implying
that "subject sentences" must appear in true subject position at D-structure.
In addition, I su@gest in Chapter 4 that in some cases S does not contain a VP
position; the relevant examples involve small clause adjuncts.
49. An explanatory note is in order with respect to the indexing represented
in the Extraposition structures; I have shown only th6 indexing relevant to
each link in the chain; the subject position of the embedded clause bears two
indices, since it is the source position of both the downward movement of
Extraposition and the upward movement of Raising.
50. The one exception to this claim involves structures where another
argument is already adjoined to VP, by virtue of extraposition from Va These
structures are discussed in Section 8.2.
51. See Chapter 6 and Section 8.2 of this chapter for further discussion
of this construction.
52. There is evidence that Relative Clause Extraposition constructions are
derived by movement. When a relative clause has split antecedents, they must
be in parallel syntactic positions, indicating the effects of Williams' (1978)
principle of across-the-board rule application. This is not a general property
of interpretive linking rules, as shown by sentence-final result clause
structures.
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53. Alternatively, if the clause must appear in a 9-position by virtue
of a condition on A-chains discussed in fn. 39, it would follow that
VP-adjunction is required.
54. This recalls Jackendoff's (1977) V-final position for an S complement,
essentially following Emonds (1970). Our account differs in assuming that
the tensed clause appears adjacent to the verb in Vat D-structure, while
appearing adjoined to VP at S-structure. The obligatory extraposition in
English is analogous to Dutch, where S complements must appear to the right of
VP; cf. Reuland (1981a) for discussion.
55. Williams (1981) argues that only NPs may undergo NP-movement (Raising);
he suggests th~t no movement applies in structures such as (i):
(i) It was reasoned [that John had left]
Williams argues against the Raising+Extraposition analysis for such constructions
on the basis of the fact that the "intermediate" structure is ungrammatical:
(ii) *[That John had left] was reasoned (by Bill)
He suggests that where movement is possible, it 1s by virtue of the fact
that the governing verb takes an NP complement. Perhaps examples such as those
in (i) and (ii) should be captured along lines similar to the account of the
[+R] adjectives discussed in Section 7.2 below.
56. Perhaps the most reasonable response to this would be to assume that
the Raising verbs are essentially parallel to the passive examples discussed
in the preceding footnote. That is, we might assume that both complement types
are assigned a 9-role by the special rule for [+R] governors that is introduced
in Section 7.2; this would imply that the Raising verbs share this abstract
feature. If this were correct, then a 9-role could only be assigned to the
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clausal complement 1f it appears in V at S-structure, thus ruling out the
possibility of movement through subject position. On the other hand, this kind
of account, while perhaps appropriate for verbs such as appear and seem, may
not be viable for verbs like prove and happen; see Section 7.2 for relevant
discussion.
57. Note that if the Raising verbs assign Case to a tensed clause complement,
but not to a to-infinitival complement, then the peripheral placement of S in
NP would follow automatically from the interaction of the CRP and the 9-criterion.
This would also explain two other properties of ~hese constructions. First,
if the verb assigns Case to the complement, it follows that movement through
subject position is ruled out, either by the Binding Theory or by the definition
of A-chains. Suppose we take the (Case-marked) trace in Vto be a complete
A-chain -- in effect, a variable. Then the Gtructure is ruled out by the
Binding Theory, since the variable is A-bound from subject position. Suppose
instead that we take the trace in Vto be a subsidiary position of an A-chain
headed by subject position. Then the chain is ill-formed, if the definition of
A-chains requires that they contain at most one position to which Case is
assigned. This analysis would also explain why the complements to the raising
adjectives can prepose to subject position, as noted in the text. Since
adjectives do not assign Case, their complements behave exactly like the
complements of passive verbs.
Unfortunately, this solution cannot account straightforwardly for the
ungrammaticality of (i):
(i) *[That John is a foo1]i it seems [eli (to me)
If the trace is Case-marked, and is not co-indexed with it, then (i) should be
possible. The trace in Vfunctions as a variable, to which the 9-role is
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assigned, and the topicalized S escapes Case assignment, staisfying the CRP.
58. Control from a PP complement is marginal in English; nevertheless it
seems that the controlling PP is preferred in a position to the left of the
complement clause:
(1) The painter mentioned [to the tenants]! [PRO i not to touch the walls]
(11) *The painter mentioned {PR01 not to touch the walls] [to the tenants]i
It seems, however, that this preference is due to principles of Control, rather
than of Phrase Structure; when the infinitival complement has arbitrary control,
the order is more or less free:
(1)
(i1)
59.
John explained [how PRO b to fix a sink] [to his sons]
ar
John explained [to his sons] [how PRO b to fix a sink]
ar
On the syntactic effects of passive morphology, see Williams (1981),
Chomsky (1981), and Marantz (1981).
60. Note that gerunds differ in this respect, despite their status as
control complements:
(i) Johni remembered [PROi washing the dishes]
(ii) [PRO washing the dishes]i was remembered fondly [eli by John
Although the passivization facts have sometimes been attributed to properties
of Subject Control, it seems that this does not act as a block when the
complement is a gerund, suggesting that the account based on principles of
Case Theory 1s to be preferred~ (Recall that a verb assigns Case to a gerund
complement, thus allowing (ii).)
61. On the special properties of the Subject Control verbs promise and
ask, see Chapter 5, Section 6.1.
62 The ungrammatica1ity of these examples can't be attributed to the fact
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that c-command is violated with respect to the antecedent of trace in (127b)
or PRO in (127a,c). This is shown by the fact that trace and PRO are free to
move to COMP 1f they are complements of an adjectival head:
(i) [How likely [ [e] to have arrived] ] do you think that John really is --
(11) [How eager [PRO to help us] ] do you think that John really is --
As Belletti and Rizzi (1980) observe, it seems that c-command requirements of
this type make reference to an LF configuration to which Reconstruction has
applied. (Note that this raises a potential problem with respect to NP-trace
if the Binding Theory applies at S-structure.) At any rate, the whele issue
of c-command is irrelevant to the ungrammaticality of (127d).
63. It might be possible to explain the fact that S-trace may be assigned
Case by assuming that the CRP only applies to the head position of a phrase
and then only if the head has lexical content. Suppose that an infinitival
clause has an empty head position; then a dummy preposition to could assign
Case to this position at S-structure, satisfying the CRP and the "visibility"
requirements on 9-role assignment. But this would create a problem for the
ECP, unless to actually occupies the head position at LF; see Chapter 6 for
related discussion.
64. Suppose that grammatical Case is assigned at the phrasal level, while
morphological Case 1s adjoined to the head in the lexicon. Suppose further, in
the spirit of Jaeggli (1980), that Case is "checked" within an X-bar projection.
Then it is not obvious why infinitival clauses are treated as if the entire
phrase bears Case, if to is adjoined to the head. Perhaps, as suggested to
me by N. Chomsky, we could assume that infinitival to appears in COMP at
S-structure, so that it assigns Case to the entire clause.
65. One issue that is unclear is how a verb subcategorizes for tensed vs.
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inf1niti~al complements. The vast majority of verbs select both, but it seems
that some verbs specify that the clause must be one or the other. I have not
introduced any categorial feature that distinguishes between the two clause-
types; nevertheless, it does seem that subcategorization is involved to some
extent; see Chapter 6 for discussion.
66. Note that when the WH-phrase is lexical, pied piping is obligatory.
This represents a residue of the *[NP - to - VP] filter of Chomsky and Lasnik
(1977) that has not been successfully subsumed under Case Theory. (Chomsky
1980 proposes that deletion in COMP is obligatory in an infinitival relative
clause up to recoverability of deletion, but the principled basis for this
is unclear. Moreover, there ar~ eD191ri.c.al problems posed by genitival pied
piping examples, suggesting that some principle of grammar ought to rule out
a lexical NP in the COMP of an infinitival clause unless it 1s governed by a
lexical head external to the clause.)
67. One exception to this is the verb desiderare, which allows both types
of complements in some dialects.
68. The Italian bare infinitive com~41ements may actually be analogous
to the complements of the English modal verbs; see Chapter 4, Section 4 for
discussion.
69. Actually, it is likely that a further restriction is required, such
that the two infinitives be of the same type. Thus an English to-infinitive
is free to take a gerund as its complement, despite the fact that it assigns
Case to it.
70. It would be possible to derive the effects of the Double Infinitive
filter from the Q-criterion, if there were some principle of grammar which
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blocked the assignment of Case from one infinitive to another of the same type o
Perhaps this is the key to accounting for the French examples discussed below in
the text; if there were some auxiliary means of 9-role assignment for the French
verbs, then the apparent inapplicability of the filter would be explained. I
will not pursue this possibility here, however.
71. French infinitivals differ in certain respects from their Italian
counterparts. Kayne (to appear b) argues that French de is a complementizeI',
while M.R. Manzini has argued in unpublished work that Italian di is adjoined
to S. (Manzini's arguments are based primarily on Subjacency effects, but
her conclusions mesh nicely with our proposal that di functions as a dummy
Case-markero) Note, incidentally, that di-infinitives only appear 1n complement
structures, while French de may also appear with a subject infinitive, suggesting
a complementizer-like status.
72. Of course, the Topicalization and Passivization facts follow straight-
forwardly from the Case Theory account, but would require additional stipulations
in a Phrase Structure account of constituent order.
73. This account is due to Chomsky (1980), whose analysis is based partly
on ideas of J.-R. Vergnaud. Kayne (to appear b) proposes an alternative account,
according to which the English Exceptional Case-marking construction is derived
by means of a null preposition in COMP assigning Case to the infinitival
subject. Kayne relates this to the possibility of preposition stranding in an
interesting way. One problem with this story is that it does not provide a
principled account of why the complementizer for shows ECP effects, while the
null prepositional complementizer does not:
(i) Who do you expect [ [e] to have arrived]
John is expected [ [e] to have arrived]
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I expect [ [e] to have arrived my good friend John]
(ii) *Who would you hate [ for [e] to have arrived]
*John would be hated [ for [e] to have arrived]
*1 would hate [ for [e] to arrive my good friend John]
Although the relevant distinction might be derived in the case of WH-movement
through COMP along the lines suggested in Kayne (1980), it is not obvious how
the relevant distinction could be derived in the examples involving Passive and
Focus NP Shift constructions. In fact, proper government of trace in the Focus
NP Shift constructions ought to be impossible given the Antecedent condition all
Reanalysis proposed in Chapter 7, unless it is assumed that the verb directly
governs the subject position.
74. This analysis is defended at length in Postal (1974). An analogous
treatment in terms of Control is proposed by Bresnan ( to appear). The major
arguments traditionally cited in favor of the "obj ect" status of the postverbc61
NPs in (143) are: (i) they are assigned objective Case; (ii) they are subject
to NP-move~ent in Passive constructions; (iii) anaphors (but not pronominals)
appearing in this position may be A-l,ound from the matrix subject position.
All of these facts follow' from the assumption that the matrix verb governs
across the S-boundary of the infinitival complement, given the formulation
of Case aesignment in (18), and the Binding Theory in (42). (The crucial
reference to the governor may create a problem for the revised version of the
Binding Theory discussed in fn. 29; see Chomsky 1981 for discussion of this~)
75. The eX3mples in (146) are analogous to cases cited by Mark Maltin
involving "floating" emphatic pronouns in VP a
76. Actually, this point requires some elucidation~ The basic problem
concerns the status of the "raised" NP with respect to the operation of
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NP-movement and Case assignment. Suppose that Move a only allows for
(i) substitution, or (ii) adjunction to a maximal projection. Tnen the example
in (143) must involve substitutiono But this is only possible if the verb
subcategorizes for an NP compl~ment position 7 since the empty NP slot could not
otherwise appear at D-structure. But if strict subcategorization features are
simply addenda to slots in a 9-grid, then the matrix verb would have to assign
a Q-role to the uraised" NP at LF. Clearly, this is not correct; therefore
the subject must appear within S at S-structure. See also Section 6.3 for
related discussion.
77. Note, however, that the infinitival complement in the Object Control
construction does not appear adjacent to the governing verb, posing a problem
for the assumption that it is assigned Case.
78. I have placed the NP-trace in the position adjacent to the verb primarily
for ease of exposition. There is nothing that forces the trace to appear to
the left of NP in this example, Since Case is not assig~ed to it by the verb,
and proper government has no adjacency requirement.
79. See Keenan (1976) and Travis (1981) for a discussion of this issue.
80. Note, for instance, that consider appears in Exceptional Case-marking
constructions, but does not allow an NP complement with propositional content.
81. In addition, Chomsky considers constructions involving clausa1 complement3
to Raising verbs, passive participles, and adjectives. I have already discussed
9-role assignment in the first two constructions; the adjectival examples are
treated in Section 7.2. In addition, there are a number of special cases that
are discussed in some detail in Chapter 6.
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82. The questionable status of (159a) appears to derive from the fact that
attempt is ambiguous between the meaning of an action nominal and that of a noun
referring to the object argument. To the extent that (159a) is grammatical,
it is impossible to construe attempt as a true action nominalo
The distinct status of infinitival complements in derived nominals has
been noted independently by R. Kayne (personal communication), who observes
the following contrast:
(i) [John's cla~ to the effect that Mary is intelligent]
(ii) *[John's cla~ to the effect to be intelligent]
83. For a discussion of V-P Reanalysis, see Cha~ter 7. (Incidentally, it
seems that V~A Reanalysis would be ruled out by virtue of the Struct'Jre-
Preserving condition pTuposed in that chapter.)
84. Actually, their discussion is based on the Focus ~~ Shift cnnstruction,
which is grammatically equivalent to the tensed clause complement structure
as far as the stranding facts are concerned, as we shall see shortly.
85. Although binding into the substructure of a word is impossible, it
seems that incorporated reflexive pronouns and pronominal clitics a~e subject
to the Binding Theory. The key to solving this apparent paradox is to assume
that the clitic is linked co a co-indexed argument position in VP, along the
lines proposed by Borer (1981). Then if the clitic and the argument position
form a discontinuo~Js element in some sense, the anaphoric or pronominal clement
within the verbal matrix will be subject to the Binding Theory by virtue of
the empty phrasal position with which it is linked. This is not available for
the trace within the reanalyzed complex verbs in (177), since there i~ no
additional A-position in VP with which the trace is linked.
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86. If passive participles are unable to assign objective Case, as assumed
in Chapter 1, then the WH-trace must be assigned oblique Case in this structure.
Note that the Case~assigning properties of the preposition are not absorbed by
the passive morphology in these structures, since it is the Case reserved for
the S complement that has been absorbed.
87. This suggests that there is just one non-A-position to the left of S;
presumably, thi~ is the COMP position.
88. Emonds' (1976) account is similar in some respects to the solution
proposed here. He suggests that the rule of Extraposition is obligatory when
it applies from object position. Similarly, his account of "subject sentences"
requires that topicalization apply obligatorily in the case of an S in subject
position. Unfortunately, these are both stipulations in Emonds' system, since
they do not follow necessarily from general principles of grammar.
Although Kost2~'S account provides a more principled explanation of
the Topic status of sentential subjects, his account suffers from another serious
problem noted by Baltin (1978). Under this account, it is a' complete coincidence
that virtually all of the verbs which take clausal complements in VP-final
pcsition also allow S topics (indirectly) bin~ing a gap in subject position.
This has the consequence of forcing a dual subcategorization frame for every
verb which can assign an "external" e-role to a p:~opositional argument. This
is a serious redund' '~y on a ~ast scale, as shown by the diversity of the verba
in (1), which would all have tc subcategorize for an S complement, just in
case they assign no external Q-role:
(i) It would kill John's mother for him to reject her
It shocks me that you said that word
It would lead to a world wa~ for China to invade East Germany
Without a rule of extraposition -- or' intraposition -- this redundancy cannot
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be avoided.
89. For the definition of c-command, see (54) above. See also fn. 30 and
53 for a possible alternative derivation of the NP-adjoined structure in the
it-Extraposition construction; in addition, Kayne (1978) provides still another
possible account for this.
90. This issue is of potential relevance to adjoined structures at the level
of Logical Form, which are derived by QR. It might se~m that ambiguities of
quantifier scope involving ~Ps in both subject and object positions might force
the pOGaibility of double adjunction structures; but Robert May has suggested
(personal communication) that such cases can be handled if it as assUmed (i) that
QR may adjoin to VP, and (ii) that a quantifier in subject position automatically
takes scope over NP, without having to adjoin to S.
I
I
Appendix:
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TIle Insertion of Dummy Case-markers
In this appendix, I provide a brief discussion of the formal
properties of the rules responsible for inserting dummy prepositions in the
[+N] categories. I will concentrate on the English of-Insertion rule, but
the conclusions reached here have general significance, since it is
implausible to suppose that a child learning English actually induces the
precise formulation of the rule on the basis of exposure to the primary
linguistic data. Rather, it is likely that the child tacitly "expects" to
find a rule such as of-Insertion, and the relevant learning involved here
is the recognition that the phonological word of corresponds to the same
abstract element that the French child learns to connect with de, and the
Italian child, with die For this reason, the formulation of the relevant
rules is not an isolated problem in each language, and in fact we will·refer
to properties of the rules in other languages iu our discussion of the
1English rule ..
Recall that the rule of of-Insertion, unlike the rule of Case
assignment formulated in Chapter 3, does not observe any adjacency condition.
This allows the rule to apply to NPs that are not directly adjacent to a
governing noun or adjective. One might be tempted to conclude from this that
the rule of of-Insertion differs minimally from Gase assignment, perhaps
being formulated as in (1):
(1) of-Insertion (tentative)
In the configuration [a ••. a ... ] or [ ••• a ... a ],
adj oin of to B, where
(1) a governs a, and
(1i) a is [+N]
Under normal circumstances, a in (1) corresponds to NPj perhaps this should
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be incorporated into the rule, but we will leave this matter open.
Although the formulation in (1) makes the requisite distinction
between of-Insertion and Case assignment with respect to adjacency, it is
somehow unsatisfying. Unlike the instances of subcategorized inherent Case
discussed previously, of-Insertion shares with Case assignment the fact that
it applies blindly, in structures that are directly parallel to Case
assignment. Why, then, should the two rules differ with respect to adjacency
to the governing head? There is some evidence which suggests that the reason
for this is that the governing head does not directly trigger the of-Insertion
rule.
The relevant evidence involves the phenomenon of Exceptional Case
Marking, which we discussed in some detail in section 6. Recall that ih
structures such as those in (2), a verb is able to assign Case to the subject
of its infinitival complement:
(2) a. Sarah considers [S them to be unreliable]
b. Paul discovered [S the pills to be powerful]
The bracketed material in (2) forms a single constitu~nt at LF,
D-structure, and S-structure.
But the clausal complement is infinitival, and is therefore unable to
assign Case to its subject; the grammaticality of these sentences implies
that the subject is assigned Case in some other way_ The fact that the subject
in (2) is marked objective suggests that the verb is responsible for assigning
Case, and this is supported by the fact that the subject must be adjacent to
the verb, as notes in our previous discussion of this construction.
It seems that these constructions are marked cross-linguistically,
being entirely absent from many languages, and severely restricted to a lexical
class of verbs even in English. This is just what we should expect, if S
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functions as·a barrier to government, as suggested by Chomsky (1980). This
implies that the clausal boundaries in (2) are made permeable to government
in some way. There are various possible accounts of how this happens; for
the sake of discussion, we will continue to adopt Chomsky's (1981) proposal
that there is a lexically-triggered rule of S-Deletion, which leaves the
clausal complement dominated only by S. It is well known on independent
grounds that S is not a barrier to government, by virtue of the fact that
the infinitival complementizerforcan assign Case to a lexical subject across
S from COMP. Thus S-deletion has the desired effect of permitting Case
assignment to subject position without destroying the clausal integrity of
2the complement.
The Exceptional case-marking construction is of interest in the present
context because the rule of of-Insertion is not able to apply in an analogous
environment, as noted by Chomsky (1970), Kayne (to appear, c) and others:
(3) a. *[NP Sarah's consideration [of them to be unreliable]
b. *[NP Paul's discovery [of the pills to be powerful]
It appears that of-Insertion is unable to apply across a clausal boundary,
even when the cla\~e is a complement of a nominal that is derived from an
S-Deletion verb, as indicated by the contrast between (2) and (3). If
derived nominals are part of the same lexical entry as their related verbs,
as the facts of strict subcategorization suggest then we would expect
S-deletion to apply in (3) as well, if triggering S-deletion is a lexical
property. (Note that the clausal complement is infinitival, so the derived
nominal should be free to assign a 9-role to it, unlike the cases of tensed
clause complements in derived nominals dis~ussed in Section 7.) Suppose
that this is correct. Then the ungrammaticality of (3) shows that of-Insertion
is blocked, even though it meets the condition oi government -- and of
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adjacency, too, for that matter.
What is the explanation of this fact? Observe that where of-Insertion
successfully applies, the NP is itself a complement of the head noun, and is
therefore directly dominated by a projection of N:
(4) a. [N Sarah's [N consideration - of - [the problem] ] ]
b • [N Paul's [N discovery - of - [the pills ] 1]
The same is true for o~Insertion in AP:
(5) a. Sarah is [! [A considerate - of - [her neighbors] ] ]
b. John is [A [A fearful - of - [heights] ] ]
This suggests that the crucial trigger fo~ the rule is actually direct
domination by a projection of [+N]:
(6) o~Insertion (revised)
In the configuration [a... B ••• ], adj oin of to f3, where
(i) a is some projection of [+N], and
(ii) B is an immediate constituent of Q.
Observe that the requirement in (61) renders the government requirement in
(Ii) superfluous. Perhaps this is the explanation for the irrelevance of
adjacency: the head noun or adjective 1s simply not involved in the rule's
triggering environment~
Kayne (to appear, c) suggests an alternative explanation for the
ungrammatical status of (3), maintaining the assumption that of-Insertion
applies freely within the domain of government of the head. Kayne's proposal
is that government is blocked in (3) because nouns (unlike verbs) are not
permitted to govern across S.3 If this account were correct, then the
failure of of-lnsertion to apply in this environment would be consistent
with the formulation of the rule as in (1), and would not constitute evidence
for the alternative formulation in (6).
243
But there are two reasons for preferring the account of (3) provided
in (6) in terms of immediate domination. First, taere is another construction
Wh1~h also involves Case assignment to an embedded subject which is not an
argument of the governing verb, namely the constructions involving small
clause complements:
(7) a. I consider [A John [A quite stupid] ]
b. I prefer [A my steak [A rare] ]
c. I proved [A him [A wrong] ]
As in the previous examples, the governing verb is responsible for assigning
Case, and the adjacency condition holds:
(8) a. *1 consider verI definitely [John [quite stupid] ]
b. *1 prefer always [my steak [rare] ]
As I shall argue in Chapter 4, there is evidence from subcategorization
and the distribution of PRO which suggests that these "small clauses" are
actually projections of the lexical categories, as with Ain (7). It is
of interest in this context to note that while Exceptional Case marking
of infinitival subjects .is quite rare, the assignment of Case to the subject
of a small clause is very common, suggesting that no language-particular
rule of S-deletion is involved here. Nevertheless, derived nominals can't
assign Case to the subject of a small clause:
(9) a. *OUR consideration [X of Bill [quite stupid] ]
b. *Bill's preference [A of his steak [rare] ]
c. *Kathy's proof [A of him [wrong] ]
Unless we were to stipulate that nouns can't govern across any category,
the ungrammatical status of (9) constitutes evidence for (6) over (1).
Another reason for preferring the immediate domination account in (6)
is that the failure of of-Insertion to apply to the subject position of a
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complement clause is not restricted to cases where the governing head is a
noun, but also applies in the case of adjectival heads:
(10) a. Dirk expected [s Jenny to feed the geese]
b. Mario feared [5 his cat to be lost]
(11) a. *Dirk was [AP expectant [of Jenny to feed the geese] ]
b. *Mario was [AP fearful [of the cat to be lost] ]
Once again, the lexical property of S-Deletion should extend to the derived
adjectives in (11), given the "Remarks" theory of lexical entries. Therefore
government of the embedded subject position ought to be possible in tllese
cases, unless it could be shown that adjectives can never govern across an
S-type boundary. But adjectives must be able to govern the subject position
of an infinitival complement, as shown by (12):
(12) a. John seems [AP certain [ [el to leave] ]
b. Frank is [AP sure [ [e] to like this sandwich] ]
In (12), the trace in the embedded subject position must be properly governed
in order to satisfy the ECP, and the contrast between (12) and (13) suggests
that it is the adjective rather than the matrix verb which is the governing
element in (12):
(13) *Frank is [AP probably [ [e] to like this sandwich] ]
Even with adjectives like certain and sure, which must be able to govern
subject position,o~Insertionfs blocked:
(14) a. *It seems certain [ of Bill to leave ]
b. *It is sure [ of Frank to like this sandwich 1
ef. c. It is certain [that Frank will like this sandwich]
Thus of-Insertion can't apply, even in environments where government obtains;
but once again, this is just what is predicted by the formulation in (6),
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which claims that of-Insertion is insen:l.tive to government, requiring only
tmmediate domination by some projection of [+N].
Thus the rules of Case assignment and of-Insertion overlap in their
domains of application -- abstracting away from categorial distinctions
in the simple cases of a head and a single NP complement. But whenever the
NP appears in a position which is either not adjacent to the verb or else
contained within another complement of the head, the distinct properties o~
the two rule-types reveal themselves. Whereas of-Insertion can apply in
nonadjacent environments where Case assignment may not,of-Insertion is blocked
in domains of government which do not involve immediate domination by a
projection of the governor.
I have formulated (6) very loos~ly, allowing of-Insertion to apply
freely in any projection of [+N]. This may appear to be too loose, since
- -
all of the cases covered so far ha~~ involved domination by N or A. Moreover,
(6) overgenerates, if it applies in N:
(15) a. *[N of - [the citY]i [i destruction [eli ] ]
b. *[N of - [Paul]i [N discovery of - [the pills] ] ]
It is not obvious, however, that (6) must be complicated so as to explicitly
rule out (15).
Borer (1981) argues that the l'ule of sel -Insertion in Modern Hebrew
which is directly analogous to of-Insertion in English -- must be allowed
to apply at the Xlevel. 4 As noted above, it is unlikely that the English
child explicitly learns the domain of application of the of-Insertion rule;
therefore the fact that the rule must apply at the X level in Hebrew supports
the simpler formulation in (6):
Even in English, it seems that postposed subject NPs are subject to
of-Insertion in derived nominals:
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(16) a. [N the singing of - [the children] ]
b. [N the recovery last week of - [the patient] ]
Similar cases can be found in APs with post-adjectival subjects: S
(17) a. That was [A very considerate of - [Mary] ]
b. [A How stupid of - [John] ] to do such a thing!
Although it is not necessarily obvious that the postposed subjects in (16)
and (17) are at the Xlevel as opposed to the Xlevel, this is certainly
the null hypothesis, given X-bar theory.
Why, then, should (15) be excluded? Perhaps of-Insertion is blocked
in prenominal subject position because this is the environment where genitive
Case is assigned. Specifical1~, suppose that geni~ive Case is formulated
so as to apply in the prenominal specifier position: 6
(18) Genitive Case Assignment (tentative)
In the configuration [()( • •• B ••• ]
assign genitive Case to , where
(1) a = [+N , -V], and
=(ii) a = X, and
(iii) a is an i~diate constituent of a, and
(iv) for som~ t, "t the head of a, B precedes 1 •
Given this formulation of genitive Case assignment, we might account for the
failure of of-Insertion to apply in prenominal position by invoking Kiparsky's
(forthcoming) principle that a special rule Ri always takes precedence over a
general rule Rj in th(~ir overlapping domain. More precisely, if Ri applies in
a set of environn~nts Ei , and Rj applies in the environments Ej , and Ei is a
Take the genitiveproper subset of i~., then Ri applies in Ei and RJ
- does not.
. J
Case assignment rule to be Ri and the of-Insertion rule to be Rj ; then
of-Insertion is blocked from applying in (15) by Kipa~sky's principle.]
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But the formulation of (18) is excessively complex, suggesting Lhat
something is being missed. Moreover, some of its conditions seem to be
stipulations serving only to prevent its application in those domains where
(6) applies. Worse still, in many languages which lack any rule corresponding
-directly to (6), genitive Case assignment is free to apply in N, in
violation of (18ii); Sanskrit and Japanese appear to be examples of this.
MOreover, genitive Case assignment also applies to NPs which follow the head
position in some languages (e.g. Russian). These facts suggests that it is
really of-Insertion which is the special ~~le R1 , which is specifically
formulated so as to apply in post-head positiono Specifically, suppose that
condition (191!i) were added to (6):
(19) of-Insertion (final version)
In the configuration [a f3 ... ] , adjoin of to a, where
(i) a is some projection of [+N], and
(ii) B is an immediate constituent of a, and
(iii) for some y, y the head of a, y precedes B.
The empirical support for (19) is not just the ungrammaticality of (IS). Rather,
it appears to be quite generally true that no language has a rule analogous
to of-Insertion which applies in pre-head position. Suppose that this is
correct. Then (18) could be simplified to (20):
(20) Genitive Case Assignment (final version)
In the environment [ a ... ], assign genitive Case to a, where
a
(i) a is some projection of [+N, -V], and
(ii) B is an immediate constituent of a.
A language will have (19) only if it has a dummy prepositional Case marker
correspol1ding to English of; this is true of French (de), Italian (di), and
Hebrew (sel) , among others. Similarly, a language will have (20) if it has
morphological genitive Case; this is true of English, Russian, Japanese,
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8Hebrew, and Sanskrit for NPs, and of French for pronouns.
Suppose that F~parsky's principle only considers structural conditions
in determining which of two rules is the more general, overlooking categorial
Q
distinctions.- Then (19) will count as the special rule, by virtue of
its reouirement (iii), and genitive Case assignment will be correctly blocked
from applying in postnominal position in any language which has both rules.
It is likely that (19) and (20.) require further reffnement. For
instauce, (20) {unlike (19» may apply to the subject of a gerund:
(21) a. I was impressed by [John's [washing the dishes] ]
b. *1 was impressed by [( the) ( [washing the dishes.] of John] ]
Presumably this is related to the fact that gerunds are unspecified for the
Tense feature; perhaps (19i) should be amended to require that a be [-Tense].
Another curious fact" is that both (19) and (20) are blocked from
applying twice in a single phrase, This is true of (19) in English:
(22) a. *[ [the singing of the lullabies] of the children]
b. [[the singing of the lullabies] by the children]
Similarly, (20) is blocked from applying twice in Sanskrit:
(23) a. [ agopasya doh~ ]
non-cowherd-GEN milking
I milking by one who is not a cowherd'
b. [ gavam dohah ]
. .
cows-GEN milking
'milking of cows'
c. *[ agopasya gavam dohah ]
'milking of . . a cowherd'cows by one who 1s not
d. [ agopena gavam dohah ]
non-cowherd-INST . .
'milking of cows by one who is not a cowherd'
Analogous constraints have been observed in other languages; moreover, the
phenomenon does not appear to be limited to the two rules discussed here.
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Spanish does not allow two arguments in phrase to be assigned the dummy Case-
marker a (cf. Jaeggli 1980); similarly, Japanese has a well-attested
10
"Double-o" constraint.
Perhaps all of these phenomena can be traced to the effects of a general
filter which rules out identical grammatical markings (Case, dummy Case-
marker, etc.) on ~o or more arguments in a phrase:
(24) *[y
(1)
(ii)
••• a ••• a ... ], where
a, B are arguments in y, and
a, a are assigned the same grammatical marking in a.
As stated, the filter is probably much too strong; I will not attempt to
11
work out its consequences in detail here, however.
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FOOTNOTES: APFENDIX
1. I will ignore in this discussion the rules responsible for inserting
dummy prepositions in VP, since these appear to be lexically triggered.
2. Note that when a complementizer appears in the clause,S-deletion is
blocked; see Section 6 for discu8sion~
3. Kayne's idea is based on a fuller discussion in Kayne (1981), where
the ability to govern across S is 1ink~d to the ability to assign a
superscript index (in the sense of Rouveret and Vergnaud 1980) to a~omplement.
4. I am grateful to Hagit Borer for bringing this issue to my attention.
5. For a more detailed aiscussion of "subjects" in AP, see Chapter 4.
6. Condition (1) limits the rule to application in NP; Coudition (ii)
allows it to apply only at the X level; Co~dition (iii) prevents application
of Exceptional Case-marking analogous to (2) vs. (3); ConJition (iv) prevents
it from applying to an NP which follows the governing head.
7. Kiparsky's principle is actually based on a principle assumed by
the Ind1.an grammarians t 'theory of Sanskrit grammar in the PalJinian tradition.
See Kiparsky (forthcoming) for discussion.
8. Since the rule of genitive case assignment applies only to pronouns,
it counts as the special rule, blocking de-Insertion from applying to
pronominal Possessor NPs.
9. Perhaps this follows from the fact that this principle normally applies
only to phonological and morphological rules.
10. The literature on the "Double-o" constraint is very extensive; see
Farmer (1980) for discussion and references.
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11. This filter might account for the fact that Subject postposing in
French and English is subject to a transitivity constraint, if the postposed
subject is assigned objective Case, as suggested in Stowell (1979). The
effect of (24) recalJs the interaction of "merger" with the Consistency
Condition in the framework of Bresnan (to appear).
II
I
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CHAPTER FOUR: THE DISTRIBUTION OF SPECIFIERS
1. In this chapter we turn our attention to the distribution of specifiers
in various categories. Most of the discussion will be cOP.cern~d with subjects
and modifying phrases, although I will sketch out the general framework of a
possible account of the verbal specifier system in Sect~on 4. I should mention
at the outset that no account will be provided for most of the complex structure
of the prenominal specifier system explored in depth by Jackendoff (1977), so our
contention that the categorial component may be dispensed with must be regarded
as unproved in that domain. The story begins with the subject position. l
1. Subjects Across Categories
1.1 Which syntactic categories may contain subjects? In the Aspects theory,
it was generally accepted that the only category containing a subject position
was S; this assumption provided part of the motivation for the traditional
transformational derivation of derived nominal constructions, beginning with
Lees (1960). But Chomskyt s (1970) analysis of derived nominals forced the
abandonment of this assumption, resulting in a category-neutral conception of
the subject position, generalizing across NP and S.
Despite this theoretical shift, it has generally been tacitly accepted,
even within the framework of X-bar theory, that NP and S are the only categorial
phraRes that contain a structural subject position. In fact, this assumption
forms a crucial basis for Jackendoff's (1977) categorial feature system, si~ce
he argues that one of the major categorial features triggers the expansion of
2
the subject position at the Xnl level.
Clearly, this kind of approach is inconsistent with the assumption
that the categorial component does not exist. Although it is possible for
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the language-particular instantiation of the X-bar system to define a specific
position in the hierarchical structure as the subject position, it is impossible
for the X-bar system to distinguish among the categori~s in terms of whether
this position is available. It is therefore necessary to consider carefully
the motivations for the assumption that the subject position is category-specific,
and to see if the catagorial asymmetries, where they exist, can be derived from
other principles of grammar.
Perhaps a natural approach would be to be explore the possibility that
the distribution of the subject position across categories is determined by
the principles of 9-role assignment. Suppose it could be shown that only in
Sand NP is there ever a 9-role assigned to an external argument in the sense
of Williams (1980a). Then the failure of the subject position to appear in the
other categories could plausibly be attribute~ to the theorv of 9-role assignment,
and it would not be necessary to assume that there is a categorial asymmetry
defined by the theory of phrase structure. There ar& reasons for rejecting
this approach, however. First of all, it is simply not the case that categories
such as VP, AP, PP, or participial phrases assign no external 8-role. In
fact, as Jackendoff (1977) observes, these categories may even specify selectional
restrictions on their external arguments. Furthermore, the subject position
of S appears even when no 9-role is assigned to this position, as observed
by Emonds (1976) and Chomsky (1981). These considerations suggest that if
the subject position is limited to NP and S, it is not by virtue of the
principles of 9-role theory.
Indeed, it seems clear that the relevant distinction is due to
principles of the theory of syntax. Consider, for instance, the fact that
the presence or absence of the copula determines the possibility of a lexical
subject, despite the fact that the copula assigns no 9-role to the subject
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position:
(1) a. Joh"n is tall
b. [John's being tall] annoyed me
c. [John's tallness] annoyed me
(2) a. *John tall
b. *[John( 's) tall] annoyed me
Contrasts of this type are not limited to APt but rather hold true of other
categories as well:
(3) a. John was [pp in the garden]
b. John was [PrtP mocked by his kids]
(4) a. [John's being in the ga':cden] annoyed me
b. [John's being mocked by his kids] surprised me
(5) a. *John in the garden
b. *John mocked by his kinds
(6) a. *[John('s) 1n the garden] annoyed me
b. *[John('s) mocked by his kids] surprised me
At first blush, these contrasts suggest that the traditional assumption of
category-specific base rules has some merit.
But the lack of lexical material in a specific syntactic position does
not necessarily fmply that tne position does not exist. To see this, consider
the subject position of an infinitival clause~ There is considerable evidence
suggesting that infinitivals have the cat:egorial status of 8. 3 But infinitival
clauses often appear without lexical subjects:
(7) a. John saw Bill
b. I wonder [who [John saw --] ]
(8) a. *John to see Bill
b. *1 wonder [who [John to see --] ]
cf. c. I wonder [who [PRO to see -- ] ]
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(9) a. I bought a book [that [you can read] ]
b. *I bought a book [ [you to read] ]
c. I bought a book [for [you to read] ]
d. I bought a book £PRO to read] ]
As we have already seen in the preceding chapter, the ungrammaticality of the
sentences in (8a,b) and (9b) cannot be attribnted to an illegitimate expansion
of the base rule for S, since this position clearly has a syntactic subject
position. Rather, the explanation comes from the theory of Case.
Only under special circumstances is the subject position of an
infinitival clause assigned Case. If the [-N] eomplementizer for appears in
COMP as in (9c), then Case is assigned to the adjacent subject position, which
is governed across S by for. Similarly in the Exceptional Case-marking
construction, the matrix verb triggers S-deletion, which enables it to assign
case to the subject position of a complement clause. In these constructions,
a lexical NP may appear in the infinitival subject position, since it meets
the "visibility" condition on a-role assignment, and the e-criterion is
satisfied.4 But in other cOllstructions, the subject position of the infinitival
is not assigned Case, and: no lexical NP may appear there. Rather, the
position must be occupied either by PRO or by NP-trace, depending on the status
of the subject position with respect to government. If the subject position
is ungoverned, then PRO will appear there, as in (Be) and (9d); if it is
properly governed, then trace will appear there, as in (10):
(10) a. [Ben]! seems [s [eli to like his food]
b. [John]i is believed [s [eli to like pizza]
In these environments, lexical NP will never appear, since its lack of Case
features would block ~role assignment, resulting in a violation of the
e-criterion.
••
•
•
•
•
•
I
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In this light, reconsider the examples of lexical subjects in the other
categories cited above. The ungrammaticality of (2) follows from the fact that
there is no governor that can assign Case to the subject position of AP. Unlike
s, AP does not contain a tense operator, so it does not have a COMP position in
which a Case-assigning complementizer such as for could appear. Moreover, the
rule of genitive Case assignment only applies in NP, so the genitive 'version of
(2b) is also ruled out. Similar remarks obtain with respect to the prepositional
and participial phrases in (5) and (6): since there is no rule that can assign
Case to the subject position of these phrases, lexical NP subjects are ruled
5
out by virtue of the 9-criterion. Thus the absence of lexical subjects from
these categories need not be attributed to the theory of phrase structur~, since
the relevant empirical coverage can be deduced from Case Theory. The Case
Theory account is required independently to distinguish among various types of
S complements which must be treated as equivalent from the perspective of the
theory of phrase structure; therefore the deduction comes entirely without
cost, and is to be preferred ov~r an account stated in terms of categorial
rules, by Occam's razor.
1.2 If the distribution of lexical NP subjects is determined by the
interaction of the principles of Case Theory and 9~role Theory, rather than
by the theory of phrase structure, then we might expect that in special
circumstances where these principles are satisfied, lexical NP might be able
to appear as the subject of categories other than 5 and NP. If such cases
can be found, they would constitute empirical evidence for the Case Theory
approach, since the th~ory which controls the distribution of lexical subjects
by means of category-specific phrase structure rules predicts that such
structures should not exist. As it turns out, it doesn't require too much
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searching to find the relevant examples.
Although the rule of genitive Case assignment applies only within the
I projection of a [+N, -V] head, the rule of of-Insertion applies within AP,
6
as we have already seen. In the position preceding the head,of-Insertion is
inapplicable -- due to its formulation in UG, as noted in the Appendix to
Chapter 3. But in the post-adjectival position, of-Insertion is free to apply;
therefore, if APs may contain subjects that can appear in postposed position,
the possibility of of-Insertion ought to allow a lexical NP to show up.' In
fact, the relevant examples are commonplace:
(11) a. That was [AP very nice of - [John] ], wasn't it?
~ b. [AP How very clever of - [you] ], Bob!
c. To have come home alone at that hou.. ~:-~s r-rather careless of - [Mary]
Such examples only occur in copular constructions such as these, because when
AP occurs as a modifier, the external argument is subject to Control, as we shall
see further below. 7
In another domain, lexical ~~ subjects are even more common, cutting
across virtually all the oyntactic categories. The relevant construction is
analogous to the Excpetional Case-marking construction discussed in Chapter 3,
involving Case assignment by a governing verb. Consider the following:
(12)
(13)
a. I ccnsider [~ John to be very stupid]
~
b. I expect [5 that sailor to be off my ship (by midnight)]
c. We feared [s John to have been killed by the enemy]
a. I consider [AP John [X very stupid] ]
b. I expect [pp that sailor [p off my ship] (by midnight)]
c. We feared [PrtP John [killed by the enemy] ]
Each verb in (12-13) takes a complement that is ass.i.gned the a-role of
Propositional Object. In each case, the "small clausE~" in (13) is assigned
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exactly the same 8-role as tte full infinitival clause in (12). Suppose that
the structures in (13) are as indicated. Then we find that lexical NP appears
in the subject position of these phrases in exactly the environment that we
ought to expect, given Case 7heory: adjacent to a governing verb. Just as the
verb assigns Case across the S-boundary in (12), it is able to assign Case across
the phrasal boundaries in (13). This permits 9-role assignment to proceed,
satisfying the 9-criterion. Hence if the structural description in (13) is
accurate, we have striking confirmation of the Case Theory account of the
distribution of lexical subjects across syntactic categories, since under
traditional assumptions such structures should be impossible.
The available evidence suggests that the structures shown in (13) are
exactly correct. Consider first the constituent structure of the complement,
ignoring categorial labels. As with the Exceptional Case-marking construction,
the clausal structure is implied by the Projection Principle, since ~he
governing verb assigns just one 9-role (to a propositional complement) at LF.
If such structures were treated as cases of Control, as for instance in Bresnan
(to appear), then the theory of Control must be weakened so as to allow for
9-role transmission to a controlling NP; similarly, the theory of subcategorization
would have to allow for subcategorization features that are entirely independent
of the thematic structure of the verb. Finally, as with the Exceptional
Case-marking construction, adverbial material may not inte~lene between the
subject and the rest of the "small clause":
(14) a. *I consider John myself to be very stupid
b. *I expect that sailor sincerely off my ship by midnight
c. *We feared John with great concern killed by the enemy
Although an adjacency requirement is well-motivated for the rule of Case
assignment, it is normally not required of either Raising or Control structures;
••
•
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on the other hand, the ill-formedness of (14) follows automatically if the
complement structure is as indicated in (13).
Suppose we accept that the complement structures in (13) do in fact
involve "small clauses". Must we accept that these have the categorial status
of AP, PP, PrtP, etc.? The answer appears to be: Yes. Suppose instead that
these clauses have the categorial features of S, as has sometimes been assumed.
The verb assigns a 9-role to the clause as a whole; since subcategorization
features are simply addenda to slots in thematic grids, the verb is unable to
specify the categorial.features of anything other than the entire complement.
This is the "locality" property of strict subcategorization. It then follows that
the governing ve~b should be indifferent to the categorial status of the predicate
phrase within the small clause; in other words, the complements in (13) should
be freely interchang~able. But this is not true:
• (15) a. *1 consider John off my ship*1 consider John killed by the enemy
b. *1 expect that sailor very stupid
c. *We feared John very stupid
•
*We feared John off the ship already
Thus if the locality of strict subcategorization is to be maintained (i.e. if
subcategorization features are linked to specific slots in thematic grids), then
I the clausal status of the complements in (13) forces the conclusion that APs,
PPs, and participial phrases may contain lexical NP subjects, where the principles
of Case Theory and 9-role assignment are satisfied.
~rhere is one major category that I have ignored thus far: VP. Although
Jackendoff (1977) assumes that ~ may contain a subject, this is because he
treats S as a projection of V. Nevertheless, we do find VP complements with
lexical subjects, namely the complements to Perception verbs and Causative
verbs: 8
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(16) a. I heard [vp Jack [come into the kitchen] ]
b. Jane watched [vp Mary [open the letter] ]
(17) a. Nancy made [vp Scott [take out the garbage] ]
b. Anne let [vp Peter [wash the dishes] ]
The complements of Perception verbs and Causative verbs have some peculiar
properties which suggest that they may have a special status; I shall discuss
these briefly further below.
1.3 The .analysis of small clause complements advocated here makes it
unnecessary to st~pulate by means of base rules that there is a PRED position in
Vp immediately following the NP object position. By virtue of the structural
integrity of the small clause complement, it is impossible for other complements
of the governing verb to appear between its subject and predicate, while the
adjacency condition on Case assignment guarantees that the entire clause must
appear immediately to the right of the governing verb. Thus no special
assumptions are required to derive the position of these complements in VP;
the facts follow automatically from the principles that account for simple NP
and 5 complement structures. Quite apart from the fact that this is the optimal
solution, given the assumption that the Categorial component does not exist, it
is advantageous for other reasons as well.
As observed by Jackendoff (1977), the traditional phrase structure label
associated with the PRED position has no categorial content; in Jackendoff's
words, "postulating this node is as much a mistake as postulating the node
Agent" (p. 67). The traditional motivation for the category-neutral PRED
position comes from the fact that the position is characterized by a l~'gical
function, rather than by the categorial features of the phrase in question.
In a theory which derives the order of complements by means of categoria1
rules, this is problematic, since the apparently necessary reference to the
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logical function of the phrase violates the principle of the autonomy of syntax.
Jackendoff proposes that the PRED position should be replaced by a slot
that is reserved for an NP or AP complement; he suggests that this position is
also made use of in the Double Object and Verb-Particle constructions. Quite
apart from the fact that this type of solution is incompatible with the theory
9
of grammar advocated here, it is troublesome even within th~ terms of traditional
assumptions. By grouping the AP complement structures together with the Double
Object and Verb-Particle constructions, this account loses the generality of the
small claus~ complement structures, and is forced to assign the PP, VP, and
participial predicates to a distinct syntactic position, despite the fact that
they are directly parallel in their position within VP. Moreover, it 1s dubious
that there is a genuine generalization captured by grouping the [+N] predicative
complements together with the Double Object and Verb~Particle complement structures,
since the latter constructions have very special properties which suggest that
they have a radically different structure, as I shall argue extensively in
Chapter 5. 10
The analysis of the small clause complements proposed here avoids the
problems inherent in the previous approaches. The apparent violation of the
autonomy of syntax is an artifact of the assumption that the PRED position is
defined by the Categorial rule for V. In fact, the "PRED" position is no more
than the predicate within the small clause; since any syntactic category may
project to include a subject position, thus forming a clause, it follows that
there is no subset of categorial features which defines this position, even
within the framework of a theory that allows for a component of phrase structure
rules. A category-neutral PRED position is a natural corollary of a category-
neutral Subject position; once the LF notions of "clause" and "object" are
assumed to be defined exclusively in terms of hierarchical structure, the categorial
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status of the predicate is determined entirely by the subcategorization featu.res
associated with the clause as a whole. 11
1.4 Thus far, I have only considerad structures in which a lexical NP occurs
in the subject position of a small clause. In fact, this is not an entirely
representative sample. When the subject position of the clause is properly
12governed by a lexical head, we ought to expect trace to appear in this position.
In fact, this is jl1St what we find:
(18) a. [John]i' I consider [AP [eli ve1~ stupid]
b. [Who]i do you expect [pp [eli off your ship by midnight]?
c. John is the one [who]i we feared [prtP [eli killed by the enemy]
d. [Which man]i did you hear [vp [eli come into the kitchen]?
MOreover, if the matrix verb is a Raising verb or passive participle, and governs
without assigning Case, then NP-trace appears in the subject position of the
complement:
(19) a. [Rachel]! seems [AP [eli very tired]
b. [The solution]i proved [AP [eli ridiculously simple]
(20) a. [The sailor]i is expected [pp [eli off this ship by midnifhtl
b. [John]i was feared [PrtP [eli killed by the enemy]
Actually, there are a number of curious asymmetries among the small clause
complements with respect to the possibility of such structures. None of the
true Raising verbs appear to allow for clausal complements other than Sand
AP, while passives formed from Vp complement structures appear to be
13
ungrammatical:
(21) a. *[Joh~]i seems [pp [eli in his bedroom]
b. *[Jack]i was heard [vp [eli come into the kitchen]
The ill-formedness of these examples does not arise from the fact that the meaning
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of the predicate violates the selectional restrictions of the matrix, as is
shown by the fact that a simple switch to an infinitival copular structure
14
renders them fully grammatical:
(22) a. [John]i seems [5 [eli to be in his bedroom]
b. [Jack]i was heard [5 [eli to come into the kitchen]
The systematic exclusion of examples such as (21) raises interesting issueR that
I will not attempt to tackle here; for some discussion, see ~mnzini (1981).
MOre complex issues arise when we consider the possibility of PRO appearing
in the subject position of a small clause. When the clause appears as a
subcategorized complement, it may never contain a PRO subject; thus there are no
small clause counterparts to infinitival Control complements, as there are to
infinitival Raising and Exceptional Case-marking complements:
(23) a. *1 expect [pp PRO off this ship (by midnight)]
b. *Nancy tried [AP PRO nice to her brother]
c. *1 was hoping [PrtP PRO released tomorrow]
d. *Peter was unable to see [vp PRO do thatl __
On the other hand, small clause adjuncts appear to allow PRO to appear in the
15
subject position:
(24) a. Scott wandered home [PRO drunk]
b. The farmer loaded the truck [PRO full of hay]
c. Jack rolled the dough [PRO into a ball}
d. John emerged from the meeting [PRO confused by their reaction]
Thus there appears to be an asymmetry holding between subcategorized complements
and adjuncts with respect to the possibility of PRO appearing in subject position.
It is reasonable to attribute the ungrammaticality of the subcat~gorized
examples to the Binding Theory in some way. Recall that PRO may never be
governed, by virtue of its dual status as a pronominal and as an anaphor. We
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know ind~pendently that the subject position of a subcategorized small clause
is governed, by virtue of the constructions discussed previously; our current
concern is to account for why government always holds in such structures, while
providing a principled distinction between these examples and the adjuncts in
(24).
Consider first the subcategorized clauses in (23). Let us assume that
these examples are ruled out by virtue of PRO being governed; we must now ask
what the governing element is, bearing in mind that government apparently does
not hold in (24). In Stowell (to appear), I suggested that the r~levant governor
is the matrix verb. Small clauses apparently differ from infinitival S
complements in always being transparent to government from the matrix. For this
reason, Exceptional Case-marking structures are considerably more rare ~ross-
linguistically than their small clause counterparts. Exceptional Case-marking
is dependent upon S-deletion or some analogous process which is trigge~ed by a
proper subset of the verbs taking infinitival S complements in English; in
contrast, small clause complements with lexical subjects are very common crOdS-
16linguistically, appearing in languages such as French:
(25) a. *Je crais [s Jean :tre malade]
I believe Jean to be sick
b. *J'imagine [s san frere ~tre intelligent]
I imagine his brother to be intelligent
(26) a. Je crais [AP Jean malade]
I believe Jean sick
b. J'imagine [AP san fr~re intelligent]
I imagine his brother intelligent
Suppose, then, that small clause boundaries never function as barriers to
government; then the possibility of structures such as (13) and (26) would
be exclusively dependent upon a Case-assigning verb subcategorizing for the
appropriate categorial features, while the Control structures in (23) would
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be ruled out by the Binding Theory. If the small clause adjuncts in (24) fall
outside the domain of government of the verb, then the possibility of the PRO
subjects is accounted for.
There are two p~oblems with this story, however. First of all, it is
far from obvious that all of the small clause adjuncts in (24) appear in
ungoverned positions. In particular, it seems that object control is obligatory
in (24b,c), suggesting that the adjunct appears within VP; cf. Williams (1980a).
Second, if the head of a phrase governs within all of its projections, as
implied by the definition of government propo~ed by Aotm and Sportiche (forth-
coming), then the subject position of a small clause ought to be governed
i t 11 b 1 1 i 1 h d dl f i l ' 17n erna y y ts ex ca ea, regar ess 0 ts externa enV1ronment.
Chomsky (1981) proposes an alternative account of the asymmetry holding
between the subcategorized small clauses and their adjunct counterparts. He
~assumes that the domain of government of a lexical head projects through the
X-bar structu~e, thus ruling out the examples in (23) witbout reference to the
external governing verb. The adjunct Control structures are permitted, under the
additional assumption that these clauses are not in fact projections of AP,
PP, PrtP, etc., but rather have the categorial status of S. .As Chomsky observes,
the issue of the locality of strict subcategorization does not arise with the
adjunct clauses, so there is no compelling reason to assume necessarily that they
are projections of the lexical categories of the heads of their predicates.
In order for this story to go through, wa must somehow rule out the
possibility of a verb subcategorizing for an S-type small clause, which would
trivially circumvent the effects of government. Various possibilities suggest
themselves. For instance, we might assume that it is only possible for a
verb to subcategorize for a maximal projection; then if S is not maximal.
18
subcategorization for an S-type small clause is impossible. Alternatively,
I
I
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we might assume that S, lik.e all categorial phrases, is endocentric. Then if
the adjunct small clauses are not headed by a lexical category, they woul~ have
to be headed by INFL. Suppose now that the INFL of a small clause is equivalent
to PRO in some sense; then such clauses could never appear in a governed position,
by virtue of the Binding Theory.19
There is one final possibility that has rather intriguing consequences
which go far beyond the scope of this discussion. Specifically, we might accept
Chomsky's suggestion that the lack of strict subcategorization to be crucial
in permitting the clause not to be a projection of the lexical -ategory of its
predicate. However, we can take this approach one step further ~nd assume
that the adjunct clauses have no categorial feat~res at all! In other words,
we might assume that the categorial status of the S-system is directly linked
to the Tense feature, which is clearly absant from the small clause adjuncts
in (24); then these clauses could not have the categorial features of S. But
the Binding Theory prevents them from being projections of their predicates,
since PRO may not be governed. If there is no Categorial component, and if
X-bar theory defines pure hierarchical structures without categorial content,
then categorial features may only be assigned to phrasal constituents by
virtue of "percolating" through the X-bar projection of a lexical head. Suppose
now that this percolation is optional, applying only where required by the
~rinciples of strict subcategori~ation. Then the adjuncts in (24) would lack
categorial features entirely, accounting for the lack of government of the
subject position and the impossibility of such a complement satisfying
subcategorization requirements of a 80verning verb. The lack of categorial
features on the clause would not prevent the configuration from being interpreted
as a control clause at LF, since the LF notions of "subject", "predicate",
an.d "proposition" (or "clause") are all defined in category-neutral
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terms. The assumption that phrasal constituents might lack categorial fea-
tures entirely in structures such as these does not appear to cause any
obvious problems, and there is no principled basis for assuming that such
structures are impossible, within the framework of a category-neutral base
assumed here.
2. The Category of the Subject
2.1 In the preceding section I ergued that the structural subject posi-
tion is not limited to the categories NP and S, but rather generalizes across
categories, the limited distribution of lexical NP subjects being accounted
for by the principles of Case Theory. This is a necessary conclusion, if
the Categorial component of the grammar does not exist. But the lack of a
Categorial component also has another implication. If the X-bar principles
are category-neutral, then it is impossible for any syntactic position to be
specifically reserved for any particular category; therefore the subject
position cannot be specified as an NP position per see
In Chapter 3, we saw that only NPs actually appear in the subject
position at S-structure; the fact that the [-N] and [+Tense] categories
may not appear as S-structure subjects follows from the interaction of the
Case Resistance Principle with the 9-cr1terion~ If the subject position is
assigned Case, then the appearance of S or PP in this position at S-struc-
ture violates the CRP; if the position is not assigned Case, then an argu-
ment appearing there cannot satisfy the "visibility" condition on 9-role
assignment, and the 9-criterion is violated.
This type of account implies that Sand PP ought to be able to occur
in th~ subject position at D-structure, provided that they move out of this
position in the mdpping from D-structure to S-structure, either by virtue
of Topicalization or it-Extraposition. With respect to S subjects, this
I
I
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conclusion is fairly straightforward; moreover, the facts concerning Topicali-
zation of S complements from VP supports this account, since the lack of
topicalized infinitival complements forces us to assUD~ that an S topic may
not bind an NP t~ace in an A-position. From this it follows that the topical-
ized S subjects must bind an S-trace in subject position, a possibility which
is implied by the category-neutral base.
The facts concerning PP subjects are more complex. I observed in
Chapter 3 (fn. 43) that PP may appear in subject position only when· the verb
is copular:
(27) a. [Under the chair] is a nice place for the cat to sleep
b. Is [under the chair] a nice place for the cat to sleep?
(28) a. *[Under the chair] pleased the cat
b. *Did [under the chair] please the cat?
cf. c. Did it please the cat [under the chair]?
It was suggested lhere that the contrast between the copular structures in
(27) and the corresponding examples in (28) might be due to a specidl pro-
perty of copular constructions which permits nominative case to be absorbed
or deflected away from the subject position. (Perhaps this is a consequence
of the special status of "identificationa!" copular constructions with res-
20pect to a-role assignment. ) The Contrast between (27) and (28) would then
follow from the fact that the CRP is violated in (28a,b) by virtue of the
nominative Case assigned to the PP subject; the Extraposition construction
in (2Bc) is permitted because Case is assigned to the head of the chain and
not to the PP itself.
This account presupposes that the PP subjects in (28a,b) appear at
S-structure in the position where Case is assigned. Although this assump-
tion is straightforward in the inversion structure in (28b), it is necessary
to also rule out the Topicalization derivation of (28a):
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(29) *[Under the chair]! [s [eli pleased the cat]
We might derive this resalt by assuming that Reconstructicn is obligatory in
LF for PP arguments. Then if the CRP holds at all grammatical levels,
topicalization of the PP subject in (29) would be ruled out on par with
(28a,b).2l After Reconstruction applies, the PP Topic would acquire the
nominative Case assigned to the subject position at S-structure, resulting
22in a CRP violation.
2.2 Suppose now that Reconstruction can take a PP f~om a non-A-position
to any A-position with which it is co-indexed, subject to independent
principles such as those relating to Case and 8-role assignment. Then if a
topicalized PP were co-indexed with some other A-position 1n addition to the
Case-marked subject position, Reconstruction need not result in a CRP viola-
tion, and the structure ought to be possible.
The English PP Preposing construction is an example of this. In this
construction, a subcategorized PP moves into an empty subject position that
has been vacated by subject postposing. Topicalization of the derived PP
subject is obligatory, so a trace appears in subject position at S-structure:
(30)
The construction is exemplified in (31): ;·i
(31) a. Into the room walked my brother Jack
b. On the table was put a valuable book
c. Down the stairs fell the baby
Suppose that the structure shown in (30) is an accurate representation of the
S-structures of the sentences in (31); justification will be provided
shortly. The topicalized PPs must appear in V at D-structure so as to
satisfy the strict subcategorization requirements of the verb. After subject
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postposing applies, the subject position is an empty category. The PP com-
plement is not assigned Case; it is therefore permitted to move to the matrix
subject position, provided that the VP-adjoined position is interpreted as
the a-position for the external (subject) argument; cf. Chapter 3, fn. 39.
The trace position in VP is then interpreted as an anaphoric trace, by virtue
of the fact that it is A-bound from subject position. The CRP does not per-
mit the PP to remain in a position of nominative Case assignment at S-structure;
therefore Topicalization 1s obligatory. Since the Topic is a PP, Reconstruc-
tion must apply, but the p~ is co-indexed with two A-positions, only one of
which is assigned Cas~. Therefure the PP returns to the original e-position
in vP, and the CRP is not violated.
If this derivatiou is correct, it provides strong support for the
hypothesis that the subject position is not specified as an NP position by
the rules of phrase structure; if it were so defined, then Emonds' (1970)
principle of structure-preser'lat:Lon would be violated, as observed by
Langendoen (1979). The derivation in (30) is permitted because the categorial
status of the subject position is left unspecified; the principles of Case
Theory invoked here do not prevent Sand NP from appearing in the subject
position prior to the assignment of Case at S-structure, and precisely
the correct class of PP "subjects" is allowed.
We now consider the empirical evidence supporting the S-structure
assigned to this construction in (30). The categorial status of the PP Topic
does not require justification; all of the verbs in (31) subcategorize for
PP complements, which must appear in V at D-structure:
(32) a. MY brother Jack [V walked [into the room] ]
b. [e] was [ put [a valuable book] [on the table] ]
c. The baby [fell [down the stairs] ]
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The extrapositiou of the subject to the postverbal VP-adjoined position is
noncontroversial; the same structure is involved in the Presentational there-
,.
Insertion construction discussed in Chapter 3; cf. Guero·rl (1980), Rochemont
(1978)23. In (32b)t the application of NP-mov-ement in the passive con-
struction actually feeds the extraposition of the subject to the position
adjoined to VP. Two aspects of the derivation remain uncorroborated: the
movement of the PP into subject position, and the subsequent topicalization,
which is forced by the CRP.
The top1calized status of the preposed PP is fairly clear-cut: the
PP Preposing construction shares precisely the external distribution of
Topic constructions. Like other Topic construction$, PP Preposing can be
embedded within an (asserted) tensed clause complement:
(33) a. Bill says [that [such books]! [he only reads (eli at home]]
b. John says [that [near his house]i [[e], lies [eli a buried treasure]]
Both of these Topic constructions are WH-islands, however, as in Chomsky (1977):
(34) a. *Who does Bill say !that such books -- only reads at home] ?
b. *What does John 5'.Y [that near his house lies --] 1
Like other Topic constructions, PP Preposing cannot be embedded within an
infinitival complement:
(35) a. *1 expect [ [in the room~ to be sitting ~ older brother]
b. *I believe [ [down the Ii::..': 1] to have rolled a ball]
(36) a. *1 expect [ [thi;; boo~~] Bill to like]
b. *1 expect [ [this boolr.] PRO to like]
c. *1 believe [ [down the hill] a ball to have rolled]
A similar story obtains with respect to other syntactic domains:
where Topicalization is impossible~ PP Preposing is too:
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(37) a. *[That this book, Bill liked --] is obvious
b. *1 don't believe John's claim [that this book, Bill liked --]
c. *It shocked me [that this book, Bill liked ~-]
(38) a. *[That in the chair was sitting my older brother] is obvious
b. *1 don't believe John's claim [that in the chair qas sitting my
older brother]
c. *It shocked me [that in the chair was sitting my older brother]
It is worth pointing out that the PP Preposing construction is more
constrained in this respect than the similar Presentation there -Insertion
construction, which does not involve Topicalization:
(39) a. ?1 expect [there to be sitting in the room an old man]
b. ?[That there was sitting in the room an'old man] is obvious
c. 11 don't believe John's claim [that there was sitting in the room an
old man]
In other respects, there-Insertion is more constrained than PP Preposing;
in particular, it is subject to the "definiteness" restriction discussed
by Milsark (1974, 1977). Nevertheless, it has a preferred status in (39)
over the PP Preposing construction in (35) and (38), since thL CRP allows
pleonastic there to remain in the true subject position at S-structure.
So it seems that the Topic status of the preposed PP is straiglltfor-
ward -- as we ought to expect, given the CRP. Must we assume, however,
that the PP ever moves through subject position at all, as indicated in (3D)?
Consider the status of the subject position after extraposition has applied,
prior to PP Prepos1ng:
(40) [eli [ [walked into the room] [my brother John]i]
English is not a language which allows free subject inversion or subject
pro-drop (as is possible in languages such as Italian), and S-structures
corresponding to (40) are ungrammatical, even when they are embedded within
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Topic constructions:
(41) i ia. *This room, eel walked into -- [my brother John]
b. *This is the book which [eli read -- [my brother John]!
The ungrammacicality of the English sentences in (40-41) can be attributed
to violations of the Empty Category Principle introduced by Chomsky (1981);
the trace of subject postposing has no proper governor at S-structure, and
the derivation is ruled out. 24 But the s~ntences in (31) are grammatical,
implying that no ECP violation 1s involved here. If the preposed PP were
to move directly to Topic position from VP, the contrast bet~een (30) and
(41) would be unexplained. But if the PP has moved through the empty posi-
tion vacated by the postposed subject, it will be co-indexed with its trace
in subject position, and proper government will obtain -- just as in other
structures involving extraction from subject position through the adjacent
COMP.
The assumption that the PP Preposing construction involves proper
government of the subject position from COMP is confirmed by the fact that
long extraction produces that -trace effects, as originally observed by
Bresnan (1977):
(42) a. [Who]! did you say [8 [eli [ [eli read the book] ]1
b. *[Who]i did you say [8 that [ [eli read the book] ]1
(43) a. [Into which rooml i did you say [s [eli [[eli walked the children] ]1
b. *[Into wh~ch room]i did you say [5 that [[eli walked the children] ]1
In (43b), as in (42b), proper government of the subject position is blocked
25by the presence of the lexical complementizer that in COMP. The
correlation between the two structures only makes sense if the preposed PP
has passed through subject position prior to moving into COMP; moreover,
the ungrammaticality of (43b) cannot be attributed to a general prohibition
274
agai~ long extraction of a pp from a that-clause complement, because
direct topicalization from VP is allowed:
(44) [Into which room]i did you say [that [the children walked [eli ] ?
Suppose, then, that PP Preposing does in fact involve movement of
tile PP through the subject position, as i,s permitted within the framework of
a category-neutral base. Recall, however, that Reconstruction cannot take
the PP back to the subject position at LF, so there must be a PP-trace in
VP at S-structure. This trace is A-bound by the c-commanding PP-trace in
subject position, so it cannot have the status of a variable without violating
the Binding Theory. Therefore the account of PP Preposing developed here
implies that the trac,e in Jl m1lSt have the status of an anaphoric trace; Le.
there ought to be cpa.city effects resulting from the fact that the trace is
subject to the condition on anaphors in the Binding Theory.
This prediction is borne out. First, there is a familiar'contrast
berween finite and infinitival complements with respect to extraction from
subject position:
(45}a. [Into this house]i [[eli appears [S[e]i to have walked [:]1 an alcoholic]]
b. [Near the river]i [[eli is likely [8 [eli to be lying (e']i an old man]]
(46}a. *[Into this house]i [[eli appears [S [eli walked [eli an alcoholic]]
b. *[Near the river]! [[eli is likely [5 [eli is lying [eli an old man]]
The facts can be deduced as follows. The empty subject position in the matrix
must be properly governed from COMP by the PP Topic. Therefore the trace in
the subject position of the complement is A-bound and must be an anaphor,
as must the trace in the a-position in VP. In (45), the governing category
of the trace is the matrix clause, and it is A-bound by the matrix subject
position, as required by the Binding Theory. But in (46), the trace in the
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subject position of the complement is governed by INFL; therefore its
governing category is the complement clause itself. Since it is not A-bound
within the clause, the condition on anaphors in the Binding Theory is
violated 0 26
The effects of the Binding Theory on the anaphoric PP-trace in VP are
also observable with the Raising verb be, which takes a small clause com-
27plement:
(47) a. There was [van alcoholic [sitting in the room] ]
b. There was IAsomeone [drunk] at the party]
(48) a. [An alcoholic]i was [V [eli [sitting in the room] ]
b. [Someone]i was [X [eli [drunk] at the party]
The presence of the subject in the omall clause makes it count as an opacity
domain; i.e. the clause is the governing category of any phrase governed by
its head:
(49) a. [The boys]i made [A [the girls]j angry at [themselves]j(*i)l
b. [The boys]i seem to [the girls]j [X [eli similar to [each other]i(*j)]
Suppose now that PP Preposing applies to the structure in (47a). MOvement
to the matrix subject position does not violate the e-criterion, since this
is a non-9-position, as indicated by the grammatical status of (48). But
if the trace in VP is an anaphor, then direct movement to the matrix subject
position violates the condition on anaphors in the Binding Theory, by virtue
of the presence of the subject in the small clause:
(50) *[In tha room]i [ [eli was [V [an alcoholic} [sitting [eli] ]
Although this structure violates the Binding Theory, there is a gramraatical
variant of (50) which does not. Specifically, if subject postposing applies
within the small clause, then the subject position of the clause if left
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empty, functioning as an "escape hatch" for the PP-trace to satisfy the
Binding Theory:
(51) i i{In the room]j [[eli was [[e]j [[sitting [e1J J fan alcoholic] ]]]
The PP-trace in the e-position is bound by the trace in the subject position
of the small clause; that trace in turn is bound by the trace in the matrix
subject position.
The PP Preposing construction is of interest not only because it
provides support for the category-neutral phrase structure component advo-
cated in this study, but also because it shows that the ECP and the Binding
lbeory generalize across syntactic categories as well, at least with respect
28to trace. It is only because the PP trace in the subject position is sub-
ject to the ECP that the that-trace effects show up in the long extraction
structures in (43). Similarly, the fact that the PP-trace in the subcategor-
ized a-position is subject to the Binding Theory rules out (46) and (50):
since the trace is A-bound, it cannot be a variable without ,\fiola.ting the
condition on names; therefore it has the status of an anaphor, and must be
bound in its governing category.
Actually, che construction that I have referred to as PP Preposing is
not strictly limited to PP arguments, but also involves AP and progressive
VP complements in the cases referred to by Emonds (1976) as "Preposing
Around se":
(52) a. [Sitting in the corner] was my cousin Sarah
b. [MOre dangerous than any oth~~ animal of the forest] is the tiger
These constructions seem more limited than PP Preposing, however, suggesting
that additional conditioning factors are involved, for which I will provi.de
no account here.
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3. MOdifiers and Other Specifiers
3.1 MOst discussions of modifying clauses have concentrated on relative
clauses appearing in NP which restrict the scope of reference of the' phrase.
The occurrence of relative clauses is apparently conditioned in part by the
prenominal determiners, and in some accounts this has been interpreted as
showing that the relative clause originates at D-structure in the prenominal
position. Jackendoff (1977) provides a number of cogent arguments against
this type of account, -and I will not atteDPt to recapitulate his conclusions
here. It seems reasonable to assume that the position at the Xlevel to the
right of X is reserved for modifying clauses. Very little actually hangs
on whnther the left/right order is determined by the language-particular
interpretation of the X-bar schema or by the rules mapping from S-structure
to LF. The reason for this is that any category may function as a modifier,
and any categorial phrase may itself contain a modifier, so that if a
specific position for modifiers were determined in the base, it could be
defined in category-neutral terms.
The fact that any category may contain a modifying relative clause
is obser~d by Jackendoff (1977). More precisely, Jackendoff shows that
appositive relatives generalize across syntactic categories=
(53) a. [NP John's book, [which I don't plan to read],] is about horses
b. At least Anne is [AP grateful for my help, [which you aren't]]
c. We went [pp from Aspen to Denver, [which seems like a long way],]
in just four days
d. Peter [vp walks home from school every day, [which you ought to
do too]]
e. [s Nancy washed all of the dishes, [which shocked me]]
Similarly, virtually any cat=gory may itself function as an appositive
modifier:
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(54) a. [John, [NP a nice guy if ever I met one],] is someone you have to meet
b. lRachel, lAP smarter than anyone else in her class],] decided to
learn Tiberian Hebrew
c. [John's cottage, [pp off in the forest all by itself],] is a good
place to work
d. [Mary, [vp eating a sandwich as I walked in], didn't bother to say
hello to me
It seems, then, that the distribution of appositive modifiers across syntactic
categories poses no serious problems for the hypothesis of a category-neutral
base.
3.2 The situation with restrictive modifiers is slightly more cocplex.
Only NPs may contain restrictive relative clauses, but there is a logical
explanation for this. We can think of a head noun as having an indeterminate
scope of reference, ranging over entities or classes of en~ities. The func-
tion of a restrictive clause is to fix the scope of reference of the phrase,
narrowing the reference to a specific subset of the referents allowed by
the head.
On the other hand, the scope of reference of other categories is
usually intrinsically fixed. The reference of a PP is determined by its NP
object; the preposition simply indicates the relation to this point of
reference. The reference of a clause -- i.e. the proposition that it
denotes -- is determined by the combination of the reference of its argu-
menta and of its tense. To the extent that it makes sense to talk about the
"reference" of a vp or AP, this too seems to be determined by the head.
Nevertheless in certain circumstances it is possible for the cate-
gories AP, VP, and PP to contain restrictive modifiers as weli. This i~
what happens in comparative and quantified structures involving "degree
clauses", which are structurally parallel to restrictive clauses ill NP,
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as Jackendoff points out:
(55) a. John is [AP so afraid to lose [that he's freaking out]]
b. He didn't [vp say enough about why he did it [to justify himself]]
c. We pushed him £pp further into the room [than Harry had been]]
Jackendof£ shows that these share a number of syntactic properties with
restrictive modifiers. In particular, their occurrence is conditioned by
the presence of certain specifiers such as so, enough, etc. Further, they
always follow subcategorized complements, but precede appositive modifierR.
In fact, it seems that they serve a parallel logical function as well,
since the degree specifiers in (55) render the reference of the head phrase
indeterminate, Thus in (55a), sa afraid is understood to indicate some
undetermined point on a scale of degrees of fear; the purpose of th~ clausal
complement is to fix the reference of the AP at some point on the scale. ~his
differs from the simple adjectival head afraid, which indicates an absolute
sense of fear, which can be understood to pick out some arb1tr~ry point on
the scale. Analogous remarks obtain for the restrictive modifiers of VP
and PP in· (55b) and (S5e); they fix the value on some abstract scale of
degree or frequency which serves as the [-N] counterpart to nominal reference.
So it seems that at the appropriate level of abstraction, all the major
syntactic categories are equivalent with respect to the syntactic position
and logical function of their restrictive modifying phrases.
Finally, any syntactic categorJ may function ac a restrictive
modifier: 30
(56) a. [Anyone [5 who can understand this poem]] deserves a prize
b. [Anyone [.!P capabl~ of understanding this poem] deserves a priz€~
c. [A man [vp wearing a suit and tie]] just walked into the club
d,. [A man [pp in a suit and tie]] just walked into the club
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Actually, the categorial status of the "redL:ced" relative clauses in (56b-d)
is not entirely straightforward. As with the small clause adjuncts dis-
cussed in Section 1.4, these modifiers are not subcategorized for, so their
categorial status is not determined by requirements of the nominal matrix
in which they appear. If the phonologically null subject position in these
clauses is PRO, then the clauses presumably have the same categorial status
as the small clause adjuncts; i.e. they could not be projcactions of AP, VP,
PP, etc., without ~esult1ng in PRO being governed. On the other hand, it is
not clear how to block the head noun itself from governing the subject posi-
t10n across the clause boundary, suggesting that the subje~ct position may be
occupied by an empty category rather than by PROo If that were the case,
then the modifying clauses might just as easily have the status of AP, VP,
PP, etc., since the head noun ought to be able to govern the clausal subject
31position across anyone of these categories. Presumably the child does not
suffer from the same inability to assign an unambiguous categorial status
to these "reduced" modifiers, suggesting that some general principle ought
to rule out one or the other option; I have no specific proposals in this
domain, however.
3.3 So far we have observed that the X-bar schema for the specifier
level allows for two positions that can be defined in category-neutral
terms. The subject position precedes the head phrase ·X, while the position
for modifiers follows it~
(57) [= SUBJ ,- X - MOD]X
From the perspective of the theory of the base, it is immacerial whether
these positions are actually specified as such by the language-particular
instantiation of the X-bar system; it could turn out to be the case that
other components of grammar determine this order.
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For instance, the position of the subject could be determined entirely
by the adjacency condition on Case assignment. A lexical NP subject of an
infinitival clause must appear to the left of the predicate phrase in order
to be assigned Case either by the complementizer for or by the gcverning verb
in an Exc3ptional Case-marking construction. This is also true for the lexi-
cal subject of a small clause complement, which must be assigned Case by the
governing verb. Similar remarks obtain for the subject of HP, if the assign-
ment of genitive Case is governed by the principles discussed in the Appendix
to Chapter 3. Finally, if nominative Case is assigned under adjacency, then
the position of the subject of a tensed clause could be determined by the
position of INFL or COMP, depending on which of these positions is the focus
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of the governing head. This type of account would imply that the position
of a PRO or NP-trace subject is left indeterminate; since neither PRO nor
NP-trace is assigned case, it could appear either to the left or to the
right of the predicate phrase.
It is less clear how the position of the modifiers could be determined
independent of the phrase-structure schema. Perhaps the governing principles
belong to the theory of Control, if i functions as a kind of controller of
the WH-phrase or PRO subject of the modifying clause. Th~n the position of
the modifier would be due to the same principle which apparently requires a
controlling PP to precede the infinitival complement in Objec~ Control
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structures. Similarly, the peripheral position of appositive relative
clauses may be due to principles of pronomdnal reference, if the relativ~
pronoun in an appositive clause is actually a pronominal, as suggested by
Jackendoff (1977).34
In this discussion, I have ignored the position of other specifier
phrases such as PPs and adverbials of time and place. These we could assume
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=quite naturally to be freely ordered within the X levf~l, analogous to
the unspecified order of subcategorized complements within X. These
specifiers can occur either as constituents of S or as constituents of VP;
the relevant evidence comes from structures involving adjunction to VP,
where the adjoined constituent may either precede or follow the specifier:
(58) a. There [[vparrived from Canada] two friends of mine] last week
b. There [[vp [arrived from Canada] last week] t~o friends of mine]
(59) a. John [[vpsent [eli to Peter] [a book about rodents]i] last week
b. John [[vp [sent [eli to Peter] last week] La book about rodents]!]
Although there are other possible explanations for the variation illustrated
in (58-59), the most natural account appears to be that which permits the
specifier phrase to appear at D-structure either in VP or in 5. 35
4. Specifiers of the Head
4.1 In this section, I consider two classes of specifiers which appear
to pose significant problems for the assumption that the base rules do not
designate special positions for specifiers of a particular categorial type.
The first case involves prenominal adjectives. Unlike all other restrictive
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modifiers, simple adjectives appear in the position preceding a head noun:
(60) a • [the [big] man]
b • [the [old] [grey] mare]
(61) a. [the man [from India] ]
b. [the man [living next door} ]
c. [any man [older than me] ]
d. *[any [older than me] man]
The fact that only adjectives may occur in prenominal position appears to call
for a special position reserved for an AP modifier, as proposed by
Jackendoff (1972, 1977). This assumption appears to derive support from
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· Jackendoff's (192) observation that certain adjectives such as mere and utter
may only occur in pr~nominal positi.on:
(62) a. He is [a [mere] boy]
b~ This apartment is Ian [utter] mess]
(63) a. *This boy is [mere]
b. *This mess is [utter]
Unless the transformational component of the grammar were enriched in its
descriptive power to allow for the formulation of an adjectival preposing
rule of the type discussed in Chapter 1, these facts provide prima facie
evidence for a categorial rule of IW defining a position for an AP modifier
preceding the head.
Clearly, this is inconsistent with the working hypothesis of this study.
I~ seems that there is no way, however, to get around the categorial asym-
metry in this case. It is a simple fact that only adjectival modifiers may
preced l3 the head, and I know of no obvious a~amples of nominal constructions
that could be reanalyzed so 3S to reveal hidden PP, VP, O~ S modifiers in
prenominal posltion. Moreover, the categorial asymm~try is not limited to
the identity of the modifier, but extends to the phrase containing it:
although APs may appear as modifiers of other categories, the occurrence
of adjectival modifiers in the position preceding the head seems to be limited
to NP.
Actually, prenominal adjectives pose still another problem for assump-
tions about X-bar structure, even within the theory of the Categorial com~
ponent assumed by Jackendoff (1977). Recall Jackendoff's principle that
every non-head constituent of a phrase must be a maximal projection. If
the base rules were responsible for the prenorninal placement of adjectival
modifierst this principle would be violated, since full APs may not prec2de
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the head. Unless the theory of grammar were weakened so as to allow for
the formulation of an obligatory transformational rule extraposing '~eavy"
APs from prenominal position, it would be necessary for the categorial rule
to define the prenominal modifier position as being reserved for a non-maximal
37projection of A.
These considerations suggest that some other component of grammar may
actually be responsible for the placement of adjectives in prenominal posi-
tion. At this point, it is worth~hile drawing an analogy with prenominal
clitics in languages such as French or Italian. In many respects, clitics
share essential properties with the English prenominal adjectives. Just as
the prenominal adjectives correspond in function to postnominal modifying
phrases, so the preverbal clitics correspond in function to postverbal argu-
ments appearing in V. Furthermore, the fact that clitic pronouns must
appear adjoined to the verb and cannot appear as independent phrases in V
is directly parallel to the fact that simple adjectives may not appear in post-
nominal position; in each case, the position preceding the head seems to be
reserved for a non-maximal projection of the category -- either a simple
adjective or a pronoun. In fact, there are even clitic counterparts to the
English adjectives utter and mere: the French reflexive clitic se is strictly
limited to the preverbal position in an analogous fashion.
It has long been recognized that clitics and the verb to which they
are adjoined fonm a single phonological word. MOreover, Perlmutter (1971)
obs~rves that the actual order of the clitics in preverbal position is highly
arbitrary, being conditioned in some cases by phonological factors.
Perlmutter's discussion of these facts is illumiuating, and bears repeating:
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The parasitic behavior of clitics at the word level is what
defines them as clitics. It should, therefore, not be sur-
prising if an explanation for their being subject to surface
structure constraints were to follow from their basic, de~
fining property ••.•whereas many languages have phenomena
like "free word order", there are no languages in which the
order of morphemes within the word is free. Since clitics
form a single word with the word on which they lean, the
fact that their relative order is fixed may be but a special
case of the fixed order of morphemes within the word. (p. 65)
Within the framework of a theory of gr~r which contains a word-formation
component, the natural way to capture this insigltt is to assume that cli~ics
are adjoined to verbal stems by means of word-formation rules, rather than
by rules of syntax. Although they are linked with syntactic argument posi-
tions in V, this can be accounted for in terms of the theory of government,
along the lines suggested by Borer (1981); cf. Aoun (1979), Jaeggli (1980),
Chomsky (1981), and Chapter 5 below.
The parallels holding between clitics and prenominal adjectives can
be captured by assuming that the adjectives are also adjoined to the nominal
head of NP by means of a rule of word-formation. This word-formation rule
would create complex nouns with the structure in (64), analogous to those
found in languages such as Sanskrit:
(64) [N A- N ]
The fact that prenominal adjectives ca~ be "stacked" suggests that the rule
can apply iteratively to its own output. By positing a word-fonnation rule
to derive the prenominal placement of adjectives, we avoid havjng to weaken
the theory of phrase structure so as to allow for any number of arbitrary
stipulations at the phrasal level. Categorial asymmetries are knoW11 proper-
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ties of word-formation rules, so it does not entail any weakening of gram-
matical theory to attribute th~ curious properties of the prenominal adjec-
tives to the effects of this component.
It has been observed, e.g. by Chomsky and Halle (1968), that the
stress pattern of the prenominal adjective structures in (60) differs from
that of "trueu compounding in structures such as (65):
(65) a. [the White House]
b. [a hot dog]
Whereas stress falls on the adjective in (65), it falls on the noun
in (60); this has sometfmes been taken as evidence for phrasal structure
in (60). Clearly this is not a necessary assumption, however, since it is
known that various morphological affixes have idios~lcratic effects on stress.
Itis sufficient to suppose that the structures in (65) are not cyclically
derived to allow for the two structures to be distinguished.
In fact there is further evidence that the prenominal adjectives
have a status roughly equivalent to that of clitics. Perlmutter (1971)
observes that prenominal adjectives appear in specific invariant orders
that are directly analogous to those observed with preverbal clitics·
(66) a. [all the red brick houses]
b. [the lovely narrow houses]
c. [all narrow brick houses]
d. [all the red houses]
(67) a. *[red the houses]
b. *(red lovely houses]
c. *[narrow all houses]
d. *[al1 the lovely red narrow brick houses]
Perlmutter conc:udes from this that positive surface filters are required
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beyond the level of the word; however, if the prenominal adjectives are
actually derived by means of word-formation rules, then the strongest form
of his hypothesis can be maintained.
Another fact which suggests that prenominal adjectives are actually
incorporated L,to a complex noun has to do with the "pronominal epithets'."
first discussed by Jac~~ndoff (1972). These noun phrases are apparently
treated as names by the Binding Theory, but in conjoined structures, they
seem to function as pronouns:
(68) a. I tried to visit [the mayor]i last week, but [the man]i refused
to talk to me
b. John almost caught [a gigantic tunali' but [the fish]i escaped
at the last minute
Pronominal epithets must always consist of a simple definite determiner
and noun, and may never include a postnominal modifier:
(6~) a. *1 tried to visit [the mayor]i last week, but [the man angry at
his constituents]i refused to see me
b. *John almost caught [a gigantic tunali' but [the fish on the end
of the line]i escaped at the last minute
Nevertheless, a pronominal epithet is free:to include prenaminal adjectives:
(70) a. I tried to visit [the mayor]i last week, but [the angry old man]i
refused to talk to me
b. John almost caught [a gigantic tunali' but [the resourceful fish]i
escaped at the last minute
This suggests that p~enominal adjectIves are not treated as true restrictive
modifiers; instead, they are interpreted by a special rule applying to the
substructure of the nominal head.
One final argument for the incorporated status of the prenominal ad-
jectives concerns the phonological shape of the determiners. Rotenberg (1977)
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argues that the indefinite article in English has the status of a clitic;
his account could presumably be extended to cover the definite article as
38
well, which is subject to an analogous phonological alternation. The
idiosyncratic phonological alternations displayed by the articles is remin-
iscent of the type of alternation commonly found with morphemes inside a
word; this makes sense if they are actually adjoined to the noun by means
of a word-formation rule. The articles may be adjoined to adjectives as
well -- although only if they appear in prenominal position. But this is
just the result that we expect, if the prenominal adjectives are actually
within the structure of the noun.
4.2 Another case of arbitrary specifier order appears in the preverbal
auxiliary system, first treated within the framework of generative grammar
by Chomsky (1957). The apparently arbitrary properties of the English
auxiliary system have proved baffling to syntacticians for many years; al-
though subsequent accounts have attempted to improve on the descriptive
ccverage offered by Chomsky's original phrase-structura formula, very few
of the properties of this system have been successfully derived from general
principles of Universal Grammar.
It is reasonable to conjecture that the arbitrary complexities of the
English auxiliary system are also due to the operation of word-formation
rules. As Morris Halle has obse~ved (personal communication), it is surely
not an accident that the grammatical functions served by the auxiliary system
are encoded in the form of morphological affixes in many other languages a
Viewed in these terms, the tendency of the verbs be and l~ve to appear with-
in the auxiliary complex -- even when they function as main verbs -- might
289
be ~tnterpl·eted as being analogous to the apparent "movement" of subparts
of tJ:le Dutch verbal complex from the V-final head positi,on to the V-initial
position in main clauses.39
,Of course these remarks are not intended to be construed as a rig-
orous account of the complex phenomena associated with the auxiliary system.
Clearly the English aa~iliaries differ from true morphological affixes in
that they bear :tnflectional affixes themselves, an.d are treated as words by
the rules of phonology. Nevertheless, an approach along these lines appears
to be called for if the auxiliary system is to be accounted for within the
framework of a theory of grammar which does not include a categorial com-
ponent to deri"e the constituent structure of individual phrases 0 A more
extensive analysis of an analogous phenomencJn is provided in the next chapter.
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FOOTNOTES: CHAPTER 4
1. Most of the material in the first section of this chapter is drawn
from Stowell (to appear). See also Manzini (1980) for a very interesting
discussion of related issuesc Manzini indepen~ently arrived at a number
of the conclusions presented here~
2. The relevant feature is his [+SUBJ] feature, which is shared by NP
and VP. (Recall that Jackendoff treats S as a projection of Vo) See
Charter 1 for discussion.
3. See Koster and May (to appear) and Chomsky (1981) for discussion.
4. Recall that an analogous account in terms of the Case filter of
Chomsky (1980) derives equivalent results. See Chapter 3, Section 3 for
discussion of the "... .risibility" condition.
S. See footnote 4 above.
6. See Chapter 1, Section 3, and the AI)p'endix to Chapter 3.
7 • One exception is the small clause cc»nstruction discussed below. Here,
of-insertion may not apply to an extraposed subject, for reasons which remain
unclear.
8. The perception verbs also allow progressive and passive participial
complements. In the following discussion J: have omitted commentary on pre-
dicative nominal small clause complements such as (i)
(1) I consider [John - a nice guy]
These examples raise a significant issue concerning the distinction between
the genitive subject and the objective subject in (ii):
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(ii) I consider [John - Bill's best friend]
For discussion, see Stowell (to appear).
9. In particular, the solution requires reference to specific formulae
in categorial rules, and the analysis of the small clause complements vio-
lates the Projection Principle.
10. Unlike the small clause complements, the Double Object construction
is dependent upon a special word-formation rule that is not found in languages
such as French. The Double Object construction is also limited to a phono-
logically defined verbal stem class, and the first object has special limita-
tions with respect to movement rules that do not apply to the subject of a
small clause. See Chapter 5 for discussion.
11. Small clauses are tenseless, and thus differ f~Jm true S clauses,
which always contain a tense operator taking scope over the proposition;
cf. Manzini (1981).
12. An empty category may appear only in a position that is properly gov-
erned. by virtue of the ECP. See Chapter 6 for discussion.
13. It may be that the lack of PP complements with the "true" Raising
verbs is accidental. Note that keep has the thematic properties of a Raising
verb in sentences such as (i):
(i) [John]i kept [pp (eli inside the house]
This verb does not subcategorize for an S complement, however; so infinitival
compleme:nts do not appear with it.
1~. The structure in (22b) is not derived from (21b) by means of an ob-
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ligat.or~:, rule of to-Insertion. Trle verbs hear and see (but not ~pat;ch)
also subcategorize for S complements, and so the tnfinitival structure in
(22) is possible. See Stowell (to appear) for discussion.
15. For an alternative account of examples such as these, see Williams
(1980a) •
16. Perception verbs in French do allow complements comparable to those
fOUILd in (25). Since 'French does not distinguish phonologically between an
infinitival form of the verb and the verbal stem itself, we might view the
perception verb complemel1ts as projectione of V, like their Ellglish counter-
parts in (16).
17 • This problem was noted by Chomsky (198J.), and by ~n anonym01.1S re·~
viewer of Stowell (to appear).
18. The fact that small clause boundaries do not act as barriers to gov-
ernment raises an interestins issue concerning the status of maximal projec-
tions as barriers to government. Perhaps, as Chomsky (1981) suggests, the
~al1 clauses are not maximal projections; but it is unclear what count~
as the maximal projection of p~ or PP if it is not the projection that con-
teins the subject. Note that the problem is not limited to small clauses;
if S is a projection of COMP, as suggested in Chapter 6, then S is the max-
imal projection of I NFL , despite the fact that it does not block government
from COMP.
19. We might think of the INFL of a small clause adjunct as containg a
PRO-tense; this would account for the fact that the tense of the small
clause adjunct is al~ways understood to be controlled by the tense of tIle
matrix in Wil·1ch it appears.
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20. Note that identificational structures must have a special means of
assigning a Q-role to the subj ect position, tf a PP argument in this position
can be assigned a 9-role. Recall tr~t a PP may not appear in the subject
position of the infinitival complement of a Raising verb, even thoug11 it is
assigned no Case. Apparently a PP .irgument is only intrinsica:ly "vi5ible"
for 9-role assignment when it appears as a subcategorized complement, as
observed in Chapter 3, Section 4.
21. Note that if the CRP applies at all grammatical levels, no problem
arises at D-structure, since grammati~al Case is not assigned until S-
structure. Note, however, that if "Quirky Case" is assigned at D-structure,
then we predict that S should never be able to appear in a position that j.5
assigned Quirky Case by a verb.
22. Note that eveIl if Case assignment is :>pt1.onal, the same resul ts
follow from the 9-criterion, since a PP that appears in the subject position
is not intrinsically visible for 9-role assignment.
23. Further evidence that the postverbal subject is adjoined to VP is
provided in Chapter 6, fn. 13.
24e A slightly different account of the ungrammaticality of these structures
is provided by Chomsky (1981), who introduces a contextual definition ~f PRO.
This revision does not affect the structure of our argument, since the dis-
tinction between (30) and (hI) follows in an analogous fashion in this ac-
count.
25. On the issue of proper government from COMP, see Chomsky (1981), and
Chapter 6 below. See also Kayne (1980), Pesetsky (to appear), and Taraldsen
(1978) for related discussion in the framework of the theory of Chomsky (1980).
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26. An equivalent account can be derived within the revised version of
the Binding Theory stated 'in terms of the notion "binding category" developed
in Chomsky (1981).
27. On the analysis of be as a Raising verb, see Stowell (1978, 1979),
Borer (1979):t clnd Burzio (1981). See also Couquaux (to appea'.r) for a num-
ber of interesting arguments for an analogous account of the French copular
verb etre.
28. Our account argues against the proposal of Jaeggli (1980) that the
ECP does not apply to PP-ttace. See also Chapter 6 for discussion.
29. The examples below are drawn from Jackendoff (1977). Jackendoff's
discussion is based partly on previous research in this area by J. Bowers.
30. For some reason, NP may not function as a restrictive modifier, ana-
logous to its use as an appositive modifier in (54), in the normal case.
Sentences like the following, suggested to me by D. Pesetsky, may represent
such a use:
Mary prefers Pushkin the lyric poet to Pushkin the prose writer
31. On government across small clause boundaries, see footnote 18.
32. See Chapter 6 for a discussion of the head position of S, and the
relationship between COMP and INFL. Recall that in Malagasy, the subject
appears on the other side of the predicate phrase in the Exceptional Case-
marking construction from where it appears in a tensed clause. See Chapter
3, Section 6 for discussion.
33. See Chapter 3, fn. 58 for discussion of this point.
295
34. Suppose that the restrictive modifier fixes the reference of the NP
in which it appear3. Then if the pronominal WH-phrase in an appositive
clause requires an antecedent that has a fixed scope of reference, the re-
strictive modifier will have to appear "inside" the appositive.
35. Alternatively, we might assume that the specifiers may be base-adjoined
to any projection of V. Those which are adjoined to the head (XO) would
be adjoined by means of word-fonaation rules; see Section 4 for discussion.
36. Actually, participial modifiers may also precede the head noun; this
is irrelevant to the main point of our argument, however.
37. Adjectival specifiers such as quite and very may accompany th~ pre-
nomial adjective. I assume that these are base-adjoined to the adjectival
380 We might interpret the definite article the aD a subject clitic
within NP. This might account for the fact that a genitive NP subject may
never co-occur in NP with a definite article. Note also that the defi-
nite article may never occur in the subject positicn of a gerund; this
follows if it can only appear when it is adjoined to a noun by a rule of
word-formation.
39. See Chapter 3, Section 2 for discussion.
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CHAPTER FIVE: WORD-FORr1ATION RULES
1. Double Object and Verb-Particle Constructions
1.1. In our discussion of the order of complement phrases in Chapter
3, we saw that it was possible to aCCouIlt for the distribution of NP, S,
and PP complements in terms of the interact~on of unorder~d stri.ct sub-
categorization frames with the principles of edSe and e-role assignment.
In Criapter 4, we extended our account of constituent order in Xby inter-
preting the "PRED" position as being the llead phrase of a small clause
complement.
There are two English complementation structures that I have neglected
to discuss so far, however. These are the Double Object construction and
the Verb-Particle construction, exemplified in (1) and (2), respectively:
(1) a. Wayne sent [Rotert] La telegram]
Debbie gave [Anne] [a re(~ord]
cf. b. Wayne sent a telegram to Robert
Debbie gave a record to Anne.
(2) a. Kevin turned [on] [the light]
Janice cut [up] [the cabbage]
b. Kevin turned [the light] [on]
Janice cut [the cabbage] [lJp]
Each of these constructions poses potentially serious problems for the theory
of a category-neutral base component that has been developed in the prec~aing
chapters.
First, both constructions appear to be primarily limited to the
verbal system, and do not extend straightforwardly to other categoLies. Far
example, both (la) and (2b) have no counterparts in derived nOfuinals:
(3) a. *[the sending (of) Robert (cf) a telegram]
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b. *[the turning (of) the light on]
One might be tempted to account for this in terms of strict subcategorization,
but it would be necessary to stipulate that in just these constructions,
the subcategorization frames of derived nominals are not equivalent to
those of the verbs on which they are based -- contrary to what we should ex-
pect, given the "Remarks" theory of the lexicon. Moreover, if the (a)
se~tences in (1)-{2) are to be accounted for in terms of the same sub-
catego~izat~on frames as the (b) sentences -- as i~ implied by the fact that
they correspond to identfcal 9-grids -- then it would be impossible to rule
out the derived nominals in (3) without also ruling out their grammatical
counterparts in (4):
(4) a. [the sending of a telegram to Robert]
b. [the turning on of the light]
In a theory which allows for category-specific base rules, it is a
simple matter to account for this categorial asymmetry. Specifically, given
a base rule for Vwhich defines (among others) the expansion of terms re-
presented in (5), one could relate the (a) and (b) pairs in (1)-(2) by means
of a structure-preserving syntactic movement ~ule, as observed by Emonds
(1972, 1976); cf_ Jackendoff (1977).
(5) V--+ V - (NP) - (Prt) - (NP) - (PP) ~ ••
Specifically, (la) could b~ deri-ved from (lb) by taking the object of to
from the rP position to the £i~st NP p0sition in (5), given a rule deleting
the dummy preposition. Sim11arly, (2a-b) could be transformationally related
by taking the obj~ct from one of the NP positions in (5) to the other. The
fact that these constructions 10 not generalize to other categories could
be 3ccounted for simply by assuming that th~ first NP position only appears
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in the categorial rule for V. In the theory of grammar assumed here, how-
ever, this option is unavailable.
The second problem with these constructions is that they appear to
involve straightforward violations of the adjacency condition on Case
assignment. Specifically, the second object NP in (la) is separated
from the governing verb by another NP, while the object NP in (2a) is se-
parated from the verb by a particle. Recall that in order to account for
the fact that an NP object always appears immediately after its governing
verb in English, we l~d to invoke a very strict interpretation of the ad-
jacency condition, since even intervening manner adverbials are sufficient
to block it.
One might try to get around"this problem by assuming that the non-
adjacent NPa in (la) and (2a) are inherently Case-marked, analogous to
the situation in non-configurational languages. Then the verb would sub-
categorize for the inherent Case rather than assign it, and adjacency would
not be required. But this would predict that the order of this NP should
be free in V with respect to other material in the complement phrase, and
this is incorrect (abstracting away from Focus NP Shift):
(6) a. *Wayne sent Robert suddenly a telegram
b. *Debby gave Anne secretly a record
c. *Kevin turned on immediately the light
d. *Janice cut up carelessly the cabbage
In other words, although the NP .1s not adjacent to the verb, it is "as
close as it can be", as noted by Chomsky (1981). Chomsky suggests that
the rule assigning Case to the second object in a Double Object construction
is allowed to apply across an object NP (thus accounting for (la» even
though it is blocked from applying across any other type of constituent (PP,
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Adv, etc.), thus accounting for the fact that object NPs are normally ad-
jacent to the verb. But this would be a surprising result, as noted by H.
Lasnik (personal communication), since it is precisely the opposite of
what is nocmally allowed in the case of nonlocal rule application. When
phonological :cules apply in nonadjacent domains, it is usually by disregarding
irrelevant material to which the rule could not in principle apply, as in
the case of 'vowel harmony rules which operate freely across consonant
c)usters. Moreover, the ability of Italian and Dutch Case assignment to
apply across manner adverbials (but not across other arguments) can be
most naturally accounted for by assuming that the rule applies on the argu-
ment projection, as observed in Chapter 3. But this type of account is
unavailable for the Double Object construction, since the element that is
supposed to be disregarded (the first object) is itself an argument of the
verb, and cannot be eliminated from the relevant projection. Moreover,
it is not clear how this account could be extended to cover the Verb-Par
ticle constructions, especially if particles are intransitive prepositions,
as proposed by Emonds (1972). These considerations suggest that the ad-
jacency condition is satisfied in (Ia) and (2a) in some other way.
It is worth pointing out that this problem does not arise in a
Standard Theory account of these constructions. Given the existence of
a categorial component, the adjacency of the first object can be captured
by placing the first NP adjacent to the verb in the rule expansion of (5);
since this stipulation makes no prediction at all about the occurrenc,e of
other NPs in V, no problem arises with respect to nonadjacent objects. 1
A third problem posed by the constructions in (1) and (2) is that
they have no direct counterparts in many other languages (e.g. French
and Italian). Even Dutch, which does have Verb-Particle cnnstructions
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analogous to (2a), has no particle-movement counterpart to (2b), as observed
by Koster (1975). Once again, this appears to call for a special wrinkle
in the expansion of the English categorial rule for V. Thus accounting for
two apparently arbitrary properties of English in terms of a simple ela-
boration in the phrase structure schema.
One final difficulty is limited to the Double Object construction.
In the theory that we have developed thus far, we have assumed that strict
subcategorization frames are unordered, and that the order of complements
is" imposed by principles of Case theory. If each of the complement
9-roles in (1) is associated with subcategorization features for NP, then
we ought to expect the two arguments to be interchangeable.
the sentences in (la) should have the variants in (7):
(7) a. *Wayne sent [a telegram] [Robert]
b. *Debbie gave [a record] [Anne]
In other words,
But these sentences are ungrammatical, suggesting either (i) that sub-
categorization frames are ordered or (ii) that the two NP positions in (5)
have some special distinguishing property that the subcategorization frames
are able to refer to. Note tl:at under the theory which claims that (la)
is transformationally derived from (lb), the D-structure status of the first
NP as an object of to provides the necessary distinction.
Actually, thesa two constructions also display a bewildering array
of other mysteries which we will consider in some detail below. But the
problems enumerated above have a special status, in that they only arise
in the context of the theory of phrase structure advocated in the preceding
chapters; in fact, most of them were not even considered to be serious issues
in previous accounts.
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1.20 All of these difficulties can be traced to a single assumption that
virtually all previous analyses of these constructions have taken for
granted, an assumption that is perhaps so obvious that it has never been
seriously questioned: namely, that both NP "objects" in (1), as well as
the particles in (2), are actually complements of the verb, appearing as
constituent phrases in V.
Suppose, however, that we take the adjacency condition on Case
assignment seriously, and assume that the NP object in (2a) and the second
NP object in (la) really are adjacent to their governing verbso It would
then follow that the true constituent structures of (la) and (2a) would be
2those of (8&,b) respectively:
(8) a. Wayne [\7
b. Kevin [lj
[v sent - Robert ] [a telegram]
[V turned - on ] [the light]
In other words, if we were to assume that each of these structures involved
complex verbs with internal NPs or Particles, then the adjacency problem
would disappear. The complex verbs would assign Case to the object NPs
under adjacency, and the internal NP in (8a) would have the status of an
incorporated object, analogous to a clitic in a language such as French,
Spanish, or Italian. These complex verbs would presumably be derived by
rules of word-formation similar to the Romance rules which incorporate
clitics into the verbal complex and to the English rules involving the
preverbal auxiliary complex and prenominal adjectives. Specifically,
we can suppose that the grammar of English contains rules of word-formation
which produce derived structures corresponding to (9):
(9) a. [v V - NP ]
b. [V V - Prt ]
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The structure in (9a) is unusual, in that it involves a phrasal
category (NP) being adjoined to a stem (V) by means of a rule of word-
formation. Such structures have not been attested elsewhere, but this
may simply reflect the fact that previous studies of word-formation have
presupposed that phonological word-boundaries exhaustively define the do-
mains within which such rules may apply. We have ~lready see~ in previous
chapters that the notion of a syntactic word is not necessarily equivalent
to that of a phonological word; we might therefore suppose that the
rules deriving the complex verbs in (9), like those involved with pre-
verbal auxiliaries and prenominal adjectives belong to a component of ex-
tended word-formation rules.
The structure in (9b) has sometimes been considered for verb-
particle constructions in previous studies, but it has usually been re-
jected because of the existence of the corresponding structures in (2b).
Almost every analysis of this construction has assumed that both structures
should be captu·:ed in terms of a single subcategorization frame, and it
has usually been assumed that the two structures should be transformational-
3ly related. Intuitively, the verb~particle pair functions as a single
semantic word, especially in idiomatic pairs such as turn on 'excite',
or putoff 'delay', supporting the structure of (9b). But if (2b) is
to be transformationally derived from (2a), then the structure in (9b) i.s
impossible, unless one makes the otherwise unwarranted assumption that
syntactic movement rules can apply to subparts of a syntactic word.
Given the existence of the NP-Incorporation rule, which is involved
in the derivation of the Double Object construction in (8a), it is possible to
resolve this conflict. Specifically, we can assume that (2b) actually has
I303
the structure in (10), where the wcrd-formation rule of Particle-Incorpo-
ration has applied to the output of NP-·lncorporation:
(10) a. [V [v V - l'IP ] - Prt ]
b. Kevin [\7 [',;r [v turned E-. the light] - on ] ]
Thus we need not assl~e that tne grammar of English contains a language-
specific rule of Particle Movement; instead, the pos8ibility of having
the "movement" structure in (2b) f01lows from the fact that English has the
word-formation rules of NP-Incorporation and Particle Incorporation. These
rules can either apply separately, yielding (Ia) and (2a) respectively, or
simultaneously to a single verb, yielding (2b), i.e., (10).4
1.3. Let us now return to the problems raised in Section 1.1. We have
already seen that the complex-ver~ analysis provides a simple solution to
the apparent violations of the adjacency condition on Case assignment. The
first "object" in (la) is part of the verbal complex, and therefore can
"absorb" the Case features, just as a clitic does in a language sucb. as
French or Italian; cf. Aoun (1979) on Case absorption. The second NP is
the true syntactic object of the complex verb, and it is assigned Case
under adjacency. An analogous story holds for the true object NP in (2a)
and the incorporated ~w in (2b).
Consider now the cross-categorial asymmetry. This can be accounted
for by assuming that the NP-Incorporation rule does not extend to other
categories. Virtually every langua5a has distinct morphological patterns
for each category, and there is no reason why English should be an exception
to this. No one has ever serio~sly worried about the fact that French lacks
a series of prenominal clitics parallel to the preverbal series; this is
simply not the sort of cross-categorial parallelism that necessarily occurs
~ .
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in human languages. 5 ilote that by assuming that NP-Incorporation does
not apply to nonverbal stems, we account simultaneously for the ungramma-
ticalityof (3a) and (3b), since both structures would have to involve
6this Lule. In contrast, (4a) involves no ncorporation rule at all,
while (4b) presumably involves Particle Incorporation, suggesting that the
rule also applies to ing- nominals.
By invoking a word-formation rule in the derivation of (1a) and
(2a,h), we also arrive at a reasonably natural means of accounting for
the fact that such constructions do not appear in French or Italian. Word-
formation rules are notoriously language-specific, and there is no reason
to suppose that Particle-Lncorporation or NP-Incorporation should necessarily
be found in every language. On the other hand, Particle Incorporation is
attested in Dutch; cf. fn. 4. Moreover, French and Italian really do have
counterparts to the NP-Incorporation rule, at a more abstract level. Spe-
cifically, the preverbal c1itics in these languages correspond directly to
the incorporated NPs in English, differing primarily in that clitics may
only include pronominal features, whereas the English version of the "clitic"
may be a lexical noun phrase. The English NP-Incorporation structures thus
represent an extreme version of the noun incorporation that is common in the
Algonquian languages.
The parallel with clitic constructions also provides a way of accoun-
ting for the (a) and (b) pairs in (1) and (2) by means of a single sub-
categorization frame for each verb. According to Borer's (1981) analysis
of clitic constructions, the clitics are adjoined to the verbal stem by
means of a word-formation rule, thus accounting for their arbitrary order;
but each clitic governs a specific subcategorized position in V in which a
lexical NP would normally appear if the clitic were absent. The subcatego-
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rized position in V is the 9-position which must appear at D-structure,
S-structure, and LF, by virtue cf the Projection Principle. Thus although
clitics and lexical NPs do not occur in the same structural positions,
they are both dependent upon the same stri.ct subcat2gorization frames.
We can adopt ,an analogous account for the NP-Incorporatioll cases in CIa)
and (2b), which will have the structures shown in (11):
(11) a. Wayne [V [V sent - [Robert]i 1 - [a telegram] - [eli]
b. Kevin [V [V turned - [the light]i - on ] - [~]i ]
In (11), the phonetically-null l\rp in ij is the 9-'position; this NP must
appear at D-structure, S-structure, and LF in order to satisfy the Pru-
jection Principle. The incorporated NP "absorbs'~ the Case feature that
would normally be assigned to the 9-position, but the Case feature is A-
associated with the 9-position, so 9-role assignment is possible. 7 The
position occupied by the phonetically-null NP in (lla) is the position
occupied by the indirect object phrase to Robert in (l2a); similarly, the
empty NP position in (11b) is occupied by the direct object the light
in (12b):
(12) a. Wayne [V (V sent ] - [a telegram] - [to Robert] ]
b. Kevin [V [V turned - on ] - [the light]
In each of the sentences in (12), the direct object is assigned Case under
adjacency. But the indirect object in (12a) is not adjacent to the verb,
so the dummy Case-marker to is required; the rule responsible for to-Insertion
is presumably analogous to similar rules of a-Insertion in the Romance
languages. Thus the Double Object and Verb-Particle constructions can
both be accounted for without invoking additional strict subcategorization
frames, as required by the theory of a-grids developed in Chapter 1.
...-_....rJ!liliII!IIlSBII-.:.._IiI!BiI_..... .._lIiIiB_~~iIRI5lPJilB..r.&JmilK:_~
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The NP-Incorporation analysis of the Double Object construction
also explains why the NPs cannot switch places, as in (7). Since the first
of these NPs is actually analogous to a clitic, it must be associated with
a particular position in the 9-grid. This is required independently in
pronominal clitic constructions in the Romance languages, where there are
specific positions reserved for direct object clitics, indirect object
clitics, locative elitics, etc. It is immaterial to our present concerns
how the link between grammatical functions and specific incorporated po-
sitions is achieved; whatever turns out to be the correct account for clitic
constructions will carryover straightforwardly to the NP-Incorporation
constructions as well~
1.4. It might be objected that this analysis of the Double Object and Verb-
Particle constructions simply moves their arbitrary properties from one
component of the grammar to another, without any conceptual gain. But this
would be a misguided criticism, in my opinion. It is a simple fact that
manyaspectsof morphological structure are arbitrary: each language has its
own conventions for affixation, cliticization, incorporation, and compJunding.
The internal structure of yords is characterized by arbitrary and invariant
order, even in non-configurational languages. Moreover, word~formation rules
typically display a lack of cross-categorial paralleli~partialprodu~tivity,
and idiosyncratic differences from one language to the next. The rules of
core grammar normally have properties which derive from the principles of
Case theory, X-bar theory, etc. Since Double Object constructions and
Verb-Particle constructions display the characteristic symptoms of word-
formation rules, it is only rational to conclude that such rules are re-
sponsible for deriving the constructions. The alternatj~e to this move
II
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is to conclude that the theory of syntax should be weakened so as to blur
the distinctions between oth2rwise well-defined components of grammar. In
other words, to argue that the analysis suggested here shifts arbitrariness
from one component of the grammar to another is to put the shoe on the
wrong foot: it is the phrase structure analysis of these conscructions
which transfers all of the arbitrariness of the word-formation component over
to tlle syntactic component of core granunar.
We have seer, that the Double Object and Verb-Particle constructions
pose certain problems for any theory of grammar which claims that there are
no phrase structure rules other than those which can be stated in terms of
the category-neutral primitives of X-bar theory. This forced us to develop
an analysis which crucially invokes two word-formation rules that derive
verbal complexes similar to those found in clitic constructions in other
languages. In the following sections, we shall see that the word-formation
account of these constructions not only solves the special problems that
arise for a theory with a category-neutral base, but also leads to interesting
solutions to a. number 'of long-standing mysteries associated with them. In
addition, the word-formation rules proposed above also provide the basis
fot some surprising explanations of phenomena in superficially unrelated
8domains. We begin with a more detailed discussion of the Double Object
construction.
2. Possessive Object Constructions
2.1. Oehrle (1975) observes that there are a number of Double Object
constructions similar in structure to the "dative" cases in (la), but
for which there is no well-formed counterpart to the indirect object struc-
ture in (lb). It see~s that these examples break down into two closely
I
1I
I
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related semantic classes. the first involving inalienable possession, and
the second involving prior possession or loss of possession. The two
classes are exemplified in (13) and (14), respectively; cf. (15) and (16):
(13). a. This problem is giving [John] [a headache]
b. This book has given [me] [an idea]
c. This escapade almost cost [them] [their lives]
(14) a. You shouldn't begrudge [John] [his wealth]
b. I don't envy [him] [his success]
c. This shirt cost [my brother] [twenty dollars]
(15) a. *This problem is giving a headache to John
b. ?*This book has given an idea to me
c. *This escapade almost cost their lives to them
(16) a. *You shouldn't begrudge his wealth to John
b. *1 don't envy his success to him
c. *This shirt cost twenty dollars to my brother
In each class of examples in (13) and (14), the indirect object is not a
true recipient or "goal", as is the case in the standard dative constructions. 9
In (13), the first "object" (i.e., the incorporated NP, in our terms) is the in-
alienable possessor of the direct object. In (14), the relationship between
possessor and possessed is si~ilar to that in (13), and can perhaps best be
characterized as "possession involving close association". Clearly, at some
more abstract level, these two notions form a natural semantic class.
On the basis of the contrast between (13,14) and the ungrammatical
dative counterparts in (15~16), Oehrle argued against the classical trans-
formational analysis of the Double Object construction, according to which
it is derived from an underlying complement structure such as that in (12a).
Instead, Oherle suggested that the Double Object construction is based on
a di.stinct subcategorization frame, so as to allow (13,14). To account for
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the correlation between the two complement structures in (la) and (lb),
he proposed that when a single verb has both subcategorization frames,
they can be related by means of a lexical redundancy rule of the type
discussed by Jackendoff (1975). Oehrle also noticed some subtle semantic
distinctions holdj.ng between the pairs of structures in (1), which followed
from the distinct subcategorization frames in his analysis. 10
Of course, rejecting a transformational derivation of the Double
Object construction does not necessarily imply the need for a distinct
strict subcategorization frame, as we have already seen. In terms of
the word-formation account proposerl in section!, the ungrammaticality of
(15 t 16) must follow fram the fact that NP-Incorporation is obligatory for
same reason. The fact that the structures in (13,14) adhere to a natural
semantic class with respect to the thematic role of the indirect object
suggests that the explanation for the ill-formedness of the corresponding
dative structur~s in (15,16) may come from the means by which the 9-role
is assigned to the incorporated NP. In all of the constructions in (13,14),
the incorporated NP has the 9-role of Possessor, rather than that of Goal.
In contrast, an NP appearing in the indirect object position in V, as in
(lb), is routinely assigned the Goal 9-role. But none of the verbs in (13,14)
assign a 9-role of Goal; if this is the only kind of 9-role that can be
assigned directly to the indirect object position, then we account immedi-
ately for the ungrammaticality of (15,16). (Note that (15a,b) are marginally
acceptable on a literal reading, where the subject NP actut&lly "gives" a
headache or an idea to the indirect object goal.)
How, then, is the Possessor 9-ro1e assigned to the Incorporated NP?
Here we can adopt a version of Jaeggli's (1980) analysis of inalienable pos-
session constructions in Spanish and French, which we will discuss in Section
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2.3. Specifically, we can assume that the verbs in (13,14) assign the
Possessor a-role directly to the incorporated object position within the
structure of the complex verb. Then it will follow that 9-role assignment
is possible only if the verb contains an incorporated NP. (15) and (16)
both involve a 9-criterion violation since the Possessor 9-role is not
assigned and there is no Goal 9-role for the indirect object NP in the verb's
e-grid.
2.2 Actually, we can look at these facts slightly differently. It has
often been noted that che Double Object construction is l~ited to verbs
which involve possession in one form or another. This is perhaps most
obvious in the Possessive constructions in (13,14), where there is no
Goal 9-role involvedo But it is also true in another sense with respect
to the "dative" constructions in (1): these also involve transfer of pos-
session, in that the argument which is assigned the 9-role of Goal also
becomes the possessor of the direct object as a result of the action of
giving or sending. Whereas the Goal 9-role is normally assigned to the in-
direct object position in V, the Possessor 9-role is usually assigned to the
incorporated NP position within the verbal complex. Recall that the incorpo-
rated NP in the Double Object construction is associated with the indirect
object position by virtue of governing an empty NP, analogous to Borer's
(1981) analysis of clitic constructions (cf. Jaeggli 1980). In a sense,
then, we might say that the incorporated NP in (Ia) is associated with two
9-roles simultaneously: Goal and Possessor.
This interpretation makes a rather straightforward prediction: when
an argument is ineligible to receive a Possessor 9-role, it should not be
able to appear as an incorporated NP. In fact this is correct, as has
311
often been noted in the literature. Compare:
(17) a. lvayne sent a telegram to Robert
Kevin threw the ball to Bill
b. Wayne sent a telegram to Canada
Kevin threw the ball to the ground
(18) a. Wayne sent Robert a telegram
Kevin threw Bill the ball
b. *Wayne sent Canada a telegram
*Kevin threw the ground the ball
In (18b), the incorporated NPs are not potential possessors of the direct
object, at least on their normal interpretations in (17b). Suppose that
11
we assume the following condition to govern verb~internal 8-role assignment:
(19) If a verb assigns a 9-role to a direct object in V, and if it also
has an incorporated NP which is linked to another argument position
in V, then it assigns the 9-role of Possessor of the direct object
to the incorporated NP.
Condition (19) is stated so as to rule out (18b) without simultaneously
ruling out the non-possessive incorporated objects in Verb-Particle
constructions such as (10).
In fact, there is an additional class of Double Object constructions
which is closely parallel to the Dative constructions in (18a) in that the
indirect object is also assigned two 9-roles. This is the so-called for-
Dative construction, in which the indirect object is not assigned the a-role
of Goal, but rather functions as a Beneficiary:
(20) a. Greg baked [a birthday cake] [for his mother]
Paul got [a new dress] [for Janice]
Joan bought [a tennis racket] [for Brian]
b. Greg baked [his mother] [a birthday cake]
Paul got [Janice] [a new dress]
Joan bought [Brian] [a tennis racket]
In each of these sentences, the indirect object is the beneficiary of the
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action, and also the possessor of the direct object as a result of the
action. Although these might not appear to be distinct a-roles, they
can be distinguished by virtue of comparison with constructions in which
the beneficiary is not a possessor of the direct object:
(21) a. Eric washed his hair for his moth~r
b. John solved the problem for his .colleague
In each of these constructions, the indirect obje~t can be construed as
a beneficiary of the action, but not as a possessor of the direct object
as a result of the action. As expected, NP-Incorporation is incompatible
with such constructions, presumably because of Condition (19):
(22) a. *Eric washe~ his mother his hair
b. *John solved his colleague the problem
Thus we have a tripartite division among indirect object arguments: (i) those
which are assigned the Possessor 9-role, and must appear in the incorpo-
rated NP position; (ii) those which are assigned the 9-role of Goal or
Beneficiary, and must appear in the indirect object position in V; (1ii)
those which are assigned two 9-roles and may appear either as complements
in V or as incorporated NPs.
It might appear that the third class of arguments violate the
9-criterion, by virtue of being assigned two distinct a-roles. In fact,
however, the 9-roles are not really distinct, but rather seem to be in-
timately linked to each other. In the case of the Goal/Possessor indirect
objects, the argument's status as Possessor of the direct object is de-
pendent upon its being the Goal of the action; likewise, it is only by
virtue of being the Beneficiary of the action in (19) that the indirect
object can be construed as the Possessor of the direct object.
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We will now formalize this insight, leading to a slight revision in
the formulation of the 9-criterion~ Suppose that each slot in the e-grid
of a verb can be associated with more than one e-role, provided that the
129-roles do not conflict. Thus for the verbs under consideration, the
indirect object slot in the verb's 9-grid would have two 8-roles associated
with it. We can think of this as a kind of merger of 8-roles.
By eliminating the biuniqueness of 9-roles anu a-grid slots, we can
account for the apparent violations of the 9-criterion by making two
assumptions. First, we can assume that the mapping from the Q-grid to
syntactic structure involves the 9-roles themselves; thus a specific 9-role
will be associated with a given A-position, exactly as before. However,
we can reformulate the 9-criterion so that it applies not to 9-roles, but
rather to slots in the 9-grid: 13
(23) a. Each slot in a 9-grid is associated with exactly one argument.
b. Each argument is associated with exactly one slot in a a-grid.
When a slot in a 9-grid is associated with just one a-role, the empirical
effect of (23a) will be identical to standard formulations of the 9-
criterion, such as that in (16) in Chapter 3. Moreover, since two 9-roles
can only be merged by virtue of appearing in the same position in a given
9-grid, (23b) will still prevent a single argument from being assigned a
9-role by more than one verb. The difference between the two formulations
emerges only when a given slot in a a-grid has two 9-roles associated w~th
it, as with the indirect object slot of a Dative verb. These two 9-roles
are intimately linked to each other semantically, as we have already ob-
served. However, the two 9-roles are assigned differently: the Possessor
9-role is assigned to the incorporated NP position within the verbal complex,
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while the Goal or Beneficiary 9-role is assigned to the A-position in V.
Since the indirect object argument can appear either in V or as an in-
corporated NP, it has two distinct paths of association to the indirect
object slot in the e-grid: it can be associated with this slot by virtue
of appearing in either position. Moreover, if the incorporated NP governs
an empty A~position in V, analogous to Borer's (1981) analysis of clitic
constructions, then the incorporated NPs in the dative Double Object con-
structions will be associated with the indirect object slot in the a-grid
14
along both paths simultaneously. I will henceforth assume the formulation
in (23), although a slight revision of this will be proposed in Chapter
7 (cf. fn. 13).
2~3. In languages which have special positions for clitic pronouns in-
corporated into the structure of the verb, there is a direct counterpart
15to the Possessive Double Object construction in English. Normally,
16
cliticization of the indirect object is optional in Spanish:
(24) a. Marfa enviouna carta a Pedro
Mar!a sent a letter to Pedro
b. Marfa le- envio' una carta
Mar!a him-sent a letter
'Maria sent him a letter'
c. Marfa le- envid una carta a Pedro
Marfa him-sent a letter to Pedro
'Marfa sent a letter to Pedro'
Spanish allows "clitic doubling" of the indirect object t so it is possible
for both the clitic and the lexical NP indirect object to occur, as in
(24c).17 However, Jaegg1i (1980) reports that when the indirect object is
not assigned a 9-role of Goal, cliticization is obligatory, as in construc-
tions involving inalienable possession of the indirect object:
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(25) a. Le- duele 1a cabeza a Juan
him-hurts the head to Juan
'Juan has a headache'
b. Le- rompieron la muela del juicio a Juan
him-removed the wisdom tooth to Juan
'They took out Juan's wisdom tooth'
(26) a. Le- duele 1a cabeza
'HE qas a headache'
b. Le-I'ompiero:.l la muela del juicio
'They took out his wisdom tooth'
(27) a. *Duele la cabeza (a Juan)
'Juan has a headache'
b. *Rompieron la muela del juicio (a Juan)
'They took out Juan's wisdom tooth'
Similarly, M. Montalbetti has informed me tllat the Spanish version of the
English idiom in (13b) also requires an indirect object clitic:
(28) a. Este libra le - ha dado una idea a Mario
this book him-has given an idea to Mario
'This book has given Mario an idea'
b. Este libra Ie - ha dado una idea
'This book has given him an idea'
c. *Este libra ha dado una idea a Mario
This striking cross-linguistic parallel is not limited to English and
Spanish; analogous facts obtain with Possessor indirect object arguments
in French: 18
(29) a. Marie a envoye une lettre ~ Paul
Marie has sent a letter to Paul
b. Marie lui- a envoye une lettre
Marie him-has sent a letter
'Marie has sent him a letter'
(30) a. Les livres lui-sont tomb{s des mains
the books her-have fallen from the hands
'The books have fallen from her hands'
b. La tete lui- tournait
the head him- turned
'He felt dizzy'
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c. Je ne lui- envie pas son succes
I not him-envy his success
'I do not envy him his success' (cf. 14b)
(31) a. *Les livres sont tomb~s des mains (a- Marie)
the books have fallen from the hands (to Marie)
'The books have fallen from Marie's hands'
b. *La tete tournait (a Jean)
the head turned (to JeanO
'Jean felt dizzy'
c. *Je n'envie pas son succ~s (a Pierre)
I don't envy his success (to Pierre)
'I don't envy his success to Pierre' (cfo 16b)
French, like English, does not allow clitic doubling, so there are no
French counterparts to the Spanish sentences in (24c) and (25). For this
reason, there are no well-formed versions of (30) with a lexical NP instead
of a clitic pronoun as the indirect object.
Jaeggli (1980) accounts for these facts by proposing that the
Possessor 9-role is assigned to the clitic position within the verbal com-
plex; he suggests that the 9-role is transmitted to the lexical NP in the
doubling constructions by a special rule, thus satisfying the 9-criterion.
If no clitic is present, then the Possessor 9-role cannot be assigned, thus
violating (22b).
Recall. that we have incorporated Jaeggli's proposal of 8-role
assignment to the clitic position into our analysis of the analogous English
Double Object construction. We differ, however, in assuming that this
Possessor 9-role is also assigned in the regular dative constructions
involving indirect object clitics. This allows us to account for the fact
that cliticization of a Goal indirect object is only possible if the object
is also associated with the possessor 9-role, by virtue of 9-role merger on
a slot in the 9-grid. Thus condition (19) correctly rules out (32b), which
19is otherwise analogous to (24b,c):
317
(32) a. Marfa envid una carta" a Argentina
Marfa sent a letter to Argentina
b. *Mar!a le- envi6una carta (a Argentina) (cf~ 18, 27b,c)
(32b) cannot be ruled out by stipulating that the indirect object clitic
must refer to a person, since it can even refer to an inanimate thing, if
the direct object is its inalienable "possession":
t
(33) a. Le - rompieron la pata a la mesa
it-they broke the leg to the table
'They broke the leg of the table'
b. Le - rompieron la pata
'They broke its leg'
Note that the inability of the indirect object to cliticize in (32) does
not imply that it is not a subcategorizerl argument. Rather, the ungramma-
ticality of (32b) follows from general principles; in particular, from
the interaction of the 9-criterion with Condition (19).
2.4. We have seen that the distribution of indirect object arguments in
English is far from arbitrary, but rather is governed by the same set of
abstract principles which are also at work in the analogous clitic construc-
tions in other languages. The fact that the distribuion of the obligatory
Double Object structures can be deduced from general principles suggests
rather strongly that these constructions are not dependent upon special
permutations of strict subcategorization frames stipulated in individual
lexical entries. 20 (However, there are some further wTinkles in the
operation of the NP-Incorporation rule, which we will discuss in Section 4.)
3. Syntactic Movement Rules
3.1. A Prediction
Our analysis of Double Object and Verb-Particle constructions makes
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a straightforward prediction regarding the interaction of these construc-
tions with syntactic movement rules. Specifically, it predicts that the
incorporated NP position should never be subject toMovea, while the true
postverbal object position should be. Thus in (31), trace should never
appear in the position NP., but should be able to appear in the position
1.
NP. :
J
(34) a. [ij [V V -NP ] - NP. [eli]
II i J
b. [i; [V V - Prt ] - NP. ]J
c. [\1 [V V -NP - Prt ] [eli]i
•
•
I
Unfortunately, it is impossible to test this hypothesis with respect to
the distinction between (31b) and (31c), since the phonetic form of the
string [ V - Prt - trace ] is indistinguishable from that of [ V - trace -
Prt}. The only possible test for this prediction would be based on Verb-
Particle combinations which only appear in the configuration (34c). In
fact, there are certain idiomatic combinations in which NP-Incorporation
is obligatory, as noted by Oehr1e (1975).21 In these cases, the predic-
tions of the NP-Incorporation account appear to be confirmed:
(35) a. The dog barked his head off.
I b. ?*The dog barked off his head.
(36) a. *What did the dog bark - off?
b. *His head, he barked - off.
(37) *His head was barked off (by the dog)
Let us now consider the evidence with respect to the Double Object
construction. Unlike the Verb-Particle construction, the Double Object
construction always associates rlistinct 9-roles with the two positions,
so it is easy to distinguish movement of NP i from movement of NPj " As it
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turns out, however, the facts concerning movement with this construction are
very complex, and have proved to be baffling in one way or another in most
previous accounts. Actually, the movement facts are at first sight some-
what contradictory, with different types of movement yielding conflicting
results. There are two basic cases to consider: movement to a non-A-
position (including WH~ovement and related rules) and movemellt to an A-
position (basically, NP movement to subject position in passive construc-
tions). We will consider the cases involving movement to a non-A-position
first.
3.2. WH-Movement
3.2.1. Recall that there are three basic classes of Double Object con-
structionSr In all three classes, the first "object" is an incorporated
NP to which the 9-role of Possessor of the direct object is assigned, as
required by (19). The classes diverge with respect to the assignment of
a second 9-role to the indirect object argument: in Class It the indirect
object is also assigned the 9-role of Goal; in Class II, it is assigned
the 9-role of Beneficiary, and in Class III, it is assign2d no additional
9-role at all. The three classes are exemplified in (38):
(38) I. Wayne [ sent Robert ] a telegram
Debbie [ gave Anne ] a record
II. Greg [ baked his mother ] a birthday cake
Paul I got Janice ] a new dress
III. I don't [ begrudge John] his wealth
This shirt [ cost Bill ] ten dollars
Classes I and II alternate in constructions in which the indirect object
argument appears in an A-position in V; this is possible because there are
two "paths of association" between the argument and the indirect object
slot in the verb's 9-grid. This is not available for Class III, since the
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only 9-role "path" is that of Possessor of the direct: object, which is
always assigned to the incorporated position within the verbal compleA:
(39) a. Wayne sent a telegram to Robert
Debby gave a record to Anne
b. Greg baked a birthday cake for his mother
Paul got a new dress for Janice
c. *1 don't begrudge his wealth to/for John
*This shirt cost te~ dollars to/for Bi.11
Since both the postverbal NPs ill (39a, b) are constituents of V, they are
both subject to WH~ovemen~, as we expect:
(40) a. What did Wayne send - to Robert?
b. What did Greg bake - for his mother?
(41) a. ~Vho did Wayne send a telegram to - '1
b. Who dic" Greg bake a cake fo~ - ?
Presumably verb and preposition are reanalyzed in (41); see Chapters 3 and
7 for some discussion of this point.
3.2.2. In the Double Object constructions in (38), the second NP is the
true object of the verb in V, and therefore is subject to WH~ovement:
(42) a. What did Wayne send Robert - ?
Which record did Debbie give Anne - ?
b. What did Greg bake his mother - ?
What kind of dress did Paul get Janice - ?
c. What did you begrudge John - ?
What did this shirt cost Bill - ?
On the other hand, the first "object" in the Double Object construction
is actually incorporated into the verbal complex, and so it should not
be subject to movement. In general, this prediction is bo~ne out:
(43) a. ?*Who did Wayne send - a telegram?
?*Which girl did Debbie give - a record?
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bo *Whose mother did GLeg bake - a birthday cake?
*Which girl did Paul get - a new dress?
c. **Who don't you begrudge - his wealth?
**Which man did this shirt cost - ten dollars?
Nevertheless, there is a curious gradation of increasLig ungrammaticality
from (a) to (c) in (43). For most speakers, the grammaticality judgments
of (43a) are somewhat delicate, and some even find these sentunc~s accept-
able. Some previous analyses have interp~eted this as a dialect split.
However, Weinberg and Hornstein (1981) point out that even speakers who
accept (43a) find long extractions involving successive-cyclic movement
to be much worse:
(44) a. *~~c did Carol say [ that Wayne sent - a telegram ] ?
b. *Which girl does John believe [ that Debbie gave - the record ] ?
Moreover, with other constructions involving movement to an embedded COMP
position, the sentences corresponding to (43a) are fully ungrammatical.
This is illustrated in the relative clause, tough-movement, and cleft
constructions in (45a-c):
(45) a. *Wayne is the guy that Robert sent a telegram
*I met the girl last week that Debbie gave a record
b. *Robert wasn't very easy to send a telegram
*Anne is hard to give anything
c. *It was Robert that Wayne sent a telegram
*Was it Anne that Debbie gave the record?
Th~ same holds true for Focus NP Shift constructions, which involve ad-
junctions to V, as noted in Chapter 3:
(46) a. *Wayne sent - a telegram [the guy who 'we met last week]
b. *Debbie gave -' a record [the girl whose bicycle is outside]
Thus it is reasonable to conclude that movement of the first NP to a non-
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A-position is basically ungrammatical, as predicted by the NP-In~orporation
theory. Why, then, are the sentences 1n (~3a) acceptable for some speakers?
Weinberg and Hornstein suggest tl~t these sentences are very easy to process
and that the processing mechanism manages to bypass the grammar in simple
sentences. Alternatively, it may be that these sentences are accepted on
direct analogy with their counterpart in (41a); in effect, speakers who
accept (43a) may do so by "reading in" the presence Qf an invisible prepo....
sitionto. If such analogical processing is possible only in simple sentences,
then the ungrammaticality of (44-46) would follow. The "simple" sentence
in (43c) involving obligatory NP-Incorporation would also be blocked, since
there is no analogous structure involving a stranded preposition to serve
as a basis for the analogy (cf. 39c). Finally, we might attribute the
slight difference between (43a) and (43b) to the fact that the preposition
to is easier to "read in"to a structure than the preposition for is. This
difference is also reflected in the NP-movement possibilitiea, as we shall
see shortly.
3.2.3. In general,' then, it seems that the facts concerning movement
to non-A-positions are exactly what the NP-Incorporation analysis of the
Double Object construction predicts, apart from some min~r complications
involving analogical acceptability. It is pe~haps worth noting that under
traditional assumptions about the Double Object construction -- according
to whic'h both NPs are constituents of V - the inapplicability of movement
is utterly mysterious. Weinberg and Hornstein (1981) suggest that the un-
grammaticality is due to a surface filter which disallows oblique Case on
an empty category. (They assume that the first object in this construction
is assigned oblique Case.) Apart from the fact that their account is
based on a traditional analysis of Double Object constructions which is un-
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able to account for the phenomena discussed :!.n other sections of this
chapter, there is one basic problem with the oblique-trace filter account
of (43-46): it do~s not generalize to the NP-movement constructions,
where no Case is assigned to the trace. Although traditional accounts of
the NP~ovement facts would consider this to be an advantage. we shall see
momentarily that it is quite the opposite.
Many recent discussions of the WH-movement facts have recognized
that there is no natural way to rule out (43-46) under the assumption that
the first "object" is a constituent of VP. For this reason, a number of
investigators have suggested that the sentences are rec.l1y grammatical, but
just difficult to process. The first proposal along th~se lines is that
of Jackendoff and Culicover (1971). who suggest that the parsing device
has a tendency to "overlook" the gap before the direct object. Since
their paper appeared, there have been a number of counterproposals in the
parsing literature on how the parser might be designed so as to fail to
22process these WH-extraction cases. I do not intend to discuss these
proposals in detail here, but a few brief remarks are perhaps in order.
First of all, it seems that any processing account of the extraction
facts ought to predict the comparative judgments concerning (43a,b) and
(43c) to be precisely the opposite of what they actually are. Most of
the processing accounts -- with the exception of Fodor's (1978) analysis
have tried to exploit the fact that the Double Object constructions have
grammatical veriants where the indirect object follows the direct object.
Thus the parser gets "tricked" by the extraction structure, alld overlooks
the indirect object trace, assuming that the direct object immediately
follows the verb. By the time the processor discovers that there is no
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stranded preposition after the direct object, it is too late to go back
and tryout the Double-Qbject structure. Quite apart from the fact that
there is no obvious reason why the processor should give priority to one
structure over another, this type of account ought to predict that (43c)
should be more or less acceptable, since these verbs have no corresponding
structures which could "confuse" the processor. In fact, however, it
seems that the existence of the alternative structure actually helps the
processor, by providing a basis for analogy, as observed above.
A second objection to the processing accounts is that they are all
forced to attribute a vast amount of power to the parser, so that even
after speakers clearly understand the intended structure of ($3-46) they
still judge these sentences to be unacceptable. This is quite unlike
the "garden-path" sentences discussed by Marcus (1980), which are normally
judged acceptable after a second or third reading. If anything, the general
pattern of reactions is precisely the opposite of what a parsing account
might reasonably be" expected to predict: it is common for speakers to
accept senten~es such'as (43a) on first hearing them, only to reject them
after subsequent reflection or comparison with (41a). Again, this suggests
that the processor can ge-t "tricked" into thinking that an ungranunatical
sentence is grammatical, rather than vice-versa.
A third objection is that most of the processing accounts of (43-
46) do not generalize in obvious ways to cover other structures besides
those iilvolving Double Object constructions, and it is not misrepresentative
to say that the recent literature has been more successful in showing that
previous processing accounts of these facts are untenable than it has in
developing workable parsing accounts that have a significant base of in-
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dependent motivation. For some discussion of the relevant literature,
see Fodor (1978) and Weinberg and Hornstein (1981).
On the other hand, under the NP-Incorporation account of these con-
structions, the parsing accounts are superfluous, since the ill-formed
extractions are ruled out by the most basic principle of syntactic move-
ment -- that it is unable to analyze a subpart of a word.
3.3. NP~ovement
3.3.1. The facts concerning NP-movement to an A-position at first sight
appear to yield contradictory results. Because of the effects of the
Binding theory, the only possible cases of movement to an A-position in~
valve movement to subject position in passive constructionSe Contrary to
our expectations, most dialects do not allow the second NP in (35-37)
to appear as subject of a passive dative construction:
(47) a. %*A telegram was sent Robert (by Wayne)
%*A record was given Anne (by Debbie)
b. *A birthday cake was baked his mother (by Greg)
*A new dress was got Janice (by Paul)
c. *His wealth was not begrudged htm
*Ten dollars were cost Bill
This is surprising, since the second NP is the true object, and it there-
fore ought to be subject to NP~ovement, just as it is subject to WH-move-
mente
With respect to the movement possibilities for the first NP,
things are somewhat more complex. All speakers accept passive versions
of the Class I verbs in (38), with the indirect object in subject position:
(48) a. Robert was sent a telegram (by Wayne)
b. Anne was given a record (by Debbie)
Some speakers accept passj~e versions of Class II verbs, but most American
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speakers reject them; cf. Fillmore (1965):
(49) a. %*His mother was baked a birthday cake (by Greg)
b. %*Jan1ce was got a new dress (by Paul)
Finally, all speakers reject passive versions of (38111):
(50) a. *John isn't begrudged his wealth (by me)
b. *B111 wasn't cost ten dollars (by this shirt)
According to the NP-Incorporation analysis, movement from the first NP
position should always be ruled out; thus (48) appears to be counter-
exemplary, as does (49) forthose dialects which allow it. On the
other hand, (50) is just what the analysis predicts.
The contrast between (48) and (47a) has been taken to be a funda-
mental property of the Double Object construction by most previous analyses,
which have usually been designed to account for it. Fillmore's (1965)
analysis ordered the to-Dative rule prior to the Passive transformation,
so as to 1tfeed" Passive with respect to the indirect object in (48), while
"bleeding" it with respect to the direct object in (47a). (Fillmore'ls
analysis assumed that only the NP adjacent to the verb could be passivized.)
Some subsequent accounts that make crucial reference to grammatical rela-
tions have attempted to derive the same result, by "promoting" the in-
direct object to the status of a di~ect object, while simultaneously de-
priving the direct object of its grammatical "object" status. 23 (These
accounts assume that only the derived grammatical object can passivize.)
These analyses account for the contrast betwe.~n (48) and (47) in
the majority dialect, but the other facts require some unusual stipulations.
First, there is no natural way to rule out (SO). Second, the ungrammatj~ality
of (49) requires either a global rule condition or extrinsic rule ord(.ring,
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unless the Passive rule were explicitly formulated so as not to apply to
a Beneficiary direct object -- in those dialects where it is ungrammatical.
Moreover, the dialectal status of the judgments in (47a) is itself proble-
matic for any account which claims that the direct object is deprived of its
object status as an automatic consequence of the "promotion" of the indirect
object. In fact Oehrle (1975) observes that many of the speakers who re-
ject (47a) will accept (51), where the indirect object is an unstressed
pronoun:
(51) a. %No explanation was given them
b. %The job was offered him
As Oehrle remarks, it is natural to account for the preferred status of (51)
in terms of a cliticization rule~ but it is difficult to see how this would
help an analysis which makes crucial reference to grammatical relations in
accounting for the contrast between (47a) and (48).
3.3.2. Let us now see how the NP-Incorporation analysis of the Double
Object construction might account for these facts. Consider first (48).
If the first NP in the Double Object construction is really part of the verb,
then it should not be susceptible to movement of any sort, so the gram-
maticality of C48} seems like straightforward counterevidence to the NP-
Incorporation story. But this is only true if the sentences in (48) are
truely derived from the Double Object construction. Suppose instead that
(48) is a passive version of (39a), where the indirect object appears after
the direct object in VP. Normally the indirect objects in this construction
are preceded by the preposition to, and the absence of to is usually taken
as' a diagnostic for the Double Object constructions. But if we interpret
to as a dummy Case marker, analogous to French ~, then it follows that it
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will only appear where it is required for Case assignment.
When no movement applies, as in (39a), the indirect object NP must
be assigned Case in order to make 9~role assignment possible; therefore to
is required. This is also true in the case of movement to a non-A-position
(e.g., WH~ovement), since the trace functions as a variable to which Case
must be assigned. But in the passive construction in (48), the trace in
the indirect object position is part of an A-chain which is headed by the
NP in subject position. Since nominative Case is assigned to the subject
NP in (48), the indirect object position is A-associated with the nominative
Case feature, and 9-role assignment is possible.
This situation is exactly analogous with the instances of NP-
internal movement discussed in Chapter 3:
(52) a. [the destruction of the city]
b. [ [the citY's]i destruction [eli]
c. *[ [the city's]. destruction of-[el.]
1 1
cf. d. *[ [John]i was given a book to-Celt]
The dummy Case marker· of corresponds to the preposition to in the indirect
object construction, while the nominative Case assigned to subject position
in (48) corresponds to the genitive Case in (52b,c). Moreover, the status
24
of (52c) is exactly analogous to that of (52d), as we should expect.
This reinterpretation of the passivized indirect object constructions
in (48) disposes of them as potential counterexamples to the NP-Incorporation
analysis of the Double Object construction. Moreover, this account leads
to a natural explanation for the ungrammaticality of the senLences in (50).
Since the indirect objects in (50) are only assigned the Possessor e-role,
NP-Incorporation is effectively obligatory in these constructions (cf.
39c). Therefore the sentences in (50) have no alternative source structure
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of the kind that is available ~o (48); they must be derived from the Double
Object construction. But Move a may not apply to a subpart of a word, and
so they are ungrammatical.
Consider now the dialectal variation with respect to passivized for-
Datives in (49). The relevant parameter concerns the status of the prepo-
sition for. If for is taken to be a dummy Case marker, then NP-movement
to subject position will be possible, parallel to (48); this is what happens
in the dialects where these sentences are accepted. On the other hand,
if for is taken to be a true preposition, then it will have to be lexically
inserted at D-structure, by virtue of the Projection Principle. 25 Therefore
in dialects where for is understood to be a true preposition, there is no
possible source structure for (49) other than the Double Object construction,
and these cases will be exactly parallel to those in (50). In a sense,
the preposition for straddles the boundary between dummy prepositions and
true prepositions with semantic content: although its meaning is predictable
when it assigns Case to a subcategorized ~rgument, it can also be used with
virtually the same meaning in non-subca·;:eg(,,~izf..'d contexts. It is therefore
natural to expect speakers to vary on how they interpret its status. Since
any theory of grammar must assume that the child is forced at some point to
decide on the status of prepositions s~ch as for, the dialectal variation
in (49) comes at no cost to the NP-Incorporation theory.
3.3.3. Let us now turn our attention to the NP~ovement possibilities
with respect to the second NP position in the Double Object construction.
Previous analyses have accounted for the ungrammaticality of (47) in most
dialects by assuming that the second NP is not subject to NP movement for
one reason or another. But if this is the true object of the complex verb,
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as the NP-Incorporation analysis claims, then we should expect NP~ovement
to be possible, especially since WH~ovement is allowed, as in (42). Re-
call, however, that the passive construction involves two distinct processes.
One of these is syntactic: the application of Move~ taking the NP from
object position to subject position. The other part is morphological: the
derivation of the passive participle from the verbal stem. In the case of
the Double Object construction, this morphological change would have ·to
interact with a rule of word-formation, namely NP-Incorporation.
This observation suggests a very natural account of the ungrammati-
calityof (47): the rule of NP-Incorporation only applies to verbal stems,
and does not extend to passive participles. The status of all word-for-
mation rules is to some extent arbitrary, however, so it is not entirely
surprising that some dialects allow a marginal extension of NP-Incorporation
so as to apply to the participial stems in (47a).26 In other words, it
is not necessary to assume that any of the dialects differ with respect to
the object status of the second NP; nor is it necessary to assume that the
dialects differ in terms of arbitrary conditions on the Passive transformation -
this is simply a subcase of Move a. Instead, the dialectal variation is
accounted for in precisely the way that we should expect: in terms of
the domain of application of a language-particular rule of word-formation.
This also allows us to capture the dialectal variation with respect
to the unstressed pronominal indirect objects in (51). Quite simply, we
can assume that the dialects which accept (51) (but not 47a) contain a word-
formation rule which adjoins a pronominal clitic position to passive parti-
ciples. We might think of this rule as a less marked variant of the NP-
Incorporation rule which appears in the dialects which accept (47a).
In fact, there is independent evidence for dialectal indirect object
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clitics of this type. For most speakers of American English, (53) are un-
grammatical, as opposed to the fully acceptable (54):
(53) a. *1 gave John it
b. *1 turned off it
(54) a. I gave it to John
b. I turned it off
It has been suggested in the literature that the ungrammaticality of '(53)
could be naturally accounted for if we assumed that English obligatorily
cliticizes unstressed pronominal objects to a govenling verb or preposition.
The clitics in (54) appear in postverbal position, so the effect of cliti-
cization is string-vacuous, since the direct object must also be adjacent
to the verb, by virtue of the adjacency condition on Case assignment. 27
In terms of our analysis of the Verb-Particle and Double Object constructions,
the ungrammaticality of (53) implies that the direct object pronominal
clitic position is adjacent to the verbal stem, to the left of the incorpo-
rated NP and Particle positions o Significantly, however, speakers who
accept (51) wj~ll also accept (56):
(56) a. %1 gave him it
b. %I sent her them yesterday
~his suggests that these speakers have a distinct word-formation rule
creating an indirect object clitic position to the left of the direct object
clitic. Presumably it is this rule which has generalized so as to apply to
passive participial stems in the dialects which acc~pt (51). There are
further dialectal variations on these clitics which we need not pursue
further here.
Thus it turns out that most of the mysteries associated with the
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application of NP movement to the Double Object construction find reasonably
natural explanations in terms of the NP-Incorporation analysis. Phenomena
which appear at first glance to call for ad hoc lexically-governed conditions
on syntactic movement rules can be attributed either to the status of the
preposition for or else to dialectal variations in the rules of word for-
mation which incorporate clitic and NP positions within the structure of the
verb. Despite frequent claims to the contrary, the evidence from NP .move-
ment also suggests that the second NP is the only true grammatical object
of the verb in the "Double Object" construction.
4. A Stem-class Distinction
4.1. Another mysterious property of the Double Object constructions is
that it is limited to verbs which belong to the morphological Native (Germanic)
stem class, as observed by Green (1974), and discussed by Oehrle (1975) and
Emonds (1981). In fact, there are a number of near-synonymous "minimal
pairs" of verbs consisting of a Native stem-elass verb and a Latinate stem-
class verb, where only the former allows the Double Object construction:
(57) a. John told [Bill] [a possible solution]
b. Eric taught [Robert] [swordsmanship]
c. Brian showed [his mother] [his new invention]
(58) a. *John suggested fBill] [a possible solution]
b. *Eric explained [Robert] [swordsmanship]
c. *Brian demonstrated [his mother] [his new invention]
(59) a. John suggested a possible solution to Bill
b. Eric explained swordsmanship to Robert
c. Brian demonstrated his new invention to his mother
The grammaticality of the examples in (59) with a Goal indir~ct object
shows that t~ subcategorization frames of the verbs in (58) should allow
333
for the structures in (24), abstracting away from the stem-class distinction.
The precise definition of the morphological Native stem class seems
to be phonologically determined. In general, the Native stems are all
either monosyllabic or else disyllabic with first-syllable stress. The
verbs in (58,59) fail to meet these criteria, either by virtue of having
final stress' (suggest and explain)or by virtue of being trisyllabic (de-
monstrate). In general, the morphological class distinctions correlate
with etymological fact. In some cases, however, verbs switch classes. Thus
Green (1974) observes that promise, which is historically Latinate, has
apparently shifted to the Native stem class, as indicated ry the iirst-·
syllable stress; cf. advise, which maintains final stress. As a corollary
of this, promise can appear in the Do~~le Object construction:
(60) a. I promisEd Ia new bicycle] .J.~o my son]
b. I promised [my son] [a n~w bicycle]
A\stmilar stem-class shift seems to be in progress with donate. For many
speakers, give and donate form a minimal pair comparable to those in (57-59):
(61) a. I gave [ten dollars] [to the society]
b. I donated Iten -dollars] Ito the society]
c. I gave [the society] [ten dollars]
d. %*I donated [the society] {ten dollars]
For some speakers, however, (61d) is grammatical, and this appears to cor-
relate with the fact that dona~e is also shifting from final-syllable stress
t th N ti t f £i 11 b ·· 29o eave pa tern 0 rat sy a Le-streS3.
4.2. The Verb-Particle construction is also limited to verbs that belong
\to the Native stem class, as observed by Fraser (1965). Many of the Verb-
Particle combinations have an idiomatic reading that one might plausibly
expect to be limited to a single verb, regardless of stem class. But in
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some cases, the particle has a directional 01: completive sense that is
quite predictable, and these we might reasonably expect to generalize to
synonymous verbs j abstracting away from stem class distinctions .. With such
cases, it is possible to construct minimal pairs exactly parallel to those
in (57-59):
(62) a. John gave away his money to charity
b. Jim turned around the picture so that we could see it
Co Brian threw down the pizza in disgust
d. Eric fixed up his car
(63) a. *John donated away his money to charity
b. *Jim rotated around the picture so that we could see it
c. *Brian propelled down the pizza in disgust
d. *Eric repaired up his ~ar
It is quite clear that the only problem with (63) is the particle inter-
vening between the verb and its object. In fact, in some cases the same
particle can appear elsewhere in V if it is part of a complex PP complement:
(64) a. John donated all of his money [away to charity]
b. Brian propelled the pizza [down to the bottom of the elevator
shaft]
Thus it w~ oeyond dispute that the Verb-Particle construction, like
the Double Object construction, is limited to the verbs be~onging to the
morphologic311y-defined class of Native stems.
4.3. It should hardly be surprising that both of theBe constructions
are limited to a particular morphological stem ~lass if both of them are
crucia.lly dependent upon the application of a word-formation rule. As
Aronoff (1976, 51) observes, "it has long been recognized that the vocabulary
of English is divided, for the purposes of morphology (and to some extent
phonology) into two distinct parts, native and latinate, and that there are many
I
i
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rules which are sensitive to this di£.tinction& II Aronoff gOE'.s on to point
out that although many word-formation rull;s apply excl~sively to Latinate
stems, there are very few rulas applying exclusively to Native stems,
although h~ cites -hood suf~1xation as an exampl~l In terms of our ana-
lyses of the Double Object c..nd Verb..·Particle constructIons, however, it is
clear that two other word-formation rulps should be added to this list:
NP-Incorporation and Particle-Incorporation. Viewed in these terms, ,it
1s no more surprising that these cOl!~tructions are limited to a particular
stem class than it is for derived nominals ending in -al and -ity to be
limited to Latinate stems. This is just the kind of arbitrary language-
particular idiosyncrasy that is t~ical of wOl:d-format.1.':".~ l.ules, as we
have already noted. In this respect, the r~,')'lish NP-Incorporation rule
I differs significantly from the morphological rules deriving clitic complexes
in Romance, which are not limited to a particular morphological stem-class.
/
I But in terms of the interaction of the derived verbal complex wi~h the ab-
stract syntactic principles governing the assignment of Case and 9-roles
to subcategorized arguments, the English incorporated NPs behave just like
their Romance clitic counterparts.
It hardly needs pointing out that the limitation of the Double Object
and Verb-Particle constructions to the Native stem class is utterly
mysterious under the assumption that no special word-formation rule is in-
valved. In terms of the classical transformational analysis, it is necessary
to place a special condition on the transformational rule permuting the
indirect object NP in the Double Object construction, so as to prevent it
from applying within the domain of a Latinate verb. 3D Within an analysis
that accounts for the possibility of Verb-Particle constructions or Double
Object constructions in terms of permutations of grammatical relations or
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strict subcategorization frames, it would be necessary to stipulate that
the permutation rules are limited to verb stems of a particular phonolo-
gical shape. Regardless of whether this correlation is stated in terms
of syntactic or lexical rules, it weakens the theory of grammar to allow
for rules manipulating syntactic argument structures to make crucial re-
ference to terms of the phonological component. The NP-Incorporation
analysis avoids this trap by dissociating the word-formation rule creating
the incorporated NP position from the syntactic rules which make reference
to its output. In fact, we have seen that the same incorporation rule is
involved in both Double Object and Verb-Particle constructions, despite
the fact that the subcategorization frames of these verbs associate this
position wlth different arguments positions in V: the Double Object verbs
associate the incorporated NP with the indirect object position, while the
verbs occurring in the Verb-Particle construction normally take only a single
direct object NP, and associate the incorporated position with that. The word-
formation rule itself is subject to numerous arbitrary conditions, such as the
limitation to the Native, stem class, as well as the limitation to active verb stems
which we discussed in connection with NP~ovement. But the rules of a-role
assignment and strict subcategorization are entirely oblivious to these
restrictions; they are subject only to the general principle governing
clitic constructions in Universal Grammar.
5. Interactions of the Verb-Particle and Double Object Constructions
5.1. The rules of NP-Incorporation and Particle-Incorporation both apply
to the same class of verbs in the Verb-Particle constructions, where the
verb subcategorizes for just a single object, so it should not be sur-
prising to find them both applying to verbs which also take indirect objects.
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(65) a. George has [paid back] [most of the money] [to the bank]
b. The clerk [typed out] [a permit] [for John]
c. The board [sent out] [an announcement] [to the stockholders]
(66) a. George has [paid the bank back] [most of the money]
b. The clerk [typed John out] [a permit]
c. The board [sent the stockholders out] [an announcement]
I In f~ct, this is correct, as was first noted by Emonds (1972):
I
Recall that the "dative" verbs routinely associate the incorporated NP
position with the indirect object A-position, by virtue of 9-role merg~r
in a slot on the thematic grid. This holds true in (66) as well, suggesting
that the incorporation of the particle has no effect on the rest of the
thematic structure of the verb:
(67) a. [V V - NP i ] NP [eli
[send -the stockholders i ] [an announcement] [e] .J.
b. [V V - NPi Prt ] NP [eJ i
[send - the stockholdersi-out ] [an announcement] [eli
In other words, there is no reason for the incorporated NP position to be
associated with the direct object position, just because Particle Incorpo-
ration has applied.
5.2. On the other hand, consider the sentences in (68):
(68) a. George has paid most of the money back to the bank
b. The clerk typed a permit out for John
c. The board sent an announcement out to the stockholders
Most analyses of the interaction of the Verb~Particle and Double Object
constructions have assumed that (68) is more or less parallel in structure
to (66). In terms of the classical transformational analysis, Particle
I
I
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Movement can apply either to the output of the Dative transformation,
yielding (66), or to the base structure in (65), yielding (68). Translated
i.nto our analysis, which claims that there is no rule of "particle movement",
this would imply that the incorporated NP in (68) is linked to the direct
object position, rather than to the indirect object position:
(69) [v V
[ paid
NP.
l.
the money!
Prt
- back
] [e] i
] [e] i
to NP
[to the bank]
Notice that the claim implicit in (69) is that the incorporated NP position
in dative verbs may correspond either to the indirect object or to the
direct object. (Alternatively, it might imply that there are two incorpo-
rated positions -- one for each object -- as is true for French clitic
constructions.)
This does not pose a serious problem on a theoretical level, but
it does raise serious questions about .acquisition. It is safe to assume that
every instance of a Double Object construction provides explicit evidence
for an incorporated indirect object position, but the effects of direct
object incorporation would be string-vacuous for any construction where no
particle is involved:
(70) a. [give] [the book] [to John]
b. [give - the booki ] [eli [to John]
The particular arrangement of objects and particles in(68) is sufficiently
uncommon that we would not normally expect it to have such a fundamental
effect on the word-formation rules and/or strict subcategorization frames
for the entire class of Double Object verbs. For this reason, the
parallel between (66) and (68) is surprising in a way that it was not for
the classical transformational account.
II
I
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It is therefore significant that there is some evidence suggesting
that the parallel cited above is actually false. Specifically, it seems
that the particle in (68) is neither a separate constituent of V, as previous
analyses have assumed, nor within the structure of the verb, as suggested
in (69). Rather, it appears that the particle is actually adjoined to the
to-phrase, forming a complex PP. (I assume, following Emonds', 1972 suggestion,
that particles are actually intransitive prepositions.) Then the actual
structure of (68) would be (71):
(71) V NP [ppPrt-to-NP ]
[paid] [the money] [back-to the bank]
There are two pieces of evidence favoring (71) over (69), apart from the
considerations noted above. First, WH~ovement can apply to the entire
complex PP:
(72) Back to whom did George pay the money - ?
Out to the stockholders, the board sent an announcement -
Second, as Oehrle (1975) observed, interpolation of manner adverbials
between the particle and the following to-phrase is very odd:
(73) ??George paid the money back quickly to the bank
1~The board sent an announcement out secretly to the members
(It Is important to disregard the irrel~vant right-dislocation reading
for (73), where there is an intonational break between the particle and the
following to-phrase.) Note that manner adverbials can appear before the
particle, which ought to be completely impossible if the particle were with-
in the structure of the verb.
(74) a. ?George paid the money very quickly back to the bank
?The board sent an announcement secretly out to the members
cf. b. *Kevin turned the light quickly off
*Janice cut the cabbage carelessly up
/"(
\
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It is worth pointi~gout that if (71) is the correct structure for the V
in (68), then the acquisition problem evaporates, because there is con-
been observed:
(75) The cat is sleeping [out in the back yard]
John threw the ball [up into the air]
Brian is [down in the dumps] today
Up out of the hold jumped the rabbit
Under the classical analyses of the interaction between the Verb-Particle
and Double Object constructions, these facts are all rather curious, but
they are just what we expect in the NP-Incorporation account.
5.3. The situation with for-Datives is slightly different. Here, there
is a much looser connection between the Beneficiary PP and the argument
structure of the verb. In these cases, the particle following the object
is not adjoined to the for-phrase, suggesting that it is actually part of
tb.e verb:
(76) a. Janice baked a cake up for Paul
Kevin turned the music down for Adrienne
Scott picked a picture out for Greg
b. *Up for whom did Janice bake a cake - ?
*Down for Adrienne,Kevin turned the music -
*Greg is the guy out for whom Scott picked a picture -
In our terms, this means that the particle must be part of the verb; this
in turn implies that the verbs in (76) have an incorporated NP linked to the
object position. Does this pose a problem for our account? No -- because
in precisely these cases, where the incorporated NP can be linked to the
direct object position, it is impossible L0 have an incorporated indirect
object:
(77) *Janice [baked - Paul - up] a cake
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*Kevin turned Adrienne down the music
?*Scott picked Greg out a picture
Although there is some variation with respect to the status of the for-phrase,
from verb to verb and from speaker to speaker, it seems that in general,
things work out more or less as we predict.
5.4. Another curiosity piece associated with (66) is that some dialects
(including my own) allow a further variant, in addition to (68):
(78) a. %George has paid back the bank most of the money
b. %The clerk typed out John a permit
c. %The board sent out the stockholders an announcement
In Emonds' (1972) analysis, where this was first observed, the dialect
which allows (78) was assumed to have two distinct dative~ovement rules.
In our terms, (78) simply shows that some dialects allow the NP-Incorpo-
ration rule to apply to the output of the Particle-Incorporation rule. This
is precisely the type of dialectal variation that should be expected, since
it is well-known that the order of clitics varies from one dialect to another
in the Romance languages. By capturing both the arbitrary arrangement of
clitics and the arbitrary arrangement of incorporated NPs and particles in
terms of word-formation rules, it is possible to limit extrinsic rule ordering
to the morphological component of the lexicon, where it belongs.
5.5. There is one last phenomenon associated with the interaction of the
Verb-Particle construction with the Double Object construction which is
of some interest in that it provides support for the analysis of passivized
indirect objects developed in Section 4. Recall that the second NP in the
Double Object construction is normally subject to WH~ovement -- as we expect
given its status as the true object of the verb. Surprisingly, however,
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this is not possible in (66) or (78):
(79) a. *Which money did you pay back the bank - ?
*Which money did you pay the bank back - ?
b. *This is the announcement which the board sent out the members -
*This is the announcement which the boa~d sent the members out -
I know of no straightforward explanation for this; by all expectations, the
trace of the NP object in (79) ought to be assigned Case and properly
governed by the verb, thus satisfying the 9-criterion and the ECP. Perhaps
some refinement of the complex-vel'b arialysi;j might provide an answer, al-
though it is far from obvious what kind of an adjustment would be required.
Suppose that we simply stipulate that in the configuration (80), the verb
is unable to properly govern the direct object position
reason:
(80) a. [- [V V -NP - Prt ] - NP. [eliV 1 J
b. [- [V V - Prt -NP l - NP. [eliV i J
But now consider the paradigm in (81) and (82):
(81) a. The bank was' paid back the money
b. Tile members .were sent out an announcement
NP., f~r whatever
J
(82) a. Which money was the bank paid back - ?
b. This is the announcement which the members were sent out -
In (81), the indir~ct object appears as the subject of a passive verb.
According to traditional analyses, the sentences in (81) are passivized
versions of the Double Object constructions in (66,78); according to the
NP-Incorporation account, they are derived from the corresponding struc-
tures in (65), where the dummy Case-marker to is inserted in the active
forma Now if the structures in (81) were really derived from Double Object
constructions, then (82) ought to be ruled out on the same grounds that (79)
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is. In f3Ct, we might even expect the added complexity of the passive
construction in (81-82) to make these sentences even worse than their
active counterparts. But of course the opposite is true. On the other
hand, the NP Incorporation analysis of passivized indirect objects predicts
exactly this result. This analysis claims that the true source structure
of (81) is (83), where the rule of NP-Incorporation has not applied:
(83) [-V [ V - Prt ] NPj to-NP i ]
The structure of (81) then corresponds to (84), while (32) corresponds
to (85):
(84) NPi [VP [V V - Prt ] NPj [eli]
(85) [5 WHj [s NP i [VP [V V - Prt 1 [el j [eli 1 ]
Since NP-Incorporation has not applied at any point in (85), the structure
is not equivalent to (80), and the condition blocking proper government of
the direct object trace is simply inapplicable. The crucial point to observe
here is that regardless of the ultimate explanation of (79) -- which I have
simply stipulated in the form of ~ condition blocking proper government of
NP. in (80) -- it is only under the analysis of passivized indirect objects
J
developed in Section 4 that there is a natural explanation for the grammati-
cality of (82).
6. Some Related Constructions
I have suggested that the grammar of English has a word-formation
rule of NP-Incorporation deriving verbal complexes with the structure in
(86), among others:
(86) [v [v +NATIVE ] - NP
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We have seen that the output of this word-formation rule interacts with two
classes of strict subcategorization frames, involving (i) a single direct
object NP, and (i1) two NPs, including a direct object and an indirect
object. We shall now see that this rule also interacts with subcategori-
zation frames that include S complements, yielding some unexpected solutions
to certain problems in superficially unrelated domains.
6.1.
6.1.1.
Subject-Control Complements
The first of these constructions involves structures of Subject
Control·, which we discussed in some detail in Chapter 3. In recent work,
Williams (1980) has argued that there are two distinct classes of Control
~tructures:those requiring c-eommand of the control clause by the antecedent
controller, and those in which the antecedent does not c-command the comple-
ment, but rather appears within a subcategorized PP in VP. Williams refers
to the first class of control structures -- those requiring c-command--
as structures of Obligatory Control, while the second class of cases are
structures of Non-obligatory Control. He observes that a number of other
properties correlate with the c-command restriction; in particular, he notes
that the antecedent of an Obligatory Control structure is uniquely determined,
while this is not necessarily true for the Non-obligatory Control structures.
Rosenbaum (1970) proposed a general condition on Control structures,
called the Principle of Minimal Distance (PMD). According to this principle,
the controlling NP for a control complement must be the "nearest" NP to the
control clause. Williams' clatm that the antecedent is not uniquely de-
termin~d in Non-obligatory Control complements suggests that Rosenbaum's
PMD does not apply to these structures. In fact, Manzini (1980) has argued
that a number of control structures in Italian routinely violate Rosenbaum's
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principle; these involve potential PP controllers in VP which are bypassed
by the control rule so as to allow for subject control in a number of cases.
She shows that the determination of the antecedent of PRO is largely determined
by p~agmatic criteria, and is sensitive to the meaning of the verb and the
propositional conten~ of the control clause itself. Since the potential
controller in PP in these sentences does not c-command the control comple-
ment clause, theseexamples correspoud to Williams' Non-obligatory Control
structures.
Suppose that these conclusions are correct. This suggests that
toe Principle of Minimal Distance is only operative in structures of obliga-
tory control in which there are two potential c-commanding antecedents.
Eff2ctively, this will derive the theorem in (87):
(87) If an Obligatory Control verb subcategorizes for an NP object which
c-commands the control complement, then the object t~ must be the
antecedent of PRO.
Thus if an obligatory subject control verb takes an indirect object argument
in addition to the control clause, the indirect object will have to appear
within a PP.
6.1.2. The stateme11t in (87) holds true quite generally. There are two
exceptions, however: promise and ask. Consider:
(88) a. [John]i promised [Bill]j [S PROi to wash the dishes]
b. [John]i asked [Bill]j [S PROi to be allowed to leave]
One might surmise, on the basis of (88), that (87) simply represents the
unmarked option, and that the theory of grammar should not completely rule
out the possibility of subject control overriding the PMD for particular'
verbs.
But there is some very strong evidence that (87) represents far more
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than simply the unmarked option. Most theories of markedness aSStlme that
if the theory of grammar allows for two or more values for a specific
parameter, the "unmarked" option is the value that is assumed to hold in
the absence of any overt evidence to the contrary, while the "marked" options
will be chosen only on the basis of positive evidence, or on the basis of
other parameters related to it through the deductive structure of the grammar.
Markedness theory thus provides an essential core of acquisition theory,
in explaining how linguistic knowledge can arise on the basis of an impo-
verished stimulus. Nevertheless, the theory of markedness does not claim
that the marked options are impossible to learn: it simply requires overt
evidence for them to develop. Therefore, if (87) simply represents the
unmarked option for determining the control properties of a given verb, we
would expect that there would be a number of verbs which do not adhere to
it (i.e., which choose the marked option). With verbs like promise and ask,
it is easy to imagine the kind of positive evidence that ~ould trigger the
marked option of subject control. These verbs surely occur frequently in
the primary linguistic data, with clear evidence that subject-control is
involved:
(89) a. I want you to promise me to behave yourself
b. Go and promise your sister to be nice to her
c. Did you ask me to be allowed to go outside?
In the light of these considerations, the results of Carol Chomsky (1969)
are quite remarkable: she discovered tr~t a large number of children continue
to assume that promise and ask are object-control verbs very late in the
period of ~cquisition, even after they clearly understand the basic meaning
of the verbs ask and promise in non-control constructions. 3l This suggests
that if the violations of the PMD in (88) are a marked option allowed by
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U~iversal Grammar, they are a very marked option indeed: in many cases,
several years of overt evidence is not sufficient to inform the child of
their correct status in the adult grammar.
Suppose that the PMD is actually an inviolable principle of grammar t
and that verbs taking true NP objects will always grant Object Control
priority over. Subject Control. This would explain the tenacity of the
object control properties of promise and ask in the immature grammars
studied by Carol Chomsky, but they would appear to be completely inconsistent
with the fo~ of the mature grammar where subject control exists. We are
thus left in a paradoxical position: depending upon the status of the PMD,
we can either explain the stages of development when promise and ask have
Object Control (beyond what markedness theory would normally predict), or
we can explain the possibility of subject-control in the mature grammar --
but not both.
6.1.3. The word-formation rule of NP-Incorporation provides a possible
solution to this problem. Suppose that the PMD is inviolable. Then in
order for promdse and ask to allow Subject Control, it must be the case
that they do not take true NP objects in the relevant subcategorization
frame. In previous analyses, this has been an impossible position to main-
tain, since it seems obviously counterexemplified by the data. But if the
NP "objects" in (88) and (89) are actually part of the complex verb,
then these verbs could be Subject Control verbs, without violating the PMD:
(90) NPi [V V - NP. ] [- PROi to VP ]J S
[John]i [V promised-Billj ][ PRO i to wash the dishes ]
[John]i [V asked -Bill.] [ PROi to be allowed to leave ]J
In other words, we could attribute the possibility of Subject Control with
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these verbs in the mature grammar to the fact that they do not really violate
the PMD, given the proper analysis of the VP. We could then attribute the
great difficulty encountered by children in the acquisition process to their
being misled by the false -- but very natural -- analysis of the indirect
object l~ as a true object in V. The configuration in (91) is perfectly
compatible with gene~al properties of grammar, provided that object control
is assumed:
(91) [5 PRO to - VP ]]
This is in contrast to the Double Object construction, where there is a
clear violation of the adjacency condition on Case assignment to the second
NP unless the first NP is incorporated. (Recall that to-infinitives do not
need to be assigned Case by the governing verb.) Therefore, it is natural
for the child to assume that the indirect object in (88-89) is a true object
in V, until he or she recognizes the key to the puzzle; that the verbs which
superficially violate the PMD in the adult grammar are simply a subset of
the Native stem class verbs that are subject to NP-Incorporation.
It is thus not coincidental that promise and ask both occur indepen-
dently in true Double Object constructions:
(92) a. Jenny [promised Janice]
b. We [asked the prisoner]
[a quiet evening]
[the whereabouts of his batallion]
Since these verbs allow either NP or S as the direct object argument, it
follows that when an indirect object appears, it can be incorporated in
either construction.
It is perhaps worth pointing out that the possibility of NP-In-
corporation does not necessarily imply that the verb is a Subject Control
verb. Rather, the possibility of NP-Incorporation simply makes Subject
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Control possible, by allowing these verbs to specify a control relation
that would otherwise violate the PMD. Thus tell, which is subject to NP-
Incorporation, nevertheless is always an Object Control verb:
(93)
(94)
a. Andrew told a funny story to Pauline
be Andrew told Pauline a funny story
a. [Andrew]! told Paulinej [8 PRO. to be caref~l]J ,
b. *[Andrew]i told Paulinej [5 PROi to (have) come home]
It is reasonable to ask why this ~hould be so, since we might expect tell
to allow Subject Control in the NP-Incorporation structure, under certain
pragmatically determined conditions, analogous to the Italian structures
discussed by Manzini (1980). Apparently this is not the case, however.
A possible explanation for this is that under normal circumstances, the
incorporated NP is linked to an A-position in V:
(59) Andrew [V told-Pauline i ] [eli [5 PRO i to be careful] ]
(Actually, the empty A-positicn could appaar on either side of the comple-.
ment clause, since neither it nor the infinitival need be assigned Case by
the governing verb.) The empty A-position in V c-commands the control
clause, so it is a possible antece1ent for obligatory control; therefore
Object Control is obligatory, by virtue of the PMD. Notice, however, that
this implies that there is no empty A-position in the corresponding struc-
tures in (88-89), or else subject control would be blocked here too. Pre-
sumably the poasibility of leaving out the A-position in Vis a marked option
allowed by UG as a special property of certain verbs. 32
6.1.4. The distinction between tell and promise with respect to the presence
of the empty A-position in V -- i.e., the distinction between (95) and (90)
is also reflected in a number of other phenomena besides that of subject
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control.
First of all, in structures corresponding to (92) and (93), the
The movement facts corroborate this acc,...\r~'t. First of all,.. WH-
structures, as we expect:
ment since Move a cannot apply to the subpart of a word. Surprisingly,
a. [Who]i did [you]j tell [eli [5 PRoi to wash himself i ]?
b. These are the girls [who]i [he]j told [eli [5 PROi to behave
themselves i ]
(99) a. *[Who]i did [you]j promise [PROj to wash yourselfj ]?
b. *These are the girls [who]i [he]i pru:lised [PRUj to behave himselfj ]
(98) a. *Who did Andrew tell - a funny story?
b. *Who did you promise - a new record?
those structures where there is an indirect object A-position in V:
however, the indirect object can move in the Object Control cases with tell:
incorporated indirect object is able to function as a grammatical ante-
movement is impossible from the incorporated position in both Double Object
object be incorporated into the verb, which is incompatible with WH-move-
cedent for a reflexive pronoun embedded within an NP direct object only in
controlled from subject position. But this requires that the indirect
In the Subject Control structures, WH~ovement of the indirect object is
. 33
always blocked:
In (99), the reflexive pronoun in the control clause requires that PRO be
(96) a. [Andrew]i [V fV told the boysj ] [stories about each otherj ] [e]j
b. [Andrew]i [V [V told Paulinej ] [a story ab1ut herselfj ] [~]j ]
(97) a. ??[Andrew]i [V [V promised the boysj ] [stc....i.es about each otherj ]
b. ??[Andrew]i [V [V promised Pauline;] [a story about herself j ]
(100)
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The contrast between (100) and (98a) suggests that the status of the in-
direct object in (96) is actually structurally ambiguous. Since objective
Case need not be assigned to the infinitival clause in (100) as it must to
the direct object in (98a), the indirect object can appear in V adjacent
to the verb and be assigned objective Case. The distinction between this
structure and the NP-Incorpo~ation structure is string-vacuous.
At first glance, the NP~ovement facts seem to be directly ana-
logous:
(101) a. [John]i was told [eli [5 PRO! to come home] (by Bill)
b. *[John]i was promised [s PRO to come home] (by Bill)
However t it seems the ill-formedness of (101b) may be due to pragmatic
criteria of the type discussed by Manzini (1980). Although (lOlb) is un-
grammatical, (102a) is not, despite the fact that the two structures are
equivalent, apart from the internal propositional structure of the comple-
ment clause:
(102) a. [John]i was promised [eli [8 PROarb to be allowed to come home]
b. *[Jane]i promised [John]j [S PRO+i to be allowed to come home]
Note that (102a) cannot be accounted for in terms of Subject Control at
S-structure, because the trace in VP would invoke the PMD. Therefore it must
be that passivization somehow manages to nullify the Subject Control require-
ment as a byproduct of suppressing 9-role assignment to subject position.
The resulting structure has the properties of Non-obligatory control, where
the PRO subject of the control complement has grammatically arbitrary re-
ference. The intended reference is deduced on the basis of pragmatic
criteria, determined in part by the compositional content of the complement
~13use. Although (102a) is pelfectly acceptable, the corresponding active
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Dlsource" structure (102b) is not, since Subject Control is obligatory when
the 9-role is assigned to subject position. The grammaticality of (102a)
also suggests that promise allows the same structural ambiguity that tell
does in (96): the "object" can appear either as an incorporated NP or as
a true complement in VP; the distinction be~ween the structures is string-
vacuous. But promise, unlike tell, is a Subject Control verb, so the
indirect object must always appear as incorporated NP unless the Subject
Control property is supressed as a result of passive morphology, as in (102a).
The fact that subject control requirements are suppressed together
with the aesignment of the subject Q-role 1n (102a) supports our contention
in Chapter 3 that the ungrammaticality of passive control structures such
as (103) is due to the theory of Case, and not due to the theory of Control:
(103) a. *It was tried [5 PRO to come home]
b. *It was expected [5 PRO to have fun]
c. *It wasn't known [s what PRO to do]
Recall that only transitive verbs have passive counterparts in English,
because passive morphology always absorbs objective Case. Since verbs do
not assign Case to their infinitival complements, no control verb will have
a passive form unless it also takes an NP argument to which it assigns
Case, as in (102a). This contrasts with tensed clause complements, which
can move to a non-A-position and leave a trace in VP to be assigned Case
by the governing verb. Since the ve~b assigns Case to these complements,
passive morphology is possible:
(104) a. It was expected that John would have fun
be It wasn't known what John did
The inability of Subject Control verbs to undergo passive morphology is
basically a function of the fact that they do not assign Case in VP. The
I
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verbs promise and ask only superficially counterexemplify this claim, since
they only allow true subject control by virtue of NP-Incorporation of the
indirect object because of the PMD.
6.2. 9-Role Assignment to Subject Position
6.2.1 It is a general property of objective Case assignment that a verb
will only assign Case to an object complement if it assigns an external
9-role to subject position. Chomsky (1981), fol1owinB a discussion of
Burzio (1981), formulates the following biconditiona1: 34
(105) A verbal element assigns Ca'se to an NP that it governs if and only
if it assigns a 9-role to its subject.
Given (105), all passive participles and raising verbs such as
happen, ~, appear, prove, etc. are unable to assign Case to an indirect
object, by virtue of the fact that they assign no a-role to subject position:
(106)
(107)
a. It seems [to me] Lthat John is crazy]
b. [John]i appears [to us] [ [eli to need a haircut]
c. [The solution]i was proved [to us] [ [eli to be very simple]
a. *It seems me that John is crazy
b. *John appears us to need a haircut
c. *The solution was proved us to be very simple
Now the following examples appear to pose problems for the full
empirical coverage of the biconditional in (105):
(108)
(109)
It strikes me [that John is stupid]
a. [John]! strikes me [ [eli as stupid]
bo [John]i impressed all of us [ [eli as very intelligent]
Chomsky (1981) points out that the sentences in (108) must be interpreted
as Raising contructions, if the Projection Principle is to be maintainerl.
Clearly, the verbs strike and impress take a propositional complement at LF.
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The only 9-role assigned to the main clause subjects in (109) is that of
the subject of the propositional complement; ther~fore, the main clause
subject position is not a 9-position. Nevertheless both of these verbs
take indirect object NPs which are assigned the 9-role of Experiencer.
In order for 9-role assignment to be possible, these verbs must assign Case
to the indirect objects. But this should be impossible, given (105),
since these verbs assigT~ no 9-role to the subject position.
As Chomsky observes, ~t would be undesirable to complicate the
formulation of (105) so as to specificall; Q~clude the structures in
(108-109) from its domain. Nevertheless, it would be nice to have an account
for these examples; this is where the NP-Incorporation rule is again rele-
vant. If we assume that the "objects" in these structures are actually
incorporated into the verb, then the issue of Case assignment is irrelevant,
since the 9-role can be assigned directly to the incorporated position:
(110) a. It [V [V strikes - mei ] [eli [that John is stupid] ]
b. [John] i [ij [Vstrikes - me ] [e] j [ [e] i as stupid ] ]
In other words, just as the NP-Incorporation rule produces superficial vio-
lations of the adjacency condition on Case assignment and the Principle
of Minimal Distance, so it also is responsible for superficial violations
of the biconditional in (105).
6.2.2. Once again, there is empirical evidence supporting this analysis.
As expected, WH~ovement of the incorporated NP is impossible:
(111) a. *[Who]i does it strike [eli that John is crazy?
b. *Bill is the guy [who]i John struck [eli as stupid
c. *The people [who]i John impressed [eli as very intelligent were
rather naive.
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This contrasts with the indirect objects of the verbs in (106) which are not
incorporated:
(112) a. [To whom]i does it seem [eli that John is crazy?
b. [To whom ]1 does John appear [eli to need a haircut?
Similar facts hold for NP-movement in passive constructions: 35
(113) a. *[Bill]i was struck [eli that John is crazy
b. *Iwe]i were struck Ie]i (by John) as stupid
c. *[All of uS]i were impressed [eli (by John) as very intelligent
The facts of (111) and (113) are exactly what the NP-Incorporation solution
for these apparent counterexamples to (105) predicts, since there are cor-
responding structures in French.
It is perhaps WOI:th emphasizing that there is no straightforward
accountfor the movement facts in any analysis of these constructions which
does not invoke NP-Incorporation. It has been suggested by Bresnan (1979)
that the ungrammaticality of (113b,c,) follows from the theory of Control
which she assumes to be involved here. But this solution would not account
36for (113a), where Control 1s clearly irrelevant. Moreover, the un-
grammaticality of (113a,b) cannot be attributed to the lexicon, simply by
claiming that strike "impress" just happens to lack a passive participle.
This is shown by the fact that strike also has a passive version of a tran-
sitive subcategorization frame, which allows the Experiencer NP to appear in
subject position:37
(114) [All of us]! were struck Ie]i by John's stupidity
Thus the NP~ovement facts are quite mysterious under the assumption that the
postverbal NPs in (108-109) are true objects of the verb. As for the WH-
movemant facts, I know of no other account of them, in any terms.
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6.3. Some Exceptional Adjectives
6.3.1. The NP-Incorporation rule also provides a possible explanation for
the exceptional property of a small set of adjectives in English. Recall
that adjectives are not Case assigners, since they lack the [-N] feature •.
This is reflected in the fact that virtually all English adjectives are un-
able to take bare NP complements.· Instead, adjectival objects are normally
subject to the rule of of-Insertion, which adjoins a dummy Case mark~r to the
postadjectival NP, as observed in Chapter 1.
There is an apparent exception to this pattern, however:
(114) a. John is [A very near the bridge ]
b. [A How near the bridge] John is!
In (114), near appears to behave simultaneously like an adjective and a
preposition. Although it takes the preadjectival modifiers very and how,
it seems to be able to assign Case to its object -- just like a preposition.
Clearly, near is exceptional in some way_ Maling (1980) dis-
cusses the historical cause of this. Like the words worth and like, near
was a true adjective in earlier stages of tne language, and it assigned
oblique Case to its object, as is still possible for German adjectives,
as observed by Van Riemsdijk (1980). At some point, however, English lost
the system of oblique Case, and subsequent generations of speakers were
forced to reinterpret the oblique Case assignment structures in other
terms. Maling shows that worth and like have in fact become prepositions,
in spite of their meaning. Moreover, it seems that near can function as a
verb or preposition in addition at its original adjectival status:
(115) a. John put the book near him
b. The soldiers should be nearing the bridge soon
I
I
Nevertheless, near can still function as an adjective.
jectives t its object often appears within a PP:
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Like other ad-
(116) 'rhe soldiers are very near to the bridge by now
Surpri:3illgly, however, the structure in (114) has also survived, despite
the fact that it is apparently superfluous, given (116), and despite the
fact that it is without parallel in other adjectival complementation struc-
tures.
It is intriguing to consider how exactly speakers of English choose
to rationalize the behaviour of this adjective within the grammar of Modern
English. Rather than discuss all of the hypotheses that come to mind, I
would like to explore the possibility that is offered by the NP-Incorporation
rule introduced in this chapter. Specifically, I would like to suggest
that NP-Incorporation is exceptionally extended so as to apply to the ad-
jectival stem nea~ as a special lexical property. In other words, rather
than assume tt~t ~ear violates the principles of Case theory by assigning
Case to its o'bject, we can suppose that the "object" is actually incorpo-
rated within the structure of a complex adjective:
(117) [A very JA near - the bridge ] ]
Thus the apparent exceptionality of (114) wOuld simply be reduced to a
special extE!nsti of the word-formation rule of NP-Incorporation, analogous
to that ohserved in certain dialects with respect to the passive participle
given. Note that near is a monosyllabic stem, so it meets the Native stem
class crite]~ion. Moreover, this exceptional lexical property can plausibly
be induced on the basis of overt positive evidence such as the structures
in (ll4) -- unlike the supposedly exceptional properties of some of the Double
Object verbs discussed in Section 2.
I
6.3.2.
358
There are two piece~s of grammatical evidence suggesting that some-
I
thing like this is actually gc)ing on here. First Jackendoff(1977) observes
that enough normally appears immediately after the adjective that it modi-
fies:
(118) a. John is not angry enough at his brother to kill him
b. *John is not enough angry at his brother to kill him
c. *John is not angry at his brother enough to kill him
Let us assume for the sake of discussion that the placement of enough
is also determined by an arbitrary rule of word-formation. TIlis will
allow us to use it as a diagnostic for the adjectival status of the pre--
ceding constituent, without forcing us to develop a genuine explanation for
this fact. Now consider the following phenomenon, noted by Haling (1980) :38
___ ~_ .._. __. . {1.12) I~_ J Q.hn__[x_[ near the bridg~J_~~oug~.. J.__iQJ;_~_Y9u ._!;.Q..._.§~_~~ _h~mJ._.
The placement of enough in (119) makes perfect sense if the preceding NP
'~object" is in fact incorporated within the structure of the adjective; it
is utterly mysterious otherwise.
Now consider our familiar test for NP-Incorporation based on WE[-
movement:
(120) a. Which bridge was John nearing - ?
b. Which bridge was John sitting near - ?
c. Which bridge was John very near to - ?
d. *Which bridge was John very near - ?
When near 1s a verb or preposition, as in (120a,b), WH~ovement is always
possible, as we expect. Moreover, movement is even possible from within
an AP, if the WH-trace is the object of a preposition, as in (120c). How~
ever, in the structure where the apparent violation of the principles of
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Case theory suggests the involvement of NP-Incorporation, movement is
impossible -- as we predict. Once again, this failure of WH~ovement
is utterly mysterious, if the NP is a true object of the adje~tive, given
the grammaticality of (120a-c).
So it seems that the existence of the NP-Incorporation rule has
allowed this structural.". "relic" of an earlier stage of the language
to survive only at a superficial level. By accounting for (114) in terms
of NP~Incorporation, speakers of English manage to integ~ate near into
the grammatical system of the language, but the consequence of this is that
the modern construction is subject to the special limitations of structures
that are derived by word-formation rules.
7. This concludes our discussion of the word-formation rules of NP-
Incorporation and Particle Incorporation. Both of these rules were forced
on us -- directly or indirectly -- by the assumption that the theory of
grammar does not allow for category-specific rules of phrase structure.
At first glance, the Verb-Particle and Double Object constructions appear
to call for a special wrinkle in a categorial rule defining the structure
of V in English. These constructions also appear to involve violations of
the adjacency condition on Case assignment, which was invoked crucially
-in Chapter 3 to derive the order of constituents in X. Moreover, the Double
Object construction seems to require ordered strict subcategorization frames
in the lexicon -- a type of stipulation that is otherwise unneeded in the
theory of grammar, even without a categorial component.
The word-formation account of these constructions avoids the pitfalls
of introducing ad hoc complexity into the theories of phrase structure,
Case assignment, and sttict subcategorization by attributing their' arbi-
II
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trary properties of cross-categorial asynnnetry and fixed linear order of
complements to the involvement of two quasi-morphological rules: NP-
Incorporation and Particle Incorporation. The output of these rules inter-
acts with strict subcategorization frames in exactly the same way that
clitic structures do -- a natural analogy, given the fact that both types
of verbal complexes are derived by rules of the word-formation component.
In addition, the word-formation analysis provides natural solutions
to a large number of complex and otherwise mysterious problems associated
with this construction, including the "obligatory" Double Object con-
structions involving Possessor Indirect Objects, the curious array of
facts involving syntactic movement, and the limiation of the construction
to verbs of a specific morphological stem class. In each case, the arbitrary,
language-particular properties which often differ from one dialect to the
next were traced to the operation of the word-formation rule, while the pro-
perties which these constructions share with clitic constructions in other
languages were shown to follow from general principles of grammar.
In no case was it necessary to stipulate a direct link between a
given word-formation rule and any particular array of postverbal complements •
. Rather, the link between subcategorization frames and the ouput of NP-
Inc·orporation is applied "blindly" by general properties governing clitic-
like configurations in Universal Grammar. Unlike most previous accounts,
the NP-Incorporation analysis is not forced to stipulate these properties
on an ad hoc basis for each construction; instead, the particular array of
f3ctsfollowseither from the special properties of the word-formation rules,
or from the interaction of the output of these rules with other components
of the grammar.
IIII~
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Finally, we have seen that NP-Incorporation can be naturally invoked
to explain the real cause of certain superficial violations of the Principle
of Minimal U;stance and of the principle which is responsible for the cor-
relation between objective Case assign'alent and nominative Case assignment
to subjsct position. In addition, it seems that the exceptional Case-
assigning properties of certain adjectives may be amenable to an NP-In-
corporation account. Further below~ we shall see that this rule is also
responsible for some apparent violations of the adjacency condition on
Case assignment with respect to tensed clause complements that follow in-
direct object NPs in V. However, the pattern of these violations is syste-
matically obscured by phenomena associated with 9-role assignment to non-
bridge verbs, and we will therefore postpone discussing them until Chapter 6.
The nature of the word-formation rules discussed in this chapter
raises a number of interesting issues that I will not be a~le to pursue
further here. In particular, the NP-Incorporation rule suggests that
phrasal structure can be embedded within the substructure of a word by
rules of word-formation. This is surprising, given pl'evious assumptions
about the interaction of words and phrases; on the other hand, it is not
an unnatural result, if all categorial features originate in the lexicon
as features of lexical entries. Moreover, if prenominal adjectives are also
adjoined by rules of word-formation, as suggested in Chapter 4, then the
prenomlnal complex adjectives discussed by Nanni (1980) would appear to re-
quire an analogous account:
(121) a. [N an [A easy - [to clean] ] carpet ]
b. [N a [A hard - [to solve] ] problem ]
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On the other hand, these complex adjectives are syntactically restricted
11 ways which the postverbal incorporated NPs are not, suggesting that some
further r~fiI".ements are in ol~der.39
The NP-Incorporation rule and the discontinuous verbal complex in
Dutch to~ether pose signif:lcant problems for traditional assumptions
abollt the nature of the interaction between the rules 6f word-formation
and lexical insertion ~,.;tth trle principles governing X-bar phrase structure,
strict subcategorization, and a-role assignment. The kind of system that
appuars to emerge from this diRruption is rather appealing, however.
The distributi~n of phonological words is accounted for by two quite
distinct rule systems. The first of these involves the rules of word-
formation, which group words together into derived complex~s that cluster
around the head position of phrases -- including the two head positions in
V and the INFL position in S, among others. The internal constituent struc-
ture of these ~omplexes is chClracterized by arbitrary and invariant order,
cross-categorial asymmetry, and significant cross-linguistic differences.
Moreover, the complex structu1ces created by these rules can sometimes be
spread over more than one head position defined by the X-bar system, as
determined by the properties of lexical insertion.
The second rule system is that of true phrase structures. The
only rules and principles directly governing this system are those of
category-neutral X~~ar theory. In addLtion, however, the principles of Case
assignment and 9-role theory interact with (i) the 8-·grids and feature
matrices of lexical entries, and (ii) the structural configurations defined
by the word-formation rules and the X-bar system, so as to create an extremely
complex array of phenomena.
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FOOTNOTES: CHAPTER 5
1. Actually, if the categorial rules allow for two NP positions in V,
then some stipulation would be required for verbs which subcategorize for
just a single NP complement, to ensu~e that it appears in the position ad-
jacent to the verb.
2. Jaeggli (1980) suggests that the first object may appear within
the V level, while the second object appears at the V level. Then Case
could be assigned to the second object by V, under adjacency. Although this
bears some similarity to the comple~t verb analysis in terms of grouping
the verb and the first NP into a single constituent, it differs crucially
in maintaining the traditional assumption that the first NP is Q distinct
syntactic constituent in V. This has significant empirical consequences,
as we shall see below.
3. One exception is Oehrle (1975), who maintains that the two struc-
tures are conditioned by distinct strict subcategorization frames. In
Oehrle's account, the tendency of ~ny verbs to have both subcategorization
frames is account~d for in terms of a lexical redundancy rule, along the
lines proposed by Jackenduff (1975). A similar approach has been suggested
by Bresnan (1980) in terms of "lexical" rules which permute grammatical
functions; see also Baker (1979). These accounts are undesirable for at
least two rea30ns. First, they are incompatible with the restrictive theory
of subcategorization based on positions in a-grids that was developed in
Chapter 1. Second, these theories make a very weak empirical claim with
respect to the "dative" verbs; they allow for any verb to arbitrarily lack
either subcategorization frame, making the theory almost impossible to
falsify on the basis of empirical evidence.
I
I
I
I
I
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4. There may be a direct counterpart to the English rules in Dutch.
As Koster (1975) obse~es, Dutch has verb-particle constructions similar to
those found in English, suggesting a Pa~ticle Incorporation rule~ In
addition, Koster observes that the indirect object must precede the direct
object in V. Recall that the Dutch VP has two head positions, one of which
is at the beginning of V. We might then assume that the indirect object
may appear in an incorporated position within the V-initial head position,
immediately following the clitics. If this is correct, then the assignment
of Case to the direct object would proceed just as in English. Moreover,
it would imply that Dutch really does have a structure corresponding to the
English "Particle Movement" construction, at a more abstract level; the
superficial effect is quite differen~however, because NP-Incorporation
applies to the V-initial head position, while Particle-Incorporation applies
to the V-final head position. The Dutch equivalent of the "particle move-
ment" structure will only be evident in structures corresponding to those
discussed in Section 5 below.
5. Recall that the cross-categorial asymmetries in this domain may
serve as a functional aid to vocabulary acquisition.
6. In this sense our account is parallel to that cffered by the phrase
structure formula in (5), whict also treats the cross-categorial asymmetry
with respect to the two conetructions as a unitary phenomenon; cf. Jackendoff
(1977), See also Emonds (1981) who argues that both alternations can be
attributed to a single rule of English syntax, which he refers to as
"Generlized NP-a Inversion".
7. More precisely, if the 9-position is co-indexed with the correspon-
ding slot in the verb's 9-grid by virtue of 9-role assignment (as proposed
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in Chapter 6), then the a-position is A-associated with the verb. Since
the Case feature ie absorbed within the verbal complex, the e-position is
i also A-associated with the Case features as required by Condition (15')
al
in r~pter 3. See Borer (1981) for a sliglJtly different characterization
of the li~k between th~ cliLic and the subcategorized position.
8. The existence of thede word-formation rules in English also has
some very interesting results for the theory of reanalysis and the account
of preposition stra~£diag constructions. See Chapter 7 for discussion.
9. These verbs also have no counterparts in the for-Dative con-
struction that ~~ will discuss in Seeion 3, aa the reader can verify by
substituting for for to in (16).
10. Some of these subtle distinctions may follow from the rule of a-role
assignment to the incorporated position, as we shall see bel~~l; see also
fn.• 11.
11. Actually, we must understand the relation of "possession" rather
loosely, so as to subsume not just inalienablepossession, but also perception
which corresponds to "possessed knowledge", in some sense. This can be
observed inthe contrast between (1) and (ii), noted by Oehrle (1975):
(i) John taught French to Bill
(ii) Joml {taught Bill] French
In (i1), we understand that Bill came to acquire some knowledge of French
as a result of John's teaching, but this is not a necessary implication
in (1). This is due to Condition (19), which reqnires that the incorporated
NP be assigned the 9-role of Possessor of the direct object; thus Bill
"possesses" French (or a knowledge of it) in (i1). There is an obvious
I
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analogy here to the notion of inalienable possession of an idea in (13b).
12. It may be that certain inherent reflexive constructions and
"middle voice" constructions can be handled in an analogous fashion. We
will not pursue these possibilites here t however.
13. We will reformulate the 9-criterion again in Chapter 7 t by re-
quiring a direct link between A-positions and slots in e-grids.
14. Jaeggli's (1980) discussion of these constructions assumes that
the Possessor 9~role is only assigned to the clitic position in the inalien-
able possession (obligatory cliticization) constructions. This ap~
proach is unable to capture the insight of Condition (19).
15. I am grateful to Hagit Borer for pointing out to me the analogy
between the Spanisll inalienable possession construction and the related
construction in English.
16. Montalbetti (1981) observe~ that cliticization of the indirect
object appears to be obligatory in "subject pro-drop" constructions. I
have no explanation for this.
17. On Clitic Doubling constructions see Jaeggli (1980) and Borer (~980,
1981).
18. Jaeggli (1980) observes the analogy between (30a) and (31a) with
the Spanish constructions. I am also grateful to Isabelle Halk for dis-
cussion of the French facts.
19. Mario Montalbetti (personal commuLication) suggests that (32b)
may be ungrammatical for an independent reason, namely that the PP a
Argentina may not be a subcategorized argument of the verb. Regardless
of the status of this example, our claim still stands that tbere are no
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cliticized indirect objects that violate (19).
20. Recall that Oehrle (1975) argues that distinct subcategorization
frames are required in order to account for the various types of indirect
object constructions. This move is unnecessary, however, if the ungram-
maticalityof (15), (16), and (18b) can be deduced from general principles.
The well-known give/donate contrast is discussed in Section 5.
21. The fact that thi~ structu~e involves obligatory NP-Incorporation
is significant, since the structur~ also involves inalienable possession.
Notice, hovever, that the Incorporated NP represents the "Possessed" NP
rather than the "Possessor". This suggests that some refinement of Condition
(19) is in order, so as to capture the fact that the ~otion of possession
is involved in both construction~, even though a different 9-role is assigned
to the object in each case. At any rate, the contrast between (35a) and
(35b) supports the NP-Incorporation analysis of the "Particle-Movement"
structure, since it shows a principled connection between the obligatory
incorporation structure. in (35a) and the cases discussed in Section 2.
22. In addition to Jackendoff and Culicover (1971). see Langendoen,
Kalish-Landon, and Dare (1974), Fodor (1978), and the references cited there.
For an alternative grammatical account of the WH~ovement facts, see
Culicover and Wexler (1977), who attribute the ill-formedness of (43-46) to
a "freezing" principle. They suggest that the derived Double Object struc-
ture is "frozen", under the assumption that the rule involves adjunction
to V a structure which cannot be generated by the categorial component
in their system. In terms of ~erived structure, this bears some similarity
to our account, but it is unable to cover the full range of facts that are
encompassed by the NP-Incorporation SOlution. In particular, the Verb-
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Particle structures appear to be incompatible with an account in terms of
the Freezing Principle; cf •.also section 4 of this chapter and our discussion
of reanalysis in Chapter 7.
23. This analysis has been proposed by Perlmutter and Postal in the
"Relational Grammar" framework, as far back as their LSA Summer Institute
Lectures in 1974. Bresnan (1980) has proposed an analogous account in
terms of "lexical" rules which permute configurations of grammatical
functions in lexical entries. See also Marantz (1981).
24. There are at least two possible explanations for (52c-d). First,
if preposition stranding is dependent upon reanalysis, then these sentences
could be ruled out on the grounds that reanalysis is impossible in this
context; see Chapter 7 for discussion. A second possibility would be to
attribute this to a condition blocking conflicting Case assignment to a
single A-chain, as noted in Chapter 3.
25. See Chapter 3. Section 3 for discussion.
26. The dialectal extension of the incorporation structure to passive
participles seem to be severely lL~~ted, perhaps to just a few lexical items.
For instance, D. Nash informs me that he finds the following gradation of
acceptability in his dialect:
(i)
(i1)
(iii)
27.
A book was given my mother today
?A telegram waG sent John last week
*This letter was written my aunt a long time ago
Significantly, Baker (1979) reports that children are apparently
unaware of the enclitic status of unstressed object pronouns until rather
late 1n the period of acquisition, and commonly accept sentences such as (53).
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It is hard to know exactly what to make of this, given markedness theory,
especially if negative evidence is not taken into account.
28. Recall that the structures in (57) satisfy Condition (19) in an
extended sense of "possession"; see fn. 11 for discussion.
29. Moreover, it seems that creative additions to the Native stem
class are common, as in the following example attributed to S. Pinker i
pointed out to me by T. Roeper:
(1) Would you xerox me a copy of this?
(ii) *Would you photocopy me this article?
Note that xerox, unlike photocopy, meets the phonological criteria for
Native stem class membership. Similar creative additions can be found in
Verb-Particle constructions, as in (iii):
(iii) John likes to rev up his engine
30. Emonds (1981) sugg~sts an alternative account of this phenomenon
in terms of his rule of. "Gene.ralized NP-et Inversion". He suggests that this
la'11guage-particular rule is limi ted to constructions involving the "primary
vocabulary" of English, which corresponds to the Native stem class. Actually,
this cannot be true for all of the structures subsumed under his rule, as
shown by the grannnaticcliity of the inversion structure in (i):
(1) It 1s hot, observed Bill
31. Chomsky found that children consistently interpreted these ve~bs
as being roughly equivalent in meaning to tell -- but only in the control
structures. When an NP or tensed clause complement was substituted for the
control clause, the meaning of the verbs was correctly understood. Actually,
Chomsky's examples with ask involved embedded infinitival questions, unlike
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our example in (B8b). However, it seems that the embedded question
structure has some of the properties of Non-obligatory Control in the adult
grammar, as if they involved a grammatically arbitrary reference of PRO,
with pragmatically determined control. In particular, it seems that the
movement facts differ somewhat; cf. fn. 33~
32. It is interesting to observe that promise and ask only marginally
allow the indirect object to appear in Vpreceded by the dummy prepositiol1
to, as we might expect:
(i)
(ii)
(iii)
Jenny told a nice story to Janice
??Jenny promised a quite evening to Janice (cf. 92a)
?*We asked the whereabouts of the batallion to the prisoner (cf. 92b)
33. The facts with ask are slightly more .complicated 0 In the structure
directly parallel to (99), movement is blocked·
(i) *[Whi~h officers]i did [John]. ask [e]. [PRO, to be allowed to
I J 1. J
cut h~s hair] ?
But if an em~edded interrogative clause is substituted, subject control
I
seems to be possible:
I
r
(ii) [Wh~Ch people]i did [John]j ask [5 which city [S PROj to visit] ?
I
This sugges~s that the PRO subject of the embedded interrogative is actually
j
,
arbitrary if reference as far as the grammar is concerned; i.e., it is a
I
case of Nonl~bligatoryControl. See also fn. 31 for related discussion.
I
I
34. Th~s biconditional should probably be adjusted so as to apply only
j
j
to objectiye Case assignment, given the fact that passive participles can
i
assign obl~que Case, as in the passivized indirect object constructions;
see also ~haPter I, Section 4.
I
I
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35. Actually, there are no passive counterparts to (106), either:
(1) *John was seemed/appeared (to) that the weather was very unseasonal
This can be accounted for, however, by assuming that only verbs that
assign Case may passivize in English. Note that this cannot be extended
to cover (113) unless the NP-Incorporation account 1s accepted.
36. Bresnan suggests that Raising constructions should be accounted
for in the same terms as control structures by means of "control equations".
The fact that this solution requires an entirely different account of the
tensed clause complementation argues against ~t, however. Moreover, if
Control and NP~ovement are collapsed, it is impossible to account for the
shared properties of NP-Movement and WH-Movement with respect to the ECP
and the bounding conditions; cf. Chomsky (1981) for discussion.
37. Interestingly, there is no active version of (114):
(1) *John's stupidity struck all of us
This supports the contention that strike assigns no 9-role to subject
position. Further, it suggests that the propositional complement in (108-
109) is in some sense "agentive", taking the term in a loose sense. Then
the by-phrase in (114) is a substitute for the propositional complement,
and strike strictly subcategorizes for it as a complement, ruling out (i).
38. Maling cites this structure with worth, noting its marginal status.
Significantly, it is perfect:y grammatical with near however:
(i) Is John near enough to the boat for you to see him?
(i1) 1*ls John near to the boat enough for you to see him?
Thus enough always appears immediately after the adjectival head.
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39. In particular, Nanni observes that only simple infinitival clauses
may appear after prenominal adjectives. A natural account of this, given
Chomsky's (1977, 1981) analysis of Tough-contructions, is that Move a
cannot apply within the structure of a word, ruling out internal WH-
movement. But then we would be unable to explain why incorporated NPs may
contain relative clauses with internal WH~ovement. In fact, the whole
issue of the internal syntactic structure of the incorporated NP raises
significant questions with respect to the relationship betw~en syntax and
word-formation, but I will not attempt to resolve them here.
\
CHAPTER 6: THE COMP POSITION IN S
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In this chapter I explore a number of related issues that are all
associated in one way or another with the COMP position in S. Specifically,
I argue that COMP is the head position of S, drawing evidence from pllenomena
involving the Empty Category Principle, the Case Resistance Principle,
strict subcategorization, and 9-role assignment. The discussion will cover
a broad range of clausal complement structures, in some cases returning to
issu~s that were raised in previous chapters. Our story begins with the
Empty Category Principle (ECP) introduced by Chomsky in his Pisa lectures,
and explored in considerable detail in Chomsky (1981)0
1. Proper Government and the !CP
1.1 There is a fundamental asymmetry between the subject position of S
and the object position in VP with respect to WH-movement:
(1) a. [Which book]i did yoa say [5 that [5 Ben read [eli] ] ?
b. [Who]i does Carol think [5 that [5 Roger's book impressed [eli] ?
(2) a. *[Who]i did you say [5 that [s [eli read Roger's book] ] ?
b. *[Which book]i does Carol think [5 that [5 [eli impressed Ben ] ] ?
The ungrammatical sentences in (2) illustrate the familiar "that-trace"
effect, which has been discussed at considerable length in the literature
1
on formal syntax. Chomsky (1981) proposes to account for the contrast
between subject and object position with respect to extraction in terms of
the theory of Government. Specifically, he observes that the object trace
in (1) is governed by the verb in VP, while the subject trace in (2) is
governed only by INFL. (Recall that a verb governs and assigns objective
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Case to the subject of a tensed clause.) He then sugg~sts that the ungram-
maticality of (2) can be attributed to the following principle of grammar:
(3) The Empty cateogry Principle:
[ e 1 must be properly governed.
a
Proper government is defined as in (4):
(4) a properly governs B if and only if
(i) a governs S, and
(ii) a is lexical.
Condition (411) is intended to prevent the Agreement element in INFL from
counting as a proper governor, under the assumption that an element which
bears only grammatical features is not lexical. (Chomsky assumes that it is
the Agreement element in INFL which governs and assigns nominative Case to
subject position; this differs from our assumption that it is the Tense
feature that is responsible for this •.This difference is not critical,
however, since one might simply stipulate that INFL is not a proper governor,
2
as Chomsky points out.) Given this definition of proper government, the
ECP derives the distinction between (1) and (2). The verb properly governs
the empty category trace in (2), satisfying the ECP; but the subject trace
in (2) is governed' only by INFL, and the ECP is violated.
This is far from the end of the story, however. Extraction from
subject position is not always ill-formed; if the complementizer that is
eliminated from the sentences in (2), they become grammatical:
(5) a. Who did you say read Roger's book?
b. Which book does Carol think impressed Ben?
Evidently, the absence of the complementizer in (5) somehow overcomes' the
subject/object asymmetry.
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Recall that the Subjacency condition on syntactic movement requires that
in constructions involving "long extraction", WH-IOOvement must apply
successive-cyclically through intervening COMP positions. This means that
in all of the extraction structures considered thus far, there is a trace in
the COl1P position of the complement clause. Chomsky (1981) suggests that it
is this trace which properly governs the subject position in (5):
(6) a. [Whol i did ycu say [5 [eli [S [eli read Roger's book] 1 ?
b. [Which book]i does Carol think [5 [eli [S [eli impressed Ben] ] ?
In order to allow the trace in COMP to count as a prop~r governor in (6),
while still excluding the structures in (2), Chomsky adopts the following
definition of government:
(7) In the configuration [ a". y ••• a ... Y••• l,a governs y, if
(1)
(i1)
(iii)
o ·Ct = X or is co-indexed wi th y, and
where ~ 1s a maximal projection, 1f $ dominates y,
then $ dominates a , and
a c-commands y •
Condition (71) allo~s a co-indexed category to count as a governor on par
with a lexical head; Condition (711) defines maximal projections such as
Sand NP as barriers to government; Condition (7ii1) requires that a governor
c-command the categories that it governs. Of relevance to the present
discussion are (7i) and (71i1). (71) allous a trace in COMP to count as
a governor of the subject position of S, so that the subject position in
(6) ig governed from COMP. (1il1) requires that the trace in COMP c-command
the subject position, however; thus the sentences in (2) are ruled out
3because the presence of the complementizer that blocks c-command:
(8) *[Who]i did you say [8 [eli [that] [8 [eli read Roger's book] ] ?
Since COMP branches in (8), neither the trace nor the complementizer can
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c-command the subject position, blocking government. Although the comple-
mentizer might govern the subj~ct position if the trace in COMP were "ot
present, it is not co-indexed with the subject position, and therefore
d0eS not satisfy (71).
1.2 Although this account derives the desired distinction between the
grammatical structures in (1) and (5) and the llngrammatical exampl.es i1"1 (2),
the formulation Of governmf!nt in (7) seems strange. Why should a p~inciple
of core grammar treat goveicIl..ment by a lexical head as being equivalent to
co-indexing with a phrase? If the two cases of government really form a
l~tural cla~s~ as the gramnaticality facts suggest~ then it is wOTthwhile
attempting to revise the flormal definitions of the theory so as to discover
the underlying property that the two superf1ci~11y unrelated structures
share. It is perhaps significant tha t government by virtue of co-i,ndexillg
is only required for the purposes of satisfying the ECP -- and t3en anI, in
the case of extraction from subject position. The other subtheories
of grammar -- in particular, the theory of abstract Case -- refer exclusiv~ly
oto gO"'vernment by a lexical head (X ).
A seconJ problem with (7) is the inclusion of the c-command condition
in (7il1). This is included pri~arily to derive the contrast between (2)
and (5) -- the that-trace effect. But the inclusion of the c-command
requirement raises problems in other domains, as Chomsky observes. Speci-
fical1y, BelJ.etti and Rizzi (1980) provide evidence from the Italian
ne-cliticization construction tilat the verbal complex in Vdoes not c-command
th.e pcs tverbal subj ec t position adj oined to VP, even though it does c-commanc!
- 4the constituents of V. But Rizzi (1980) argues that the verbal complex
must (properly) go\?ern a position without c-c.ol!1IIla11ding it, in apparen.t
contradiction of (7111).5
In fact:, it also requires a complication in the defini tjvon of c-comman~
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ia order to allow the head to c-command all categories dominated by its
projections; Chomsky proposes the following formulation:
I
I
(9) (X
(1)
(ii)
c-comma~ds B if and only if
a does not contain B, and
Suppose ~hat Y1 , ••. Yn is the maximal sequence such that
(G) y :a a.
n
(b) y :z a,.1
i
(c) Yi immediately dominates Yi +1
Then if <5 dominates a, then either (I) <5 dominates t3, or
(II) 0 = Yi and Y1 dominates 8.
The effect of this formulation is tc allow for two distinct cases of c-cornmandj
(I) ~llows a constituent to c-command any constituent that is dominated by
the node immediately dominating it; (II) allows a head to c-command all
constituents dominated by any )f its projections. The first case is suffi-
cient to cover virtually all instances of c-command required by the Binding
Theory, the theory of Control, ani the theory of chains; (II) is ~equired
so that the c-command requirement in (7iii) can be satisfied in the case of
government by a lexical head. Thus the decision to derive the thar-trace
effect by means of a c-command requirement not only complicates the defini-
tion of government; it also forces a complica~ion in the definition of
c~command so as to allow for proper government of the postverbal VP-
adjoined s~bject position despite the evidence from ne-cliticization
suggesting that c-command is act\~lly blocked in this case.
All of the complications in the definitio~s of government and c-command
arise from the need to define the structural relat1or~ holding between COMP
and subject position in (5) as one of proper government -- while still
excluding the structure in (8). This suggests that it may be worthwhile
rethinking t~e way in which the ECP is satisfied in the case of extraction
fron subject position; we shall see that a possible solution lies in a
II
I
I
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re-evaluation of the status of the COMP position itself.
1.3 As a point of departure, suppose that we return to a simpl -
formulation of c-command, which seems to be sufficient as long as c-command
is not considered a precondition for government. Specifically, suppose that
6
we adopt the definition in (10), repeated from Chapter 3:
(10) C-command
In the configuration [ •.• 8 .•. a ... a ... l, a c-commands a, where
(i) a and B are maximal projections, and
(i1) for some constituent y, if Y dominates a, then y dominates 8.
Effectively, this definition is equivalent to case I in (9). The inclusion
of (101) conceptually motivated to eliminate an overlap between government
and c-command in the case of a head and its complements; but the Italian
ne-cliticization facts suggest that (lOi) may be too strong, perhaps
implying that (10) should be further simplified, so as to include just
Condi~ion (ii).
Suppose that one of these formulations of (10) is essentially
correct. The Italian ne-cliticization facts then follow straightforwardly;
the verbal complex can only c-command the subcategorized constituents in V,
and ne-cliticization from the VP-adjoined pOGition is blocked, as in
Be11etti and Rizzi (1980). But this implies that c-command cannot be 1
precondition for government, given the conclusions of Rizzi (1980) with
respect to the possibility of extraction from the VP-adjoined position
in Italian, so some other factor must be involved in the that-trace violations
in (2).
The ungrammaticality of the subject extraction cases in (2) follows
straightforwardly if we also return to a simpler definition of government,
such as that of (11), again repeated from Chapter 3:
r---
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(11) Government
In the configuration [ y ••• a ... a. ••• a ... ], a. governs a. where
o i(i) n a X , and y- X (i.e. y is an X-bar projection of a ), and
(1i) for each maximal projection 0, 0 ~ an, if C dominates S,
then 0 also dominates Ct •
As noted previously, this is essentially the definition proposed by Aoun
and Sportiche (forthcoming), except for the formulation of (llii), which
permits government of the VP-adjoined position by V. This definition
essentially allows only the head position of a categorial phrase to count
as a governor. Then (2) 1s ruled out, without having to assume that c-command
is a precondition for government, since the only head position governing
the subject position is that occupied by AGR. .
But this brings us back to the grammatical status of (5); if
government is restricted so as to allow only for government from the head
position of a phrase, then it is reasonable to ask why (5) does not involve
an ECP violation as well. The solution lies in taking COMP to be the head
position of S. Suppose that at D-structure, the complementizer position may
be either lexically filled as in (12a) or left empty as in (12b):
(12) a. [g [that] [5 NP - INFL - VP ] j
----------------------------b-.-----[-S--£-e-J-----[-S-NP~INFL--~---VP---]---_l---------------------------------------
It'has been proposed (e.g. by Chomsky 1980) that WH-movement takes a WH-
phrase to a position in COMP to the left of the complementizer in all cases.
Suppose, however, ·that when the complementizer position is left empty at
D-structure, the WH-phrase is free to s~bstitute for this position. In this
context, the WH-phrase would appear in the head position of COMP -- hence
of S, if S 1s_ a projection of COMP -- and would be eligible to govern the
subject position across S:
--I
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13) a. I wonder IS [who]i [5 [eli read Roger's book] ]
b. [Who]i do you think [S [eli [S [eli read Roger's book] ] 1
In (l3a), the lexical WH-phrase appears in the head position in COMP,
governing the trace in subject position; in (13b) , successive-cyclic appli-
cation of WH-~vement has left a trace in this position, which governs in
a similar fashion. We thun have at least two cases of government across S:
government by the verbal head of VP in the case of S-deletion, and government
from the head position in COMP, either by a complementizer such as for, or
7by a WH-phrase.
At this point, another problem arises. If COMP is permitted to
govern the subject position of S, then we might expect the complementizer
that to govern the trace in subject position in (2), satisfying the ECP.
(Recall that any governor other than AGR counts as a proper governor,
according to (3).) But the complementizer position only counts as a proper
governor fox the purposes of satisfying the ECP if it is co-indexed with the
empty category in the subject position that it governs. This is also true
for the infinitival complementizer for, as noted by Chomsky (1981):
(14) a. I would hate [8 for [s Ben to kill the plants ] ]
b. *[Who(m)]i would you hate [5 [eli for [ [eli to kill the plants] ] ?
The presence of trace in COMP does not prevent the complementizer for
from governing the embedded subject position -- despite the lack of c--command
-- as shown by the case of extraction from object position in (15):
(15) [What]i would you hate [ [eli for [ Ben to kill [eli ] ]
In (15), for must govern the infinitival subject position in order for
Case assignment to proceed; nevertheless this is not ~ufficient to satisfy
the ECP in (14b) , which is parallel in status to the sentences in (2).
Suppose, then, that we revise the definition of proper government
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(16) Proper Government
a properly governs B if and only if
(1) a governs a, and
(li) a 1s lexical, and
(iii) CL j,8 co-indexed with B •
The inclusion of condition (ii1) derives the desired distinction between the
structure where WH or its trace properly governs a coindexed subject position
and the structure where a lexical complementizer (such as that) governs the
subject. 8 (Although there is a co-indexed trace in COMP in (8), it is not
in the head position, and so is unable to satisfy (IIi).) In some cases t
it 1s possible for a special rule to apply so as to co-index the lexical
complementizer with the WH-trace in COMP. Pesetsky (to appear) interprets
the French que/qui rule 1n these terms, and proposes a similar story for
that-relatives in English; see also Kayne (1980) for related discussion.
1.4 Once again, problems arise with respect to government in VP by a
lexical verb. Just as the c-command requirement in (7) raised difficulties
for postverbal subject const~uctions, so the co-indexing requirement appears
to be problematic for all cases of government by V. Specifically, (16iii)
implies that a verb is co-indexed with the categories that it properly
governs. At first glance, this appears to be an unwarranted assumption.
Of course we could stipulate that a lexical head is co-indexed with any
category dominated by one of its projections, but this would be no more
than an artifice, designed solely to make government in VP technically
equivalent to government from COMP. It is therefore worth considering
whether there might be a more interesting explanation for the apparent
equivalence in terms of proper government.
Recall that verbs assign a-roles to their subcategorized complements
in V. It was suggested earlier that che verb has an internal unordered
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representation of its argument structures which I called the thematic grid.
The a-grid is composed of a set of unordered "slots", each of wltich has a
cluster of properties associated with it: strict subcategorization features,
selectional features, and 9-role(s). In the preceding discussion, I assumed,
essentially following Chomsky (to appear), that the actual complement
structure was in some sense a "projection" of the internal structure of the
a-grid. In Chapter 5, I ~~oposed that the 9-criterion actually requires a'
one-to-one matching between A-positions and slots .in the a-grids, rather
than between A-positions and 9-roles per see In the context of that dis-
cussion, I assumed that the "matching" between e-grid slots and A-positions
was achieved by means of 9-role assignment, but so far I have been inexplicit
about the formal mechanism by which 9role assignment pr~ceeds.
The formulation of Proper Government in (16) provides an essential
clue in this do~in. Specifically, we can assume that 9-role assignment
simply consists of entering (i.e. copying) the referential index of an A-
position into the appropriate slot in the 9-grid. 9 In other words, rather
than saying that a verb "assigns" a a-role to its object in the same way that
it .assigns Case to the object, we can invert the logic and say that the
subcategorized object "assigns" its referential index to a slot in tIle thema.-
tic grid within the verbal matrix. This is an intuitively appealing con-
ception of 9-role assignment, since it does not require 9-roles to be
artificially represented as distinctive features that are added to the
matrix of an argument. The e·-roles never "leave" the verb's internal
r~presentation of its argument structure; rather, 9-role a.ssignment is
simply the identification of the verb's arguments by means of entering
their referential il'ldices into the thematic grid.
The major consequence of this with respect to extraction is that
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9-role assignment counts as another method of deriving a configuration in
which a head position is coindexed with the A-positions that it governs.
Just as WH-movement creates a structure in which the head position of S
is co-indexed with the subject position in (6), so 9-role assignment creates
a structure in which the verb is co-indexed with any complement to which
it assigns a 9-role:
(17) [Which book]i did you say that Ben [V [V read ] [eli ]
[OBJ-9]1
Because the thematic grid of the verb has no phrasal structure, the indices
that are associated with specific slots in the grid count as indices of
the verb itself for the purposes of satisfying (16ii!).
One interesting consequence of this formulation of proper government
is that it provides a possible explanation for Kayne's (1981) observation
that prepositions behave as if they were not proper governors. This
accounts for the fact that preposition stranding is impossible in most
languages; it is possible in English only when a rule of Reanalysis has
10
applied to incorporate the preposition into a complex verb. In Chapter 3,
I appealed at various points to the notion chat 8-roles are not actually
assigned to PPs; rather, PP 9-roles are derived compositionally and assigned
to the object of the preposition at the level of Logical Form. Suppose that
this is correct; it would then follow that prepositions could never be
proper governors, because they have no internal thematic grid that would
enable them to be co-indexed with their objects. We will return to this
issue in Chapter 7.
1.5 The theory of proper government and 9-role assignment developed here
provides a very simple and straightforward characterization of the domains
of c-command, government, and proper govern.ment. The head position of a
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!
phrase ~overns all constituents dominated by any of its projections. This
i
special !property of government -- the ability to "project" through the
i
X-bar s~stem -- distinguishes it from c-command. which is sensitive only
i
I
to consf.ituent structure, and ignores categorial and hierarchical labels.
i
The strkctures of Case assignment and proper government are both proper
{
sUbsetsj of the structures of government. Case assignment 1s dependent
upon ~~ categorial status of the governing head; proper government is
l
depend1nt upon co-indexing between the head and the constituents that
it gOVlrns.
I
IThere are various ways in which a head position can be co-indexed
with af position that it governs. We have considered three thus far:
co-in4exing by virtue of 9-role assignment, co-indexing by virtue of WH-
j
movemrnt through an empty head position in COMP, and co-indexing by means of
a spe~ial rule of the type discussed by Pesetsky (to appear). In addition,
are other means of deriving structures of co-indexing relevant to
r government. Borer (1981) discusses a construction in Model.ll Hebrew
whe e a possessor NP in a noun phrase may optionally co-occur with a
Ico~ndexed clitic attached to the head noun:
(lk) a. [NP beit ha-mora ]r house the-teacher
I
'the teacher's house'
b. [NP [N beit - 0i] $el [ha-moral i ]house-her of the-teacner
'the teacher's house'
Normally, extlaction of a possessive specifier is impossible -- as we would
expect, since the head noun presumably does not assign a a-role to the
11
specifier. However, Borer observes that the co-indexed clitic is suffi-
cient to allow proper government of the possessor NP in the structure in
(18b) , thereby permitting extraction:
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(19) a. * [mil ~e-ra'iti 'et beit [elii
who that-saw-I Ace house
'Whose did I see __ house? I
b • [mili se-ra'iti 'et beit-o i [eli
who that-saw-I ACC house-his
'Whose house did I see?'
Since the clitic is part of the nominal complex,the trace in (19b) is
co-lndexed with the head position in N, thus satisfying the ECP.
Apart from special circumstances of this type, however, most of the
CaSE!S of proper government by a lexical head involve co-indexi~g by means of
12
e-r()le assignment. In this regard, an interesting issue arises with
respect to postposed subject arguments adjoined to VP. These fall
witib.in the domain of government of the verb, by virtue of the definition
of government in (11), but the special status of the "external" e-role that
is assigned to the subject appears to have an effect on proper government.
S~ecifically, there is considerable evidence suggesting that a postposed
subject argument is not properly governed by the verbal head of the VP
to which it adjoins -- at least in English. 13 This makes sense, if the
subject 9-role is not represented in the thematic grid of the verb, but
rather is derived compositionally from the VP as a whole. On the other hand,
Rizzi (198U) argues convincingly that the postverbal subject position is
properly governed in Italian. We might reasonably attribute this difference
to the fact that the Agreement element is part of the verbal matrix in
Italian at the level of Logical Form, where the ECP applies. Co-indexing
by Agreement would then count as still another means of deriving a struc-
ture of proper government. This ra1ses a number of complex issues with
14
respect co the pro-drop parameter which I will not attempt to resolve here.
1.6 A possible problem for this account of proper government concerns
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the possibility of extracting PP epecifiers t which are ~-10t assigned any
9-role by the govenling verb. It is well-known that (long) extraction of
PP specifiers is perfectly grammatical:
(20) a. Denny thinks [ that Eric cooked dinner [in the kitchen] ]
b. Nick told me [ that Ben played football [after dinner] ]
(21) a. [In which kitchen] does Denny think [that Eric cooked dinner --]?
b. [At what time] did Nick tell you [that Ben played football--]?
The grammaticality of (21) shows that tIle ECP is [tot violated in this con-
struction, despite the fact that the verb in the embedded clause assigns
no 9-role to the adverbial PP specifier. There are several ways of
interpreting this fact. Jaeggli (1980) suggests that the ECP applies only
to NPs, and that PP-trace is immune to its effects. It is possible that
this is correct; however, this seems somewhat dissatisfying, especially
if PP-trace is subject to the Binding Theory, as observed in Chapter 4.
Safir (1981) suggests that the ECP only applies to elements in chains that
are co-indexed with the a-position, thus accounting for the immunity of the
adverbial trace in (21) from the effects of the ECP. Still another possible
account of the grammatica1ity of (21) is d~e to Ji~ Huang (personal communi-
cation). Huang suggests that the grammatical extraction structures in (21)
may not actually be derived f~om the sentences in (20), where the PP appears
in postverbal position. Rather, he suggests that the adverbial PP specifier
may originate in the COMP position, in which case the only PP trace in
(21) would appear in COMP, thu~ making government by the verb of the em-
15bedded clause unnecessary. This is perfectly compatible with the inter-
pretation that these structures receive, provided that we accept that the
COMP position counts as a possible specifier position for S, which seems
reasonable.
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Although all of these proposals are competible with the theory of
proper gpvernment developed here, there is some evidence suggesting that
an approach along the lines suggested by Huang is correct. The relevant
evidence concerns the PP-preposing construction discussed in Chapter 4:
(22) a. [In this bedroom]! [s [eli slept [eli George Washington]
b. [Out of the house]i [S [eli marched [eli my friend Geoff]
Recall that the ECP forces the assumption that the PP has moved through the
empty subject position prior to moving to the Topic position; this is con-
firmed by the that-trace effects observed by Bresnan (1977), and by the fact
that the postverbal trace is subject to Condition (a) of the Binding Theory
(i.e. the condition on anaphors). Since the subject position is not one in
which adverbial specifiers may appear at D-structure, there must be a PP
trace within VP in this construction -- unlike the extraction structures
in (22). Since the verbs in (22) assign the a-role of Location or Direction
to these PP complements, the index of the PP-trace appears in the thematic
grid of the verb, and proper government obtains. But consider the struc-
tures in (23):
(23) a. 1*[ln this dining room]i [S [eli ate [eli George Washington]
b. ?*[Out in the garden]i [S [eli relaxed [eli my friend Geoff]
These sentences differ from their counterparts in (22) by virtue of the
fact that the intransitive verbs in (23) assign no 9-ro1e to a PP complement.
Quite generally, PP-preposing is limited to verbs of motion or location;
this follows immediately from the ECP, if the verb can only properly
govern a PP trace with which it is co-indexed by virtue of 9-role assignment.
1~7 The preceding discussion has concentrated on showing that a co-indexing
requirement can reasonably be supposed co hold for all structures of proper
government, thus unifying the two core cases of proper government in terms
•
of a single formal property.
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However. the primary concern of this chapter
•
•
I
I
I
I
I
is to study the structural status of S with respect to the X-bar system,
and to develop a deeper understanding of S complement structures with respect
to Case and 9-role assignment. In Section 2, I will provide further evidence
for the status of COMP as the head of S, leading to a clarification of the
formulation of the Case Resistance Principle. In subsequent sections we
will turn our attention to the status of empty categories in COMP with res-
pect to the ECP; in particular, we shall see that ECP effects in COMP serve
as a diagnostic for the status of S complements with respect to 9-role
assignment. This has a number of interesting consequences for a number of
clausal complementation structures.
2. COMP as the Head of S
2.1 In the previous section, I suggested that the c-command requirement
could be removed from the definition of government -- hence, of proper
government as well -- if it were assumed that the position of the complemen-
tizer in COMP is the head position of S. A lexical complementizer governs
the subject position across the S boundary, taus allowicg for Case assign-
ment to the subject position of an infinitival clause by the [-N] complemen-
16
tizer for. But proper government requires co-indexing with-the governing
head position, and this is only possible for COMP when a WH-trace in subject
position is co-indexed with the head position in COMP, either by virtue of
WH-movement passing through this position or by virtue of a special co-indexing
rule such as the que/qui rule in French. When the head position in COMP
is filled by a complementizer that is not co-indexed with the subject posi-
tion, proper government is blocked. Obviously, the crucial assumption
underlying this account is that the position of the complementizer 1s the
head position of S; in this section, I provide further evidence in support
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of thiso
Let us first consider properties of strict subcategorization. It
has long been recognized that verbs which subcategorize for clausal co~
plements differ according to the types of clauses that they allow. Thus
some verbs take only tensed clause complements, while others allow both
tensed clauses and infinitives; some verbs allow either declarative or
interrogative complements, while others allow just one or the other. Finally,
there are various special cases, such as the limited class of verbs which
Lequire ~ubjunctive complements in some dialects. The distinctions among
the various types of complements is almost invariably reflected in the choice
£ h 1 i 17o t e compiement zer. Thus finite (tensed) clauses appear with the COU~M
plementizer that O~ tel ; infinitives appear with the complementizer for or
with no complementizer; interrogative complements appear with a WH-complemen-
tizer (e.g. whether) or with a WH-phrase. The distinction between tensed
and infinitival clauses is also reflected in the INFL position; in addition,
there are the obvious differen,ces of meaning among the various complemerLt
types"
Bresnan (1972) proposed to accoa~t fur lexical differences with respect
to complement selection in terms of subcategorization for specific complemen-
tizers. Specifically, a verb might subcategorize for a tildt complementizer,
or for for, or for WH. The other properties of the complement clause were
supposed to be determined from this basic choice. If this approach is cor-
rect, then it constitutes evidence in favor of the status of COMP as the head
of S, since it is generally accepted that the locality of strict subcate--
gorization allows for selection for properties of a complement phrase or of
its head, but not of other subconstituents.18
Grimshaw (1977, 1979) has argued th.at many of the facts of complement
II
I
I;
~I,
~~
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selection traditionally attributed to the choice of the complementizer
should actually be captured in terms of selection for the logical function
of the complement, entirely independent of strict subcategorization per see
In particular} she argues that tte distinct environments for interrogative,
exclamative, and declarati.vE~ complements is reflected independently in
"concealed" clauses appearing in NP and "null" ccmplement structures, where
no complementizer is present, suggesting that the distribution of [+WH]
complementizers is not deternrl.ned by subcategorization. If this is correct,
then the selection of ccmplementizers would simply be irrelevant to the
issue of whether COMP is the head of S.
The general line of Grimshaw's argument is quite plausible, although
it is not obvious that all of the cases of "concealed questions" that she
discusses need necessarily be treated as instances of specific selection
for the logical categories of QUESTION or EXCLA}~TION per se, as opposed
to selection for a general category of PROPOSITION. 19 If specific logical
selection for subcategories of propositions is not required, then the argument
against complementizer selection is less persuasive.
Quite apart from the issue of subcategorization for [+WH] complemen-
tizers: it is difficult to see how all instances of complementizer selection
can be treated in terms of selection for semantic classes along the lines
suggested rj Grimshaw. In particular, it is not obvious that the distinctions
among verbs in terms of infinitival vs. tensed clause complements are amena-
ble to this kind of treatment, since the requisite semantic differences
between the two complement types are unavailable in many instances:
(24) a. I want very much [for John to come home]
b. I would hate [for Valerie to leave]
c. Roger announced [that Louise was his friend]
d. Eric informed us [that his brother was a doctor]
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(25) a. *1 want very much [that John will come home]
b. *1 would hate [that Valerie might leave]
c. *Roger announced [(for) (:jouise) to be his friend]
d, *Eric informed us [(for) (hi~ brother) to be a doctor]
These verbs contrast with others where both tensed clauses and infinitives
are possible, with no obvious difference irl meaning:
(26) a. John is hoping [that he ltlilJ. be able to visit us]
b. Nick showed [that the solution was very simple]
(27) a. Johni is hoping [PROi to be able to visit us]
b. Nick showed [the solution to be very simple]
Although it seems that infin,itival complements are sometimes excluded on
semantic grounds (e •.g. in the case of the "factive ll "lerbs discussed by
Ki1?arsky and Kiparsky 1968), such an explarlation is not available to dis-
tinguish the verbs on (25) from those of (26-27), suggesting that sub-
categorization is probably involved. 20
2.2 There is evidence from Case assignment which 2,1so suggests that COltiP
is the heaG of S; this is rather more straightforward than the facts asso-
ciared with subcategorization. Recall tha.t the Case Resistance Principle
Qrevents S from being assigned Case. When S functions as an argument, it
must move to a non-A-~osition, and bind its trace in the Case-mark~d A-
position as a variable. This acccunts for the fact that S may never
appear in the true subject poaitivn of a clause at S-structure; similarly,
a tensed clause object must move out of the true object position adjacent
to the verb prior to the a~signment of Case at S-structure. In additior:. ~
it seems that the CRP provides an explanation for the fact that prepositions
may not take S complements: the preposition must assign Case to its [iiI]
com~lement, and the strategy of moving to a non-A-position appears to be
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unavailable for the object of a preposition. (I will discuss the reasons
21for this in some detail in Chapter 7. )
-In Chapter 3, I observed that the status of S-trace raises an inter-
esting issue with respect to the exact status of the CRP. Specifically, it
is not obvious why the CRP does not rule out Case assignment to the trace
of S in the same way 'that it rules out Case assignment to S itself. I
mentioned two possible explanations for this. First, we might assume that
the trace of Move a is not specified for categorial features, in which case
the [+Tense] feature would not be present to block Case assignment to the
trace of an S complement at S-structure. (Of course ~he [+Tense] feature
would be pr~sent at D-structure to satisfy strict subcategorization require-
ments.) The slecond possible approach would be to assume that the CRP does
not apply co the S complement as a whole, but rather to its head, analogous
to the original formulation of the Case Filter in Chomsky (1980). According
to this account, the CRP would not rule out Case assignment to S-trace, even
if it is categorially specified as [+Tense] , since the trace does not contain
an internal lexicel head. 22 As it turns out, there is evidence from embedded
interrogative constructions favoring t.he second of these alternatives, simul-
taneously supporting the view that COMP is the head of S.
Although tensed clauses may not normally appear in a position of .
Case assignment at S-structure, this is simply not true for interrogative
clauses which contain a WH-phrase in COMP: 23
(28) a. [Although [what you did to her] shocked me], ...
b. We were talking [about [who we should help] ]
c. I consider [ [who you decide to work with] to be unimportant]
d. Jolm explained [why the sky is blue) to his chi.ldren
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(29) a. *[Although [(that) you abandoned her] shocked me], ...
be *We were talking [about [(that) we should help them] ]
c. *I consider [ [that yuu work with Roger] to be unimportant]
d. *John explained [ [that the sky is blue] to his children]
In this respect, the embedded interrogatives behave as though they were NPs.
But this does not imply that they have the categorial status of NP; in
fact, these clauses appear with 'Terbs that subcategorize for S complements
and do not allow uconcealed question" NPs of the type discussed by Grimshaw:
(30) a. I wonder [who Francine plans to visit]
b. We inquired [what time it was]
(31) a. *1 wonder [the person she plans to visit]
b. *We inquired [the time]
The contrast between (28) and (29) shows that the CRP is sensitive to the
categorial status of the element present in COMP. This makes sense if
(i) the CRP actually applies to the lexical head of a phrase~ rather than
to the phrase as a whole, and (i1) COMP is the head of S. Suppose that the
tensed clause complementizers that and (e] have the categorial status of
S, and in particular bear the feature [+Tense]. Then the CRP prevents the
assignment of Case to a clause headed by either of these complementizers.
Similar remarks obtain for the infinitival complementizer fox, by virtue of
its [-N] feature. But in the interrogative clauses in (28), WH-movement
has placed an ~~ in the head position of S. NP does not bear either of the
Case-assigning features, so the Case assigned to S can '''percolate ll to the
24head of the clause without violating the CRP.
This special strategy of assigning Case to S is only possible when
the COMP position contains a phrase that is eligible to bear Case in confor-
mance with the CRP, 'and is not a general property of all interrogative
clauses. Specifically, in Pied Piping constructions where a PP appears
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in COMP, Case assignment to S is blocked, since the Case cannot percolate
to the PP in COMP without violating the CRP:'
(32) a. *[Although [in which city you live] surprised me], ...
b • *We were talking [about [with whome we would go camping]'
c. *I consider [ [with whom you work] to be unimportant]
d. *John explained [in which countries he .had fought] to his children
Thus the refined version of the CRP explains in rather simple terms the
precise range of deviations displayed by embedded interrogatives with res-
pect to the normal positions of S arguments -- provided we accept that the
Case assigned to S percolates to the head position in COMP. These facts
cannot be simply attributed to S-deletion~ since this rule is blocked when
25COMP is lexically filled.
2.3 Embedded interrogative S complements are not the only examples of Case
assignment into COMP. Kayne (1980) points out that extraction from the
subject position of a clause is only possible if the clause appears in a
position of Case assignment:
(33) a. * The only person who it's not essential [ -- talk to her] is Bill
b. * Who is it likely [ -- will forget the beerl ?
c. ??Who does it appear [ -- likes Bill] ?
Extraction from these cla~s~s_no-t-_generally_ill~fo-rmed,-11owever,----as--- _
Kayne notes:
(34) a. The only person who it's not essential [she t~lk to --] is Bill
b. What is it likely [Max will forget to bring --] ?
c. Who does it appear [tlill likes --] ?
MOreover, when a tensed clause appears as a complement of a verb which can
assign Case, extraction from subject position is fine, as in (5) above.
Borer (to appear) proposes that trace in COMP may only count as a
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proper gov~rnor if it bears Case; then the contrast between (33) and (5)
,
would reduce to an ECP violation in the case of extraction from subject
position ~hen the trace in COMP bears no Case. We might interpret this in
the following terms. Condition (ii) in (16) requires that the governing
head position have lexical content in order for proper government to hold.
Suppose now that trace has no lexical content unless it bears Case, as
proposed by Jaeggli (1980b). It then follows that Case must be assigned
to WH-trace in COMP if it is to serve as a proper governor for the subject
26position.
One might be tempted to discount the claim that Case-marking into CO}W
is crucial in ruling out the examples in (33), perhaps be appealing to some
other property of the adjectives and Raising verbs. 27 But there is further
evidence which tends to support Kayne's hypothesis that Case assignment into
COMP is the crucial factor in these examples. Recall that Case assignment
observes a strict adjacency condition; this means that if some other phrase
intervenes between the complement clause and the governing verb, Case
assignment into COMP should be blocked. This in turn predicts that subject
extraction should be impossible if the clause is not ad.iace~t to the gover-
ning verb -- even if the verb is one of the '~ridge" verbs that normally
allows extraction from subject position. This prediction appears to be
borne out:
(35) a. Who did John say [ -- would help his mother] ?
b. Which solution did Carol prove [ -- was correct] ?
(36) a. ?*Who did John say [to his mother] [ -- would help her] ?
b. ?*Which solution did Carol prove [beyond a doubt] [-- was correct] ?
Although the judgments are not as crystal-clear as one might like, they do
strongly favor extraction from a position adjacent to the verb, as Kayne's
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account of subject extraction would predict.
3 • COMP and the ECP
3.1 As Kayne (1981) observes, interesting questions arise with respect to
the status of empty categories in COMP vis a vis the ECP. Consider first
the status of the empty element that may appear at S-structure in the comple-
mentizer position of a tensed clause. Perhaps, as suggested by Den Besten
(1978), this represents the trace of the tense features which appear in
COMP at D-structure. Alternatively, this may be an empty position at
D-structure 'and S-structure, reserved for the Tense operator at the level
of Logical Form, as I proposed in Chapter 1. In either case, the distribution
of this
Kayne:
(37) a.
b.
c.
(38) a.
b.
(39) a.
b.
empty complementizer strongly suggests an ECP account, as noted by
Ben knew [5 [el [the teacher was lying] ]
Louise announced [S[e] [she was angry at me] ]
It appears [8 [e] [we will have to do this alone]
[5 That the teacher was lying] was hardly obvious.
[5 That Louise was angry at me] came as no surprise
*[8 [e] [The teacher was lying] ] was hardly obvious
*[8 [e] [Louise was angry at me] ] came as no surprise
The distribution of tae empty complementizer shows the subject/object
asymmetry characteristic of the ECP; only when the clause appears in object
position can its COMP be properly governed. This makes perfect sense if
COMP is the head of S; wherever S is governed, its head position is too.
The ill-formedness of (39) suggests that the ECP applies to the head posi··
tion of an argument, even if the phrase as a whole contains lexical material
that is not in the head position; this supports the conclusion of Belletti
and Rizzi (1980) that the ECP applies to the head position in NP. 28
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The ECP effect evident in (39) is not limited to subject S; the
same facts hold for object S complements that appear in Topic position at
S-structure:
(40) a. *[ [el [The teacher was lying] ]i Ben already knew [eli
b. *[ [e] [She was angry at me] ]1 LCllise forgot to mention [eli
(41) a. That the teacher was lying, Ben already knew
b. That she was angry at n:e, Louise forgot to mention
Nor is the ECP effect limited to S-initial position, as one might expect if
these facts were due to some sort of processing problem. Observe:
(42) a. *It i surprises me [ [el [you have heard about Roger] ].L
b. *It i came as a relief [ eel [my mother was safe] ]i
(43) a. It surprises me that you have heard about Roger
b. It came as a relief tllat my mother was safe
Recall that the postv~rbal subject adjoined to VP is not properly governed
in English, presumably because of the special status of t.he subject with
respect to a-role asslgnment. 29 Since the index of the postposed subject
in (42) does not appear in the thematic grid of the gcverning verb, proper
government does not hold t and the ECP is violated with respect to the head
position of the clause in COMP. This is responsible for the distinction
between these postverbal clauses and their subcategorized counterparts
in (37).
The status of tensed clause complements to derived nominals provides
further support for this account. Recall from Chapter 3 that derived nominals
do not actually assign a B-role to their tensed clause complements; instead,
they are in appositi.on with tllem. This means that neither S nor its head is
co-indexed wit~l the governing derived nominal head; therefore proper govern-
ment does not hold, and the ECP rules out the possibility of an empty head
position in COMP:
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(44) a. *1 distrust [the claim [g [e] [Bill had left the party] ]
b. *[John's belief [g [e] [he would win the race]]] was misguided
(45) a. I distrust the clai~ that Bill had left the party
b. John's belief that he would win the race was misguided
Thus the lack of a "that-Deletion" structt.lre within derived nominals
follows without any additional assumptions. 30
3.2 The story with tIle complements to the "non-bridge verbs 1.s somewhat
more complex. As observed by Erteschik (1973), the that cc,mplementizer is
obligatory wittl the "manner-af-speaking" verbs studies by Zwicky (1971):
(46) a. *Bill muttered [ [e] [Denny was playing too much poker]
b. *Ben sighed [ [el [he was sick of not getting fed] ]
c. *Francine whis~ered [ [el [we should turn down the stereo] ]
(47) a. B:f.ll muttered. th.at Denny was playing too much poker
b. Ben sighed that he das sick of not getting fed
c. Francine whispered that we should turn down the stereo
As Kayne (1981) observes, this again sugg~sts an ECP account. In terms of
the theory of proper governm0~lt developed here, however, ~hese structures
appear to pose a prob1e&. The tensed clause complements in (46) appear in
VP; ce~tatnly there is no obvinus evidence presented to the child to suggest
~~herwise~ Mor~over, in the theory developed in this chapter, the COMP
position is the head of s. F~om this i~ follows that if S is properly
govern~.i, then its COMP is govern~d automatically, without any need for
a special rule suc~ as S-deletion to apply. Hence the ungrammaticality of
(46) implies that S is not properly governed in these structures. But
according to the theory of 9-role assignment developed in Section 1.4,
a verb is co-indexed with any complement to which' it assigns a 9-role.
Thus if the manner~of-speakingverbs in (47) assign a Q-role to their
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clausal complements, proper government should hold, since all of the condi-
tiona in (16) are batisfied. Therefore either one of our assumptions is
incorrect, ~r else the verbs in (47) do not actually assign a-roles to their
complem~nts. Surprising as this may sound, it seems that the latter conclu-
sian is correct.
It has often been observed that the clausal complements to the manner-
31
of-speaking verbs do not undergo syntactic movement rules. Specifically,
WH-movement and NP-movement in passive structures are both ruled out:
(48) a. *[That Denny was playing too muc~ poker}, which Bill muttered , ...
b. *[That he was sick of not getting fed], I think that Ben sighed --
(49) a. *[That Denny was playing too much poker] was muttered -- by Bill
b. *[That we should turn down the stereo] was whispered -- by Francine
There are two possible explanation& for this, either of which implies that
the verbs in these structures do not directly assign a e-role to their
clausal "complements". First, an obvious possibility is tllat the verbs de
not properly govern the trace of S in these constructions. The ill-formed-
ness of (48, 49) then simply reflects the same phenomenon as (46). In our
terms, the failure of proper government must mean that the indices of the
complements do not appear in the a-grids of the governing verbs.
An alternative account of (48, 49) leads to the same conclusion.
Recall from our discussion of infinitival complements in Chapter 3 that
Topicalization of a clausal complement is only possible if the verb assigns
Case to the position occupied by clause at.D-structure. (This follows from
the fact that the variable bound by the Topic must bear Case in order for
a-role assignment to be possible.) Similar remarks obtain with respect to
Passivization: since passive morphology absorbs Case features, a passive
participle can only appear in a complement structure if the corresponding
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verb assigns Case to a complement in the same structure. If the manner-of-
speaking verbs do not assign Case to their clausal complements, then the
failure of Passivization and Topicalization in (48, 49) is directly parallel
to that observed in infinitival complement structures. There is one crucial
difference betweerJ. the two complement types, however: infinitival clauses
intrinsically satisfy the "visibility" condition on G-role assignment,
making Case assignment by the governing verb unnecessary. But tensed clauses
are dependent upon case assignment in order for a-role assignment to proceed;
therefore if no Case is assigned by the governing verb to the trace of the
tensed clause compl~ment in (47), we must conclude that the manner-of-
speaking verbs do not assign a-roles to their clausal complements.
In fact there is further evidence supporting the hypothesis that the
complement structures in (47) fall outside the realm of the core theory
of 9-role assignment. Recall from Chapter 3 that when a PP complement
follows the trace of an extraposed direct object argument, preposition
stranding via WH-movement or Topicalization is impossible. (This holds true
in Focus NP shift constructions as well as with extraposed tensed clause
complements. Significantly, however, when a tensed clause appears as the
complement of a manner-af-speaking verb, prepoQition stranding in VP is
32grammatical:
(50) a. Ben sighed to Mary that he was sick of not getting fed
b. Francine whispered to Nick that we should turn down the stereo
(51) a. I t was Mary that Ben sighed to -- that he was sick of not getting fed
b. Who did Francine whisper to that we should turn down the stereo?
This shows that the tensed clause complement in this structure does not
appear in a non-A-position, binding a trace to which Case must be assigned.
Hence these structures do not involve a-role assignment to A-chains.
4U1
The special statt~ of the manner-af-speaking verbs with respect to
e-role assignr~nt is also reflected in the rela~ed nominal constructions.
Recall that a derived nominal normally adopts the s~.me strict subcategoriza-
tion frame as the verb to which it is related. This is impossible in the
case of verbs which assign a 9-role to a tensed clause complement, however,
for reasons outlined in Chapter 3. The derived nominals based on these verbs
instead denote the direct object argument of the verb, and therefore stand
in apposition to their clausal "complements". If the clausal complements
of the manner-of-speaking verbs were really direct object arguments, then
we would expect this strategy to be available for these derived nominals, too.
In fact, however, this is not the case:
(52) a. *[Bill's shout that I should get out of the way] surprised me
b. *[Ben's sigh that he was sick of not getting fed] was touching
c. *[Francine's whisper that we should turn down the stereo] •..
(52) shows that the derived nominals whisper, sigh and shout, like the
other nominals based on the manner-af-speaking verbs, do not refer to the
clausal complements of their related verbs. They refer to the physical
noise produced by the act of speaking, rather than to the propositional
content of the message:
(53) a. Bill's shout was very loud
b. Ben's sigh was touching to hear
~. Francine's whisper was barely audible
The fact that the structure in (52) is unavailable supports the view that
the clausal "complements" to these verbs are not their true thematic
objects. The ungrammaticality of the empty complementizer position in
(46) thus turns out to be perfectly compatible with the theory of a-role
assignment and proper government developed above, despite superficial
appearances.
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Of course, the "superficial appearances" can't be ignored entirely.
In some sense, the clausal complement of a non-bridge verb is interpreted
as something ve~y close to a direct object. It is probably appropriate
to view these as clausal adjuncts that are linked by a special interpretive
rule to the object position in the verb's e-grid. As Kayne (1981) observes,
there are very natural paraphrases for these sente~:es which are suggestive
of this adjunct interpretation, for example: Bill muttered to the effect
that ... or Francine t..,hispered to the effect that ••• ; this is never possible
for true bridge verbs. I will not attempt to formalize the relevant inter-
pretive rule here.
It is perhaps worthwhile to step back for a moment from the maze of
grammaticality judgments associated with these verbs and consider their
special thematic properties from the perspective of the theory of acquisition.
Formally speaking, the syntactic configurations in (47) are indistinguishable
from those in which the bridge verbs appear. All of the evidence concerning
the special status of the nonbridge verbs that we have considered has been
negative evidence of the type that the child presumably does not have access
to. What, then constitutes the cue that informs the acquisition device
that these verbs are incapable of assigning a 9-role to their object comple-
ments? The fact that these verbs form a natural semantic class suggests
that the relevant evidence comes directly from their status as manner-of-
speaking verbs per see
Suppose that the theory of grammar provides a set of "core" gramma-
tical meanings that must be represented in the vocabulary of every language. 33
Among these core meanings is that of speech. Each langUage, however, will
show a rich diversity of special vocabulary elaborating in one way or
another upon the core vocabulary. Suppose now that the special meanings
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associa ted with the "sp~cialized" verbs are ,directly 1.'elated ta the thematic
roles that they assign. In the case pi the manner-of-speaking verbs, the
specialized meanings take the form of explicit speci.fications of the nature
of the thematic objects of thes~ verbs -- the physical properties of the
speech signal. This has the effect of "freezing" the thematic structure of
the verb so that the direct object argument must denote the speech signal
· If d d · i 34 ill1tse ,an cannot enate a prOpos1t on. S nee causes are a ways re-
pr2sented as proP9sitions at the level of Logical Form 9 the child is able to
deduce that a clausal complement of a manner-af-speaking verb cannot be the
true thematic object of the verb, by virtue of learning no more than the
basic meaning of the ve~b itself.
Of course this scenario applies just to the manner-af-speaking
verbs. In many cases; the special meaning of the verb of speech provides
clear evidence that the true thematic object of the verb is in fact proposi-
tional; persuade, inform, and advise are ~resumably examples of this type •
. Many of these verbs are also "non-bridge" verbs in terms of their formal
grammatical properties with respect to 9-role assignment and the ECP.
Obvious"ly, some other account must be provided for the chain of deduction
pursued by the language faculty in determiningthe properties of these verbs.
The crucial point, however, is that the term "non-bridge r, verb has tradition-
ally been used to refer to a group of verbs that do not constitute a true
natural class, and there is no reason to suppose that the child makes use
of the same pattern of evidence 1.n deducing the "non-bridgefl properties for
every case. This point will become clearer in Section 4, where we shall
see that an entirely different deductive strategy leads to the same formal
result.
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compl.ementizer:
tion of the sentence is conveyed by the material in the main clause. In
, l'
suggests that both phenomena are controlled by a functional prin-
Ben knew [ [e] [the teacher was lying] ]
[Who]i did Ben know [ [eli [ [P.]i was lying] ] ?
*Iti came as a relief [ [e] [my mother was safe] ]i
*[Who]. did itt come as a relief [ eel. [ eel. was safe] ]i ?
J J J
*Bill muttered [ [el [Denny was playing too mucll poker] 1
*[Who]i did Bill mutter [ [eli [ [eli was playing too much poker] ] ?
thus we might view the phenomenon of "that-deletion ll in terms of a dominant
makes sense, since the complement1zer need never appear in a main clause;
omitted if the complement is dominant. Intuitively, the latter observation
tion with the possibility of an empty complementizer 'in the complement clause
follows from the assumption that the lexical complementizer can only be
j.nformatio·n, then it is dominant and blocks extraction. The bridge ver~s
are those which are not semantically dominant, and therefore allow extraction
speaking verbs) are intrinsically dominant and block extractionQ The correla-
out of their complements; the non-bridge verbs (including the manner-of-
of a dominant clause;' for this reason, if the main clause contains too much
major assertion of the sentence; in such cases, the complement clause is
said to be dominant~ Erteschik suggests that extraction is only possible out
some cases, however, the material ill a complement clause constitutes the
to the discourse function that they serve. In most cases, the main asser-
basic idea runs as follows. Clausal complement structures differ according
ciple relating to assertive force, which she terms "dominance". The
(54) a.
b.
(55) a.
b.
(56) a.
b.
~rteschik
3.3 Erteschik (1973) observes that there is a strong correlation between
the possibility of WH-extraction from a clause and the possibility of a [~J
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subordinate clause "masquerading" as a main clause.
In the following discussion, we shall see that a large part of the
correlation observed by Erteschik actually follows from the ECP; in those
cases where the ECP is inapplicable, the correlation turns out not to hold.
Nevertheless, there are a few questionable cases for which we will be led to
invoke her notion of dominance so as to cl~ssify certain grammtical sentences
as functionally "strange".
Consider first the grammatical sentences in (54). In (54a), the
empty complementizer is properly governed by the matrix verb, since it is
the head position of the clause to which the verb assigns the direct object
9-role. In (54b), the trace in subject position is properly governed by
the trace in the head position in COMP. The trace in COMP is in turn pro-
perly governed by the matri~ verb, by virtue of appearing in the head posi-
tion of the clause.
At first glance, proper government of the trace in COMP appears to be
directly parallel to proper government of the empty complementizer in (54a).
There is an interesting difference, however. In order for the verb to
properly govern the trace, we must assume that it is the index of the WH-
trace that is entered in the object slot of the governing verb! In other
words, the WH-phrase in COMP supplies the index for the clausal complement
as a whole:
Clearly, this is a surprising consequence, but it turns out not to be pro-
blematic. At LF, the clausal c.omplement appears as a proposition. In
order for the traces which it contains to be properly governed, it must
appeal:' as a subcategori.zed complement in V. Therefore it can only appear
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with a verb that assigns a a-role to a propositional argument. Although
the clause shares its referential index with the WH-phrase, this causes
no ambiguity at LF: the verb interprets the r-index as the identifying index
of the clausal complement to which it assigns the a-role of propositional
object. Similarly, the WH-phrase in COMP "seeks out" the variable with
which it is co-indexed. Technically, the clau~e as a whole is bound by the
WH-phrase in the COMP of the main clause, but it cannot be construed as a
variable, by virtue of its clausal structureo Thus the "double binding"
is superfluous, but harmleEs.
Now consider the ungrammatical examples in (55) and (56). We have
already discussed the (a) sentences of each pair; these are ruled out
because the governing head does not assign a 9-role directly to the clause
of whith the empty COMP position is the head. MUch the same story applies
to the (b) sentences. In each case, the trace in the subject position of
the clause must be :Jroperly governed by the trace in the head position in
COMP. But the trace in COMP v~olates the ECP, since there is no external
governor with which it can be co-indexed.
So far, our formal account of these facts is empirically equivalent
to Erteschik's account stated in terms of semantic dominance. The stories
differ, however, in the case of extraction from the object position of a
complement clause:
(58) a. [Who]i does it surprise you [5 that [John likes [eli] ] 1
b. [What]! did it come as a relief [5 that [Bill bought [e] ] ] ?
(59) a. (What]i did John just whisper to you (5 that [he ate [eli ] ] ?
b. [Who]i did Bill mutter [5 that [he doesn't like [eli] ] ?
In terms of a theory which regulates the extraction possibilities in terms
of the semantic dominance of the complement clause, there is no reason to
expect a distinction between extraction from subject position and extraction
Ifrom object position.
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But this is just what we expect under an· ECP account.
The object traces in (58) and (59) are properly governed within V, so there
is no need for a trace to appear in COMP at LF, as far as the ECP is concerned.
On the other hand, the Subjacency condition on Move a does require
that the WH-phrase move successive-cyclically through the COMP position of
the complement clause: Why is the trace in COMP immune to ECP effects at
35 .
LF? We can account for this in the following terms. Suppose that all
rules mapping from S-structure to LF are optional, subject only to general
constraints such as the Projection Principle. In the case of extraction
from subject position, the ECP requires that WH-trace appear in COMP in
(54-56). Since this trace must appear at the level relevant to the ECP, it
will itself be subject to the principle. But in the object extraction cases,
nothing forces the trace left in COMP by successive-cyclic movement to be
mapped to LF. The trace does not appea~ in A-position, and is not selected
as a lexical property by the governing verb. Although it must appear in
the S-structure representation by virtue of the Subjacency condition on
Move a, it need not appear at LF; indeed, it must· not -- if the ECP is to
be satisfied.36
Note that the subject/bbject asymmetry breaks down in the case of
extraction from a subject clause:
(60) a. *[What]i did [8 (that) [John ate [eli] l annoy you 1
b. *[WhO]i did [8 (that) [ [eli ate the caviar] ] annoy you?
Although the subject extraction structure in (60) can be interpreted as an
ECP violation, this is not possible for the object extraction, in the theory
assumed here. Notice, however, that (60a) is ruled out on independent grounds:
the Case Resistance Principle requires that the clausal "subject" appear in
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Topic position, as we saw in Chapter 3. But extraction from Topic position·
is impossible; therefore (60a) represents either a CRP violation or an
illegitimate extraction, and there is no need to invoke the ECp. 37
Before concluding this discussion, it is perhaps worth commenting
briefly on the dual status of the COMP position. On one hand, this posi-
tion appears to behave as the head of the A-position occupied by the clause,
to which a a-role is assignede On the other hand, it functions as a phrasal
non-A-position with respect to arguments within the clause. This dual func-
tion is not really contradictory; it simply requires that we conceive of the
definition of non-A-position in relational rather than absolute terms. Let
us say that COMP is a non-A-position with respect to the constituents that
----- --- -----------------1t---c~commands_;--b-ut---w~-th---~g~-p-~c ~ tQ ~_h~__~~!_!~ ~!_~use in which an S complement
appears, COMP is simply the head of the clause. Note that if Subjacency is
a condition on movement rather than on representations derived by movement,
then we can assume that the index of COMP counts exclusively as the index
of the clause with respect to the matrix. In other words, the only phrasal
positions within S that are accessible to principles operating in the matrix
are its A-positions, which are subject to the Binding Theory.
4. Apparent Violations of the Adjacency Condition
4.1 Recall that when a verb assigns a 9-role to a tensed clause comple-
ment, the clause must move to a non-A-position, leaving a trace adjacent
to the verb to which Case and 9-role can be assigned. When a PP also
occurs in V, the stranding facts suggest that the trace of the clause must
appear immediately next to the verb, as the adjacency condition on Case
assignment requires. In some cases, however, a clausal object co-occurs in
VP with a direct object NP, as in (61):
. ~
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(61) a. Kevin persua~ed [Roger] [that his hamburgers were worth buying]
b. Carol convinced [Dan] [that she didn't want a cat]
c. Jim advised [his parents] [that they should move to Canada]
d. Eric reminded [the teacher] [that tigers are dangerous]
In terms of the framework of assumptions in Chapter 3, all of tllese sen-
tences are potential counterexamples to the adjacency condition on Case
assignment. In each case, there are two object arguments in VP, both of
which ought to be dependent upon the governing verb in order for Case
assignment to proceed. Regardless of which order the complements appear
in at D-structure, the adjacency condition cannot be satisfied by both
objects simultaneously. Nevertheless, these sentences are perfectly gram-
matical.
Perhaps a natural conclusion to draw, in the light of the discussion
in the preceding section, is that the clausal "objects" in these structures
are not really assigned a 8-role by the governing verb, making Case assign-
ment to the trace of the cleuse unnecessary. These structures would then be
equivalent in their grammatical properties to the complements of the manner-
of-speaking verbs; in'this case, the cue that informs the child would be the
apparent adjacency violation rather than the meaning of the verb per see As
it turns out, the evidence is somewhat contradictory.
First of all, Topicalization is impossible, implying either that
the verb does not properly govern the S-trace, or alternatively that it
does not assign Case to the Trace:
(62) a. *[That his hamburgers were worth buying], Kevin persuaded Roger
b. *[That tigers are dangerous], Eric reminded the teacher --
This is p2rfectly compatible with the assumption that the verb assigns no
a-role directly to the complement clause, suggesting that the clause is linked
to the thematic structure of the verb by the same interpretive rule that
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applies to the complements of the manner-of-speaking verbs. MOreover,
extraction from subject position of the complement is also blocked, despite
the fact that extraction f~om object position is fine:
(63) a. *[Who]i did Carol convince Dan [5 [eli [ [eli didn't want a cat]] ?
b. *[Who]i did Jim advise his parents [5 [eli [ [eli should move to Canada]]?
(64) a. [What]i did Carol convince Dan [that she didn't want [eli ] ?
b. [Where]i did Jim advise his parents [that they should move to [eli ] ?
l~is again suggests an ECP effect with respect to the trace in COMP, as
we would expect, if the verb does not assign a 9-role to the clause.
But other evidence suggests that the verb does assign a a-role to the
complement. First of all, the complementizer position can be occupied by
an empty element (provided it is not the trace of a WH-phrase extracted
from subject position):
(65) a. Kevin persuaded Roger [ [e] [his hamburgers were worth tryin6] ]
b. Carol convinced Dan [ [e] [she didn't want a cat] ]
c. Jim advised his parents [ [e] [they should move to Canada] ]
d. ?Eric reminded the teacher [ [el [tigers are dangerous] ]
Although judgments are delicate, it seems that the sentences in (65) are
considerably better than their counterparts with the manner-af-speaking
verbs. Another fact suggesting that a-role assignment may be involved
here is that the complements can all be replaced by NPs with propo~itional
content, provided that the verb lexically triggers of-Insertion, analogous
to the Italian infinitival complement structures where di-Insertion applies
in VP:
(66) a. Kevin persuaded Roger of-[the value of his hamburgers]
b. Carol convinced Dan of-[her lack of interest in a car]
c. Jim advised his parents of-[the value of moving to Canada]
d. Eric reminded the teacher of-[the danger posed by tigers]
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This is uniformly impossible with the manner-af-speaking v~rbs:
(67) a. *Ben sighed (to Mary) of-Ihis impatience with not getting fed]
b. *Francine whispered (to Nick) of-[the need to turn down the stereo]
The ungrammaticality of the examples in (67) follows from the fact that the
manner-af-speaking verbs are unable to assign a 8-role to a propositional
complement of any kind; evidently, this is not true for the NP complements
in (66).
Note that of-Insertion is required in (66) so that the second object
can satisfy the visibility condition on 9-role assignment; of-Insertion
thus functions as a saving device in an environment where the adjacency
condition prevents the verb from assigning Case. Suppose that we take the
grammaticality of the "thab-Deletion" structures in (65) to indicate that
-the verb somehow assigns to the S complement the same e-role that it assigns
to the second ~~ in (66). We would then have to find answers to two ques-
tions: first, how is 9-role assignment possible, given the adjacency require-
ment on Case assignment and the visibility requirement on 9-role assignment;
second, what is responsible for the apparent ECP effects in (62) and (63)1
Let us first consider the problem of 8-role assignment. The verbs
belonging to the class exemplified in (61-66) all share a peculiar property.
Although they are verbs of speech, they are more than that: tht:y all convey
a special meaning associated with the direct object argument's knowledge
of the propositional content of the complement clause. Thus when Kevin
persuades Roger that his hamburgers are worth buying, he does more than
just say something; he brings about a belief on Roger's part that what he
is saying is true. Similar remarks obtain with respect to Carol convincing
Dan about the cat. When Jim advises his parents that they should move to
Canada, he provides them with knowledge that they can make use of; when
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Eric reminds the teacher that tigers are dangerous, he brings to the teacher's
attention knowledge that he was previously aware of.
This is reminiscent of the [+R] adjectives discussed in Section 7.2
of Chapter 3, and suggests that the verbs in this class share that abstract
feature. This means that all of these verbs ought to be able to assign
a 9-role to their clausal complements by means of the special r 1Jle of
9-role assignment by Recognition. Recall that this rule does not depend on
Case assignment, since it can apply freely in NP and AP; this explains the
apparent adjacency violations in (61). MOreover, the rule can only apply
to a clausal complement, explaining the need for of-Insertion in (66) and (68):
(68) a. John is [AP aware [5 [e] [he has to eat well] ] ]
b. Valerie was [AP confident [5 [e] [her sister would succeed] ] ]
So far, so good.
Let us now return to consider the facts which suggested that the
complements of the [+R] verbs are not properly governed. It turns out that
these can be attributed to the fact that the verbs do not assign Case to the
complement. The fact that Topicalization is impossible in (62) follows imme-
diately from the fact that the S-trace is not assigned Case; the visibility
condition prevents normal 9-role assignment to an A-chain. MOreover, the
rule of 9-role assignment by Recognition is inapplicable in thi£ structure,
since it only applies to a clause appearing as a complement of the governing
head at S-structure. 39 Now consider the ungrammatical subject extraction
examples in (63); these also turn out to follow from the lack of Case
assignment. Although the trace in COMP is properly governed -- like the
empty complementizer in (65) -- it is not assigned Case, and therefore is
unable to count as a proper governor for the subject trace, exactly parallel
to the examples in (33) and (36) discussed previously.
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Thus the apparent adjacency violations in (61) turn out to tie in
with a class of superficially unrelated adjectival complement structures in
an interesting way. MOreover, the pattern of grammaticality facts is exactly
what we expect, given the interaction of the various rules and principles
involved.
4.2 Let us turn our attention to another class of superficial adjacency
violations:
(70) a. John asked [his mother] [what she wanted him to do]
b. Louise told [m~] [that Denny was mean to her]
c. Roger tried to show [his students] [that glass i~ a liquid]
These clausal complement structures differ in certain 'respects from those
discussed in the previous s~ction. First of all, Topicalization is possible,
at least for the non-WH complements:
(71) a. [That Denny was mean to her], Louise has told me -- already
b. [That glass is a liquid], Roger tried to show his students --
Second, extraction from subject position is possible:
(72) a. [Who]i did Louise tell you [s [eli [ [eli was mean to her]]?
b. [What]i did Roger try to show his students [g [e]i[[e]iis a liquid]]?
As we might expect, given (72), these structures also allow the empty
complementizer, just like the [+R] verbs:
(73) a. Louise told me [ [e] Denny was mean to her]
b. Roger tried to show his students [ [e] glass is a liquid]
So what's going on here? The answer turns out to be remarkably
simple: all of these verbs belong to the monosyllabic Native stem class
that is subject to the word-formation rule of NP-Incorporation -- the same
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rule that is responsible for deriving the Double Object and Particle-
MOvement constructions discussed in Chapter 5. This means that the verb
really does assign Case to the trace of the S complements in (70), ex-
plaining the apparent adjacency violation:
(74) Louise [ [V [V told - me] [eli [that Denny was mean to her]i]
Topicalization is possible in (72) for the same reason: the trace of S
appears adjacent to the complex verb, thus making Case assignment hence,
9-role assignment -- possible. MUch the same story applies to the subject
extraction cases in (72): the verb is able to assign Case to the WH-trace
in COMP, permitting it to function as a proper governor for the trace in
the subject position of the complement.
As this analysis predicts, WH-extraction of the incorporated indirect
object NP is impossible, at least when the verb clearly must be assigning
40Case to the COMP position of the clausal complement:
(75) a. ?*[Who]i did Louise tell [eli [ Ie] Denny was mean to her]?
b. ?*[Which students]! did Roger try to show [ [e] glass is a liquid] ]1
The status of these examples is exactly parallel to the ungrammatical (but
semi-acceptable) cases of extraction from the first NP position in the
Double Object construction that were discussed in Chapter 5.
Thus it seems that the diagnostics for proper government of tensed
clause complements and Case assignment into COMP make exactly the right
range of predictions, even in structures where they appear to be contradicted
by the~superficial arrangement of data.
5. Infinitival Complement Structures
5.1 In the preceding discussion, I have concentrated entirely on the pro-
perties of tensed clause complements with respect to a-role assignment and
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proper government. In this section, I will pro,~de a brief account of
infinitival complements, which differ in certain respects from their tensed
clause counterparts.
Let us first turn our attention to the status of the COMP position
of the infinitival clause with respect to the ECP. We have seen that when
a tensed clause appears without a lexical complementizer, the clause must
appear in a position of proper government, suggesting that some principle
of grammar forces the cla3Se to contain an internal COMP position. (The
ECP effects then follow when this position is left unfilled.) In Chapter 1,
I suggested that this could be interpreted as a requirement imposed by the
Tense operator, such that there must be a position reserved for the operator
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to take scope over the clause at LF. Significantly, however) this does
not seem to be true for infinitival clauses. Although the complementizer
for must appear if the clause contains a lexical NP subject -- for reasons
having to do with Case assignment -- no such requirement holds when the
clause contains a PRO subject, even when it appears in a position that is
not properly governed:
(76) a. [To kill animals] is wrong
b. Iti was wonderful [to be released from jail]i
In our terms, ~his must mean that infinitival clauses, unlike tensed clauses,
do not require a COMP position to be generated; at least, this position
need not appear at LF, where the ECP applies. (If these clauses did require
a COMP position, then the ECP ought to rule out (76) by virtue of the absence
of a lexical complementizer.) In fact, this conclusion should come as no
great surprise, since it is very common for J..angauges to lack infinitival
complementizers entirely, even if they differ from English in always re-
quiring a lexical complementizer in a tensed clause.
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We might now ask why this should be so. It seems that the answer
lies in the fact that infinitival clauses do not always contain a Tense
operator. In Chapter 1, I observed that infinitival complements differ
significantly frcm gerund complements in having the meaning of an "Unrealize~'
(quasi-future) tense; I further suggested that this difference between the
two clause-types was responsible for the fact that gerunds never contain a
COMP position. Suppose. that there is a biuniqueuess requirement holding
between the presence of a COMP position and the occurrence of a Tense
operator in a clause; the presence or absence of either one would then serve
as a diagnostic for the presence or a~sence of the other. This hypothesis
is confirmed by the fact that infinitival relative clauses -- which require
a COMP position because of WH-movement -- always have an Unrealized
tense, as is reflected in their purposive interpretation.
In this light consider the infinitival subject clauses in (76). The
absence of ECP effects implies that these clauses cannot contain an empty
COMP position at LF; i.e. there must be no COMP position at all in these
clauses. Strikingly, this fact is mirrored in the interpretation of their
tense. Unlike the infinitival relatives (which require a COMP position for
the WH-pronoun) and unlike the Control complements (which presumably require
the COMP position for the purposes of satisfying strict subcategorization
requirements), the infinitival subjects in (76) do not have an Unrealized
tense; they are interpreted as being truly untensed, and in this environment
they are virtually synonymous with the untensed gerunds:
(77) a. [Killing animals] is wrong
b. Iti was wonderful [being releasLl from jail]i
Moreover, the contrast between these sutject infinitivals and their non-
subject counterparts cannot simply be attributed to the special status of
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the subject position, because if the clause containe a J..Rxical ~omplemelltizer,
the unrealized teIl.Se reappears:
(78) a. [For John to kill his goldfish] would be wrong
i [for the prisoners be ib. It would surprise me to released fLom jail]
(79) a. ??[For John to kill his goldfish] was ~vroug
1 ib. 7?It surprised me [for the p:Lisoners to be released from jai.l]
(The strangeness of the sentences in (79) follows from the fact that the
Unrealized tanse of ~he subject infinitival clashes with the Past tense of
the predicate phrase.) Thus we see that the absence of ECP effects with the
infinitival subjects in (76) serves as a correct diagnostic for the absence
of a COMP position in which the Unrealized tense operator would otherwise
appear at LF.
Apart from these differences with respect to the possibility of a
clause-internal COMP, infinitival clauses 3hare essential properties with
tensed clause complements with respect to Case assignment into COMP.
Although WH-extraction fr~m subject position is often blocked, thiR is be-
cause the clause does not assign Case internally to the sl~bject. SiIlce
the subject trace does not bear Case, it fails to satisfy the visibility
requirement on 9-role assignment, and the ~criterion is violated.
Interestingly, however, Kayne (1980) observes that in some cases,
42Case assignment into COMP appears to be sufficien~:
(80) a. John, [who]i I assure you [ [eli [ [eli to be the best] ], ...
b. *1 assure you [John to be the best]
Kayne's idea is that assure is capable of governing into COMP -- but not
into the subject position c£ S -- thus accounting for the fact that a
lexical subject of the complement clause is only possible if the subject
moves through a position of Case assignment in COMP. In our terms, it is
II
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hard to know what to make of this type of example. If Case assignment into
COMP were sufficient to permit a lexical subject of an iuZinitival comple-
ment in the case of subject extraction, then we sh~uld expect every 1nfini-
tival Control complement to behave in this way, since Case assignment into
COMP should always be possible in stru~tures of WH-movement. Obviously,
however 1 this is not the case. MOreover, it is far fro~ obvicus how Case
assignment is even possible in (80). The verb assure does not belong to
the native stem class,_ so it should not be able to assign Case into COMP
without violating the adjacency condition. I will leave this as an
unreasolved problem.
5.2 Let us now turn our attention away from the COMP psoition and con-
sider structures in which the subject position of an infinitival clause is
directly governed by the matrix verb; these are the cases of S-deletion.
I have already discussed the means by which a verb assigns Case under govern-
ment to the subject of its complement; our present interest is in struc-
tures where proper government obtains. Consider the following sentences:
(81) a. [Valerie]i appears [s [eli to be enjoying herself]
b. [Kevin]i was expected [s [eli to buy the ketchup]
In these structures, S-deletion must apply in order for the matrix verb
to govern the subject position of the infinitival. But government alone is
not sufficient to satisfy the ECP, as we have seen. The grammaticality of
these sentences implies that the trace in the subject position of the
infinitival clause must be properly governed, as observed by Chomsky (1981).
The question is, how is this achieved?
It is tempting to assume that the infinitival subjects are properly
governed from the COMP position of the infinitival clause; but this .can't
be possible, si.nee movement from COMP to an argument position results in a
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violation of the Binding Theory, as observed by May (1979). This implies
that the proper governor of NP-trace in (81) is the matrix Raising verb
(or passive particple) itself. But p~oper government is dependent upon
co-indexing with the governing head; therefore the index of the NP-trace
must appear in the thematic grid of the governorft
At first glance, this appears to be problematic. Clearly, the matrix
Raising verb assigns no a-role to the subject of the complement clause;
moreover, the subject position is not the head of the clause, so we do not
expect proper government to "percolate" to this positiou, as it does in the
case of proper government 0f CQMP. Recall, however, that the matrix verb
does govern the subje~c position, by virtue of S-deletion. Therefore the
only assumption that we need to make in order to derive proper government
is that the subject position of the infinitival clause supplies the referen-
tial index for the clause as a whole. This is not an unnatural assumption,
especially since there is no COMP position in the clausal complement to an
S-deletion verb. MOreover, the INFL position of the clause contains no
nominal Agreement element, which might otherwise be expected to supply the
index for the clause. 43 Suppose that this assumption is correct. It then
follows that proper government holds, since the infinitival clausa ~ud its
subject are identified by the same referential index, which appears in ~he
slot reservea for the clausal obje~t within the thematic grid of the
governing verb or participle.
There are other considerations which lead to the same conclusion in
the case of Raising complements. The infinitival complement of a Raising
verb is not included in an A-chain that is headed by a case-marked pleo-
--------------nast-ic.--element--;-unl-ike1ts-t-ens-Erd-cl-alIs-e--c-o-unt--e-rp-art-.-------Thi-s-----presents--no---
problem for 8-role assignment in English, since infinitival complements
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intrinsically satisfy the visibility requirements, as observed in Chapter 3.
44But in Italian, Raising verbs take bare infinitival complements. Recall
that these do not behave like English to-infinitives, in that they mus~
appear adjacent to the governing verb, implying that trbY are dependent upon
Case assignment in order to be assigned a Q-role. But the Raising verbs
do not assign Case, so the clause must be included in an A-chain that is
headed by a Case-marked position. In the Raising structures, the only
available A-position that could possibly hea~ the chain is the matrix sub-
ject position occupied by the raised D-structure subject of the infinitival
clause. We might then assume that the matrix subject position supplies
Case for two distinct A-chains, both bearing the same index. Obviously this
solution creates difficulties with respect to the interaction of the 9-cri-
terion and the theory of 9-role ass;gnment to A-chains; somehow, it must be
possible for two distinct chains to make use of a single non-e-position if
this story is to go through. Since this issue is peripheral to the main
concerns of this chapter, I will not attempt to formalize the necessary
revisions in the definition of chains~
6. In this chapter, we have seen that a number of complex phenomena can
be attributed to the effects of the ECP with respect to the COMP position,
under the assumption that COMP is the head of S. So far, I have ignored
the issue of how this assumption ties in with the generally accepted view
that S is in some sense a projection of S. There are various possible
approaches to this, which I will only comment briefly on here.
As observed previously, there is a strong correlation between the
choice of a complementizer and the status of the INFL position in S.
Under the assumption that COMP is the head of S, it is tempting to capture
this correlation in terms of subcategorization: we might claim that each
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complementizer subcategorizes for an S complement headed by an INFL of a
specific type. Then the choice of INFL would be determined by virtue of the
choice of the complementizer. But this solution is unavailable to us, since
we have been assuming throughout that subcategorization features are simply
addenda to slots in e-grids. Therefore a complementizer is incapable of
subcategorizing for any complement, given that it assigns no a-role.
Another approach to this problem would be to view S as having two
head positio~s in some sense. Specifically, we might adop·t a suggestion of
Y. Aoun (personal communication) to the effect that the complementizer and
INFL form a discontinuous element. The "matching" between complementizer
and INFL would then. follow from the fact that the two actually form a single
unit at some level, so that selection for one implies selection for the other.
We can incorporate Aoun's idea into our theory in the following way. Suppose
that COMP is the true head position of S; from this it follows that whenever
a governing head subcategorizes for an the clause must contain
a COMP position. This derives the fact that the Control complemeats always
have a clause-internal COMP position, as shown by the fact that they always
45have an Unrealized tense interpretation. Ihe relationship between COMP
and INFL can now be captured by drawing an analogy with the double-headed
X structure in Dutch. Specifically, we can assume that the head of S
"spreads" over two positions, i.e. the head positions of 5 and S, respectively.
(Recall that the Dutch verbal complex "spreads" over the two head positions
in Vin an analogous fashion.)
This account has a rather striking consequence in the case of sub-
categorization for a [+WH] complementizer. Assume that the head of S is
COMP and that direct subcategorization for INFL is impossible, the choice
of INFL following from the choice of the complementizer.46
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But when a verb s.elects a [+WH] COMP, the relationship b~tween the COMP
and INFL breaks down, since the [+WH] complementizer and the WH-phrases that
may appear in COMP are equally compatible with either tensed or infinitival S:
(82) a. I don't know [whether [PRO to come home] ] (or not)
I b. I don't know [whether [I should come home] ] (or not)
c. I don't know [what [PRO to do] ]
d-; I don't know [what [I should do] ]
This means that if a verb subcategorizes for a [+WH] COMP, it should be
impossible for the verb to specify whether the complement is tensed (i.e.
[± Past]) or infinitival. Suppose now that a verb subcategorizes for a
that -clause complement but not for an infinitivalo Then if the verb also
allows for a [+WH] complement, it ought to be possible for the infinitival
structure to occur, by virtue of the fact that the verb cannot directly
select for INFL. This prediction is borne out:
(83) a. Roger pointed out [that we should go to Paris]
b. *Roger pointed out [(for us) to go to Paris]
c. Roger pointed out [where we should go]
d. Roger pointed out [where to go]
(84) a. Louise explained [that I ought to read Proust]
b. *Louise explained [to read Proust]
c. Louise explained [what I ought to read]
d. Louise explained [what to read]
In some cases, the prohibition against an infinitival complement is maintained
even a [-+WH] complement (e.g. with resent and regret) t but it seetris that this
can be attributed to a semantically-motivated selectional property, along
the lines suggested by Grimshaw (1979). Where true subcategorizatioll 1s
involved, as in (83-84), the fact that COMP -- and not INFL -- is the head
of S prevents the governing verb from directly specifying the tense status
of the clause.
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FOOTNOTES: CHAPTER 6
1. The facts are discussed in Perlmutter (1971), Bresnan (1972, 1977),
Chomsky and Lasnik (1977), Taraldsen (1978), Kayne (1980), Pesetsky (to
appear), and Chomsky (1981). MUch of the discussion in thi3 chapter is
based on earlier work of mine in Stowell (1981).
2. In Chomsky's (1981) original formulation of proper government,
Condition (411) is replaced by a requirement that a ~~ AGR. Note that
(41i) presents a problem for ~ur assumption that the [± Past] feature pro-
vades the head of S with lexical content for the purposes of permitting
nominative Case assignment. This requires us to understand "lexical" in
two distinct senses, so that [± Past] is only sufficient for the purposes
of permitting Case assignment.
3. Kayne (1980) is the first to suggest an account of the that -trace
effect in terms of c-command. The precise definition of c-command is
discussed below.
4. For another discussion of the ne-cliticization facts see Burzio (1981),
who provides an illuminating account of the distinct status of various
types of postverbal subject constructions.
5. Chomsky (1981) observes that it is necessary to assume two distinct
notions of c-command in order to integrate the ne-cliticization facts into
a theory which assumes that c-command is a precondition for government.
6. Recall from Chapter 3, Section 4, that this definition of c-command
derives the fact that an extraposed subject must adjoin to VP. For an
alternative version of c-command, see Borer (1981).
7. The novel aspect of this solution is that it assumes that a phrasal
constituent may in some cases substitute for an empty head position. This
••
I
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recalls the issue of NP-Incorporation discussed in the previous chapter. A
similar account of WH-movement through COMP is suggested by Kayne (1981)
(fn.23). This solution may raise a problem with respect to the derivation
of the WH-island effect, if WH may pass through two distinct positions in
COMP; I will not attempt to resolve this issue here.
8. The so-called that-trace effect also shows up with other complemen-
t!zers, including whether and if .
9. This account of 9-role assignment appears to render the thematic
indexing system of Rouveret and Vergnaud (1980) superfluous. (But see Chap-
ter 7 for further discussion.)
10. Weinberg and Hornstein (1981) argue for this position; see also Chap-
ter 7 for an extensive discussion of Reanalysis and its relationship to
preposition stranding.
11. For an alternative interpretation of these facts, see Borer (1981),
who argues for a different formulation of proper government.
12. For a discussion of proper government of the subject position of an
infinitival complement in S-deletion constructions, see Section 5.
13. There are two pieces of evidence that suggest this conclusion, in
addition to certain facts discussed further below in the text (Section 3.1).
First, where there is clear evidence that Subject Postposing has applied,
extraction by WH-movement is blocked:
(1) i [a terrible disaster]i ]a. There has [ [occurred]
i [that John did that]i ]b. It [[bothers me]
(ii) a. *[What kind of disaster]i has there [ [occurred] [e] i ] ?
b. *[That John did that]i' it [ [bothers me] [eli ]
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When these arguments are extracted from true subject position, the ECP is
satisfied, by virtue of government from COMP:
(iii) a. What kind of disaster has occurred?
b. That John did that bothers me
While --it- 1s--of--course---tempt-ing- to --seek-other explanations·· for these facts,
it seems that no other account is really viable. In particular, the definite-
ness restriction is satisfied in (ii)b, as can be verified by comparing this
case with copular there-Insertion, which shares the definiteness restriction:
(iv) [What kind of food]i is there [ [eli in the refrigerator] ?
Similarly, the Binding Theory is satisfied in both (i) and (i1), for reasons
discussed in Chapter 3. Finally, a-role assignment is not blocked, by virtue
of the fact that Case is assigned to the pleonastic at the head of the A-chain.
The second piece of evidence that the VP-adjoined position is not
properly governed comes from the fact that QR cannot apply from this position.
Following Kayne (1981), assume that the ECP holds at the level of Logical
Form, after QR has applied. If the postverbal subject position is not
properly governed, then the ECP explains the failure of QR to apply to a
QP adjoined to VP. In most Postverbal Subject constructions in English,
QPs may not appear as the postposed subject, for reasons elucidated by
Mllsark (1974,1977). But in the PP-Preposing construction, QP can appear
as. an extraposed slotbj ec t :
(v) a. Every horse ran out of the barn
b. [Our of the barn]. [e]~ [ran [e].l [every horse]i ]
J J J
There is, however, a 3ignificant difference in meaning between (v)a and
(v)b, pointed out to me by J. Higginbotham. It is possible to understand
(v)a to mean that each of the horses ran out of the barn individually, while
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(v)b can only mean that they ran out together as a group. This distinction
follows immediately, if we assume that the "group" reading follows from
taking the QP to d~signate a plurality. The true quantifier reading is
only possible if QR applies, and this is blocked in (v)b because the post-
verbal subject is not properly governed by the verb, parallel to the WH-
movement examples in (i1). These ECP violations all follow straightfor-
wardly 1f we assume that there is no slot in the thematic grid of the verb
reserved for the subject argument, thus preventing co-indexing with the
extraposed subject NP.
14. Rizzi's arguments are based on a complex array of data ssociated with
ne-cliticization, WH-movement, QR under "negative attraction", and other
phenomena. It is unlikely that English and Italian differ with respect to
the assignment of the subject a-role; it is therefore plausible to attribute
the difference with respect to proper government to the fact that the Agree-
ment element appears on the verb in Italian (but not in English) at the
level relevant to the ECP. In fact, Chomsky (1981) suggests that this dif-
ference constitutes the basis of the so-called pro-drop paramet~l:'. On
the other hand, the Italian type of extractioIl appears to be p~~si.ble in
French, which is not a pro-drop language. This suggests either that
Agreement is not responsible for proper government of the extraposed
subject, or else that the placement of Agreement on the verbal head is not
the correct basis of the pro-drop option. I will not attempt to resolve
this problem here.
15. Actually, there is another ~~rsion of this idea, also noted by
Huang, which is based on the solution proposed in Section 3.3 for the possi-
bility of extracting from the object position of a clausal complement to a
non-bridge verb. Specifically, suppose that all rules mapping to LF are
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optional, so that empty categories will be mapped only for the purposes of
satisfying general principles such as the 8-criterion t the Projection
Principle, or the ECP. Suppose further that COMP can be construed as the
specifier position of S for the purposes of adverbial modification. Then
it would be possible for the extracted PPs in (21) to be derived from their
counterparts in (20), provided that the PP-trace in VP is not mapped to LF.
The trace in COMP left by successive-cyclic application of WH-movement
suffices to allow the extracted PP to be constru~d as an adverbial modi-
fier of the embedded clause.
16. Note that it is possible that the finite complementizers that and Ie}
are actuelly responsible for assigning nominative Case, parallel to for.
But thiR raises questions about nominative Case assignment in main clauses
and in structures where WH-movement passes through the head position in
COMP, so I will not adopt this assumption here.
17. Actually, Grimshaw (1979) argues that the presence of WH in CO~1P
does not necessarily signal the presence of an interrogative structure,
since exclamative complements also have [+WH] COMPs.
18. For instance, when a verb subcategorizes for a VP complement, it
can specify whether the verbal head is progressive or not; this distinguishes
the Perception verbs from the Causatives. Similarly, verbs which select
AP complements may determine whether or not the adjectival head is stative,
while PP complements can be selected according to whether the prepositional
head is directional or locative.
19. Grimshaw's "concealed questions" might just as easily be characterized
as "concealed propositions"; thus the time in he told me the time might
be paraphrased as what the time was ,or that the timE! was x, where x has
some arbitrary value. The examples of null complement anaphora are not
amenable to this kind of treatment, as Grimshaw shows; but these might be
handled by a rule of reconstruction, along lines similar to that pursued
by Higginbotham (forthcoming).
20. Safir (1981a) argues that INFL, rather than COMP, is the head of S,
deriving various patterns of inversion structures from this assumption. I
will return to this issue in Section 6.
21. The clause may not bear Case by virtue of the CRP; but it is' unable
to extrapose by virtue of the fact that its trace is not properly governed
by the preposition. Reanalysis of the preposition into the structure of a
complex verb is blocked in the case of rightward movement by the Antecedent
Condition on Reanalysis; see Chapter 7 for discussion.
22. The implicit assumption here is that traces are not "layered". If
this assumption were to prove untenable, we might revise our claim by
virtue of exploiting the fact that even a layered trace would not have
true lexical content. This would force us to adopt the "discontinuous head"
analysis of S suggested by Y. Aoun (personal communication). See Section 6
for discussion.
23. Emends (1976) observes that interrogative complements share the dis-
tribution of NPs in a number of environments. He also points out the con-
trast between the structures in (28) and those in (32), where a PP appears
in COMP, providing a different explanation for the distinction between the
two types of WH-complements.
24. Note that if Case must "percolate" to an NP in COMP, it follows by
virtue of the prohibition against Case conflict that Case assignment is
cot cyclical. If Case assignment is at S-structure, as assumed by Chomsky
(1981;, then the Case is assigned to the variable trace, as required.
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25. In Chomsky (1981), it is assumed that the process of S-deletion
actually proceeds in two steps, in a sense. The rule triggered by the verb
replaces the S node domdnating S with another S-node. Then if COMP ib
empty, the theory of phrase structure proposed by Lasnik and Kupin (1978)
makes this structure equivalent to a structure with a single S node. The
presence of COMP thus blocks the second step in S-deletion. The empirical
evidence for COMP blocking the second step actually does not come from the
Case assignment facts, since the failure of Case assignment to the subject
position could be attributed to the adjacency condition on Case assignment.
Rather, the crucial evidence comes from Raising constructions, where proper
government of the subject position of the infinitival is blocked when COMP
is filled. See also Section 5.2.
26. Borer's account is actually slightly different, since she assumes that
trace in COMP can inherit Case from the Case-marked subject position. This
possibility must be blocked if the structures in (-3) are to be ruled out
along the lines suggested here.
27. For instance, one might stipulate that a WH-trace in COMP is not
properly governed when the clause is superscripted with a pleonastic element.
Such a stipul&tion would be entirely arbitraryj however, since proper govern-
ment of an empty (non-WH) complementizer is permitted in this context.
28. Belletti and Rizzi interpret the trace of the clitic ne as the head
position of ~1, thus deriving the fact that the NP containing the trace
must be properly governed. Notice that if this assumption is correct, we
must assume that gerunds do not contain an empty head position, contrary
to some previous an,alyses.
29. See Section 1.5 above, especially fn. 13.
430
30. This account differs from that proposed in Stowell (1981), where
it was necessary to stipulate that nouns do not subcategorize for S comple-
ments. A possible problem for this account is posed by the fact that the
complement of a [+R] derived nominal may not contain an empty complementizer,
deapite the fact that 9-role assignment is possible in these structures.
I tlave no explanation for this.
31.
32.
3".:I.
See Safir (1979) for discussion and references.
This contrast is noted by Kayne (1981) (fn. 23).
I have benefitted from discussions with T. Roeper on these facts and
related issues.
34. Note that the manner-of-speaking verbs allow for NP objects, pro-
vicled that they refer to the speech signal itself, rather than to its
propositional content:
(1)
(i1)
(iii)
Valerie sighed [a sigh]
Kevin shouted [an objection]'£rom the floor
John muttered [a few words] under his breath
Although objection in (ii) pr~vi4es a clue as to the nature of the proposi-
tional content, it is not a true "concealed proposition", but rather functions
as a name for the speech signal.
35. Alternatively, we might assume that the ECP only applies to the head
positions of a phrase. (This is similar in spirit to Safir's (1981b)
suggestion that the ECP only applies to chains that are co-indexed with a
a-position.) See also Kayne (1981), who suggests that Subjacency can be
dispensed with, given a reformulation of the ECP. This assumption is
incompatible with the version of proper government assumed here, since the
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Complex NP Constraint does not follow from the ECP, as formulated in (3).
36. See fn. 15 for related discussion. As R. Kayne has observed (personal
communication), this account of the subject/object asymmetry with respect to
extraction f~om these complements is incompatible with the assumption that
Subjacency is a condition on LF representations. On the other hand, one
might assume that Subjacency is a cundition on S-structure representatiofiS,
if this principle does not constrain LF movement; but cf. May (1977).
37. A problem arises with respect to extraction from subject position
of an ~ subject. If WH-trace appears in COMP, we might expect it to be
possible for the clause to be assigned nominative Case, which would percolate
to the trace in COMP. Then the S could remain in subject position, and
Subjacency would not prevent COMP-to-COMP movement to the matrix. In order
tQ rule out the structure, we must stipulate that trace cannot p=operly
govern the head position of S across an S boundary.
38. Passiv1zation of these verbs is permitted, but only by virtue of
absorbing the Case that 1s assigned to the NP object:
(i) {Raget:]i was persuaded [eli that his hamburgers were worth buying
(i1) *[That his h~ ~rgers were worth buying] was persuaded (Roger)
(iii) *It was persuaded (Roger) [that his hamburgers we-re worth buying]
Thus precisely the same structure of argument applies to the passive examples
as holds for Topicalization.
39. Recall that the clausal complement of a [+R] adjective may not be
topicalized:
(i) *[That he has to e.at well]i' John i~ aware {eli
40e Extraction of the NP object is possible if the clause ~ontains a that
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complementizer. This suggests that tell allows a second subcategorization
frame in which only the direct object NP is assigned a e-role; the clause
in this structure would be linked to the verb's thematic structure by the
interpretive rule that applies to the complements of the manner-af-speaking
verbs. Pr~sumably this is the strict subcategorization frame responsible
for deriving Grimshaw's "null complement" structure:
(i) I told John already.
41. Recall that Den Besten (1978) provides an alternative account, accor-
ding to which Tense originates in COMP at D-structure. This is entirely
compatible with the general framework of assumptions of this chapter,
since it might be argued that if Tense is subcategorized for, it must appear
in the head position of S at D-structure.
42. Kayne's discussion assumes that the relevant principle is Chomsky's
(1980) Case filter; cf. Chapter 3 for discussion of this. The translation
of Kayne's idea into a visibility account is straightforward.
43. I assume that r-indices are only associated with categuries that have
[-V] heads (i.e. NP, PP and S). (Recall that only these categories can
appear in cleft constructions with a restrictive that-relative clause.)
44. I am grateful to Tarald Taraldsen for bringing this issue to my
attention.
45. Recall that the Tense operator must appear in COMP at LF, if COMP
is present; see Section 5.1 for discussion.
46. See Section 2.1 for discussion.
ill m
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CHAPTER SEVEN: CONDITIONS ON REANALYSIS
1.
., 1
~.~
The Status of Preposition Stranding
It has been observed by Van Riemsdijk (1978b) that preposition
stranding is a relatively marked phenomenon cross-linguistically, being
1
attested primarily in Germanic languages -- English and Dutch, in particular.
Van Riemsdijk argues that this fact should be reflected in the theory of
grammar, such that the possibility of having preposition stranding in a
-------- - ---- -
given language would be crucially dependent upon some special circumstances
being met.
A natural way of deriving this result is to adopt Kayne's (1981)
suggestion that prepositions are not proper governors. Recall from Chapter 6
that a category a is properly governed only if it is governed by some head
XO with which it shares a referential index. There are three ways in which
this'can happen. The first concerns special p~operties of relative clauses,
which we will not consider here. The second is by means of movement to
the head position of S, as in WH-movement and related rules. By convention,
Move a involves co-indexing, so a WH phrase (or a WH-trace) in COMP always
shares an r-index with its trace in the A-position. Since S is not a barrier
to government, an element in COMP can properly govern its trace in the subject
position of a tensed clause. The third means of deriving a structure of
proper government is by means of 9-role assignment. When a lexical head
assigns a a-role to a complement that it governs~ the complement's r-index
is entered in the appropriate slot of the a-grid of the head.
Let us now consider the status of the object of a preposition with
respect to proper government. Clearly neither of the first two structures
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of proper government is involved here. This means that a preposition could
only properly govern its object if it were to assign a e~role to it. Recall
from Chapter 3 that we raised the possibility, noted by Hagit Borer, that
a verb does not actually assign a 9-role to a PP complement, but rather to
the object of the preposition within the PP. If this is correct, then it
implies that the preposition itself does not assign a a-role to its object.
Let us assume that this is the case; it then follows that prepositions are
not proper governors, since they govern their objects, but are not coindexed
with them via 9-role assignment. Then under normal circumstances stranding
should be impossible: the empty category in the object position within PP
would not be properly governed, resulting in an ECP violation.
How, then, is stranding ever possible? Van Riemsdijk (1978b) suggests
that in some cases, stranding is allowed by virtue of a special rule which
reanalyzes a preposition and its governing verb into a single complex verb,
deriving (lb) from (la):
(1) a.
b.
[- V - [- p - NP ] 1V r P
[- [ V - p ] - NP' ]V V
In terms of an ECP account, Reanalysis makes perfect sense t as noted by
Kayne (1981). After Reanalysis applies, the NP in (lb) is governed by the
derived complex verb. If this verb assigns a 8-role to the object, then
it properly governs it, and the ECP is satisfied. (See also Weinberg and
Hornstein 1981 for an analogous account in terms of Reanalysis.)
Van Riemsdijk also suggests that Reanalysis observes a kind of
adjacency requirement: two constituents can only be reanalyzed into a
single constituent if they are string-adjacent at the relevant level of
analysis. This condition is met in the English structure corresponding
to (1), where (2b) is derived from (2a):
a.(2) John [V spoke - [p to - which man 1 1
b. [Which man] did John [V [V speak - to ] - [e] ]
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MOre striking evidence for this condition comes from Dutch, which allows
restructuring to apply in a configuration which is the mirror-image of (1),
deriving (3b) from (3a):
(3)
b.
[v [p NP - P ] - V ]
[V NP - [V p - V ]
Significantly, although Dutch has both prepositional and postpositional
phrases, stranding is ,only possible in the latter case:
(4) a. [Waarli probiert zij e in te klfmmen
Where tries she in to climb
'What is s~e trying to climb into?'
b. ~':[Wie]i heb je deze plaat voor [eli gekocht?
Who have you this record for bought
'Who have you bought this record for?'
In (4), stranding is allowed with the postposition in but not with the
preposition voor. Sentence (4a) is grammatical because Reanalysis applies t
deriving the structure (3b). Since the trace is properly governed by a
complex verb, there is DO ECP violation. But this "saving strategy" is
unavailable for (4b), because the trace intervenes between the preposition
voor and the governing verb; Reanalysis is blocked and an ECP violation
results. The adjacency requirement thus provideS a principled account of
the failure of Reanalysis to apply 1n certain domains. Van Riemsdijk also
points out that this story can also be invoked to explain part of the reason
why preposition stranding is so rare in other languages: it should only
be possible in languaaes that have constructions corresponding to (la) and
(3a).
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1.2 Unfortunately, the scope of Van Riemsdijk's cross-linguistic claim
is circumscribed by two factors. These relate to the predictions of X-
bar theory and to his use of a PP-internal escape hatch in certain con-
structions. We will consider each of these in turn.
Observe that the patterns of ccnstituent order in (5) are the set
of phrase structure configurations that a language must have in order to
meet Van Riemsd1jk·s adjacency condition:
(5) a. [- ~l -NP ]V
[- V - pp ]V
[- P - NP ]P
b. [- NP
- V ]V
[- pp - V ]V
[- NP - P ]P
But these are exactly the two patterns that are expected to be the most
common, given X-bar theory; in fact, given the restrictive theory of a
category-neutral base developed in the preceding chapters, the patterns
2(Sa) and (Sb) are the only ones which should occur in human laliguages.
Recall that (Sa) occurs in English, French, and Italian, while the pattern
in (5b) occurs in languages such as Malayalam, Turkish and Japanese,
and in the Dutch structure in (Sa). Therefore, the adjacency condition
has nothing to say about the fact that stranding is impossible in these
languages. One must therefore claim that Reanalysis is a marked rule, as
in Weinberg & Hornstein (1981).
Another respect in which the force of Van Riemsdijk's cross-linguistic
claim is limited is that he allows more than one way for stranding to occur.
Specifically, he assumes that certain stranding constructions are derived
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by means of movement through a PP-internal "escape hatch", analogous to the
COMP position in S. Van Riemsdijk's theory is designed to attribute the
normal "island" status of PPs to the subjacency condition on Move ex, under
the assumption that PP is a bounding node. He argues that English PPs con-
tain a COMP position that functions as an escape hatch for WH-movement,
while Dutch PPs contain an "R-position", which functions as an escape hatch
for two rules: WH-movement and a rule of "R-movement".
The notion that categories other than S may contain escape hatches
analogous to COMP is troubling for several reasons. First, we have seen in
the previous chapters that COMP has a special status as an operator position
which requires a propositional complement. Moreover, it seems that this
position is actually the head of S, as suggested by the facts relating to
subcategorization and proper government. It would therefore be surprising
to see this position appearing in categories such as PP. Second, Van
Riemsdijk's use of the PP-internal escape hatch is incompatible with the
, .
3
assumption that prepositions are not proper governors. If it is correct
that only the head position of a phrase may govern other constituents with-
in it, then the trace in the object position in PP would violate the ECP t
even if the application of movement observed Subjacency. In a sense, these
are both technical problems, which might be eliminated in one way or anothero
But the escape-hatch account 1s also unsatisfactory for a more fundamental
reason. Since this theory allows for two quite distLict strategies for
deriving stranding structures, it has to be treated as an absolute coin-
cidence that both of these just happen to be used by the grammars of Dutch
and English. Conversely, in order to account for the fact that languages
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such as French and Italian lack stranding, it ...~s necessary to claim not only
that these languages lack V-P Reanalysis -- despite ...,.~.he fact that they have
the requisite structures in (Sa) -- but also that their PPs have no internal
escape 'hatches. Clearly it would be desirable to reduce these to a single
option.
These considerations suggest that it might be worthwhile refining the
Reanalysis account of preposition stranding in response to these objections.
First, in order to account for the rarity of stranding constructions, it
would be desirable to place certain principled restrictions on the rule so
that ite absence from French and Italian could be tied to some other aspect
of these languages. Second, in order to eliminate the "escape hatch" option,
it would be desirable to subsume all the stranding constructions under a
Reanalysis story. To do this, we must first consider Van Riemsdijk'R motiva-
tion for keeping the two cases of stranding distinct. We turn our attention
to the English examples first.
2. Reanalysis in English
2.1 Primarily on the basis of examples such as (6) and (7), Van Riemsdijk
argues that Reanalysis is responsible for English pseudo-passive constructions,
but not for the WH-movement cases: 4
(6) a. Lucia borrowed the book from the library
b. Jack discussed the weather with Sarah
(7) a. [Which library] did Lucia borrow the book from
b. [Who] did Jack discuss the weather with -- ?
?
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(8) a. *[The library] was borrowed the book from --
b. *[Sarah] was discussed the weather with --
His approach was as follows. The freedoUl of WH-movement vs. NP-movement
suggests that whatever property makes movement to COMP possible in (7)
must be unavailable in the case of movement to subject position in (8).
Now independent principles rule out movem~nt from COMP or, in our terms,
from any non-A-position into an A-positiol1 such as the object slot in
(8). (See May,1979 for some recent discussion of this.) Therefore it is
reasonable to assume that the WH-mO'llement constru,-:tions make crucial use
of a non-A-position within PP as an intermediate step in movement out of
the domain of the preposition. Suppose that PP and S are bounding nodes
for subjacency. Then stranding via WH-movement will be impossible in a
language that has no PP-internal COMP. If bounding nodes do not parametrize,
then the English child, on hearing (7), will deduce that there must b~ a
PP-internal COMP. 5
In order to rule out movement to subject position in (8), Van Riemsdijk
proposes a condition which he calls the Head Constraint. This has the effect
of ruling out direct movement from within the complement (i.e. the X level)
of a lexical head to a position outside of the maximal projection of the head.
In order to account for the grammatical pseu~opassives in (9), he invokes
the now-familiar V-P reanalysis rule:
(9) a.
b.
c.
John was spoken to --
This bed has been slept in -- too much
The lock has been tampered with
Reanalysis is blocked in (8) becal1se of tIle intervening NP.
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This is the basic structure of Van Riemsdijk's analysis of English,
although he extends it to cover a slightly wider range of facts, some of
which we shall discuss below. Although his account achieves the desired
distinction between WH-movement and NP-.movement, it does so at the cost of
admitting two entirely distinct strategies for deriving stranding construc-
tions, as we have seen,
2.2 In chapter 5, I suggested that English has word-formation rules which
derive complex verbs, with the following structures:
(10) a.
b.
[v V - NP ]
[V V - Prt 1
The rules of NP-Incorporation and Particle Incorporation, which derive (lOa)
and (lOb) respectively, also interact to form the complex verbal structure
in (11):
(11) [V V - ~~ - Prt ]
The three structures are exemplified in (12-14) respectively:
•
(12) a.
b.
(13)
(14) a.
b.
(15) a •
b.
Someone [wrot~ my aunt] a letter
We [promised John] to leave him alone
It [struck John] that Bill was unfriendly
I [called up] my friend
We [struck up] a deal with the landlord
Kevin [switched the light on]
The board [sent the members out] an announcement
Recall that in each case, the verb must belong to the Native stem class.
Recall further that the Particle Incorporation rule generalizes so as to
apply to passive participles, but the NP-Incorporation rule does not:
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(16) a. My friend was [called up] yesterday
•
b. The members were [sent out] an announcement
(17) a. *This letter was [written my aunt] yesterday
b. *The announcement was [sent the members out] yesterday
Thus alongside (10) and (11), the rules of the word-formation component
also generate complex passive participles with the structure in (18), but
not with the structure in (19):
(18) [ [+V] [V-en] - Prt ]
(19) a. * [[+V] [V-en] -NP ]
b. * [[+V] [V-en] -NP - Prt ]
Suppose now that p~rticles are actually intransitive prepositions, as
suggested by Emonds (1972). In formal terms, this would mean that particlos,
•
•
like normal prepositions, have the features· [-V t -N]. Particles do not
subcategorize for NP, so their Case-assigning feature [-N] goes unused, but
this does not affect their categorial status any more than it does for
intransitive verbs. Therefore we can reformulate the structures produ:ed
by the word-formation rule of Particle Incorporation as (20):
(20) a. [V V - p ] ( = lOb )
•
b. [ V-NP-P] ( = 11 )V
c. [[+V] V-en - P ( = 18 )
Since the rules deriving these structures belong to the word-formation com-
ponent, they are language-specific, an~ display various categorial asym-
met~ies, as we saw in Chapter 5.
•
Now there is a striking fact which jumps out of the arrangement of
elements in the internal structure of the complex words in (20): these are
precisely the set of constituents which may appear within a reanalyzed verb
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or participle preposition stranding constructions. Observe:
• (21) a. fWho]i did you [V speak - to] [e] .1 (cf. 20a)
•
b. [~fuo]i did Jack [V discuss - the weather - with] [eli (cf. 20b)
e. [The lock]i has been [[+v] tamper~d - with] [eli (ef. ZOe)
In contrast, the ungrammatical pseudopassive constructions in (8) have no
corresponding structure produced by the word-formation rules; the relevant
structure (19b) does not exist, because NP-Incorporation does not apply to
a passive participle, as shown by the status of (17).
This suggests that we can account for the asymmetry between WH-movement
and NP~ovement with respect to preposition stranding by assuming that
Reanalysis is subject to the following "structure-preserving" condition: 6
(22) The Structure-Preserving Condition on Reanalysis
A string of words, S may be reanalyzed so as to form a complex word,
W, only if:
(i) S can be properly analyzed as a string of adjacent syntactic
constituents of the form ~al' ••• a
n
] , where a i has a
specified matrix of categorial features Mi , and a specified
bar-level Li , and
(ii) there is a string of con~tituentss',consistingof a set of
adjacent terms [131 , ••• anl, where at has the categorial feature
matrix Mi , and the bar-level Li , and
(iii) S' is defined as a word by the rules of the word-formation
component.
Note that condition (22) requires string-equivalence between Sand S' and
does not make any claims about the effects of the embedded morphological
structure within the word, nor about the hierarchical structure dominating
the constituents of S. Furthermore, Condition (22) is "blind" to stem-class
distinctions, so Reanalysis can create complex words that could never be
created by the rules of the word-formation component themselves. Thus the
verbs in (23) are all Latinate (non-Native) so they could never have been
combined with NP's or particles by the rules of NP-Incorporation or Particle
Incorporation:
(23) a.
b.
Co
~fuich doctrine did the priest [pontificate about]
Which child did he [exorcise the demon from] ?
These facts have not been [accounted for] --
?
Reanalysis is also blind to the identity of the prepositions included in
the string to which it applies: thus the prepositions for and from do not
normally occur in Verb-Particle constructions, but they are subject to
Reanalysis nonetheless. Since Reanalysis is only sensitive to the categorial
features and the hierarchical X-bar level of the constituents that it groups
7together, the complex words of (23) are possible.
Notice that the Structure-Preserving Condition (22) not only provides
an explanation for the failure of Reanalysis to apply "across" NP in
pseudopassive constructions in English; it also provides a possible
explanation for the fact that the Romance languages (e.g. Italian and
French) lack stranding constructions entirely. English has verb-particle
constructions, and given the Adjacency Condition on Case assignment, this
means that the English child is forced to assume that there is a word-formation
rule of Particle Incorporation. Dutch also has a Particle Incorporation
rule, which we shall discuss in section 1.3. Therefore V-P reanalysis is
__~ p-Qssible_in~hese~anguages-.-------But-the-_Romance---languages-have-no-counterpart
to the Verb-Particle construction. It therefore follows from Condition
(22) that V-P Reanalysis is unavailable in these languages, in principle.
Thus the dependence of reanalysis upon the independent existence of a Particle
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Incorporation rule allows us to explain the rarity of preposition stranding
constructions without stipulating that V-P Reanaly8is is a marked rule.
2.3 The Structure-Preserving Condition also provides an explanation for
I
certain apparent violations of the Subjacency condition on Move a involving
extraction from complex noun phrases. It has been observed that the following
sentences are grammatical -- contrary to expectations, given the account
of Ross' (1967) Complex NP Constraint presented in Chomsky (1973):
(24) a. . [Which boys] 1 did you take [NP pictures of [eli]
b..[Who] i did Kathy write [an article about [e] i ]
These structures ought to involve violations of the Subjacency condition,
since movement to COMP crosses two bounding nodes (~1P and S). Interestingly,
however, these apparent violations are limited to constructions involving
extraction from object position:
(25) a.
b.
*[Which boys]i were [pictures of [eli] sent to the newspaper?
*[Who]i did [an article about [eli] appear in the newspaper?
The contrast between' (24) and (25) suggests the involvement of a reanalysis
rule, as has been observed by N. Chomsky. Suppose that this is correct. We
might' then ask what form this rule takes. One might be tempted to suppose
that (24) is derived by WH-movement applying to the output pf some sort
.~.
of extraposition rule which dissociates the modifying PP~rom the NP
containing it. But extraposed modifiers are normally islands for movement;
thus (26a) is ungrammatical, despite the fact that its potential source in
(26b) is fine:
a.(26) *[Who]i has a book appeared in the stores by [eli?
b. A book has appeared in the stores by Watson
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This suggests that dissociation of the modifying PP from its head is not
sufficient to account f~r (24). Suppose instead that these sentences are
derived by means of the same Reanalysis rule that is involved in. (23b).
That is, if we assume an adjunction analysis for relative clauses, then
the sentences in (24) could be derived by reanalyzing the string in (27a)
so as to form the complex verb in (27b):
(27) a.
b.
[- V - [ NP - [ p - NP ] ] 1V NP pp
[- [ V - NP - p 1 - NP ]V V
Since Reanalysis is blind to the hierarchical structure dominating the
strings of terms that it analyzes, it simply looks at the string [V - NP.- P ]
in (27a) and reanalyzes this into the complex verb in (27b), just as it does
in (23b).8
This account makes two rather straightforward predictions. First,
since NP-Incorporation does not a~ply to passive participial stems, there
should be no pseudopassive counterpart to (24). This is correct:
(28) a.
b.
*nle boys were [taken pictures of] --
*Scott was [written an article about]
Second, since reanalysis' of the preposition is dependent upon the existence
of a Particle Incorporation rule~ we should expect that if other reduced
modifiers are substituted for PP in (24), extraction should be impossible.
9Right again:
(29) a.
b.
Kathy wrote an article describing Scott
*[Who]i did Kathy [write an article describing] [eli (cf. 24b)
Thus in a superficially unrelated structure, the same rule of Reanalysis
turns out to be at work, blindly reanalyzing strings of adjacent constituents,
I
I
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regardless of their grammatical function. Note that this account also
predicts -- correctly, I believe -- that extractions such as those in (24)
should be possible only in a language which has both an NP-Incorporation
rule and a Particle Incorporation rule.
2.4 The Structure-Preser7ing condition may also help explain a special
property of the English Tough-movement construction. Chomsky (1981) argues
that this construction involves clause-internal WH-movement, combined with
a reanalysis rule which creates complex adjectives of the form in (30):
a.(30) Mary is [A difficult for John to give a book to] --
b. This race should be [A easy for you to persuade John to enter] --
I do not propose to go into a detailed account of this comr1ex construction~
nor to justify the derived structure represented in (30); for detailed
discussion, the reader is referred to Chomsky (1981). Instead. I would
like to concentrate on one rather striking property of the English Tough-
movement construction which is unattested in otherwise similar constructions
in many other languages. Specifically, the English construction allows for
an unbounded dependency between the governing adjective and the trace
position -- as shown in (30), and even more strikingly in (31):
(31) John should be easy for us to tell Bill that he really ought to ask
Mar'] to tell Jane to invite
In contrast, similar long-distance extractions in Dutch are ungrammatical,
despite the fact that it can be shown that clause-internal WH··movement is
involved, as noted by Van Riemsdijk (1978a):
(32) *Dit argument is gemakkel1jk om te zeggen dat je niet in gelooft
this argument is easy for to say that you not in believe
'This argument is easy (for you) to say that you don't believe in'
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Similar facts obtain in other languages as well. The fact that the English
rule can apply in an unbounded domain is surely one of the greatest mysteries
associated with tliis corlstruction. It is highly implausible that English
children learn the unbounded character of the construction by hearing the
complex extraction structures that commonly appear in the technical literature
of generative grammar; surely some simpler clue is provided for them.
Suppose that it could be shown that the involvement of the "Reanalysis
rule is crucial in allowing the unbounded structure in English. Then if
it could be shown that other languages lack this rule, it would be possible
to derive the. relevant distinction. lO But what kind of evidence could
inform the English child that this language-specific Reanalysis rule exists?
Unless some plausible an~er to this question can be provided, there is no
advantage in shifting the burden of explanation to the Reanalysis rule, from
the perspective of the theory of acquisition. It seems that the Structure-
Preserving Condition (22) may provide the missing clue.
Recall from previous discussion that Nanni (1980) argues that the
rules of the English word-formation component produces complex adjectives
built on adj ectival stems belonging to the TCJugh--movement class. Such a
rule is required in order to account for the prenominal adjectival construe
(33) a.
b.
[A easy - to clean carpet]
[A hard - to solve] proble~]
For the present discussion, it is immaterial whether the infinitival complement
embedded within the complex adjective has the categorial status of S or -- as
11Nanni claims -- VP. The crucial point is that on hearing structures such
as those in (33), the English child must assume that the relevant complex
adjectival structure is derived by the word-formation component -- especially
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given the analysis of prenominal adjectives presented in Chapter 4.
The existence of such a word-formation rule is all the evidence
that the English child needs to deduce that A-S (or A-VP) Reanalysis
is possible in the constructions in (30) and (31), since A-S reanalysis
will satisfy the Structure Preserving Condition (22). In this way, the
possibility of "unbounded" Tough-movement could be determined on the basis
of the everyday constructions in (33), and the problem of induction from
12the impoverished stimulus would be resolved in this case.
I·
It is perhaps worth pointing out that if this scenario is generally
speaking correct, then it is likely that Reanalysis is far from being a
"marked" rule, if we interpret "marked" in the technical sense of Markedness
Theory, rather than in the nontechnical sense of "uncommon in languages of
the world". Specifically, if the possibility of Reanalysis in (30-31) can
be deduced from the existence of the word-formation rule responsible for
the complex adjectives in (33), then we must assume that Reanalysis is not
just unmarked, but also automatically available where (22) is satisfied,
unless we are to assume that sentences such as (31) form an integral part of
the primary linguistic data.
2.5 Let us now return to consider in greater detail the effect of Condition
{22} on Preposition Stranding constructions. We have seen that Van Riemsdijk's
adjacency condition, which we have incorporated into (22i), accounts for
the fact that reanalysis cannot "skip over" an intervening NP so as to derive
pseudopassive constructions such as those in (8) and (25). Nevertheless, it
seems that the adjacency requirement must be interpeted as operating on a
slightly abstract level of representation. Consider:
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(34)
(35)
a. [Which shoes]i did you [walk ( across Europe) in] [el i ?
b. [Which toys]i did the children [play (outside) with] [eli ?
c. [Who] i did you [speak (severely) to] [eli?
a. iThese shoes]! have been [walked (across Europe) in] [el i
b. [These toys]i have been [played (outside) with] [eli
c. [John]i has been [spoken (severely) to] [el i
All of the reanalyzed verbs and participles in (34-35) violate the Struc~ure-
Preserving Condition -- unless the material in ~arentheses is omitted. Not
even an active complex verb has an incorporated PP or adverbial position in
it -- otherwise we would have found apparent violations of the Adjacency
Condition on Case assignment in English, analogous to those found in Italian
and Dutch. Suppose that we were to abandon Condition (22) in order to allow
for (34-35). Then we would have no account for the cases where Reanalysis is
blocked; not only in English, but also in other languages. It seems that
a more fruitful approach would be to try to find some independent explanation
fQr why Reanalysis is possible in these cases.
It has been observed by various investigators that Reanalysis interacts
in complex ways with the thematic structure of the governing head. It is
well-known that the subject of a passive construction must function as a
"logical object", in some sense. It seems that this involves being affected
by the action, in ways that we shall leave imprecise. This i.s illustrated
by examples like (36), noted by Fiengo (1977):13
(36) a.
b.
John resembles Ray Davies
This fraction equals that number
*Ray Davies is resembled (by John)
*That number is equalled (by this f~action)
"50
Similar effects can be observed in the pseudopassive structures in (37), v's.
the superficially similar cases in (38):14
(37) a. ?*John's mother has been [travelled with] (by him)
b. ?*New York City has been [slept i.n] (by John)
(38) a. This suitcase has been [travelled with] -- too much; it's
starting to fall apart
b. This bed has been [slept in]
-- too much
Similar restrictions involving "agentivity" appear to govern the Tough-movement
constructions, as noted by Nanni (1978)~ Even for WH-movement, the
acceptability of stranding increaSt1S proportionally to the "closeness" of
the link between the prepositional object and the thematic structure of the
verb, as observed by Weinberg and Hornstein (1981) and others. ~lthough the
particular thematic conditions on Reanalysis appear to differ from one
construction to the next -- they seem most stringent with pseudopassives--
it is reasonable to suppose that Reanalysis quite generally involves some
sort of "thematic restructuring", as proposed by M. L. ZubizarretE., who
relates this to Chomsky's (1981) Projection Principle. In fact this makes
sense in terms of the ECP, if proper government by V is dependent upon 9-role
assignment, as suggested in Chapter 6.
Given the relevance of the thematic structure of the verb for Reana-
lysis, there is a possible solution to the problem posed by examples such
as (34-35), where the adjacency requirement in (22i) appears to be violated.
Specifically, we can assume that Reanalysis like the rules of Case
assignment in Italian and Dutch -- applies to an abstract representation
where all the prepositions in (34-35) are adjacent to the goveLning verb
or participle. This level is the projection consisting of the verb and its
15
arguments -- the Argument Projection discussed in Chapter 3. Since the
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adverbial elements within parentheses in (34-35) are absent from the
Argument Projection, Condition (22) is satisfied at the relevant level
of application.
Note that it is impossible for NP objects to be excluded from the
Argument Projection, since they are linked to the argument structure of the
verb by means of coinde~ing with specific slots in the verb's thematic grid.
Since the NP-Incorporat1on r~e does not extend to passive participles, the
cases in (8) will still be ruled out; the adjacency requirement blocks
simple V-P Reanalysis across the NP object. Similar facts obtain with re-
spect to PP arguments, which contrast markedly with the "adverbial." PPs in
(35):
(39) a.
b.
*[Our inc.ome]
*[John] was
is [dependent - on the government - for]
[talked - about Bill - with]
The constraint against Reanalysis across a PP argument seems to be much
looser -- in fact, virtually inoperative -- in stranding constructions derived
by WH~ovement, and in Tough~ovement constructions:
(40) a.
b.
[Which income] do you [depend - on the government - for]
[John] is [easy - for us - to talk about Bill to]
Note that the relevant PP in (40b) is for us; this appears to violate
(22), since the PP may never be included in a complex adjective that is
derived by a word-formation rule, as shown by Nanni (1980):
(41) a.
b.
*[
*[
an
a
[easy - for you - to clean]
[hard- for anyone - to solve]
carpet ]
problem ]
Whatever the ultimate explanation for the violations in (40), I will continue
to assume (221) in its strongest form, since there is no clear alternative
of the full range of phenomena discussed above.
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2.6 It seems that another condition must be placed on reanalysis. Van
Riemsdijk (1978b) observes that Focus NP Shift (his Heavy NP Shift) can
never apply to the object of a prepositicn:
(42)
(43)
a.
b.
a.
b.
I can't talk [about the 110rrible dreams that I've been having]
to my father-in-law
I'll look [into the issues that you've raised] with my new
assistant
*1 can't talk [about --] to my father-in-law [the terrible
dreams I've been having]
*I'11 look [into --] with my assistant [the issues that
you've raised]
Although the ungrammaticality of (43) follows from the ECP if the trace of
the shifted NP is governed only by the preposition, we would normally expect
v-p Reanalysis to be possible here, as in (23a).
Similar conclusions can be drawn from the fact that prepositions
cannot take tensed clauses as their objects:
(44) a. Reagan was talking about invading El Salvador
We'll look into your claim that the water is dirty
b. *Reaganwas talking about that the Marines might visit El Salvador
*We'll look into that the water might be dirty
It would be missing the point to claim that these prepositions simply
fail to subcategorize for S, since tais is a property not just of the prepositions
16in (44), but of all prepositions. Recall that the Case Resistance Principle
prevents 5 from being assigned Case, since its head bears the Case assigniyg
feature [+Tense]. This suggests that the ungrammaticality of (44) can
reasonably be pinned on the CRP. This suspicion is confirmed by the fact
that the sentences in (45) seem much better than those in (44):17
(45) a.
b.
?[That the Marines have been invited to El Salvador], Reagan
was talking about -- yesterday
?[That the water might be dirty], we'll look into -- tomorrow
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We can account for the reduced ill-formedness of (45) VB. (44) by assuming
that these structures do not involve a CRP violation. Note, however, that
in order for the ECP to be satisfied, 'He must assume that V-P Reanalysis
applies in this case.
But now an obvious question arisas: why are the sentences in (44b)
not on a par with those in (45) by virtue of adjunction to VP, followed
by V-P Reanalysis? (Recall that VP-adjunction is the normal strategy of
postverbal S complements for satisfying the CRP.) Thus the ungrammaticality
of (44b) is part of the same problem as the ungrammaticality of (43).
It is doubtful that these facts can be accounted for by blocking the
actual operation of the movement rule. It is tempting to invoke a Subjacency
account, analogous to that of Baltin (1978) or Van Riemsdijk (l978b), but
this is unlikely, unless both PP and VP are bounding nodes, if V-P Reanalysis
were possible in this case. If Reanalysis were to apply, the derived verb
could both properly govern and assign Case to the trace of NP or S, satisfying
the 9-criterion, the ECP, and the CRP. So it seems that the key to ruling
out (43) and (44b) is to block Reanalysis somehow in the rightward movement
cases.
In both the leftward and rightward movement structures, the antecedent
is in a non-A-position c-commanding its trace, so the only obvious difference
berween the two classes of constructions is in terms of the left/right
asymmetry. This suggests that Reanalysis is subject to a type of "leftness"
condition, reminiscent of the condition on pronominal variables proposed by
Chomsky (1976).18 Specifically, we can adopt the following condition on
Reanalysis:
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(46) The Antecedent Condition on Reanalysis
A string of words,S, may be reanalyzed so as to form a complex
word, W, only if:
(i) w governs some constituent,a, and
(ii) there is some antecedent, A, such that A binds a, and
(iii) A is to the left of W
According to (46), Reanalysis must apply at S-structure, or at least after
the application of Move a, since the Antecedent Condition is not satisfied
at D-structure even in the grammatical stranding constructions involving
leftward movement. This raises a problem for the Projection Principle, and
may imply that the original CD-structure) configuration exists simultaneously
with the reanalyzed structure at the level of S-structure, a possibility
noted by N. Chomsky (personal communication).19
From the perspective of the controversy surrounding involvement of
reanalysis in the derivation of the WH-movement stranding constructions,
it is significant that the Antecedent Condition treats NP-movement and
WH-movement as a natural class, as opposed to the constructions involving
rightward movement in (43) and (44b). Taken together with the observations
in the preceding discussion of the conditions governing rea~lalysis, this
supports the view that the asymmetries among the various types of stranding
constructions can be deduced from the interaction of general principles
governing reanalysis, rather than being attributed to the involvement of
entirely different rules in each case. Certain serious problems remain
unresolved in particular, the apparent violations of Condition (22) with
respect to PP arguments ill WH-movement and Tough-movement constructions --
but in general it seems that the program of reducing all cases of stranding
to reanalysis is feasible.
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3 ~ Reanalysis in Out£!!.
• 3.1 Let us now turn to the Dutch facts which led Van Riemsdijk to adopt
•
I
the solution of a PP-internal escape hatch for R-pronouns. Recall that Dutch
has both prepositions and postpositions, a possibility which we attributed in
Chapter 2 to the existence of two head positions in P. As it turns out, the
postpositions fall into two distinct classes: tl&e "motional" postpositions,
which indicate the direction of motion, and the "non-motional" postpositions,
20
which normally indicate static location. Van Riemsdijk suggests that the
motional postpositions are generated as postpositions at D-structure, while
the non-motional Ps originate as prepositions, and become postpositions
at S-structure by virtue of a rule of R-movement which applies to their NP
objects, deriving (47b) from (47a):
I (47) a.
.. b.
[e] - P - NP ]i
NP - P - [e] ]i i
Actually, the only NPs to which R-movement may apply are the R-pronouns,
I which include er, daar, and waar. Van Riemsdijk }landles this by having
I
the base rules for PP specify the pre-head position in (47) as being
specifically reserved for pronouns bearing the feature [+R]; this is the
R-position alluded to above. Although R-movement is optional, there 1s a
surface filter which rejects any PP in which an R-pronoun follows a governing
21preposition, thus effectively forcing R-movement to apply in all cases.
Van Riemsdijk suggests that this R-position functions as an escape
hatch for the purposes of syntactic move~ent in two classes of constructions.
The first of these is the WH-movement construction in (48), while the second
is the R-movement construction in (49):
•(48) [Waar]i heb je het [pp [e] i mee ] gedaan
Where have you it with done
•
'What have you done with it? '
(49) Ik had [er] 1 niet [pp [e] i op gerekend
I had there not on counted
'I had not counted OIl it'
• In (49), the R-pronoun ex appears at S-structure in a special position
that Van Riemsdijk attributes to the Dutch categorial rule defining the
structure of S. This position is fmmediately after the positions 'reserved
for the other "weak pronouns", as noted in Chapter 3 uboveo
In each case, it is assumed that the PP-internal R-position is a
crucial escape hatch for movement out of the PP, thus accounting for the
fact that NPs which are not pronouns may not leave stranded prepositions:
gerekend
counted
Zij heeft [pp op hem]
she has on him
1 She has counted on him'
b. Ik had [pp op jouw vrienden]i gerekend
I had on your friends counted
'I had counted on your friends'
a.(50)
(51) a. *[Wiel i ~eeft zij [pp op [eli 1 gerekend ?
who has she on counted
'Who has she counted on?'
b. *[Jouw vrienden]i worden [pp op [eli
your friends are on
'Your friends are being counted on'
gerekend
counted
In order to rule out direct movement from the prepositional object position
in (51) -- thus bypassing the R-position -- Van Riemsdijk invokes the Head
Constraint, which blocks direct ThOvement from a position within P to a
maxposition outside of P , as in the English sentences in (8). In order for
the R-position to function as an escape hatch, it is necessary to assume
that this position is dominated by P, so that subsequent movement from this
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position will not violate the Head Constraint.
In addition, Van Riemsdijk argues that the R-position in S is an
escape hatch with respect to Rubjacency 1n the case of WH-movement.
Consider:
(52) a. [Waar]i heeft zij vaak [pp [eli over] gesproken
Where has she often about spoken
'What has she often spoken about?'
b. *[Waar]i heeft zij er vaak [pp [eli over]
Where has she there often abcut
'What has she often spoken about there?'
gesproken
spoken
The story goes as follows. Take PP and S to be bounding nodes for sub-
jacency. Movement from the R-position in PP to the R-position in S will be
all right, because only PP is crossed; but direct movement to CO~W would
cross both PP and S. In (52a), it is possible to assume that the WH-pronoun
actually moved in two steps, passing through the R-position on its way to
COMP; in (52b), however, the R-position is occupied by another R-pronoun,
so this position is unavailable. Van Riemsdijk describes the structure in
(52b) ae an R-island, analogous to the WH-islands discussed by Chomsky (1973).
3.2 In addition to the stranding constructions involving R-pronouns,
there are other constructions in which a preposition appears dissociated
from its object; these involve the motional postpositions mentioned
previously. According to a proposal of Evers (1975), Dutch has a rule of
V-raising, which takes a verb out of a subordinate clause and adjoins it
to the right of the governing matrix verb. This rule interacts with Verb-
Particle constructions, accounting for alternations such as the following:
a.(53) omdat hij de tandarts op probeerte te bellen
because he the dentist up tried to call
'because he tried to call up tile dentist r
b. omdat hij de tandarts ~~ probeerte op te bellen
In (53a), the particle op is left behL~d when.V-raising applies to the
subordinate verb te bellen; in (53b), the particle moves along with the
verb, adjoining to the governing Vo Although Koster (1975) argued that
particles appear at D-structure as part of the verb, Van Riemsdijk proposes
that they are actually incorporated into the structure of the verb by means
of a rule of p-shift.· This allows him to account for the alternation in
(53) by assuming that P-shift is optional: if it applies, then V-raising
yields (53b); if not, then (53a) results.
When a PP complement headed by a motional postposition appears before
the verb, P-shift is also possible, deriving a V-raising alternation parallel
to that in (53):22
a.(54) omdat hij de boom in probeert te klimmen
because he the tree into tries to climb
'because he tries to climb into the tree'
b. omdat hij de boom -- probeert in te klimmen
Note that P-shift is essentially equivalent to the V-P Reanalysis rule found
in English, especially insofar as both languages have Verb-Particle
23
constructions. Given the existence of the. P-shift rule, one might ask
why it was not invoked to derive the stranding configurations in (48) and
(49), since this would eliminate the PP structure and make movement possible.
There are several reasons for Van Riemsdijk's reluctance to make this
move. First, P-shift can apply regardless of the status of the object of
the postposition (~f. 54b), but the WH-movement cases discussed previously
were limited to R-prcnouns. Second, P-shift can only apply to motional
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postpositions, amd cannot apply to underlying prepositions which become
postpositions by virtue of R-movement. This is indicated by the fact that
non~otional postpositions are always left behind by V-raising:
(55) a ... omdat hij [er op wilde
because he there for wanted
'because he wanted to wait for it'
wachten
to wait
b. *omdat hij er wj-lde op wachten
If P-sh:f.ft cannot apply to these postpositions, then an j.ndependent explanation
is required for the fact that they can be stranded by R-movement and WH-movement.
A third reason for not extending the P-shift rule to cover all of the stranding
constructions is that it would be impossible to derive the R-island effects
in this system without the assumption that direct movement to COMP is blocked
by virtue of the bounding status of the intervening PP and S nodes. Van
Riemsdijk~s account succeeds in limiting the V-raising constructions to the
right set of postpositions; moreover, by making str~~ding with the other
postpositions crucially dependent on the escape hatch within PP, he succeeds
in' limiting extraction to R-pronouns, while simulta:Lleously making possible a
simple and straightforward account of the R-idland phenomena.
3.3 Despite these advantages, there are grounds for discomfort with
th~ overall structure of this theory. First, there are certain technical
problems. As with the PP-internal COMP analysis for English, the use of
the R-position escape hatch is incompatible with Kayne's proposal that
prepositions are not proper governors, if government is only from head
24position. Moreover, as Koster (1978b) observes, the Head Co~straint and
Subjacency together overdetermijl.';: (',e facts in the case of movement to COMP
by anything other than an R-prOltOun. In ac1dition, in order to make the
R-position immune to the effects of the Head Constraint, Van Riemsdijk must
place this position in P; but this forces him to assume that subcategorized
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constituents appear at the X level, since he distinguishes prepositions
in terms of whether or not they subcategorize for an R-position. Quite
apart from the fact that this weak~ns the theory of subcategorization, it
reduces the plausibility of the Head Constraint as a condition on movement
25
of subcategorized complements$
Van Riemsdijk's analysis also relies crucially on the assumption
that the categorial rules of Dutch define certain NP positions within the
expansions of Sand PP as being reserved specifically for R-pronouns. The
rules deriving these positions would have to be category-specific, since
the R-positions do not appear in the expansions of other categories. In
fact, the R-position in S appears to be a clitic position, rather than a
real phrase structure position per se, as suggested by its fixed location
and categorial asymmetry. It appears tmmediately adjacent to the other
pronominal clitics, and in fact may intervene between a direct object NP
and the V-initial head position, creating superficial violations of the
adjacency condition on Case assignment in terms of the theory of Dutch
verbs developed in Chapter 3. Moreover, the R-position is involved in
partitive clitic constructions that are directly analogous to clitic
constructions in French and Italian: 26
(56) Ik [heb er nog drie -- .;.,a. ,,~J
I have there still three
'1 still have three (of them)'
b. Hij [heeft er ] van Jan ook een paar gekocht
he has there from Jan also a paj.r bought
'He has also bought a few from Jan'
But if the R-position is really a clitic position, then it cannot be subject
to syntactic movement rules, ~nd in particular cannot be an escape hatch
fo~ the purposes of WH-movement.
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Finally, the fact that Van Riemsdijk's analysis requires two
distinct and unrelated strategies for deriving stranding constructions
is itself dissatisfying, as noted previously. It is especially striking
that Dutch -- like English -- has Verb-Particle constructions. These can
plausibly be supposed to involve comple~ verbs formed by the word-formation
component, parallel to the English case. The internal structure of the
complex verb in this construction is exactly what would be required to
satisfy Condition (22) if the Dutch stranding constructions were all due
to Reanalysis. MOreover, even in the stranding constructions involving
extraction of R-pronouns, the internal structure of the PP is postpositional,
which is just what would be required for Reanalysis to proceed. In
Van Riemsdijk's account, it is a coincidence that the PP-internal escape
hatch happens to precede the head of P, but this would be a necessary
precondition if Reanalysis were involved. Finally, in all stranding
constructions, the stranded postposition is adjacent to the verb at the
27
relevant level of representationo
These considerations suggest that it may be worthwhile reconsidering
the Dutch facts to see if all of the stranding constructions might be
accounted for in terms of Reanalysis, after all$ Recall that there are
three basic properties that must be accounted for:
(57) i. Even though any postposition may be stranded when an R-pronoun
is dissociated from the PP, only motional postpositions may
move along with the verb in V-raising constructions.
i1. Only R-pronouns can escape from PPs that are not headed by
motional postpositions; moreover, no pronoun other than
an R-pronoun may appear in the R-position.
iii. The R-position in S appears to behave like an escape hatch:
when it is filled by some other element, stranding via
WH-movement of an R-pronoun is blocked.
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3.4 Let us first consider (575.). In Van Riemsdijk's account, the inability
of the non-motional postpositions to move along with the verb in V-raising
constructions follows from the fact that P-shift (i. e. P-V reanalysis) is
unabl~ to apply to these "surface" postpositions. If we are to invoke
Reanalysis in order to account for extraction of R-pronouns from non-motional
PPs, then this solution is unavailable to us. Instead, we must find some
other way to distinguish between the two classes of postpositions for the
purposes of V-Raising.
Recall that particles may also move along with the verb in V-raising
constructions, as in (53). Significantly, however, true intransitive
prepositions may never move along with a governing verb in the same way.
This is shown strikingly by the contrast between (58) and (59):
(58) a. omdat hij voor schijnt te staan
because he in front seems to stand
'because it seems to be leading'
b. omdat hij schijnt voor te staan
(59) a. omdat hij voor schijnt te sta&n
'because it seems to be standing in front'
b. *omdat hij schijnt voor te staan
The sentences in (58) and (59) have identical strings of words; but (58)
is a Verb-Particle construction with an idiomatic meaning (rvughly, 'to
lead' , as in a sports match), while (59) simply has the literal reading of
an intransitive verb occurring with a locative (intransitive) preposition.
Only in the case of the idiomatic reading can the particle and verb function
as a unit for V-raising. Van Riemsdijk suggests that this is dlle to a
condition on P-shift preventing it from applying to intransitive prepositions.
Recall, however, that his P-shift rule must apply to motional postpositions
in ordeT to del'ive the construction in (54b). This means that the P-shift
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rule must treat particles and motional postpositions within a PP as a
natural class, a~ opposed to intransitive prepositions and non~otional
postpositions; needless to say, this 1s hardly a natural cut.
Suppose instead that the relevant difference between particles and
intransitive prepositions is that particles originate within the structure
of the complex verb at D-structure, as originally suggested by Koster (1975).
Then the Verb-Particle combinations are derived by means of a word-formation
rule of Particle Incorporation, just as in English. Suppose further that
the verbal complex in a V-raising construction is also derived by means of
a word-formation rule, analogous to the rules deriving the complex of the
verb and its auxiliaries in English, Dutch and the Romance languages. It
would then follow that even 1f a preposition could be reanalyzed as part
of a complex verb by a syntactic reanalysis rule, it would be "too late"
for the preposition to "move" along with the verb in V-raising constructions.
Thus we would take V-raising to be a diagnostic for the involvement of a
word-formation rule, rather than as a diagnostic for Reanalysis.
We could then account for the fact that motional postpositions are
subject to V-raising by assumi~g that they too may be adjoined to a verbal
stem by the relevant word-formation rule of Particle Incorporation.
It might be objected that it misses a significant generalization
with respect to strict subcategorization if there are two possible sources
for motional postpositions. But this objection could be answered if PP
subcategorization frames could be satisfied either by an incorporated post-
position or by a true pp.28
In fact there is independent evidence for the claim that V-raising
is not a cyclic syntactic rule as originally proposed by Evers (1975).
464
Riemsdijk (1978b) observes that if P-shift "feeds" V-raising (as it does in
his account) then it should be impossible to "dangle" a particle between two
higher verbs when V-raising applies successive-cyclically:
(6~) a. *omdat [
because
[ [ik de boerderij later over nemen]
I the farm later over take
te-kunnen] schein]
to be able seem
b. *omdat [ [ik [de boerderij later over] te-kunnen-nemen] schein]
c. omdat [ik [ r..Jo boerderij later over] ] schein-[te-kunnen-nemen] ],"'-
d. omdat [ik [de boerderij later] ] schein-[te-kunnen-[over-nemen] ] ]
e. %omdat [ik [ [de boerderij later] ] schein-[over-te-kunnen-nemen] ] ]
Sentence (60a) is the D-structure representation prior to the application
of any syntactic rules, according to a movement analysis of V-raisingo
(60b) is the representation after the second cycle, where nernen has moved
over to the right of the governing verbG (60c) is the grammatical S-structure
in which te-kunnen-nemen has moved up around the matrix verb. (60d) is the
counterpart to (60c), where P-shift has occurred on the first cycle, and
over-nemen has functioned as a unit for subsequent successive-cyclic applica-
tion of V-raising. (60e) is the structure that shouldn't exist. Presumably,
it would be derived from (60b) by illegally applying P-shift after V-raining
has already applied to the bare verbal stem, with subsequent application of
V-raising to the entire complex. However, Van Riemsdijk notes that structures
such as (60e) are attested in some southern dialects, even though they are
ungrammatical 1n Standard Dutch. This is just the kind of arbitrary dialect
variation that we would expect to find if the verbal complex in V-raising
constructions were actually derived by means of a word-formation rule,
rather than by cyclic application of syntactic movement.
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3.5 Let us now consider (57i1):
(57) 1i. Only R-pronouns can escape from PPs that are not headed by
motional postpositions; moreover, no pronoun other than an
R-pronoun may appsar in the R~position.
It is clear that the first aspect of this observation follows straight-
forwardly from the assumption that all stranding constructions are derived
via P-V Reanalysis. Since only R-pronouns may precede the non-motional
postpositions in PP, it is only with R-pronouns that the postpositional head
of PP is adjacent to the verb. In constructions where the preposition pre-
ced~s its object, the trace of the NP extracted by WH-movement intervenes
between the stranded preposition and the fol1o~ng verb. Therefore, P-V
Reanalysis would be blocked in these structures, since the adjacency
requirement (22i) would be violated. MOreover, the trace of WH-movement
would appear inside a word, so the WH-operator would be unable to bind a
variable in any A-position. Thus it seems that the limitation of stranding
to constructions involving extraction of R-pronouns follows automatically
if Reanalysis is necessarily il1volved.
But this still leaves open the qu~stion of why it should be that R-
pronouns may never follow a preposition, and must always precede the head P
when they appear in PP. To resolve this issue, we must consider the inter-
nal structure of the Dutch PP in greater detail. Recall that we objected
to Van Riemsdijk's structure on two grounds: first, it required the base
rules to explicitly reserve a position for R-pronouns within PP; second,
it allowed strict subcategorization frames to "reach" into the Xlevel,
so as to allow certain Ps (but not others) to select an empty R-position
for the R-pronoun to move intoe Suppose that these options are not made
466
available by linguistic theory. How then could the effect of "obligatory
R-movement lt be achieved ?29
Recall that the stnLcture of the Dutch X level allows for two head
positions in P. Suppose now l'hat every preposition or postposition must
occur in one of these head posi~ions, and that all complements must appear
within P. Then every PP would have (roughly) the structure in (6~):
(61) [- pp p ]
Prepositions would always appear in the P-initial head position, while post~
positions would appear in the P-final position. All complements (including
R-pronOllns) would have to appear in between. TIlis means that a non-motional
postposition would appear in the P-final position only when it takes an
R-pronoun object, while a motional postposition would appear in the P-final
position regardless of the status of its object. Suppose tl 's is correct.
What could possibly be responsible for forcing these unusual patterns of
distribution on the various types of prepositions? It seems that the
relevant lexical properties determining these facts may relate to Case
assignment in some way.
Recall that Dutch v~rbs have two important properties which relate
directly to Case assignment. The first property is that they assign Case
to the right; this accounts for the fact that the position of objective
case assignment in Vis the position ~ediately to the right of the V-
initial head position. Suppose that the same is true of prepositions;
i.e. that they assign Case to the right. This would account for the fact
that regular prepositions (i.e. non-motional Ps) must always occur in the
V-initial head position when they take an NP object other than an R-pronoun;
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otherwise, they would not be able to assign Case to the NF, and 9-role
assignment would be blocked.
The second important property of Dutch verbs is that the ve=bal com-
plex is discontinuous, and is able to si~Jltaneously occupy both head posi-
tions, even when one of these positions is phonologically null. Therefore
even when a verb appears in the V-final position (as is typical in sub-
ordinate clauses) it is able to assign Case from the head position at the
beginning of V. We can now account for the distinctive behavior of motional
postpositions by assuming that they share with verbs the property of having
30
a discontinuous complex. Thus the motional postpositions would be able
to assign Case from the P-initial head position even when the phonological
preposition actually appears in the P-final position. The fundamental dis-
tinction between "regular" prepositions and motional postpositions is that
only the latter have the verb-like property of discontinuous structure.
Let us now consider the status of R-pronoun objects. Van Riemsdijk
observes that the R-pronouns not only function as PRO-NPs, but also as
PRO-PPs. This suggests that these pronouns are inherently marked for Case.
It would then follow that when a preposition takes an R-pronoun as its
object, it need not occur in the P-initial head position, since it doesn't
have to assign Case to the inherently Case-marked R-pronoun. This explains
why an R-pronoun may always precede its governing head P, except 1n a few
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exceptional cases. However, we must make an even stronger distinction
between R-pronouns and other NPs in this respect, since an R-pronoun must
precede the governing head P. Suppose that prepositions assign Case
according to the following general principle:
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(62) If a preposition subcategorizes for an NP object, then it
must always assign Case to that NP, if the NP appears in a
position of Case assignment.
If a preposition subcategorizes for an NP object appearing to its right,
then it will be forced by (62) to assign Case to the NP, even if it is an
R-pronoun. But R-pronouns are already inherently Case-marked, so the as-
signment of an additional Case would result in Case conflict. It therefore
follows that if a preposition takes an R-pronoun object, it must appear in
32the P-final head position, so that Case assignment is blocked.
&ecall, however, that motional postpositions are able to assign Case
from the P-initial position, even when they appear phonologically in the
P-final position. Given (62), we might expect R-pronouns to be completely
incompatible with these postpositions; but this is not the case. The
solution here is to assume that each head position is optional. When a PP
is headed by a regular preposition, the P-final slot is left empty, while
the P-initial slot is optionally left empty when a PP is headed by a post-
position. If the postposition is a motional postposition, and if its object
is a regular NP, then the P-initial position will_appear, so as to allow
Case assignment to proceed. But if the NP object is an R-pronoun, then the
P-initial pos:Ltion will simply not exist, and CaRe assignment will be im-
possible, thu!1 cir.~umventing (62) and avoid ing Case conflict • Notice,
incidentally, that when a preposition takes a PP complement, (62) is simply
irrelevant, a'nd so the PP complement may folloW' the preposition, without
causing a Oil' violation. 33
This account of the distribution of R-pronouns in PP has some inter-
esting consequences. First, there is no longer a single R-position per se;
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instead t an R-pronoun may appear anywhere in P preceding the P-final head.
This is a desirable result, since Van Riemsdijk was forced to posit two
distinct R-positions in order to account for variations such as those in (63):
(63) a. [pp 10m daar achter]
b. [pp daar 10m achter]
'ten meters behind there'
Second, it is possible to dispense with Van Riemsdijk's filter wh~ch rejects
PPs containing a preposition followed by an R-pronoun; its effects now
fClI10T.\? from the general prohibition against Case conflict t given Principle
(62). Finally, the rule of R-movement is no longer required in order to
account for the location of R-pronouns within PP. Furthermore, if the
R-position within S is actually a clitic position, then syntactic movement to
this position is also ruled out. This means that the rule of R-movement does
not exist. This is also a fortunate result, since the rule overgenerates
in a number of cases; we will provide an illustrative example here.
Dutch has a construction which Van Riemsdijk (1978b) describes as an
"absolutell PP cunstruction, governed by the preposition met 'with'. As he
has pointed out to me, there is a very straightforward analysis of these
constructions, if we assume that met takes a small clause complement:
a.(64) [ met (de tafel [er naast]]]
with the table there beside
'with the table next to it, ••• '
b. [met [de helft van de ploeg [ dronken ] ] ]
with the half of the team drunk
'with half of the team drunk, ••• '
We have already observed that small clauses are not barriers to government
from a governing head; in fact trace can appear in the subject position of
a small clause t as in the raising constructions such as Jonn seems sad.
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Nevertheless, R-movement can never take a small-clause subject around a
governing preposition:
(65) *[ [er]i met [ [eli [ er
there with there
'with iti next to itj '
naast ] ] ]
beside
In a theory containing a rule of R-movement, this is a mysterious fact, as
Van Riemsdijk observes. But in our terms, it makes perfect sense. We de-
rive the pre-prepositional placement of R-pronouns by placing the P in the
P-final head position, rather than by allowing the R-pronoun to raise into
=P. This means that the only place where the complements of a preposition
may appear is between the two head positions in (61). But in (65), the
small clause complement is spread over both sides of the head P, and so the
string cannot be analyzed as a well-formed X-bar structure.
In addition, there are other examples directly parallel to (65), in
which the governing preposition takes: a PP complement in place of a small
clause. Although it is possible to block R-movement by means of certain
complications in strict subeategorization frames, these devices are suspect
34from the perspective of the theory of acquisition. On the other hand, if
an R-pronoun may only precede a P-final postposition, then the ungrammatical
"raising" constructions are ruled out in principle.
3.6 Let us now turn our attention to the R-island effects in (5711i).
This phenomenon appears to argue strongly in favor Df viewing the R-position
in S as a genuine syntactic constituent which is analyzable by Move a.
But this is impossible if the R-position is actually a clitic within the
structure of the verbal complex in th~ V-initial head position. How then
can the escape-hatch effect, observnble in the contrast between (52a) and
(52b) be explained?
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If stranding is dependent upon Reanalysis, the actual S-structure
representations of these sentences will be those of (66):
(66) a. *Waar i heeft zij [V [er] vaak [e] i [V over - gesproken
b. Waar i heeft zij [V vaak [e] . [V over - gesproken].
If we consider the discontinuous verbal complex as a syntactic unit, then
the complex verb in (66) contains both an incorporated preposition (over)
and an incorporated NP (er). This recalls the structur~ of the verbal
complex in the ungrammatical extraction example in (67), which we discussed
in Chapter 5:
(67) *What i did the board [send - the members - out] [eli
I suggested there that complex verbs which contain incorporated NPs and
particles do not properly govern an NP position other than the one linked
to the incorporated NP. When the incorporated NP is eliminated, the sen-
tence is fine:
(68) What i did the board [send - out] [eli
The parallel between the pattern in the Dutch sentences and the English
sentences in (67-68) suggests that the same principle is at work in each
case. Note tha~ the escape-hatch story would be unable to account for the
English example, since the incorporated NP position is not subject to
WH-movement, as observed in Chapter 5. Perhaps, then, a condition based
on the derived structure of tile verbal complex in (66) is the appropriate
basis for d~riving the R-island effect. Although there are certain problems
that arise in deriving the correct range of empirical coverage, this approach
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seems to be yorth pursuing.
This kind of account actually represents an improvement over the
escape-hatch theory for an~ther reason. Recall that the R-position in S
is needed as stepping stone for t~-movement only for NPs which are escaping
from PP. Van Riemsdijk notes that (66a) is actually grammatical if waar
1s taken to be a matrix NP and the clitic ex corresponds to the
position within PP.
(69):36
In 011r terms, the"~:grantnatical S-struc ture tvould be
(69) [Waar] heeft zij [V [v -- er i ] vaak [eli [V over - gesprokenl ]
'Where has she often spoken about it?' (cf. 52b)
Unlike the structure in (66a), this structure is not comparabl~ to the
ungrammatical English sentence in (67); instead, it corresponds to (70):
(70) Where did Kevin [V [V turn - the light i - on] [eli j
In (69) and (70), the incorporated NP corresponds to the trace position
that has to be governed by the complex verb t a:id proper government hold a •
37But now consider the following examples:
(71) a.
b.
Zij probiert (er) op blote voeten er in te kilmmen
She tries there in bare feet there in to clim'b
'She tries to climb in(to) it there in bare feet'
[Waar]i probiert zij op blote voet~n [e].. in te klim.men
"J.Where tries she in bare feet in to climb
'What does she try to climb 11". bare feet? f
c. *[Waarli probiert zij er op blote voeten [eli in te klirrmen
Where tries she there in bare feet in to climb
'What does she try to climb into in bare feet there?'
In terms of our analysis, the S-structure of (71c) is (72):
(72) [Waar]i probiert zij [V -- er] op blote voeten [eli [V in-te-klimmen]
This structure is ungrammatical for the same reason that (66a) is; the
complex verb is unable to properly govern the WH-trace, since it has a
distinct index from that of the clitic ere Notice, however, that in the
escape-hatch theory, the explal"Lation for this case is 11.0t so obvious.
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Unlike the non~otional postposition over in (66), the postposition in in
(71) is a true DOtional postposition. Therefore it should be subject to
P-shift, thus elimi.nating the relevant PP structure. But now WlI-movement
ought to be able to proceed in one step, as in (69), bypassing the R-position
entirely. In other words, in any analysis which allows for both P-shift
and a PP-internal escape hatch, it is necessary to provide an aux:1.1iary
stipulation to rule out (72), since the R-position in S should be irrelevant.
Whatever the ultimate explanation for these R-island facts, it woUld be
desirable to account for them as a unitary phaoomenon r unless the parallel
could convincingly be shown to be a false analogy.
4. This concludes our discussion of Reanalysis rules. We have seen
that the word-formation rules responsible for the English Double Object
and Verb-Particle constructions provide the basis for a possible explanation
of the distribution of preposition stranding constructions in various
languages. By invoking Kayne's (1981) suggestion that prepositions are
not proper governors to force V-P Reanalysis in stranding constructions,
we forced all stranding constructions to be dependent upon Reanalysis.
Moreover, by assuming that Reanalysis is constrainec by the Structure-Preser-
\Z111g Condition and the Antecedent Condition (46), we were able to account
for a numbe~ of superficially unrelated facts, including the distribution
of stranding constructions iu English and other languages, certain apparent
violations of the Complex NP Constraint in English, and the inability of
prepositions to take tensed clause complements. The abst~act conditions on
Reanalysis are of interest precisely becauae they provide the basis for
explaining the special propexties of these constructions in English in the
same terms that the cross-linguistic differences in the various construc-
tions are accol1nted fOT v
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FOOTNOTES: CHAPTER SEVEN
1. Preposition stranding is also attested in other Germanic languages,
including Norwegian. In this chapter I will concentrate almost exclusively
on Dutch and English, primarily because these are the languages that have
been extensively documented with respect to stranding.
2. Presumably a number of factors cause deviatio',ns from the norm of
cross-categorial symmetry. The English word-formation rules deriving
p£en0minal adjectival complexes and the Dutch rules deriving the discon-
t in110US verbal complex are two examples of this.
3. An alternative to Kayne's assumption that prepositions are not
.. proper governors is due to Weila.oerg and Horntein (1981). They suggest
that there is a surface filter which rejects empty categories (traces)
with oblique Case. Under the assumption that prepositions assign oblique
Case, it follows that V-P Reanalysis is necessary in order for stranding
to be possible. (One problem with this approach is that oblique Case-marked
NPs are freely subject to WH-ffi)Vement in languages such as Germane) We
will continu2 to assume Kayne's proposal ~- in part because it is possible
to derive it from the principles of 9-role assignment developed in
Chapter 6.
4. In their analysis of preposition stranding, Weinbe1~g and Hornstein
(1981) attribute the ~ontrast between (7) arld (8) to a con.dition on the rule
of predication which links subject 3~d predicate in passive sentences.
Specifically, they suggast that the reanalyzed passive participle must form
a "possible sern.antic word", because "only predicates which are also semantic
words may be related to arguments" (p.65). They define a possible semantic
II
I
I
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word as (a) being noncompositional, and (b) containing no subparts which
have independent reference. A referring noun phrase may not be included
in a semantic word, since it would violate both criteria. On the oth~r
hand, a preposition can be included, according to their account, because it
is no~referential and presumably does not contribute enough to the meaning
of the complex verb to make the derived meaning count as compositional.
Although the notion of "possible semantic word tr may have sqme value
in a theory of semantics, its applicability in this fashion to constrain
predication seems dubious at best. For instance, the predicates in (i-iii)
are compositional, and in (ii) and (iii) they contain referring noun phrases:
(i)
(ii)
(iii)
The sweater j.s [moth-eaten]
John is [smarter than Bill]
Kevin is [eager to help his sister]
It is far from clear how l~leinberg f 9 and Hornstein's condition could rule out
the stranding examples in (8) without simultaneously ruling out (i-iii).
5. Baltin (1978) independently argues for the bounding status of PP
with respect to the SubJacency condition. Rizzi (1978b) argues that the
bounding status of Sand S may be parametrized. This does not necessarily
contradict Van Riemsdijk]s assumption that the bounding status of PP id
invariant, however.
6. The Struc~ure-Preserving Condition on Reanalysis is obviously within
the spirit of Emonds's (1970) condition on non-root transformations. At a
technical level, (22) differs from Emond's condition in that it applies not
to syntactic movement rules but rather to string reanalyses, constraining
them tn terms of the output of the word-formation component, rather than in
terms of the base rules.
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7. Actually, Particle Incorporation also extends to ing-nominals:
(i) [Kevin's sudden [turning-on] of the light]
(i1) [Janice's careles& [cutting-up] of the cabbage]
For some reason, ing-nominals are always active, perhaps because they are
strictly agentive:
(iii)
(iv)
(v)
*[the bed's making -- (by John)]
*[the chicken's cooking -- (by Debbie)]
*[the light's turning on -- 1
Thus pseudopassives are ruled out in principle in this environment, giv~n
(22):
(vi)
(vii)
8.
type:
(1)
(i1)
*[the garden's walking through -- 1
*[the table's sitting on -- ]
There 1s a "squish" of acceptability of extraction from NPs if this
Who did you read a book about?
?Who did you read the book about?
*Who did you read John's book about?
This seems to be due to independent factors relating to definiteness, and
may at some level be analogous to the effects of the finite complementizer
tbaco See Pesetsky (1978) for some di~cussion.
9. The contrast between the cases of extraction from PP modifiers and
the VP modifier in (29) is significant, since VP is not normally an lsland:
(1) Who did John begin kissing -- ?
(ii) Who does Bill disapprove of John kissing -- ?
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10. The link between unbounded Tough-movement constructions and the
possibility of Reanalysis deserves bome commnent. In Chomsky (1977), the
possibility of unbounded movement is attributed to the fact that WH-movement
is crucially involved in the const~uction. The idea is that all applications
of syntactic mo?ement are subject to the Subjacency condition, and so apparent
violations of the principle must involve successive-cyclic movement through
the "escape hatch" in COMP. In fact, there is independent evidence for this
assumption, since the Tough-movement construction shows the characteristic
diagnostics of movement through COMP, in the form of the island effects
discussed in Ross (1967), Chomsky (1973), and elsewhere.
On the other hand, certain problems persist. First, Van Riemsdijk
(1978a) argues that the lough-movement construction in Dutch is crucially
dependent upon WH-movement; but he observes that the construction is still
strictly bounded, unlike relative clause construction and other instances
of WH-movemen't. This suggests that the involvement o~ WH-move..Ttlent may be
a necessary precondition for unbounded movement while still being insufficient
to guarantee it. A second problem is that the English constructions show
certain ap~arent violations of the WH-island effects of Subjacency,
where a WH-phrase may be extracted from a position following the Tough-
movement trace in VP:
(i) [Which violins)i are [these sonatas)j easy to play [e)j on [eli ?
This is normally impossible in other constructions involVing WH~ovement.
A possible solution to the second problem is suggested by Chomsky
(1981). Specifically, he suggests that a rule of Reanalysis is also involved
in the construction, such that the material preceding the trace in the clausal
complement to the tough-adjective is realized as part of the adjective itself:
(ii)
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[Which violins)i are [these sonatas)j [AP [A easy - to play
Reanalysis leaves the second trace [eli outside of the WH-island, so that
Subjacency is not really violated in structures such as (ii). One might
wonder how the child knows that Reanalysis is involved here, since sentences
such as (ii) are presumably not part of the primary linguistic data. Chomsky
suggests that the involvement of Renalysis can be deduced frum the 9-criterion.
Specifically, the matrix subject NP in the Tough-~ovement construction appears
in a non-e-position at S-structure. Therefore in order to satisfy the e~criterion,
it must be part of an A-chain which also includes a trace in a 8~position. The
relevant 9-position is the WH-trace [e]. in (ii). But in order for the matrix
J
subject and the trace to constitute a well-formed A-chain, the S-structure
representation must simulate the output of normal NP-movement. Effectively,
this means that the trace must not be assigned Case, and must be locally
A-bound by the matrix subject. This is where Reanalysis comes in: the material
preceding the trace in the cl2usal complement is reanalyzed as part of the
adjective~ so that (a) the trace is governed by a complex adjective at S-structure
and therefore is not assigned Case, and (b) the governing category of the
trace is the matrix clause, so that the trace is locally A-bound by the matrix
subj ect. Since the subject position of not obligatory if no 9-role is
aasigned to the subject position, APs which are headed by tough-adjectives
are not governing categories like those discussed in Chapter 4. Thus Reanalysis
is crucial for permitting unbounded Tough-movement constructions, since it is
only by virtue of Reanalysis that the trace position can be locally A-bound
from subject position. Since local A-binding is a necessary condition fo~ a
well-formed A-chain, Reanalysis 1s indirectly responsible for unbounded
movement -- thanks to the 9-criterion. (See also footnote 12 for a brief
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discussion of Tough-movement constructions that do not involve Reanalysis.
11. Koster and May (to appeer) argue that all instances of to-infinitives
in English have the categorial status of S. This is implied by the assumption
that to is an instance of INFL -- which is the head of S, as observed in
Chapter 1.
12. This still leaves open the question of the status of Tough-movement
in languages which do not have the A-S Reanalysis rule. In these languages)
the 9-criterion must also be satisfied by means of including the matrix subject
position in a well-formed A-chain at S~structure. This chain will also include
the "gap" in the complement to the tough-adjective. The gap must be formed
by WH-movement; if it were formed by NP-movement, then the 9-criterion
would be violated at S-structure, since the NP-trace in the e-position would
have to be included in two distinct A-chains. Thus even in a language such
as Dutch, WH~ovement will be crucially involved in the construction, a result
which coincides with the findings of Van Riemsdijk (1978a). But Dutch lacks
a word-formation rule equivalent to the English one. So Reanalysis will be
blocked, and the Dutch Tough-movement construction is consequently strictly
bounded, as we expect. Two problems persist, however, as a result of the
requirement to form an A-chain at S-structure to satisfy the 9-criterion with
respect to the mat~1x subj2ct.
First, the trace must not be assigned Case at S-structure, or else
the A-chain would be assigned Case twice, which is not generally permitted;
see Chomsky (1981) for discussion of this point. Under a Reanalysis story,
·the Absorption of the Case-assigning pr~perties of the governing verb can be
attributed to the Reanalysis rule. How, then, does a language such as Dutch,
. French, or Spanish avoid assigning Case to the trace at S-structure? One
480
possibility is that verbs assign Case optionally, as required by the 9-criterion
and the "visibility" condition discussed in Chapter 3. This would not cause
problems in allowing illegitimate passive-like ~~: movement with active verbs,
since active verbs assign a 9-role to subject ~os~tion, and the a-criterion
prevents movement to a 9-position, as observed by Borer (1979). Alternatively,
we could simply stipulate that a verb within the domain of a tough-adjective
has ~ts Case-assignment properties absorbed.
A second problem is that the PRO subject of the infinitival complement
to the tough-adjective ought to count as an accessible subject for the purposes
of defining the binding category of the trace. (See Chomsky, 1981, and Chapter
3, footnote 29 for the definition of binding category.) But this would mean
that the trace couldn't be A-bound in its governing category, in violation
of the condition on anaphors in the Binding Theory, which is incorporated into
the definition of A-chain. (This problem does not arise in the Reanalysis
account, since the binding category of the trace is the matrix clause.) There
are two possible ways out of this. First, we might assume that the PRO does
not count as an accessible subject by virtue of the WH-trace in COMPc Recall
that S gets rid of its r-index from the position in COMP. We might then
assume that the PRO subject cannot be potentially co-indexed with either
COMP or the trace positioa without qiolating the wel1-formedness condition that
prevents 8 non-head constituent from being co-indexed with the category
immediately containing it. This would prevent the PRO from counting as an
accessible subject for the purposes of defining the clausal complement to the
adjective as the binding domain of the trace, given the definitiDn of binding
category proposed by Chomsky (1981). (See also Chapter 3, footnote 29 .)
Given these revisions, we now hav~ a straightforward account of
Tough-movement constructions. In all languages, the matrix subject position
is a non-a position, and must be part of an A-chain which also includes a trace
position in the clausal complement to the tough-adjective. This trace must be
derived by WH-movement because of the a-criterion, as noted pre1riously. If
WH may only appear at S-structure in a [+WH] COMP~ it follows that WH-movement
must take the WH-phrase to the COMP governed by the Tough-adjective, which
must subcategorize for the [+WH] COMP. This derives the island effects in
English. Despite the fact that WH-movement is crucially involved in all
Tough~ovement constructions, the matrix subject and the trace must form an
A-chain at S-structure, so the potential ~or an unbounded dependency by'virtue
of successive-cyclic WH~ovement is frustrated by the requirement for local
A-binding between the matrix subject and the trace. The one exception to the
general pattern will be English, by virtue of its peculiar word-formation
rule deriving the prenominal complex tough~adjectivest which allows A-S Reanalysis
to satisfy the Structure-Preserving condition (22).
13. Fiengo (1977) points out a contrast which illustrates the relevance
of the "logical object" condition rather nicely:
(1) *That number is equalled by this fraction
(i1) Richard's goal-scoring record has been equalled by Potvin
In (i), the number is not even remotely affected by the fact that it is
"equalled" by the fraction; equal in this sense is not logically transitive,
but rather copular in status. On the other hand, Richard's record in (11) is
clearly affected by virtue of being e~ual1ed, and so the passive structure is
acceptable. See also Davidson (1980) for an interesting discussion of related
issues.
14. Van R1emsdijk cites the contrast between (37a) and (i) as a reason for
assuming that only pseudopassive stranding constructions are dependent on
Reanalysis:
(1) Whose mother did John travel with -- ?
But as Weinberg and Hornstein (1981) observe t the contrast need not be
attributed to Reanalysis per se; the contrast evident in (36) suggests that
the relevant distinction may simply follow from the fact that the conditions
on passive predicates are simply more stringent than those governing active
predicates.
15. Our use of the Argument Projection to allow for reanalysis of terms
that are nonadjacent in the S-structure string is essenti~lly analogous to
the use of themtic indexing in the account of French causatjves in Rouveret
and Vergnaud (i9dO).
16. Tarald Taraldsen informs me thatprepositions may take S objects in
Norwegian, which appears to be inconsistent with our account. It may be,
however t that the preposition in this structure actually appears as a kind
of complement1zer in the fir~t of the two COMP positions which Norwegian
apparently allows. (See Taraldsen, 1979 t for a discussion of the internal
structure of the COMP in Norwegian.)
17. The topicalized 5 objects of these prepositions arE! somewhat marginal,
although they seem to be somewhat better than the comparablE~ examples in (44b).
We can quite reasonably attribute their marginality to the f:act that Topicalization
is the only structnre that will allow an S to appear as the o~ject of a
preposition at D-structure. Since Topic constructions are s~listicallymarked,
the relevant D-structure configurations could only appear very rarely in actual
speech, and all the examples should sound somewhat odd. The very fact that the
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sentences of (45) are even marginally acceptable in this situation suggests
that the role of strict subcategorization is virtually nil in determining
the categorial status of the object of a preposition. This is just what
we might expect, if prepositions do not actually assign 8-roles in the
same way that verbs do, by means of linking A-positions to slots in a
thematic grid. (But see footnote 328)
18. This condition is intended to account for apparent instances of
obligatory disjoint reference 'in configurations where c-command is apparently
irrelevant. See Higginbotham (1980) for an extensive discussion of this
condition.
19. Recall that the Projection Principle effectively requires that the
thematic complement structure of each verb appear at S~structure, D-structure,
and LF. But if Reanalysis destroys the hierarchical organization which
appears at D-structure, then the Projection Principle would be violated.
(The possibility of distinct coexisting hierarchical structures is implied
by the theory of phrase structure proposed by Lasnik and Kupin, 1978.)
Although this 1s an appealing solution to the problem posed by
Reanalysis, it is worth recalling that the object of the reanalyzed verb
must be integrated into its thematic structure, suggesting that the
reanalyzed S-structure is also mapped to LF. Notice, however, that the
reanalyzed structure is not directly subcategorized for, so the Projection
Principle and the theory of strict subcategorization would not force it
to appear at D-structure.
20. Van Riemsdijk observes that this characterization is far from
absolute. For instance, some Ps that have a "motional" meaning may appear
.-
only as prepositions (he cites naar 'to' as an example); others, such as
vandaan 'from', only appear as postpositions. Most motional postpositiona,
howeve~ are free to appear either as prepositions or postpositions with
full NP objects, albeit with very subtle semantic distinctions relating
to perfec tivity'.
21. Within PP, only [+Human] pronouns may appear as non-R-pronouns as
the object of a true preposition. All the [-Human] pronouns are subject
to obligatory suppletion by the R-pronoun forms, which appear with post-
positional heads.
22. We will suggest below that Koster's analysis is to be preferred,
given a reconcaption of the status of stranding and V-raising.
23. Van Riemsdijk arrives at an analogous conclusion: he suggests
that P-shift 1s a structure-preserving syntactic movement rule, in the sense
of Emonds (1970). But the rule can only be conceived of as structure-
preserving if transformational rules are allowed to analyze the substruc ture
.0£ a word, &s Van Riemsdijk himself observes. Note that if P-shift were
really a Reanalysis rule equivalent to its English counterpart, this raises
no problem. (Actually, I will suggest below that the incorporated p~stposi­
t1.ons which undergo V-raising are actually adjoined to the verbal stems by
means of a word-formation rule, while the P-shift reanalysis rule will be
extended to the "surface" postpositions.)
24. Van Riemsdijk's solution is equally incompatible with the oblique
trace filter proposed by Weinberg and Hornstein (1981), if this substitutes
for the assumption that prepositions are not proper governors.
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25. For a different view of the domain of strict subcategorization,
see Borer (1981)t who argues that subcategorized constituents must be
=permitted to appear at the X level in Modern Hebrew.
26. See Bellett! and Rizzi (1980) for a discussion of the analogous
ne-c11ticization construction in Italian.
27. Koster (1978b) observes that stranding of a preposition is only
posssible when no subcategorized argument intervenes between the PP and the
verb:
a.(1) Hij heeft daar mee een prijs gewonnen
he has there with a prize won
'He won a prize with that'
b. Hij heeft een prijs daar mee gewonnen
(11) a.
b.
*Waar heeft hij -- mee een prijs gewonnen
'What sis he win a prize with?'
Waar heeft hij een prijs -- mee gewonnen?
The distinction between the two extraction cases follows ~ediately from
the assumption that the WH-movement stranding constructions are derived by
means of Reanalysis, given the Structure-Preserving Condition (22).
28. Van Riemsdijk (1978b) raises the objection of.missing generalizations
with respect to stri~t subcategorization. It may be that these incorporated
postpositions are analogous at some level to clitics and other in~orporated
NPs. (See Chapter 5, Section 5.5 for a discussion of similar examples in
English.)
29. It is tempting to treat the R-position in PP as a ~litic position
adjoined to the preposition. Although this may be appropr~ate for the
phonetically similar examples in German, it ia untenable for the Dutch
structures, since it would be ifupossible to derive a principled distinction
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between the R-pronouns and the [+Human] pronouns with respect to the NP
position within PP. This applies ~qually to WH-movement out of PP and to
the so~called R-movement construction, both of which require government of
the ~pty NP positiono
30. Perhaps the verb-like status of the motional postpositions is partly
responsible for the fact that only these postpositions may be incorporated
into a complex verbal structure by means of a word-formation rule. We will
not pursue this possibility here.
31. See fn. 20 above.
32. CruciCl..lly, in order for (62) to derive. the positi,on of R-pronouns in
PP, we must assume that the R-pronouns are always NPs, contrary tc our
earlier citation of Van Riemsdijk's observation that they fl.lnctj.on as Pro-
PPs as well. We can interpret the PP-like behavior of these pronouns as
being an artifact of their intrinsic Case features, which renders a governing
preposition unnecessary for the purpose of satisfying the "visibility" con-
dition on 9-role assignment.
Condition (62) actually may require some refinement if prepositions
do not actually subcategorize for syntactic categories. Recall that the in-
ability of prepositiollS to functioll as proper governors can be derived fraIn
the fact that they do not have a true thematic grid structure equivalent to
that of verba. But if dtrict subcategorization features are addenda to slots
on a 8-grid~ then prepositions could not subcategorize in the same way.
Suppose that tbis is correct. It would then follow that (62) would have to
be restated as a condition applicable to S-structure in which an NP appears
as the object of P.
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33. These remarks do not apply to the tlFP-like" R-pronouns, as observed
in the preceding footnote.
34. Both of these subcategorization frames are needed independently, and
it would presumably require negative evidence to inform the child of the un-
availability of the R-position in this particular context in an R-movement
theory.
35~ One problem with this account is that the relevant condition must not
rule out reanalyzed structures in English where both an NP object and a pre-
position from a following PP are reanalyzed within the verb:
(i) Who did you [buy - the book - from] -- ?
It seems that the relevant distinction between (i) and (66, 67) is that the
NP in (i) is not itself linked to an empty category' in V, unlike the other-
wise similar Dutch R-island examples. We will not attempt to develop a
rigorous formalization of the condition here.
36. In (69), it is not necessary to assume that the verb must govern a
trace of waar. This is because adverbial PP~ in COMP may count as specifiers,
by virtue of being sisters of S, as suggested in Chapter 4, based on an idea
of J. Huang. This does not apply to the cliticized R-pronouns, which must
link to an empty category in V, by virtue of their status as clitics.
37. I am grateful to Hilda Koopman for grammaticality judgments.
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