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Abstract
A hypermap is an embedding of a connected hypergraph into an
orientable closed surface. A covering between hypermaps is a homo-
morphism between the embedded hypergraphs which extends to an
orientation-preserving covering of the supporting surfaces. A covering
of a hypermap onto itself is an automorphism, and a hypermap is regu-
lar if its automorphism group acts transitively on the brins. Depending
on the algebraic theory of regular hypermaps and hypermap opera-
tions, the abelian regular coverings over the quaternion hypermap are
investigated. We define normalized multicyclic coverings between reg-
ular hypermaps, generalizing almost totally branched coverings studied
in [K. Hu, R. Nedela, N.-E Wang, Branched cyclic regular coverings
over platonic maps, European J. Combin. 36 (2014) 531–549]. It is
shown that the covering transformation group of a normalized multi-
cyclic covering is a nilpotent group of bounded class. As an application
the abelian normalized bicyclic coverings over the quaternion hypemap
are classified. In particular, those coverings which possess various level
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of external symmetry or fulfil certain smoothness conditions are explic-
itly determined.
Keywords: regular hypermap, hypermap operation, external symme-
try, normalized multicyclic covering
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1 Introduction
A hypergraph is a generalization of a graph, in which every hyperedge may
be incident with any number of hypervertices. A hypermap is an embedding
of a hypergraph into an orientable surface without boundary. In the case
when a graph is embedded it is often called a map. The Walsh map W (H)
of a hypermap H is a bipartite map on the same surface, with its black
and white vertices representing the hypervertices and hyperedges, and edges
representing incidence. In this sense the underlying graph of the Walsh map
W (H) will be called the underlying bipartite graph of the hypermap H.
An automorphism of a hypermap H is a permutation of its brins, the in-
cident pairs of hypervertices and hyperedges, which preserve the underlying
hypergraph and extends to an orientation-preserving self-homeomorphism of
the supporting surface. The set of automorphisms of H forms the automor-
phism group Aut(H) of H under composition. It is well known that Aut(H)
acts semi-regularly on the brins. In the case when this action is transitive,
and hence regular, the hypermap H is called regular as well.
Belyˇı’s theorem establishes a correspondence between compact Riemann
surfaces S which are deﬁnable over the number ﬁeld Q¯ and meromorphic
functions β : S → Σ which have at most three critical points [1]. The trivial
hypermap on the Riemann sphere Σ consisting of a single incident triple
of hypervertex, hyperedge and hyperface lifts along β to a hypermap on S.
Through the correspondence the absolute Galois group G := Gal(Q¯/Q) acts
naturally on the Riemann surfaces, and this induces a faithful action on
the hypermaps [13]. It is remarkable that this action remains faithful when
restricted to regular hypermaps [11].
The classiﬁcation problem of regular hypermaps has become important
in this area of research. It has been studied by imposing certain conditions
on the supporting surfaces, on the underlying bipartite graphs or on the
automorphism groups; see [3, 4, 7, 9, 10, 16, 17, 22, 25, 35] and references
therein. On the other hand, the covering techniques, employed by Coxeter-
Moser [8], Biggs [2], Gross [12] and others [5, 14, 15, 20, 26, 21, 20, 20, 23,
31, 32, 33, 34] as a tool to investigate certain extensions of the polyhedral
groups or regular coverings of symmetrical graphs and maps, extend naturally
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to classify regular covering of a given hypermap [26, 28].
In this paper depending on the algebraic theory of regular hypermaps
and hypermap operations developed in [6] and [24] we employ the covering
techniques to investigate coverings between regular hypermaps. More specif-
ically, in Section 4 we extend almost totally branched coverings between reg-
ular maps studied in [14, 15] to a broader category and deﬁne normalized
multicyclic coverings between regular hypermaps. By deﬁnition the covering
transformation group of such a covering is a multicyclic group, a product of
several cyclic groups. We show in Theorem 7 that it is nilpotent of bounded
class. A complete classiﬁcation of the covering transformation group of a
normalized bicyclic covering is given in Theorem 8.
As an application of our theory we present in Section 5 a classiﬁcation of
abelian normalized bicyclic coverings of the quaternion hypermap, the unique
regular hypermap with an automorphism group isomorphic to the quaternion
group; see Theorem 9. Explicit descriptions are given in Section 6 for those
coverings which possess various level of external symmetry (see Theorem 11,
12, 13, 15) and in Section 7 for those coverings which fulﬁl certain smoothness
conditions (see Theorem 20, 21, 22).
2 Algebraic hypermaps
A hypermap H may be regarded as a transitive permutation representation
φ : F2 → 〈ρ, λ〉 of the free group of rank two
F2 = 〈X, Y | −〉 = 〈X, Y, Z | XY Z = 1〉
onto a group (the monodromy group Mon(H) of H) generated by two per-
mutations ρ and λ of a non-empty ﬁnite set Φ representing its brins. The
hypervertices, hyperedges and hyperfaces of H are the orbits in Φ of the
cyclic subgroups 〈X〉, 〈Y 〉 and 〈Z〉 in F2, with incidence given by non-empty
intersection.
The stabilizer in F2 of a brin ν ∈ Φ is a subgroup H of ﬁnite index in F2,
uniquely determined up to conjugacy. It will be called the hypermap subgroup
associated with H. The automorphism group Aut(H) of H is the centralizer
of Mon(H) in Sym(Φ). We have Aut(H) ∼= N/H where N = NF2(H) is
the normalizer of H in F2. Due to the transitivity of Mon(H), the group
Aut(H) is semi-regular on Φ. In the case when Aut(H) is transitive, and
hence regular, the hypermap H is called regular. This is equivalent to that
H is normal in F2, in which case we have Aut(H) ∼= Mon(H) ∼= F2/H.
For a regular hypermap H we can identify the set Φ with G := Aut(H),
and Aut(H) and Mon(H) with the left and right regular representations of
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G, respectively. So there are automorphisms x and y in G, corresponding
to ρ and λ, which generate the stabilizers of an incident pair of hypervertice
and hyperedge respectively. In this case the triple (G, x, y) will be called
an algebraic hypermap. A regular hypermap (G, x, y) is said to have type
(o(x), o(y), o(xy)) and genus g where g is determined by the Euler-Poincaré
formula:
2− 2g = |G|(
1
o(x)
+
1
o(y)
+
1
o(xy)
− 1).
Let Hi = (Gi, xi, yi) (i = 1, 2) be two regular hypermaps. Then H1 is a
covering ofH2 if the assignment x1 7→ x2, y1 7→ y2 extends to an epimorphism
from G1 onto G2. The covering is smooth over hypervertices (resp. hyper-
edges, hyperfaces) if o(x1) = o(x2) (resp. o(y1) = o(y2), o(x1y2) = o(x2y2));
otherwise it is called branched over the hypervertices (resp. hyperedges, hy-
perfaces). Coverings which are smooth simultaneously over hypervertices,
hyperedges and hyperfaces are called smooth.
An automorphism σ of F2 sends H to Hσ, and hence transforms the
hypermap H to a hypermap Hσ corresponding to Hσ. In particular if σ
is an inner automorphism of F2, then Hσ is conjugate to H , and hence
Hσ is isomorphic to H. It follows that the outer automorphism group
Ω := Out(F2) = Aut(F2)/Inn(F2) acts as a group of hypermap operations on
isomorphism classes of hypermaps. It has an faithful action on the abeliani-
sation F2/F ′2 ∼= Z× Z, and hence Ω ∼= GL(2,Z) [29].
It is well known that the automorphism group Aut(F2) of F2 is generated
by the elementary Nielsen transformations of the form
τ : X → Y, Y → X, π : X → X, Y → Y −1, π1 : X → X
−1, Y → Y,
ζ : X → XY, Y → Y, η : X → X, Y → Y X.
Let
ς = ζ−1η : X → Y −1, Y → Y X and θ = ς2 : X → ZY
−1
, Y → XY
−1
.
The automorphism τ induces an operation ωτ on hypermaps which trans-
poses the hypervertices and the hyperedges while preserves the hyperfaces
and orientation. The automorphism π (resp. π1) induces an operation ωπ
(resp. ωπ1) which reverses the orientation around the hyperedgess (resp. hy-
pervertices) but preserves it around the hypervertices (resp. hyperedges).
These are sometimes called Petrie operations, because in the Walsh map of
the hypermap they transpose the faces with the Petrie polygons (the closed
zig-zag walks). Moreover, the automorphism ι = ππ1 : X 7→ X−1, Y 7→ Y −1
induces an operation that reverses the orientation around the hypervertices
and hyperedges, and thus transforms a hypermap to its mirror image. The
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automorphism θ induces an operation ωθ of order 3 which permutes the hy-
pervertices, hyperfaces and hyperedges.
Deﬁne
Λ1 = 〈ωπ, ωι〉, Λ2 = 〈ωι, ωτ 〉, Λ3 = 〈ωτ , ωθ〉,
Ω1 = 〈ωπ, ωτ 〉, Ω2 = 〈ωτ , ως〉, ℧ = 〈ωτ , ωθ, ωπ〉.
Proposition 1. In the subgroup lattice of Ω, the subgroups Ωi (i = 1, 2)
and Λj (j = 1, 2, 3) of Ω satisfy the Hasse graph depicted in Figure 1. In
particular,
(i) Λ1 ∼= Λ2 ∼= V4 and Λ3 ∼= Sym(3).
(ii) Ω1 ∼= D8 and Ω2 ∼= D12 and they are maximal finite subgroups of Ω.
(iii) Ω = 〈ως , ωτ , ωπ〉.
(iv) [Ω : ℧] = 2.
Proof. The proof of (i) - (iii) can be found in [24]. To prove (iv), we take
the images of X and Y in F2/F ′2 as a basis, and identify Ω with GL(2,Z)
so that the operations ωτ , ωπ, ωθ and ως are represented by matrices of the
form (see [24])
T =
(
0 1
1 0
)
, P =
(
1 0
0 −1
)
, D =
(
−1 −1
1 0
)
and S =
(
0 −1
1 1
)
.
We have
D = S2,
S−1TS =
(
1 0
−1 −1
)
= TD,
S−1PS =
(
−1 −2
0 1
)
= (TDT )−1P (TDT ).
Since ℧ = 〈D, T, P 〉 and Ω = 〈S, T, P 〉, we have ℧ E Ω and Ω/℧ ∼= Z2.
If a regular hypermap is invariant under a hypermap operation, then we
say that it possesses the corresponding external symmetry. More speciﬁcally,
a regular hypermap H is symmetric if ωτ (H) ∼= H, reflexible if ωι(H) ∼= H,
self-Petrie-dual if ωπ(H) ∼= H, triplly self-dual if ωθ(H) ∼= H. Moreover, if a
regular hypermap is invariant under all operations in Γ where Γ ≤ Ω, then
it will be called Γ-invariant. Regular hypermaps which are invariant under
all hypermap operations will be called totally symmetric.
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1〈ωπ〉 〈ωι〉 〈ωτ〉 〈ωθ〉
Λ1 Λ2 Λ3
Ω1 Ω2
Ω
Figure 1: Finite subgroups of hypermap operations
Example 1. Let G be a metacyclic 2-group deﬁned by the presentation
G = 〈x, y | x4 = y4 = 1, y−1xy = x−1〉.
By Burnside’s Basis Theorem G = 〈yixj , yrxs〉 if and only if
is− jr 6≡ 0 (mod 2)
So the number of generating pairs of G is equal to 3 × 25. Moreover, if
is− jr 6≡ 0 (mod 2), then the assignment
x 7→ x1 = y
ixj , y 7→ y1 = y
rxs
extends to an automorphism of G if and only if i is even and both j, r are
odd. Therefore, |Aut(G)| = 25. Since Aut(G) acts semi-regularly on the gen-
erating pairs, up to isomorphism there are precisely three regular hypermaps
H with Aut(H) ∼= G. The representatives are H1 = (G, x, y), H2 = (G, y, x)
and H3 = (G, y, xy), all of type (4, 4, 4), genus 3 and underlying bipartite
graph K4,4. Direct veriﬁcation shows that ωτ interchanges H1 and H2 while
ﬁxes H3, and both ωπ and ωι ﬁx each Hi (i = 1, 2, 3). Hence H1 and H2
are reﬂexible and self-Petrie-dual but not symmetric, while H3 is reﬂexible,
symmetric and self-Petrie-dual, and hence Ω1-invariant.
Example 2. The quaternion group Q8, often deﬁned by a presentation
Q8 = 〈x, y | x
4 = 1, x2 = y2, y−1xy = x−1〉,
underlies a unique regular hypermap H = (Q8, x, y) [17, Example 3]. It has
type (4, 4, 4) and genus 2. The underlying bipartite graph of H is isomorphic
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to K(2)2,2 , the complete bipartite graph K2,2 with multiplicity two. Since the
automorphism group of a regular hypermap is invariant under hypermap
operations, the uniqueness implies that H is invariant under all hypermap
operations, and hence totally symmetric. Using Tietze transformations [30,
Chapter 1] the above presentation may be rewritten as the form
Q8 = 〈x, y | (xy)
4 = xy−1xy = yx−1yx = 1〉. (1)
3 Preliminaries from group theory
In this section we summarize some prerequisites from group theory including
terminology, notation and results to be used later. Throughout the paper
groups considered are ﬁnite, except otherwise stated.
Let G be a group, and xi ∈ G (i = 1, 2, . . . , n). The simple commutators
[x1, x2, . . . , xn−1, xn] (n ≥ 2) are deﬁned inductively by the rule:
[x1, x2] = x
−1
1 x
−1
2 x1x2 and [x1, . . . , xn−1, xn] = [[x1, . . . , xn−1], xn].
Deﬁne Gn = 〈[x1, . . . , xn] | xi ∈ G〉. Note that G2 = G′, the commutator
subgroup of G. Then the series
G = G1 ≥ G2 ≥ G3 ≥ · · ·
is called the lower central series of G. A group G is called nilpotent if its
lower central series terminates at the identity group, that is,
G = G1 ≥ G2 ≥ G3 ≥ · · · ≥ Gs ≥ Gs+1 = 1,
where the number s is called the class of G and is denoted by c(G). It is well
known that a ﬁnite group is nilpotent if and only if it is the direct product
of its Sylow subgroups.
Lemma 2. [18, Chapter III, Lemma 1.11] Let G be a group, G = 〈M〉 where
M is a non-empty set of G. Then Gn = 〈[x1, x2, . . . , xn]
g | xi ∈ M, g ∈ G〉.
In particular, if M = {x1, x2}, then G
′ = 〈[x1, x2]
g | g ∈ G〉.
Lemma 3. [14, Lemma 9] Let G = AB be a finite group where A and B
are cyclic subgroups of G. If G is abelian, then G is cyclic if and only if
|A ∩ B| = gcd(|A|, |B|).
A group G is called an extension a group A by B if B E G and G/B ∼= A.
The following result on cyclic extensions of groups is well known.
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Lemma 4. [19, Theorem 3.36] Let A and B be groups, where A is cyclic of
order m, let a ∈ B and σ ∈ Aut(B). Assume that
aσ = a and xσ
m
= xa, ∀x ∈ B.
Then there exists an extension G of A by B, unique up to isomorphism, with
the following properties: (i) G/B = 〈gB〉 ∼= A, (ii) gm = a, (iii) xσ = xg.
As a particular case Hölder’s theorem determines metacyclic groups, ex-
tensions of a cyclic group by a cyclic group.
Lemma 5 (Hölder’s Theorem). [36, Chapter III] Let m,n ≥ 2 be positive
integers, A ∼= Zm and B ∼= Zn be cyclic groups. Then an extension G of A
by B is determined by the solutions of the congruences
rm ≡ 1 (mod n) and t(r − 1) ≡ 0 (mod n), (2)
where r, t ∈ Zn. In particular, G has a presentation
G = 〈u, v | un = 1, vm = ut, v−1uv = ur〉. (3)
Conversely, each extension G of A by B is defined by the presentation (3)
with the parameters satisfying (2).
4 Normalized multicyclic coverings
In this section we employ the theory on factor groups in combinatorial group
theory to study regular coverings between regular hypermaps.
Let Hi = (Gi, xi, yi) (i = 1, 2) be two regular hypermaps, where G1 is
deﬁned by a presentation
G1 = 〈x1, y1 | R1(x1, y1), . . . , Rr(x1, y1)〉,
where Ri(x1, y1) (i = 1, . . . , r) are relators in x1 and y1, that is, Ri(x1, y1) = 1.
If H1 → H2 is a regular covering, then there is an epimorphism G1 → G2
sending x1 to x2 and y1 to y2. So G2, being a factor group of G1, has a
presentation
G2 = 〈x2, y2 | R1(x2, y2), . . . , Rm(x2, y2), S1(x2, y2), . . . , Ss(x2, y2)〉,
where R1(x2, y2), . . . , Rr(x2, y2) are the same relators as before (but in x2 and
y2), and S1(x2, y2), . . . , Ss(x2, y2) are additional relators. It follows that the
covering transformation group K, being the kernel of the epimorphism, is
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the normal closure {S1(x1, y1), . . . , Ss(x1, y1)}G1, the normal subgroup of G1
generated by the words S1(x1, y1), . . . , Ss(x1, y1) (cf. [30, Chapter 2]). Deﬁne
ui = Si(x1, y1) and Ui = 〈ui〉, i = 1, . . . , s.
Clearly Ui (i = 1, . . . , s) are cyclic subgroups of G1 contained in K.
Proposition 6. With the above notation, if K is a cyclic group, then
Ui E G1 (i = 1, . . . , s) and K = U1U2 · · ·Us. (4)
Proof. Note that the subgroups Ui (i = 1, 2, . . . , s), being subgroups of a
cyclic group K, is characteristic in K. Since K E G1, we have Ui E G1,
and hence U1U2 · · ·Us E G1. Since K is the minimal normal subgroup of G1
containing Ui (i = 1, . . . , s), we have K = U1U2 · · ·Us, as required.
The converse of Proposition 3 is not necessarily true.
Example 3. Let H = (G, x, y) where G is a group with a presentation
〈x, y | x4 = y4 = (xy)4 = [x, y2] = [y, x2] = 1〉.
This is a regular hypermap of type (4, 4, 4) and genus 5, appearing as entry
RPH5.8 in Conder’s census of orientable proper regular hypermaps [3]. Let
K = {xy−1xy, yx−1yx}G, then G/K ∼= Q8, so H is a smooth covering of the
quaternion hypermap. Let u = xy−1xy and v = yx−1yx, then
ux = y−1xyx = y−1x−1x2yx = y−1x−1yx−1 = u−1,
uy = y−1xy−1xy2 = y−1x−1x2yx = y−1x−1yx−1 = u−1.
Hence 〈u〉 E G. Similarly vx = v−1 and vy = v−1, so 〈v〉 E G. Moreover,
u2 = (xy−1xy)2 = (xyy−2xy)2 = (xy)4y−4 = 1, and similarly v2 = 1. It is
clear that 〈u〉∩〈v〉 = 1. Therefore K = 〈u〉〈v〉 ∼= Z2×Z2, a non-cyclic group
satisfying the condition (4).
Definition 1. With the above notation, if the covering transformation group
K of a regular covering H1 → H2 between two regular hypermaps is de-
ﬁned by (4), then the covering will be called an {S1(x1, y1), . . . , Ss(x1, y1)}-
normalized s-cyclic covering, or simply normalized multicyclic covering if we
do not wish to specify the relators.
In what follows we study the structure of the covering transformation
group of a normalized multicyclic covering.
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Theorem 7. The covering transformation group of a normalized s-cyclic
covering between regular hypermaps is a nilpotent group of class at most s.
Proof. With the above notation, by the deﬁnition we have Ui E G1 (i =
1, 2, . . . , s) and K = U1U2 · · ·Us. Since K ≤ G1, we have Ui E K. Let
p be an arbitrary prime factor of |K|, and Pi be the Sylow-p subgroups of
Ui (i = 1, 2, . . . , s). Since Ui are cyclic, Pi char Ui, and hence Pi E K. It
follows that P = P1P2 · · ·Ps E K. Clearly, P is the Sylow p-subgroup of K.
Therefore K is nilpotent.
Now we show that c(K) ≤ s. Since 〈ui〉 E K, for each integer pair (i, j)
(1 ≤ i, j ≤ s), there are integers λi,j such that u
uj
i = u
λij
i . It follows that
u
λij−1
i = [ui, uj] = u
1−λji
j and [u
k
i , uj] = u
k(λij−1)
i ,
where k is an integer. Thus, for any permutation σ ∈ Sym(s) and any integer
i ∈ I = {1, 2, . . . , s},
[uσ(1), uσ(2), . . . , uσ(i), . . . , uσ(s)]
=[u
λσ(1),σ(2)−1
σ(1) , uσ(3), . . . , uσ(i), . . . , uσ(s)]
=[u
(
λσ(1),σ(2)−1
)(
λσ(1),σ(3)−1
)
σ(1) , uσ(4), . . . , uσ(i), . . . , uσ(s)]
=[u
i−1∏
k=2
(
λσ(1),σ(k)−1
)
σ(1) , uσ(i), . . . , uσ(s)]
=[u
(
1−λσ(i),σ(1)
) i−1∏
k=2
(
λσ(1),σ(k)−1
)
σ(i) , uσ(i+1), . . . , uσ(s)]
=u
(
1−λσ(i),σ(1)
) i−1∏
k=2
(
λσ(1),σ(k)−1
) s∏
l=i+1
(
λσ(i),σ(l)−1
)
σ(i) .
Let e(σ, i) =
(
1 − λσ(i),σ(1)
) i−1∏
k=2
(
λσ(1),σ(k) − 1
) s∏
l=i+1
(
λσ(i),σ(l) − 1
)
. Since σ is
a permutation of the numbers in I, for any j ∈ I, there is a number i ∈ I
such that σ(i) = j, and hence
[uσ(1), uσ(2), . . . , uσ(s), uj] = [u
e(σ,i)
σ(i) , uj] = [u
e(σ,i)
j , uj] = 1.
Therefore, by Lemma 2, we have Ks+1 = 1.
In what follows we classify the covering transformation group of a normal-
ized bicyclic covering between regular hypermaps. We see in Proposition 6
and Example 3 that the covering transformation group of a normalized bi-
cyclic covering can be a (cyclic or non-cyclic) abelian group. The following
example shows that a normalized bicyclic covering can have a non-abelian
nilpotent covering transformation group.
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Example 4. [15, Example 1] Let M = (G, x, y) be a regular map where G
is deﬁned by the presentation
G = 〈x, y | x12 = y2 = z12 = 1, (x3)z = x9, (z3)x = z9, z6 = x6, z = (xy)−1〉.
In Coxeter-Moser’s notation this is a reﬂexible regular map of type {12, 12}
and genus 17, appearing as entry R17.35 in Conder’s list of regular maps [3].
Let K = {u, v}G where u = x3 and v = z3. Then G/K ∼= Alt4, so it
is a regular covering of the tetrahedral map, branched simultaneously over
vertices and face-centres. By the presentation it is clear that 〈u〉, 〈v〉 E
G, and hence K = 〈u〉〈v〉. So it is a normalized bicyclic covering of the
tetrahedral map (this was called an almost totally branched covering in [14,
15]). Since uv = (x3)z
3
= x81 = x−3 = u−1 and vu = (z3)x
3
= z81 = z−3 =
v−1, we have
K = 〈u, v | u4 = v4 = uv−1uv = vu−1vu = 1〉 ∼= Q8,
a non-abelian group satisfying the condition (4).
The following theorem classiﬁes the covering transformation group K of
a normalized bicyclic covering between regular hypermaps. By Theorem 7 it
suﬃces to consider the case when K is a p-group.
Theorem 8. Let p be a prime. If the covering transformation group of a
normalized bicyclic covering is p-group, then it is isomorphic to a group with
a presentation
〈u, v | up
a+c
= vp
b+c
= 1, up
a
= vp
b
, uv = u1+p
a+d
, vu = v1−p
b+d
〉, (5)
where a, b, c, d are nonnegative integers such that
0 ≤ d ≤ c ≤ a+ d ≤ b+ d. (6)
Moreover, two such groups are isomorphic if and only if the corresponding
numerical parameters p, a, b, c, d are identical.
Proof. Assume that K is the covering transformation p-group of a normal-
ized bicyclic covering H1 → H2 between regular hypermaps where H1 =
(G1, x1, y1). By deﬁnition K = 〈u1, v1〉 where 〈u1〉 E G1 and 〈v1〉 E G1.
Since K ≤ G1, we have 〈u1〉 E K and 〈v1〉 E K. Without loss of generality
we may assume that o(u1) ≤ o(v1). By Hölder’s Theorem, the p-group K,
being a metacyclic group, has a presentation
K = 〈u1, v1 | u
pa+c
1 = v
pb+c
1 = 1, u
pa
1 = v
ǫpb
1 , v
−1
1 u1v1 = u
λ1
1 , u
−1
1 v1u1 = v
γ1
1 〉,
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where 0 ≤ c, 0 ≤ a ≤ b, and the numbers ǫ, λ1, γ1 are coprime to p. Let
u2 = u1 and v2 = vǫ1, then the presentation is transformed into the form
K = 〈u2, v2 | u
pa+c
2 = v
pb+c
2 = 1, u
pa
2 = v
pb
2 , v
−1
2 u2v2 = u
λ
2 , u
−1
2 v2u2 = v
γ
2 〉, (7)
where λ = λǫ1 and γ = ǫγ1. By the presentation we have u2 = v
−pb
2 u2v
pb
2 =
uλ
pb
2 and v2 = u
−pa
2 v2u
pa
2 = v
γp
a
2 . Hence
λp
b
≡ 1 (mod pa+c) and γp
a
≡ 1 (mod pb+c). (8)
Since up
a
2 = v
−1
2 u
pa
2 v2 = u
λpa
2 and v
pb
2 = u
−1
2 v
pb
2 u2 = v
γpb
1 , we obtain that
λ ≡ 1 (mod pc) and γ ≡ 1 (mod pc). (9)
Recall that 〈u2〉 ∩ 〈v2〉 = 〈u
pa
2 〉 = 〈v
pb
2 〉. Since u
λ−1
2 = [u2, v2] = v
1−γ
2 , we have
λ ≡ 1 (mod pa) and γ ≡ 1 (mod pb). (10)
It follows that v1−γ2 = u
λ−1
2 = (u
pa
2 )
λ−1
pa = (vp
b
2 )
λ−1
pa , and hence
λ− 1
pa
+
γ − 1
pb
≡ 0 (mod pc). (11)
By (10) we may assume that λ = ipa+d+1 and γ = jpb+e where 0 ≤ d, e ≤ c,
i ∈ Z∗
pc−d
and j ∈ Z∗
pc−e
. Upon substitution the congruence (11) reduces to
ipd + jpe ≡ 0 (mod pc).
Since 0 ≤ d, e ≤ c and gcd(i, p) = gcd(j, p) = 1, we have d = e, and hence
j ≡ −i (mod pc−d). Using substitution in (9) we obtain ipa+d ≡ 0 (mod pc),
and hence c ≤ a+d. Summarizing the above numerical conditions we obtain
(6). In particular, since
λp
b
− 1 = (1 + ipa+d)p
b
− 1 =
pb∑
k=1
(
pb
k
)
(ipa+d)k ≡ 0 (mod pa+c)
and
γp
a
− 1 = (1− ipb+d)p
a
− 1 =
pa∑
k=1
(
pa
k
)
(−ipb+d)k ≡ 0 (mod pb+c),
the conditions in (8) are fulﬁlled. Let u = ui12 and v = v
i1
2 where i1i ≡ 1
(mod pc−d). Then the presentation (7) is transformed into (5).
Finally, it is clear that K ′ = 〈upa+d〉 ∼= Zpc−d, and K/K ′ ∼= Zpa ×Zpb+d, so
the numbers a+ d, c−d, a and b+ d are group invariants, and hence a, b, c, d
are group invariants as well, as claimed.
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5 Classification
In this section we present a classiﬁcation of a particular family of normal-
ized bicyclic coverings of the quaternion hypermap with an abelian covering
transformation group.
Theorem 9. The isomorphism classes of abelian {xy−1xy, yx−1yx}-normalized
bicyclic coverings H of the quaternion hypermap are in one-to-one correspon-
dence with the octuples (m,n, d, α, β, γ, δ, ǫ), where m, n and d are positive
integers, α, β ∈ Z∗md, γ, δ ∈ Z
∗
nd and ǫ ∈ Z
∗
d, satisfying the following numeri-
cal conditions:
α2 ≡ 1 (mod md), δ2 ≡ 1 (mod nd), (12)
β2 ≡ 1 (mod md), γ2 ≡ 1 (mod nd), (13)
β ≡ 1 (mod m), γ ≡ 1 (mod n), (14)
α ≡ γ (mod d), β ≡ δ (mod d), (15)
and
β − 1
m
ǫ+
γ − 1
n
≡ 0 (mod d). (16)
Moreover, the automorphism group Aut(H) has a presentation
〈x, y | x4 = uα+1vγ−δ, y4 = uβ−αvδ+1, (xy)4 = uα+1vγ+δ, umd = vnd = 1,
ux = uα, uy = uβ, vx = vγ, vy = vδ, um = vnǫ, u = xy−1xy, v = yx−1yx〉,
(17)
with K = 〈u, v〉 E Aut(H) and Aut(H)/K ∼= Q8. In particular, the covering
is cyclic if and only if gcd(m,n) = 1.
Proof. Let H = (G, x, y) and deﬁne
u = xy−1xy and v = yx−1yx. (18)
Since the covering is an abelian {xy−1xy, yx−1yx}-normalized bicyclic cov-
ering, by Deﬁnition 1 we have 〈u〉, 〈v〉 E G and the covering transformation
group K = 〈u, v〉 is abelian. Assume that o(u) = md and o(v) = nd where
d = |〈u〉 ∩ 〈v〉|. Then there are integers α, β ∈ Z∗md, γ, δ ∈ Z
∗
nd and ǫ ∈ Z
∗
d
such that
ux = uα, uy = uβ, vx = vγ, vy = vδ and um = vnǫ.
We deduce from (18) that x−2u = [x, y] = v−1y2. This is equivalent to
y2 = vx−2u or x2 = uy−2v. (19)
13
Also note that the relations in (18) can be rewritten as the form
xy = x−1u and yx = y−1v. (20)
So we have
(y2)x = (yx)2 = (y−1v)2 = (y−1vy)y−2v = vδ(u−1x2v−1)v = x2u−1vδ,
(y2)x = (vx−2u)x = vxx−2ux = x−2uαvγ.
By equating the right-hand sides we obtain
x4 = uα+1vγ−δ. (21)
Similarly,
(x2)y = (xy)2 = (x−1u)2 = (x−1ux)x−2u = uα(v−1y2u−1)u = y2uαv−1,
(x2)y = (uy−2v)y = uyy−2vy = y−2uβvδ.
Equating the right-hand sides yields
y4 = uβ−αvδ+1. (22)
Moreover, by taking conjugation on the relations vx = vγ and uy = uβ
we have vx4 = vγ4 and uy4 = uβ4. Since K = 〈u, v〉 is an abelian group, by
(21) and (22) we have v = vx
4
and u = uy
4
. Therefore u = uβ
4
and v = vγ
4
,
and hence β4 ≡ 1 (mod md) and γ4 ≡ 1 (mod nd). It follows that
u = uv = uyx
−1yx = (uβ)x
−1yx = (uβα
3
)yx = uα
4β2 = uβ
2
,
v = vu = vxy
−1xy = (vγ)y
−1xy = (vγδ
3
)xy = vγ
2δ4 = vγ
2
.
Consequently β2 ≡ 1 (mod md) and γ2 ≡ 1 (mod nd). From these and (19)
we deduce that
uα
2
= ux
2
= uuy
−2v = uβ
2
= u,
vδ
2
= vy
2
= vvx
−2u = vγ
2
= v.
Hence α2 ≡ 1 (mod md) and δ2 ≡ 1 (mod nd).
Further, we deduce from the relation um = vnǫ that
umα = (ux)m = (um)x = (vnǫ)x = (vx)nǫ = vnǫγ = umγ,
umβ = (uy)m = (um)y = (vnǫ)y = (vy)nǫ = vnǫδ = umδ.
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Hence α ≡ γ (mod d) and β ≡ δ (mod d). From (19) with (20) we deduce
that
xy
2
= (x−1u)y = (xy)−1uy = u−1xuβ = xuβ−α,
xy
2
= xvx
−2u = u−1x2v−1xvx−2u = u−1v−1xvu = xu1−αv1−γ .
By equating the right-hand sides we then obtain
uβ−1 = v1−γ. (23)
Since 〈u〉∩〈v〉 = 〈um〉 = 〈vn〉, the above relation implies that β ≡ 1 (mod m)
and γ ≡ 1 (mod n). So using substitution um = vnǫ we obtain
v1−γ = uβ−1 = (um)
β−1
m = v
(β−1)n
m
ǫ,
and consequently
β − 1
m
ǫ+
γ − 1
n
≡ 0 (mod d).
Finally by (20) and (21) we have
(xy)4 = (xyxy)2
(20)
= (x2y−1vy)2 = (x2vδ)2 = x4v2δ
(21)
= uα+1vγ+δ. (24)
Therefore G has the presentation (17).
Conversely, by Lemma 4 it is straightforward to verify that the group with
the presentation (17) is a well-deﬁned extension of Q8 by an abelian group
K of order mnd, provided that the numerical conditions (12) through (16)
are fulﬁlled. It is easily seen from the presentation that the corresponding
hypermap H is an abelian {xy−1xy, yx−1yx}-normalized bicyclic covering of
the quaternion hypermap.
To prove the one-to-one correspondence, we let
Hi = H(mi, ni, di;αi, βi, γi, δi, ǫi) = (Gi, xi, yi)
be coverings speciﬁed by the parameters mi, ni, di, αi, βi, γi, δi and ǫi (i =
1, 2). If H1 ∼= H2, then the assignment x1 7→ x2, y1 7→ y2 extends to a group
isomorphism φ : G1 → G2. In particular φ(u1) = φ(u2) and φ(v1) = φ(v2)
where ui = xiy−1i xiyi and vi = yix
−1
i yixi (i = 1, 2). We have
d1 = |〈u1〉 ∩ 〈v1〉| = |〈φ(u1)〉 ∩ 〈φ(v1)〉| = |〈u2〉 ∩ 〈v2〉| = d2
and
m1d1 = o(u1) = o(φ(u1)) = o(u2) = m2d2,
n1d1 = o(v1) = o(φ(v1)) = o(v2) = n2d2.
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Hence d1 = d2, m1 = m2 and n1 = n2. To simplify the notation, let d = d1,
m = m1 and n = n1. The relation ux11 = u
α1
1 in G1 is mapped by φ to a
relation φ(ux11 ) = φ(u
α1
1 ) in G2, so u
x2
2 = u
α1
2 . Since u
x2
2 = u
α2
2 , we have
α1 ≡ α2 (mod md). Using similar arguments it is easy to verify that β1 ≡ β2
(mod md), γ1 ≡ γ2 (mod nd), δ1 ≡ δ2 (mod nd) and ǫ1 ≡ ǫ2 (mod d).
Conversely, if the corresponding parameters are identical, then clearly the
assignment x1 7→ x1, y1 7→ y2 extends to an isomorphism from G1 onto G2,
and hence H1 ∼= H2.
Finally, by Lemma 3, the covering transformation group K is cyclic if
and only if gcd(m,n) = 1, as claimed.
In what follows we denote by H(m,n, d;α, β, γ, δ, ǫ) the regular coverings
classiﬁed in Theorem 9 which are speciﬁed by the parameters. The following
corollary follows from Theorem 9 and the Euler-Poincaré Formula.
Corollary 10. The hypermaps H(m,n, d;α, β, γ, δ, ǫ) determined in Theo-
rem 9 have type (4p, 4q, 4r) and genus
g = mnd
(
4− (
1
p
+
1
q
+
1
r
)
)
+ 1,
where
p = o(uα+1vγ−δ), q = o(uβ−αvδ+1) and r = o(uα+1vγ+δ).
Example 5. Consider the case d = 1 and α = β = γ = δ = ǫ = 1. One can
easily verify that the conditions (12) - (16) are all fulﬁlled. Upon substitution
we have
x4 = u2, y4 = v2 and (xy)4 = u2v2.
Since d = 1, 〈u〉 ∩ 〈v〉 = 1, and hence o(u2v2) = [o(u2), o(v2)], the least
common multiple of o(u2) and o(v2). Note that o(u) = m and o(v) = n. By
distinguishing the parity of m and n, we determine the type and genus of the
associated regular hypermaps, as summarized in Table 1.
Table 1: Type and genus
Class m n Type Genus
i odd odd (4m, 4n, 4[m,n]) 4mn−m− n− (m,n) + 1
ii odd even (4m, 2n, 4[m, n
2
]) 4mn−2m−n−2(m, n
2
)+1
iii even odd (2m, 4n, 4[m
2
, n]) 4mn−m−2n−2(m
2
, n)+1
iv evn even (2m, 2n, 4[m
2
, n
2
]) 4mn−2m−2n−4(m
2
, n
2
)+1
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6 Coverings with exteral symmetries
In this section we determine the coverings of the quaternion hypermap clas-
siﬁed in Theorem 9 which possess certain external symmetries.
Theorem 11. The hypermap H(m,n, d;α, β, γ, δ, ǫ) determined in Theo-
rem 9 is reflexible if and only if β ≡ γ (mod d).
Proof. If the hypermap H(m,n, d;α, β, γ, δ, ǫ) = (G, x, y) is reﬂexible, then
the assignment ι : x 7→ x−1, y 7→ y−1 extends to an automorphism of G. In
particular, we have ι(u) = u1 and ι(v) = v1) where
u1 = x
−1yx−1y−1 and v1 = y−1xy−1x−1.
Note that the relation um = vnǫ is mapped by ι to um1 = v
nǫ
1 . By (18) we have
u1 = x
−1(xyu−1)y−1 = yu−1y−1 = u−β,
v1 = y
−1(yxv−1)x−1 = xv−1x−1 = v−γ.
Hence upon substitution we have
u−mβ = um1 = v
nǫ
1 = v
−nǫγ = u−mγ ,
and consequently β ≡ γ (mod d).
Conversely, it can be easily veriﬁed that if β ≡ γ (mod d), then the
above assignment extends to an automorphism of G, and hence the regular
hypermap is reﬂexible, as required.
Theorem 12. The hypermap H(m,n, d;α, β, γ, δ, ǫ) determined in Theo-
rem 9 is symmetric if and only if m = n, α ≡ δ (mod md), β ≡ γ (mod md)
and ǫ2 ≡ 1 (mod d).
Proof. If the hypermap H(m,n, d;α, β, γ, δ, ǫ) = (G, x, y) is symmetric, then
the assignment τ : x 7→ y, y 7→ x extends to an automorphism of G. In
particular, we have τ(u) = v and τ(v) = u, which implies that m = n.
Note that the relations ux = uα and uy = uβ are mapped by τ to relations
of the form vy = vα and vx = vβ. Since vy = vδ and vx = vγ, we obtain that
α ≡ δ (mod md) and β ≡ γ (mod md).
Finally, the relation um = vmǫ is mapped to vm = umǫ, so we have
um = vmǫ = umǫ
2
, and hence ǫ2 ≡ 1 (mod d).
Conversely, if the stated equalities are satisﬁed, then it is straightforward
to verify that the above assignment extends to an automorphism of G, and
hence the hypermap is symmetric, as required.
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Theorem 13. The hypermap H(m,n, d;α, β, γ, δ, ǫ) determined in Theo-
rem 9 is self-Petrie-dual if and only if α ≡ −1 (mod d).
Proof. If H(m,n, d;α, β, γ, δ, ǫ) = (G, x, y) is self-Petrie-dual, then the as-
signment π : x 7→ x, y 7→ y−1 extends to an automorphism of G. In particu-
lar, we have π(u) = u1 and π(v) = v1 where
u1 = xyxy
−1 and v1 = y−1x−1y−1x.
The relation um = vnǫ is mapped by π to um1 = v
nǫ
1 . By (18) we have
u1 = y(x
−1ux)y−1 = uαβ,
v1 = y
−1(v−1yx−1)x = v−δ.
Upon substitution the relation um1 = v
nǫ
1 is transformed into the form u
mαβ =
v−nǫδ = u−mδ, and hence αβ + δ ≡ 0 (mod d). Combining this with the
congruence β ≡ δ (mod d) in (15) we have β(α + 1) ≡ 0 (mod d). Since
β ∈ Z∗md, we obtain that α ≡ −1 (mod d).
Conversely, it is straightforward to verify that if α ≡ −1 (mod d), then
the above assignment extends to an automorphism of G, and hence the reg-
ular hypermap is self-Petrie-dual.
In what follows we determine those coverings which are triplly self-dual.
We ﬁrst prove the following lemma.
Lemma 14. Let H(m,n, d;α, β, γ, δ, ǫ) be the regular hypermaps determined
in Theorem 9, then the following congruences on the parameters are derivable
from (12) through (16):
(α + 1)(β − 1) ≡ 0 (mod md), (25)
(δ + 1)(γ − 1) ≡ 0 (mod nd). (26)
Proof. By (14) we have γ ≡ 1 (mod n), so (γ − 1)/n is an integer. From
γ2 ≡ 1 (mod nd) we deduce that
(γ + 1)
γ − 1
n
≡ 0 (mod d).
By Eqs. (15) and (16) we have γ ≡ α (mod d) and γ−1
n
≡ −β−1
m
ǫ (mod d).
Using substitution the above congruence is transformed into the form
(α + 1)
β − 1
m
ǫ ≡ 0 (mod d).
Since ǫ ∈ Z∗d, this is equivalent to (25). Using similar arguments one may
derive (26) from the congruence β2 ≡ 1 (mod md), and we leave the details
to the reader.
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Theorem 15. The hypermap H(m,n, d;α, β, γ, δ, ǫ) determined in Theo-
rem 9 is triplly self-dual if and only if the parameters fulfil the following
additional conditions:
m = n,
γ = α + β − 1 (mod md),
δ ≡ α (mod md),
α ≡ β (mod m),
(α− β)ǫ ≡ α− 1 (mod md),
ǫ2 + (2− α)ǫ+ α ≡ 0 (mod d).
Proof. If the regular hypermap H(m,n, d;α, β, γ, δ, ǫ) = (G, x, y) is triplly
self-dual, then the assignment θ : x 7→ (xy)−1, y 7→ x extends to an automor-
phism of G. In particular, θ(u) = u1 and θ(v) = v1 where
u1 = y
−1x−2y−1 and v1 = x2yxy−1x−1.
Hence o(u1) = o(u) = md and o(v1) = o(v) = nd. By (19) we have
u1 = y
−1(v−1y2u−1)yy−2 = u−βv−δ,
v1 = x
2y(yxv−1)x−1 = x2y2v−γ
(19)
= uv1−γ.
Then
1 = umd1 = u
−mdβv−mdδ = v−mdδ,
1 = vnd1 = u
ndvnd(1−γ) = und.
Since δ ∈ Z∗nd, we have v
md = 1 and und = 1, and hence n | m and m | n.
Therefore m = n.
Now the relation vx = vγ is mapped by θ to v(xy)
−1
1 = v
γ
1 . Since
v
(xy)−1
1 = (uv
1−γ)(xy)
−1
= uαβvδ(γ−1),
vγ1 = (uv
1−γ)γ = uγvγ(1−γ) = uγvγ−1,
by equating the right-hand sides we obtain that uαβ−γ = v(1−δ)(γ−1). By
Lemma 14, we have
uαβ−γ
(25)
= uα−β−γ+1 and v(1−δ)(γ−1) = v(2−(δ+1))(γ−1)
(26)
= v2(γ−1)
(23)
= u2(1−β).
It follows that uα−β−γ+1 = u2(1−β), and consequently
γ ≡ α + β − 1 (mod md). (27)
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Similarly, the relation vy = vδ is mapped to vx1 = v
δ
1. Since
vx1 = (uv
1−γ)x = uαvγ−1 and vδ1 = (uv
1−γ)δ = uδvδ(1−γ),
we obtain uα−δ = v(δ+1)(1−γ)
(26)
= 1, and hence
δ ≡ α (mod md). (28)
Further, the relation uy = uβ is mapped to ux1 = u
β
1 . Since
ux1 = (u
−βvδ)x = u−αβv−γδ and uβ1 = (u
−βv−δ)β = u−1v−βδ,
we obtain that
uαβ−1 = v(β−γ)δ.
By (25), (27) and (28) the above relation reduces to
uα−β
(25)
= uαβ−1 = v(β−γ)δ
(27),(28)
= v(1−α)α = vα−α
2
= vα−1.
Recall that 〈u〉 ∩ 〈v〉 = 〈um〉 = 〈vm〉, so we obtain
α ≡ β (mod m).
We then use the relation um = vmǫ to deduce that
vα−1 = uα−β = (um)
α−β
m = v(α−β)ǫ.
Therefore (α− β)ǫ ≡ α− 1 (mod md).
Finally, the relation um = vmǫ is mapped by θ to um1 = v
mǫ
1 . Since
um1 = (u
−βv−δ)m = u−mβv−mδ,
vmǫ1 = (uv
1−γ)mǫ = umǫvmǫ(1−γ),
we obtain that um(ǫ+β) = vm(−δ+(γ−1)ǫ). Combining this with the relation
um = vmǫ we have vm(−δ+(γ−1)ǫ) = vmǫ(ǫ+β), and hence
ǫ(ǫ+ β) + δ + (1− γ)ǫ ≡ 0 (mod d).
By (27) and (28) this reduces to ǫ2 + (2− α)ǫ+ α ≡ 0 (mod d).
Conversely, it is straightforward to verify if the stated numerical condi-
tions are fulﬁlled, then the above assignment extends to an automorphism of
G, and hence the regular hypermap is triplly self-dual.
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Recall that Ω1 = 〈ωτ , ωπ〉. So a regular hypermap is Ω1-invariant if it
is both symmetric and self-Petrie-dual. Combining Theorem 9, Theorem 12
and Theorem 13 we obtain the following corollary.
Corollary 16. If an abelian {xy−1xy, yx−1yx}-normalized bicyclic cover-
ing of the quaternion hypermap is Ω1-invariant, then it is isomorphic to
H(m, d, α, β, ǫ) = (G, x, y) where G is a group with a presentation
〈x, y | x4 = uα+1vβ−α, y4 = uβ−αvα+1, (xy)4 = uα+1vα+β, umd = vmd = 1,
ux = uα, uy = uβ, vx = vβ, vy = vα, um = vmǫ, u = xy−1xy, v = yx−1yx〉,
and m and d are positive integers, α, β ∈ Z∗md, ǫ ∈ Z
∗
d and they satisfy the
following numerical conditions:
α2 ≡ 1 (mod md),
β2 ≡ 1 (mod md),
(β − 1)(ǫ+ 1) ≡ 0 (mod md),
β ≡ 1 (mod m),
β ≡ −1 (mod d),
α ≡ β (mod d),
ǫ2 ≡ 1 (mod d).
A regular hypermap is completely self-dual if it is both symmetric and
triplly self-dual. The following result classiﬁes the coverings determined in
Theorem 9 which are completely self-dual.
Corollary 17. If an abelian {xy−1xy, yx−1yx}-normalized bicyclic covering
of the quaternion hypermap is completely self-dual, then it is isomorphic to
one of the following regular hypermaps
(i) K1(m) = (G, x, y) where
G =〈x, y | x4 = u2, y4 = v2, (xy)4 = u2v2, um = vm = 1,
ux = u, uy = u, vx = v, vy = v, u = xy−1xy, v = yx−1yx〉,
with K = 〈u, v〉 ∼= Zm × Zm such that G/K ∼= Q8.
(ii) K2(m) = (G, x, y) where
G = 〈x, y | x4 = u2, y4 = v2, (xy)4 = u2v2, u3m = v3m = 1,
ux = u, uy = u, vx = v, vy = v, u = xy−1xy, v = yx−1yx〉,
with K = 〈u, v〉 ∼= Z3 × Z3m such that G/K ∼= Q8.
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Proof. Since the covering is an abelian {xy−1xy, yx−1yx}-normalized bicyclic
covering of the quaternion hypermap, by Theorem 9, it is isomorphic to
H(m,n, d;α, β, γ, δ, ǫ) for some integersm,n, d, α, β, γ, δ and ǫ which fulﬁl the
conditions (12) - (16). Since it is completely self-dual, it is both symmetric
and triplly self-dual. By Theorem 12 and Theorem 15 we have m = n, β ≡ γ
(mod md) and γ ≡ α + β − 1 (mod md). So α ≡ 1 (mod md), and hence
the congruence (α− β)ǫ ≡ α− 1 (mod md) in Theorem 15 reduces to β ≡ 1
(mod md). It follows from Theorem 12 that γ ≡ δ ≡ 1 (mod md).
Moreover, upon substitution the congruence ǫ2+(2−α)ǫ+α ≡ 0 (mod d)
in Theorem 15 reduces to ǫ2 + ǫ + 1 ≡ 0 (mod d). By Theorem 12 we
have ǫ2 ≡ 1 (mod d), so ǫ + 2 ≡ 0 (mod d), that is ǫ = d − 2. We have
ǫ2 − 1 = d2 − 4d + 3. Since ǫ2 ≡ 1 (mod d), we have d | 3. So either d = 1
or d = 3, giving the regular hypermaps in (i) and (ii) respectively.
Recall that ℧ = 〈ωτ , ωπ, ωθ〉 and Ω = 〈ωτ , ωπ, ως〉. The following corollary
determines the covering determined in Theorem 9 which are ℧-invariant.
Corollary 18. If an abelian {xy−1xy, yx−1yx}-normalized bicyclic covering
of the quaternion hypermap is ℧-invariant, then it is isomorphic to K1(m)
given by Corollary 17. In particular, it is also Ω-invariant.
Proof. Let H be an abelian {xy−1xy, yx−1yx}-normalized bicyclic covering
of the quaternion hypermap. If H is ℧-invariant, then it is symmetric, self-
Petrie-dual and triplly self-dual. By Corollary 16 we have β ≡ −1 (mod d).
Recall that in the proof of Corollary 17 we have shown that β = 1 and
d | 3. So d = 1, and hence H ∼= K1(m). To show that K1(m) = (G, x, y)
is Ω-invariant, it suﬃces to verify that the assignment ς : x 7→ y−1, y 7→ yx
extends to an automorphism of G. This can be done in a similar manner as
before, and we leave it as an exercise to the reader.
7 Branched coverings
In this section we determine the coverings classiﬁed in Theorem 9 which are
branched over hypervertices, over hyperedges or over hyperfaces.
Lemma 19. Let H(m,n, d;α, β, γ, δ, ǫ) be an abelian {xy−1xy, yx−1yx}-normalized
bicyclic covering over the quaternion hypermap classified in Theorem 9.
(i) If the covering is smooth at hypervertices, then
α ≡ −1 (mod m),
δ ≡ 1 (mod n),
α + 1
m
ǫ+
γ − δ
n
≡ 0 (mod d).
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(ii) If the covering is smooth at hyperedges, then
α ≡ 1 (mod m),
δ ≡ −1 (mod n),
β − α
m
ǫ+
δ + 1
n
≡ 0 (mod d).
(iii) If the covering is smooth at hyperfaces, then
α ≡ −1 (mod m),
δ ≡ −1 (mod n),
α+ 1
m
ǫ+
γ + δ
n
≡ 0 (mod d).
Proof. In the proof of Theorem 9 we have derived that
x4 = uα+1vγ−δ, y4 = uβ−αvγ−δ and (xy)4 = uα+1vγ+δ.
(i) If the covering is smooth at hypervertices, then x4 = 1, and hence
uα+1 = vδ−γ .
Since 〈u〉∩〈v〉 = 〈um〉 = 〈vn〉, we have α ≡ −1 (mod m) and δ ≡ γ (mod n).
By (15) γ ≡ 1 (mod n), so δ ≡ 1 (mod n). Using substitution um = vnǫ we
deduce that vδ−γ = uα+1 = (um)
α+1
m = v
(α+1)n
m
ǫ. Hence
α + 1
m
ǫ+
γ − δ
n
≡ 0 (mod d).
(ii) If the covering is smooth at hyperedges, then y4 = 1, and hence
uα−β = vδ+1.
Since 〈u〉∩〈v〉 = 〈um〉 = 〈vn〉, we have α ≡ β (mod m) and δ ≡ −1 (mod n).
By (15) β ≡ 1 (mod n), so α ≡ 1 (mod n). Using substitution um = vnǫ we
deduce that vδ+1 = uα−β = (um)
α−β
m = v
(α−β)n
m
ǫ. Therefore
β − α
m
ǫ+
δ + 1
n
≡ 0 (mod d).
(iii) If the covering is smooth at hyperfaces, then (xy)4 = 1, and hence
uα+1 = v−(γ+δ).
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Since 〈u〉 ∩ 〈v〉 = 〈um〉 = 〈vn〉, we have α ≡ −1 (mod m) and δ ≡ −γ
(mod n) By (15) γ ≡ 1 (mod n), so δ ≡ −1 (mod n). Using substitution
um = vnǫ we then deduce that v−(γ+δ) = uα+1 = (um)
α+1
m = v
(α+1)n
m
ǫ. Hence
α+ 1
m
ǫ+
γ + δ
n
≡ 0 (mod d).
Theorem 20. The abelian {xy−1xy, yx−1yx}-normalized bicyclic coverings
H(m,n, d;α, β, γ, δ, ǫ) over the quaternion hypermap, branched over hyper-
faces but smooth over both hypervertices and hyperedges, are summarized in
Table 2.
Table 2: Coverings which are branched over hyperfaces
Class d (m,n, α, β, γ, δ, ǫ) Type Genus
i odd (1, 1,−1,−1,−1,−1,−1) (4, 4, 4d) 2d
ii even (1, 1,−1,−1,−1,−1,−1) (4, 4, 2d) 2d− 1
iii d ≥ 4 even (1, 1,−1,−1,−1,−1, d
2
− 1) (4, 4, 2d) 2d− 1
iv even (2, 2, d−1, d−1, d−1,−1,−1) (4, 4, 4d) 8d− 3
v (2, 2,−1,−1,−1,−1,−1) (4, 4, 4d) 8d− 3
vi even (2, 2, d− 1,−1,−1, d− 1,−1) (4, 4, 4d) 8d− 3
vii even (2, 2,−1, d−1, d−1, d−1,−1) (4, 4, 4d) 8d− 3
viii 1 (1, 2, 1, 1, 1, 1, 1) (4, 4, 4) 3
ix d ≥ 3 odd (1, 2,−1,−1,−1,−1, d−1
2
) (4, 4, 4d) 4d− 1
x 1 (2, 1, 1, 1, 1, 1, 1) (4, 4, 4) 3
xi d ≥ 3 odd (2, 1,−1,−1,−1,−1,−2) (4, 4, 4d) 4d− 1
Proof. Since the covering is smooth over hypervertices and hyperedges, by
Theorem 9 and Lemma 19(i)-(ii), 1 ≡ α ≡ −1 (mod m) and 1 ≡ δ ≡ −1
(mod n), so m | 2 and n | 2. In what follows we distinguish four cases.
Case (m = n = 1). By Theorem 9 we have γ ≡ α (mod d) and δ ≡
β (mod d). So in this case the numerical conditions in Theorem 9 and
Lemma 19(i)-(ii) reduce to α2 ≡ 1 (mod d), β2 ≡ 1 (mod d) and
(β − 1)ǫ+ α− 1 ≡ 0 (mod d), (29)
(α+ 1)ǫ+ α− β ≡ 0 (mod d), (30)
(β − α)ǫ+ β + 1 ≡ 0 (mod d). (31)
We add (30) and (31) to obtain (β + 1)ǫ + α + 1 ≡ 0 (mod d). Subtracting
(29) from this yields 2(ǫ + 1) ≡ 0 (mod d). Hence if d is odd, then ǫ = −1,
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while if d is even then the congruence reduces to
ǫ+ 1 ≡ 0 (mod
d
2
).
Therefore, either ǫ = −1 or d ≥ 4 and ǫ = d/2− 1.
If ǫ = −1, then using substitution in (30) and (31) we have α = β = −1.
If d ≥ 4 is even and ǫ = d/2 − 1, then α and β are odd numbers. Using
substitution in (29) and (30) we obtain that α = β = −1.
Case (m = n = 2). The numerical conditions in Theorem 9 and Lemma 19(i)-
(ii) reduce to
α2 ≡ 1 (mod 2d), γ2 ≡ 1 (mod 2d), (32)
β2 ≡ 1 (mod 2d), δ2 ≡ 1 (mod 2d), (33)
α ≡ γ (mod d), β ≡ δ (mod d) (34)
and
β − 1
2
ǫ+
γ − 1
2
≡ 0 (mod d), (35)
α+ 1
2
ǫ+
γ − δ
2
≡ 0 (mod d), (36)
β − α
2
ǫ+
δ + 1
2
≡ 0 (mod d). (37)
We add (36) and (37) to obtain
β + 1
2
ǫ+
γ + 1
2
≡ 0 (mod d).
Subtracting (35) from this yields ǫ + 1 ≡ 0 (mod d). Hence ǫ = −1. Using
substitution in (35) and (36) we obtain that
β ≡ γ (mod 2d), (38)
γ − α− δ − 1 ≡ 0 (mod 2d). (39)
Recall that γ ≡ α (mod d). By (39) we have γ − α− δ − 1 ≡ 0 (mod d), so
δ ≡ −1 (mod d). Therefore either δ = −1 or δ = d − 1. In either case by
(34) and (38) we have α, β, γ ∈ {−1, d− 1}.
If δ = −1, then (39) reduces to γ ≡ α (mod 2d). Combining this with
(34) and (38) we have either α = β = γ = d− 1 or α = β = γ = −1. In the
ﬁrst case by (32) the number d is even.
If δ = d−1, then (39) reduces to γ−α ≡ d (mod 2d). So either α = d−1
and γ = −1, or α = −1 and γ = d − 1. In the ﬁrst case by (38) we have
β = −1. Similarly in the latter case we have β = d− 1. In either case using
substitution in (32) we have d(d− 2) ≡ 0 (mod 2d), and hence d is even.
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Case (m = 1 and n = 2). The numerical conditions in Theorem 9 and
Lemma 19(i)-(ii) reduce to
α2 ≡ 1 (mod d), δ2 ≡ 1 (mod 2d), (40)
β2 ≡ 1 (mod d), γ2 ≡ 1 (mod 2d), (41)
α ≡ γ (mod d), β ≡ δ (mod d) (42)
and
(β − 1)ǫ+
γ − 1
2
≡ 0 (mod d), (43)
(α+ 1)ǫ+
γ − δ
2
≡ 0 (mod d), (44)
(β − α)ǫ+
δ + 1
2
≡ 0 (mod d). (45)
We add (44) and (45) to obtain
(β + 1)ǫ+
γ + 1
2
≡ 0 (mod d).
Subtracting (43) from this yields 2ǫ+1 ≡ 0 (mod d). So d is an odd number.
If d = 1, then α = β = γ = δ = ǫ = 1, and if d ≥ 3 is odd, then ǫ = (d−1)/2.
In the latter case the congruences (43) and (45) reduce to
(β − 1)(d− 1) + γ − 1 ≡ 0 (mod 2d), (46)
(β − α)(d− 1) + (δ + 1) ≡ 0 (mod 2d), (47)
which imply that
β ≡ γ (mod d), (48)
α− β + δ + 1 ≡ 0 (mod d).
Since β ≡ δ (mod d), the latter implies that α = −1. Hence by (42) and
(48) we have β = −1, and by (46) and (47) we have γ = δ = −1.
Case (m = 2 and n = 1). The numerical conditions in Theorem 9 and
Lemma 19(i)-(ii) reduce to
α2 ≡ 1 (mod 2d), δ2 ≡ 1 (mod d), (49)
β2 ≡ 1 (mod 2d), γ2 ≡ 1 (mod d), (50)
α ≡ γ (mod d), β ≡ δ (mod d) (51)
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and
β − 1
2
ǫ+ γ − 1 ≡ 0 (mod d), (52)
α+ 1
2
ǫ+ γ − δ ≡ 0 (mod d), (53)
β − α
2
ǫ+ δ + 1 ≡ 0 (mod d). (54)
We add (53) and (54) to obtain
β + 1
2
ǫ+ γ + 1 ≡ 0 (mod d).
Subtracting (52) from this yields ǫ + 2 ≡ 0 (mod d). So ǫ = −2. Since
ǫ ∈ Z∗d, d must be odd. If d = 1, then α = β = γ = δ = ǫ = 1, while if d ≥ 3
is odd, then using substitution (52) and (53) are transformed into the form
β ≡ γ (mod d),
γ − δ − α− 1 ≡ 0 (mod d).
Combining these with (49) and (51) we obtain that α = β = γ = δ = −1.
By Corollary 10, we obtain the type and genus of the corresponding reg-
ular hypermaps in each case, as required.
Theorem 21. The abelian {xy−1xy, yx−1yx}-normalized bicyclic coverings
H(m,n, d;α, β, γ, δ, ǫ) over the quaternion hypermap, branched over hyper-
edges but smooth over both hypervertices and hyperfaces, are summarized in
Table 3.
Table 3: Regular coverings which are branched over hyperedges
Class m (n, d, α, β, γ, δ, ǫ) Type Genus
i odd (1, 1,−1, 1, 1, 1, 1) (4, 4m, 4) 2m
ii even (1, 1,−1, 1, 1, 1, 1) (4, 2m, 4) 2m− 1
iii (1, 2,−1, 1, 1, 1, 1) (4, 4m, 4) 4m− 1
iv odd (2, 1,−1, 1, 1, 1, 1) (4, 4m, 4) 4m− 1
v odd (2, 1,−1, 1, 1, 1, 1) (4, 2m, 4) 4m− 3
Proof. Since the covering H(m,n, d;α, β, γ, δ, ǫ) is smooth over both hyper-
vertices and hyperfaces, by Theorem 19(i) and (iii), the parameters satisfy
α + 1
m
ǫ+
γ − δ
n
≡ 0 (mod d),
α + 1
m
ǫ+
γ + δ
n
≡ 0 (mod d).
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We subtract the ﬁrst from the second and obtain
2δ
n
≡ 0 (mod d).
Since δ ∈ Z∗nd, we have nd | 2. In what follows we distinguish three cases.
Case (n = d = 1). It is clear that γ = δ = ǫ = 1. By reducing the numerical
conditions we see that α = m− 1 and β = 1.
Case (n = 1 and d = 2). Clearly γ = δ = ǫ = 1. Upon substitution it is
easy to solve the congruences to obtain that α = 2m− 1 and β = 1.
Case (n = 2 and d = 1). It is easy to obtain that α = m − 1 and β = γ =
δ = ǫ = 1.
By Corollary 10, we obtain the type and genus of the corresponding reg-
ular hypermaps in each case, as required.
The proof of the following theorem is similar as the previous one, and we
omit the details.
Theorem 22. The abelian {xy−1xy, yx−1yx}-normalized bicyclic coverings
H(m,n, d;α, β, γ, δ, ǫ) over the quaternion hypermap, branched over hyper-
vertices but smooth over both hyperedges and hyperfaces, are summarized in
Table 4.
Table 4: Coverings which are branched over hypervertices
Class n (m, d, α, β, γ, δ, ǫ) Type Genus
i odd (1, 1, 1, 1, 1,−1, 1) (4n, 4, 4) 2n
ii even (1, 1, 1, 1, 1,−1, 1) (2n, 4, 4) 2n− 1
iii (1, 2, 1, 1, 1,−1, 1) (4n, 4, 4) 4n− 1
iv odd (2, 1, 1, 1, 1,−1, 1) (4n, 4, 4) 4n− 1
v even (2, 1, 1, 1, 1,−1, 1) (2n, 4, 4) 4n− 3
As a consequence of the above results we obtain the following classiﬁ-
cation of abelian {xy−1xy, yx−1yx}-normalized bicyclic coverings over the
quaternion hypermap which are smooth simultaneously over hypervertices,
hyperedges and hyperfaces.
Corollary 23. A non-trivial abelian {xy−1xy, yx−1yx}-normalized bicyclic
smooth covering over the quaternion hypermap is isomorphic to one of the
following regular hypermaps:
(i) H1 = (G, x, y) where
G = 〈x, y | x4 = y4 = (xy)4 = [x, y]2 = 1, x2 = y2〉.
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(ii) H2 = (G, x, y) where
G = 〈x, y | x4 = y4 = (xy)4 = yx−1yx = 1〉.
(iii) H3 = (G, x, y) where
G = 〈x, y | x4 = y4 = (xy)4 = xy−1xy = 1〉.
(iv) H4 = (G, x, y) where
G = 〈x, y | x4 = y4 = (xy)4 = [x, y2] = [y, x2] = [x, y]2 = 1〉.
Remark 1. The regular hypermaps Hi (i = 1, 2, 3), being 2-sheeted smooth
coverings of the quaternion hypermap, all have type (4, 4, 4) and genus 3. ,
The regular hypermapH4 has type (4, 4, 4) and genus 5, arising as a 4-sheeted
abelian regular smooth covering of the quaternion hypermap, as shown in Ex-
ample 3. Checking Theorem 11, Theorem 13, Theorem 15 and Corollary 18
we ﬁnd that H1 is reﬂexible, symmetric and self-Petrie-dual but not triplly
self-dual, H2 and H3 are reﬂexible and self-Petrie-dual, but neither sym-
metric nor triplly self-dual, and H4 is totally symmetric. Moreover, all the
groups in (i)-(iv) are 2-groups of class two, and in particular the group G
in (iv) underlies a unique regular hypermap [16]. It can be veriﬁed that the
underlying bipartite graph of H1 is C
(2)
8 , a cycle of length 8 and multiplicity
2, and the underlying bipartite graphs of both H2 and H3 are the complete
bipartite graph K4,4, while that of H4 is the 4-dimensional hypercube.
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