Herein, a novel eigenstructure-based method for direction estimation is presented. The method assumes that the emitter signals are uncorrelated. Ideas from subspace and covariance matching methods are combined to yield a non-iterative estimation algorithm when a uniform linear array is employed. The large sample performance of the estimator is analyzed. It is shown that the asymptotic variance of the direction estimates coincides with the relevant Cram er-Rao lower bound (CRB). A compact expression for the CRB is derived for the case when it is known that the signals are uncorrelated, and it is lower than the CRB usually used in the array processing literature (assuming no particular structure for the signal covariance matrix). The di erence between the two CRBs can be large in di cult scenarios. This implies that, in such scenarios, the proposed method has signi cantly better performance than existing subspace methods such as, for example, WSF, MUSIC and ESPRIT. Numerical examples are provided to illustrate the obtained results.
I. Introduction
The problem of estimating the directions of arrival (DOAs) of signals from array data is well documented in the literature. A number of high resolution algorithms or eigenstructure methods have been presented and analyzed (see, e.g., 1{8]). In some applications, such as, radio astronomy, communications etc., it is reasonable to assume that the signals are spatially uncorrelated. One disadvantage with eigenstructure or, so-called, subspace based methods is that it is di cult to incorporate prior knowledge of the signal correlation into the eigendecomposition. Hence, it is di cult to use this prior information to increase the estimation accuracy.
Herein, we propose an estimator which combines ideas from subspace and covariance matching methods 9, 10] which makes it possible to incorporate prior knowledge of the signal correlation into the estimator. It should be noted that the Cram er-Rao lower bound (CRB) usually used when comparing estimators in array signal processing is not the proper one in this scenario. As will be shown here, the CRB that should be used to compare estimators that use priors on the source correlation is in general lower than that presented in e.g., 1, 11] . We derive the relevant CRB for the case under study and give a compact matrix expression for the CRB on the DOA parameters. It is also shown that the proposed method yields estimates that asymptotically attain this CRB on the estimation error covariance.
The proposed estimator is based on a weighted least squares t of certain elements in the eigendecomposition of the output covariance of the array. In general, this leads to a multimodal cost function which has to be minimized with some multi-dimensional search technique. This will, of course, lead to a computationally rather unattractive problem. However, for the common special case of a uniform linear array (ULA), the cost function can be reparameterized in a similar manner as in MODE and IQML 4, 6, 12] (see also 13] ). In this case, the estimates of the directions can be found from the roots of a certain polynomial. This leads to a signi cant computational simpli cation. Note that a similar reparameterization and \non-iterative" scheme has not yet been found for maximum-likelihood (ML) or covariance matching techniques. Thus, the presented method has the important property to yield a non-iterative solution with the same asymptotic accuracy as ML. This paper is organized as follows. In Section II, the model and assumptions are given. In Section III, we present the DOA estimator. In Section IV, the Cram er-Rao bound for uncorrelated sources is derived. The proposed estimator is analyzed in Section V, where the large sample properties of the estimates are derived. In Section V, we also derive the optimal weighting matrix leading to minimum variance estimates of the DOA. The numerical implementation of the method when a ULA is employed, is discussed in Section VI. Numerical examples are provided in Section VII to demonstrate the performance of the proposed algorithm. Finally, some conclusions are given in Section VIII.
II. Data Model and Assumptions
Consider d uncorrelated, narrow-band, plane waves impinging on an unambiguous array consisting of m sensors. The spatial response of the array is assumed to be parameterized by the directions of arrival, = 1 ; : : : ; d ] T . The functional form of the array response vector, a( ), is assumed to be known. This scenario is described by the model x(t) = A( )s(t) + n(t); where A( ) = a( 1 ); : : : ; a( d )]. The source signals, s(t), and the additive noise, n(t), are assumed to be zero-mean Gaussian random sequences with second-order moments given by Efs(t)s T ( )g = 0;
Efn(t)n T ( )g = 0; Efs(t)s ( )g = P (t; ); Efn(t)n ( )g = 2 I (t; );
where is the Kronecker delta function, and where the superscripts 'T ' and ' ' stand for transposition and complex conjugate transposition, respectively. For later use, we also introduce the superscript 'c' for complex conjugation. Note that, since the sources are assumed to be spatially uncorrelated, the signal covariance matrix, P, is diagonal. With the de nitions above and under the assumption that s(t) and n(t) are uncorrelated, the output covariance matrix of the array is given by R = Efx(t)x (t)g = A( )PA ( ) + 2 I: (1) It is further assumed that the number of signals is known, or has been consistently estimated 14, 15] .
III. Estimating the Parameters
The problem under consideration is that of estimating the unknown parameters in (1) from sensor array data. Of main interest are the DOAs, . The estimation procedure should use the prior knowledge that the signals are uncorrelated to increase the estimation accuracy.
The subspace estimation techniques rely on the properties of the eigendecomposition of the output covariance matrix R. Let R = E s s E s + E n n E n = E s s E s + 2 E n E n (2) be a partitioned eigendecomposition of R. Here, s is a diagonal matrix containing the d < m largest eigenvalues and the columns of E s are the corresponding eigenvectors. In the analysis we will assume that the eigenvalues in s are distinct, which is generically true. Similarly, n contains the m?d smallest eigenvalues and E n is composed of the remaining eigenvectors. The fact that n = 2 I follows from the assumption that A is full rank and since P is positive de nite. Comparing (1) and (2) gives APA = E s s E s + 2 E n E n ? 2 I = E s E s ; (3) where the de nition = s ? 2 I has been used. The last step in (3) follows from the fact that E n E n = I ? E s E s . Applying the vectorization operator (vec) 16] on (3), we obtain 1 (A c A)vec(P) = (E c s E s ) vec( ); (4) where denotes the Kronecker matrix product. Since the matrices P and are diagonal, there exists a (d 2 d) selection matrix L such that vec(P) = Lp and vec( ) = L ; where p and are (d 1) vectors consisting of the diagonal entries of P and , respectively.
where is the Khatri-Rao matrix product, which is a column-wise Kronecker product 17]. The relation in (4) will now be used to formulate an estimator of the DOA.
LetR denote the sample estimate of the covariance matrix in (1); i.e.,
where N is the number of snapshots. Let R =Ê s^ sÊ s +Ê n^ nÊ n be an eigendecomposition ofR, similar to (2 
Using the following de nitions
f = Ê c s Ê s ^ ;
we can, from (5), formulate the following least squares problem:
min ; p kf ? B( )pk 2 2 : For xed , the solution of (8) (12) where W is a Hermitian positive de nite weighting matrix yet to be determined (see Section V).
Minimizing (12) to obtain the estimates^ can be accomplished with a Newton-type algorithm. The gradient and Hessian of the cost function, needed in such an implementation, are given as by-products in the statistical analysis of the estimator in Section V. The criterion is in general multi-modal, rendering the multi-dimensional search for a global extremum computationally expensive. However, when a ULA is employed it is possible to reparameterize the criterion and convert it to a linear problem, where the estimate is obtained by rooting a polynomial. This is further discussed in Section VI, where the reparameterization is shown in detail. Remark 1: It is readily shown thatp in (9) (15) 
and G is any matrix whose columns span the null-space of B (see also Section VI).
Proof: The proof is given in Appendix A.
The CRB for the \standard" case when P is any Hermitian positive de nite matrix is, e.g., given in 1, 11] . A comparison of (13) with the corresponding CRB-expressions in 1, 11] can be used to quantify the gain in performance of using the prior information about the signal correlation. An example of such a comparison is given in Section VII.
V. Asymptotic Analysis
The asymptotic (in N) behavior of the estimates given by (11) is analyzed in this section.
The derivation of the estimator in Section III is rather ad hoc. However, below we show that the estimator in fact is asymptotically statistically e cient. We will start the asymptotic analysis by establishing the consistency of the estimates. 
where ' denotes equality in probability up to rst order. The notation H refers to the limiting Hessian matrix,
The derivative of (12) (20) where B k = @B=@ k . We have also used the fact thatf ! f as N ! 1 and ? B f = 0. Next, we will relatef to the sample covariance. From the de nition off in (7) Using (22) in (21) , Mvec(R): (23) From the central limit theorem it follows that the elements in p N(R ? R) are asymptotically zero-mean Gaussian distributed. The relations (19) , (17) and (23) (24) and where the notation AsN means asymptotically Gaussian distributed. The asymptotic second-order properties of~ are given by the following result: (27) and where D is de ned in (15) . The two covariance matrices C and C are de ned as C = lim
wheref =f ? f. Explicit expressions for C and C are given in Appendix C. All quantities are evaluated at the true DOA 0 .
Proof: The derivation of H and Q can be found in Appendix C.
C. Optimal Weighting
The result in Theorem 2 is valid for any positive de nite weighting W. However, it is of course of interest to nd a weighting such that the asymptotic covariance matrix ? is minimized (in the sense of positive de niteness). A lower bound on ? is given by the CRB in Theorem 1. Next, we show that there indeed exists a weighting matrix W such that ? attains the CRB.
This implies that the estimate in (11) is asymptotically statistically e cient. B( 0 ) f = 0, it can be shown that W opt can be replaced by a consistent estimate without changing the asymptotic analysis given above. In particular, this implies that the estimator can be implemented as a two-step procedure as further explained in Section VI.
VI. Implementation
This section deals with the implementation of the estimator (11) when a uniform linear array is employed. For general arrays, the criterion in (12) can be minimized by a Newton-type method. In the following we will discuss a way to avoid the non-linear minimization that is associated with gradient search algorithms. For ULAs, a technique similar to the one used in Here we use the standard notation Q and R for the factors in the QR-factorization for convenience of presentation. These quantities should not be confused with the de nitions of Q and R that hold in other parts of the paper.
constraint. To get a minimal (invertible) reparameterization we need one additional constraint. It is common to use either a linear or a norm constraint on the polynomial coe cients (see 12, 24] ).
Next, observe that ? B = G = GG y and rewrite the criterion (12) as (see (59) Exactly how the minimization of the two quadratic functions above is performed depends on the constraint on the polynomial coe cients. For the constraints previously mentioned, the minimization can be accomplished either by solving an eigenvalue problem or by solving an overdetermined system of linear equations (see 12, 24] for details). Note that the implementation of the rst step of the algorithm is essentially equivalent to the implementation of MODE and IQML 12]. The second step looks more complicated at rst sight, but can after some rewriting be solved in a similar fashion.
VII. Numerical Examples
In this section, some numerical examples and simulations are provided to illustrate the performance of the proposed estimator. Henceforth, the proposed method will be called DEUCE (direction estimator for uncorrelated emitters).
Example 1: First, we will study the relative improvement in estimation accuracy which can be obtained by making use of the prior knowledge that the signals are uncorrelated. We will consider a ULA with m = 3 sensor elements separated by a half wavelength. There are two uncorrelated plane-waves impinging on the array from di erent directions. The rst source is located at 0 while the direction to the other is varied. The SNRs of the sources are varied, but the second source is always 10 decibel (dB) stronger than the rst source. That is, if the SNR of the rst source is denoted by SNR 1 The CRB on the estimation error variance on 2 is calculated with and without the prior on the signal correlation. The CRB for the case with uncorrelated signals is given in (13) . The expression for the CRB on without any prior on P is given by the following expression (see 1, 11 
where denotes elementwise multiplication. In Figure 1 , the ratio between the two CRBs on 2 given by (35) and (13) is shown for di erent 2 and SNR 1 . Clearly, the ratio between the two CRBs can be signi cantly larger than one in certain scenarios. Hence, there is motivation for a method that can utilize the prior information about the signal correlation. In the next example, we show that the performance of DEUCE predicted by the large sample analysis also holds for samples of practical lengths. Example 2: In the second example, we study the small sample behavior of DEUCE. Again, we consider a ULA with m = 3 sensor elements separated by a half wavelength. Two uncorrelated sources are located at = 0 ; 20 ] T relative to array broadside. The signal covariance matrix is P = 10 (3=10) 0 0 10 (20=10) and the noise variance is 2 = 1. The root-mean-square (RMS) error of the second source is depicted in Figure 2 , along with the corresponding RMS error for the root-MUSIC estimates 7, 25] . The RMS errors are based on 200 independent trials. For comparison, the corresponding CRBs are plotted as well. The solid line represents the CRB when the prior is incorporated (see (13)), and the dashed line denotes the CRB without the prior (see (35)). It can be seen that the RMS error for DEUCE reaches the appropriate CRB at rather small sample values. In this example, we made use of the root-MUSIC estimate in the rst step of the algorithm given in Section VI. A linear constraint (Re(g 0 ) = 1) on the polynomial coe cients was employed in the second step of the algorithm. Sometimes the nite sample performance can be improved slightly by iterating the second step several times. However, the RMS errors in Figure 2 are calculated for the estimates obtained from the two-step procedure outlined in Section VI. , are varied. The DOAs are estimated from a batch of N = 100 snapshots. The RMS error for 2 , computed from 200 independent trials, is plotted as a function of the correlation coe cient in Figure 3 . For comparison, the corresponding RMS error for the root-MUSIC estimates is shown as well. The CRB given by (35) is also displayed in Figure 3 . It is seen that DEUCE has a better performance than root-MUSIC for small as expected. It is interesting to observe that the two methods have a similar performance when the correlation increases.
VIII. Conclusions
In this paper, a method (DEUCE) for estimating the locations of uncorrelated emitter signals from array data was proposed and analyzed. The asymptotic distribution for the direction estimates was derived. The asymptotic variance was shown to coincide with the Cram er-Rao lower bound including knowledge of uncorrelated signals. This means that DEUCE is asymptotically statistically e cient. It was also shown that DEUCE can be implemented as a two-step procedure for uniform linear arrays. This makes the method quite attractive since it provides minimum variance estimates without having to resort to non-linear iterative minimization. Some computer simulated examples indicate that DEUCE is rather robust against the assumption that the emitters are uncorrelated. For correlated emitters, DEUCE behaves similar to root-MUSIC. However, since DEUCE is statistically e cient, it outperforms root-MUSIC for the case of uncorrelated emitters. The bound on the DOAs is given by the upper left d d corner of the CRB matrix; that is, the upper left corner of the inverse FIM. Using the formulas for inverting partitioned matrices, the following expression is obtained
In what follows, the expression for CRB ?1 is rewritten in a form suitable for establishing the equality of the asymptotic estimation error covariance of the proposed estimator and CRB .
Recall Making use of (42) and (43) where the matrix inversion lemma has been used to obtain the last but one equality. This concludes the proof. 
However, it is straightforward to verify that the matrix in (48) can be written as diagfxgA .
The rank of diagfxgA is m since d > m and since x has at least m + 1 elements di erent from zero. Hence, no solution x 6 = 0 exists if m > d ? m or equivalently m > d=2 and we conclude that rankfB( )g = d if m > d=2.
III. Derivation of the Asymptotic Distribution
We will start with the derivation of Q de ned in (24) . From (19) which is element (k; l) of the matrix in (25) .
It remains to compute the covariance matrices C and C de ned in (28) and (29), respectively.
Since fx(t)g is assumed to be zero-mean Gaussian and temporally white, it can be shown that EfR klRpq g = R kl R pq + 1 N R kq R pl :
From (49), the following two expressions are readily checked:
where the superscript 'BT' denotes block-transpose, which means that each m m block is transposed. By making use of (23), (50) and (51), it is straightforward to derive C and C:
Inserting the de nition of M given in (23) 
It is obvious that a similar relation holds for any vector de ned as vec(X) when X is Hermitian.
This implies that
N Efff L m g = CL m : Hence, C is related to C through a column permutation. Remark 4: Observe that the matrix C (and C) is singular. The null-space of C is spanned by the columns of (E c n E n ). The dimension of the null-space is (m ? d) 2 In what follows, we will prove that the two terms in the gradient (19) where the dimension of each of the subspaces is indicated, and where denotes direct sum.
Since it is known that N(T ) = N(C) = N(E ) R(G), it follows that N(G ) R(T). This means that a d-dimensional subspace of R(T) forms N(G ). De ne the m 2 (2md ? 
In the fourth equality, the fact that D E = 0 was used and the sixth equality follows from a property of pseudoinverses for full rank matrices. Now, combining (59), (60) and (61) in the equations (56) and (57) We are now ready to prove Theorem 3. It follows from the above that 
