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Abstract
We studied and compared two types of connectionist learning methods for model-free regression problems in this paper. One is the popular back-propagation learning (BPL) well known in the articial neural networks literature; the other is the projection pursuit learning (PPL) emerged in recent years in the statistical estimation literature. Both the BPL and the PPL are based on projections of the data in directions determined from interconnection weights. However, unlike the use of xed nonlinear activations (usually sigmoidal) for the hidden neurons in BPL, the PPL systematically approximates the unknown nonlinear activations. Moreover, the BPL estimates all the weights simultaneously at each iteration, while the PPL estimates the weights cyclically (neuron-by-neuron and layer-by-layer) at each iteration. Although the BPL and the PPL have comparable training speed when based on a Gauss-Newton optimization algorithm, the PPL proves more parsimonious in that the PPL requires a fewer hidden neurons to approximate the true function. To further improve the statistical performance of the PPL, an orthogonal polynomial approximation is used in place of the supersmoother method originally proposed for nonlinear activation approximation in the PPL. 1 
Introduction
A learning network estimates an unknown function from representative observations of the relevant variables. The study of learning parsimony focuses on the question of how many parameters in the networks should be required for good approximations. Two types of network learning methods are studied and compared in this paper: one is the popular back-propagation learning (BPL) which is well known in the articial neural network literatures [29] ; the other is the projection pursuit learning (PPL) which has emerged in recent years in the statistical estimation literatures [6, 8] .
BPLs and PPLs have been proposed for essentially two distinct problem types, namely model-free regression and model-free classication. Here \model-free" means that one makes no a priori assumption about the unknown functions to be identied other than imposes a certain degree of smoothness. In the statistical literatures, the term nonparametric is synonmous with our use of the term model-free.
In this paper, we shall concentrate on regression modeling applications of BPLs and PPLs. The reasons for this choice are several [17] : (a) the relative strength and weakness of BPLs and PPLs may dier in regression and classication; (b) it is a major task to do a thorough comparative study for either one of the problems alone; (c) it seems rather easier to grasp what is going on in the regression setting; (d) the regression setting is one in which some fairly deep theory is available for PPLs in the case of low-dimensional regression [5] .
A multivariate model-free regression problem can be stated as follows: one is given n pairs of vectors (y l ; x l ) = (y l1 ; y l2 ; 1 11 ; y lq ; x l1 ; x l2 ; 1 11 ; x lp ); l = 1; 2; 11 1 ; n (1) which have been generated from unknown models y li = g i (x l ) + li ; l = 1; 2; 11 1 ; n; i = 1; 2; 1 11 ; q (2) where the fy l g are called the multivariate \response" vectors and the fx l g are called the \inde-pendent variables" or the \carriers". The fg i g are unknown smooth non-parametric (model-free) functions from p-dimensional Euclidean space to the real line: g i : R p 0! R; i = 1; 2; 1 11 ; q The f li g are random variables with zero mean, E[ li ] = 0, and independent of fx l g. Often the f li g are assumed to be independent and identically distributed (iid) as well.
The goal of regression is to construct estimators,ĝ 1 ,ĝ 2 , 11 1;ĝ q , which are functions of the data (y l ; x l ); l = 1; : : : ; n, to best approximate the unknown functions, g 1 , g 2 , 11 1, g q , and use these estimates to predict a new y given a new x: y i =ĝ i (x); i = 1; 2; 11 1; q:
The organization of this paper is as follows: In Section 2, we briey review the BPL algorithm for feedforward perceptrons, and several extensions of this algorithm that lead toward the version of a PPL. Section 3 introduces the standard PPL method for regression problems based on a special smoother called \supersmoother" and our modied version based on Hermite polynomials. Section 4 presents a thorough comparative simulation study on statistical performance of the BPL, supersmoother based PPL, and Hermite polynomial based PPL. Concluding comments are given in Section 5.
2
A Two-layer Perceptron and Back-Propagation Learning A multilayer perceptron is a feed-forward neural network which has one or more layers of hidden neurons between the input and output layers. Several recent results [3, 9, 10] have shown that a two-layer (one hidden layer) perceptron with sigmoidal nodes can in principle represent any Borel-measurable function to any desired accuracy, assuming \enough" hidden neurons are used [22] . This, along with the fact that theoretical results are known for the PPL in the analogous two-layer case, justies focusing on the two-layer perceptron for our studies here.
Mathematical Formulation
A two-layer perceptron can be mathematically formulated as follows (see Figure 1 ):
w kj x j 0w k0 ); k = 1; 2; 1 11 ; m; i = 1; 2; 11 1 ; q (3) where w k0 denotes the bias of the k th neuron in the hidden layer; w kj denotes the input-layer weight linked between the k th hidden neuron and the j th neuron of the input layer (or j th element of the input vector x); ik denotes the output-layer weight linked between the i th output neuron and the k th hidden neuron; f k is the nonlinear activation, which is usually assumed to be a xed monotonically increasing (logistic) sigmoid mapping, (z) = 1=(1 + e 0z ).
The above formulation denes quite explicitly the parametric representation of functions which are being used to approximate fg i (x); i = 1; 2; 1 11 ; qg. Specically,
A simple reparametrization allows us to writeĝ i (x) in the form:
where k is a unit length version of weight vector w k . This formulation reveals how fĝ i g are built up as a linear combination of sigmoids evaluated at translated (by k ) and scaled (by s k )
projections of x onto the unit vectors f k g. 
Back-Propagation Learning and its Variations
Historically, the training of a multilayer perceptron uses back-propagation learning (BPL), a simple iterative gradient descent algorithm designed to minimize the mean squared error between the desired response (target) vector and the actual response vector [29] . There are two common types of BPL: the batch one and the sequential one. The batch BPL updates the weights after the presentation of the complete set of training data. Hence, a training iteration incorporates one sweep through all the training patterns. On the other hand, the sequential BPL adjusts the network parameters as training patterns are presented, rather than after a complete pass through the training set. The sequential approach is a form of Robbins-Monro Stochastic Approximation [28, 34] . While the two-layer perceptron provides a very powerful model-free approximation capability, the BPL training can be slow and inecient since only the rst derivative (or gradient) information about the training error is utilized. To speed up the training process, several second-order optimization algorithms, which take advantage of second derivative (or Hessian matrix) information, have been proposed for training perceptrons [14] . For example, the Newton method [26] , the Quasi-Newton method [32] , the conjugate gradient method [30] , as well as the Gauss-Newton method [21] , which is also used in the PPL [8] .
The xed nonlinear activation (sigmoid) is a monotone nondecreasing dierentiable function with very simple rst derivative form, and possesses nice properties for numerical computation. However, it does not interpolate/extrapolate eciently in a wide variety of regression applications. Several attempts have been proposed to improve the choice of nonlinear activations; e.g., the Gaussian or bell-shaped activations [22] , the locally tuned radial basis activations [20, 25] , and semi-parametric (non-xed) activations used in PPLs and hidden Markov models [6, 13] . 3 Projection Pursuit Learning Networks
The projection pursuit learning (PPL) is a statistical procedure proposed for multivariate data analysis using a two-layer network. This procedure derives its name from the fact that it interprets high dimensional data through well-chosen lower-dimensional projections. The \pursuit" part of the name refers to optimization with respect to the projection directions.
Mathematical Formulation
Projection pursuit learning (PPL) for regression was originally suggested by Friedman and Stuetzle [6] . Later on, Friedman presented a generalized version suitable for multiple response regression (and classication) [8] . The PPL network (see Figure 2 ) is modeled as follows: 
In this paper we use the expectation operator E to denote the sample average over all the n training data (y l ; x l ); l = 1; : : : ; n. For 
where is sigmoidal function: (z) = 1=(1 + e 0z ).
Similar to a BPL perceptron, a PPL network forms projections of the data in directions determined from the interconnection weights. However, unlike a BPL perceptron, which employs a xed set of nonlinear activations (sigmoids) which are parametrically specied by a xed nite set of parameters, a PPL estimates the nonlinear activations based on optimization approach which involves use of a one-dimensional nonparametric (model-free) data-smoother to be discussed later [8] .
Learning Strategies of PPLs
In comparison with a batch BPL, which employs either 1st-order gradient descent or 2nd-order Newton-like methods to estimate the weights of all layers simultaneously after all the training patterns are presented, a PPL learns neuron-by-neuron and layer-by-layer cyclically after all the training patterns are presented. Specically, it applies linear LS to estimate the output-layer weights, a one-dimensional data smoother to estimate the nonlinear activation of each hidden neuron, and the Gauss-Newton nonlinear LS method to estimate the input-layer weights.
The PPL procedure uses the batch learning technique to iteratively minimize the loss function L 2 over all the training data. All the parameters to be estimated are hierarchically divided into m groups (each associated with one hidden neuron), and each group, say the k th group, is further divided into three subgroups: the output-layer weights f ik ; i = 1; 1 11 ; qg connected to the k th hidden neuron; the smooth nonparametric function f k of the k th hidden neuron; and the input-layer weights f kj ; j = 1; 11 1 ; pg connected to the k th hidden neuron. The PPL starts from updating the parameters associated with the rst hidden neuron (group) by updating each subgroup, f i1 g, f 1 , and f 1j g consecutively (layer-by-layer) to minimize the loss function L 2 (a similar modular training concept was also used in [11] ). It then updates the parameters associated with the second hidden neuron by consecutively updating f i2 g, f 2 , and f 2j g. A complete updating pass ends at the updating of the parameters associated with the m th (the last)
hidden neuron by consecutively updating f im g, f m , and f mj g. Repeated updating passes are made over all the groups until convergence (e.g., in our studies of Section 4, we use the stopping criterion that jL
be smaller than a prespecied small constant, = 0:005).
We now discuss how the k th group parameters f ik g, f k , and f kj g are updated. One can rewrite the L 2 loss criterion in terms of the residual function R i(k)
as follows:
Let us assume for the moment that for j 6 = k the parameters f ij ; i = 1; :::; qg, j = ( j1 ; :::; jp ) T , and the function f j are xed. Given f k and k , L 2 is quadratic in the ik . Thus the LS estimates ik of the parameters ik , computed by setting the derivatives of L 2 with respect to ik equal to zero, are:
] 2 ; i = 1; 2; : : : ; q (11) To compute Eq. (11), one must obtain the projection direction estimate k and a smooth activation function estimatef k . One can easily obtain an \unconstrained" non-smooth estimate f 3 k by minimizing the L 2 expression in Eq. (10) with respect to f k for each argument value z kl = T k x l , where l = 1; : : : ; n. This is equivalent to minimizing
with respect to kl = f k ( T k x l ), which gives f 3
The 2-D data (z kl ; f 3 k (z kl )) form n points scatterplot for a 1-D nonlinear mapping along the direction of k . Typically such a solution for f k will result in a too \rough" scatterplot because of the noisy nature of the data. One wishes to nd a \smooth" curvef k which best represents the scatterplot. One of the most common ways of doing this would be with a spline smoother. For sake of computational speed, a non-parametric variable span smoother (also called supersmoother) was employed by Friedman and Stuetzle [6] and Friedman [7] to smooth the scatterplot and reshape the LS estimated activation f 3 k . We note that the estimated activationŝ f k is then normalized so that E[f k ] = 0 and E[f
Since the L 2 loss function is not a quadratic function of k , to minimize L 2 with respect to k with the ik and f k xed, an iterative optimization method must be performed. The Gauss Newton method was used for this purpose. Assume that the optimal weight vector (projection direction) k is an increment 4 from the current weight vector k , i.e., k = k + 4. A Taylor series approximation gives
The Gauss Newton iteration chooses 4 so that L 2 ( k + 4) is minimized, which results in the following linear equation for 4:
where the partial derivative of u i
is evaluated at the previous update value of projection direction k .
Since the matrix on the left-hand-side of Eq. (15) is non-negative denite, 4 is a valid descent direction. Solutions of the form 4=c j , where c j = 2 j , j = 0; 1; 2; 1 11, are tried in Eq. (14) and the c j which minimizes L 2 ( k + 4=c j ) is used.
For a given set of f ik g, 1 i q, the activation f k and projection direction k are estimated iteratively as follows: Once the projection direction k is updated to k , the scatterplot (z kl ; f 3 k (z kl )) have new abscissa values, z kl = T k x l . Thus the activation f k is reestimated by smoothing (by supersmoother in the case of the original work by [6] and [7] ). Then the next iteration for the updating of projection direction is performed. The overall hierarchical iterative L 2 minimization procedure based on the parameters associated with k th hidden neuron can be summarized as follows:
1. k , f k , and f ik g are assigned some initial guesses.
2. k is estimated iteratively via Eqs. (14), (15), and line search.
3. Given the new k , we estimatef k via smoothing the scatterplot (z kl ; f 3 k (z kl )). 4. Repeat Steps 2-3 several iterations.
5. Given the most recentf k and k , one then goes back to evaluate f ik g via Eq. (11). 6. Repeat Steps 2-5 until the loss function L 2 is minimized with respect to all f ik g, k and f k associated with k th hidden neuron.
The iterative procedure is then repeated for the (k + 1) th hidden neuron.
Nonparametric and Parametric Smoothers for Estimating Activations
Supersmoother { A Nonparametric Smoother: In the original PPL regression [6] and in the SMART implementation [8] of PPL, a variable span smoother (called supersmoother) was used to obtain a smooth estimatef k for the scatterplot (z kl ; f 3 k (z kl )). The motivation behind the original design of supersmoothers [6] was two-fold: (a) to have a good variable bandwidth which would provide good adaptation to varying curvature in the unknown function f k and to varying noise level; and (b) to be very fast. Goal (b) led to the use of piecewise linear ltering which can be updated very quickly. Goal (a) led to a very clever adaptive bandwidth method. To our knowledge supersmoother was the rst practical implementation of a variable bandwidth smoother, a contribution of considerable value in itself.
None the less, there are several drawbacks associated with supersmoother for the regression application. More specically, in PPL use of supersmoother (or any nonparametric smoother, for that matter), it is necessary to store a table of estimated values ff k ( T k x l ); l = 1; : : : ; ng for each hidden neuron, k = 1; : : : ; m. Moreover, derivatives ff 0 k g of ff k g must be estimated by taking rst order dierences of the estimateŝ f 0
where thex j are labeled in increasing order of T k x l . Endpoints (j = 1 and j = n) are handled by copying the values of their nearest neighbors. Such approximation can become unstable if the denominator becomes too small. To avoid this problem, a pooling technique was applied to observations to improve the performance [7] . Even though the pooling technique overcomes some drawbacks, the actual activation values are still piecewise interpolated due to the scatter point representation of the activations. This also results in performance degradation in the training and testing.
Parametric Smoothing via Hermite Function Regression: The motivation of using a parametric smoother instead of supersmoother is three-fold:
1. To use a parsimonious parametric model to get rid of the huge size regression tables.
2. To have a fast and accurate derivative calculation.
3. To have a smooth interpolation, instead of using piecewise interpolation, in computing the activation values.
The orthonormal Hermite polynomial functions are chosen to satisfy this motivation due to their parametric orthonormal property and the easiness of recursive calculation of the functional values. The chosen Hermit functions have also been successfully used in the density estimation based on projection pursuit [18] .
It should be noted that although parametric regression has the advantage of addressing the above three points quite well. If one wants the equivalent of supersmoothers in a parametric regression then one will need to use an automatic variable selection method (e.g., AIC [1] , MDL [27] , PSE [2] ). In the case of polynomial regression which we focus on below, this amounts to curvature (data-driven) determination of the highest order polynomial term. We do not address this issue here, but none the less show that by considering only moderately high polynomial order, one can improve considerably on the performance obtained with supersmoother.
The Hermite polynomials can be constructed in a recursive manner
The Hermite polynomials are orthogonal on (01; 1) with respect to the weighting function, The orthonormal Hermite functions [18] can thus be dened, h r (z) (r!) 01=2 1=4 2 0(r01)=2 H r (z)(z) 0 1 < z < 1 (20) where R h i h j = ij , the Kronecker delta. 
The resulting scatterplot smoothing function is
for arbitrary real valued argument z (with tted valuesf k (z kl )) at the observed neuron input values z kl , l = 1; 2; :::; n.
The derivative off k (z) can be easily calculated analytically due to the special property of Hermite functions [18] 
Modeling Strategy of PPLs
Forward Growing Procedure: The PPL builds up its regression model by adding hidden neurons one at a time. Consider adding thek th hidden neuron. The optimization strategy described in Section 3.2 is applied to learn all parameters associated with this hidden neuron.
After the parameters associated with this hidden neuron are estimated, a backtting method [6] is employed to ne tune the parameters associated with the previously installed neurons. Backtting consists of cyclically minimizing the sum of squared residuals for each neuron until there is little change. Specically for each k, 1 k k, we update k , f k , and f ik g, so that the loss function L 2 can be further minimized. 
where f jk g are the estimates for the (m + 1)-hidden neuron model. 4 
Statistical Performance of BPLs and PPLs
We have discussed the \parametric" BPL and the \semi-parametric" PPL from structural and computational viewpoints. We begin the section with a brief discussion of the theoretical properties of PPL. Then we carry out a detailed comparison of statistical performance via a simulation study.
Theoretical Approximation Properties of PPLs
At least two researchers [12, 19] have theoretically established the \rst level" approximation properties of PPLs. In particular, they have shown that, with suciently many hidden units, any noise free square integrable function can be approximated arbitrarily well by a theoretical analog of PPLs. These kinds of results are analogous to those of [3, 10] for BPL networks. We call the above kinds of results \rst level" because they are deterministic function approximation theory, e.g., like the Stone-Weierstrass theorem [4] which states that any continuous function on a compact set can be approximated arbitrarily well by polynomials. However, such results say nothing about the computational complexity required for a good approximation and, and furthermore they say nothing about the critical issue of statistical properties of approximations based on noisy observations as in Eq. (2). In the latter regard, theoretical studies of non-parametric estimation in the statistical literature usually focus on the asymptotic mean-squared error properties of estimation. Mean-squared error contains both a variance and a squared bias component, and the goal is to adjust a bandwidth parameter so as to balance variance and squared bias. This results in a rate at which the bandwidth should go to zero with increasing sample size.
Complete studies of this type have not yet been carried out for PPLs. However, Donoho and Johnstone [5] have carried out an impressive theoretical study of the bias properties of PPLs for regression. They compared PPLs with the simple kernel-type estimators. For the case p = 2, they investigated the Hilbert space of all square-integrable functions on the plane. The main result is a duality between PPLs and kernel-type estimators on one hand, and between the radial (-\like") and the harmonic (-\like") functions on the other: PPLs parsimoniously model radials while kernel-type estimators are superior for harmonics. Specically, the PPLs asymptotically and optimally approximates radial functions (see Section 4.3). On the other hand, the harmonic functions (see Section 4.3) are most dicult for PPLs to approximate in the sense of needing the most neurons for a given approximation error bound.
The behavior of BPL networks for radial and harmonic functions has not been investigated. However, the BPL networks are similar in spirit to a hybrid projection pursuit kernel (PPK) method, as discussed in Section 2.3. As such, we conjectured that their behavior is more similar to PPL than to a multivariate kernel method. This conjecture is supported by our simulation results in later sections.
Three Aspects of Statistical Performance
For simplicity of comparison, we conne our simulations to the two-dimensional univariate case, i.e., p = 2; q = 1. This is an important situation in practice, because the models can be visualized graphically as functions y = g(x 1 ; x 2 ). Comparisons were made on the following three dierent aspects:
1. Learning Accuracy: Mean squared error of estimation (training), determined by independent test data. We consider Dierent nonlinear functions to be approximated. Both noiseless and noisy training data.
2. Learning Parsimony: how many hidden neurons are required for \good" approximations. ; : : : ; g (5) . (a) g (1) = simple interaction; (b) g (2) = radial; (c) g (3) = harmonic; (d) g (4) = additive; (e) g (5) = complicated interaction. ; (b)g (2) ; (c) g (3) ; (d) g (4) ; (e) g (5) .
Training and Test Data: Two independent variables/carriers (x l1 ; x l2 ) were generated from the uniform distribution U ([0; 1] 2 ), i.e., the abscissa values f(x l1 ; x l2 )g were generated as uniform random variates on [0; 1] and independent from each other. We generated 225 pairs f(x l1 ; x l2 )g of abscissa values, and used this same set for experiments with all ve functions, thus eliminating an unnecessary variability component in the simulation. In addition to one set of noiseless training data y (j) l = g (j) (x l1 ; x l2 ); l = 1; 2; 11 1; 225; j = 1; 1 1 1; 5: (28) we generate noisy training data by adding independent and identically distributed (iid) Gaussian noises: Algorithm Used: The PPL simulations were conducted using both the S-P lus package [31] implementation, and a Hermite polynomial version of PPL. We used both 3 and 5 hidden neurons (where m 3 = 5 and m 3 = 7 maximum hidden neurons were used, respectively, as discussed in Section 3.4). The S-P lus implementation is based on the Friedman code [8] , where a nonparametric smoother called supersmoother was used for activation estimation, and a GaussNewton method was used for updating the lower layer weights. We implemented a PPL in the same manner as in Friedman's code, except for using orthonormal Hermite functions with the associated improved derivative estimation (see Section 3.3). To obtain a fair comparison with the BPL, the BPL was also implemented using a batch Gauss-Newton method (rather than the usual gradient descent, which is slower) on two-layer perceptrons with linear output neurons and nonlinear sigmoidal hidden neurons [14, 15, 16] . We considered BPL perceptrons with 5 and 10 hidden neurons.
Independent Test Data Set: The assessment of performance was done by comparing the tted models with the \true" function counterparts on a large independent test set. Throughout all the simulations, we used the same set of test data for performance assessment, namely a sample of fg Error Measures: The fraction of variance unexplained (FVU) [8] was used to compare the performance of BPLs and PPLs on independent test data, where FVU is given by 
, Noiseless Training Data 0.14161 0.02123 0.13459 0.02833 0.04891 0.01531 Table 1 : The accuracy determined by the error measures F V U of the independent test data in both learning using noiseless training data.
where g = g (j) ; j = 1; : : : ; 5. Note that the FVU measure is proportional to the usual \mean squared error" (MSE), and a more intuitive value is its square root.
Simulation Results in Statistical Performance
To summarize the simulation results in statistical performance, we focused on the chosen three aspects: accuracy, parsimony, and speed.
Learning Accuracy: As shown in Tables 1 and 2 , the accuracy determined by the FUV error measures in Eq. (30) of the independent test data varies considerably with method (BPL verus PPL), the number of hidden neurons, and whether or not noise is present. PPL based on supersmoother outperforms BPL in all situations, where both use the same number of hidden neurons (m = 5). Furthermore, the Hermite polynomial based PPL usually outperforms that of the supersmoother based PPL. Also notice that in one case (noisy g (4) ) of insucient hidden neurons for accurate approximations by BPL and supersmoother PPL (m = 3), the Hermite polynomial PPL gives a quite good approximation.
Note that our comparisons are based on 5 & 10 hidden neurons of BPLs and 3 & 5 hidden neurons of PPLs. The reason of choosing dierent number of hidden neurons will be explained in the learning parsimony section.
Learning Parsimony: In comparison with BPL, the PPL is more parsimonious in training all types of nonlinear functions, i.e., in order to achieve comparable accuracy to the BPLs for a two-layer perceptrons, the PPLs require fewer hidden neurons (more parsimonious) to approximate the desired true function [15] . In particular, none of the functions except g (1) can be reasonably well approximated by BPL networks with 5 hidden neurons (let alone with 3). Table 2 : The accuracy determined by the error measures F V U of the independent test data in both learning using noisy training data.
On the other hand, all functions can be reasonably well approximated by PPL networks with 5 hidden neurons, and often 3 hidden neurons will suce. Several factors may contribute to this favorable performance of PPLs (supersmoother based and Hermite polynomial based). First and foremost, the data-smoothing technique (either supersmoother or Hermite polynomial regression) creates more pertinent activations (i.e., better function approximation) for each neuron. Thus the PPL networks can model the data accurately while using relatively few terms (hidden neurons). Secondly, the batch Gauss-Newton BPL updates all the weights in the network simultaneously while the PPL updates cyclically (neuronby-neuron and layer-by-layer), which allows the most recent updating information to be used in the subsequent updating. That is, more important projection directions can be determined rst so that the less important projections can have a easier search (the same argument used in favor of the Gauss-Seidel method over the Jacobi method in an iterative linear equation solver). As for the improved performance of the Hermite polynomial based PPL relative to the supersmoother based PPL: we believe that this is due to the relative roughness of the supersmoother algorithm which is based on piecewise linear regression tting (of variable bandwidth/window length).
The rst factor above is illustrated by the following considerations. According to the denition of g (1) in Figure 3 -a, the 3-D surface of g (1) can be \theoretically" constructed using two projections, i.e., x 1 x 2 = 1 2
]. This fact is clearly reected in the estimated projection directions for the supersmoother based PPL networks with 2, 3, and 4 hidden neurons, where the two major projection directions (determined from the weights of the rst two neurons in the trained PPL networks) consistently indicate the desired projection directions (see Figures 5-a,b,c) . In these gures, each 2-D vector shown is the estimated projection direction in the [x 1 ; x 2 ] 2-D space associated with a hidden neuron, and the length of the vector denotes the normalized k corresponding to the same neuron (normalized by the variance off k over all the training patterns). On the other hand, the networks trained by BPL could only construct the correct 3-D surface of g (1) with at least 3 hidden neurons, and the projection directions are not consistent when the number of hidden neurons increases (due to the implicit equal-importance assumption of each hidden neuron). This is illustrated in Figures 5-d ,e,f, which show the estimated projection directions and the corresponding normalized magnitude of the hidden neurons in the trained BPL network. When the number of hidden neurons of BPL networks is increased to 10, there were several duplicates of estimated projection directions, which clearly reveals the ineciency of the BPL method relative to PPL: several sigmoidal terms (i.e., neurons) are required in a given direction to perform adequate function approximation, whereas PPL can do good approximation in a given direction with a single term (neuron).
To further support the parsimony property of PPL, consider again the approximation of g (5) using noisy training data. Figures 6-a,b show the approximated functions trained by BPLs. Note that the BPL cannot reasonably well approximate g (5) using 5 hidden neurons, and therefore it requires approximately 10 hidden neurons to have an adequate approximation. On the other hand, the supersmoother based PPL network can well approximate g (5) using 5 hidden neurons (see Figures 6-c,d) . Moreover, the Hermite polynomial based PPL requires only 3 hidden neurons to well approximate g (5) (see Figures 6-e,f ).
Learning Speed: We reported earlier [24] that the PPL took much less time (1-2 order of magnitude speedup) in achieving accuracy comparable with that of the sequential gradient descent BPL. As we might expect, when compared with the batch Gauss-Newton BPL, both the supersmoother based PPL or the polynomial based PPL takes roughly the same amount of computation time over all the simulations (using the same number of hidden neurons and the same convergence threshold = 0:005). In all simulations, both the BPLs and PPLs converge in less than 100 iterations most of the time. We also expect that when the size of the network increases, the training of the BPLs will be slower than that of PPLs. This is due to the matrix inversion of complexity O(n 3 ) required in the batch Gauss-Newton approach for both methods, along with the fact that a BPL network n is the total number of weights in the network; whereas for a PPL, n is only the number of weights incoming to one hidden neuron in the PPL network. We have examined the theoretical and algorithmic similarities and dierences between BPL and PPL networks, and have carried out a thorough comparative study via simulations. In our simulation study, PPL and batch Gauss Newton BPL networks have quite comparable training speed, and achieve comparable accuracy for independent test data, but PPLs are considerably more parsimonious in that fewer neurons are required. The Hermite polynomial approximation of the nonlinear activations outperforms the supersmoother version of the PPL method in several aspects of performance evaluations.
One important question that remains is how to choose the order of the Hermite polynomials in a data driven manner. The choice of order is equivalent to choosing a global bandwidth parameter for smoothing. In addition one needs a sound data driven choice of the number of hidden neurons m. Since the Hermite polynomial based PPL is a totally parametric method, one might use a conventional statistical model selection method to determine both the polynomial order and the number of hidden neurons. For the supersmoother based PPL, this does not make sense because the network model is now semiparametric.
These questions should be studied further. Also, it will be important to make a careful comparative evaluation of BPL and PPL for a strategically selected set of higher dimensional functions. 
