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Abstract
(Yedidia et al. 2000) showed that fixed points of loopy belief
propagation (BP) correspond to stationary points of the Bethe
variational problem. Unfortunately, this does not entirely explain BP
because BP is a dual rather than primal algorithm to solve the Bethe
variational problem – beliefs are infeasible before convergence. Thus, we
have no better understanding of BP than as an algorithm to seek for a
common zero of a system of non-linear functions, not explicitly related
to each other.
We show that these functions are in fact explicitly related – they are the
partial derivatives of a single function of reparameterizations. That
means, BP seeks for a stationary point of a single function, without any
constraints. This function has a very natural form: it is a linear
combination of local log-partition functions, exactly as the Bethe
entropy is the same linear combination of local entropies. Unfortunately,
all stationary points of this function are saddles.
Exponential family
The discrete exponential family of probability distributions is
I instantiated by finite sets X , I
and a vector-valued function φ: X →RI (column vector)
I parameterized by canonical parameters θ ∈ RI (row vector)
Distribution: p(x |θ) = exp
[ ∑
i∈I
θi φi(x)︸ ︷︷ ︸
θφ(x)
−F (θ)
]
Log-partition function: F (θ) =
⊕
x∈X
θφ(x)
where a ⊕ b = log(ea + eb) denotes the log-sum-exp operation
(⊕ is associative and commutative, + distributes over ⊕)
Mean parameters
Mean parameters: µ =
∑
x∈X
p(x |θ)φ(x) = dF (θ)
dθ
∈ RI
The map θ 7→ µ defined by this is denoted µ = m(θ).
The range of m is the (relative) interior of the mean polytope
conv φ(X ) =
{∑
x∈X
p(x)φ(x)
∣∣∣∣ p(x) ≥ 0, ∑
x∈X
p(x) = 1
}
where φ(X ) = {φ(x) | x ∈ X }.
H(µ) denotes the entropy of the distribution with mean parameters µ.
Reparameterizations
If functions φi are affinely dependent (overcomplete representation),
the affine dependencies are captured by matrices A,B :
Aφ(x) = 0 ∀x ∈ X (homogeneous dependencies)
Bφ(x) = 1 ∀x ∈ X (inhomogeneous dependencies)
In other words, aff φ(X ) = {µ ∈ RI | Aµ = 0, Bµ = 1 }.
Definition
For any row vectors α and β, the transformation
θ′ = θ + αA + βB
is a reparameterization.
If β = 0, we speak of a homogeneous reparameterization.
Clearly, reparameterizations preserve distribution p(x |θ).
Gibbs distribution as an exponential family
I Given a set of variables xv for v ∈ V .
I Given a hypergraph (V ,E ) where E ⊆ 2V contains no singletons.
I Let X be the Cartesian product of the variable domains.
I Let numbers θi for i ∈ I be θv (xv ), θa(xa) for v ∈ V , a ∈ E .
I Let φi : X → {0, 1} be indicator functions such that
θφ(x) =
∑
v∈V
θv (xv ) +
∑
a∈E
θa(xa)
Now, p(x |θ) is the Gibbs distribution on hypergraph (V ,E ).
Its marginals are µ = m(θ) and its marginal polytope is conv φ(X ).
Matrices A and B for Gibbs distribution
Matrices A,B in terms of products Aµ, Bµ, αA, βB :
Aµ = 0 reads
∑
xa\v
µa(xa)− µv (xv ) = 0 ∀v ∈ a ∈ E , xv
Bµ = 1 reads

∑
xv
µv (xv ) = 1 ∀v ∈ V∑
xa
µa(xa) = 1 ∀a ∈ E
θ′ = θ + αA + βB reads

θ′v (xv ) = θv (xv ) −
∑
a3v
αav (xv ) + βv
θ′a(xa) = θa(xa) +
∑
v∈a
αav (xv ) + βa
(This matrix A captures only a subset of all homogeneous dependencies
existing among φi , which is consistent with factor-graph BP.)
Meaning of reparameterizations
Meaning of homogeneous reparameterizations θ′ = θ + αA:
I Define elementary homogeneous reparameterization on pair (a, v):
θv (xv )← θv (xv ) − αav (xv )
θa(xa) ← θa(xa) + αav (xv )
Clearly, this preserves function θv + θa hence also function θφ.
I Applying this transformations to all pairs (a, v) with v ∈ a ∈ E
yields θ′ = θ + αA.
Meaning of purely inhomogeneous reparameterizations θ′ = θ + βB :
I Adding constants βv , βa to functions θv , θa.
Belief propagation
Decompose (V ,E ) into sub-hypergraphs E v , v ∈ V , and E a, a ∈ E :
I Hypergraph E v contains only variable v .
I Hypergraph E a contains hyperedge a and variables v ∈ a.
Gibbs distributions, log-partition functions and entropies on E v and E a:
pv (xv |θ) = exp
[
θv (xv )−F v (θ)
]
pa(xa |θ) = exp
[
θa(xa)+
∑
v∈a
θv (xv )−F a(θ)
]
F v (θ) =
⊕
xv
θv (xv ) F
a(θ) =
⊕
xa
[
θa(xa)+
∑
v∈a
θv (xv )
]
Hv (µ) =−
∑
xv
µv (xv ) logµv (xv ) H
a(µ) =−
∑
xa
µa(xa) logµa(xa)
BP tries to reparameterize θ so that marginalization condition∑
xa\v
pa(xa |θ) = pv (xv |θ)
holds for every pair (a, v) with v ∈ a ∈ E (Wainwright 2004).
A single (serial) BP update enforces this condition for a single pair (a, v)
by applying the elementary homogeneous reparameterization to (a, v).
More concise formulation using matrix A:
I Define map µ = m˜(θ) by µv (xv ) = pv (xv |θ), µa(xa) = pa(xa |θ) .
I BP tries to reparameterize θ such that Am˜(θ) = 0,
i.e., it tries to find a vector α satisfying Am˜(θ + αA) = 0.
Definition
A vector θ is a BP fixed point if Am˜(θ) = 0.
Dual interpretation of BP (Yedidia et al. 2000)
Bethe entropy: H˜(µ) =
∑
v∈V
(1− nv )Hv (µ) +
∑
a∈E
Ha(µ)
where nv = |{a 3v}|
Bethe problem: max{ θµ + H˜(µ) | µ > 0, Aµ = 0, Bµ = 1 }
Theorem
If θ and µ correspond via µ = m˜(θ), then
Am˜(θ) = 0 ⇐⇒ µ is a stationary point of the Bethe problem
BP is a dual algorithm to solve the Bethe problem:
I It operates on its Lagrange multipliers.
I µ is infeasible before convergence.
Primal interpretation of BP (our contribution)
’Bethe log-partition function’: F˜ (θ) =
∑
v∈V
(1− nv )F v (θ) +
∑
a∈E
F a(θ)
Theorem
Am˜(θ) = 0 ⇐⇒ AdF˜ (θ)
dθ
= 0
Interpretation:
dF˜ (θ + αA)
dα
= A
dF˜ (θ′)
dθ′
where θ′ = θ + αA.
Main result
BP tries to find α such that the gradient of F˜ (θ+αA) w.r.t. α vanishes.
In other words, BP tries to find a stationary point of function F˜ on the
space of homogeneous reparameterizations.
A second order property of function F˜
Theorem
Consider F˜ (θ + αA) as a function of α. Every stationary point of this
function is a saddle point.
I.e., Hessian
d2F˜ (θ + αA)
dα2
is indefinite at any α with Am˜(θ + αA) = 0.
This is a bad news: Finding a zero gradient of a smooth function is easy
for a local extreme but may be hard for a saddle point.
Insight into non-convergence of BP
BP is as a block-coordinate ascent-descent algorithm to search for a
zero-gradient point of a single function. This point is always a saddle.
Conclusion
Summary of contributions:
I Reparameterizations incorporated into exponential families and BP
in a principled way.
I BP tries to find a zero-gradient point of a single function, without
any constraints. Unfortunately, this point is always a saddle.
Remarks:
I For convex free energies, primal and dual interpretations are related
by classical Lagrangian duality. Here they are not because function
H˜ is non-concave and F˜ is non-convex.
I Our result is only theoretical, it currently has no practical
consequences. However, it is mathematically elegant and provides
a complementary view on BP.
