We develop a denotational, fully abstract semantics for constraint logic programming (clp) with respect to successful and failed observables. The denotational approach turns out very useful for the de nition of new operators on the language as the counterpart of some abstract operations on the denotational domain. In particular, by de ning our domain as a cylindric Heyting algebra, we can exploit, to this aim, operations of both cylindric algebras (such as cylindri cation), and Heyting algebras (such as implication and negation). The former allows us to generalize the clp language by introducing an explicit hiding operator; the latter allows us to de ne a notion of negation which extends the classical negation used in Logic Programming. In particular, we show that our notion subsumes both Negation as Failure ( 7]) and Negation as Instantiation ( 10]).
Introduction
Constraint logic programming (clp, 18] ) is an extension of logic programming ( 27] ) in which the concept of uni cation on the Herbrand universe is replaced by the more general notion of constraint over an arbitrary domain. A program is a set of clauses possibly containing some constraints. A computation consists of a sequence of goals with constraints, where each goal is obtained from the previous one by replacing an atom by the body of a de ning clause, and by adding the corresponding constraint, provided that consistency is preserved.
Like pure logic programming, clp has a natural computational model based on the so-called process interpretation ( 26, 22] ): the conjunction of atoms in a goal can be regarded as parallelism, and the selection of alternative clauses as nondeterminism. Such a model presents many similarities with the paradigm of concurrent constraint programming (ccp, 25] ). However, it di ers from the latter (at least, from the version in 25]) because it supports the notion of consistency: an action can be performed only if it does not lead to an inconsistent store. On the other hand, ccp is provided with a special primitive for synchronization, which clp does not have.
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x DISI, Universit a di Genova, via Benedetto XV 3, 16132 Genova, Italy. E.mail: catuscia@disi.unige.it of constraints. Our language, which we call ? clp, is an extension of clp, in the sense that goals are de ned as the free term algebra generated by constraints, disjunction, conjunction and existential quanti cation. This approach has the advantage that we can de ne the operational semantics in a structured way, following the so-called SOS method ( 20] ), via a transition system where the transition relation expresses the computation step. Thus the behavior of new operators can in principle be de ned simply by adding new rules.
The denotational semantics of ? clp is de ned via a homomor sm into a cylindric Heyting algebra whose elements are downward-closed sets of constraints. One of the advantages of the denotational approach is that it allows to de ne possible extensions of the language by reasoning at the abstract level, i.e. by looking for possible operators which are de nable on the domain of denotation. We give an example of this method by considering intuitionistic negation, i.e. a form of negation for which the law of excluded middle, _ : , does not hold. Further we show that these operations can be de ned also operationally by enriching the transition system with suitable rules.
Unexpectedly, this form of negation happens to be an extension of the wellknown concept of negation as failure, which is de ned operationally in clp by an inference rule of the form all fair computations of :-A fail :A :
for an atom A. Analogously, we can capture the extension of negation as failure, proposed by Shepherdson ( 23] ), which allows to infer that :-:A succeeds with answer substitution whenever the goal :-A fails. Also the notion of negation as instantiation ( 10] ) can be expressed in terms of our intuitionistic negation. This notion is de ned in 10] by means of the inference rule all fair computations of :-A nitely instantiate some variables of A 9:A :
From the point of view of the underlying transition system, the above two rules are actually meta-rules. In fact the premises speak about the non-existence of successful derivations, i.e. sequences of transitions. The successful computation of a negative agent, as formalized by these rules, is done in one step.
Our characterization of negation, on the contrary, de nes the stepwise evolution of a negative agent. Our rule is a \real transition rule", in the SOS sense, and does not contain negative premises. The resulting operational semantics actually is an inductive operational semantics ( 4] ), i.e. de ned by an inductive system ( 3] ), with the advantages that this approach implies (see for instance 4] and 5]). Moreover, we show that our treatment of negation allows a natural declarative interpretation of the operational semantics.
Constraint System
The concept of constraint is central for the paradigm of clp and represents its major novelty with respect to logic programming. We follow here the approach of 24], which de nes the notion of constraint system along the lines of Scott's information systems ( 21] ). Intuitively, an information system consists of a set of elements each of them represents some \consistent information", together with an entailment relation`which establishes which elements can be derived from which other ones. In the view of 24], a constraint system is the same kind of structure, but for the presence of an additional element representing inconsistency. The term \constraint" refers to the fact that the information usually involve variables, i.e. they establish bounds to the range of values that such variables can assume.
The advantage of this approach, with respect to the notion of constraint system as a rst order logic theory used in 18] , is that it is more abstract, i.e. less relations among constraints are required to hold. For instance, all the axioms for the existential quanti er listed below are valid in the First Order Predicate Calculus, but not all the properties of the rst order existential quanti er are necessarily valid here. Therefore this approach is suitable to understand the abstract features that the notion of constraint must have, in order to de ne the semantics of clp. Of course, when using clp in practice, it is usually better to deal with a constraint system a la 18]. The results we obtain in this paper, however, would still be valid in that framework.
Following 24], we regard a constraint system as a lattice provided with a top and a bottom element 1 . However, we consider the ordering relation v as representing the entailment relation instead of its reverse as it is done in 24].
Thus, by c v d we mean that c \entails" d or c \is logically stronger than" d.
The reason of this choice is that we want to maintain the meaning assigned to the ordering relation in the \algebraic view" of logic ( 28] ). Therefore, in our constraint systems the top element is true, representing the element implied by (with less information than) anything; the bottom element is false, representing inconsistency, i.e. the element logically stronger (with more information) than anything; the greatest lower bound (glb), which we shall denote by u, represents the conjunction of information and corresponds to the logical and. The reverse operation, i.e. the least upper bound (lub), will be represented by t. As we will see, the latter does not correspond to the logical or.
De nition 1 A constraint system is a lattice (C; v; t; u; true; false) where t is the lub operation, u is the glb operation, and true, false are the greatest and least elements of C, respectively.
Cylindric Constraint Systems
In order to model local variables in ? clp, we need a sort of hiding operator. This can be formalized by introducing a notion of constraint system which supports cylindri cation operators, a concept borrowed from the theory of cylindric algebras, by Henkin, Monk and Tarski ( 17] ). Furthermore, in order to model parameter passing, it will be useful to enrich the constraint system with the so-called diagonal constraints, based on the notion of diagonal elements, also from 17].
Assume given a (denumerable) set of variables Var with typical elements x; y; z; : : :, and consider a family of operators f9 x j x 2 Varg (cylindri cation operators) and of constants f xy j x; y 2 Varg (diagonal elements). Starting from a constraint system C, de ne a cylindric constraint system as the smallest set C 0 such that C 0 = C f9 x c j x 2 Var; c 2 C 0 g f xy j x; y 2 Varg modulo the identities and with the additional relations derived by the following axioms from 17]:
1 Actually, in 24] a constraint system is required to be a complete and algebraic lattice, in order to deal with in nite computations. Here we relax these requirements because for the moment we consider only nite computations. In Sections 8 and 9 we will consider also the limit results of in nite computations.
(i) c v 9 x c, (ii) if c v d then 9 x c v 9 x d, (iii) 9 x (c u 9 x d) = 9 x c u 9 x d, (iv) 9 x 9 y c = 9 y 9 x c, (v) xx = true, (vi) if z 6 = x; y then xy = 9 z ( xz u zy ), (vii) if x 6 = y then xy u 9 x (c u xy ) v c. Note that these laws are satis ed if 9 x is taken to be the rst-order existential operator and xy is taken to be the equality between x and y. However these axioms are weaker than rst-order logic axioms and do not identify uniquely the families of 9 x and xy operators. We are not concened with de ning them uniquely, anyway. Rather, these axioms are designed for the purpose of this paper, which is to study the semantics of clp. The results obtained in this paper make no other assumptions, about the underlying constraint system, than those speci ed by the laws above, and therefore they are valid for all those instances of clp in which there is a notion of existential operator and equality which satisfy them.
The combined use of the cylindri cation operators and diagonal elements allow us to model variable renaming by representing y=x] as the formula 9 x ( xy u ). In fact, if cylindri cation is interpreted as the rst-order existential operator, and xy as equality between x and y, then 9 x ( xy u ) has precisely the meaning of the formula derived from by replacing all the free occurrences of x by y.
Note that a cylindric constraint system is not necessarily a cylindric algebra (see De nition 1.1.1 of 17]). In fact, as we will see in Section 5.1, the structure (C; t; u; true; false) is in general not distributive, hence it is not a Boolean algebra.
From (i) and (iii) it follows that 9 x is idempotent, i.e., for all c 2 C; 9 x c = 9 x 9 x c. This means that it is also a kernel operator ( 16] ).
The language clp
The syntax and the computational mechanism of clp are very simple. Given a constraint system, a clp goal is a construct of the form :-c 1 ; : : :; c m ; B 1 ; : : :; B m where the c i 's are constraints such that c 1 u : : : u c m is consistent, and the B i 's are atoms, i.e. predicates applied to terms. The intended interpretation of the comma symbol \," is logical conjunction.
Usually the constraint system xes the interpretation of the terms, but not of the predicates. The predicates are de ned by a program, which consists of a set of clauses of the form The result of a nite computation ending in a goal of the form :-c 1 ; : : :; c n (successful computation) is c 1 u : : : u c n . 4 The language ? clp
The syntax and the computational mechanism of clp are very simple but they do not provide a suitable basis for a structured operational semantics and for a denotational semantics. We need to reformulate the syntax of clauses and goals by means of a free grammar. The resulting language will be called ? clp.
Constraints and atoms are basic constructs also in our language 3 . Furthermore we need to represent the conjunction of atoms, the alternative choice among clauses, and locality. Correspondingly we introduce the operators^, _ and 9 x . The choice of these symbols is because we have in mind a denotational semantics which assigns to goals a logical meaning, and the idea is that^, _ and 9 x will correspond to the and, the or and the existential operator respectively. The symbol :-in the clauses corresponds to double implication. The 9 x symbol here must not be confused with the analogous operator of the constraint system, but, as we will see later, there is a close correspondence between them.
The grammar is described in Table 1 . The language is parametric with respect to C, and so is the semantic construction developed in this paper. We will assume in the following that there is at most one declaration for each predicate. The language ? clp is more general than clp for three reasons. First, it
is not necessary to assume that C contains the equality theory. Second, goals can contain disjunction and quanti cation. Third, in clp global variables can occur only in the goal, whereas in ? clp they can occur also in the clauses. For instance in the following program p(x) :-x = f(y) q(x) :-y = a y is a global variable: a call of the form p(x 1 )^q(x 2 ) will link x 1 to f(a).
Operational semantics
In this section we present the operational semantics of our language from a \process interpretation" point of view. Namely, we regard an atom in the goal 2 The underlying constraint system is assumed to embed the equality theory, and p(t 1 ; :: : ;tm) = q(u 1 ; : :: ; un) stands for t 1 = u 1 u : :: u tm = un if p = q and m = n, false otherwise. 3 We restrict, without loss of generality, to atoms of the form p(x). as an agent, a conjunction of atoms as parallel agents which communicate with each other by establishing constraints on the global variables, and a disjunction we regard as a choice. In this view, a computation corresponds to the evolution of a dynamic network of parallel agents. We de ne the operational semantics in the style of SOS ( 20] ), i.e. by means of a transition system which describes the evolution of the network in a structural way. The con gurations are goals, and the transition relation, ?!, represents the computation step.
Constraint associated to a goal
In order to avoid useless computations, in clp each resolution step is subjected to a consistency check. In other words, a computation is aborted as soon as an inconsistent situation is detected. This check is done, of course, on the information which is present in the goal, which we call constraint associated to the goal. Such notion must not be confused with the constraint generated by a goal, which is the future, nal information that the goal will have accumulated at the end of the computation(s).
In order to mimic the consistency check in ?-clp we have rst of all to clarify what is the constraint associated to a goal. In particular, we have to de ne what is the constraint associated to a _-goal, and how does it combine with the constraint of a parallel agent. Intuitively, a goal of the form G 1 _ G 2 will o er both the possibilities of G 1 and G 2 . If we put in parallel G 1 _ G 2 with a goal G 3 we can avoid failure if and only if either G 1 or G 2 establish constraints which combine consistently with the ones of G 3 . In other words, we need a sort of logical or. A rst idea would be to de ne the constraint associated to a disjunction as the lub t of the two constraints of the disjuncts.
Unfortunately this choice does not work when the constraint system is not distributive. Consider for example the constraint system illustrated in Figure 1 .
If we have the goal x = 0 _ x = 1, then the associated constraint would be x = 0 t x = 1, namely true, which is consistent with the constraint x = 2. On the other hand, the goal (x = 0 _ x = 1)^x = 2 should fail, given the interpretation of _ as logical or.
Another example is the following: consider the constraint system illustrated in Figure 2 , and consider the goal x < 0 _ x > 0 in parallel with the goal x 0. The constraint associated with the rst goal would be x < 0 t x > 0, equivalent to true, which, together with x 0, gives x 0. On the other hand, the computation of (x < 0 _ x > 0)^x 0 should intuitively discard x < 0^x 0 as inconsistent and deliver x > 0^x 0, i.e. x > 0.
The problem is that, in order to correspond to the logical \and" and \or", u and t should satisfy the distributive laws:
This is not the case in these examples: the lattices in Figures 1 and 2 are not distributive. A possible solution is to embed the constraint system into a distributive one, where the lub and the glb model logical disjunction and conjunction. A simple way to do this is to lift to sets of constraints, following the idea of 9]. In fact, set union and set intersection, which are respectively the lub and the glb on sets, enjoy the distributive property.
We consider only sets which are downward-closed. This choice corresponds to the intention of modeling the operational counterpart of the set of d's which satisfy D j = d ) G, for a given program D and goal G (we will come back to this declarative interpretation in the sections 7 and 9).
We recall that the downward closure of a set C C is the set fc 2 C j there exists d 2 C such that c v dg, which we denote by # C. A set C C is downward-closed i C =#C. We will denote by P d (C) the set of non-empty, downward-closed subsets of C. In the following, we call a set C 2 P(C) nitary i there exist a nite set of constraints fc i j i 2 Ig such that C = S i2I #c i . Given a cylindric constraint system (C; v; t; true; false; Var; 9; ), consider the structure C = (P d (C); ; ; \; False; True; Var; 99; ); where False is # false, which coincides with ffalseg, and True is # true, which coincides with C. For C 2 P d (C), 99 x C is de ned as #9 x C, where 9 x C stands for the pointwise application of 9 x to the elements of C. Finally, xy is de ned as # xy . The embedding of the original constraint system into C is obtained by mapping each element c into #c. We have the following property: Lemma 2 The embedding of the original constraint system into C preserves the ordering, the glb and the existential operator. Namely, for c; d 2 C we have:
Proof (1) and (2) We show now that C is a cylindric constraint system: Proposition 4 C is a cylindric constraint system ordered by set-inclusion. De nition 7
= 99 x con(G): Note that the conjunction in C is represented by set intersection, and it corresponds to classical conjunction. The disjunction, on the other hand, is represented by set union and it does not correspond to classical disjunction, but rather to intuitionistic disjunction. In fact, if we consider for instance the constraint system in Figure 2 , we have con(x < 0 _ x 0) = con(x < 0) con(x 0) = (#x < 0) (#x 0) 6 = True.
The consistency check on a goal G consists in verifying that con(G) is consistent.
The problem of the consistency check
To prove the consistency of C means to prove that C 6 = False, or, equivalently, that C 6 False.
To this purpose, having a complete deduction system for is not su cient, because it does not imply the computability of 6 . Fortunately, we only need to prove consistency of constraints associated to nite goals, and it is easy to see that they are nitely generated by the following grammar:
We call L the language generated by this grammar. For these constraints we have a complete system to infer the satis ability, which is described in Table 2 . Observe that the assumption that c 6 = false is semidecidable (hence decidable) is customary for the constraint systems used in clp.
Relative completeness of the deduction system in Table 2 , where the term \relative" means that completeness depends upon the assumption that we are able to prove c 6 = false whenever this holds, follows from the following lemma: Lemma 9 The rst four rules of Table 2 Proposition 10 (Relative completeness for sat) The relation sat inductively de ned by the system in Table 2 completely describes consistency in L, i.e. for each element C 2 L, we derive sat(C) i C 6 = False. Proof By lemma 9 for some nite set of constraints fc i 2 C j i 2 Ig, we can derive the equality C = S i2I # c i . Then C 6 = False i there exists i 2 I such that c i 6 = false. Hence C 6 = False i sat(C) can be derived, by using Rules (5) and (6) . Recursion p(y) ?! 9 ( y ^9 x ( x^G )) p(x) :-G 2 P and 
The transition system
The operational semantics of ? clp is given by the transition relation ?! de ned by the rules in Table 3 . The program P D 1 ; D 2 ; ; D q is assumed to be xed. The initial goal G in a transition step is supposed to have a consistent constraint, i.e. con(G) 6 = False.
The execution of a predicate call p(y) is modeled by the recursion rule which replaces p(y) by the body of its de nition in the program P, after the link between the actual parameter y and the formal parameter x has been established. Following the method introduced in 25], we express this link by the context 9 ( y ^9 x ( x^: : :)), where is a variable which does not occur free in any program P or goal G (i.e. 9 c = c for all constraints c occurring in P or G), and does not occur as a parameter (either as a formal parameter or as a actual parameter). Note that through the whole computation only one variable is needed. This mechanism for treating procedure calls is much simpler and more elegant than the machinery of standardization apart used in (constraint) logic programming.
Parallel composition is modeled as interleaving. Disjunction is modeled by the arbitrary choice of one of the alternatives which do not bring to inconsistency. There is no need to write explicitly the consistency check, because the fact that G 0 1 can be derived already guarantees its consistency.
The same applies to the rule of hiding, in fact con(G) 6 = False implies con(9 x G) 6 = False.
Note that disjunction is the only rule which introduces a logical asymmetry between the antecedent and the subsequent of a computation step, in the sense that the \potential constraint" of one of the two disjuncts is discarded. This means that the observables of a goal will have to be de ned in terms of the collection of the results of all computations.
We will use the notations ?! to denote the re exive and transitive closure of the transition relation ?!, and 6 ?! to indicate the absence of any further transition. In the following, the class of \terminal" goals, namely those goals which do not contain procedure calls (are formed only by constraints), will be denoted by TGoals. The class of \ nal" goals, namely the set of G's such that G 6 ?!, will be denoted by FGoals. Note that TGoals FGoals but in general the viceversa does not hold. A nite computation G ?! G 0 is successful if G 0 2 TGoals, and it fails if G 0 2 FGoals n TGoals. An in nite computation is and-fair i every goal which occurs in a^-context either disappears sooner or later (because of an application of the disjunction rule) or it occurs as the premise in an application of the parallel rule. A terminating computation (either successful of failed) is always called and-fair.
The Observables
Following the standard de nition, what we observe about a goal G in a program P is the set of constraints produced by its successful computations. We add the constraint false in order to avoid the possibility of an empty set, because the empty set is not an element of the denotational domain, and we aim at obtaining full correspondence with the denotational semantics. Note that if there is at least a successful derivation then false is already generated in the observables, because of the downward-closedness of the resulting constraint.
De nition 11 Given a program P, for every goal G we 
Denotational semantics
Our aim here is to give a compositional description of the constraints computed by a goal. As explained in the previous section, the constraint associated to a goal cannot be interpreted in C: we need to consider a distributive structure. Hence we will associate to each goal an element of the structure P d (C). We will call such an element a process. In order to treat predicate de nitions and recursion, we need to introduce the notion of (semantic) environment, namely a function mapping predicate names into elements of P d (C Table 4 : The interpretation function G.
The equations de ning the interpretation function G for goals, with respect to a given environment, are given in Table 4 . Note that G, applied to an environment, is a homomorphism from the algebra of ?-clp goals into C.
The xpoint operator
Finally, we need to de ne a function D P , associated to a program P, which transforms environments into environments, and plays the role of the one-stepinference operator of logic programming and contraint logic programming. We will show that such a function is continuous, and will use its least xpoint to de ne the denotation of a goal wrt the given program P. Assuming, without loss of generality, that each predicate is de ned exactly by one de nition in P, we de ne such a function as follows:
De nition 13 On the complete lattice (Env; ), let D P : Env ! Env be the mapping de ned by D P (e)(p) = 99 x ( x \ G G p ] ]e); where p(x) :-G p is the declaration for p in P.
We show now that the function D P is continuous. We need the following lemmata, which express the continuity of G wrt the environments. Lemma 
Correctness
In order to prove correctness we show that, for a given goal G, all the reduction steps in the transition system de ned in Table 3 preserve the meaning of G, i.e. its semantics according to the equations in Table 4 . (G = G 1^G2 ) Let G 1 ?! G 0 1 (the symmetrical case is similar). We have: 
Completeness
First we show the following lemmata.
Lemma 22 (G = p(y)) Since c 2 By the induction hypothesis, there exist derivations G j ?! G 0 j with G 0 j 2 TGoals, for both j = 1 and j = 2. Thus, c 2 con(G 0 1 ) \ con(G 0 2 ) = con(G 0 1^G 0 2 ). Since c 6 = false holds, and during a derivation the constraint associated with the goals can only increase (Lemma 22), the two derivations can be combined into a derivation G 1^G2 ?! G 0 1^G 0 2 . In fact for each intermediate goal G 00 1 in the derivation of G 1 , and each intermediate goal G 00 2 in the derivation of G 2 , con(G 0 1 ) con(G 00 1 ) and con(G 0 2 ) con(G 00 2 ) hold, hence c 2 con(G 00 1 ) \ con(G 00 2 ), therefore sat(con(G 00 1^G 00 2 )) can be derived by the system in Table 2 . De nition 25 A clause p(x) :-G is true in an environment e, notation e j = p(x) :-G, if e(p) = 99 x e(p) and G G] ]e = G p(x)] ]e. A program P is true in an environment e, notation e j = P, if e j = p(x) :-G, for all declarations p(x) :-G of P. Note that the above de nition uses the fact that we have only one declaration of p(x) in P, so we can interpret :-safely as logical equivalence. Furthermore, since the information about the variable x in the meaning of a goal p(x) with respect to an environment e is derived from the information about the variable in e(p) (G p(x)] ]e = 99 ( x \e(p))), we have to require that a valid environment e for a clause for p(x) does not contain information about x, that is, e(p) = 99 x e(p). (Note that 99 ( x \ e(p)) corresponds intuitively to renaming the variable occurring in e(p) into x.) We have that an environment e is a valid interpretation of a program P if and only if e is a xpoint of the operator D P : Theorem 26 For every program P, environment e, we have e j = P if and only if D P (e) = e. Proof We need the following lemma: Lemma 27 For any C 2 C such that 99 x C = C, we have that 99 x ( x \ 99 ( x \ C)) = C. Proof We use the fact that C is a cylindric constraint system ordered by set-inclusion. We can now prove Theorem 26. Let e j = p(x) :-G, with p( We consider now the possibility of introducing a construct for negation. The treatment of negation we propose is di erent from the other constructive and non-constructive approaches in (constraint) logic programming. The distinguishing feature is its \algebraicity", which derives from the use of constraint systems in the style of 24], as opposite to the \interpretative" style of 18]. The use of a lattice structure representing directly the constraints and the entailment relation, rather than some external interpretation structure, allowed us in previous sections to de ne a distributive lattice as the domain of goals' denotation. Now we are going to use some well-known results of the theory of lattices to model negation.
Heyting negation
In order to model :G, we have to de ne, rst of all, what is the constraint associated to a negated goal. More in general, we have to de ne a notion of negation on the structure C. The rst idea would be to de ne :C as C n C, but this operation is not well-de ned on C since the resulting set is in general not downward closed. Furthermore this interpretation of negation does not allow a declarative characterization. Consider the following example:
Example 30 Let G be the goal x = a, and P be the empty program. Then, for example, true 2 C n O P (x = a), however, obviously P j = true ) :x = a does not hold.
Another possibility is to use a form of negation which is already implicit in our structure C: the Heyting negation. We will see that this form of negation allows for a simple operational de nition in terms of our transition system, and that it actually corresponds to an extension of the well-known concept of negation as failure. Also the negation rule introduced in 10], namely the negation as instantiation, can be formulated in terms of Heyting negation in a very simple way. Heyting algebras have been extensively studied in mathematics for modeling intuitionistic logic. Recently, these structures have been investigated in connection with the theory of topological spaces ( 28] ) and with the theory of programming languages ( 1] ).
De nition 31 ( 16] ) A complete Heyting algebra (cHa) is a complete lattice L which satis es the following in nite distributive law:
glb(x; lub(Y )) = lub(fglb(x; y) j y 2 Y g) (1) for all element x 2 L and all sets Y L.
The property (1) is called frame distributivity to distinguish it from the nite distributivity. Since the set intersection is distributive also wrt the in nite set union, we have that:
Remark 32 C is a complete Heyting algebra.
The fact that C is a Heyting algebra can be also characterized by the following way, which makes the intuitionistic aspect more evident. We now introduce in the language a construct for negation and we model it by means of the Heyting negation. Due to the non-monotonicity of the negation operator, in general the denotational semantics of previous section cannot be de ned when negative goals occur in the bodies of the clauses, because the function D is not guaranteed to be continuous. Thus, in this paper, we consider positive programs only. Less restrictive solutions to this problem are however applicable, like for instance strati cation ( 2] ).
The function con of De nition 7 is extended to negative goals in the following way:
con(:G) = :con(G):
Operational semantics, observables and denotation of negative goals
From the point of view of the structural operational semantics, the evolution of :G should be determined by the evolution of G. Hence we want to have a rule of the form:
However this rule, if combined with the notion of observables given before, is unsound. This is due to the asymmetry introduced by the disjunction rule: in general after an application of the disjunction rule we have con(G 0 ) con(G), therefore after the application of the negation rule we have that con(:G 0 ) contains more constraints than the \original possibilities" of :G. Collecting Since :(x = 0) corresponds to #fx = 1g and :(x = 1) corresponds to #fx = 0g, we would conclude that p(x) and :p(x) have the same observables! However, the negation rule by itself is not unsound. It only requires the introduction of an appropriate notion of observables. As explained above, the negation rule inverts the asymmetry introduced by the disjunction rule. As a consequence, also the way we collect the observables must be dual: instead of the union, we have to take the intersection. We extend therefore the function O P on negative goals as follows: De nition 35 If G is a positive goal, namely a goal generated by the grammar in Table 1 If we want to use : as a free operator, namely to extend the grammar of goals as follows:
G ::= c j p(x) j G^G j G _ G j 9 x G j :G (4) then it is convenient to adopt a structured de nition of observables, as given in the following:
De nition 38 If G is a goal generated by the grammar in (4), de ne O P (G) by structural induction on G as follows:
De The identity of these two de nitions follows then by the De-Morgan rule in (2).
Concerning the denotational semantics, the natural way to interpret negative goals is to assign to :G the Heyting negation of the process associated to the corresponding positive goal G; namely, we extend the function G P as follows:
For positive programs, this simple extension of the denotational semantics G P is a good semantics for negative goals. In fact, it is immediate to verify that the correspondence with the observables is maintained:
Proposition 40 For every positive program P and for every goal G generated by the grammar in (4), we have: G 
Relationship with NAF and NAI
The treatment of negative information by means of a transition rule and a denotational semantics based on the notion of Heyting negation, which we have described above, allows for an extension of the notion of negation associated to some inference rules such as negation as failure (NAF) or negation as instantiation (NAI). This is possible thanks to the ability to de ne step-by-step the evolution of a negative goal just as in the case of positive goals. However, we can construct the answers for the negative goal only at a declarative level by suitably combining the answers obtained operationally (i.e. by the transition rule). It is well known that constructive negation ( 6, 19] ) does construct answers for negative goals directly at the operational level. This is the main difference between the latter and our negation. On the contrary, the negation rules above mentioned are not able to construct answers at all; they are only tests for validity of some formulas (namely universally quanti ed formulas for NAF and existentially quanti ed formulas for NAI). Therefore, our negation represents an extension of these rules, even if we cannot properly call it a constructive extension.
Negation as failure
Recall that negation as failure is formulated as follows:
NAF rule all and-fair computations of G fail :G for a positive goal G. In order to describe the premise of this rule in terms of the observables derivable from our transition system, we have to include information about termination. A natural formulation of the premise of the rule, in fact, would be O P (:G) = True; but this does not correspond, in general, to say that all and-fair derivations from G fail. Consider the following example:
Example 41 Let P be the program consisting only of the clause p(x) :-p(x).
Then we have only one derivation, which is and-fair, and not failing, from p(x):
p(x) ?! p(x) ?! p(x) ?! : : :
(we abstract here from the parameter-passing mechanism). However, since there are no derivations ending in a terminal goal, we have O P (:G) = True.
In order to achieve full correspondence with negation as failure, we have to take into account also in nite computations. is an in nite and-fair computation g ffalseg:
Namely, we add to the observables the limit results of the in nite computations. Note that T i con(G i ) is an element of P d (C), since the sets con(G i )'s are non-empty and downward-closed. In 11] it is also shown that this notion of observables can be modeled denotationally by considering the greatest xpoint of the operator D P .
It is immediate now to see that the premise of the negation-as-failure rule corresponds to O 1 P (G) = False, under the assumption that False cannot be obtained as the limit of a decreasing chain of constraints di erent from False. This assumption is customary for the cylindric-algebraic approach to constraint systems. More speci cally, it is usually required that false is a nitary element, i.e. if we have a decreasing chain fc i 2 C j i 2 !g, then u i2! c i = false implies that there exists i 2 ! such that c i = false. This corresponds to require the compactness of the entailment relation: if a contradiction can be derived from an in nite set of hypothesis, then it can be derived from a nite subsets of it. In the rest of this section, we assume this condition to hold on the underlying system C. In our setting we can therefore reformulate the NAF rule as follows:
O is an in nite and-fair computation g:
We show now that with this de nition we obtain Proof The proof is a simple extension of the proof of Proposition 39, using additionally the property expressed by previous corollary.
In our setting we can therefore reformulate the NAF rule as follows: Observe that the element x = s ! , namely u i 9 y x = s i (y), must exist and be distinguished from false, because of the requirement that false is nitary.
Observe also that we cannot have a constraint of the form x 6 = s ! , because x 6 = s ! u x = s ! should give false, and this would imply that for some i 2 !, x 6 = s ! u x = s i (y) gives false, which is unnatural.
Using the rule for negation in (3) 
Negation as instantiation
Negation as instantiation (NAI) is based on the following idea: Consider a Herbrand universe enriched with in nitely many constant symbols. Assume that all and-fair computations from a positive goal G either fail or produce after some steps a substitution which instantiates some of the variables of G. Then, for a suitable substitution , all and-fair computations from G will fail. Therefore we can infer (by the NAF rule), :G . The NAI rule is a variation of that: it allows to derive 9:G, where 9G is the existential closure of G. In order to formulate the above in a rule we de ne G 1 ' G 2 if there exist substitutions 1 , 2 such that G 1 1 = G 2 and G 2 2 = G 1 .
NAI rule all and-fair computations from G either fail or produce some substitution such that G 6 ' G 9:G :
In order to express this rule in our system, we have to make some assumption on the underlying constraint system, corresponding to the requirement of having in nitely many constant symbols a 1 ; a 2 ; : : :; a i ; : : : in the language. Intuitively, the presence of those symbols is required so that we can always construct a substitution, for a nitely instantiating goal, in such a way that at some point some uni cation will fail. In a Herbrand constraint system, the presence of those constants leads to the presence of constraints of the form x = a 1 ; x = a 2 ; : : :; x = a i ; : : : (for every variable x), which have the property of being inconsistent with every other constraint of the form x = t with t a non-variable term, and their existential quanti cation with respect to x gives true. In a generic constraint system we can express this requirement in an abstract way as follows:
(ASS1) For We are now ready to reformulate the NAI rule. For the sake of simplicity, we restrict to the case of one variable x. The generalization of the NAI rule to the case of constraint logic programming is:
all and-fair computations from G either fail orproduce some constraint c such that 9 x c 6 = c 9 x :G :
We can reformulate this rule in our framework as follows:
O 1 P (9 x :G) = True 9 x :G ?! true :
The equivalence between (5) and (6) is shown by the following proposition:
Proposition 47 Rules (5) and (6) are equivalent, in the sense that the premise of (5) is satis ed i the premise of (6) for every e such that e j = P , P j = c ) :G: Note that C 1 C 2 implies that :C 2 :C 1 , for any C 1 ; C 2 2 C.
Conclusion and related work
We have reformulated the semantics of constraint logic programming in the framework of a more general language generated by a context-free grammar. We have de ned the operational semantics via a transition system, following the SOS method, and, more precisely, the inductive approach to operational semantics. Denotationally, we have characterized clp goals (wrt a program) as elements of a distributive, cylindric lattice based on the underlying constraint system.
The denotational domain turned out to be a (cylindric) Heyting Algebra, which allows to express intuitionistic negation. We have compared this form of negation wrt negation as failure and negation as instantiation, and we have enriched the transition system with a rule for negation still maintaining the inductive style.
The notion of observables considered here corresponds to the so-called Csemantics ( 12] ), in which a program is regarded as a logical theory whose meaning is given by its logical consequences. This re ects on the fact that the observables are taken to be a downward-closed set of constraints. If the meaning of a program contains a certain constraint, then it also contains all the constraints entailed by it.
Other (more re ned) notions of observables for clp have been investigateded in 15, 13, 14] . Of particular interest is the notion corresponding to the so-called S-semantics ( 12] ). This notion, in fact, is based on the idea of collecting only the exact outputs of a clp program, and therefore arises quite naturally when regarding clp as a standard programming language. In 8] we have shown that also the S-sematics of clp can be formulated in algebraic terms. The main difference is that the elements of the semantic domain are taken to be be arbitrary sets of constraints, instead of downward-closed ones. Also on this domain it is possible to de ne all the operators of the positive part of the language (hiding, conjunction etc.). What has not been investigated yet, and we plan it as a future work, is the algebraic de nition of a suitable notion of negation in the context of S-semantics.
