In this paper we study nonlinear quasistatic problems from inelastic deformations theory. Only strictly monotone, gradient-type constitutive equations are considered. We prove existence for both coercive and non-coercive models, using energy estimates and Young measures. For non-coercive models we use the L 2 self-controlling property.
Introduction

Setting of the model
In this paper we study the quasistatic problem of inelastic deformations theory, with nonlinearity in the equation of motion: term is assumed to be negligible (the deformation is slow).
D : S(3) → S(3)
is called the elasticity tensor. This is a linear, symmetric, and positive definite mapping, defined on the set of symmetric, 3 × 3 matrices S (3) . There exist constants α, β > 0 such that for all matrices T ∈ R 3×3 the following inequalities hold:
ε is called the strain. From the second equation we see that it is the symmetric part of the gradient of the displacement field u. We are only dealing with infinitesimal inelastic deformation theory, which means that ∇u∇ T u is small,
n is the vector of internal variables while B : R n → S(3) is the natural imbedding of the first six variables from R n into S(3) (Bz = ε p is called the plastic strain; in viscoplasticity it is assumed that ε = ε e + ε p with ε e being the elastic part of strain).
We also assume that the free energy ρψ : S(3) × R n → [0, ∞) is a bilinear mapping, given by the formula: ρψ(ε, z) = 1 2 The first equation defines the stress tensor T . 3 The second equation is called the dissipative inequality; it makes reasonable the assumption that g : R n → R n be monotone.
D(ε −
The form ρψ is non-negative. If ρψ(ε, z) = 0 implies (ε, z) = 0, then the model considered is coercive. This means that the matrix L ∈ R n×n is positive definite. In case of non-coercive models, L is only positive semi-definite. To the author's knowledge, no problems with nonlinearity in the equation of motion have been studied before in inelastic deformations theory, except for the paper [12] , which deals with the dynamic problem. The motivation to investigate such problems could come from studying the Cauchy-Green stress tensor C . If we do not assume that the deformation is small, as it is usually done, the term ∇u∇ T u cannot be neglected and the balance equation becomes nonlinear. Therefore (1.1) can be thought as an approach, although incomplete, to study such problems. Also, (1.1) 1 may be interpreted as a simplification of more complicated processes, for example a material heated by electromagnetic induction, as described in [11] . Apart from physical interpretation, the mathematical analysis of these kind of problems seems interesting, especially the difficulty of removing the growth assumptions on F .
Some mathematical challenges occur when studying the quasistatic problem (1.1). To pass to the limit when approximating our nonlinearities with Lipschitz functions, we need stronger assumptions on F when compared with [12] . 4 The main problem is that when we do energy estimates, we get the term F (u) · u t , which, in general, is very hard to handle. 5 This is why we assume that F is of gradient type, F = ∇N, and then
Remark. Throughout the paper we assume that F (0) = 0. Physically, this means that there are no additional forces when there is no displacement.
Even with these assumptions on F the mathematical analysis of (1.1) is complicated. We will assume additionally that g is of gradient type and then apply the technique from [2] and [6] for passing to the limit in Yosida approximations. Then we use Young measures to prove that the limit functions also satisfy (1.1).
The paper is organized as follows: first we introduce the function spaces we will be working in, then state the fundamental theorem of Young measures. Next we prove existence for Lipschitz nonlinearities, thus getting existence for approximated problems. After that we pass to the case of non-Lipschitz nonlinearities, with the aid of Yosida approximation. We do this first for coercive problems and then for non-coercive ones, satisfying the safe-load condition. For the non-coercive case we will need to even strengthen the already strict assumptions on F . 
Function spaces
+ 1 q = 1. In particular, (H 1 (Ω)) = H −1 (Ω). We will write · −1,p,Ω for the norm in W −1,p (Ω). The space L p div (Ω) = {u ∈ L p (Ω): divu ∈ L p (Ω)}Ω (u · ∇ w + div u · w) dx = tr ν u, w| ∂Ω .[0, T ] → X such that their norm u L p ([0,T ];X) = t 0 u(t) X dt 1 p for 1 p < ∞, u L ∞ ([0,T ];X) = esssup [0,T ] u(t) X for p = ∞ is
Young measures
In passing to the limit we will make use of Young measures. For a general introduction see [15] . 
If, additionally, {z k j } satisfies the boundedness (tightness) condition
Lipschitz nonlinearities
Assume that F and g are Lipschitz continuous functions with constants L F and L g respectively. We will transform the problem (1.1) so that it will have homogeneous boundary values. From the Trace Theorem in Sobolev spaces, for
Our problem now takes the form:
with homogeneous boundary values
and the initial condition
In this section we will only consider the problem (2.1) and write u, ε instead ofū,ε.
The following theorem is proved in [10] . 
Theorem 2.1 (Schaeffer). Let X be a Banach space, A : X → X a continuous and compact mapping. Suppose that the set
Proof. Take v ∈ L 2 (Ω) and consider the problem
This has exactly one solution, from the Lax-Milgram Lemma. Therefore we can define the operatorĀ :
where u is the solution of (2.2) with v on the right-hand side. Multiplying by u and using coercivity of D (cf. (1.2)) we arrive at the inequality From the Rellich-Kondrachov Theorem we know that the identity operator I :
is compact. Now, take λ 1 and assume that λu = Au, which means that
Multiplying by u we get
. From the Schaeffer's Theorem we conclude that A has a fixed point; it is not difficult to see that it must be unique. 2 
The problem 
Using the assumption that g is Lipschitz continuous we can now define
From inequality similar to (2.4) we get that
nor L g . Finally Ay − Aȳ X T C y −ȳ X and so, for sufficiently small T , A is a contraction, therefore it has exactly one fixed point z = Az ∈ X , according to the Banach Theorem.
Now we use the extension argument to prove existence for bigger T ; one just needs to consider problem similar to (2.1), but with the initial data shifted to z(T ). 
Non-Lipschitz nonlinearities
Introduction
Now we proceed to study non-Lipschitz nonlinearities. We will use the Yosida approximation for F and g in order to get Lipschitz-continuous nonlinearities on the right-hand side:
Existence for these approximation problems follows from results of the previous section.
We would like to obtain some estimates for the sequence {u λ t , ε λ t , z λ t } in order to pass to weak limits. Unfortunately, the function F makes it very hard, if possible, to obtain L ∞ (L 2 ) estimates for this sequence. 10 We will thus try to obtain only
estimates by following the reasoning from [6] , which is only true if g = ∇M, with M ∈ C 1 (R n ) convex (then for the Yosida approximation we have g λ = ∇M λ 11 ), F = ∇N, and N is convex of class C 2 (R 3 ). Moreover, we need stronger growth assumptions on F as compared to [12] so that |F (u)| C (1 + |u| p ) for some p < 2.
The weak safe-load condition and energy estimates
Consider the linear problem 
Remark. The above definition requires weaker assumptions on f than Definition 3.1 in [8] , but in this paper we only show L
. Notice that we do not consider here the Neumann condition g N . Also, we have used regularity theory for such problems (cf. [17] ). 9 Here, the constant C depends on L F , because of the boundary condition w. 10 Although we can easily prove that (u,
Estimates for time derivatives
Now we introduce some assumptions about the initial datum z 0 . Consider the problem 
associated with this problem we have
Moving appropriate terms to the left we obtain boundedness of the energy E 0 and, in particular, of {u λ,0 } in H 1 (Ω). Now, from the first equation in (3.3) and inequality |F (u)| C (1 + |u| p ) for p < 2 we get the boundedness of {div
(∂Ω)). For the initial data z
and there exists C > 0 such that for all t > 0
Proof. We start out exactly as in the proof of Theorem 2.5 in [6] . First, observe that
Integrating the above equality with respect to t, we get:
Estimate the second integral on the right-hand side using the convexity of N λ
Now we integrate by parts to get:
The first integral on the right can be estimated with the aid of Korn's inequality for the space H 1 0
where w is some function such that
(we have used the assumption |∇ N(u)| C (1 + |u| p ) and Young's inequality 13 ) and that 11) and this is estimated similarly to (3.10). From the representation T λ (t)
2,Ω dt. Thus, combining these facts together (and using the coercivity assumption), inequality (3.8) becomes (3.12) where the constant C depends on F , g D , and z 0 . Inserting this into (3.6), the theorem is proved. 2
Young measures
We are now ready to prove existence for the problem (1.1). We will follow the reasoning from [8, 
Proof. The sequences {z λ }, {T λ }, and {ε λ } are all bounded in H 1 (L 2 ) and thus possess a weakly convergent subsequence in this space. The limit functions satisfy the system of equations 12 The Yosida approximation of a convex function is convex. 13 Note that Young's inequality is true if p 1; for the case p < 1 we use the fact that
with boundary and initial conditions 
We will use this fact later.
We now engage Young measures. If
is weakly convergent (after passing to a subsequence): ϑ λ ϑ 15 ; also y λ y. But from the definition of the resolvent, 
is equal to 0. This is the hardest part in Young measures theory. For simpler equations, as in [9, pp. 54-56], the div-curl lemma is used. In this paper we will rely on monotonicity of g and convexity of the energy function. In fact, monotonicity of the function g implies that (3.14) is 0. Also, one can easily see that (3.14) is equal to
Next we will show that lim sup
This implies that (3.15) is 0 and so (3.14) is equal to 0. From the assumption that g is strictly monotone, supp(ν t,
First, observe that from the resolvent equation,
The second term on the right-hand side converges to 0 for λ → 0 + (the sequence g(
This justifies the multiplication by y λ in (3.17). which is true in a more general setting. The first one is proved in Theorem 4.4 of the mentioned paper. We will modify the proof so that it works in the case of our nonlinearity F .
Writing out the energy of the system, we arrive at inequality
, just as in [8] , are terms converging uniformly to 0 when λ → 0). Now observe that:
(3.20)
The second integral on the right-hand side converges to
Write the first integral as:
The sequence F λ (u λ ) converges uniformly on E, thus the first integral is small for sufficiently small λ. The second integral is also small, for any λ, because of uniform integrability of the integrand. 18 We therefore get that
Using convexity of the energy function, we obtain inequality (3.16).
We have thus proven that the integral (3.14) is equal to 0. This means that the sequence (ϑ λ ) converges in measure to ϑ .
The conclusion is that χ = g(−ρ∇ z ψ(ε, z)). 2
Remark. Observe that when employing Young measures, we have not used the assumption F = ∇N and g = ∇M, only the continuity of F was needed.
Non-coercive problems
Introduction
In this section we will deal with problems for which L 0, i.e. the energy function does not need to be coercive. Existence will be shown by approximating the problem (1.1) with coercive problems (assuming that both nonlinearities are of gradient type): 17 The proof of (3.16) is based on the coercivity assumption on g in [8] , while in this paper we only use the L 2 -estimates. This is because we have stronger assumptions on the model (coercivity and later self-control).
18 If a sequence {ζ k } is bounded in L 2 (L q ) for some q > 1, then it is uniformly integrable: for any > 0 there exists a δ > 0 such that for any compact Kamiński / J. Math. Anal. Appl. 357 (2009) [284] [285] [286] [287] [288] [289] [290] [291] [292] [293] [294] [295] [296] [297] [298] [299] 
Dε · ε. Associated with this problem we have the energy
To show existence for each approximation step, we use the reasoning from previous sections: the Yosida approximation is applied, then one passes to limit λ → 0 + with the aid of Young measures. Of course we must assume that |∇ N(u)| C (1 + |u| p ) for some p < 2, and that the data f , g D , z 0 are as in Theorem 3.2. Nevertheless, to show convergence of those approximation problems, we can use the weaker assumption p < 3. Now we will introduce an assumption on the model, similar to the self-controlling property from [6] . 
The above definition is somewhat different from the self-controlling property, nevertheless it contains, as a special case, linear self-controlling models, i.e. those for which the function F is affine (for example, the Melan-Prager model, see [13, 14] , and the mathematical analysis in [5] and [7] ). We use the notation T 
where C is independent of k and > 0 is some small number.
Proof. Compute the derivative
d dt E k ε k − ε , z k (t) = Ω T k − 1 + 1 k T · ε k t − ε t dx − Ω B T T k − T − Lz k z k t dx = − 1 k Ω f · u k t − u t dx − Ω ∇ N u k u k t − u t dx − Ω B T T k − T − Lz k z k t dx + T k − 1 + 1 k T · n, g D,t − g D,t ∂Ω − 1 k Ω f · u k t − u t dx − d dt Ω N u k dx + Ω ∇ N u k u t dx − Ω B T T k − T − Lz k g B T T dx + T k − 1 + 1 k T · n, g D,t − g D,t
∂Ω .
Now integrate with respect to t:
From the assumptions about N, the first integral on the left is not less than β Ω |u k | p+δ dx.
Apply Young's inequality to the second integral on the right:
Now consider the third integral in (4.3). Using the assumptions about N it can be estimated as follows:
(we have used the regularity assumption about u : for n = 3,
Notice that for p 1 we have used Young's inequality. In case 0 < p < 1 we can write
Taking σ large enough (independent of k), we get the desired estimate.
The fourth integral in (4.3) is estimated, using Young's inequality, by
Finally we estimate the boundary term as follows 
Estimates for time derivatives
Consider the problem, corresponding to t = 0 Estimate the third integral, using (4.2) and the fact that The second inequality is a consequence of Lemma 5.1 in [8] .
We will modify the proof of Theorem 4.4 in [8] to obtain the first inequality. For this, we write out the energy:
Similarly we obtain for the limit functions For the initial energies we have
Thus we obtain 
