This paper is concerned with regular approximations of isolated eigenvalues of singular second-order symmetric linear difference equations. It is shown that the kth eigenvalue of any given self-adjoint subspace extension is exactly the limit of the kth eigenvalues of the induced regular self-adjoint subspace extensions in the case that each endpoint is either regular or in the limit circle case. Furthermore, error estimates for the approximations of eigenvalues are given in this case. In addition, it is shown that isolated eigenvalues in every gap of the essential spectrum of any self-adjoint subspace extension are exactly the limits of eigenvalues of suitably chosen induced regular self-adjoint subspace extensions in the case that at least one endpoint is in the limit point case.
Introduction
Consider the following second-order symmetric linear difference equation:
-∇ p(t) x(t) + q(t)x(t) = λw(t)x(t), t ∈ I, (. λ )
where I is the integer set {t} b t=a , a is a finite integer or -∞ and b is a finite integer or +∞; and ∇ are the forward and backward difference operators, respectively, i.e.,
x(t) = x(t + ) -x(t), ∇x(t) = x(t) -x(t -); p(t) and q(t) are all real-valued with p(t) =  for t ∈ I, p(a -) =  if a is finite and p(b + ) =  if b is finite; w(t) >  for t ∈ I;
and λ is a complex spectral parameter.
Spectral problems can be divided into two classifications. Those defined over finite closed intervals with well-behaved coefficients are called regular; otherwise they are called singular. Regular approximations of spectra of singular differential equations have been investigated widely and deeply, and some good results have been obtained, including spectral inclusion in general cases and spectral exactness in the case that each endpoint is either regular or in the limit circle case (briefly, l.c.c.) [-] . In particular, Stolz, Weidmann, and Teschl [-] got spectral exactness for isolated eigenvalues in essential spectral gaps. In addition, Brown et al. [] constructed a sequence of regular problems for a given fourth-order singular symmetric differential operator and showed that the eigenvalues of the singular problem are exactly the limits of eigenvalues of this sequence in the case that each endpoint is either regular or in l.c.c.
In the present paper, we are wondering whether there are analogous results for singular symmetric difference equations. We shall study a similar problem for singular secondorder symmetric linear difference equations. Note that for a symmetric linear difference equation, its minimal operator may not be densely defined, and its minimal and maximal operators may be multi-valued (cf. [-]). So it cannot be treated by the methods described in [, -], which are based on self-adjoint extensions of densely defined Hermitian operators.
This major difficulty can be overcome by using the theory of self-adjoint subspace extensions of Hermitian subspaces. This theory was developed by Coddington, Dijksma, de Snoo, and others (cf. [-]). The second author of the present paper extended the classical Glazman-Krein-Naimark (briefly, GKN) theory to Hermitian subspaces [] , and based on this, she with her coauthor Sun presented complete characterizations of selfadjoint extensions for second-order symmetric linear difference equation in both regular and singular cases [] . Later, she studied some spectral properties of self-adjoint subspaces together with her coauthors Shao and Ren [] . Recently, based on the above results, we studied the resolvent convergence and spectral approximations of sequences of self-adjoint subspaces [] .
Applying the results given in [, ], we studied regular approximations of spectra of singular second-order symmetric linear difference equations [] . We constructed suitable induced regular self-adjoint subspace extensions and proved that the sequence of induced regular self-adjoint subspace extensions is both spectrally inclusive and exact for a given self-adjoint subspace extension in the case that each endpoint is either regular or in l.c.c., while, in general, it is only spectrally inclusive in the case that at least one endpoint is in the limit point case (briefly, l.p.c.). Here, we shall further investigate how to approximate the spectrum of singular second-order symmetric linear difference equations with eigenvalues of regular problems in the case that each endpoint is either regular or in l.c.c. Furthermore, we shall also give their error estimates. In addition, enlightened by Stolz, Weidmann, and Teschl's work [-], we shall show the spectral exactness in an open interval laking essential spectral points in the case that at least one endpoint is in l.p.c.
In the study of regular approximation problems, the related induced regular self-adjoint extensions should be extended to the whole interval referred for the singular problems. This problem can easily be dealt with by 'zero extension' in the continuous case. But it is somewhat difficult in the discrete case. This difficulty was overcome in Section . in [] and recalled in Section . in the present manuscript. So the method used in the present manuscript is not a trivial and direct generalization of that used for ODEs [, -]. Further, we shall remark that although the minimal operator is densely defined in the case that a = -∞ and b = +∞, the minimal operators of the induce regular problems that will be used to approximate the singular one are not densely defined, and so their selfadjoint extensions have to be characterized by the theory of subspaces. These self-adjoint extensions are multi-valued in general. Therefore, it is better for us to uniformly apply the theory of subspaces to study regular approximations in all the cases in the present paper.
The rest of this paper is organized as follows. In Section , some basic concepts and fundamental results about subspaces in Hilbert spaces and second-order symmetric linear difference equations are introduced. In addition, the induced regular self-adjoint subspace extensions for any given self-adjoint subspace extension are introduced. In particular, a sufficient condition is given for spectral exactness of a sequence of self-adjoint subspaces in an open interval laking essential spectral points. It will play an important role in the study of regular approximations in the case that at least one endpoint is in l.p.c. In Section , regular approximations of isolated eigenvalues of equation (.) are studied in the case that each endpoints is either regular or in l.c.c. It is shown that the kth eigenvalue of the given self-adjoint subspace extension is exactly the limit of the kth eigenvalues of the induced regular self-adjoint subspace extensions. In addition, their error estimates are given. Spectral exactness in every gap of the essential spectrum of any self-adjoint subspace extension is obtained in the other three cases in Sections -, separately.
Preliminaries
This section is divided into three parts. In Section ., some basic concepts and fundamental results about subspaces are listed. In Section ., the maximal, pre-minimal, and minimal subspaces corresponding to equation (.) are introduced. In Section ., some results about self-adjoint subspace extensions of the minimal subspace and their induced self-adjoint restrictions given in [] are recalled.
Some basic concepts and fundamental results about subspaces
By C, R, and N denote the sets of the complex numbers, real numbers, and positive integer numbers, respectively. Let X be a complex Hilbert space with inner product ·, · , and T a linear subspace (briefly, subspace) in the product space X  with the following induced inner product, still denoted by ·, · without any confusion:
Denote the domain, range, and null space of T by D(T), R(T), and N(T), respectively. Its adjoint subspace T * is defined by
Further, denote
It is evident that T() = {} if and only if T can uniquely determine a (singled-valued) linear operator from D(T) into X whose graph is T. For convenience, a linear operator in X will always be identified with a subspace in X  via its graph.
Let T and S be two subspaces in X  and λ ∈ C. Define
It is evident that if T is closed, then T -λI id is closed and (T -λI id ) * = T * -λI id , where I id := {(x, x) : x ∈ X}, briefly denoted by I without any confusion between it and the interval I.
Throughout the whole paper, denote the resolvent set, spectrum, point spectrum, essential spectrum, and discrete spectrum of T by ρ(T), σ (T), σ p (T), σ e (T), and σ d (T), respectively.
() The sequence {T n } ∞ n= is said to be spectrally inclusive for T if for any λ ∈ σ (T), there exists a sequence
n= is said to be spectrally exact for T if it is spectrally inclusive and every limit point of any sequence {λ n } ∞ n= with λ n ∈ σ (T n ) belongs to σ (T).
() The sequence {T n } ∞ n= is said to be spectrally exact for T in some set ⊂ R if the condition in () holds in .
Let T and S be two subspaces in X  . If T ∩ S = {(, )}, denote
Further, if T and S are orthogonal, denoted by T ⊥ S; that is, (x, f ), (y, g) =  for any (x, f ) ∈ T, (y, g) ∈ S, we denote
In addition, we introduce the following notation for convenience:
In , Arens [] introduced the following important decomposition for a closed subspace T in X  :
where
It can easily be verified that T s is an operator, and T is an operator if and only if T = T s . T s and T ∞ are called the operator and pure multi-valued parts of T, respectively. In addition,
Throughout the present paper, the resolvent set and spectrum of T s and T ∞ mean those of T s and T ∞ restricted to (T() ⊥ )  and T()  , respectively. 
T s is a closed Hermitian operator in T()
and To end this subsection, we shall briefly recall the concept of the spectral family of a selfadjoint subspace, which was introduced by Coddington and Dijksma in [].
Let T be a self-adjoint subspace in X  . By Lemma ., T s is a self-adjoint operator in
Then T s has the following spectral resolution:
where {E s (t)} t∈R is the spectral family of T s in T() ⊥ . The spectral family of the subspace T is defined by
where O is the zero operator defined on T(). It is obvious that for any t ∈ R and any f ∈ X,
The following result weakens the condition (.) of Theorem . in [] . It will be useful in studying spectral exactness in every gap of the essential spectrum of any self-adjoint subspace extension in Sections -. 
Proof By Theorem . in [] , it suffices to show that (.) holds for all α, β ∈ I  ∩ ρ(T) with α < β. Fix any α, β ∈ I  ∩ ρ(T) with α < β. The following discussions are divided into three cases.
It follows that
This, together with (.), shows that (.) holds in this case. Case . γ > β. With a similar argument for Case , one can easily show that (.) holds in Case . This completes the proof.
Maximal, pre-minimal and minimal subspaces
In this subsection, we first introduce the concepts of maximal, pre-minimal and minimal subspaces corresponding to (.) and then briefly recall their properties.
Since a, b may be finite or infinite, we give the following convention for briefness in the sequent expressions: a - means -∞ in the case of a = -∞; b +  means +∞ in the case of b = +∞.
Denote 
(t)ȳ(t)x(t),
where x = y in l  w (I) if and only if x -y = , i.e., x(t) = y(t), t ∈ I, while · is the induced norm.
The natural difference operator corresponding to (.) is denoted by
L(x)(t) := -∇ p(t) x(t) + q(t)x(t), t ∈ I.
Now, we introduce the corresponding maximal, pre-minimal, and minimal subspaces corresponding to (.) in the interval I. Let In addition, we take the notation for convenience:
Self-adjoint subspace extensions and their induced self-adjoint restrictions
In Let ϕ  (·, λ) and ϕ  (·, λ) be two linearly independent solutions of (. λ ) with λ ∈ R satisfying the following initial conditions:
where d  ∈ I is any fixed.
In the case that
L is regular at a (resp. b) and either in l.c.c. or l.p.c. at t = +∞ (resp. t = -∞). In the case that I = (-∞, +∞), L is either in l.c.c. or l.p.c. at each endpoint. Consequently, the following discussions are divided into the five cases due to different expressions of their self-adjoint subspace extensions.
Case . One endpoint is regular and the other in l.c.c. Without loss of generality, we only consider the case that L is regular at a and in l.c.c. at t = +∞. Take d  = a in (.) in this case.
Suppose that H  is any fixed self-adjoint subspace extension of H  . Then, by (.) in [], we have 
with M = (m  , m  ) ∈ R × and M = , and c  > a +  is any fixed integer.
Let a r = a and b r > c  . According to the discussion for (.) in [] , an induced selfadjoint restriction of H  on I r can be given by
with N = (n  , n  ) ∈ R × and N = . 
, an induced self-adjoint restriction of H  on I r can be given by 
, an induced self-adjoint restriction of H  on I r can be given by
Case . Both endpoints are in l.p.c. In this case that L is in l.p.c. at both endpoints t = ±∞,
To end this section, we consider extensions of the induced self-adjoint restrictions from I r to I. . Now, we recall them for convenience.
In the case that I = [a, +∞),
In the case that I = (-∞, +∞),
Let P r be the orthogonal projection from l 
, and
The following result can be directly derived from (.)-(.).
One endpoint is regular or in l.c.c. and the other in l.c.c
In this section, we study regular approximations of isolated eigenvalues of (.) in Cases  and . Without loss of generality, we only consider the case that L is regular or in l.c.c. at a and l.c.c. at t = +∞.
We showed that the induced self-adjoint restrictions {H ,r } ∞ r= is spectrally exact for the given self-adjoint subspace extension H  in Cases  and  in [] . Now, we shall further study how the spectrum σ (H  ) of H  is approximated by the eigenvalues of H ,r . In addition, we also give their error estimates. 
while m kl , n kl ( ≤ k, l ≤ ) are constants, and φ  , φ  are two linearly independent solutions of (. z ) satisfying certain initial conditions. It is evident that φ  , φ  ∈ l  w (I). Denote
Thus, it is sufficient to prove that F  and F  are both Hilbert-Schmidt operators. We first prove that F  is a Hilbert-Schmidt operator. Let {e n : n ∈ N} be an orthonormal basis of l
in which Parseval's identity have been used. Therefore, F  is a Hilbert-Schmidt operator. Similarly, one can show that F  is a Hilbert-Schmidt operator and thus (zI -
Hilbert-Schmidt operator. The proof is complete. Lemma . Assume that X  is a proper closed subspace in X, P : X → X  the orthogonal projection, and T a self-adjoint operator on X  . Then
By Lemma ., H  has a discrete spectrum. Via translating it if necessary, we may suppose that  is not an eigenvalue of H  . The eigenvalues of H  may be ordered as (multiplicity included):
For convenience, we briefly denote it by σ (H  ) = {λ n : n ∈ ⊂ Z\{}}, where Z denotes the set of all integer numbers. Recall that {H ,r } is spectrally exact for
all r ≥ r  . Therefore, for r ≥ r  , the eigenvalues of H ,r may be ordered as (multiplicity included):
where m(r) and n(r) are the numbers of negative and positive eigenvalues of H ,r , respectively. For convenience, we briefly denote it by σ (H ,r ) = {λ Theorem . In Cases  and , for each n ∈ , there exists an r n ≥ r  such that for r ≥ r n , n ∈ r and λ (r) n → λ n as r → ∞.
Proof Based on the above discussion, S and S r P r are self-adjoint and Hilbert-Schmidt operators for r ≥ r  , and S r P r →S in norm as r → ∞. Thus they are self-adjoint and compact operators with eigenvalues μ n = -/λ n for n ∈ and μ
n for n ∈ r , separately, by Lemma .. (S r P r also has  as an eigenvalue of infinite multiplicity. But it is not related to H ,r or H  , and so can be ignored.) Furthermore, since S r P r →S in norm as r → ∞, we can get S r P r →S in the norm resolvent sense as r → ∞ according to the proof of Theorem . in [] (for the concept of convergence of self-adjoint operators in the norm resolvent sense, please see [, ]). Let E(S r P r , λ) and E(S, λ) be spectral families of S r P r and S, respectively. Then, by (b) of Theorem . in [] , it follows that for any α, β ∈ R ∩ ρ(S) with α < β,
E(S r P r , β) -E(S r P r , α) -E(S, β) -E(S, α) →  as r → ∞, which, together with Theorem . in [], shows that dim R E(S r P r , β) -E(S r P r , α) = dim R E(S, β) -E(S, α)
for all sufficiently large r. Hence, for each n ∈ , there exists an r n ≥ r  such that for r ≥ r n , μ (r) n exists. This implies that H ,r has an eigenvalue λ (r) n for all r ≥ r n ; namely, n ∈ r for all r ≥ r n .
Next, we show that λ (r) n → λ n as r → ∞. To do so, it suffices to prove that μ (r) n → μ n as r → ∞. The negative eigenvalues are described by a min-max principle, and the positive eigenvalues by a max-min principle according to Section . in [] ; that is,
where V n runs through all the |n|-dimensional subspaces of l
n is similarly expressed in terms of S r P r x, x ; that is,
We first consider the case that n ∈ with n > . Let r ≥ r n . It follows from (.)-(.) that there exist two n-dimensional subspaces V n andṼ n of l  w (I) such that
In addition, there exist x  ∈Ṽ n with x  =  and x  ∈ V n with x  =  such that
Therefore, it follows that
n → μ n as r → ∞ for n ∈ with n > . Similarly, we can get μ (r) n → μ n as r → ∞ for n ∈ with n < . This completes the proof.
At the end of this section, we shall try to give an error estimate for the approximation of λ n by λ (r) n for each n ∈ . Obviously, it is very important in numerical analysis and applications. In order to give error estimates of λ (r) n to λ n , in view of λ n = -/μ n and λ
n , we shall first investigate the error estimates of μ (r) n to μ n for n ∈ instead. In view of the arbitrariness of λ ∈ R in (.), we might as well take λ =  in (.) in the following discussions. = a and in l. c.c. at t = +∞. Then, for each n ∈ and r ≥ r n , where r n is specified in Theorem ., 
Proposition . Assume that L is regular at t
while φ  and φ  are two linearly independent solutions of (. λ ) with λ =  satisfying the following initial conditions: 
From (. λ ) with λ = , we get
By (.) and (.), we get
Let x(a) and x(a -) be any real numbers. Since L is regular at t = a and in l.c.c. at t = +∞, it follows from (.) that (x(a), x(a -) ) is arbitrary, it follows from (.) that ε r →  as r → ∞. In addition, since φ  and φ  satisfy (.), it follows that
in which (.) has been used. This, together with m r = n r = , (.), and (.), shows that (.) holds. This completes the proof.
Theorem . Assume that L is regular at t = a and in l.c.c. at t = +∞.
Then, for each n ∈ , there exists an r n ≥ r n such that for all r ≥ r n ,
where e r denotes the number on the right-hand side in (.).
Proof For each n ∈ , λ n and λ (r) n have the same sign for sufficiently large r. In view of λ k = -/μ k and λ
which shows that
Thus,
n , r ≥ r n , which implies that
n e r ≤ λ We now turn to error estimates of approximations of λ (r) n to λ n in Case .
Proposition . Assume that L is in l.c.c. at t = ±∞. Then, for each n ∈ and r ≥ r n , where r n is specified in Theorem ., , separately; φ  and φ  are two linearly independent solutions of (. λ ) with λ =  satisfying the initial conditions (.), in which a is replaced by d  given in (.). With a similar discussion to that in the proof of Proposition ., we can prove thatm r =ñ r = . Therefore, it remains to estimateα r .
Let W (t), U(t), c(t), d(t) be defined as these in (.)-(.) for every t ∈ I. It is evident that U(t) is invertible for any t ∈ I. From (. λ ) with λ = , we get
By (.) and (.), we get
where In addition, since φ  and φ  satisfy (.)-(.), one gets
in which (.) with a = d  has been used. This, together withm r =ñ r = , (.), and (.), shows that (.) holds. This completes the proof.
The proof of the following result is similar to that of Theorem . and so its details are omitted.
Theorem . Assume that L is in l.c.c. at t = ±∞.
Then, for each n ∈ , there exists an r n ≥ r n such that for all r ≥ r n , 
One endpoint is regular and the other in l.p.c
In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case . Without loss of generality, we only consider the case that L is regular at a and in l.p.c. at t = +∞. In [], we proved that the sequence of induced self-adjoint restrictions {H ,r } ∞ r= is spectrally inclusive for a given self-adjoint subspace extension H  in Case  and pointed out that it is not spectrally exact in general. In this section, we will choose a sequence of special induced self-adjoint restrictions, still denoted by {H ,r } ∞ r= without any confusion, such that it is spectrally exact for H  in an interval laking essential spectral points.
The following are some useful lemmas.
Lemma . ([], Exercise .) Let T be a self-adjoint operator with spectral family E, and S a subspace in D(T) such that
Lemma . ([], Lemma ..) If P and P n are orthogonal projections on X with dim R(P n ) ≤ dim R(P) < ∞ for n ≥  and P n is strongly convergent to P as n→∞, denoted by P n s → P, then dim R(P n ) = dim R(P) for sufficiently large n. Proof By the assumption, λ is not an eigenvalue of H  . Denote and for any given α, β ∈ I  ∩ ρ(H  ) with α < γ ≤ β, there exists an integerr ≥  such that for all r ≥r,
Lemma . Let
We first prove (.). By (.) and (.), it can be deduced that
By (.) and v(b r ) =  we get
which, together with Lemma ., shows that
Therefore, (.) holds. Next, we show that (.) holds. Fix any α, β ∈ I  ∩ ρ(H  ) with α < γ ≤ β. For any fixed r, let λ  , . . . , λ k r be all k r (counting multiplicity) eigenvalues of H ,r in (α, β], and η  , . . . , η k r the corresponding orthonormal eigenfunctions. By Lemma . and the assumption that  / ∈ I  we get
In addition, it follows from Lemma . that λ  , . . . , λ k r are all k r (counting multiplicity) eigenvalues of H ,r,s in (α, β], and η  , . . . , η k r are the corresponding orthonormal eigen-
For every j ∈ {, . . . , k r }, let Then S obviously is k r -dimensional, and every ψ ∈ S is of the form 
Therefore,
This shows that
Consequently, by Lemma . one has
Further, note that α ∈ ρ(H  ) = ρ(H ,s ) by Lemma .. Hence, by Theorem . in [] we have
which, together with (.) and (.), shows that 5 One endpoint is in l.c.c. and the other in l.p.c
In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case . Without loss of generality, we only consider the case that L is in l.c.c. at t = -∞ and in l.p.c. at t = +∞. In this case, it was shown that the sequence of induced self-adjoint restrictions {H ,r } is spectrally inclusive for any given self-adjoint subspace extension H  but not spectrally exact for it in general in [] . By Remark ., every H  given by (.) is a self-adjoint operator extension of H  . Now, we shall try to choose a sequence of induced regular selfadjoint operator extensions, still denoted by {H ,r } without any confusion, such that it is spectrally exact for H  in an open interval laking essential spectral points.
Let H  be any fixed self-adjoint operator extension of H  given by (.). Denote I  := {t} Therefore, 
w(t) v(t)
Consequently, by Lemma . one has 6 Both endpoints are in l.p.c
In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case . In this case, H  = H  = H is a self-adjoint operator. In [] , it was shown that the sequence of induced self-adjoint restrictions {H ,r } is spectrally inclusive for H  but not spectrally exact for H  in general. Now, we shall try to choose a sequence of induced regular self-adjoint operator extensions, denoted by {H ,r }, which is spectrally exact for H  in an open interval laking essential spectral points. Denote I  := {t} 
