We present a novel mathematical model of heterogeneous cell proliferation where the total population consists of a subpopulation of slow-proliferating cells and a subpopulation of fastproliferating cells. The model incorporates two cellular processes, asymmetric cell division and induced switching between proliferative states, which are important determinants for the heterogeneity of a cell population. As motivation for our model we provide experimental data that assist in illustrating the induced-switching process, and further data on durations of cell cycle phases that guide our model choice. Our model consists of a system of two coupled delay differential equations with distributed time delays and the cell densities as functions of time. The distributed delays are bounded and allow for the choice of delay kernel. We analyse the model and prove the non-negativity and boundedness of solutions, the existence and uniqueness of solutions, and the local stability characteristics of the equilibrium points. We find that the parameters for induced switching are bifurcation parameters and therefore determine the overall dynamics of the model. Numerical simulations illustrate and support the theoretical findings.
Introduction
Cell proliferation is the fundamental function of the cell cycle [1] , which is a complex process regulated by both intracellular signals and the extracellular environment [2] . Such complexity necessitates that mathematical models of cell proliferation are often restricted to details that are most pertinent to the experimental situation under consideration. The main requirement is that the model must account for progression through the cell cycle in a manner relevant to the cell population and the surrounding environment. Despite all of the underlying complexity the cell cycle has two basic fates, either progression or arrest [1] . These two cellular fates form the basis of many mathematical models of cell proliferation in the literature, typically based on exponential growth [3] [4] [5] [6] or logistic growth [6] [7] [8] [9] [10] [11] . Exponential growth explicitly accounts for progression only, while logistic growth accounts for progression and density-dependent arrest, which can result from contact inhibition [12] .
An important detail of the cell cycle not explicitly accounted for in exponential and logistic growth models is the duration of the cell cycle, which is always nonzero and exhibits considerable variation between different cell types and different extracellular environments [13] [14] [15] [16] . From a modelling perspective the cell cycle duration is a positive time delay between two sequential cell proliferation events. There are two main types of models which incorporate time delays: one involves functional differential equations [17] [18] [19] [20] , of which delay differential equations are a specific type; and multi-stage models [15, [21] [22] [23] [24] . Models incorporating time delays provide consistency with the kinetics of cell proliferation and tend to result in a better qualitative and quantitative fit of the model to experimental data, thereby supporting any increased complexity in employing, particularly, functional differential equations [19] .
In this article we introduce a delay differential equation model for cell proliferation in which the cell population consists of a slow-proliferating subpopulation and a fast-proliferating subpopulation, with cells able to switch between the subpopulations through two cellular processes, namely asymmetric cell division and induced switching of proliferative states by surrounding cells. The model is motivated by the proliferative heterogeneity of tumours, which are composed of a large proportion of fast-proliferating cells and a small proportion of slow-proliferating cells which can repopulate the fast-proliferating subpopulation [25, 26] . The slow-proliferating subpopulation is sometimes considered to be quiescent, or arrested, however it is possible that this subpopulation is actually in a very-slow-proliferating state [27, 28] . While there are mathematical models in the literature that consider proliferative heterogeneity, they generally lack the flexibility of the proliferative-state dynamics in our model: some models account for one proliferating subpopulation only, which undergoes asymmetric division, while the other subpopulations are quiescent or differentiated [29, 30] ; other models simply consider subpopulations with different proliferative states without any cells switching between the subpopulations [31] .
Our model, and our mathematical analysis of the model, are novel in several ways: (1) we incorporate a cell cycle duration for each subpopulation using a distributed delay, with arbitrary delay kernel on a bounded interval, which allows us to freely choose an appropriate proliferative state for each subpopulation; (2) cells can switch between the slow-and fast-proliferating subpopulations through two important processes, either during cell division or by influence from surrounding cells; (3) we provide formal proofs of existence, uniqueness, non-negativity, and boundedness of the solutions for our model under appropriate initial conditions; (4) the local stability of all equilibrium points is characterised and bifurcation parameters identified, requiring the analysis of an interesting transcendental characteristic equation; (5) numerical simulations are provided which illustrate and support the theoretical results.
The remainder of this article is organised as follows. In Section 2 we discuss the biological and mathematical motivations for our model, and in Section 3 we present and discuss our model. Section 4 contains our main analytical results in the form of three theorems: Theorem 4.2 for non-negativity and boundedness of solutions, Theorem 4.4 for the existence and uniqueness of solutions, and Theorem 4.5 for the local stability of the equilibrium points. Some examples of numerical simulations of our model are provided in Section 5, illustrating the dynamics described in Theorem 4.5. Finally, in Section 6 we summarise our results and discuss some possibilities for future work.
Model motivation
In this section we discuss the biological and mathematical considerations that motivate the development of our model.
Biological considerations
The eukaryotic cell cycle (Figure 1) consists of a sequence of four phases, namely gap 1 (G1), synthesis (S), gap 2 (G2) and mitosis (M). The primary function of the cell cycle is the replication of cellular DNA M G1 S G2 M Figure 1 : Schematic of the eukaryotic cell cycle, indicating the colour of FUCCI in each phase. During very early G1 phase there is no fluorescence as both FUCCI reporters are downregulated. As the cell progresses through G1 phase the red FUCCI reporter (mKO2-hCdt1(30/120)) is upregulated and red fluorescence is observed. During the transition from G1 to S phase, called early S, both the red FUCCI reporter and the green FUCCI reporter (mAG-hGem(1/100)) are upregulated producing yellow. As the cell progresses through S/G2/M phase the red FUCCI reporter is downregulated and only the green FUCCI reporter is upregulated so that green fluorescence is observed during S phase, followed by the division of the replicated chromosomes and cytoplasm into two daughter cells during M phase [32] . Progression through the cell cycle is tightly regulated in normal cells, which are subject to density-dependent contact inhibition which produces reversible cell-cycle arrest [33, 34] .
In cancer cells, however, cell cycle regulation is generally lost [35] resulting in cell populations with proliferative heterogeneity, exemplified by the heterogeneous cell proliferation observed in tumours of solid cancers [25, 36] . In particular a small subpopulation of slow-proliferating cells is often present in tumours, and this subpopulation tends to survive anti-cancer drug treatment and can maintain the tumour by repopulating the fast-proliferating subpopulation [25, 26] .
The mechanisms leading to proliferative heterogeneity in cancer cell populations are not completely understood, although asymmetric cell division is known to be partly responsible [37, 38] . Asymmetric cell division is a normal process of stem cell proliferation, required for development and the maintenance of tissue homeostasis, whereby a stem cell divides to produce one daughter stem cell, called self renewal, and a second daughter cell that will undergo differentiation. In contrast, symmetric division of a stem cell produces either two daughter stem cells or two daughter cells that will both undergo differentiation [37] .
It is known that cancer cells can utilise the pathway of asymmetric cell division to produce heterogeneous populations of cancer cells that support survival of the cancer [38] [39] [40] .
Another important process responsible for variation in the proportions of slow-and fast-proliferating cells in a cell population is cell-induced switching between the slow-and fast-proliferating states, which occurs through cell-cell signalling and direct contact between cells [41, 42] . The possibility that cells can switch their proliferative state, either through asymmetric cell division or induced switching by surrounding cells, means that the growth rate of a cell population is highly dependent on the relative proportions of the slow-and fast-proliferating cells and therefore on the influence of each of these processes.
Experimental investigation of the progression of the cell cycle is visually enabled with fluorescent ubiquitination-based cell cycle indicator (FUCCI) technology [43] . FUCCI consists of two geneticallyencoded reporters that enable visualisation of the cell cycle of individual live cells: when the cell is in G1 phase the nucleus fluoresces red, and when the cell is in S/G2/M phase the nucleus fluoresces green ( Figure 1 ). During the transition from G1 to S phase, called early S (eS), both reporters fluoresce and the nucleus appears yellow. FUCCI is utilised in experimental studies of the cycling dynamics of cells in tumours [44] , and reveals the differential cycling of the cell population.
In this article we present experimental data for the human melanoma cell lines C8161 (kindly provided by Mary Hendrix, Chicago, IL, USA), WM983C and 1205Lu (both kindly provided by Meenhard Herlyn, Philadelphia, PA, USA), which were genotypically characterised [45] [46] [47] [48] , grown as described in [49] , and authenticated by STR fingerprinting (QIMR Berghofer Medical Research Institute, Herston, Australia).
In Figure 2 we show a series of our experimental images from a two-dimensional proliferation assay using FUCCI-C8161 melanoma cells. While this experiment is not explicitly designed to study slow- The three cells continue to progress through the cell cycle, with no close interaction between cell 3 and cells 1 and 2. (e) Cell 3 is interacting closely with cell 2 again. Cell 2 is in S/G2/M phase, which is further through the cell cycle than cell 1 which is in eS phase. (f) Cell 3, still close to cell 2, is in M phase and is rounding up in preparation for cell division. (g) Cell 3 undergoes division to produce two daughter cells. Cell 2 is rounding up in preparation for division, whereas cell 1 is in an earlier stage of the cell cycle. (h) Cell 2 has divided to produce two daughter cells, whereas cell 1 has only just rounded up in preparation for division and fast-proliferating subpopulations, it is possible that switching of cell cycle speeds occurs and can be observed by careful inspection of the time-series images. For example, consider the cells labelled 1, 2 and 3 throughout the time-series images. Cells 1 and 2 are daughter cells from the same parent cell and are in an early stage of G1, while cell 3 is a daughter cell from a different parent cell and is in a later stage of G1, as shown in Figure 2 (a) at time 0 h. Figure 2 (b) is at time 3 h, and here we observe cell 3 interact closely with cell 2 and not cell 1. In Figure 2 (c)-(d) at times 7 h and 9 h, respectively, the three cells continue to progress through the cell cycle with no close interaction between cell 3 and cells 1 and 2. At 11 h in Figure 2 (e), cell 3 interacts closely with cell 2 again. Cell 2 is in S/G2/M phase, which is further through the cell cycle than cell 1 which is in eS phase. Figure 2 (f) at time 14 h shows that cell 3, which is still close to cell 2, is in M phase and is rounding up in preparation for cell division. In Figure 2 (g) at 17 h, cell 3 undergoes division to produce two daughter cells, cell 2 is rounding up in preparation for division, whereas cell 1 is in an earlier stage of the cell cycle. At time 19h in Figure 2 (h), cell 2 has divided to produce two daughter cells, whereas cell 1 has only just rounded up in preparation for division. These experimental observations illustrate the possibility that cells can switch between states of slow and fast proliferation, induced by surrounding cells. In summary, it seems plausible that cell 2 progresses through the cell cycle faster than cell 1 because of the interactions with cell 3. Indeed, for a given cell line, G1 phase tends to have the most variable duration of the cell cycle phases [14] , and based on Figure 2 (a)-(c) cells 1 and 2 appear to progress through G1 at a similar rate, so it is possible that asymmetric division does not account for the overall variation in cell cycle duration between cells 1 and 2.
Proliferative heterogeneity in cancer cell populations constitutes a crucial challenge for cancer therapy, as slow-proliferating cells can have increased drug resistance [50, 51] . Mathematical models of cell proliferation with proliferative heterogeneity arising from realistic cellular processes may help to improve understanding of the dynamics of such populations, which could lead to improved clinical outcomes for cancer patients.
Mathematical considerations
We employ a system of delay differential equations to model cell proliferation in a population consisting of a subpopulation of slow-proliferating cells and a subpopulation of fast-proliferating cells. Delay differential equations are often used when the evolution of the process to be modelled depends on the history of the process, represented as a time delay which may be discrete [52] [53] [54] or distributed [55] [56] [57] [58] . An alternative to modelling cell proliferation with delay differential equations is to use a multi-stage model, however this is not suitable for modelling the cell proliferation scenario that we consider here. Indeed, we want to allow for long cell cycle durations which would require a large number of stages and hence many equations and parameters in the multi-stage model, making analysis of the model quite cumbersome and difficult.
Our model of cell proliferation considers the cell population to consist of a slow-proliferating subpopulation and a fast-proliferating subpopulation. Cells in the total population can switch between slow and fast proliferation through two processes. The first process is asymmetric cell division, whereby a daughter cell can have a proliferative state different from the parent cell. The second process allows for a cell to switch proliferative states at any position of the cell cycle, induced by surrounding cells with a different proliferative state. We make the reasonable assumption that a cell is increasingly likely to switch proliferative states as the density of cells with a different proliferative state increases. This modelling approach would be most realistic when the cell population is uniformly distributed, such as in the proliferation assay in Figure 2 .
Our mathematical model incorporates cell proliferation based on experimental investigations of cell cycle duration, which have established that the duration of the cell cycle, and in particular each cell cycle phase, is well approximated by a hypoexponential distribution [13-15, 21, 24] . This distribution is characterised as the sum of k independent exponential random variables with distinct rate parameters λ i , for i = 1, . . . , k. It generalises the Erlang distribution for which the exponential random variables have the same rate parameter λ. In Figure 3 we show our experimental data for the durations of cells in G1 and S/G2/M for the three melanoma cell lines C8161, WM983C and 1205Lu, which are similar to those reported previously [44] . Each histogram is constructed using data from 50 individual cells. We also show the best fit for the Erlang distribution, which we denote by Erl(k, λ) for shape k and rate λ, obtained with the MATLAB nonlinear least-squares solver lsqnonlin [59] with the trust-region-reflective algorithm [60] .
These data demonstrate that the durations of G1 and S/G2/M, and therefore of the complete cell cycle, are well approximated by an Erlang distribution. Standard deterministic mathematical models of cell proliferation, such as exponential and logistic growth models, are not based on hypoexponentially-distributed cell cycle durations, but rather cell cycle durations with an exponential distribution, which we denote by Exp(θ) for rate θ. For example, consider the exponential model (1) and the logistic model (2),
where P (t) is the population density at time t, r is the intrinsic growth rate, and K is the carrying capacity density. Realising Equations (1) and (2) as stochastic pure birth processes yields continuoustime homogeneous Markov chains with exponentially-distributed durations of cell cycle residence [61] . In More realistic growth dynamics can be captured by delay differential equation versions of Equations (1) and (2), which incorporate a time delay to represent the cell cycle duration [13, 62] . The population growth rate then depends on the cell density at past times rather than just the current time, consistent with the nonzero duration of the cell cycle. For example, if we model the duration of the cell cycle as a continuous distribution g(z), for 0 ≤ z ≤ U and U ∈ (0, ∞), then we can define a distributed delay P (t) as
which is a weighted average over the past population densities P (t − z). Including the distributed delay in the logistic model (2) gives
Note that the per capita growth rate r 1 − P (t)/K at time t depends on P (t) at time t only and not at past times. A time delay could be included in the logistic term of the per capita growth rate, however the system is then unstable for long time delays [63] .
Mathematical model
Our model consists of a system of two coupled nonlinear delay differential equations with time as the only independent variable. We employ distributed time delays, so our system is of integro-differential type. The total cell population density P (t) ≥ 0 consists of the two subpopulations of slow-proliferating cells and fast-proliferating cells, where S(t) ≥ 0 and F (t) ≥ 0 are the respective cell densities, so that
The time rates of change of the slow-and fast-proliferating subpopulations, dS(t)/dt and dF (t)/dt, respectively, are influenced by two processes: cell division, which can be asymmetric or symmetric; and induced switching between the two subpopulations.
The model is
induced switching of slow-proliferating cells to fast-proliferating cells
induced switching of fast-proliferating cells to slow-proliferating cells ,
fast-proliferating cells from asymmetric division of slow-proliferating cells
fast-proliferating cells from asymmetric division of fast-proliferating cells
where the parameters satisfy Intrinsic growth rates:
Proportion of symmetric divisions:
Maximum cell cycle durations:
Induced switching rates:
and the mean values of the delay kernels g S and g F satisfy
so that the mean cell cycle duration for the slow-proliferating cells is not smaller than the mean cell cycle duration for the fast-proliferating cells.
As functional differential equations depend on the solution and perhaps derivatives of the solution at past times it is necessary to specify a function for the initial condition, called the history function.
where 
where · 2 is the Euclidean norm on R n . In our case, state space C is defined by
Equations (5) and (6) model the cell cycle durations with distributed delays, so that only cells of a certain age can proliferate according to an appropriate probability distribution (see Figure 3 ). For slow-proliferating cells the distributed delay S(t) is defined by
where the upper limit of integration U S ∈ (0, ∞) corresponds to the maximum possible duration of the cell cycle, and g S is the delay kernel, which is normalised so that
The delay kernel is the probability density for the distribution of the cell cycle durations. S(t) is a weighted average over the past population densities S(t − z), and corresponds to the subpopulation of cells at time t that are ready to divide. Similarly, for fast-proliferating cells the distributed delay F (t) is defined by
As the duration of the cell cycle is bounded we only consider distributions with bounded support. A delay kernel that is relevant when modelling the cell cycle is the probability density for the right-truncated Erlang distribution. The probability density for the Erlang distribution is
where k is the shape parameter, λ is the rate parameter, and the mean is k/λ. Restricting the Erlang distribution to the bounded interval [0, U ], where U ∈ (0, ∞), gives the right-truncated Erlang distribution which has probability density
We can reduce our distributed delays to discrete delays by using a Dirac kernel for the delay kernel. For example, if we set g S (z) = δ(z − τ S ) to be the Dirac kernel for some discrete time delay τ S ≥ 0, such as the mean value of a continuous distribution, then the distributed delay in (15) yields a discrete delay
Normal cells are subject to contact inhibition of proliferation [12] , so we assume that the growth rate of each subpopulation at time t has a logistic density dependence given by 1 − P (t)/K , where K is the carrying capacity density. For some cancer cells, however, contact inhibition may be lost [35] resulting in density-independent growth, so in this case we could set the carrying capacity to infinity in the logisticgrowth terms. We can keep the carrying capacity finite in the induced-switching terms, as increasing the cell density beyond a finite carrying capacity would, realistically, increase the probability of cell-induced switching between proliferative states due to surrounding cells.
Given the cells that are able to undergo division based on the time delays and density constraints, the intrinsic growth rates r S > 0 and r F > 0, where r S ≤ r F , for slow-and fast-proliferating cells, respectively, determine the cells that are parent cells and divide at time t. Parent cells can divide symmetrically or asymmetrically. When a subpopulation of slow-proliferating cells divides to produce twice as many daughter cells, the parameter α S determines the proportion of these daughter cells that are also slow-proliferating cells, so that the proportion 1 − α S of the daughter cells are fast-proliferating cells.
Similarly, the parameter α F determines the proportion of daughter cells from fast-proliferating cells that are also fast-proliferating cells, so that the proportion 1 − α F of the daughter cells are slow-proliferating cells. We only consider asymmetric cell division that is self-renewing, that is α S , α F ∈ [ 1 2 , 1], so that the division of a parent cell produces at least one daughter cell with the same proliferative state as the parent, which is the relevant process for cancer cells [37] [38] [39] [40] . Further, note that if α S ∈ [0, 1 2 ) then S(t) can become negative. Indeed, in Equations (5) and (6), the first term of dS(t)/dt is then negative which can result in dS(t)/dt < 0, and hence S(t) < 0. A similar argument applies for α F .
Induced switching of a cell between proliferative states is a spatial process as it depends on the surrounding cells, in particular the relative mean density of cells with a different proliferative state.
Specifically, the parameter β S corresponds to the per capita interaction strength of fast-proliferating cells to induce slow-proliferating cells to switch to fast proliferation. Similarly, the parameter β F corresponds to the per capita interaction strength of slow-proliferating cells to induce fast-proliferating cells to switch to slow proliferation.
Finally, we note that adding Equations (5) and (6) gives
so, from the perspective of the whole population, asymmetric division and induced switching have no net effects. Moreover, if we consider the total population as composed of cells in the same proliferative state with r S = r F and g S (z) = g F (z) = δ(z), corresponding to no time delay, then Equation (19) reduces to the logistic growth model (2).
Main results
We now discuss our analysis of Equations (5) and (6), namely non-negativity and boundedness of solutions, existence and uniqueness of solutions, and local stability analysis of the equilibrium points. By a solution for Equations (5) and (6) we mean the following [63, 64] :
Definition 4.1 (Solution). Consider the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions that satisfy (7)- (13) . A solution for the system is a function (S, F ) ∈
• S and F are differentiable on (0, u) and right-differentiable at 0;
• (S, F ) satisfies Equations (5) and (6) for t ∈ [0, u).
Non-negativity and boundedness
Since the dependent variables S and F in Equations (5) and (6) represent cell densities they must assume non-negative values at all times. Further, the densities of normal cells are bounded above by the carrying capacity density K. Cancer cells typically have unregulated growth, however continued growth depends on nutrient availability, so it is reasonable to assume that cancer cells are also subject to a carrying capacity density not related to contact inhibition.
Theorem 4.2 (Non-negativity and boundedness of solutions). Let (S, F ) be a solution for the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions that satisfy (7)- (13) . Then S(t), F (t) ∈ [0, K] for all t > 0, therefore the solutions S and F are non-negative and bounded in forward time.
We give an elementary proof of this theorem as it facilitates understanding of the non-negativity and boundedness of the solutions. We first require a lemma.
Lemma 4.3. Let (S, F ) be a solution for the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions that satisfy (7)- (13) . If there exists T > 0 such that the distributed delays satisfy the relations S(t) ≥ 0 and F (t) ≥ 0 for all t ∈ (0, T ] then P (t) ∈ [0, K] for all
Proof. If P (t 1 ) > K for some t 1 ∈ (0, T ] then, since P (0) < K by Equation (13), we may assume without loss of generality that dP (t)/dt | t=t 1 > 0. Since Equation (19) gives dP (t)/dt | t=t 1 ≤ 0, we have a contradiction. It follows that P (t) ≤ K for all t ∈ (0, T ]. Similarly, if P (t 2 ) < 0 for some t 2 ∈ (0, T ] then, since P (0) > 0 by Equation (13), we may assume without loss of generality that dP (t)/dt | t=t 2 < 0.
Since Equation (19) gives dP (t)/dt | t=t 2 ≥ 0, we have a contradiction. It follows that P (t) ≥ 0 for all
Proof of Theorem 4.2. It suffices to prove that S(t) ≥ 0 and F (t) ≥ 0 for all t > 0, for then it follows from
We consider the infima in the extended real numbers, so that t 1 ,
where either infimum is equal to +∞ if the corresponding set is empty. The proof consists of four separate cases.
Case 1: Let β S − β F ≥ 0 and suppose S(t) < 0 for some t > 0.
If t 1 ≥ t 2 then, since F (0) > 0 and F (t 2 ) = 0, there exists t 3 ∈ (0, t 2 ) such that dF (t)/dt| t=t 3 < 0.
Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0, and since S(t 3 ), (6) gives dF (t)/dt| t=t 3 ≥ 0, a contradiction. We conclude that S(t) ≥ 0 for all t > 0.
Case 2: Let β S − β F < 0 and suppose S(t) < 0 for some t > 0.
Note that t 1 ∈ R. If t 1 ≤ t 2 then, since S(0) > 0 and S(t 1 ) = 0, there exists t 3 ∈ (0, t 1 ) such that dS(t)/dt| t=t 3 < 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0, and since S(t 3 ), F (t 3 ) ≥ 0, Equation (5) gives dS(t)/dt| t=t 3 ≥ 0, a contradiction.
Suppose now that t 1 > t 2 , and choose t 3 ∈ (t 2 , t 1 ) such that F (t 3 ) < 0, dF (t)/dt| t=t 3 < 0, and the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, and since S(t 3 ) ≥ 0, Equation (5) gives dF (t)/dt| t=t 3 ≥ 0, a contradiction.
Suppose now that t 1 = t 2 . Since S(0) > 0 and S(t 1 ) = 0, there exists t 3 ∈ (0, t 1 ) such that dS(t)/dt| t=t 3 < 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0, and since S(t 3 ), F (t 3 ) ≥ 0, Equation (6) gives dS(t)/dt| t=t 3 ≥ 0, a contradiction. We conclude that S(t) ≥ 0 for all t > 0.
Case 3: Let β S − β F ≥ 0 and suppose F (t) < 0 for some t > 0.
Note that t 2 ∈ R. If t 2 < t 1 then, since F (0) > 0 and F (t 2 ) = 0, there exists t 3 ∈ (0, t 2 ) such that dF (t)/dt| t=t 3 < 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and
Suppose now that t 2 > t 1 , and choose t 3 ∈ (t 1 , t 2 ) such that S(t 3 ) < 0, dS(t)/dt| t=t 3 < 0, and the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, and since F (t 3 ) ≥ 0, Equation (5) gives dS(t)/dt| t=t 3 ≥ 0, a contradiction.
Suppose now that t 1 = t 2 . Since F (0) > 0 and F (t 2 ) = 0, there exists t 3 ∈ (0, t 2 ) such that dF (t)/dt| t=t 3 < 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0, and since S(t 3 ), F (t 3 ) ≥ 0, Equation (6) gives dF (t)/dt| t=t 3 ≥ 0, a contradiction. We conclude that F (t) ≥ 0 for all t > 0.
Case 4: Let β S − β F < 0 and suppose F (t) < 0 for some t > 0.
Note that t 2 ∈ R. If t 2 < t 1 then choose t 3 ∈ (t 2 , t 1 ) such that F (t 3 ) < 0, dF (t)/dt| t=t 3 < 0, and the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0. Then, since P (t 3 ) ≤ K by Lemma 4.3 and since S(t 3 ) ≥ 0, Equation (6) gives dF (t)/dt| t=t 3 ≥ 0, a contradiction.
Suppose now that t 2 ≥ t 1 . Since S(0) > 0 and S(t 1 ) = 0 there exists t 3 ∈ (0, t 1 ) such that dS(t)/dt| t=t 3 < 0. Then, since P (t 3 ) ≤ K by Lemma 4.3, since the delays satisfy S(t 3 ) ≥ 0 and F (t 3 ) ≥ 0, and since S(t 3 ), F (t 3 ) ≥ 0, Equation (5) gives dS(t)/dt| t=t 3 ≥ 0, a contradiction. We conclude that F (t) ≥ 0 for all t > 0.
Existence and uniqueness
We begin by introducing some notation. For ρ in the state space C we denote the component functions by ρ S and ρ F so that ρ = (ρ S , ρ F ). To simplify the notation in the following define ρ S (t) and ρ F (t) by
Now we define f :
Note that f is continuous. If (S, F ) is a solution for Equations (5) and (6) Theorem 4.4 (Existence and uniqueness of solutions). Consider the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions which satisfy (7)- (13) . Then there exists a unique solution (S, F ) ∈ C([− U , ∞), R 2 ≥0 ) of (5) and (6).
Proof. We first show that f defined in Equation (21) 
To further simplify the notation in Equation (21) we define
so, using the triangle inequality,
so we can set L to be
and then f satisfies the Lipschitz condition. Then [64, Page 32, Theorem 3.7] provides local existence and uniqueness of solutions for the system (5) and (6) . Since our solutions of interest are bounded by 
Local stability
Here we consider the local stability analysis of the equilibrium points for the system in Equations (5) and (6) , and in particular we show that the parameters β S and β F are bifurcation parameters with bifurcation point when β S = β F . We will prove the following theorem.
Theorem 4.5 (Local stability). Consider the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions that satisfy (7)-(13).
• When β S = β F the system has the three equilibrium points (0, 0), (0, K), and (K, 0) with the following properties:
-(0, 0) is locally unstable.
-If β S > β F then (K, 0) is locally unstable and (0, K) is locally stable.
-If β S < β F then (K, 0) is locally stable and (0, K) is locally unstable.
• When β S = β F the system has infinitely many equilibrium points corresponding to the line segment joining (K, 0) and (0, K), all of which are locally stable.
The parameters β S and β F are therefore bifurcation parameters.
To prove this theorem we require some preliminary results, and we begin by non-dimensionalising Equations (5) and (6) . Denoting the dimensionless variables with a caret, we definet = r F t,Ŝ(t) = S(t)/K andF (t) = F (t)/K. We also define the dimensionless parameters r = r S /r F and β = (β S − β F )/r F .
Equations (5) and (6) then become, dropping the caret notation for simplicity,
Since we are interested in biological applications where S and F are cell densities, we only consider equilibrium points (S * , F * ) where S * ≥ 0 and F * ≥ 0. To find the equilibrium points we substitute S = S * and F = F * into Equations (22) and (23) to give
hence (S * , F * ) = (0, 0), (1, 0) or (0, 1) when β = 0. When β = 0 the equilibrium points consist of the two lines (S * , F * ) = (u, 1 − u) for all u ∈ R and (S * , F * ) = (u, −ru) for all u ∈ R, for which the non-negative points are (S * , F * ) = (u, 1 − u) for all u ∈ [0, 1] and (S * , F * ) = (0, 0).
To examine the local stability of the equilibrium points (S * , F * ) we linearise the system in Equations (22) and (23) about each point. Defining x(t) = S(t) − S * and y(t) = F (t) − F * we obtain the linearised system:
In the following we shall assume that the magnitudes of x(t) and y(t) are small enough so that it is reasonable to replace dx(t)/dt and dy(t)/dt by their linearisations in Equations (26) and (27) .
Equilibrium point (S * , F * ) = (0, 0)
For (S * , F * ) = (0, 0), Equations (26) and (27) become
Equations (28) and (29) have a solution of the form
so substitution gives
To ensure that (c 1 , c 2 ) = 0 we must have the characteristic equation In the proof of Proposition 4.6 we consider three cases for G(λ) in Equation (32), depending on whether 2α S + 2α F − 3 is negative, zero, or positive. To understand the physical interpretation of 2α S + 2α F − 3,
is the difference between the proportion of slow-proliferating parent cells that produce slow-proliferating daughter cells beyond self renewal, and the proportion of fast-proliferating parent cells that produce slowproliferating daughter cells, at a given time. A similar interpretation follows by referring to Equation (23) and noting that 2α 
where Z is the number of zeros of h inside Γ and P is the number of poles of h inside Γ, including multiplicities. Now, let Γ be a piecewise differentiable closed curve in C with positive orientation that does not pass through the point z 0 . Then the index of z 0 with respect to Γ, denoted Ind Γ (z 0 ), is defined by [65, Page 115]
Note that Ind Γ (z 0 ) is also referred to as the winding number of Γ with respect to z 0 . By substituting z = h(λ) into Equation (33) and using Equation (34) we arrive at the standard observation
where the term on the right of the last equality is the winding number of the closed curve h(Γ) with respect to the origin. Therefore, the number of zeros minus the number of poles of h inside Γ, including multiplicities, can be determined by calculating the winding number of the image h(Γ) with respect to the origin.
Note that G(λ) in Equation (32) is a holomorphic function, hence meromorphic, on C, and has no poles. Therefore, the number of zeros of G(λ) inside a contour Γ which satisifes the conditions for Equations (33) and (34) is equal to the winding number of G(Γ) with respect to the origin. We will be considering rectangular contours with positive orientation in the right half-plane, and we need to know that G(λ) is not identically zero in the region bounded by the closed contour. Our contour will bound an interval of the positive real axis arbitrarily close to, but excluding, the origin, and with arbitrary In Figure 4 we graphically illustrate our application of Cauchy's argument principle. We let Γ be the closed rectangular contour in Figure 4(a) . Due to the integrals in G(λ) in Equation (32) a very large number of numerical integrations are required to calculate G(λ) along a contour. So, we instead use the discrete delay version of G(λ), denoted by G δ (λ), which gives similar qualitative behaviour: winds around the origin in a clockwise direction. Figure 4 illustrates that the behaviour of G δ (Γ) can be complicated near the origin, so when calculating the winding number of G δ (Γ) with respect to the origin we need to ensure that we also account for any times that G δ (Γ) winds around the origin in a clockwise direction. We now state and prove the required proposition. Proof. We consider three cases according to whether 2α S + 2α F − 3 is negative, zero or positive. 
Since 2α S +2α F −3 = 0 it follows that 2α
Further, if both 2α S − 1 = 0 and 2α F − 1 = 0 then 2α S + 2α F − 2 = 0, contradicting 2α S + 2α F − 3 = 0.
It therefore follows that
it follows that H has a positive real zero by the intermediate value theorem.
Case 3: Suppose now that 2α S + 2α F − 3 > 0. We employ Cauchy's argument principle to show that the holomorphic function G(λ) has a zero with positive real part. Let Γ be the simple closed contour with positive orientation in the right half-plane of the complex plane defined piecewise as follows:
where we fix m > 0 to be arbitrarily small and N > 0 to be arbitrarily large. Note that Γ = 6 j=1 Γ j is rectangular, with vertices at m − iN , 3N/2 − iN , 3N/2 + iN , and m + iN . Since the zeros of a holomorphic function that is not identically zero are isolated and countable, we can choose m arbitrarily small and N arbitrarily large while ensuring G(λ) is nonzero on Γ. Therefore, since G(λ) has no poles, the number of zeros of G(λ) inside Γ is equal to the index of the image contour G(Γ) with respect to the origin, Ind G(Γ) (0). We now begin our application of the argument principle. Since we only need to show the existence of one zero with a positive real part, it suffices to prove that Ind G(Γ) (0) ≥ 1. Specifically, we show that the image contour G(Γ) crosses the positive real axis at least once in a counter-clockwise direction while encircling the origin, and doesn't cross the positive real axis in a clockwise direction.
We will traverse Γ for one cycle in a counter-clockwise direction beginning with Γ 1 , and determine when G(Γ) crosses the positive real axis. For this it is helpful to consider the real and imaginary parts of G(λ), so evaluating G(λ) at the complex number λ = a + ib we have
Im(G(λ)) = 2ab + a(2α S − 1)r
In the following argument we shall generally use that m is arbitrarily small and N is arbitrarily large without further comment.
Consider G(λ) along Γ 1 , where b = −N and a increases from m to N/2. Consider G(λ) along Γ 5 , where b = N and a decreases from N/2 to m. At the end of Γ 5 and for sufficiently large N , Re(G(λ)) < 0 and Re(G(λ)) is dominated by N 2 . Im(G(λ)) could be positive or negative. So G(Γ 5 ) starts in the second quadrant and ends in the left half-plane.
Consider G(λ) along Γ 6 , where a = m and b decreases from N to −N , which completes one circuit around Γ in a counter-clockwise direction. If we fix N to be as large as required then we can choose m sufficiently small so that along Γ 6 the Equations (44) and (45) are approximated arbitrarily closely by the equations
For notational simplicity define the functions f 1 , f 2 , f 3 , g 1 , g 2 , and g 3 by
so that Equations (46) and (47) become
Now, consider decreasing b from N to −N . The curves f 1 (b) + ig 1 (b) and f 2 (b) + ig 2 (b) have the same orientation as the spiral −b sin(b)−ib cos(b), which is traversed counter-clockwise as b decreases. Similarly, the curve f 3 (b) + ig 3 (b) has the same orientation as the circle cos(b) − i sin(b), which is also counterclockwise. Note that for discrete delays the curves f 1 (b) + ig 1 (b) and f 2 (b) + ig 2 (b) are spirals and the curve f 3 (b) + ig 3 (b) is a circle. The sum of these three curves, 3 k=1 f k (b) + ig k (b), has counter-clockwise orientation, and the −b 2 term in Re(G(b)) translates these curves along the negative real axis. It follows that if G(b) encircles the origin as b decreases from N to −N then it does so in a counter-clockwise direction. In particular, G(b) does not encircle the origin in a clockwise direction. So, for sufficiently small m, G(Γ 6 ) can only encircle the origin in a counter-clockwise direction.
To ensure that the image contour G(Γ) encircles the origin at least once, note that G(Γ 6 ) crosses the positive real axis in a counter-clockwise direction at approximately the point (2α S + 2α F − 3)r > 0 for sufficiently small m, so it follows that G(Γ 6 ) must cross the negative real axis at a point closer to the start of Γ 6 . Therefore, the symmetry of Im(G(λ)) with respect to the real axis implies that G(Γ) completes a cycle around the origin before the end of G(Γ 6 ). We conclude that Ind G(Γ) (0) ≥ 1, and our proof is complete.
Equilibrium point (S * , F * ) = (1, 0) when β = 0 For (S * , F * ) = (1, 0), Equations (26) and (27) become
Equations (56) and (57) 
To ensure that (c 1 , c 2 ) = 0 we must have the characteristic equation
equal to zero. The zeros of G(λ) are the eigenvalues, given by
So, (1, 0) is locally stable when β < 0 and locally unstable when β > 0. We have therefore proved:
Proposition 4.7 (Equilibrium point (1, 0) when β = 0). Consider the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions which satisfy (7)- (13) . For all β S , β F ∈ R, (1, 0) is locally stable when β S − β F < 0 and locally unstable when β S − β F > 0.
Equilibrium point (S * , F * ) = (0, 1) when β = 0
For (S * , F * ) = (0, 1), Equations (26) and (27) become
Equations (61) and (62) have a solution of the form in Equation (30), so substitution gives
So, (0, 1) is locally stable when β > 0 and locally unstable when β < 0. We have therefore proved: For (S * , F * ) = (u, 1 − u) with u ∈ R and β = 0, Equations (26) and (27) become
Equations (66) 
Since r ∈ (0, 1], for u ∈ [0, 1] we have u(1 − r) − 1 < 0, so (u, 1 − u) is locally stable. We have therefore proved:
Proposition 4.9 (Equilibrium points (u, 1 − u) for u ∈ [0, 1] when β = 0). Consider the system of delay differential equations (5) and (6) with parameters, delay kernels, and history functions which satisfy (7)- (13) . For all β S , β F ∈ R such that β S = β F and for all u ∈ [0, 1] the equilibrium point (u, 1 − u) is locally stable.
Proof of Theorem 4.5
Follows immediately from Propositions 4.6, 4.7, 4.8, and 4.9.
Supporting numerical simulations
We obtain numerical solutions of Equations (5) and (6) For (b)-(h) the history functions are φ S (t) = 100e r S t and φ F (t) = 100e r F t , for (i) the history functions are φ S (t) = 10 −4 e r S t and φ F (t) = 100e r F t , and for (j) the history functions are φ S (t) = 100e r S t and φ F (t) = 10 −4 e r F t . Parameters specific to each simulation, namely α S , α F , β S , and β F , are indicated on the figure functions. One simple option is to use constant functions, however we use exponential functions with growth rates equal to the corresponding intrinsic growth rates of the slow-and fast-proliferating cells, as it is a reasonable approximation to assume that the cells grew exponentially in the past. Since the state space is the function space C, choosing a different history function in C results in a different solution.
When β S = β F , different history functions may produce solutions that vary for early time, however the solutions have the same long term behaviour. When β S = β F , however, there are infinitely many equilibrium points, so different history functions can produce solutions that have different long term behaviour.
The carrying capacity density is K = 500, the maximum cell cycle durations are U S = U F = 200 h, and the intrinsic growth rates are r S = 0.1 h −1 and r F = 1 h −1 . The parameters α S , α F , β S , and β F are varied for the different simulations, as indicated in Figure 5 (b)-(h). the slow-and fast-proliferating subpopulations. By Theorem 4.5 there are infinitely many locally-stable equilibrium points which correspond to the line segment joining (K, 0) and (0, K). By varying the levels of asymmetric division, given by α S and α F , we can obtain the different equilibrium states. As discussed above, different history functions can also produce the different equilibrium states.
In Figure 5 (e)-(f) we show simulations with β S = 0 h −1 and β F = 0.05 h −1 , therefore induced switching from fast-to slow-proliferating cells but no induced switching from slow-to fast-proliferating cells. By Theorem 4.5 the equilibrium point (K, 0) is locally stable and the equilibrium point (0, K) is locally unstable. By varying the levels of asymmetric division, given by α S and α F , we see that the slow-proliferating cells always tend to the carrying capacity density while the fast-proliferating cells tend to zero density, as induced switching causes all fast-proliferating cells to become slow-proliferating cells.
We note that at early times, however, the subpopulation of fast-proliferating cells may grow more rapidly than the subpopulation of slow-proliferating cells, however this behaviour is always temporary due to the induced switching.
In Figure 5 (g)-(h) we show simulations with β S = 0.05 h −1 and β F = 0 h −1 , therefore induced switching from slow-to fast-proliferating cells but no induced switching from fast-to slow-proliferating cells. By Theorem 4.5 the equilibrium point (0, K) is locally stable and the equilibrium point (K, 0) is locally unstable. Varying the levels of asymmetric division, given by α S and α F , shows that the fastproliferating cells always tend to the carrying capacity density while the slow-proliferating cells tend to zero density, since induced switching causes all slow-proliferating cells to become fast-proliferating cells. At early times the subpopulation of slow-proliferating cells may grow more rapidly than the subpopulation of fast-proliferating cells, however once again this behaviour is always temporary due to the induced switching.
In Figure5(i)-(j) we use history functions such that either S(0) or F (0) is relatively close to zero to illustrate that an initially very small subpopulation can become the main subpopulation through induced switching.
Discussion and outlook
In this article we present a continuum mathematical model for heterogeneous cell proliferation, Equations (5)- (6) , in which the total population consists of a subpopulation of slow-proliferating cells and a subpopulation of fast-proliferating cells. Asymmetric cell division and induced switching between proliferative states, which are two cellular processes that are important contributors to the heterogeneity of a cell population, are incorporated into the model. Continuum models of heterogeneous cell proliferation in the current literature lack the flexibility of the proliferative-state dynamics in our model. Indeed, some models consider only one proliferating subpopulation, which can divide asymmetrically, with the other subpopulations either quiescent or differentiated [29, 30] . Other models do not account for cells switching between the subpopulations, so only consider subpopulations with different proliferative states [31] . Our mathematical model has more realistic dynamics and is applicable to a broader range of experimental scenarios. In particular, our slow-proliferating subpopulation can be very-slow-proliferating rather than quiescent, which may be more realistic for tumours [27, 28] . the local stability of the equilibrium points. We find that the parameters for induced switching, β S and β F , are bifurcation parameters so determine the long term dynamics of the solutions. When β S = β F there is no net effect from induced switching, and the system has infinitely many locally-stable equilibrium points.
If β S = β F then there is a net effect of induced switching which yields only two equilibrium states, where one of the two subpopulations approaches the carrying capacity density while the other subpopulation approaches zero density.
The numerical simulations of our model reveal some of the interesting dynamics that exist in a cell population with proliferative heterogeneity. While the long term behaviour of the subpopulations may be known, the short term behaviour can be misleading due to cells switching proliferative states. Indeed, the density of a subpopulation may increase to very near the carrying capacity density over an extended period of time, only to decrease towards zero density due to induced switching from the other subpopulation.
The results from our model are very interesting, particularly when comparing the results with the proliferative heterogeneity observed in tumours. Our model accounts for several characteristics of tumours [25] [26] [27] [28] : the cancer cells in tumours can self-renew through asymmetric division, as can the cells in our model; tumours consist of both a slow-proliferating subpopulation and a fast-proliferating subpopulation, which is accounted for in our model; both slow-and fast-proliferating cells in a tumour have a distribution of cell cycle durations, captured by the time delays in our model. Overall, our model shows promise for providing insight into proliferative heterogeneity in cell populations, particularly with regard to tumours.
There are numerous possibilities for future work. The induced switching between proliferative states could take many forms. For example, in tumours the slow-proliferating state can continually arise and disappear [36] , so it would be interesting to accommodate time-dependent switching into the model, which could be either periodic or aperiodic. We could also consider the induced switching to have an explicit density dependence, so that no switching occurs from a particular proliferative state when the density of cells from the other proliferative state is above a certain value. A similar explicit density dependence could be implemented for asymmetric cell division, which occurs at constant proportions in our current model. These explicit dependences on density may be relevant for slow-proliferating subpopulations in tumours that appear to persist over time and maintain the relative size of the subpopulation [25, 26] .
Another process for switching of proliferative states that may be of interest to include in our model is spontaneous switching between subpopulations, which is independent of other cells.
In this article we consider only bounded distributed delays as cell cycle durations are bounded, however we could also consider unbounded distributed delays. We expect that most of the results in this article would hold for unbounded delays, with an appropriate choice of state space being a subset of the Banach space of bounded continuous functions C b ((−∞, 0], R 2 ). One problem may be the theorem for the existence and uniqueness of solutions, which may require constraints on which functions in C b ((−∞, 0], R 2 )
can be solutions of the model.
While our model has implicit spatial structure, since the dependent variables are cell densities, we could include spatial structure explicitly. We could then explicitly model cell migration with a diffusive term. Further, induced switching could be modelled as a more localised process, where the chance of a cell switching proliferative states is determined by the density of cells in a different proliferative state within a given radius of the cell, where the interaction strength decreases with distance from the cell.
We could also extend our model to more than two dependent variables. For example, we could consider fast-, slow-, and very-slow-proliferating subpopulations. Much of our analysis in this article is likely to be easily generalised to an extended version of our model. The more challenging aspect could be the analysis of the corresponding transcendental characteristic equations, however taking a more abstract approach for an extended model with an arbitrary n dependent variables could simplify the problem.
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