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ON THE FLATNESS OF RIEMANNIAN CYLINDERS
WITHOUT CONJUGATE POINTS
VICTOR BANGERT AND PATRICK EMMERICH
Abstract. What are appropriate geometric conditions ensuring that a
complete Riemannian 2-cylinder without conjugate points is flat? Ex-
amples with nonpositive curvature show that one has to assume that the
ends of the cylinder open sublinearly. We show that sublinear growth of
the ends is indeed sufficient if it is measured by the length of horocycles.
This is used to extend results by K. Burns and G. Knieper [9], and by
H. Koehler [18], where the opening of the ends is measured in terms of
shortest noncontractible loops.
1. Introduction
In 1948 E. Hopf published the following celebrated result.
Theorem 1 ([17]). A Riemannian metric without conjugate points on a
two-dimensional torus is flat.
This theorem and the method of its proof have attracted much interest
ever since. Most importantly, by a completely different and beautiful proof,
D. Burago and S. Ivanov [7] showed in 1994 that Theorem 1 also holds
for the n-dimensional torus for all n ≥ 2. E. Hopf’s original method is
short and elegant, and has proved useful also in other situations, see e.g.
[4], [11]. It depends on the Gauß-Bonnet theorem and the invariance of
the Liouville measure under the geodesic flow via an integration over the
unit tangent bundle. Thus it uses the compactness of the two-torus in
an essential way. If one tries to generalize this method to a noncompact
manifold, one will try to apply it to an appropriate sequence of compact
sets exhausting the manifold. Since the compact sets have boundaries one
will be confronted with boundary terms arising from the integration. These
have to be controlled in the limit. In this way, K. Burns and G. Knieper
proved the following.
Theorem 2 ([9]). Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 ×R. Assume that
(i) the Gaussian curvature of g is bounded below, and
(ii) there exists a constant L such that at every point p ∈ C there exists
a noncontractible loop of length at most L.
Then g is flat.
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Under the stronger assumption that g has no focal points, this had been
proved by L. W. Green [15]. It is clear that some condition of the type of
condition (ii) is necessary for the result to hold: There exist complete cylin-
ders of nonpositive Gaussian curvature (hence without conjugate points),
e.g. surfaces of revolution in R3 generated by the graph of a nonconstant
function f : R → (0,∞) with f ′′ ≥ 0. In these examples at least one end of
the cylinder “opens at least linearly”, i.e. for points p in this end the length
l(p) of a shortest noncontractible loop at p grows at least linearly with the
distance from p to a fixed point. In [18] H. Koehler showed that condition
(ii) in Theorem 2 can be weakened to a condition that allows l(p) to grow
logarithmically with the distance to a fixed point.
The purpose of this paper is to prove versions of Theorem 2 where both
conditions (i) and (ii) are considerably relaxed. Instead of the lower bound
on the Gaussian curvature K, we only require K to be bounded below by
−tκ for some 0 < κ < 2, and instead of the logarithmic upper bound on l we
allow l to grow at most like tλ where λ > 0 and 2λ+ κ2 < 1; here t = d(·, p0)
denotes the Riemannian distance to an arbitrarily fixed point p0 ∈ C. The
precise statement is:
Theorem 4. Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 × R. Assume that for some constants c, κ, λ
in [0,∞) with 2λ+ κ2 < 1, and for all p ∈ C we have that
(i’) the Gaussian curvature K of g satisfies K(p) ≥ −c (d(p, p0) + 1)κ,
and
(ii’) the length l(p) of the shortest noncontractible loop at p satisfies l(p) ≤
c (d(p, p0) + 1)
λ.
Then g is flat.
We illustrate Theorem 4 by considering the extreme cases λ = 0 or κ = 0.
If l is assumed to be bounded, i.e. if we can take λ = 0, we need a lower
bound on the Gaussian curvature of the type −tκ for some κ < 2. If the
Gaussian curvature is bounded below, i.e. if we can take κ = 0, we need an
upper bound on l of the type tλ for some λ < 12 . Finally, we note that we
can replace lower curvature bounds by upper curvature bounds, cf. Remark
8.1.
The improvement of Theorem 4 over Theorem 2 is made possible by
a different choice of exhaustion of C. While in [9] the exhaustion is by
subcylinders bounded by two geodesic loops, we use subcylinders bounded
by horocycles. Here, we give a brief description of this exhaustion. The
details are the content of Section 3.
Given a ray γ in C, i.e. a (unit-speed) minimal geodesic γ : [0,∞) → C,
we consider its Busemann function bγ : C → R defined by
bγ(p) := lim
t→∞
(d(p, γ(t)) − t)
and its horocyles
hγt := b
−1
γ (−t).
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The notation is chosen so that γ(t) ∈ hγt . If C has no conjugate points and
satisfies the condition
(1.1) lim inf
t→∞
1
t
l(γ(t)) < 1,
then bγ is a proper function and each of its horocyles h
γ
t is a closed curve
winding once around the cylinder, see Proposition 3.4. Obviously, condition
(ii’) implies that (1.1) is satisfied for every ray γ. To define the exhaustion
we choose two rays γ1, γ2 converging to the two ends of C. For sufficiently
large t the horocyles hγ1t and h
γ2
t bound a compact subcylinder of C. For
t → ∞ these subcylinders form the exhaustion that we use in the proof
of Theorem 4. The fact that horocycles of a ray are equidistant makes a
crucial difference in the treatment of the boundary terms arising from the
integration.
As a precursor to Theorem 4 we prove the following result in which we
replace (i’) and (ii’) by a sublinear bound on the lengths of horocycles. In
this case we can omit any bound on the curvature.
Theorem 3. Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 × R. Assume there exist two rays γ1, γ2 :
[0,∞)→ C converging to the different ends of C such that, for i ∈ {1, 2}, the
1-dimensional Hausdorff measures of the corresponding horocycles hγit satisfy
lim
t→∞
1
t
H1(hγit ) = 0.
Then g is flat.
Examples. Cylinders of revolution with K ≤ 0 and conical ends. We
consider C∞-functions f : R→ (0,∞) with the following properties:
(i) f ′′ > 0 on some nonempty bounded open interval I ⊆ R.
(ii) f ′′|(R \ I) ≡ 0.
(iii) f attains its minimum at some point t0 ∈ I.
Then the surface of revolution generated by the graph of f is a nonflat
complete cylinder Cf ⊆ R3 with K ≤ 0 and two conical ends. Each conical
end of Cf can be developed to a part of a sector in the Euclidian plane.
In particular, if a ray γ is contained in one of the conical ends of Cf , then
the horocycles of γ through points of γ are geodesic and orthogonal to γ.
If the ray γ is part of a generating line of the cone, then these horocycles
are geodesic loops if the angle of the sector is smaller than π, while they are
noncompact complete geodesics if this angle is greater or equal to π. If this
angle converges to zero, then also
lim
t→∞
1
t
H1(hγt )
converges to zero. This shows that Theorem 3 is close to being optimal.
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If the angle is π, and if p0 ∈ Cf is an arbitrary point, then there is a
constant c > 0 such that
2d(p, p0)− c ≤ l(p) ≤ 2d(p, p0) + c
for all points p in the conical end. In particular we have
lim
t→∞
1
t
l(γ(t)) = 2.
In Remark 3.11 we note that, in general, the condition
lim inf
t→∞
1
t
l(γ(t)) < 2
implies that all horocycles of γ are compact. The preceding calculation
shows that this bound is optimal.
Plan of the paper. In Section 2 we collect facts on proper, regular distance
functions f on general Riemannian n-manifolds. In particular, we prove the
continuity of the (n − 1)-dimensional Hausdorff measure Hn−1(f−1(t)) of
the level sets f−1(t) as a function of t, see Proposition 2.2.
In Section 3 we investigate Busemann functions on complete cylinders C =
S1×R without conjugate points. Under appropriate conditions on the length
function l, we prove that they are proper and regular distance functions, see
Proposition 3.4. This allows us to define the exhaustion function on C that
is used in the proof of Theorem 3, see Corollary 3.10.
In Section 4 we derive the fundamental differential inequality (4.6) that is
the key to the rigidity results. Here we use E. Hopf’s method and estimate
the boundary terms as in the work [9] by K. Burns and G. Knieper.
The differential inequality (4.6) contains a function h given by the sum of
lengths of two horocycles. Section 5 is devoted to the crucial inequality (5.1)
between the variation of h and the total curvature of the domain bounded
by two horocycles. This inequality goes back to G. Bol [6] and F. Fiala [14].
It is proved in [8] in a sligthly more special form. In the appendix we extend
the arguments from [8] so as to complete the proof of (5.1).
Sections 6 and 7 - 8 contain the proofs of Theorem 3 and Theorem 4,
respectively.
2. Regular distance functions on complete Riemannian
manifolds
We start by recalling some facts from critical point theory for distance
functions on n-dimensional complete Riemannian manifolds (M,g), cf. [16]
or [20, Section 11.1].
Let d denote the Riemannian distance on M , and let A be a nonempty
closed subset of M . Then the distance function from A is defined by
f(p) := d(p,A) := min{d(p, q) : q ∈ A}
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for every p ∈ M . The function f is Lipschitz with constant one. By Rade-
macher’s theorem it is differentiable except possibly on a set Nf of measure
zero. Let
(2.1) limp(grad f) := TMp ∩ {gradf(q) : q ∈M \Nf}
for every p ∈ M . Of course, this definition is meaningful for any Lipschitz
function f :M → R. If f is the distance function from A, and if p ∈M \A,
then the set limp(grad f) coincides with the set SpA, defined by
{−ρ˙(0) | ρ : [0, f(p)]→M is a unit-speed geodesic, ρ(0) = p, ρ(f(p)) ∈ A}.
To prove this, observe that along such a geodesic ρ we have f◦ρ(t) = f(p)−t,
and hence SpA = {gradf(p)} whenever p ∈ M \ (A ∪ Nf ). The assertion
follows, since a limit of shortest geodesic connections to A is a shortest
geodesic connection to A, and since f is differentiable at inner points of
such geodesics, cf. [21, Theorem 3.8.2 (4)]. In particular, this consideration
shows that |gradf | = 1 on the set M \ (A ∪Nf ).
Definition 2.1. A distance function f is called regular at a point p ∈M \A
if the set limp(grad f) is contained in an open hemisphere of the unit sphere
in TMp, i.e. if there exists a vector w ∈ TMp such that g(v,w) > 0 for all
v ∈ limp(grad f).
In analogy to the case of smooth functions, versions of the implicit func-
tion theorem and of the isotopy lemma are valid for distance functions,
cf. [16, Propositions 1.7 and 1.8]: If r ∈ (0,∞) is a regular value for f ,
i.e. if f−1(r) contains only regular points of f , then f−1(r) is an (n − 1)-
dimensional topological manifold. If A ⊆ M is compact, i.e. if f is proper,
and if [r1, r2] ⊆ (0,∞) contains only regular values for f , then f−1([r1, r2])
is homeomorphic to f−1(r1)× [r1, r2].
If f : M → R is a proper Lipschitz function, then the coarea formula [8,
13.4.2] implies that the real function
t 7→ Hn−1(f−1(t))
is L1. In general it can have discontinuities, even if f is a distance function.
We will now show that we have continuity in the case of regular distance
functions f . We could not find this simple, but potentially useful fact in
the literature. Essentially, it follows from the following obvious continuity
property of the generalized gradient of distance functions. Suppose f :M →
R is the distance function from a closed set A and the sequence pi ∈M \A
converges to p ∈ M \ A. If a sequence vi ∈ limpi(grad f) converges to
v ∈ TMp, then v ∈ limp(grad f), see (2.1).
Proposition 2.2. Let M be a complete Riemannian manifold, let ∅ 6= A ⊆
M be compact, and suppose that f = d(·, A) is regular on f−1((a, b)), where
(a, b) ⊆ (0,∞). Then the function
t ∈ (a, b) 7→ Hn−1(f−1(t))
is continuous.
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Proof. Obviously, it suffices to treat the case [a, b] ⊆ (0,∞), where f is
regular on the compact set f−1([a, b]) ⊆ M . Then [16, p. 361] implies that
there exists a smooth unit vector field X on f−1((a, b)) and θ ∈ (0, π/2)
such that
∠(Xp, v) ≤ θ
whenever p ∈ f−1((a, b)) and v ∈ limp(grad f). If γ : (α, β) → f−1((a, b)) is
a flow line of X and [s, t] ⊆ (α, β), then
(2.2) f ◦ γ(t)− f ◦ γ(s) ≥ cos θ (t− s),
cf. [16, Lemma 1.5]. The flow of X allows us to realize the level sets f−1(t)
for t ∈ (a, b) locally as Lipschitz graphs with uniform Lipschitz constant as
follows: If p ∈ f−1(t) we choose a local hypersurface H ⊆M through p such
that the flow ϕ of X induces a chart
ϕ : H × (−ǫ, ǫ)→ V ⊆ f−1((a, b))
of M for some ǫ > 0. By (2.2), for H small enough, there exists δ > 0 such
that each flow line ϕ(x, ·) : (−ǫ, ǫ)→ V , x ∈ H, intersects f−1(s) in exactly
one point, for every s ∈ (t−δ, t+δ). Hence, for each such s there is a unique
function gs : H → (−ǫ, ǫ) such that
{ϕ(x, gs(x)) : x ∈ H} = f−1(s) ∩ V.
Since f is Lipschitz we can assume that f ◦ ϕ is Lipschitz with constant
L <∞ with respect to the metric
d˜((x, σ), (y, τ)) = d(x, y) + |τ − σ|
on H × (−ǫ, ǫ), where d denotes the distance on M restricted to H. To
prove the Lipschitz continuity of gs, let x, y ∈ H. We can assume that
gs(x) ≥ gs(y). We use (2.2) to estimate
s = f(ϕ(x, gs(x))) ≥ f(ϕ(x, gs(y)) + cos θ (gs(x)− gs(y))
≥ f(ϕ(y, gs(y))− Ld(x, y) + cos θ (gs(x)− gs(y)).
Since f(ϕ(y, gs(y)) = s, we conclude that
0 ≤ gs(x)− gs(y) ≤ L
cos θ
d(x, y).
Hence the functions gs, s ∈ (t − δ, t + δ), are all Lipschitz with constant
L/ cos θ. In particular, by Rademacher’s Theorem, every gs is almost every-
where differentiable on H.
Next we assume that gs is differentiable at x ∈ H. We let
W = {(w,Dgs(x)w) : w ∈ THx} ⊆ T (H × (−ǫ, ǫ))(x,gs(x))
denote the tangent space of the graph of gs at x. We will use the following
elementary fact, the proof of which is given below.
Fact. The hyperplane Dϕ(W ) in TMp, p = ϕ(x, g
s(x)), is orthogonal to
every element of limp(grad f).
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So, if gs is differentiable at x, then limp(grad f), p = ϕ(x, g
s(x)), consists
of a single vector. Otherwise limp(grad f) would contain two unit vectors
v1 = −v2, contradicting the regularity of f at p.
Now the above-mentioned continuity property of limp(grad f) implies the
following. If (xi, si) ∈ H × (t − ǫ, t + ǫ) converge to (x, t) ∈ H × {t},
if the gsi are differentiable at xi and if g
t is differentiable at x, then the
differentials Dgsi(xi) converge to Dg
t(x). Now the area formula [13, 3.2.3]
and Lebesgue’s theorem on dominated convergence imply the following: If
λ is a continuous function with compact support in V = ϕ(H × (−ǫ, ǫ)) and
if ti ∈ (t− ǫ, t+ ǫ) satisfy lim ti = t, then
lim
i→∞
∫
M
λχf−1(ti) dHn−1 =
∫
M
λχf−1(t) dHn−1.
Finally, a partition of unity argument shows that
lim
i→∞
Hn−1(f−1(ti)) = Hn−1(f−1(t)).
To prove Fact, let γ be a curve through γ(0) = p such that γ˙(0) exists.
Then the first variation formula implies
(2.3) lim sup
t↓0
1
t
(f ◦ γ(t)− f(p)) ≤ 〈γ˙(0), v〉
for every v ∈ limp(grad f). If γ takes values in f−1(s), then (2.3) implies
that
〈γ˙(0), v〉 ≥ 0
for every v ∈ limp(grad f). Replacing γ by γ˜(t) = γ(−t) we see that in fact
〈γ˙(0), v〉 = 0
for every v ∈ limp(grad f). 
3. Busemann functions on cylinders without conjugate points
In this section we define a proper function b : C → (−∞, 0], whose su-
perlevels Ht := b
−1[−t, 0] provide the exhaustion of C by compact sets to
which we will apply Hopf’s method. In a neighborhood of each end of C the
function b coincides with the Busemann function of a ray converging to this
end. It is a helpful fact, proved in Proposition 3.4, that b is regular in the
sense of distance functions.
First we recall the definition of Busemann functions, cf. [10, Section 22] or
[20]. Let (M,g) be a complete Riemannian manifold. A geodesic γ : I →M ,
defined on a possibly infinite interval I ⊆ R, is minimal if d(γ(s), γ(t)) =
|t− s| for all s, t ∈ I. A minimal geodesic γ : [0,∞)→M is called a ray. A
ray ρ is called a coray to a ray γ if it is a limit of minimal geodesics starting
at ρ(0) and ending on γ. Clearly, given a ray γ and a point p in M , there
exists a coray to γ emanating from p. However, it need not be uniquely
determined.
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Definition 3.1 ([10, equation (22.3)]). Let γ be a ray in (M,g). Its Buse-
mann function bγ :M → R is defined by
(3.1) bγ(p) := lim
t→∞
(d(p, γ(t)) − t).
In particular, we have bγ(γ(s)) = lim
t→∞
(|t− s| − t) = −s.
The level sets of a Busemann function are called horospheres, in the case
of a surface also horocycles. Observe that the horosphere b−1γ (a) is the limit
of the distance spheres ∂B (γ(t), t + a) as t→∞. One should think of bγ as
a “distance function from γ(∞)”, as is justified by the following proposition.
Proposition 3.2 ([10, equation (22.16)], [21, Theorem 3.8.2]). Let γ be a
ray in (M,g), then
(i) bγ is 1-Lipschitz. If a ∈ bγ(M), then
bγ(p) = a+ d(p, b
−1
γ (a)) for all p with bγ(p) ≥ a.
(ii) A unit-speed geodesic ρ : [0,∞)→M is a coray to γ if and only if
bγ ◦ ρ(t) = bγ ◦ ρ(0) − t for all t ∈ [0,∞).
(iii) If p ∈M , then
limp(grad bγ) = {−ρ˙(0) : ρ is a coray to γ, ρ(0) = p}.
By (i), for every a ∈ R, the Busemann function bγ and the distance
function from the horosphere b−1γ (a) coincide, up to the constant a, on the
set b−1γ ([a,∞)). In particular, bγ is almost everywhere differentiable with
unit gradient. A Busemann function is called regular if for every a ∈ R the
function bγ |(b−1γ [a,∞)) is regular in the sense of distance functions.
Definition 3.3. Let (C, g) be a complete Riemannian cylinder. For every
point p ∈ C let l(p) denote the minimal length of noncontractible loops with
basepoint p.
Proposition 3.4. Let (C, g) be a complete Riemannian cylinder without
conjugate points and let γ : [0,∞)→ C be a ray such that
(3.2) lim inf
t→∞
1
t
l(γ(t)) < 1.
Then bγ is a proper and regular Busemann function. Each of its level sets is
homeomorphic to S1 and generates the fundamental group of the cylinder.
In the proof of this proposition we will need the following general lemma
and two remarks on basic properties of shortest noncontractible loops.
Lemma 3.5 ([5, p. 191, Lemma 1]). Every simple closed curve on a cylinder
is either contractible or generates the fundamental group.
Remark 3.6. Each shortest noncontractible geodesic loop on a Riemannian
cylinder is simple and generates the fundamental group.
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To prove the remark, we first show that shortest noncontractible geodesic
loops are simple. Let δ : [0, l(p)] → C be such a loop based at a point
p ∈ C. Assume δ is not simple. Then there exist 0 < s1 < s2 < l(p)
such that δ(s1) = δ(s2). The restriction of δ to the set [0, s1] ∪ [s2, l(p)] is
a contractible loop by minimality of δ. Hence δ|[s1, s2] is noncontractible.
This implies that δ|[0, s2] ∗ (−δ|[0, s1]) is a noncontractible loop based at p
and of length l(p) that can be shortened, a contradiction. This proves that
such loops are simple. Lemma 3.5 implies that they are generators of the
fundamental group.
Definition 3.7. Let γ be a ray on a complete Riemannian cylinder C with-
out conjugate points. For all t ≥ 0, let δt : [0, l(γ(t))] → C be the shortest
noncontractible geodesic loop based at γ(t) and having the same orientation
as S1 × {0} ⊆ C.
Remark 3.8 ([9, p. 631, lines 13-17]). If s < t, then δs and δt are disjoint
and bound a compact subcylinder.
Proof of Proposition 3.4. (a) We first prove that on a complete simply con-
nected surface (S, g) without conjugate points every ray γ : [0,∞)→ S has
precisely one coray starting at any given point p ∈ S: If p ∈ im (γ), then
our claim is an obvious consequence of the fact that for any pair of points
p, q ∈ S there is precisely one geodesic from p to q up to parametrization.
If p /∈ im (γ), we introduce polar coordinates on TMp \ {0p} and write
exp−1p ◦γ (t) = r(t) (cosϕ(t), sinϕ(t)).
Using the uniqueness of geodesics between pairs of points again, we see that
ϕ : [0,∞) → R is injective, hence strictly monotonic. This implies the
uniqueness of corays in S.
(b) Next we show that for every p ∈ C there are at most two corays to γ
emanating from p. Let ri →∞ be a sequence of nonnegative real numbers,
and let ρi : [0, Li] → C be minimal geodesics starting at p and ending at
γ(ri). Denote by ρ˜i the lifts of the ρi by the universal Riemannian covering
expp : TCp → C, starting at ρ˜i(0) = 0p. If ri < rj then the minimal
geodesics ρi, γ|[ri, rj ],−ρj constitute a simple closed curve on the cylinder.
Lemma 3.5 implies that, for all i, the endpoints ρ˜i(Li) of the lifts lie on two
neighbouring lifts of the ray γ. By (a), the sequence (ρ˙i(0)) has at most two
limit points.
(c) Here we prove the regularity of the Busemann function bγ . Suppose
bγ is not regular at a point p ∈ C. By (b) and Proposition 3.2 (iii) this
would imply the existence of two γ-corays ρ+ and ρ− emanating from p
with opposite initial vectors (ρ+)˙(0) = −(ρ−)˙(0). They would compose
a complete geodesic ρ : R → C, ρ|[0,∞) = ρ+ that in both directions
approaches the same end as the ray γ. As we will see, this contradicts
assumption (3.2).
For every t ∈ [0,∞) let Ct denote the closed (noncompact) subcylin-
der that is bounded by δt, see Definition 3.7, and that contains γ(0). By
10 VICTOR BANGERT & PATRICK EMMERICH
[18, Lemma 12] and assumption (3.2), we have Ct ↑ C for t ↑ ∞. Since
γ((t,∞)) ⊆ C \ Ct for every nonnegative t, we see that the γ-corays ρ±
intersect the loops δt for sufficiently large t ∈ [0,∞). Fix such t and set
r+ := min ρ
−1
+ (im (ρ+) ∩ im (δt)), so that q+ := ρ+(r+) is the first point of
intersection of ρ+ and δt along ρ+. Let r− and q− be analogously defined
for the ray ρ−. By construction we have three curves starting at q− and
ending at q+ that are simple and pairwise disjoint up to their endpoints:
the curve ρ|[−r−, r+], and the two curves obtained by splitting the loop δt
at the points q− and q+. Since δt generates the fundamental group, Lemma
3.5 implies that ρ|[−r−, r+] is homotopic to one of the other two curves.
Thus it is homotopic to a curve of length less than l(γ(t)). Since g has no
conjugate points this implies
(3.3) r+ + r− < l(γ(t)).
On the other hand, by the triangle inequality
d(γ(0), γ(t)) ≤ d(γ(0), p) + r± + d(q±, γ(t)),
we have the following lower estimates for r+ and r− respectively,
(3.4) t ≤ d(γ(0), p) + r± + l(γ(t))/2.
Combining (3.3) and (3.4) we obtain
t ≤ d(γ(0), p) + l(γ(t))
for all sufficiently large t ∈ [0,∞). This contradicts assumption (3.2).
(d) Here we show that bγ is proper. It suffices to show that there is ǫ > 0
and a sequence ti →∞ such that for every p ∈ C we have
(3.5) d(p, γ(0)) ≥ 2ti =⇒ |bγ(p)| ≥ ǫti.
Choose l0 > l(γ(0))/2 and let C+ and C− ⊇ γ([l0,∞)) be the two unbounded
components of C \B(γ(0), l0). If p ∈ C+ and t ≥ l0, then
d(p, γ(t)) ≥ (d(p, γ(0)) − l0)+ (t− l0),
and hence bγ(p) ≥ d(p, γ(0)) − 2l0 by (3.1).
For p ∈ C− we have to use assumption (3.2), by which we can choose
0 < ǫ < 1 and a sequence ti →∞ such that l(γ(ti)) ≤ 2(1−ǫ)ti for all i. Since
bγ is 1-Lipschitz and bγ(δti(0)) = bγ(γ(ti)) = −ti, we have that on the loop
δti the Busemann function bγ is bounded above by −ti + l(γ(ti))/2 ≤ −ǫti.
We will now show that this implies that bγ(p) ≤ −ǫti for all p ∈ C \ Cti ,
and hence for all p ∈ C− such that d(p, γ(0)) ≥ 2ti: If p ∈ C \ Cti there
exists j > i such that tj > ti and p ∈ Ctj \Cti . This is true since Ct ↑ C for
t ↑ ∞, cf. the proof of (c). Since, by (c), bγ is a regular distance function,
[16, Prop. 1.6] implies that bγ does not have any local maxima, and hence
bγ(p) ≤ max
∂(Ctj \Cti )
bγ ≤ max{−ǫti,−ǫtj} = −ǫti
as claimed.
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(e) From the isotopy lemma for regular distance functions we conclude
that for all compact intervals [a1, a2] ⊆ R there exists a homeomorphism
h : b−1γ ([a1, a2])→ b−1γ (a1)× [a1, a2]; in particular, all horocycles are homeo-
morphic. This implies, that C is homeomorphic to b−1γ (a)×R for any a ∈ R.
Hence each b−1γ (a) is connected and noncontractible, and thus generates the
fundamental group of the cylinder. 
Next we describe the construction of the exhaustion functions used in this
paper. We assume that there exist two rays γ1, γ2 : [0,∞)→ C, converging
to the different ends and such that
(3.6) lim inf
t→∞
1
t
l(γi(t)) < 1 for i = 1, 2.
Our exhaustion function b will depend on the choice of these rays. First
note that by replacing γ1 (or γ2) by an appropriate subray, we may assume
(3.7) b−1γ1 ((−∞, 0)) ∩ b−1γ2 ((−∞, 0)) = ∅.
This can be seen using Proposition 3.4: If t0 := min bγ1 |b−1γ2 (0), then we
have b−1γ1 ((−∞, t0))∩ b−1γ2 (0) = ∅. Since γ1 and γ2 converge to different ends,
we have b−1γ1 ((−∞, t0)) ∩ b−1γ2 ((−∞, 0)) = ∅. Now replacing γ1 by its subray
t 7→ γ1(t0 + t) yields (3.7).
Definition 3.9. Assuming (3.6) and (3.7) we define b : C → (−∞, 0] by
(3.8) b(p) =

bγ1(p) if bγ1(p) ≤ 0,
bγ2(p) if bγ2(p) ≤ 0,
0 otherwise.
We will call b the Busemann function associated to the rays γ1, γ2 satisfying
(3.6) and (3.7).
Corollary 3.10. Let (C, g) be a complete Riemannian cylinder without con-
jugate points, and assume that there exist rays γ1, γ2 : [0,∞) → C converg-
ing to the different ends of C and satisfying (3.6) and (3.7). Let b be the
Busemann function associated to γ1, γ2. Then:
(i) For every t ∈ [0,∞) the superlevel Ht := b−1([−t, 0]) ⊆ C is a
compact subcylinder; its boundary ht := b
−1(−t) is the union of the
two horocycles hγ1t := b
−1
γ1 (−t) and hγ2t := b−1γ2 (−t).
(ii) For all t ∈ [0,∞) and all p ∈ Ht \H0 we have b(p) = d(p, ht) − t.
The function b is regular in the sense of distance functions on the
set C \H0.
The notation is chosen so that γi(t) ∈ ht for all t ∈ [0,∞) and i = 1, 2.
Proof. The statement is an immediate consequence of Proposition 3.4 and
Proposition 3.2 (i). 
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Remark 3.11. Actually, the construction of an exhaustion function b as
above is possible under the following weaker condition (3.6’) on the two rays
γ1 and γ2,
(3.6’) lim inf
t→∞
1
t
l(γi(t)) < 2 for i = 1, 2.
This condition (3.6’) is sharp since the examples in Section 1 show that
horocycles of a ray on C can be noncompact if (3.6’) is not satisfied for this
ray. However, when we apply Corollary 3.10 in the proofs of Theorem 3 and
4, we even have the assumption that limt→∞
1
t l(γ(t)) = 0. So, we do not
need the sharp version.
The proof of this sharp version is analogous to the proof of Proposition
3.4 with the following additional remark concerning part (c): If p = ρ(0)
is in an appropriate neighborhood of γ(∞), then inequality (3.3) can be
improved to the equality
(3.3’) r+ + r− + d(q+, γ(t)) + d(q−, γ(t)) = l(γ(t)).
4. The fundamental inequality
We consider a complete cylinder (C, g) without conjugate points that
admits two rays γ1, γ2 converging to the different ends of C and satisfying
(3.6) and (3.7). Let b : C → (−∞, 0] be the Busemann function associated
to γ1 and γ2 defined by (3.8). We apply Hopf’s method to the compact
superlevels Ht = b
−1([−t, 0]) and estimate the boundary terms as in [9, 1.3].
This leads to our fundamental inequality (4.6).
In the following σ : T 1M →M denotes the unit tangent bundle of a Rie-
mannian manifold M . Hopf’s method is based on the following observation
made in [17].
Lemma 4.1 ([17]). Let (S, g) be a complete surface without conjugate points.
Then there exists a Borel measurable and locally bounded function u : T 1S×
R → R with the following properties: For every v ∈ T 1S the function
uv(t) := u(v, t) is a solution of the Riccati equation along the geodesic γv
with γ˙v(0) = v, i.e.
(4.1) (uv)
′(t) + (uv)
2(t) +K ◦ γv(t) = 0
for all t ∈ R. The function u is invariant under the geodesic flow Φ, i.e.
(4.2) u(v, s + t) = u(Φsv, t)
for all v ∈ T 1S and all s, t ∈ R.
Proof. Except for the local boundedness this follows from [17]. In [17] Hopf
proves that u satisfies the uniform bound
|u(v, t)| ≤ A
provided the Gaussian curvature satisfies K > −A2 for some constant A > 0
everywhere. In our case, for every relatively compact set V ⊆ T 1S we can
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find a constant A > 0 such that K(γv(t)) > −A2 for all (v, t) ∈ V × [−1, 1].
Under these assumptions a slight variation of Hopf’s argument proves that
|u(v, 0)| ≤ A coshA
sinhA
< A+ 1
for all v ∈ V . This together with (4.2) implies the local boundedness of
u. 
Let U = u(·, 0) : T 1C → R. We intend to integrate the function U2 over
σ−1(Ht) with respect to the Liouville measure µ on T
1C. The Liouville
measure µ is invariant under the geodesic flow, and µ is the product of
the Lebesgue measure on the fibers of T 1C with the Riemannian volume
vol2 on C. To treat the boundary terms we use the measure ν on T
1C
that is the product of the Lebesgue measure on the fibers of T 1C with the
one-dimensional Hausdorff measure H1 on C.
The following lemma is a version of [9, 1.3]. The fact that horospheres
are equidistant simplifies the proof of our case. On the other hand, the
boundary ht of Ht may be less regular than assumed in [9].
Lemma 4.2 (cf. [9, 1.3]). Let (C, g) be a complete Riemannian cylinder
without conjugate points and let b : C → (−∞, 0] be the Busemann function
associated to the two rays γ1, γ2. Then we have
(4.3)
∫
σ−1(Ht)
U2 dµ ≤ −2π
∫
Ht
K dvol2 + 2
∫
σ−1(ht)
|U | dν
for almost every t ∈ [0,∞).
Proof. Let t ∈ [0,∞). Integrating the Riccati equation (4.1), we get∫
σ−1(Ht)
{
1
s
∫ s
0
u′(v, s′) + u2(v, s′) +K(γv(s
′)) ds′
}
dµ(v) = 0.
for all s > 0. We let s→ 0 to obtain∫
σ−1(Ht)
U2(v) dµ(v) ≤ −
∫
σ−1(Ht)
K(σ(v)) dµ(v)
+ lim sup
s→0
∣∣∣∣∣
∫
σ−1(Ht)
{
1
s
∫ s
0
u′(v, s′) ds′
}
dµ(v)
∣∣∣∣∣ .(4.4)
By (4.2) and the Φ-invariance of µ we have∫
σ−1(Ht)
{∫ s
0
u′(v, s′) ds′
}
dµ(v) =
∫
σ−1(Ht)
{U(Φsv)− U(v)} dµ(v)
=
∫
Φs(σ−1(Ht))
U dµ−
∫
σ−1(Ht)
U dµ.
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For the symmetric difference of the domains of the last two integrals we have
Φs(σ−1(Ht)) ∆ σ
−1(Ht) ⊆ Φ(σ−1(ht)× [−s, s])
⊆ σ−1({p ∈ C : d(p, ht) ≤ s})
⊆ (b ◦ σ)−1([t− s, t+ s]),
where the last inclusion holds since b is 1-Lipschitz. This implies∣∣∣∣∣1s
∫
σ−1(Ht)
{∫ s
0
u′(v, s′) ds′
}
dµ(v)
∣∣∣∣∣ ≤ 1s
∫
(b◦σ)−1([t−s,t+s])
|U(v)| dµ(v)
=
1
s
∫ t+s
t−s
ds′
{∫
σ−1(hs′ )
|U(v)| dν(v)
}
,
where the last equality follows from the coarea formula [8, 13.4.6] for the
function b, which has unit gradient almost everywhere in C \H0, see Corol-
lary 4.4. Since
lim
s→0
1
s
∫ t+s
t
ds′
{∫
σ−1(hs′ )
|U | dν
}
=
∫
σ−1(ht)
|U | dν
for almost every t ∈ [0,∞) by [12, VII.4.14 (Hauptsatz)], the conclusion
follows from inequality (4.4). 
Definition 4.3. Let b be the Busemann function associated to the two rays
γ1, γ2. For all t ∈ [0,∞) denote the length of the boundary ht of Ht by
(4.5) h(t) := H1 (ht) = H1(hγ1t ) +H1(hγ2t ),
the volume of Ht by v(t) := vol2(Ht), the total curvature of Ht by ω(t) :=∫
Ht
K dvol2, and the U
2-integral over σ−1(Ht) by F (t) :=
∫
σ−1(Ht)
U2 dµ.
Corollary 4.4. The function h : [0,∞) → [0,∞) is continuous. The func-
tions v : [0,∞) → [0,∞), ω : [0,∞) → R and F : [0,∞) → [0,∞) are abso-
lutely continuous and differentiable almost everywhere. For all t ∈ [0,∞)
v(t) = v(0) +
∫ t
0
h(s) ds,
ω(t) = ω(0) +
∫ t
0
ds
{∫
hs
K dH1
}
,
F (t) = F (0) +
∫ t
0
ds
{∫
σ−1(hs)
U2 dν
}
.
The integrands on the right hand side are almost everywhere the derivatives
of the functions v, ω, F , respectively. With these notions inequality (4.3)
implies the following differential inequality which is valid almost everywhere:
(4.6) F ≤ −2πω + 2(2πF ′h)1/2.
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Proof. The continuity of h is a consequence of Proposition 2.2 and the reg-
ularity of b, see Corollary 3.10. The first equality follows from the coarea
formula [8, 13.4.2], since, on the set C \H0, the function b is almost every-
where differentiable with unit gradient. The second and third equality follow
from [8, 13.4.6], which is a corollary of the coarea formula, for the integrable
functions K : M → R and U2 : T 1M → R. In particular, s 7→ ∫hs K dH1
and s 7→ ∫σ−1(hs) U2 dν are in L1. The remaining properties of the functions
v, ω and F now follow from [12, VII.4.14 (Hauptsatz)]. Finally, applying
the Cauchy-Schwarz inequality to the last term of inequality (4.3) we see
that (4.3) implies our fundamental inequality (4.6). 
5. The lengths of horocycles and total curvature
If b : C → (−∞, 0] is a Busemann function associated to two rays γ1, γ2
and if b is smooth on C \ H0, then the length h(t) of the boundary ht of
Ht = b
−1([−t, 0]) satisfies
h′(t) =
∫
ht
k dH1,
where k denotes the geodesic curvature of ht = ∂Ht with respect to the
inward pointing normal. Using the Gauss-Bonnet formula we obtain
h′(t) = −ω(t)
and
h(t2)− h(t1) = −
∫ t2
t1
ω(t) dt
for all t1 ≤ t2 in [0,∞). If b is not smooth, then this equality will in general
only be an inequality, as stated in the following lemma.
Lemma 5.1. Let b be the Busemann function associated to the two rays
γ1, γ2. Then we have
(5.1) h(t2)− h(t1) ≥ −
∫ t2
t1
ω(t) dt
for all t1 ≤ t2 in [0,∞).
This phenomenon can already be observed in the Euclidian plane if one
looks at the inner equidistants of a polygon. The effect of an inner angle α ∈
(0, π) on the derivative of the lengths of the inner equidistants is 2 tan π−α2 ,
while it adds π − α to the geodesic curvature.
In our proof of Theorem 3, inequality (5.1) is crucial to relate the curva-
ture term ω(t) in the fundamental inequality (4.6), to the derivative h′(t) of
the lengths of horocycles. Inequality (5.1) has a long history. It has been
used in the investigation of isoperimetric inequalities on surfaces, see [6],
[14],[19].
Inequality (5.1) can be proved by approximation with polyhedral metrics,
see the book [1] by A. D. Aleksandrov and V. A. Zalgaller. Yu. D. Burago
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and V. A. Zalgaller summarize this method in [8, §§ 2 - 3] in order to use
it in a proof of the isoperimetric inequality for surfaces by the method of
inner equidistants. Up to a final limit argument our Lemma 5.1 follows from
Lemma [8, 3.2.3]. This limit argument is provided in the appendix.
6. Proof of Theorem 3
In this section we prove
Theorem 3. Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 × R. Assume there exist two rays γ1, γ2 :
[0,∞)→ C converging to the different ends of C such that, for i ∈ {1, 2}, the
1-dimensional Hausdorff measures of the corresponding horocycles hγit satisfy
lim
t→∞
1
t
H1(hγit ) = 0.
Then g is flat.
We intend to use the Busemann function associated to the two rays
γ1, γ2, cf. Section 2. For this we need to know that condition (3.6) is sat-
isfied, i.e. that lim inf 1t l(γi(t)) < 1. The following two lemmas prove that
lim 1tH1(hγit ) = 0 even implies lim 1t l(γi(t)) = 0.
Lemma 6.1. Let E be an unbounded, connected, open subset of C. Assume
that there exists an unbounded component U of C \E and p ∈ U ∩E. Then
we have
H1(∂E) ≥ l(p).
Proof. Since U and E are connected and unbounded and p ∈ U ∩ E, we
conclude that, for every r > 0, both U and E intersect the geodesic sphere
Sp(r) = {q ∈ C : d(p, q) = r}. For r < l(p)/2, the geodesic sphere Sp(r)
is diffeomorphic to a circle. Hence, for r ∈ (0, l(p)/2), ∂E has at least two
points in common with Sp(r). Since the distance function from p is Lipschitz
with constant one, we can use [13, 2.10.11] to conclude that
H1(∂E) ≥ 2(l(p)/2) = l(p).

Lemma 6.2. Let γ : [0,∞) → C be a ray with Busemann function bγ and
horocycles hγt := b
−1
γ (−t). Then we have
l(γ(t)) ≤ H1(hγt )
for every t > l(γ(0))/2.
Proof. For fixed t > l(γ(0)) we consider the horoball
Eγt = b
−1
γ ((−∞,−t)).
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Then hγt = ∂E
γ
t . If γ(t) can be joined to infinity by a curve γ˜ : [0,∞) → C
with γ˜(0) = γ(t) and γ˜(s) /∈ Eγt for every s > 0, then we can apply Lemma
6.1 to E = Eγt and p = γ(t), and obtain
H1(hγt ) = H1(∂Eγt ) ≥ l(γ(t)),
as claimed. It remains to construct such a curve γ˜. First note that the
segment γ|[0, t] of the ray γ satisfies
bγ(γ(s)) = −s > −t, and hence γ(s) /∈ Eγt ,
for every s ∈ [0, t). So, it suffices to find a curve in C \ Eγt joining γ(0) to
infinity. Let δ0 denote the noncontractible geodesic loop at γ(0) of length
l(γ(0)). Since t > l(γ(0))/2, bγ(γ(0)) = 0 and bγ is 1-Lipschitz, we see that
δ0 ⊆ C \Eγt . The set C \δ0 has two connected components, both unbounded
in C, and the connected set E
γ
t is contained in one of them. Now γ(0) ∈ δ0
can be joined to infinity by a curve in the other component, so in particular
in C \ Eγt . 
The preceding lemma shows that our assumption lim 1tH1(hγit ) = 0 im-
plies lim 1t l(γi(t)) = 0. In particular, condition (3.6) is satisfied. Moreover,
replacing γ1 by a subray of γ1, we can assume that (3.7) holds. By Corollary
3.10 there exists the Busemann function b associated to the rays γ1, γ2, as
defined in (3.8). In the following proof we use the functions h(t), v(t), ω(t)
and F (t) defined for this function b, see Definition 4.3.
Proof of Theorem 3. Suppose F does not vanish identically, so that F (t0) >
0 for some t0 ∈ [0,∞). We may assume t0 = 0 by replacing γ1, γ2 by
appropriate subrays, and hence F > 0 by monotonicity of F . From the
fundamental inequality (4.6) we infer
1 +
2πω
F
≤
√
8π
(
F ′
F 2
h
)1/2
,
and by integration, using the Cauchy-Schwarz-inequality, for every t ∈ [0,∞)∫ t
0
(
1 +
2πω
F
)
dL ≤
√
8π
(∫ t
0
F ′
F 2
dL
)1/2(∫ t
0
hdL
)1/2
.
Observing F
′
F 2
=
(− 1F )′ and using [12, VII.4.14 (Hauptsatz)] for the ab-
solutely continuous function 1F , and the first equality in Corollary 4.4, we
obtain
(6.1)
∫ t
0
(
1 +
2πω
F
)
dL ≤
(
8π
F (0)
)1/2
v(t)1/2.
Next, we wish to show that we have
(6.2)
∫ t
0
ω
F
dL ≥ − 1
F (0)
max
[0,t]
h
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for every t ∈ [0,∞). Let Ω(s) := ∫ s0 ω dL for every 0 ≤ s ≤ t. Integration by
parts [12, VII.4.16] for the absolutely continuous functions Ω, 1F : [0, t]→ R
implies
(6.3)
∫ t
0
ω
F
dL = Ω(t)
F (t)
+
∫ t
0
Ω
(
− 1
F
)′
dL.
By Lemma 5.1 for t1 = 0, t2 = s, we have Ω(s) ≥ −h(s) ≥ −max[0,t] h for
every 0 ≤ s ≤ t. Moreover, by monotonicity of F we have (− 1F )′ ≥ 0 almost
everywhere. Estimating the right hand side of (6.3) using these properties
and [12, VII.4.14 (Hauptsatz)] proves (6.2).
Combining inequalities (6.1) and (6.2) we conclude that
(6.4)
(
8π
F (0)
)1/2
v(t)1/2 ≥ t− 2π
F (0)
max
[0,t]
h
for every t ∈ [0,∞).
But, by (4.5) and our assumption, we have limt→∞ h(t)/t = 0, and thus
limt→∞ v(t)/t
2 = 0. Accordingly, inequality (6.4) cannot hold. Hence F =
0. The remainder of the proof is the same as in E. Hopf’s original argument:
By Definition 4.3, F = 0 implies that U = 0 µ-almost everywhere, and then
(4.1) and (4.2) imply that K = 0, i.e. g is flat. 
7. An application of Santalo’s formula
If we want to deduce Theorem 4 from Theorem 3 we have to convert
information on the lengths of shortest noncontractible loops into information
on the lengths of horocycles. This is achieved via the area estimate in
Proposition 7.2 below. This estimate is a consequence of Santalo’s formula,
cf. [2].
Proposition 7.1. Let M be an m-dimensional Riemannian manifold, m ≥
2, and let A ⊆M be a subset that is the closure of its interior and has strong
Lipschitz boundary. Assume that there exists T > 0 such that the following
is true: For every geodesic γ with γ(0) ∈ A there exists t ∈ (0, T ) such that
γ(t) /∈ A. Then we have
volm(A) ≤ cm volm−1(∂A)T,
where cm =
αm−2
(m−1)αm−1
and αm is the volume of the m-dimensional unit
sphere in Euclidian space. If every geodesic γ : [a, b]→M with γ([a, b]) ⊆ A
is minimal, then volm(A) ≤ cmvolm−1(∂A) diam(A).
Proof. Let ∂A+ ⊆ T 1M denote the set of all vectors v ∈ T 1M such that
σ(v) ∈ ∂A and the geodesic γv with initial vector v satisfies γv(t) ∈ A˚ for
all sufficiently small t > 0. Let Φ denote the geodesic flow of M . Then
Santalo’s formula implies
(7.1) µ(Φ(∂A+ × [0, T ])) ≤ αm−2
m− 1 volm−1(∂A)T,
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where µ denotes the Liouville measure on T 1M , cf. [2, Section 3]. Now we
use our assumption on T to show that
(7.2) T 1A˚ ⊆ Φ(∂A+ × (0, T )).
Namely, if v ∈ T 1A˚ then there exists t ∈ (0, T ) such that γv((−t, 0)) ⊆ A˚
and γv(−t) ∈ ∂A. This implies that w = γ˙v(−t) = Φ(v,−t) ∈ ∂A+, so that
v = Φ(w, t) with w ∈ ∂A+ and t ∈ (0, T ).
Finally, by the definition of the Liouville measure µ, we have
(7.3) µ(T 1A˚) = αm−1volm(A˚).
Now our claim follows from (7.1) - (7.3) and the fact that volm(A˚) = volm(A)
since ∂A is an (m − 1)-dimensional strong Lipschitz submanifold. Finally,
if every geodesic in A is minimal, then our assumption is satisfied for every
T > diam(A). Hence the second implication in our claim follows from the
first one. 
Proposition 7.2. Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 × R. Let D be a compact subcylinder of C
bounded by two noncontractible, piecewise regular C1-curves Γ1, Γ2 of lengths
L1, L2, respectively. Set L =
1
2(L1 + L2). Then
vol2(D) ≤ 8
π
(d(Γ1,Γ2) + L)L.
Proof. We let Γ denote a shortest geodesic segment joining Γ1 and Γ2, so that
L(Γ) = d(Γ1,Γ2). We consider a connected component D˜ of the preimage
of D in the universal Riemannian covering C˜ ≃ R2 of C. The two boundary
components of D˜ are lifts Γ˜1 of Γ1 and Γ˜2 of Γ2. We let Γ˜
n ⊆ D˜ denote
the lifts of Γ to D˜, numbered in their natural order. For every n ∈ N we
consider the compact subdomain D˜n of D˜ between Γ˜0 and Γ˜n. Note that
vol2(D˜
n) = n vol2(D).
We will now apply Proposition 7.1 to the set D˜n. Note that D˜n is bounded
by Γ˜0 and Γ˜n, both of length L(Γ), and by two segments on Γ˜1 and Γ˜2 of
lengths nL1 and nL2, respectively. So the total length of ∂D˜
n is 2(L(Γ) +
nL). Since every geodesic in C˜ is minimal, we conclude that
diam(D˜n) ≤ L(Γ) + nL.
Now Proposition 7.1 implies
vol2(D˜
n) ≤ 2
π
(L(Γ) + nL)2.
We choose n ∈ N such that
(n − 1)L ≤ L(Γ) < nL.
Then the preceding inequalities imply
vol2(D˜
n) ≤ 8n
2
π
L
2
.
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Since vol2(D) =
1
nvol2(D˜
n) we conclude that
vol2(D) ≤ 8
π
nL
2 ≤ 8
π
(L(Γ) + L)L.

Remark 7.3. (1) The inequalities in Proposition 7.1 are equalities if A is
a hemisphere. The inequality in Proposition 7.2 is always strict.
(2) Besicovitch’s Lemma [3] implies the following reverse inequality which
is true without the assumption that there do not exist conjugate points. If
D = S1×[0, 1] is a compact Riemannian cylinder with boundary components
Γ1 and Γ2, and if L denotes the minimal length of a noncontractible closed
curve in D, then
vol2(D) ≥ d(Γ1,Γ2)L.
This inequality is an equality if D is flat with geodesic boundary.
8. Proof of Theorem 4
In this section we prove
Theorem 4. Let g be a complete Riemannian metric without conjugate
points on the cylinder C = S1 × R. Assume that for some constants c, κ, λ
in [0,∞) with 2λ+ κ2 < 1, and for all p ∈ C we have that
(i’) the Gaussian curvature K of g satisfies K(p) ≥ −c (d(p, p0) + 1)κ,
and
(ii’) the length l(p) of the shortest noncontractible loop at p satisfies l(p) ≤
c (d(p, p0) + 1)
λ.
Then g is flat.
Remark 8.1. The same conclusion holds if we replace condition (i’) by
(i”) the Gaussian curvature K of g satisfies K(p) ≤ c (d(p, p0) + 1)κ.
We will reduce Theorem 4 to Theorem 3. So, we have to prove that (i’)
and (ii’) imply the existence of two rays γ1, γ2 converging to the different
ends of C such that the lengths H1(hγit ) of the horocycles hγit corresponding
to γi satisfy
lim
t→∞
1
t
H1(hγit ) = 0
for i = 1, 2. Actually, we are going to prove that this is true for any two
rays γ1, γ2 converging to the different ends of C.
The idea of the proof is as follows. By (ii’) we can assume that (3.6)
and (3.7) are satisfied for γ1 and γ2, and, as before, we let b : C → [0,∞)
denote the Busemann function associated to the rays γ1, γ2. Similarly, we
can assume that for all t ∈ [0,∞) the shortest noncontractible loops at γ1(t)
and γ2(t) are disjoint and bound a compact subcylinder ∆t ⊆ C, cf. Remark
3.6. Using Proposition 7.2 and (ii’) we obtain an estimate for vol2(∆t2 \∆t1)
of the type
(8.1) vol2(∆t2 \∆t1) ≤ c(t2 − t1 + tλ2)tλ2
RIEMANNIAN CYLINDERS WITHOUT CONJUGATE POINTS 21
for t2 > t1 ≥ 0. In order to convert this into an estimate on vol2(Ht2 \Ht1),
where as before Ht = b
−1([−t, 0]), we will use the following elementary
lemma.
Lemma 8.2. Let l : [0,∞)→ [0,∞) be defined by
l(t) = l(γ1(t)) + l(γ2(t)).
If t ∈ [0,∞) and a ∈ (0, t) satisfy l(t− a) ≤ 2a and l(t+ a) ≤ 2a, then
∆t−a ⊆ Ht ⊆ ∆t+a.
Remark 8.3. If l(t) ≤ tλ for all t ≥ t0, and if λ < 1, then we have
l(t− tλ) ≤ 2tλ and l(t+ tλ) ≤ 2tλ, and hence ∆t−tλ ⊆ Ht ⊆ ∆t+tλ , provided
t− tλ ≥ t0.
We will continue the sketch of the proof of the theorem, and prove the
lemma afterwards. Using Lemma 8.2, inequality (8.1) and (ii’), we can find
an upper bound on vol2(Ht2 \Ht1) of the type
(8.2) vol2(Ht2 \Ht1) ≤ c(t2 − t1 + tλ2 )tλ2
if t2 > t1 and t1 is sufficiently large. By the coarea formula, cf. Corollary
4.4, we have
(8.3) vol2(Ht2 \Ht1) = v(t2)− v(t1) =
∫ t2
t1
h(t) dt,
where h(t) = H1(ht) = H1(hγ1t ) + H1(hγ2t ). So (8.2) provides a bound for
the integrals of h only. This does not suffice to prove directly our claim
that lim 1th(t) = 0. Additionally, we will use estimate (i’) on the Gaussian
curvature K and Lemma 5.1 to bound the variation of h. By Lemma 5.1 we
have for t2 ≥ t1 ≥ 0
(8.4) h(t2)− h(t1) ≥ −
∫ t2
t1
ω(t) dt,
where, as before, ω(t) =
∫
Ht
K dvol2. So, we need an estimate on ω(t). Since
the subcylinder ∆t is bounded by two geodesic loops, we have∣∣∣∣∫
∆t
K dvol2
∣∣∣∣ ≤ 2π.
Now we can use Lemma 8.2, inequality (8.1), (i’) and (ii’) to show that
(8.5) ω(t) < c tκ+2λ + 2π
if t is sufficiently large. Then we use (8.2) - (8.4) for t2 = t1 + t
−κ
2
1 and
combine this with (8.5) to obtain an estimate of the type
h(t) ≤ c t2λ+κ2 .
Since we assumed that 2λ + κ2 < 1 this implies limt→∞
1
th(t) = 0. Now
Theorem 3 shows that g is flat.
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Proof of Lemma 8.2. We first show that l(t − a) ≤ 2a implies ∆t−a ⊆ Ht.
Recall that ∂∆t−a consists of the shortest noncontractible loops based at
γ1(t − a) and at γ2(t − a), both of length ≤ 2a by assumption. Since
{γ1(t− a), γ2(t− a)} ⊆ Ht−a = b−1([−t+ a, 0]) and since b is 1-Lipschitz we
conclude that ∂∆t−a ⊆ Ht = b−1([−t, 0]). Since ∆t−a and Ht are compact
subcylinders of C and ∂∆t−a ⊆ Ht, we see that ∆t−a ⊆ Ht. To prove the
inclusion Ht ⊆ ∆t+a we use the same arguments as above to conclude that
Ht ∩ ∂∆t+a = ∅. This implies that either Ht ∩ ∆t+a = ∅ or Ht ⊆ ∆t+a.
Since {γ1(0), γ2(0)} ⊆ Ht ∩∆t+a, the second alternative has to be true. 
Finally, we give the details of the proof of Theorem 4. In the following, the
values of the constants in the inequalities have no significance. In order to
simplify the estimates we will slightly increase κ and λ, so that in addition
to 2λ+ κ2 < 1 the following holds:
There exists t0 > 1 such that
(8.6) l(t) ≤ tλ, if t ≥ t0,
and such that
(8.7) K(p) ≥ −tκ, if t ≥ t0 and d(p,∆0) ≤ t.
We choose t1 > t0 such that t1 − tλ1 ≥ t0. Then Lemma 8.2 implies that
(8.8) ∆t−tλ ⊆ Ht ⊆ ∆t+tλ
for all t ≥ t1. If t > s ≥ t1 we conclude that
(8.9) Ht \Hs ⊆ ∆t+tλ \∆s−sλ.
Next we will use Proposition 7.2 to estimate vol2(∆t \ ∆s) for t > s ≥ 0.
The set ∆t \ ∆s consists of the two subcylinders bounded by the shortest
noncontractible loops based at the points γ1(s) and γ1(t), and at the points
γ2(s) and γ2(t), respectively. By Proposition 7.2 we can estimate the area
of each of these subcylinders by 4π
(
t− s+ 12(l(s) + l(t)
)
(l(s) + l(t)). Com-
bining this with (8.6) and (8.9) we obtain for t > s ≥ t1:
vol2(Ht \Hs) ≤ vol2(∆t+tλ \∆s−sλ) ≤
16
π
(
(t+ tλ)− (s− sλ) + tλ
)
tλ
≤ 16(t− s+ tλ)tλ.(8.10)
Next we derive an upper estimate for ω(t) = ω(Ht) =
∫
Ht
K dvol2. If
t ≥ t1, we can use (8.8) and obtain
(8.11) ω(Ht) = ω(∆t+tλ)− ω(∆t+tλ \Ht).
Since ∆t+tλ is a subcylinder bounded by two geodesic loops we have
(8.12) |ω(∆t+tλ)| < 2π
by the Gauss-Bonnet formula. Now we want to use the curvature estimate
(8.7) to estimate ω(∆t+tλ \Ht). To apply (8.7) we need to bound d(p,∆0) for
p ∈ ∆t+tλ \∆0. Each p ∈ ∆t+tλ\∆0 lies on a unique shortest noncontractible
RIEMANNIAN CYLINDERS WITHOUT CONJUGATE POINTS 23
loop based at γi(s) for some i ∈ {1, 2} and some s ∈ (0, t + tλ]. Since
γi(0) ∈ ∆0 we have
d(p,∆0) ≤ t+ tλ + 1
2
l(s) ≤ t+ 2tλ.
So, (8.7), (8.8) and (8.10) imply for t ≥ t1:
ω(∆t+tλ \Ht) ≥ −(t+ 2tλ)κ vol2(∆t+tλ \Ht)(8.13)
≥ −(t+ 2tλ)κ vol2(∆t+tλ \∆t−tλ)
≥ −48 tκ+2λ.
From (8.11) - (8.13) we obtain for t ≥ t1:
(8.14) ω(t) = ω(Ht) ≤ 2π + 48 tκ+2λ.
Actually, a similar argument applied to the equality
(8.15) ω(t) = ω(Ht) = ω(∆t−tλ) + ω(Ht \∆t−tλ)
shows that also ω(t) ≥ −2π − 48 tκ+2λ, so that in fact
|ω(t)| ≤ 2π + 48 tκ+2λ.
But for our purpose (8.14) is sufficient. Similarly, if instead of (8.7) we have
(8.7’) K(p) ≤ tκ, if t ≥ t0 and d(p,∆0) ≤ t,
then the same argument applied to (8.15) shows that (8.14) also holds in
this case.
To finish the argument we consider an arbitrary t ≥ t1 and recall that
vol2(Ht+t−
κ
2
\Ht) =
∫ t+t−κ2
t
h(t′)dt′
by Corollary 4.4. Hence, by (8.10), there exists s ∈ [t, t+ t−κ2 ] such that
h(s) ≤ 16 (t−κ2 + (t+ t−κ2 )λ) (t+ t−κ2 )λ tκ2 ≤ 64 (t−κ2 + tλ) tλ+κ2 .
Now Lemma 5.1, i.e. (8.4), implies that
h(s)− h(t) ≥ −
∫ s
t
ω(t′) dt′.
Using (8.14) and t ≤ s ≤ t+ t−κ2 ≤ t+ 1 we obtain
h(t) ≤ h(s) +
∫ s
t
ω(t′) dt′ ≤ 64 (t−κ2 + tλ) tλ+κ2 + (2π + 48 (t + 1)κ+2λ)t−κ2 .
Since 2λ + κ2 < 1, this implies limt→∞
1
th(t) = 0. Since h(t) = H1(hγ1t ) +
H1(hγ2t ), cf. (4.5), we see that the assumptions of Theorem 3 are satisfied in
our situation. Hence the Riemannian metric g is flat. 
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9. Appendix
Proof of Lemma 5.1. Approximate the compact subcylinder G := Ht2 ⊆
C, provided with the Riemannian distance d, by an adequate sequence of
polyhedra (Gi, di), as in [8, 3.1.1]. Denote by
P it = {p ∈ Gi : di(p, ∂Gi) < t}, f i(t) = H2di(P it ),
lit = {p ∈ Gi : di(p, ∂Gi) = t}, li(t) = H1di(lit),
ri = sup{di(p, ∂Gi) : p ∈ Gi}.
Whenever we omit the index i, we shall mean the corresponding objects for
(G, d), e.g. lt = {p ∈ G : d(p, ∂G) = t}, l(t) = H1d(lt). By Corollary 3.10 (ii)
we have
b(p) = d(p, ∂G) − t2
for all p ∈ G \H0, and hence
(9.1) ht = lt2−t and Ht = G \ Pt2−t
for all 0 ≤ t ≤ t2. The Gauss-Bonnet theorem [8, 2.1.5] implies that we have
(9.2) ω(t) + ω(Pt2−t) = −τ
for all t1 ≤ t ≤ t2. Here τ is the rotation of ∂G, i.e. the integral of the
geodesic curvature of ∂G with respect to the inner normal. Let T := t2− t1.
Then, by (9.1) and (9.2), the following inequality is equivalent to inequality
(5.1):
(9.3) l(T )− l(0) ≤
∫ T
0
−ω(Pt)− τ dt.
To prove this inequality, we use the approximation and the lemma of
Burago and Zalgaller. The lemma states, that inequality (9.3) is true for
the polyhedra (Gi, di). It then remains to show that it is still true in the
limit case (G, d). We begin by recalling the lemma of Burago and Zalgaller:
Lemma 9.1 ([8, 3.2.3]). The function f i is continuous on [0, ri) and twice
differentiable on [0, ri) \ Ai, where Ai ⊆ (0, ri) is finite. Moreover, for
t ∈ [0, ri) \ Ai,
(9.4) (f i)′(t) = li(t), (f i)′′(t) ≤ −ωi(P it)− τ i.
Here P
i
t = P
i
t ∪ lit, li(t) = H1di(lit) is the length of lit, and τ i is the rotation
of ∂Gi. At the singular points t ∈ Ai limits (from both sides) of the first
derivative exist, and we have
(9.5) (f i)′(t− 0) ≥ (f i)′(t+ 0).
Integrating inequality (9.4) and taking (9.5) into account, we obtain
(9.6) li(b)− li(a) ≤
∫ b
a
−ωi(P it)− τ i dt,
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for 0 ≤ a ≤ b ≤ T and every i ∈ N. For [a, b] = [0, T ] this implies that (9.3)
is true for the polyhedra (Gi, di). Next we show that we obtain inequality
(9.3) by taking the limit i→∞ in (9.6).
We will need that H2di(P it ) → H2d(Pt), i.e. f i(t) → f(t), and ωi(P
i
t) →
ω(Pt), for all t ∈ [0, T ]. The proofs are given below. Observe that τ i → τ
by definition, and that we have the weak convergence (ωi)± → ω± for the
positive and the negative parts of the curvature measures by [8, 3.1.1.(5)].
Thus the integrands on the right hand side of (9.6) are uniformly bounded
by some constant M < ∞ for every i ∈ N and every t ∈ [0, T ]. Lebesgue’s
theorem on dominated convergence implies that the right hand side of (9.6)
for [a, b] = [0, T ] converges to the right hand side of (9.3). We also see from
(9.6) that li(b) ≤ li(a) +M (b − a) for every i ∈ N and [a, b] ⊆ [0, T ]. Now
we use the continuity of l, cf. (9.1) and Corollary 4.4, the coarea formula for
f and the f i, and the pointwise convergence f i → f . Then we obtain
l(t) = lim
δ↓0
1
δ
(f(t+ δ)− f(t)) = lim
δ↓0
lim
i→∞
1
δ
(f i(t+ δ) − f i(t))
= lim
δ↓0
lim
i→∞
1
δ
∫ t+δ
t
li dL ≤ lim
δ↓0
lim inf
i→∞
(li(t) +Mδ) = lim inf
i→∞
li(t)
for every t ∈ [0, T ]. Together with the convergence li(0)→ l(0), which holds
by [8, 3.1.1.(4)], this proves the claim.
It remains to show that f i(t) → f(t) and ωi(P it) → ω(Pt) for every
t ∈ [0, T ]. Let t ∈ [0, T ] and write
(9.7) f i(t)− f(t) = (H2di(P it )−H2di(Pt)) + (H2di(Pt)−H2d(Pt)).
By [1, Chapter VIII, Theorem 9], we have that within any compact subset
Q ⊆ G, the areas H2
di
converge weakly to the area H2d. Since ∂Pt = l0 ∪ lt,
we have H2d(∂Pt) = 0. Thus the second summand approaches zero, see
e.g. [12, VIII.4.10]. Since the boundary curves ∂Gi converge to ∂G in the
Hausdorff sense, and by the uniform convergence of the metrics di → d,
cf. [8, 3.1.1.(1)], we have that the distance functions di(·, ∂Gi) converge
uniformly to d(·, ∂G). Hence, for large i ∈ N, the symmetric difference
P it∆Pt is contained in an arbitrarily small strip about l0 and lt. To be
precise, let ǫ > 0, and, by continuity of f , choose δ > 0 such that the set
Sǫ :=
⋃
s∈[0,δ] ls ∪
⋃
s∈[t−δ,t+δ] ls has area H2d(Sǫ) < ǫ. Since P it∆Pt ⊆ Sǫ
for almost all i ∈ N and by the weak convergence H2di → H2d again, we get
H2di(P it∆Pt) ≤ H2di(Sǫ) ≤ H2d(Sǫ) + ǫ ≤ 2ǫ for almost all i ∈ N. This implies
that the first summand on the right hand side of (9.7) approaches zero, too.
Hence f i(t) → f(t) for every t ∈ [0, T ]. The proof of the second claim, i.e.
ωi(P
i
t) → ω(Pt) for all t ∈ [0, T ], is analogous, if one uses (ωi)± → ω±, cf.
[8, 3.1.1.(5)]. 
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