Abstract. Shapiro and Xu [18] investigated uniform large deviation of a class of Hölder continuous random functions. It is shown under some standard moment conditions that with probability approaching one at exponential rate with the increase of sample size, the sample average approximation of the random function converges to its expected value uniformly over a compact set. This note extends the result to a class of discontinuous functions whose expected values are continuous and the Hölder continuity may be violated for some negligible random realizations. The extension entails the application of the exponential convergence result to a substantially larger class of practically interesting functions in stochastic optimization.
Introduction
Over the past decade, a number of new stochastic programming models have been proposed to deal with optimal decision making problems which involve not only uncertain data but also some specific structures such as dominance constraints, equilibrium constraints or hierarchical relationships between decision variables. Typical examples include stochastic mathematical programs with second order dominance constraints [7] and stochastic mathematical programs with equilibrium constraints (SMPEC) [10, 18] . These problems are intrinsically nonsmooth and/or nonconvex and therefore one often obtains a stationary point instead of an optimal solution when a numerical method is applied to solve them. One of the most extensively studied method for such problems is sample average approximation (SAA) method which is also known as sample path optimization, stochastic counterpart or Monte Carlo method [13, 17] . The main benefit of SAA is that one may avoid computation of the expected values which are sometimes numerically intractable. The research of SAA often involves asymptotic behavior and/or asymptotic convergence of statistical estimators of optimal values and optimal solutions as sample size increases, see [11, 17] for a comprehensive review.
In [18, Theorem 5 .1], Shapiro and Xu studied large deviation of a class of Hölder continuous random functions. It is shown under some standard moment conditions that with probability approaching one at exponential rate with the increase of sample size, sample average approximation of a random function converges to its expected value uniformly over a compact set. The result is subsequently used to analyse the exponential rate of convergence of sample average approximation of sharp local minimizers of a two stage SMPEC. A number of generalizations have been made over the past few years primarily driven by the need to investigate the rate of convergence of stationary points rather than optimal solutions of an SAA problem particularly when the underlying functions are nonsmooth. For instance, in an early version of [12] , Ralph and Xu investigated the uniform exponential rate of convergence for a class of random functions which are merely upper semicontinuous and pointwise calm from above, and applied the generalized result to analyse the convergence of stationary points of a two-stage stochastic program. The result is further consolidated in [20] to accommodate non-independent and identically distributed sampling.
In all these generalized results, a key assumption is that the Hölder continuity or calmness holds at a point for all realization of the random variables. Unfortunately this turns out to be rather restrictive for some practically interesting problems. For instance, the Clarke generalized derivative of a piecewise smooth function may not satisfy such a condition. This motivates us to investigate a possible relaxation of the assumption from "all" to "almost every" realization.
This note is written to give details of such relaxation and a new exponential rate of convergence result which extends [12, Lemma 3.1] and [20, Theorem 3 .1]. The new result is then applied to establish uniform exponential rate of convergence of the Clarke subdifferential of a piecewise smooth random function which is fundamental to many nonsmooth stochastic programming problems.
Existing results
Consider a real valued function φ(x, ξ) : IR n × Ξ → IR. Let ξ : Ω → Ξ ⊂ IR r be a vector of random variables defined on probability space (Ω, F, P ). Let
where E[·] denotes the expectation with respect to the probability measure P . Let ξ 1 , ..., ξ N be an independent and identically distributed (iid) sampling of random vector ξ(ω) and consider the corresponding sample average function
We discuss the uniform convergence of φ N (x) to ψ(x) over a compact set X ⊂ IR n through large deviation theorem [5] . Let
denote the moment generating function of the random variable φ(x, ξ(ω)) − ψ(x).
Shapiro and Xu [18] considered the following conditions:
(C1) For every x ∈ X the moment generating function M x (t) is finite valued for all t in a neighborhood of zero.
(C2) There exists an integrable function κ : Ξ → R + and constant γ > 0 such that
for all ξ ∈ Ξ and all x , x ∈ X .
(C3) The moment generating function M κ (t) of κ(ξ(ω)) is finite valued for all t in a neighborhood of zero.
Under these conditions, Shapiro and Xu [18] derived the following convergence result. 
Note that condition (C2) requires φ(·, ξ) to be globally Hölder continuous uniformly over X for all ξ ∈ Ξ. It is possible to relax the continuity condition so that one can derive exponential convergence for some discontinuous functions. 
for all x ∈ X with x − x ≤ δ x and all ξ ∈ Ξ; 
for all x ∈ X with x − x ≤ δ x and all ξ ∈ Ξ. 
The H-calmness weakens the condition on continuity of random function φ(x, ξ). However the requirements for the calmness to hold for all ξ and the expected value to be continuous seem to be too strong. Consider a simple random function
where x ∈ IR and ξ is a random variable with continuous distribution with support Ξ. It is easy to observe that calmness is violated in a neighborhood of the x = ξ line. However some numerical experiments show that the sample average approximation of this function converges to its expected value uniformly over a compact set. This motivates us to consider a weaker condition, namely to allow the calmness to be violated for some negligible subset of Ξ. We will give a precise description of this in the next section.
Almost calmness and the extended exponential convergence results
In this section, we weaken the calmness condition and derive the uniform exponential convergence of random functions under the weakened conditions. Let us start with a definition corresponding to Definition 2.1.
k a random vector defined on probability space (Ω, F, P ). Let X ⊂ IR n be a closed subset of IR n and x ∈ X be fixed. φ is said to be (a) almost H-clam at x from above with modulus κ x (ξ) and order γ x if for any > 0, there exist an integrable function
for all ξ ∈ Ξ\∆ x ( ) and all x ∈ B(x, δ x ( )) X , here and later on B(x, δ) denotes the δ-neighborhood of x; 
φ is said to be almost H-clam from above, almost H-clam from below, almost H-clam on set X if the respective properties stated above hold at every point x of X . φ is said to be almost H-clam from above, almost H-clam from below, almost H-clam uniformly over set X if there exist κ(ξ), δ( ), γ, all of which being independent of x, such that the respective properties stated above hold at every point x of X . When γ = 1, φ is said to be almost clam from above, almost clam from below, almost clam respectively.
The key idea in the preceding definition is to allow calmness condition to be violated for some random realization with negligible probability. Consider the function defined in (2.9). Let κ and γ be any positive numbers. Then the function is almost calm at any point x ∈ IR with modulus κ and order γ. Indeed for any > 0, there exists δ = ∩ Ξ, such that the (3.13) holds for all ξ ∈ Ξ\∆ x ( ) and
∩ X , where x can be any point in X and Ξ denotes the support of ξ. Indeed the function is uniformly almost calm over IR as the constants κ, γ and δ( ) are independent of x.
The following result is from the Gärtner-Ellis theorem, see for instance [4, 5] .
Lemma 3.1 (Pointwise exponential convergence). Let φ : IR
n ×Ξ → IR be a real valued function and ξ : Ω → Ξ ⊂ IR k a random vector defined on probability space (Ω, F, P ). Let X ⊂ IR n be a subset of IR n and x ∈ X . If the moment generating function
is finite for t close to 0, then for every fixed x ∈ X and small positive number > 0
and
for N sufficiently large, where
and both I(− ) and I( ) are positive.
Let ξ : Ω → Ξ be a random variable and ∆ ⊂ Ξ be an open set. Let
Then η(ξ(ω)) is a random variable (depending on ∆) and E[η(ξ(ω))] = Prob{ξ(ω) ∈ ∆}. The following proposition states pointwise exponential convergence of random function φ(x, ξ)η(ξ). 
Then for every small > 0, one has
Proof. Part (i). Using conditional expectation, we havẽ
< ∞ for t close to 0.
Part (ii). The conclusion follows from part (i) and Lemma 3.1.
We are now ready to state the main results in this section. 
Proof. We only prove part (i) as part (ii) can be proved in a similar way, while part (iii) is a combination of part (i) and part (ii).
For given > 0 and fixed each x ∈ X , it follows by Lemma 3.1 that there exists N 0 > 0 such that for N > N 0 , 20) where
is assumed to be continuous on X which is a compact set, we can choose the ν-net through the finite covering theorem such that
for any x ∈ X . On the other hand, since φ(x, ξ) is almost H-clam from above on X , then for every x ∈ X , there exists an open set ∆ x ( ) ⊂ Ξ and positive number δ x such that
Through the finite covering theorem, this implies that our ν-net can be chosen properly so that
By (3.23), we have that
where for some λ > 0 (by setting 4ν γ ≥ E[κ(ξ(ω))]). On the other hand, by using notation η defined by (3.14) and condition (c) of this theorem, we havẽ
where
Applying Proposition 3.1 (ii) to Lη(ξ), we have 
A combination of the above two inequalities yields (3.27) for N sufficiently large. 
Together with (3.20) , this implies that
Combining (3.21), (3.24) and (3.26), we obtain
By (3.25), (3.27) and (3.28 ), we have
which implies (3.17) as above choice of ν-net does not depend on the sample (although it depends on ), and Ix i ( 4 ) are positive, for i = 1, . . . , M . The proof is complete.
It is important to note that Theorem 3.1 requires ψ(x) to be continuous. It is unclear whether or not it can be weakened to piecewise continuous. In [12] , Ralph and Xu investigated sample average approximation of stochastic generalized equations where the underlying functions are set-valued and stochastic piecewise Hausdorff continuous. Under the condition that the expected value of the set-valued mapping is piecewise continuous, they derived piecewise uniform exponential convergence of sample average approximated set-valued mapping to its true counterpart, see [12, Section 4] . It will be interesting to incorporate Theorem 3.1 with those developed in [12, Section 4], we leave this for our future work. [18] . From Theorem 3.1, In what follows, we estimate M . From the proof of Theorem 3.1,
which means that (3.33) holds for
Application
In this section, we apply the theory derived in the preceding section to study sample average approximation of Clarke subdifferentials. We focus on a particular function defined as follows:
where f : IR n × IR q → IR is Lipschitz continuous and differentiable w.r.t. x for every ξ and ξ : Ω → Ξ is a vector of random variables defined on probability (Ω, F, P ) with support Ξ ⊂ IR q . The reason that we consider this particular random function is that nonsmoothness in many practical stochastic optimization problems arises from max operations, see for instances [4, 6, 8] .
Let F : IR n → IR m be a locally Lipschitz continuous function. The Clarke subdifferential (also known as generalized gradient) of F at x ∈ IR n is defined as
where D F denotes the set of points near x at which F is Fréchet differentiable, ∇F (y) denotes the usual gradient of F and "conv" denotes the convex hull of a set. The Clarke's generalized directional derivatives of F at x for a given direction h ∈ IR n is defined as:
It is well-known that the Clarke generalized gradient ∂F (x) is a convex compact set and as a set-valued mapping ∂F (·) is upper semi-continuous in the sense of Berge, that is, for any > 0, there exists a δ > 0 such that
where B denotes the unit ball in an appropriate space. Moreover, Clarke generalized directional derivative is the support of Clarke subdifferential, that is
See Chapter 2 in [3] for details.
In what follows, we investigate the conditions under which:
is almost calm. Note that since f is assumed to be Lipschitz continuous w.r.t. x for each ξ, then g(·, ξ) is also Lipschitz continuous and hence g o x (x, ξ) is well defined for each x. Let x ∈ IR n . Define the set
Obviously Θ(x) consists of the set of points ξ such that g(·, ξ) might not be differentiable at x.
Proposition 4.1 Consider function (4.34). Let X ⊂ IR
n be a compact subset of IR n . Assume: 
Then (i) E[g o x (x, ξ; h)] is a continuous function for every
We only consider the cases that f (x,ξ) > 0 as the case when f (x,ξ) < 0 and f (x, ξ) = 0, ∇ x f (x, ξ) = 0 can be dealt with in the same way. Under condition (b), we can find a δ-neighborhood of (x,ξ) (depending onx andξ), denoted by B ((x,ξ) 
Since Ξ\Θ (x) is compact, we claim through the finite covering theorem that there exists a unified δx > 0 such that (4.35) holds for all x ∈ B(x, δx) and all ξ ∈ Ξ\Θ (x). This shows that g o x (x, ξ; h) is almost H-calm with modulus κ(ξ) and order 1 over X . Part (iii) is obvious when Ξ is a bounded set. Let x = x be fixed. We consider the implicit function q(ξ −1 ) := ξ 1 (x, ξ −1 ) defined on Ξ. The graph of the function is a r − 1 manifold on IR r on Ξ. We claim that there exists a finite number of such manifolds in Ξ. Assume for a contradiction that there exists an infinite number of such manifolds, e.g., {ξ
) be a point on the kth manifold. Since Ξ is compact, by taking a subsequence if necessary, we may assume that
, which means that in a neighborhood of ξ * = (ξ * 1 , ξ * −1 ), there exists an infinite number of manifolds. This is impossible under condition (4.36) as by the implicit function theorem there exists only a unique such manifold in the neighborhood.
The discussion above shows that the Lebesgue measure of Θ(x) on Ξ is zero as the Lebesgue measure of each manifold is 0 relative Ξ. Moreover, there exists an open set Θ (x) such that Θ(x) ⊂ Θ (x) and µ(Θ (x)) → 0 as ↓ 0.
We now move on to investigate sample average approximation of E [∂ x g(x, ξ) ], where ∂ x g(x, ξ) denotes the Clarke subdifferential of g w.r.t. x and the expected value of the random set-valued mapping is in the sense of Aumann [1] , that is,
Let ξ 1 , · · · , ξ N be iid sampling of ξ. We consider the sample average approximation Here we are interested in the approximation of subdifferentials. Let
It is well known that ∂G N (x) ⊂ AG N (x) and equality holds when g(·, ξ i ) is Clarke regular at
For the simplicity of notation, let G( The uniform exponential convergence of the subdifferentials established in Theorem 4.1 can be easily applied to derive exponential rate of convergence of stationary points in nonsmooth stochastic optimization where nonsmoothness arises from max or min functions, see [20] .
If, in addition, condition (c) holds, then G(x) is continuously differentiable and ∂G(x)
= ∇G(x) = E[∂ x g(x, ξ)]. Moreover lim N →∞ sup x∈X H(∂G N (x), ∇G(x)) = 0.
