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1. INTRODUCTION 
It is well known that when seeking a Riemannian metric g, on R2 con- 
formal to the flat metric (gii = e2” dir) with prescribed Gaussian curvature 
K(x), one is led to solve the equation 
Au + K(x) e2” = 0, XER’. (1.1) 
A series of existence results are obtained (cf. [l-4]) by the methods of 
lower and upper solutions, fixed point theorems, weighted Sobolev spaces, 
and so on. In this paper we give another existence proof, i.e., using 
stereographic projection we convert the equation on R’ into that on S2. 
Generally speaking, if one considers an equation on some manifold M, an 
alternative is to convert M into another manifold N (to get compactness or 
other convenience). This idea is not new; however, it is surrising that 
stereographic projection is so effective in treating Eq. (1.1) and our proof 
seems simpler and our results are a little more general than the previous 
ones stated in [4]. 
Consider the more general equation 
Au + K(n) e2” =f(x), x E R2. (1.2) 
Our Laplacian A has the sign so that Au = +u” on R’. 
The following assumptions are needed: 
(i) K(x) and f(x) are locally Holder continuous on R2. 
(ii) 3 constants s > 2, C, rO > 0, and Ie R such that 
IWx)l d Cl-4 -‘, I.f(x)l G Cl4 - 5 for 1x1 B rO. 
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In this paper, j,+ fi jsz f denote the integrals with respect to the flat 
metric on R* and standard metric on S2, respectively. Set 
THEOREM 1.1. Assume (i), (ii); then in the following cases (a), (b), (c), 
respectively, for any constants b and r satisfying the conditions given below, 
there exists a solution u(x) E C2(R2) of (1.2) with asymptotic behavior 
u(x) = -b log (xl + U, + 0(1x1’) as 1x1 -+ +al, (1.3) 
where u, is a constant: 
(a) ZfK(x)dO, K(x)<0 somewhere and 1>2F+2; here l-1/2< 
b< -F, r>max(-1, 2-s, 2-1-2b). 
(b) If K(x)>0 somewhere and 1>2F; here max(-F, 2tF-I, 
l-1/2)<b<2-F, r>max(-1, 2-s, 2-I-2b). 
(c) Zf K(x)=O; here b= -F, r>max(-1,2-s). 
For simplicity, in Theorem 1.2 we only consider Eq. (1.1) although it 
can be generalized to (1.2). 
THEOREM 1.2. Assume that K(x) f 0 satisfies (i), (ii), I> 2; then (1.1) 
has a bounded solution u(x) E C2(R2) with asymptotic behavior 
u(x) = u, + O( 1x1’) as 1x1 --) Sco, r>max(-1,2-l) (1.4) 
if and only if K(x) changes its sign and JR2 K(x) < 0. 
From Theorem 1.1, letting f(x) = 0 and using asymptotic behavior (1.3), 
we immediately get 
COROLLARY 1.3. If K(x) satisfies the conditions in Theorem 1.1, where in 
case (b) assume I> 1 in addition, then there exist complete Riemannian 
metrics on R2 conformal to the flat metric with prescribed Gaussian 
curvature K(x). 
2. PROOF OF EXISTENCE RESULTS 
Set u(x) = -(b/2) log(1 + Ixl*/4) + u,(x); the constant b is to be deter- 
mined later, and Eq. (1.2) becomes 
phe2ui(r)=f(x)+ ” 
(4 + Ix12)2’ (2.1) 
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In R3, let S be the sphere centered at the point (0, 0, 1) with radius I 
and let 0 -G 0 < xc, 0 < 40 < 271 be the spherical coordinate system on S2, the 
north pole N corresponds to 0 = 0. The stereographic projection maps 
y = (0, cp) E S2\N onto x = (p, II/) E R2; p = 1x1 as follows: 
We have 
.fl 2 
sm-=-, 4P 
2 Jzq sln 6=4+ P2’ 
(2.2) 
(2.3) 
Set fi(v) =f(x(~)), &(Y) = Nx(Y)), u2(y) = u,(x(Y)). A,, A,v denote the 
Laplacians on R2 (with flat metric) and S2 (with standard metric), respec- 
tively. We have A,u,(x)l ‘i= rC,,.j = sin4(0/2) A,u,(y), (2.1) becomes 
From (i), (ii), (2.3) we have f2(y) sinv4(0/2) E LP(S2), 2 -s/2 < I/p < 1 
and 
f(x) 4 I’. 
Minimizing the functional Z,(u ) G + Jsz [Vu/’ for v E H:(S’) satisfying 
Jsz v= 0 and Jsz u(f2 sin-4(8/2)-F/2) = 1 (cf. [S]; the proof of 
Theorem 4.7). By standard elliptic theory we find 
u. E C’(S’) n C’(S’\N), O<a<s--2, (2.5) 
satisfying ss2 u,,(y) = 0 and A,, u0 = f2( y) sin -4(8/2) - F/2. 
Set u2(y) = oO(y) + w(y); Eq. (2.4) is reduced to 
A,, w( y) + R(y) e*“‘.” = a, YES2, (2.6) 
where a 4 (F+b)/2 and by (i), (ii), (2.3), for some O-C PC 1, 
R(y) 4 K2( y) e2’00(“) sin2b- 4 2 i E Lp’(S2) n Cp( S’\N), 2-b-l,l, 1 
2 PI . 
(2.7) 
LEMMA 2.1. V 1 < p < tco, the embedding Ht(S2) 3 w --f e”’ E Lp(S2) is 
compact. 
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Proof: For p = 1, see [IS, Theorem 2.461. For 1 < p < +co, if {w,,} is a 
bounded set in ZZ:(S2), then there is a subsequence, still denoted by (u’,~}, 
such that u’, - $ H:( S’)) and e”n -+ e”‘( L’( S’)); hence 
as n-~ +co, since (eKn> is bounded in Lzp-‘(S’). 
Set 
I(w) 4 ;js* IVw12+a js2w,
Q.E.D. 
(2.8 1 
p P inf Z(w) for all w  E H:(S’) satisfying 
J(w) A s,; R(y) e2”“.“’ = 47~. (2.9) 
We shall prove that under conditions corresponding to those in 
Theorem 1.1, ,U is finite and attained by M? = u’~ E Hf(S’). Since J’(w,) h = 
2 f.9 R(Y) e2n’o(-v)h(y) = 0, hi Hf(S2) *O= Z’(w,) h =jsz (-dw, + a) h, the 
Lagrange multiplier argument shows that WOE ZZi(S2) is a weak solution 
of (2.6). 
LEMMA 2.2. If a < 0, 0 > R(y) E Lp(S2), p > 1 and 
36>0 such that meas{yES’IR(y)< ---a}>0 (2.10) 
then p is finite and attained by w= w0 E H:(S’) r, Ca(S2), VO < c( < 2 -2/p. 
Proof: Since p> 1, J(w) is well defined on H:(S2). Let {w,,} c Ca(S2) 
be a minimizing sequence, i.e., J(w,) = 47ca, Z( We) + p. We shall prove that 
.H # -cc and p is attained. It follows from .Z(w,) = js2 R(y) e2n’n’.v) = 4na 
and (2.10) that there are constants ye > 0 and C, independent of n such that 
meas(yES’, w,(y)dC,)>q. 
Let W,(y) be the symmetric rearrangement for w,(y) with center 
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P=N (cf. [IS, 2.171) and ~=meas(y=(B,cp)ES2, B,g8,<n); then 
W,(tiO, cp) < C,. Similar to [6] we have 
Q Z(w,) + 47t lal Cl + I4 c, ( js2 I,q* 
G I(w,) + 47clQl Cl + I4 Go (I, Ivwq2 (2.11) 
Therefore 
p# --a3 and I IVw,12 < c. (2.12) 9 
From Z(w,) + p and a < 0 we get js2 w, 2 C (we denote various constants 
by the same C); from (2.11) and (2.12) we obtain ssz W, < C and hence 
//w,,jl H; d C. Therefore there is a subsequence, still denoted by (w,,), such 
that W, - w0(Z-Z~(S2)), by Lemma 2.1 and by a standard argument 
(cf. [S]), we get Z(w,) = p and J(w,) = 47x2. From (2.6) since R(y) e2Wa(y)~ 
L’(S’) Vre(l, p), we have w0(y)~H;(S2)cC”(S2), VO<a<2-2/p. 
Q.E.D. 
LEMMA 2.3. Zf O<a< 1 -l/p, p> 1, RELY, and there is a 6>0 
such that meas{ y E S* I R(y) 2 6j > 0, then p is finite and attained by 
w=w,EH~(S2)nC”(S2), VO<a<2-2/p. 
Proof: J(w) is well defined on H:(S’), since p > 1. Let {wn} c Hf(S*) be 
a minimizing sequence, i.e., .Z( w,) = 47~7, I( w,) + p ; by Moser’s inequality 
(cf. [S, Theorem 2.511) 
l/Y 
4za = 
I 
sz R(y) e*“‘” < IIN LP .
d CIIRIlu e l/y((4y2/16n~IIVw”ll:+ (2d4n)Ss2 H.“) 
= CllRll~.e y/4nI/Vwnll;+ 11/2n) jsz in where 1+‘= 1. (2.13) 
P 4 
Hence. 
47ca 
~~Vw,~~;+27ralog---. 
CIIRIILJ 
(2.14) 
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Since O<a< 1 -l/p, we have $-aq/2>0, therefore p# -co; by (2.14) we 
obtain 
llVw,ll* dc. (2.15) 
From I(w,)<C, a>O, we get {S~~n<C; (2.13), (2.15) imply ~+w,>C, 
and hence l(wnII H; < C. The rest of the proof is the same as in that of 
Lemma 2.2. Q.E.D. 
LEMMA 2.4. Z’ R(y) E Lp(S2), p > 1 and R(y) changes ifs sign, I,( WI) 4 
tSs~ IVwl’, p P inf1,(w) f or all w E HT(S2) satisfying Is* R(y) e’“’ = 
js2 w = 0, then p is attained by w = 15, E HT(S’) n C’(S’), VO < ~1< 2 - 2/p. 
ProoJ: Let (w,,} c H:(S2) be a minimizing sequence; js2 IVw,,I’ < C and 
Ss2 iv, = 0 imply I/w n H; d C. The rest of proof is the same as in that of II 
Lemma 2.2. Q.E.D. 
Remark 2.5. If a < 0 and R(y) E C(S2) changes its sign, then p = -co. 
In fact, choose u(y), u(y) E C’( S2) such that jsz R(y) e”( ‘) = 0 and u(y) > 0 
on some open set where R(y) < 0 and v(y) = 0 elsewhere. Set 
w,, = u + v/n + C,,, where C, is a constant such that jsl R(y) e2”‘, = 4xa; 
then it is easy to see that C,, -+ +cc and Z(w,) + -W as n + +CG. 
Proof of Theorem 1.1. From the above discussion, u(x)= -(h/2) 
log( 1 + 1x1 2/4) + uO( y(x)) + wO( y(x)). By (2.5) we have uO( y(x)) E C2( R2) 
and u,(y) = u,(N) + O(P), 0 < a < min( 1, s - 2) as 0 -+ 0; using (2.3) we get 
uo(y(x)) = u,,(N) + O(Ixl’), r > max( - 1, 2 -s) as 1x1 -+ +cc : 
(a) h < -F implies a & (F+b)/2 ~0. Since h> 1 -l/2, let l/p = 
max(s, 2 - h - l/2 + E); if F > 0 is small enough, then 2 -h - l/2 < l/p (see 
(2.7)) and p> 1; the conditions in Lemma 2.2 are all satisfied. By 
Lemma 2.2, when I> 2F + 2, for 1 - l/2 < h < -F, there exists a solution 
wO(y) of (2.6) and 
wdy) E WS2) n CYS’), vo<a<2-2/p. 
Similarly, using (2.3), we get 
w,(y(x))=w,(N)+O((x~‘), r>max(-1,2-I-2h) as 1x1-+ +co, 
From (2.6), (2.7), and w,,(y) E Ca(S2), we get w,(y(x)) E C*(R’). Thus 
Theorem 1.1 (a) holds. 
(b) Apply Lemma 2.3. -F< h < 2 - F implies 0 < a 4 (F+ h)/2 < 1. 
If, in addition, b 2 2 - l/2, choose p sufficiently large and then 2 - b - l/2 < 
l/p (see (2.7)). In Lemma 2.3, p> 1, 0 <a< 1 - l/p are all satisfied; if 
b < 2 - l/2, let l/p = 2 - h - I/2 + c, E > 0 is small enough, since b > 1 - l/2; 
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we have p> 1, from b > 2 + F-l we get a < 1 - l/p. The conditions in 
Lemma 2.3 are still all satisfied. The rest of proof is similar to (a). 
(c) In this case, a 4 (b + F)/2 = 0, Eq. (2.6) becomes d,,w = 0, ye S*, 
hence w,(y) = C. The rest of the proof is similar to (a). Q.E.D. 
3. THE CASE OF ZERO TOTAL CURVATURE 
We first consider the following equation on S2: 
A,.w(y) + R(y) e2x(y)=0, L’ELP. (3.1) 
LEMMA 3.1. Assume that 0 f R(y) E Lp(S2), p > 1; then (3.1) has a 
weak solution w,,(y) E Hf(S’) if and only if R(y) changes its sign and 
ss2 NY) < 0. 
Proof: (1) Assume that R(y) changes its sign and Js2 R(y) < 0. 
Applying Lemma 2.4, i.e., minimizing Z,(w) = f js2 lVw1 2 for all w  E H:(S’) 
satisfying ssz R(y) e2W = ss2 w = 0, we obtain cO( y) E Hf( S2) satisfying 
A@,, + LR( y) ezCO = 0, YES2, (3.2) 
for some constant R. In fact, If 0; otherwise we would have K,.Jy) = C 
contradicting the conditions ss2 R(y) e**O = 0 and ss2 R(y) < 0. From (3.2) 
we get e - 2’a AGo + AR(y) = 0, i.e., 
2e~*“‘0JV3,12-~fde~*“‘0+~R(y)=0. (3.3 
Since Go E H:(S*), by Lemma 2.1, G, E H;(S*), V 1 < r < p, and 
4Ae - 2% = ee -*Go A@, + 2e- ~bi~IV~,~2 E ,5’(,9*) for some t > 1. (3.4 
Thus (3.3) makes sense. From (3.4), Lemma 2.1, and the Sobolev 
embedding theorem, choosing (u,(y)) c C-(S2) such that v,, --, k0 in 
H;(S2), one can prove fs2 Aep2”’ O= 0. Integrating (3.3) on S2 yields A > 0 
and therefore wO( y) & Go(y) + some constant CE H:(S*) is a weak 
solution of (3.1). 
(2) If (3.1) has a weak solution wO(y)e H:(S2), then w&)EH;(S’), 
1 < r < p, and we have lsz A,w,(y) = 0. Integrating (3.1) on S2, we see that 
R(y) must change its sign. Similarly, (3.3) holds with 1= 1; we have 
2 
s 9 
e*“” (VG,J * + i,: R(y) = 0. 
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Therefore js2 R(y) < 0. If jsz R(y) = 0, then G0 = C and by (3.1) we would 
have R(y) = 0, a contradiction. Q.E.D. 
Proof of Theorem 1.2. (1) Assume that K(x) changes its sign and 
IRl K(x) ~0. As in Section 2, by stereographic projection, Eq. (1.1) is 
changed into (3.1); we have a=6=F=O, uJy)=O, 
R(y)=K,(y)sin4~~Lp(S2)nC”(S2\N), 2-S<l 
2P’ 
By Lemma 3.1, (3.1) has a weak solution wO(y) E H:(S2). The rest of the 
proof is similar to that of Theorem 1.1 (a). 
(2) If (1.1) has a solution U(X)E C2(R2) satisfying (1.4), then U(X)E 
C2+‘(R2) for some 0 <I < 1. By stereographic projection, wO(y) & u(x(y)) 
satisfies 
d,, wo( y) + R(y) e2”‘o(r) = 0, .v E S2\N, (3.5) 
where R(y) = K(x(y)) sin4(0/2) E Lp(S2) n Cp(S2\N), 2 -l/2 < l/p < 1. 
From (1.4) we get wO(y) E C(S2) and hence R(y) e2w’0(J) E Lp(S2), 
2 - l/2 < l/p < 1. One can prove that (3.5) actually holds for y E S2. In fact, 
on the north hemisphere D 4 ( y = (0, cp) E S2 (0 < 8 d r/2}, solve the 
Dirichlet problem 
d,u( y) + R(y) e2H’0(y) = 0 in D, 
U(Y) = W,(Y) on 8D. 
Then h(y) & u(y) - wO( y) satisfies 
d,h(y) = 0 in D\N, 
h(dD) = 0. 
Using w,Jy)~ C(S’) one can derive that h(y) r0 in D\N. Thus (3.5) holds 
for y E S2 and wO(y) E H$‘(S2), 2 -l/2 < l/p < 1. Integrating (3.5) on S2 we 
see that K(x) must changes its sign. By (3.5) 
i.e., 
e ~ 2w’o(y) A,, wo( y) f R( y ) = 0, YES23 
Similarly to the proof of Lemma 3.1, we obtain lsz R(y) < 0, i.e., 
jR2 K(x) < 0. Q.E.D. 
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