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Abstract
In this paper, by using the Alexandrov–Serrin method of moving planes combined with maximum prin-
ciples, we prove that the decaying positive solutions of a semi-linear elliptic system in the whole space are
radially symmetric about some point. The system under our consideration includes the important physical
interesting case, the stationary Schrödinger system for Bose–Einstein condensate.
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1. Introduction
In this paper, we investigate symmetry properties of positive solutions of semi-linear elliptic
system {−u = g(u, v),
−v = f (u, v),
u > 0, v > 0,
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vation for studying this system comes from the special case of this system, namely, the coupled
nonlinear Schrödinger system (see (6) below, where f and g are of the form∑Ni=1 upi vqi ), which
describes the physical phenomena such as the propagation in birefringent optical fibers, Kerr-like
photorefractive media in optics and Bose–Einstein condensates. We emphasize that the study of
coupled Schrödinger systems also arises from the Hartree–Fock theory for the double conden-
sate, that is a binary mixture of Bose–Einstein condensates in two different hyperfine states [10]
and the system is also important for industrial applications in fiber communications systems [17]
and all-optical switching devices [18]. In our recent works, we have studied the symmetry prob-
lems from stationary Schrödinger system for Bose–Einstein condensate [24–29]. (This system
has also been studied by other authors, see [19,22,23].)
The case of a single equation
−u = f (u), x ∈ Rn, (2)
has been studied by a large number of authors, for example, Gidas, Ni and Nirenberg [15], Chen
and Li [3], etc. In particular, Gidas, Ni, and Nirenberg [15] dealt with decay solutions for (2)
and obtained the symmetry and decay behavior of the solutions. In [20], Li extended the above
results to decay solutions for fully nonlinear elliptic equations in Rn. More related results can be
found in Y. Li and W.M. Ni [21]. For Eq. (2) with f (u) = up , p = n+2
n−2 (the critical case), the
positive solutions of (2) are symmetric about some point in Rn [2,3]. If n+2
n−2 < p < m, where
m =
{+∞, n = 3,
n+1
n−3 , n > 3,
then slow decay nonnegative solution of (2) is symmetric about some point [32]. If p < n+2
n−2 ,
then (2) has no nontrivial nonnegative C2 solutions in the whole space Rn (n 3) [16,3].
In the case of the general systems (1) in a bounded domain, related results for autonomous
systems were established by Troy [31] and then be extended by Figueiredo [13] and Shaker [30].
Another important special case of system (1) is the Lane–Emden system:
{−u = vα,
−v = uβ, (3)
in Rn with n 3. In [12], Figueiredo and Felmer proved that:
(A) The system (3) has no positive solutions provided that
0 < α,β  n + 2
n − 2 , (α,β) =
(
n + 2
n − 2 ,
n + 2
n − 2
)
.
(B) When α = β = n+2
n−2 , the solutions u, v for (3) are radially symmetric with respect to some
point of Rn.
Result (A) is obtained by showing that the solution to (3) is radially symmetric about any point
of Rn. There are two key ingredients in the above approaches, one is the powerful Alexandrov–
Serrin moving plane method, the other one is the blow up method. In contrast to the case of
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boundary conditions and providing a starting point for the method, are crucial for the moving
plane procedure in the case of the entire space. They used the Kelvin transform to obtain such
asymptotic estimates. However, it is strongly dependent on the particular expression of the non-
linear term.
Our work is closely related to works done in [12] and [1]. In [1], the authors have proved that
classical solution (u, v) of (1) is symmetric about some points x1, x2 ∈ Rn respectively, under
assumptions:
(a) u(x) → 0, v(x) → 0, as |x| → ∞;
(b)
∂g
∂v
(u, v) 0, ∂f
∂u
 0, ∀(u, v) ∈ [0,+∞) × [0,+∞),
(c)
∂g
∂u
(0,0) < 0,
∂f
∂v
(0,0) < 0,
(d)
(
∂g
∂u
∂f
∂v
− ∂g
∂v
∂f
∂u
)
(0,0) > 0.
(See Theorem 2 in [1].)
In this paper, we relax the hypothesis (d), for the price of supposing exact growth of the
solutions at infinity, and of the nonlinearities at zero. To be precise, our main result reads as
follows.
Theorem 1. Let (u, v) be a classical solution of the system:
⎧⎨
⎩
−u = g(u, v), in Rn,
−v = f (u, v), in Rn,
u > 0, v > 0, in Rn,
(4)
with the dimension n 3 and f,g ∈ C1([0,+∞) × [0,+∞),R).
We suppose that:
(i) u(x) ∼ 1|x|α , v(x) ∼
1
|x|β , as |x| → ∞;
(ii)
∂g
∂u
 up−1, ∂f
∂v
 vq−1, as u → 0+, and v → 0+;
(iii)
∂g
∂v
 vb−1, ∂f
∂u
 ua−1, as u → 0+, and v → 0+;
(iv)
∂g
∂v
> 0,
∂f
∂u
> 0, ∀(u, v) ∈ (0,+∞) × (0,+∞),
where positive constants α,β,p, q, a, b satisfy:
α(p − 1) > 2, β(q − 1) > 2, α(a − 1) > 2, β(b − 1) > 2. (5)
Then there exists a point in x0 ∈ Rn, such that
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We now give some remarks about our result.
Remark 2. If a(x) and b(x) are two functions, we use a(x)  b(x) as |x| → 0+ to denote the
statement that for x > 0 sufficiently close to 0, a(x) b(x).
Remark 3. The property (iv) is usually referred to as fully cooperative (full coupling), which
means that the system cannot be reduced to two independent equations. It forces both functions
u and v to be radially symmetric with respect to the same origin.
Remark 4. The result will be proved by the use of the maximum principle and the method of
moving planes as in [4] (see also [3,5–9] for other interesting results).
Remark 5. A simple special example for system (1) is that
g(u, v) = (n2 − 4)v n+4n−2 (1 − v 4n−2 ) 12 ,
f (u, v) = (n2 − 4)un+4n−2 (1 − u 4n−2 ) 12 .
Then the solution pair
u = v = (1 + |x|4)− n−24
satisfies the conditions of Theorem 1 with α = β = n − 2, a = b = n+4
n−2 , and p, q ∈ ( nn−2 ,+∞)
can be chosen arbitrarily.
The important consequence of our result is
Corollary 6. Let (u, v) be a classic solution of the system:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u =
N∑
i=1
up1i vq1i , in Rn,
−v =
N∑
i=1
up2i vq2i , in Rn,
u > 0, v > 0, in Rn,
(6)
where pij , qij  0, N ∈ N+. Suppose that:
(i′) u(x) ∼ |x|−α , v(x) ∼ |x|−β , as |x| → ∞ (α > 0, β > 0);
(ii′) min1iN,j=1,2{pji | pji = 0} > 2α + 1, min1iN,j=1,2{qji | qji = 0} > 2β + 1.
Then there exists a point x0 ∈ Rn such that
u(x) = u(|x − x0|), v(x) = v(|x − x0|).
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with subcritical exponents. Under some constraints, our result can be applied to systems with all
kinds of exponents.
The plan of the paper is the following. In the next section, we set up some preliminary results.
Theorem 1 and Corollary 6 will be proved in Section 3.
2. Preliminaries
In what follows, we shall use the method of moving planes. We start by considering hyper-
planes parallel to x1 = 0, coming from −∞. For each λ ∈ R, we write x = (x1, x′) with x′ =
(x2, . . . , xn−1) ∈ Rn−1 and define
Σλ :=
{
x ∈ Rn ∣∣ x1 < λ}, Tλ := ∂Σλ = {x ∈ Rn ∣∣ x1 = λ}.
For any point x = (x1, x′) ∈ Σλ, let xλ = (2λ − x1, x′) be the reflected point with respect to the
plane Tλ. Define the reflected functions by
uλ(x) := u(xλ), vλ(x) := v(xλ),
and introduce the functions
Uλ(x) := uλ(x) − u(x), Vλ(x) := vλ(x) − v(x).
Choosing
ϕ(x) = 1|x|θ , 0 < θ < min{n − 2, α,β}, (7)
we will apply moving plane methods to the following functions:
U¯λ(x) := Uλ(x)
ϕ(x)
, V¯λ(x) := Vλ(x)
ϕ(x)
.
By the definition of uλ, equations in (4) are unchanged so we can subtract them from the
corresponding ones for uλ and vλ, to obtain: in Σλ
Uλ(x) = −∂g
∂u
(
ξ1(x,λ), v(x)
)
Uλ(x) − ∂g
∂v
(
uλ(x), η1(x,λ)
)
Vλ(x),
Vλ(x) = −∂f
∂u
(
ξ2(x,λ), vλ(x)
)
Uλ(x) − ∂f
∂v
(
u(x), η2(x,λ)
)
Vλ(x),
where
ξi(x,λ) ∈
(
min
{
u(x),uλ(x)
}
,max
{
u(x),uλ(x)
})
,
ηi(x,λ) ∈
(
min
{
v(x), vλ(x)
}
,max
{
v(x), vλ(x)
})
, i = 1,2. (8)
L. Ma, B. Liu / Advances in Mathematics 225 (2010) 3052–3063 3057Direct computation yields that the functions U¯λ(x) and V¯λ(x) satisfy the following equations
in Σλ:
−U¯λ − 2∇ϕ
ϕ
∇U¯λ −
(
∂g
∂u
(
ξ1(x,λ), v(x)
)+ ϕ
ϕ
)
U¯λ − ∂g
∂v
(
uλ(x), η1(x,λ)
)
V¯λ = 0, (9)
−V¯λ − 2∇ϕ
ϕ
∇V¯λ −
(
∂f
∂v
(
u(x), η2(x)
)+ ϕ
ϕ
)
V¯λ − ∂f
∂u
(
ξ2(x,λ), vλ(x)
)
U¯λ = 0, (10)
where ξi(x,λ), ηi(x,λ) are the same as in (8).
We define
ΣU
−
λ :=
{
x ∈ Σλ
∣∣Uλ(x) < 0}, ΣV −λ := {x ∈ Σλ ∣∣ Vλ(x) < 0}.
Under the assumptions (i)–(iv), we have the following three claims.
Claim 1. There exists a constant R1 > 0, such that for all
x ∈ {Rn\BR1(0)}∩ ΣU−λ ,
the following holds:
∂g
∂u
(
z, v(x)
)+ ϕ(x)
ϕ(x)
< −θ(n − 2 − θ)
2|x|2 < 0, (11)
where z is any number in (uλ(x), u(x)).
Proof of Claim 1. To begin with, simple calculus shows
ϕ
ϕ
= −θ(n − 2 − θ)|x|2 < 0.
Using (i) and (5), we can choose R > 0 such that
up−1(x) + ϕ
ϕ
(x) < −θ(n − 2 − θ)
2|x|2 < 0, ∀|x| > R.
Since (ii), we choose  > 0 such that ∂g
∂u
(u, v) < up−1, if u + v < . For this particular , by using
(i), there exists R1 (> R) such that u(x) + v(x) <  if |x| > R1. Thus for all x ∈ {Rn\BR1(0)} ∩
ΣU
−
λ and for all z ∈ (uλ(x), u(x)), we have z + v(x) < , which yields
∂g
∂u
(
z, v(x)
)+ ϕ(x)
ϕ(x)
< zp−1 + ϕ(x)
ϕ(x)
< up−1(x) + ϕ(x)
ϕ(x)
< −θ(n − 2 − θ)
2|x|2 < 0.
This proves Claim 1. 
As to function v, the same result holds and the proof is similar.
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−
λ , the following
holds:
∂f
∂v
(
u(x),w
)+ ϕ(x)
ϕ(x)
< −θ(n − 2 − θ)
2|x|2 < 0, (12)
where w is any number in (vλ(x), v(x)).
Claim 3. There exists a constant R3 > 0, such that
for all x1, x2 ∈
{
R
n\BR3(0)
}∩ ΣU−λ ∩ ΣV −λ , (13)
the following holds:
(
∂g
∂u
(
z1, v(x1)
)+ ϕ(x1)
ϕ(x1)
)(
∂f
∂v
(
u(x2),w2
)+ ϕ(x2)
ϕ(x2)
)
− ∂g
∂v
(
uλ(x1),w1
)∂f
∂u
(
z2, vλ(x2)
)
> 0, (14)
where zi is any number in (uλ(xi), u(xi)) and wi is any number in (vλ(xi), v(xi)) (i = 1,2).
Proof of Claim 3. Using the results of Claims 1 and 2, we choose R > 0 such that ∀x1, x2 ∈
{Rn\BR(0)} ∩ ΣU−λ ∩ ΣV
−
λ , both inequalities (11) and (12) hold. Hence,
(
∂g
∂u
(
z1, v(x1)
)+ ϕ(x1)
ϕ(x1)
)(
∂f
∂v
(
u(x2),w2
)+ ϕ(x2)
ϕ(x2)
)
>
θ2(n − 2 − θ)2
4|x1|2|x2|2 . (15)
Using (iii), there exists an  > 0 such that for all u + v < , we have
∂g
∂v
(u, v) < vb−1, ∂f
∂u
(u, v) < ua−1.
Using (i), we can choose R′ > R such that for all zi ∈ (uλ(xi), u(xi)), wi ∈ (vλ(xi), v(xi))
(i = 1,2), if |xi | > R′, then uλ(x1) + w1 < , z2 + vλ(x2) <  and
∂g
∂v
(
uλ(x1),w1
)
< wb−11 < v
b−1(x1),
∂f
∂u
(
z2, vλ(x2)
)
< za−12 < u
a−1(x2).
Take relation (5) into account, we can choose R3 > R′ such that for all xi (i = 1,2) satisfy-
ing (13) the following holds:
vb−1(x1)ua−1(x2) <
1
|x1|β(b−1)|x2|α(a−1) .
Thus, combining the last inequality with (15) and (5), we have for all xi ∈ {Rn\BR3(0)}∩ΣU
−
λ ∩
ΣV
−
λ that the inequality (14) holds. The proof of Claim 3 is completed. 
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Since x1 axis can be placed in any direction, we just have to show there exists a λ ∈ R, such
that
U¯λ(x) ≡ V¯λ(x) ≡ 0, ∀x ∈ Σλ.
In order to show this, we will apply the moving planes methods in three steps.
Step 1. There exists λ∗ < 0 such that Uλ  0 and Vλ  0 in Σλ, for all λ λ∗.
Fix λ∗ < −max{R1,R2,R3}, then for all λ λ∗, we have ∀x ∈ Σλ, |x| > max{R1,R2,R3}.
Assume for contradiction that there is a λ < λ∗ and a point y0 ∈ Σλ, such that Uλ(y0) < 0, i.e.
U¯λ(y0) < 0.
First, the choice of function ϕ(x) = 1|x|θ (0 < θ < min{n − 2, α,β}) and assumption (i) show
that
lim|x|→+∞ U¯λ(x) = 0.
Since U¯λ(x) = 0, x ∈ Tλ, we may take y1 ∈ Σλ, such that
U¯λ(y1) = min
y∈Σλ
U¯λ(y) < 0.
At point y1, we have −U¯λ(y1) 0 and ∇U¯λ(y1) = 0. Thus, (9) turns out to be
0
(
∂g
∂u
(
ξ1(y1, λ), v(y1)
)+ ϕ(y1)
ϕ(y1)
)
U¯λ(y1) + ∂g
∂v
(
uλ(y1), η1(y1, λ)
)
V¯λ(y1). (16)
Noticing that y1 ∈ {Rn\BR1(0)} ∩ ΣU
−
λ , by using Claim 1, we have
∂g
∂u
(
ξ1(y1, λ), v(y1)
)+ ϕ(y1)
ϕ(y1)
< 0.
Combining this with the assumption (iv), we have V¯λ(y1) < 0, i.e. y1 ∈ {Rn\BR3(0)} ∩ ΣU
−
λ ∩
ΣV
−
λ . On the other hand, we also have
lim|x|→+∞ V¯λ(x) = 0 and V¯λ(x) = 0 ∀x ∈ Tλ,
hence, we can take y2 ∈ Σλ such that
V¯λ(y2) = min
y∈Σλ
V¯λ(y) < 0.
We can repeat the above argument for (10) and show that U¯λ(y2) < 0, i.e. y2 ∈ {Rn\BR3(0)} ∩
ΣU
− ∩ ΣV − andλ λ
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(
∂f
∂v
(
u(y2), η2(y2, λ)
)+ ϕ(y2)
ϕ(y2)
)
V¯λ(y2) + ∂f
∂u
(
ξ2(y2, λ), vλ(y2)
)
U¯λ(y2). (17)
Let us put
J11(λ) = ∂g
∂u
(
ξ1(y1, λ), v(y1)
)+ ϕ(y1)
ϕ(y1)
< 0, J12(λ) = ∂g
∂v
(
uλ(y1), η1(y1, λ)
)
 0,
J21(λ) = ∂f
∂u
(
ξ2(y2, λ), vλ(y2)
)
 0, J22(λ) = ∂f
∂v
(
u(y2), η2(y2, λ)
)+ ϕ(y2)
ϕ(y2)
< 0.
By using (16) and (17), we obtain
U¯λ(y1)−J12(λ)
J11(λ)
V¯λ(y1)
J12(λ)J21(λ)
J11(λ)J22(λ)
U¯λ(y2)
J12(λ)J21(λ)
J11(λ)J22(λ)
U¯λ(y1),
which implies
J11(λ)J22(λ) − J12(λ)J21(λ) 0.
However, as we have shown y1, y2 ∈ {Rn\BR3(0)} ∩ ΣU
−
λ ∩ ΣV
−
λ , by the result of Claim 3,
J11(λ)J22(λ) − J12(λ)J21(λ) > 0,
which leads to a contradiction. Step 1 is completed.
We now move the plane Tλ toward right, i.e. increase the value of λ, as long as both Uλ(x) 0
and Vλ(x) 0 hold. Define:
λ0 = sup{λ ∈ R | ∀μ λ,Uμ  0,Vμ  0,∀x ∈ Σμ}. (18)
Step 1 implies that λ0 > −∞. On the other hand, as u(x) < u(0), ∀|x| > R, for some sufficiently
large R, λ0 < +∞. We conclude that λ0 is finite. Since all functions we consider are continuous
with respect to λ, we know that
Uλ0  0 and Vλ0  0, in Σλ0 .
Then it follows from the above estimate, (9), (10) and (iv) that in Σλ0 :
−U¯λ0(x) − 2
∇ϕ(x)
ϕ(x)
∇U¯λ0(x) −
(
∂g
∂u
(
ξ1(x,λ0), v(x)
)+ ϕ(x)
ϕ(x)
)
U¯λ0(x) 0, (19)
−V¯λ0(x) − 2
∇ϕ(x)
ϕ(x)
∇V¯λ0(x) −
(
∂f
∂v
(
u(x), η2(x,λ0)
)+ ϕ(x)
ϕ(x)
)
V¯λ0(x) 0. (20)
By definition, ϕ(x)
ϕ(x)
is bounded on Rn. Using the assumption (i), u(x), v(x) are bounded func-
tions on Rn, and thus all coefficients in (19) and in (20) are bounded functions. Therefore, by
using Maximum Principle and Hopf’s lemma, we have
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or U¯λ0(x) > 0, ∀x ∈ Σλ0,
∂U¯λ0
∂ν
(x) < 0, ∀x ∈ Tλ0, (21)
where ν is the outward normal vector on Tλ0 . Also,
either V¯λ0(x) ≡ 0, ∀x ∈ Σλ0
or V¯λ0(x) > 0, x ∈ Σλ0 ,
∂V¯λ0
∂ν
(x) < 0, ∀x ∈ Tλ0 .
Step 2. Either Uλ0 ≡ 0 or Vλ0 ≡ 0 holds in Σλ0 .
By the above discussion, we only have to exclude the situation when both Uλ0 and Vλ0 are
strictly positive in Σλ0 , and have strictly negative x1-derivatives on Tλ0 . Let us suppose this is
the case.
The definition of λ0 implies that there exist sequences {λk}∞k=1 ⊂ R and {xk}∞k=1 ⊂ Rn such
that λk > λ0, limk→∞ λk = λ0, xk ∈ Σλk , and either U¯λk (xk) < 0, or V¯λk (xk) < 0. Taking
U¯λk (xk) < 0 (up to a subsequence) as an example, we can rename xk to be the minimum points,
i.e.
U¯λk (xk) = min
x∈Σλk
U¯λk (x) < 0, k = 1,2, . . . . (22)
Then there are two possible cases.
Case 1. The sequence {xk}∞k=1 contains a bounded subsequence.
Without loss of generality, we assume
lim
k→∞xk = x0, x0 ∈
+∞⋂
k=1
Σλk = Σλ0 .
From (22), we have
U¯λ0(x0) 0, and ∇U¯λ0(x0) = 0. (23)
Since Uλ0(x) > 0 ∀x ∈ Σλ0 , x0 has to lie on the boundary of Σλ0 , i.e. x0 ∈ Tλ0 . Hence, from (21),
∂U¯λ0
∂ν
(x0) < 0, which contradicts the second equation in (23).
Case 2. limk→∞ |xk| = +∞.
In this case, we can choose k∗ > 0 such that if k > k∗, |xk| > max{R1,R2,R3}, where
R1,R2,R3 are as in Claims 1–3. For any fixed k > k∗, exactly as in Step 1, we can show
V¯λk (xk) < 0. After choosing
V¯λk (yk) = min
y∈Σ V¯λk (y) < 0,λk
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xk, yk ∈
{
R
n\BR3(0)
}∩ ΣU−λk ∩ ΣV −λk .
Similarly defining
J11(λk) = ∂g
∂u
(
ξ1(xk, λk), v(xk)
)+ ϕ(xk)
ϕ(xk)
< 0,
J12(λk) = ∂g
∂v
(
uλk (xk), η1(xk, λk)
)
> 0,
J21(λk) = ∂f
∂u
(
ξ2(yk, λk), vλk (yk)
)
> 0,
J22(λk) = ∂f
∂v
(
u(yk), η2(yk, λk)
)+ ϕ(yk)
ϕ(yk)
< 0,
same as in Step 1, we can show J11(λk)J22(λk)−J12(λk)J21(λk) 0, which contradicts Claim 3.
Step 2 is completed.
Step 3. Both Uλ0 ≡ 0 and Vλ0 ≡ 0 hold in Σλ0 .
From Step 2, we let Uλ0 ≡ 0 for example, i.e. u(x) is symmetric about Tλ0 . From (9) and
using (iv), we obtain Uλ0 ≡ 0. Step 3 is completed.
Proof of Corollary 6. Obviously, g(u, v) =∑Ni=1 up1i vq1i and f (u, v) =∑Ni=1 up2i vq2i satisfy
all conditions in Theorem 1. 
Acknowledgment
The authors would like to thank the unknown referee for helpful suggestion.
References
[1] J. Busca, B. Sirakov, Symmetry results for semilinear elliptic systems in the whole space, J. Differential Equa-
tions 163 (2000) 41–56.
[2] L. Caffarelli, B. Gidas, J. Spruck, Asymptotic symmetry and local behavior of semilinear elliptic equations with
critical Sobolev growth, Comm. Pure Appl. Math. XLII (1989) 271–297.
[3] W.X. Chen, C. Li, Classification of solutions of some nonlinear elliptic equations, Duke Math. J. 63 (3) (1991)
615–622.
[4] W.X. Chen, C. Li, Maximum principles and method of moving planes, preprint, 2009 (in Chinese).
[5] W. Chen, C. Li, Regularity of solutions for a system of integral equations, Comm. Pure Appl. Anal. 4 (2005) 1–8.
[6] W. Chen, C. Li, The best constant in weighted Hardy–Littlewood–Sobolev inequality, Proc. Amer. Math.
Soc. 136 (3) (2008) 955–962.
[7] W. Chen, C. Li, B. Ou, Classification of solutions for an integral equation, Comm. Pure Appl. Math. 59 (2006)
330–343.
[8] W. Chen, C. Li, B. Ou, Classification of solutions for a system of integral equations, Comm. Partial Differential
Equations 30 (2005) 59–65.
[9] W. Chen, C. Li, B. Ou, Qualitative properties of solutions for an integral equation, Discrete Contin. Dynam. Syst. 12
(2005) 347–354.
L. Ma, B. Liu / Advances in Mathematics 225 (2010) 3052–3063 3063[10] B.D. Esry, C.H. Greene, J.P. Burke Jr., J.L. Bohn, Hartree–Fock theory for double condensates, Phys. Rev. Lett. 78
(1997) 3594–3597.
[11] D.G. de Figueiredo, P.L. Felmer, On superquadratic elliptic systems, Trans. Amer. Math. Soc. 343 (1994) 99–116.
[12] D.G. de Figueiredo, P.L. Felmer, A Liouville-type theorem for elliptic systems, Ann. Sc. Norm. Super. Pisa Cl. Sci.
(4) 21 (1994) 387–397.
[13] D.G. de Figueiredo, Monotonicity and symmetry of solutions of elliptic systems in general domains, NoDEA Non-
linear Differential Equations Appl. 1 (1994) 119–123.
[14] D.G. de Figueiredo, J. Yang, Decay, symmetry and existence of positive solutions of semilinear elliptic systems,
Nonlinear Anal. 33 (3) (1998) 211–234.
[15] B. Gidas, W.M. Ni, L. Nirenberg, Symmetry of positive solutions of nonlinear elliptic equations in Rn , Math. Anal.
Appl. Part A 7 (1981) 369–402.
[16] B. Gidas, J. Spruk, Global and local behavior of positive solutions of nonlinear elliptic equations, Comm. Pure
Appl. Math. 24 (1981) 525–598.
[17] A. Hasegawa, Y. Kodama, Solutions in Optical Communications, Academic Press, San Diego, 1995.
[18] M.N. Islam, Ultrafast Fiber Switching Devices and Systems, Cambridge University Press, New York, 1992.
[19] T. Kanna, M. Lakshmanan, Exact soliton solutions, shape changing collisions, and partially coherent solitons in
coupled nonlinear Schrödinger equations, Phys. Rev. Lett. 86 (2001) 5043.
[20] C. Li, Monotonicity and symmetry of solutions of fully nonlinear elliptic equations on unbounded domain, Comm.
Partial Differential Equations 16 (1991) 585–615.
[21] Y. Li, W.M. Ni, Radial symmetry of positive solutions of nonlinear elliptic equations, Comm. Partial Differential
Equations 18 (1993) 1043–1054.
[22] T.C. Lin, J. Wei, Ground state of N coupled nonlinear Schrödinger equations in Rn, n 3, Comm. Math. Phys. 255
(2005) 629–653.
[23] T.C. Lin, J. Wei, Spikes in two coupled nonlinear Schrödinger equations, Ann. Inst. H. Poincare Anal. Non Lin-
eaire 22 (2005) 403–439.
[24] L. Ma, D.Z. Chen, A Liouville type theorem for an integral system, Comm. Pure Appl. Anal. 5 (2006) 855–859.
[25] Li Ma, D.Z. Chen, Radial symmetry and monotonicity for an integral equation, J. Math. Anal. Appl. 342 (2008)
943–949.
[26] Li Ma, Dezhong Chen, Radial symmetry and uniqueness of non-negative solutions to an integral system, Math.
Comput. Modelling 49 (2009) 379–385.
[27] Li Ma, Li Congming, Uniqueness of positive bound states to Schrödinger systems with critical exponents, SIAM J.
Math. Anal. 40 (3) (2008) 1049–1057.
[28] Li Ma, Lin Zhao, Uniqueness of ground states of some coupled nonlinear Schrödinger systems and their application,
J. Differential Equations 245 (2008) 2551–2565.
[29] Li Ma, Lin Zhao, Classification of positive solitary solutions of the nonlinear Choquard equation, Arch. Ration.
Mech. Anal. 195 (2010) 455–467.
[30] B. Sirakov, On symmetry in elliptic systems, Appl. Anal. 41 (1–4) (1991) 1–9.
[31] W.C. Troy, Symmetry properties in systems of semilinear elliptic equations, J. Differential Equations 42 (1981)
400–413.
[32] H. Zou, Symmetry of positive solutions of u + up = 0 in Rn, J. Differential Equations 120 (1995) 46–88.
