Abstract. In this paper, we consider two species chemotaxis systems with Lotka-Volterra type competition terms in heterogeneous media. We first find various conditions on the parameters which guarantee the global existence and boundedness of classical solutions with nonnegative initial functions. Next, we find further conditions on the parameters which establish the persistence of the two species. Then, under the same set of conditions for the persistence of two species, we prove the existence of coexistence states. Finally we prove the extinction phenomena in the sense that one of the species dies out asymptotically and the other reaches its carrying capacity as time goes to infinity. The persistence in general two species chemotaxis systems is studied for the first time. Several important techniques are developed to study the persistence and coexistence of two species chemotaxis systems. Many existing results on the persistence, coexistence, and extinction on two species competition systems without chemotaxis are recovered.
Introduction and the statements of the main results
Chemotaxis, the tendency of cells, bacteria, or organisms to orient the direction of their movements toward the increasing or decreasing concentration of a signaling chemical substance, has a crucial role in a wide range of biological phenomena such as immune system response, embryo development, tumor growth, etc. (see [11] ). Recent studies describe also macroscopic process such as population dynamics or gravitational collapse, etc., in terms of chemotaxis (see [17] ). Because of its crucial role in the above mentioned process and others, chemotaxis has attracted great attention in both biological and mathematical communities. In 1970's, Keller and Segel proposed in [15, 16] a celebrated mathematical model (K-S model) made up of two parabolic equations to describe chemotaxis. Since their pioneering works, a large amount of work has been devoted to determine whether solutions exists globally or when blow-up occurs in the K-S model and its various forms of variants. For a broad survey on the progress of various chemotaxis models and a rich selection of references, we refer the reader to the survey papers [2, 9, 10, 22] . But many fundamental problems are still not well understood yet. In particular, there is little study on chemotaxis systems with time and space dependent logistic sources.
In reality, the environments of many living organisms are spatially and temporally heterogeneous. It is of both biological and mathematical interests to study chemotaxis models with certain time and space dependence. To the best of our knowledge, the first paper on chemotaxis systems with time and space dependent logistic sources is our paper [13] , where we considered a one species parabolic-elliptic chemotaxis model and proved, under the well known assumption of smallness of chemotaxis effect comparing to logistic damping effect, the global existence and boundedness of nonnegative classical solutions, the existence of positive entire solutions, and under some further conditions, the uniqueness and nonlinear stability of entire solutions.
In the current paper, we consider the following two species parabolic-parabolic-elliptic chemotaxis system with heterogeneous Lotka-Volterra type competition terms, where Ω ⊂ R n (n ≥ 1) is a bounded domain with smooth boundary, d i (i = 1, 2, 3) are positive constants, χ 1 , χ 2 , k, l, λ are nonnegative constants, and a i (t, x) and b i (t, x) (i = 0, 1, 2) are positive bounded smooth functions.
Note that, in the absence of chemotaxis, that is, χ 1 = χ 2 = 0, the dynamics of (1.1) is determined by the first two equations, that is, the following two species competition system, Among interesting dynamical issues in (1.1) and (1.2) are persistence, coexistence, and extinction. These dynamical issues for (1.2) have been extensively studied (see [1] , [4] , [7] , [8] , etc.). Several authors have studied these issues for system (1.1) with constant coefficients [3, 12, 18, 19, 21] . For example in [12] , the authors considered a more general competitivecooperative chemotaxis system with nonlocal terms logistic sources and proved both the phenomena of coexistence and of exclusion for parameters in some natural range. However, there is little study of these important issues for (1.1) with time and space dependent coefficients. The objective of this paper is to investigate the persistence, coexistence, and extinction dynamics of (1.2) . In particular, we identify the circumstances under which persistence or extinction occurs, and in the case that persistence occurs, we study the existence of coexistence states.
In order to do so, we first study the global existence of classical solutions of (1.1) with any given nonnegative initial functions. Let
Note that for any given t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.2) has a unique bounded global classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 )) satisfying that (u(x, t 0 ; t 0 , u 0 , v 0 ), v(x, t 0 ; t 0 , u 0 , v 0 )) = (u 0 (x), v 0 (x)).
(1.3)
However, it is not known whether for any given t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.1) has a unique bounded global classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 ), w(x, t; t 0 , u 0 , v 0 )) satisfying (1.3). It can be proved that for given u 0 , v 0 ∈ C + (Ω) and t 0 ∈ R, (1.1) has a unique local classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 ), w(x, t; t 0 , u 0 , v 0 )) satisfying (1.3) (see Lemma 2.1). If no confusion occurs, we denote (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 ), w(x, t; t 0 , u 0 , v 0 )) by (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )). To formulate our results on global existence of classical solutions of (1.1), we introduce the following notations. For a given function f i (t, x) defined on R ×Ω we put f i,inf = inf t∈R,x∈Ω f i (t, x), f i,sup = sup t∈R,x∈Ω f i (t, x), f i,inf (t) = inf x∈Ω f i (t, x), f i,sup (t) = sup x∈Ω f i (t, x), unless specified otherwise. We also introduce the following assumptions.
(H1) a i (t, x), b i (t, x), χ i and d 3 , k and l satisfy 6) and
Our results on global existence and boundedness of nonnegative classical solutions of (1.1) are stated in the following theorem. (1) Assume that (H1) holds. Then for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.1)+(1.3) has a unique bounded global classical solution (u(x, t; t 0 ), v(x, t; t 0 ),w(x, t; t 0 )) which satisfies that
(1.9)
can be chosen to be zero.
(2) Assume that (H2) holds. Then for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.1)+(1.3) has a unique bounded global classical solution (u(x, t; t 0 ), v(x, t; t 0 ),w(x, t; t 0 )) which satisfies
(1.10)
(3) Assume (H3) holds. Then for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), system (1.1)+(1.3) has a unique bounded global classical solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) which satisfies
for all t ≥ t 0 . 
Under the assumption (H2), (B 1 ,B 2 ) is the unique positive equilibrium of the following cooperative system,
(2) Conditions (H1), (H2) and (H3) are natural in the sense that when no chemotaxis is present, i.e., χ 1 = χ 2 = 0, conditions (H1) and (H2) become the trivial conditions a 1,inf > 0 and b 2,inf > 0 while (H3) becomes a 1,inf > 0, a 2,inf > 0, b 1,inf > 0, and b 2,inf > 0.
(3) By (H3), finite time blow up cannot happen when n = 1 or n = 2. In general, it remains open whether for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) which satisfies (1.3) exists for all t ≥ t 0 .
(4) It is proved in [13] that, under the assumption (H1), (H2), or (H3), there are semitrivial entire solutions (u * (x, t), 0, w * u (x, t)) and (0, v * (x, t), w * v (x, t)) of (1.1) with
In the absence of chemotaxis (i.e. χ 1 = χ 2 = 0), such semitrivial solutions are unique.
(5) The condition of global existence and boundedness of classical solutions in [12, Theorem 1.1(1)] implies (H2). Therefore Theorem 1.1(2) is an improvement of the global existence result in [12, Theorem 1.1(1)]. Notice also that when
coincide with the boundedness condition in [19, Lemma 2.2] . Thus (H2) is a generation of the global existence condition in [19] .
We now investigate the persistence, coexistence, and extinction dynamics of (1.1) under the assumption (H1), (H2), or (H3). A solution (u(x, t), v(x, t), w(x, t)) of (1.1) defined for all t ∈ R is called an entire solution. A coexistence state of (1.1) is an entire positive solution (u * * (x, t), v * * (x, t), w * * (x, t)) with inf t∈R,x∈Ω u * * (x, t) > 0, inf
We say that persistence occurs in (1.1) if there is η > 0 such that for any u 0 , v 0 ∈ C 0 (Ω) with u 0 > 0 and
We say that extinction of one species, say, species u, occurs in (1.1) if for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with u 0 ≡ 0 and v 0 ≡ 0, there holds lim t→∞ u(·, t + t 0 ; t 0 , u 0 , v 0 ) ∞ = 0, and lim inf
To state our results on persistence and coexistence, we further introduce the following assumptions.
(H4) a i (t, x), b i (t, x), χ i and d 3 , k and l satisfy (H1) and a 0,inf > a 2,supĀ2 and b 0,inf > b 1,supĀ1 .
(1.12)
, χ i and d 3 , k and l satisfy (H2) and
where (· · · ) + represents the positive part of the expression inside the brackets.
We have the following theorem on the persistence in (1.1). 
for all x ∈Ω, t ≥ t 0 + t ǫ,u 0 ,v 0 , and t 0 ∈ R. (1) It should be pointed out that in [3] , [19] , [21] , global asymptotic stability and uniqueness of coexistence states are obtained for (1.2) when the coefficients are constants and satisfy certain weak competition condition (see also [18] when the system involves nonlocal terms). In such cases, the persistence follows from the asymptotic stability and uniqueness of coexistence states. The persistence in two species chemotaxis systems without assuming the asymptotic stability of coexistence states is studied for the first time, even when the coefficients are constants. It should be also pointed out that the authors of [20] studied the persistence of a parabolic-parabolic chemotaxis system with logistic source. The persistence in (1.2) implies the persistence of mass, that is, if persistence occurs in (1.2), then for any u 0 , v 0 ∈ C(Ω) with u 0 > 0 and
We will study persistence in fully parabolic two species competition system with chemotaxis somewhere else.
(2) It is well known that, in the absence of chemotaxis (i.e., χ 1 = χ 2 = 0), the instability of the unique semitrivial solutions (u * , 0) and (0, v * ) of (1.2) implies that the persistence occurs in (1.2). Note that both (H4) and (H5) imply 15) which implies that the semitrivial solutions (u * , 0) and (0, v * ) of (1.2) are unstable. When χ 1 = χ 2 = 0, the conditions (H4) and (H5) coincide and become (1.15), and
Hence Theorem 1.2 recovers the uniform persistence result of (1.2) in [8, Theorem E(1)].
(3) The conditions (H4) and (H5) are sufficient conditions for semi-trivial positive entire solutions of (1.1) to be unstable. In fact, assume (H4) or (H5) and suppose that (u * , 0, w * u ) is a semi-trivial solution of (1.1). Then we have the following linearized equation of (1.1)
(1.16)
Note that the second equation in (1.16) is independent of u and w. Assume (H4). Then
This together with b 0,inf > b 1,supĀ1 implies that (u * , 0, w * u ) is linearly unstable. Other cases can be proved similarly. The proof that (H4) or (H5) implies persistence (1.1) is very nontrivial. To prove Theorem 1.2, we first prove five nontrivial lemmas (i.e. Lemmas 3.1 to 3.5), some of which also play an important role in the study of coexistence.
(4) Consider the following one species parabolic-elliptic chemotaxis model,
and assume that
By the arguments of Theorem 1.2, we have the following persistence for (1.17), which is new. There is A 1 such that for any ǫ > 0, t 0 ∈ R, u 0 ∈ C 0 (Ω) with u 0 ≥ 0, and u 0 ≡ 0, there exists t ǫ,u 0 such that
for all x ∈Ω and t ≥ t 0 + t ǫ,u 0 , where (u(x, t; t 0 , u 0 ), w(x, t; t 0 , u 0 )) is the global solution of (1.17) with u(x, t 0 ; t 0 , u 0 ) = u 0 (x) (see Corollary 3.1).
The next theorem is about the existence of coexistence states of (1.1).
Theorem 1.3 (Coexistence).
(1) Assume (H4). Then there is a coexistence state (u * * (x, t), v * * (x, t), w * * (x, t)) of (1.1). Moreover, the following holds. 
(1.20)
In general, it is very nontrivial to prove that persistence in (1.1) implies the existence of a coexistence state.
(2) As it is mentioned in Remark 1.2(1), when χ 1 = χ 2 = 0, the conditions (H4) and (H5) coincide and become (1.15). Hence theorem 1.3 recovers the coexistence result for
(3) Under some additional condition, the stability and uniqueness of coexistence states are proved in our recent paper [14] . The proofs are very nontrivial. To control the length, we hence did not study the stability and uniqueness of coexistence states in this paper.
Our last theorem is about the extinction of the species u.
Theorem 1.4. Assume that (H1) or (H2), and suppose furthermore that
Then for every t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with v 0 ∞ > 0, the unique bounded and globally
Furthermore, if there is a unique entire positive solution
, where
To see this, we first note that (1.23) implies that
which implies the second inequality in (1.29). Second, note that (1.22) implies that
This together with the fact that a 2,inf b 0,inf (b 2,inf −l
which combines with b 2,inf − 2l
> 0 implies the first inequality in (1.29).
(1.22) and (1.23) become
respectively. Therefore, the extinction results for (1.2) in [8] are recovered. (4) The reader is referred to [13] for the existence and uniqueness of positive entire solutions of (1.27).
The results established in this paper provide various conditions under which persistence or extinction occurs. All the conditions depend on the chemotaxis sensitivity coefficients χ 1 and χ 2 , which reflect some effects of chemotaxis on the persistence and extinction of the system. However, it remains open whether chemotaxis makes species easier to persist or go extinct. This is a very interesting issue and we plan to study it somewhere else.
The rest of the paper is organized as follows. In section 2, we study the global existence of classical solutions and prove Theorem 1.1. Section 3 is devoted to the study of the persistence and boundedness of classical solutions. It is here that we present the proof of Theorem 1.2. In section 4, we study the existence of coexistence states and prove Theorem 1.3. Finally in section 5, we study the phenomenon of exclusion and prove Theorem 1.4.
Global existence of bounded classical solutions
In this section, we study the existence of bounded classical solutions of system (1.1) and prove Theorem 1.1. We start with the following important result on the local existence of classical solutions of system (1.1) with initial functions in C + (Ω).
Proof. If follows from the similar arguments as those in [19, Lemma 2.1].
Next, we consider the following system of ODEs induced from system (1.1),
For convenience, we let
be the solution of (2.2) with initial condition
We now state and prove the following important lemma which provides sufficient conditions for the boundedness of classical solutions of system (2.2).
whereB 1 andB 2 are as in (1.10) and (1.11), respectively.
Proof. (i) Let ǫ > 0 and (u ǫ (t), u ǫ (t), v ǫ (t), v ǫ (t)) be the solution of (2.2) with a 0,sup (t) and b 0,sup (t) being replaced by a 0,sup (t) + ǫ and b 0,sup (t) + ǫ, respectively, and satisfying (2.3) with u 0 , v 0 being replaced respectively by u ǫ 0 = u 0 + ǫ and v ǫ 0 = v 0 + ǫ. We claim first that (i) holds for (u ǫ (t), u ǫ (t), v ǫ (t), v ǫ (t)) . Suppose by contradiction that our claim does not hold. Then there
Without loss of generality, assume that u ǫ (t) = u ǫ (t). Then on one hand (2.5) implies that 6) and on the other hand the difference between the first and the second equations of (2.2) gives
(ii) First from the first and third equations of (2.2) we get
Thus the result follows from comparison principle for cooperative systems and the fact that (B 1 ,B 2 ) is a uniformly asymptotically stable solution for the following system of ODEs,
Now we prove Theorem 1.1.
Proof of Theorem 1.1.
(1) From the first equation of system (1.1), we have that for t ∈ (t 0 , t 0 + T max (t 0 , u 0 , v 0 )),
This together with (H1) gives for t ∈ (t 0 , t 0 + T max (t 0 , u 0 , v 0 )),
Let u(t; u 0 ∞ ) be the solution of the ODE
and is decreas-
, and u(t; u 0 ∞ ) converges to
as t → ∞. Therefore by comparison principle for parabolic equations, we get
Similarly, the second equation of system (1.1) gives
(2.10) By (2.1), (2.9), and (2.10), we have T max (t 0 , u 0 , v 0 ) = ∞. Moreover, by (2.8) and comparison principle for parabolic equations again, for any ǫ > 0, there is
and T 1 (u 0 , v 0 , ǫ) can be chosen to be zero if u 0 ≤Ā 1 + ǫ. Similarly, for any ǫ > 0, there is
and T 2 (u 0 , v 0 , ǫ) can be chosen to be zero if v 0 ≤Ā 2 + ǫ. (1) thus follows with
and let (u(t), u(t), v(t), v(t)) be the solution of (2.2) satisfying initial condition (2.3). By the similar arguments as those in [12, Theorem 1.1(1)], under the condition (H2) we have
This together with Lemma 2.2 implies Theorem 1.1 (2) . 
Persistence
In this section, we study the persistence in (1.1) and prove Theorem 1.2. Fix T > 0. We first prove five Lemmas.
Lemma 3.1.
(1) Assume (H1). For any ǫ > 0, there is δ = δ(ǫ) > 0 such that for any u 0 , v 0 ∈ C + (Ω), the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(2) Assume (H2). For any ǫ > 0, there is δ = δ(ǫ) > 0 such that for any u 0 , v 0 ∈ C + (Ω), the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(i) If 0 ≤ u 0 ≤ δ and 0 ≤ v 0 ≤B 2 + ǫ, then u(x, t; t 0 ) ≤ ǫ for t ∈ [t 0 , t 0 + T ] and x ∈Ω.
(ii) If 0 ≤ v 0 ≤ δ and 0 ≤ u 0 ≤B 1 + ǫ, then v(x, t; t 0 ) ≤ ǫ for t ∈ [t 0 , t 0 + T ] and x ∈Ω.
Proof.
(1)(i) Assume (H1). Then
Hence, by comparison principle for parabolic equations, we have
(1)(i) thus follows with δ = ǫe −a 0,sup T for any given ǫ > 0.
(1)(ii) It can be proved by the similar arguments as in (1)(i).
(2)(i) By Theorem 1.1(2),
Assume (H2). Then
By comparison principle for parabolic equations, we have
(2)(i) thus follows with δ = ǫe
(B 2 +ǫ) T for any given ǫ > 0.
(2)(ii) It can be proved by the similar arguments as in (2)(i).
Lemma 3.2.
(1) Assume (H4). Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(1) holds with ǫ = ǫ 0 and δ = δ 0 ,
For given u 0 , v 0 ∈ C + (Ω), the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(i) If 0 < u 0 < δ 0 and 0
(ii) If 0 < v 0 < δ 0 and 0
(2) Assume (H5). Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(2) holds with ǫ = ǫ 0 and δ = δ 0 ,
(1)(i) Without loss of generality, assume infΩ u 0 (x) > 0. By Theorem 1.1 (1),
This together with Lemma 3.1 (1) implies that
withũ(t 0 ) = infΩ u 0 (x). We haveũ(t) is monotonically increasing in t ≥ t 0 and
(1)(ii) It can be proved by the similar arguments as those in (1)(i).
(2)(i) (i) Again, without loss of generality, assume infΩ u 0 (x) > 0. By Theorem 1.1 (2),
This together with Lemma 3.1 (2) implies that
for 0 < t ≤ T . Letũ(t) be the solution of
(2)(ii)It can be proved by the similar arguments as those in (2)(i). > 0 such that for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤Ā 1 + ǫ and 0 < v 0 ≤Ā 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(2) Assume (H2). Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(2) holds with ǫ = ǫ 0 and δ = δ 0 . There are B 2 > 0 such that for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤B 1 + ǫ and 0 < v 0 ≤B 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
Proof. (1)(i) Assume that (1)(i) does not hold. Then there are t 0n ∈ R, t n ≥ T , and u n , v n with 0 < u n ≤Ā 1 + ǫ and 0 < v n ≤Ā 2 + ǫ such that
Without loss of generality, we may assume that
and lim n→∞ u(x, t + t n + t 0n ; t 0n ) =ũ(x, t), lim n→∞ v(x, t + t n + t 0n ; t 0n ) =ṽ(x, t)
uniformly in x ∈Ω and t in bounded closed sets of (−T, ∞). Note that u(x, t+t n +t 0n ; t 0n , u n , v n ) = u(x, t+t n +t 0n ; t n +t 0n , u(·, t n +t 0n ; t 0n , u n , v n ), v(·, t n +t 0n ; t 0n , u n , v n )), and v(x, t+t n +t 0n ; t 0n , u n , v n ) = v(x, t+t n +t 0n ; t n +t 0n , u(·, t n +t 0n ; t 0n , u n , v n ), v(·, t n +t 0n ; t 0n , u n , v n )).
Thereforeũ (x, t) =ũ(x, t; 0,ũ(·, 0),ṽ(·, 0)),ṽ(x, t) =ṽ(x, t; 0,ũ(·, 0),ṽ(·, 0)), where (ũ(x, t; 0,ũ(·, 0),ṽ(·, 0)),ṽ(x, t; 0,ũ(·, 0),ṽ(·, 0)),w(x, t; 0,ũ(·, 0),ṽ(·, 0))) is the solution of (1.1) on (−T, ∞) with a i being replaced byã i and b i being replaced byb i , and ũ(x, 0; 0,ũ(·, 0),ṽ(·, 0)),ṽ(x, 0; 0,ũ(·, 0),ṽ(·, 0)) = ũ(x, 0),ṽ(x, 0) .
Moreover, we haveũ
Henceũ(x, −T /2) ≥ 0,ṽ(x, −T /2) ≥ 0 for x ∈Ω, and supΩũ(x, 0) ≥ δ 0 , infΩũ(x, 0) = 0, which is a contradiction by comparison principle for parabolic equations. Hence (1)(i) holds.
(1)(ii), (2)(i), (2)(ii) can be proved by the similar arguments as those in (1)(i). > 0 such that for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤Ā 1 + ǫ and 0 < v 0 ≤Ā 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following. 2 > 0 such that for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤B 1 + ǫ and 0 < v 0 ≤B 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
Proof. (1)(i) We prove it using properly modified similar arguments of [13, Lemma 5.3] .
Assume that (1)(i) does not hold. Then there are A 1,n → 0, u n , v n ∈ C + (Ω) with 0 < u n ≤ A 1 + ǫ and 0 < v n ≤Ā 2 + ǫ , t n ∈ R, and x n ∈ Ω such that u n (x) ≥ A 1,n ∀ x ∈Ω and u(x n , T + t n ; t n , u n , v n ) < A 1,n .
Without loss of generality, we may assume that lim n→∞ |Ω n | exists. Let
Assume that m 0 = 0. Then there isũ n ∈ C 0 (Ω) such that
This implies that
uniformly in t ∈ [t n , t n + T ] for all 1 ≤ p < ∞, where φ 1 n (·, t) = u(·, t; t n , u n , v n ) − u(·, t; t n ,ũ n , v n ) and φ 2 n (·, t) = v(·, t; t n , u n , v n ) − v(·, t; t n ,ũ n , v n ). Indeed, let
and 
Therefore there exists a positive constant C 0 independent of n such that
for all t ∈ [0, T ]. By (3.5) and the generalized Gronwall's inequality (see [5, page 6]), we get
uniformly in t ∈ [t n , t n + T ] for all 1 ≤ p < ∞. This implies that lim n→∞ w(·, t; t n , u n , v n )) − w(·, t; t n ;ũ n , v n ) C 1 (Ω) = 0 uniformly in t ∈ [t n , t n + T ]. Note that v(x, t; t n ,ũ n , v n ) ≤Ā 2 + ǫ 0 for t ∈ [t n , t n + T ] and by Lemma 3.1(1), u(x, t; t n ,ũ n , v n ) ≤ ǫ 0 for t ∈ [t n , t n + T ]. Hence
for all t ∈ [t n , t n + T ] and x ∈ Ω. It then follows that for any ǫ > 0,
for all t ∈ [t n , t n + T ], x ∈ Ω, and n ≫ 1. Then by the arguments of Lemma 3.2, inf u(·, t n + T ; t n , u n ) ≥ A 1,n , which is a contradiction. Therefore, m 0 = 0. By m 0 = 0 and comparison principle for parabolic equations, without loss of generality, we may assume that lim inf
This implies that there is 0 < T 0 < T and δ ∞ > 0 such that
for all n ≫ 1. By a priori estimates for parabolic equations, without loss of generality, we may assume that
as n → ∞. Without loss of generality, we may also assume that
as n → ∞ locally uniformly in (t, x) ∈ R ×Ω. Then we have
and inf
) is the solution of (1.1) with a i (t, x) and b i (t, x) being replaced by a * i (t, x) and b * i (t, x), and (u
. By comparison principle, we must have u * 0 ≡ 0. But supΩ u * 0 ≥ δ ∞ . This is a contradiction.
(1)(ii) It can be proved by the similar arguments as those in (1)
(i). (2) Follows by similar arguments as those in (1).
Let
and
Note that the constants A 1 , A 2 , B 1 and B 2 depend on T and ǫ 0 .
Lemma 3.5.
(1) Assume (H4). Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(1) and Lemma 3.2(1) hold with ǫ = ǫ 0 and δ = δ 0 . For any u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤Ā 1 + ǫ and 0 < v 0 ≤Ā 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(2) Assume (H5). Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(2) and Lemma 3.2(2) hold with ǫ = ǫ 0 and δ = δ 0 . For any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with 0 < u 0 ≤B 1 + ǫ and 0 < v 0 ≤B 2 + ǫ, the solution (u(x, t; t 0 ), v(x, t; t 0 ), w(x, t; t 0 )) of (1.1) + (1.3) satisfies the following.
(1)(i) First of all, by Lemma 3.4(1), we have
Note that we have either sup
In the former case, if supΩ u(x, t + T + t 0 ; t 0 ) > δ 0 for all 0 ≤ t ≤ T , by Lemma 3.3, (3.8) holds for all T ≤ t ≤ 2T . If there is t * ∈ (T, 2T ) such that supΩ u(x, t + t 0 ; t 0 ) > δ 0 for T ≤ t ≤ t * and supΩ u(x, t * + t 0 ; t 0 ) = δ 0 , then by Lemma 3.3, (3.8) holds for all T ≤ t ≤ t * , which together with Lemma 3.2 implies that (3.8) also holds for all t * ≤ t ≤ 2T . In the later case, by Lemma 3.2, (3.8) also holds for all T ≤ t ≤ 2T . Therefore, in any case, (3.8) also holds for all T ≤ t ≤ 2T .
Repeating the above process, we have that (3.8) also holds for all t ≥ T .
(2) It follows from the similar arguments as those in (1).
We now prove Theorem 1.2.
Proof of Theorem 1.2.
(1) Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Lemma 3.1(1) and Lemma 3.2(1) hold with ǫ = ǫ 0 and δ = δ 0 . Let A 1 ,Ā 1 , A 2 , andĀ 2 be as in Lemma 3.5 (1) . By the assumption that u 0 ≡ 0, v 0 ≡ 0, and comparison principle for parabolic equations, without loss of generality, we may assume that infΩ u 0 (x) > 0 and infΩ v 0 (x) > 0. First, by Theorem 1.1, there is
Observe that if supΩ u(x, t + t 0 ; t 0 ) < δ 0 , then
Letũ(t;ũ 0 ) be the solution of
. We haveũ(t) is monotonically increasing in t ≥ 0 and
Observe also that inf
Indeed, we have either supΩ u 0 < δ 0 or supΩ u 0 ≥ δ 0 . If supΩ u 0 < δ 0 , we have by Lemma 3.2 (i) that infΩ u(x, T + t 0 ; t 0 ) ≥ infΩ u 0 > 0 for all t 0 ∈ R and then (3.13) follows. If supΩ u 0 ≥ δ 0 , but (3.13) does not hold, then there are t 0n ∈ R and x n ∈Ω such that
Let a n i (t, x) = a i (t + t 0n , x) and b n i (t, x) = b i (t + t 0n , x) for i = 0, 1, 2. Then
) is the solution of (1.1) with a i and b i (i = 0, 1, 2) being replaced by a n i and b n i (i = 0, 1, 2) and (u n (x, 0; u 0 , v 0 ), v n (x, 0; u 0 , v 0 )) = (u 0 (x), v 0 (x)). Without loss of generality, we may assume that
uniformly in x ∈Ω and t in bounded sets of R, and Note that we have either supΩ u(x, T + t 0 ; t 0 ) ≥ δ 0 or supΩ u(x, T + t 0 ; t 0 ) < δ 0 . If supΩ u(x, T + t 0 ; t 0 ) < δ 0 , by (3.12), (3.13), and comparison principle for parabolic equations, there are
Hence, in either case, there isT
(3.14)
By (3.14) and Lemma 3.3,
Then by Lemma 3.5(1),
Similarly, we can prove that there areT Corollary 3.1. Consider (1.17) and assume (1.18). There is A 1 such that for any ǫ > 0, t 0 ∈ R, u 0 ∈ C 0 (Ω) with u 0 ≥ 0, and u 0 ≡ 0, there exists t ǫ,u 0 such that
for all x ∈Ω and t ≥ t 0 +t ǫ,u 0 , where (u(x, t; t 0 , u 0 ), w(x, t; t 0 , u 0 )) is the global solution of (1.17) with u(x, t 0 ; t 0 , u 0 ) = u 0 (x)
Proof. We outline the proof in the following 6 steps.
Step 1. Fix T > 0. By the arguments of Lemma 3.1 (1), we have that, for any ǫ > 0, there is δ = δ(ǫ, T ) > 0 such that for any u 0 ∈ C + (Ω), if 0 ≤ u 0 ≤ δ, then u(x, t; t 0 , u 0 ) ≤ ǫ for t ∈ [t 0 , t 0 + T ] and x ∈Ω.
Step 2. By the arguments of Lemma 3.2 (1), the following holds. Let ǫ 0 and δ 0 = δ 0 (ǫ 0 , T ) be such that Step 1 holds with ǫ = ǫ 0 and δ = δ 0 , and
Step 3. By the arguments of Lemma 3.3 (1), the following holds. Let ǫ 0 and δ 0 = δ 0 (ǫ 0 , T ) be such that Step 2 holds with ǫ = ǫ 0 and δ = δ 0 . There is A 1 1 > 0 such that for any t 0 ∈ R and u 0 ∈ C + (Ω), for any t ≥ T , if supΩ u(x, t + t 0 ; t 0 , u 0 ) ≥ δ 0 , then infΩ u(x, t + t 0 ; t 0 , u 0 ) ≥ A 1 1 .
Step 4. By the arguments of Lemma 3.4 (1), the following holds. Let ǫ 0 and δ 0 = δ 0 (ǫ 0 ) be such that Steps 1 and 2 hold with ǫ = ǫ 0 and δ = δ 0 . There is A 2 1 > 0 such that for any t 0 ∈ R and 0 < u 0 ∈ C + (Ω), for any
Step 5. By the arguments of Lemma 3.5 (1), the following holds. Let ǫ 0 and δ 0 = δ 0 (ǫ 0 , T ) be such that Steps 1 and 2 hold with ǫ = ǫ 0 and δ = δ 0 . For any 0
Step 6. Complete the proof by combining Step 5 and the arguments of equation (3.15) in the proof of Theorem 1.2.
Coexistence
In this section, we study the existence of coexistence states in (1.1) and prove Theorem 1.3.
We first prove a lemma.
Assume (1.15) is satisfied. Then there is a positive entire solution (u * * (t), v * * (t)) of (4.1).
Moreover, for any u 0 , v 0 > 0 and t 0 ∈ R,
as t → ∞, where (u(t; t 0 , u 0 , v 0 ), v(t; t 0 , u 0 , v 0 )) is the solution of (4.1) with (u(t 0 ; t 0 , u 0 , v 0 ), v(t 0 ; t 0 , u 0 , v 0 )) = (u 0 , v 0 ). In addition, if a i (t) and b i (t) are almost periodic, then so is (u * * (t), v * * (t)).
Proof. First, let
Next, for given t 0 ∈ R and u 0 , v 0 ∈ R, if 0 < u 0 ≤ r 1 and v 0 ≥ r 2 , by [1, Lemma 3.1], we have
And if u 0 ≥ s 1 and 0
Next, by the pullback method, there exists a positive entire solution of (4.1) which satisfies s 1 ≤ u(t) ≤ r 1 and s 2 ≤ v(t) ≤ r 2 , for all t ∈ R. We omit the proof here because a similar proof will be given in Theorem 1.3 Finally, we prove the stability of positive entire solutions and the almost periodicity of positive entire solutions when the coefficients are almost periodic. Let (u * * (t), v * * (t)) be a positive entire solution of (4.1) and let u 0 , v 0 > 0 and t 0 ∈ R. It follows from [ 
By [7, Theorem C] , when a i (t) and b i (t) (i = 0, 1, 2) are almost periodic in t, then positive entire solutions of (4.1) are unique and almost periodic. The lemma thus follows.
We now prove Theorem 1.3. Let T > 0 be fixed and A i ,Ā i , B i , andB i (i = 1, 2) be as in the previous section.
Proof of Theorem 1.3. (1) We first prove the existence of positive entire solutions. Let u 0 , v 0 ∈ C 0 (Ω) be such that 0 < A 1 ≤ u 0 (x) ≤Ā 1 and 0 < A 2 ≤ v 0 (x) ≤Ā 2 . By Theorem 1.1(1) and Lemma 3.5(1),
for all x ∈Ω, t ≥ T , and t 0 ∈ R. For n ∈ N with n > T , set t n = −n, u n = u(·, 0; t n , u 0 , v 0 ) and v n = v(·, 0; t n , u 0 , v 0 ). Then by parabolic regularity there exist
We now prove that (u(·, t; 0, u * * 0 , v * * 0 ), v(·, t; 0, u * * 0 , v * * 0 )) has backward extension. In order to prove that, fix m ∈ N and define u m n = u(·, −m; t n , u 0 , v 0 ) and v m n = v(·, −m; t n , u 0 , v 0 ) for all n > m + T. Then by parabolic regularity, without loss of generality, we may assume that there exist u * * m , v * * m ∈ C 0 (Ω) such that
Furthermore we have u(·, t;
for all t ≥ −m , which implies that (u(·, t; 0, u * * 0 , v * * 0 ), v(·, t; 0, u * * 0 , v * * 0 )) has backward extension in the sense that 
Set u * * (x, t) = u(x, t; 0, u * * 0 , v * * 0 ), v * * (x, t) = v(x, t; 0, u * * 0 , v * * 0 ), and w * * = (−∆ + I) −1 (ku * * + lv * * ). Then (u * * (x, t), v * * (x, t), w * * (x, t)) is a positive bounded entire solution of (1.1).
Note that E is nonempty, closed, convex and bounded subset of C 0 (Ω) × C 0 (Ω). Define the map
Note that T (T ) is well defined, T (T )E(T ) ⊂ E(T ), and continuous by continuity with respect to initial conditions. Moreover by regularity and Arzella-Ascoli's Theorem, T (T ) is completely continuous and therefore by Schauder fixed point there exists (
) is a positive periodic solution of (1.1) with periodic T.
(ii) Assume that a i (t, x) ≡ a i (x) and b i (t, x) ≡ a i (x) (i = 0, 1, 2). In this case, each τ > 0 is a period for a i and b i . By (i), there exist (u τ , v τ ) ∈ E(τ ) such that (u(·, t; 0, u τ , v τ ), v(·, t; 0, u τ , v τ ), w(·, t; 0, u τ , v τ )) is a positive periodic solution of (1.1) with period τ .
Observe that C 0 (Ω) ⊂ L p (Ω) for any 1 ≤ p < ∞. Choose p > 1 and α ∈ (1/2, 1) are such that X α ֒→ C 1 (Ω), where X α = D(A α ) with the graph norm u α = A α u L p (Ω) and A = I − ∆ with domain D(A) = {u ∈ W 2,p (Ω) | ∂u ∂n = 0 on ∂Ω}. Note that there isM > 0 such that for each τ > 0 and (u 0 , v 0 ) ∈ E(τ ), u(·, t; 0, u 0 , v 0 ) α + v(·, t; 0, u 0 , v 0 ) α ≤M for each 1 ≤ t ≤ 2. Let τ n = 1 n , then there exists u n , v n ∈ E( 1 n ) such that (u(·, t; 0, u n , v n ), v(·, t; 0, u n , v n ), w(·, t; 0, u n , v n )) is periodic with period τ n and u n α + v n α = u(·, N τ n ; 0, u n , v n ) α + v(·, N τ n ; 0, u n , v n ) α ≤M , (4.6) where N is such that 1 ≤ N τ n ≤ 2. We claim that there is δ 1 > 0 and δ 2 > 0 such that Since the proof of (4.7) and (4.8) are similar, we only prove (4.7). Suppose by contradiction that (4.7) does not hold. Then there exists n k such that u n k ∞ < 1 n k for every k ≥ 1. Let k 0 such that 1 n k < δ 0 for all k ≥ k 0 . By Lemma 3.1 and the proof of Lemma 3.2, we get that u(·, t; 0, u n k , v n k ) ≥ u(t; inf u n k ) for all t > 0 and k ≥ k 0 , where u(t; inf u n k ) is the solution of and choose k large enough such that 1 n k < δ * . There is t 0 > 0 such that u(t; inf u n k ) > δ * for all t ≥ t 0 . Then we have u n k (x) = u(·, mτ n k ; 0, u n k , u n k ) ≥ u(mτ n k ; inf u n k ) > δ * for all m ∈ N satisfying that mτ n k > t 0 . This is a contradiction. Therefore, (4.7) holds. By (4.6) and Arzela-Ascoli theorem, there exist {n k }, (u * * , v * * ) ∈ C 0 (Ω) × C 0 (Ω) such that (u n k , u n k ) converges to (u * * , v * * ) in C 0 (Ω)×C 0 (Ω). By (4.7) and (4.8), we have that u * * (·) ∞ ≥ δ 1 and v * * (·) ∞ ≥ δ 2 . We claim that (u(·, t; 0, u * * , v * * ), v(·, t; 0, u * * , v * * ), w(·, t; 0, u * * , v * * )) is a steady state solution of (1.1), that is, u(·, t; 0, u * * , v * * ) = u * * (·) and v(·, t; 0, u * * , v * * ) = v * * (·) for all t ≥ 0. (4.9)
In fact, let ǫ > 0 be fix and let t > 0. Note that
Then, we can choose k large enough such that |u(x, t; 0, u * * , v * * ) − u(x, t; 0, u n k , v n k )| < ǫ, |u n k (x) − u * * (x)| < ǫ, |v n k (x) − v * * (x)| < ǫ, |v(x, t; 0, u * * , v * * ) − v(x, t; 0, u n k , v n k )| < ǫ, |v(x, [n k t] n k ; 0, u n k , v n k ) − v(x, t; 0, u n k , v n k )| < ǫ, |u(x, [n k t] n k ; 0, u n k , v n k ) − u(x, t; 0, u n k , v n k )| < ǫ.
for all x ∈Ω. We then have |u(x, t; 0, u * * , v * * ) − u * * | ≤ |u(x, t; 0, u * * , v * * ) − u(x, t; 0, u n k , v n k )| + |u n k (x) − u * * (x)| + |u(x, t; 0, u n k , v n k ) − u(x, [n k t]τ n k ; 0, u n k , v n k )| < 3ǫ ∀ x ∈Ω, and |v(x, t; 0, u * * , v * * ) − v * * | ≤ |v(x, t; 0, u * * , v * * ) − v(x, t; 0, u n k , v n k )| + |v n k (x) − v * * (x)| + |v(x, t; 0, u n k , v n k ) − v(x, [n k t]τ n k ; 0, u n k , v n k )| < 3ǫ ∀ x ∈Ω. 
Extinction of one of the species
In this section, our aim is to find conditions on the parameters which guarantee the extinction of the species u. First we prove a lemma. Assume (H1) or (H2). For given u 0 , v 0 ∈ C + (Ω), let If no confusion occurs, we may write L i (t 0 , u 0 , v 0 ) and l i (t 0 , u 0 , v 0 ) as L i and l i (i = 1, 2) respectively. By Theorem 1.1 we have
Furthermore, using the definition of lim sup and of lim inf, and elliptic regularity, we get that given ǫ > 0, there exists T ǫ > 0 such that . Then Similarly, we have
