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Abstract
We consider multivariate regression where new dependent variables are
consecutively added during the experiment (or in time). So, viewed at the
end of the experiment, the number of observations decreases with each
added variable. The explanatory variables are observed throughout. In a
previous paper we determined the least squares and maximum likelihood
estimators for the parameters in this model. In this paper we discuss the
estimation technique of iterative least squares to calculate the maximum
likelihood estimates and we prove the consistency of the estimators in each
iteration. Moreover, we introduce a general class of estimators for the re-
gression parameters based on arbitrary starting estimators for the covariance
matrix. We prove the consistency of these new estimators and - for sake of
completeness - of the previously obtained least squares and maximum like-
lihood estimators as well.
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Raats et al. (2002) discussed a multivariate regression model with consecutively
added dependent variables. So, viewed at the end of the experiment, the number
of observations decreases with each added variable. In the missing data literature
this data pattern of the dependent variables is called a monotone (missing) data
pattern. The explanatory variables are observed throughout. Least Squares (LS)
and Maximum Likelihood Estimators (MLE’s) were derived.
In this follow-up paper we consider Estimated Generalized Least Squares
(EGLS) estimators, starting with an arbitrary covariance matrix estimator, thus
creating a whole class of regression parameter estimators. Moreover, we prove
the consistency of all estimators considered. In addition, we discuss iterative
weighted LS as an alternative estimation technique to determine the maximum
likelihood (ML) estimates.
In Section 2 we introduce the multivariate regression model with monotone
observations of the dependent variables with some additional notation. Sections
3.1, 3.2 and 3.4 present LS and ML estimation. These parts give an overview of
Raats et al. (2002), as far as needed for the new results in the remaining sections.
Section 3.3 introduces EGLS based on an arbitrary starting estimator for the
covariance matrix, which automatically gives rise to new estimators for the re-
gression parameters as well. Both the EGLS and ML estimators derived in Raats
et al. (2002) are special cases. In Section 4 we introduce some new covariance
estimators; besides, we prove consistency of all estimators mentioned. An itera-
tive weighted LS algorithm for estimating the parameters is presented in Section
5; we prove consistency of the estimators in each iteration.
2 The model
Consider the multivariate linear regression model with M dependent variables and
k (deterministic)explanatoryvariables; observationsaregatheredforN cases. Let
Xtj ∈ I R be the observed value of the jth explanatory variable (j = 1,...,k) for
the tth case; complete data are available for the explanatory variables, so t =
1,...,N for all j.
The observations of the dependent variables are incomplete; the dependent
variables are ordered such that later added variables come last. So their data are
divided into r ordered groups according to the pattern of increasingly missing
data. Group i contains mi variables for which exactly the ﬁrst Ni observations are
available (N = N1 ≥ N2 ≥ ... ≥ Nr); Mi =
i  
j=1
mj (i = 1,...,r, Mr = M).
The vector Yti ∈ I Rmi contains the values of these mi dependent variables for case
2t. So Yti is observable for t = 1,...,Ni and missing for t = Ni + 1,...,N. The
special case N = N1 = ... = Nr gives the usual complete model.
The r (multivariate) regression equations can be written as
Yti = µti + εti, µti =
k  
j=1
Xtjβji, i = 1,...,r, t = 1,...,Ni, (2.1)
where βji ∈ I Rmi denotes a vector of unknown regression coefﬁcients. For the
errors we assume
E(εti) = 0, Cov(εti,εsj) = δtsσij, (2.2)
with (completely unknown) non-singular Σ = (σij) ∈ I RM×M not depending on
the βji. We write Σ > 0 for positive deﬁniteness. If normality of the errors is
assumed, it will be mentioned explicitly.
The union of the groups 1 up to i will be denoted by (i), hence Yt(i) =
(Y ′
t1 ...Y ′
ti)′ ∈ I RMi, i = 1,...,r and similarly for µt(i) and εt(i). The error
covariance matrix Σ(i)(i) of εt(i) can be partitioned as follows











So, Σ(i)(i) ∈ I RMi×Mi, Σ(i−1)(i−1) ∈ I RMi−1×Mi−1, Σ(i−1)i ∈ I RMi−1×mi and in
particular Σ(r)(r) = Σ and Σ(1)(1) = Σ11.
We introduce some column- and matrix-notation for the observed variables
and regression coefﬁcients. The index i refers to group i and (i) again to the
union of the groups 1,2,...,i.
X =

    









XN,1 XN,2     XN,k








    

β′
1,1     β′
1,i−1 β′







j,1     β′
j,i−1 β′







k,1     β′
k,i−1 β′
k,i     β′
k,r

    

↑ ↑ ↑  
β(i−1) βi     βr
 
3So Xi ∈ I RNi×k is the matrix with the ﬁrst Ni observations of all explanatory vari-
ables. The submatrices β(i−1) ∈ I Rk×Mi−1 and βi ∈ I Rk×mi of β ∈ I Rk×M contain
the regression coefﬁcients corresponding to groups (i − 1) and i of dependent
variables, respectively. The Yti can be grouped in a corresponding way:

       

Y ′
1,1     Y ′
1,i−1 Y ′








. . .     Y ′
Nr,r
Y ′
Ni,1     Y ′
Ni,i−1 Y ′
Ni,i





       

↑ ↑ ↑  
Y(i−1) Yi     Yr
 
The matrix Yi ∈ I RNi×mi contains all observations of group i. But the matrix
Y(i−1) ∈ I RNi×Mi−1 contains only the ﬁrst Ni observations of the foregoing groups
(i − 1) (with Y(0) = 0). We use similar deﬁnitions for the µti and εti. So
 
Yi = µi + εi, µi = Xiβi
Y(i−1) = µ(i−1) + ε(i−1), µ(i−1) = Xiβ(i−1). (2.3)
We use the notation ε(i−1)g for the columns Mg−1 + 1 through Mg of ε(i−1), i.e.
the matrix of the ﬁrst Ni rows of errors-terms corresponding to group g (a similar
notation is used for the LS residuals).
3 Estimators
3.1 OLS





t(i)εt(i). The OLS es-
timators Zi for µi are obtained by columnwise orthogonal projections of Yi onto
R(Xi), the columnspace of Xi. OLS estimators bi for the regression coefﬁcients
βi are given by
bi = GiX
′




(see Raats et al. (2002) equation (3.5)).
We propose the following function of the OLS residuals Ei = Yi − Zi as
estimator for the covariance matrix Σ
Sii = E′
iEi/ri, Sig = E′
iE(i−1)g/ri for g = 1,...,i − 1, (3.2)
compare Raats et al. (2002) equation (3.6).
43.2 GLS





















ηti := εti − ζti ∈ IR
mi×1
νti := µti + ζti ∈ IR
mi×1.
(3.4)
Note that Yt(0) = εt(0) = 0, so ζt1 = 0, ηt1 = εt1 and νt1 = µt1. The ηt1,...,ηtr




E(ζti) = E(ηti) = 0




Γii := Cov(ηti) = Σii − ∆ii.
(3.5)
Combining (3.4) and (3.5) leads to the following relation between the covariances.
 
Σ11 = Γ11 and for i = 2,...,r :
Σ(i−1)i = Σ(i−1)(i−1)αi, ∆ii = α′
iΣ(i−1)(i−1)αi, Σii = Γii + ∆ii. (3.6)











(see Raats et al. (2002) (3.10)). For the ζti, ηti and νti we use the same block
notation as introduced in Section 2 for the Yti (and µti and εti). So from (3.4)
(i = 1,...,r) 
  
  
Yi = νi + ηi
νi = µi + ζi
ζi = ε(i−1)αi = Y(i−1)αi − µ(i−1)αi
εi = ζi + ηi.
(3.8)
GLS estimators for the model parameters are denoted by the parameters with the
additional superscript ⌣. GLS estimators
⌣
µi for µi are obtained subsequently for





ε(0) = 0). Hence, the GLS estimators
⌣
βi for the regression coefﬁcients











(see Raats et al. (2002) equation (3.15)).
We denote the orthogonal projection matrices onto R(Xi) and R(Xi)⊥ by Hi






µi can be written
in relation to the OLS estimators Zi and Ei as
 
⌣












(see Raats et al. (2002) equation (3.14)).
3.3 EGLS
For EGLS we have to minimize (3.3) - or equivalently (3.7) - with respect to βi,
where the covariance-matrix Σ is replaced by some starting estimator ˜ S0. Dif-
ferent starting estimators will in general lead to different EGLS estimators for β.
Raats et al. (2002) only considered the speciﬁc case that (3.7) is minimized with
respect to βi and αi simultaneously. Here we will consider more general EGLS
estimators, obtained from an arbitrary starting estimator ˜ S0; EGLS estimators for
parameters are denoted by the parameters with the superscript ˜, e.g. ˜ βi and ˜ αi.
The starting estimator ˜ S0 for Σ inﬂuences the EGLS estimators only through
the resulting starting estimators ˜ α0i for αi; the αi are speciﬁc functions of Σ, see
relation (3.4), and the ˜ α0i are the corresponding functions of ˜ S0.
EGLS estimators ˜ µi for µi are obtained subsequently for i = 1,...,r by
columnwise orthogonal projections of Yi − ˜ ε(i−1)˜ α0i onto R(Xi) (note that ˜ ε(0) =
0). Hence EGLS estimators for the regression coefﬁcients βi are very similar to
the GLS estimators (3.9):
˜ βi = GiX
′
i(Yi − ˜ ζi) = GiX
′
i(Yi − ˜ ε(i−1)˜ α0i). (3.11)
We will look at two estimators for Σ. Similar to S in (3.2), we construct ˜ S as
˜ Sii = ˜ ε
′
i˜ εi/ri, ˜ Sig = ˜ ε
′
i˜ ε(i−1)g/ri for g = 1,...,i − 1. (3.12)
So from (3.4) we have
˜ αi = ˜ S
−1
(i−1)(i−1) ˜ S(i−1)i. (3.13)
Furthermore, based on relation (3.6) we construct the estimator ˜ Σ as
  ˜ Σ11 = ˜ Γ11 and for i = 2,...,r:
˜ Σ(i−1)i = ˜ Σ(i−1)(i−1)˜ αi, ˜ ∆ii = ˜ α′
i˜ Σ(i−1)(i−1)˜ αi, ˜ Σii = ˜ Γii + ˜ ∆ii.
(3.14)
63.4 ML
Under the assumption of normally distributed errors, ML was shown in Raats
et al. (2002) Theorem 4.3.5 to coincide with a speciﬁc kind of EGLS, namely
EGLS which minimizes (3.7) simultaneously w.r.t. βi and αi. The MLE’s for the
parameters are denoted by the symbols for the parameters with the superscript  .
The MLE’s   νi for νi are acquired subsequently for i = 1,...,r by the columnwise
orthogonal projection of Yi onto R(Xi   ε(i−1)) (note that   ε(0) = 0). The MLE’s for






















(see Raats et al. (2002) equation (3.19)). Similar to S in (3.2) and ˜ S in (3.12), we
construct   S as
  Sii =   ε
′
i  εi/ri,   Sig =   ε
′
i  ε(i−1)g/ri for g = 1,...,i − 1. (3.16)
The MLE   Σ for Σ is given by
 
  Σ11 =   Γ11 and for i = 2,...,r :
  Σ(i−1)i =   Σ(i−1)(i−1)  αi,   ∆ii =   α′
i  Σ(i−1)(i−1)  αi,   Σii =   Γii +   ∆ii
(3.17)
(see Raats et al. (2002) equation (3.25)).
4 Consistency of estimators
4.1 Introduction
We consider the asymptotic behavior for Nr → ∞. Since Ni ≥ Ni+1, this implies
Ni → ∞ for all i. Without loss of generality, we take mi = 1 for all i throughout
this section.
InthenotationofrandomvariablesZNr dependingonNr, weomitthesubindex
Nr for greater readability. As usual the notation Z = OP(Nr) for a random vector





r |Z| ≥ z) → 0 as z → ∞.
To enhance the readability of the proofs, we will sometimes use the additional
notation Z = oP(Nr) for 1
NrZ
P −→ 0.
7We make the following three assumptions
N1 = O(Nr), (4.1)




−1 → 0. (4.3)
The ﬁrst assumption implies that O(Nr), OP(Nr) and oP(Nr) are equivalent to
O(Ni), OP(Ni) and oP(Ni), respectively. So all samples sizes increase with the
same order to inﬁnity.
As a consequence of (4.1) and (4.2), the law of large numbers can be applied
























P −→ ∆ii, for h = i,...,r. (4.6)
In the proofs we will extensively use the following properties:
Lemma 4.1. For i = 1,...,r
|Ei − εi| = OP(1), (4.7)




Proof. Since E{|Hiεi|2} = tr(E{ε′
iHiεi}) = tr(HiE{εiε′
i}) = liσii ≤ kσii
and εi − Ei = Hiεi, we have |Ei − εi| = OP(1). Since E{|εi|2} = Niσii, we
have |εi| = OP(N
1
2
r ). Similarly, E{|ζi|2} = Ni∆ii and E{|ηi|2} = NiΓii (since
mi = 1).
Omittingaﬁniteoreveninﬁnitenumberofvectorelements, whilestillkeeping
an inﬁnite number, does not invalidate the lemma. More precisely, let us deﬁne
a
(h) : the ﬁrst Nh elements of the vector a.
Since
|a
(h)| ≤ |a|, (4.9)
the following Lemma results directly from (4.1) and Lemma 4.1.










i | and |η
(h)





In discussing the consistency of estimators for the regression coefﬁcients, we as-
sume that r(Xr) = k. As a consequence r(Xi) = k for all i. For the consistency
of covariance estimators this assumption is not necessary.
We will denote the matrix of all OLS estimators bi in (3.1) by b. A more
precise notation would be bNr but we drop the subindex (see Section 4.1).
Theorem 4.3. Under (4.2) and (4.3) b
P −→ β.
Proof. From (3.1) it follows that





i(Xiβi + εi) − βi = GiX
′
iεi.
We have Gi = (X′
iXi)−1 ≤ (X′
rXr)−1 → 0 by (4.3). Therefore
E {(bi − βi)(bi − βi)
′} = σiiGi → 0,
which completes the proof.
In discussing the consistency of covariance estimators for Σ, we do not assume
thatr(Xr) = k. WelookatabroadclassofestimatorsbasedontheOLSresiduals.










, g = 1,...,i, i = 1,...,r, with h ∈ {i,...,r}.
The covariance estimators differ in the number of residuals on which they are
based: S
(h)
ig is based on the ﬁrst Nh OLS residuals of dependent variables i and g.
In practice there are two usual estimators in this class. One of these uses all
available residuals (S
(i)
ig for all i), the other uses only the ﬁrst Nr residuals (S
(r)
ig for
all i) and discards all the residuals of incomplete observations. These estimators
differ in efﬁciency and positive deﬁniteness but the next theorem states that both
are consistent.
























































The consistency of the OLS estimator S in (3.2) follows directly from Theo-







Corollary. Under (4.1) and (4.2) S
P −→ Σ.
94.3 GLS
In this (and next) subsection we present direct proofs of the consistency of the
(E)GLS estimators. This is easier than verifying the general regularity conditions
for consistency of (E)GLS (see Mittelhammer et al. (1996) p. 347 and p. 374 e.g.).





β, we will show that
⌣
β is consistent for β.




Proof. We prove this theorem by using an induction argument. For i = 1, GLS
and OLS estimation coincide. So according to Theorem 4.3
⌣
β1
P −→ β1. For
general i (= 2,...,r), the induction assumption is
⌣
β(i−1)

















The ﬁrst equality follows from (3.9), the second from (2.3) and (3.8). The conver-
gence in probability follows from the induction assumption.
Furthermore, relations (2.3) and (3.8) give
GiX
′
i(Yi − ζi) − βi = GiX
′





iηi|2} = Γiitr(Gi) → 0. Together, the consistency property
⌣








i(Yi − ζi) − βi)
P −→ 0
follows.
We will use this theorem in proving consistency of the EGLS estimators for
the regression coefﬁcients.
4.4 EGLS
The general EGLS estimator ˜ β = [˜ β1 ... ˜ βr] in (3.11) turns out to be consistent if
the ˜ α0i are.
Theorem 4.6. Under (4.2) and (4.3) and if ˜ α0i
P −→ αi for i = 1,...,r, then
˜ β
P −→ β.
10Proof. According to Theorem 4.5
⌣
β
P −→ β. So it sufﬁces to show that ˜ β −
⌣
β
P −→ 0. We use an induction argument. For i = 1, GLS and EGLS estimation




















iY(i−1)(αi − ˜ α0i) + ˜ β(i−1)(˜ α0i − αi) + (˜ β(i−1) −
⌣
β(i−1))αi.
The ﬁrst equality follows from the deﬁnitions of the (E)GLS estimators (3.9)






ε(i−1) = Y(i−1) −
⌣
µ(i−1) (and similarly for ˜ ζi). Rewriting gives the third equation.
Note that GiX′
iY(i−1) can be considered as an OLS estimator for β(i−1) based
on the ﬁrst Ni observations. Since Ni ≥ Nr → ∞, a similar proof as for The-
orem 4.3 gives GiX′
iY(i−1)
P −→ β(i−1). All three terms converge in probabil-
ity to zero because of the condition ˜ α0i






Lemma 4.7. Under (4.1) and (4.2) andf ˜ α0i



















(˜ α0i − αi)
′ε
′
(i−1)ε(i−1)(˜ α0i − αi)
P −→ 0.
The equality follows from INi = Ui + Hi, the convergence in probability from




1 = Yi − ˜ µi − ˜ ε(i−1)˜ α0i
2 = Ui(Yi − ε(i−1)˜ α0i)
3 = Ui(Yi − µi − ε(i−1)αi + ε(i−1)(αi − ˜ α0i))
4 = Ui(ηi + ε(i−1)(αi − ˜ α0i)).
The ﬁrst equality follows from the construction of ˜ ηi similar to (3.8); the second
equality follows from ˜ µi = Hi(Yi − ˜ ε(i−1)α0i). Since µi ∈ Li, we have Uiµi = 0
and the third equality holds. The fourth equality follows from (3.8).
11As in the proof of Lemma 4.1 we have |Hiηi| = OP(1). Combining this with
the two previous results gives




According to (4.8) |ηi| = OP(N
1
2





|ηi − ˜ ηi|(|ηi| + |˜ ηi|) = oP(Nr).
Since |Ni˜ Γii − ηiηi| = |˜ η′




according to (4.5), this proves the lemma.
Similar to OLS estimation, we deﬁne a class of EGLS estimators for Σ in










, g = 1,...,i, i = 1,...,r, with h ∈ {i,...,r}.
Theorem 4.8. Under (4.1) and (4.2) and if ˜ α0i





Proof. We prove the theorem by induction. For i = 1, EGLS and OLS estimation
coincide and ˜ S
(h)
11
P −→ σ11 according to Theorem 4.4. For general i (= 2,...,r),
the induction assumption implies that 1
Ni ˜ ε′
(i−1)˜ ε(i−1)
P −→ Σ(i−1)(i−1). In combi-
nation with the condition ˜ α0i














P −→ αiΣ(i−1)(i−1)αi = ∆ii, (4.12)
where the ﬁrst equality follows from ˜ ζi = ˜ ε(i−1)˜ α0i (similar to (3.8)), and the last
equality follows from (3.5).










i˜ εi − ˜ ζ
′
i˜ ζi)
P −→ Γii = Σii − ∆ii, (4.13)
where the ﬁrst equality follows from ˜ εi = ˜ ζi + ˜ ηi and the orthogonality of ˜ ζi and







P −→ Σii. (4.14)
12For every matrix Σ relation (3.10) holds, so also for ˜ S0:
˜ εi = Ei + Hi˜ ζi. (4.15)
Since Ei and Hi˜ ζi are orthogonal we have ˜ ε′
i˜ εi = E′
iEi+(Hi˜ ζi)′(Hi˜ ζi). Substitut-
ing this in (4.14) gives 1
Ni(E′
iEi +(Hi˜ ζi)′(Hi˜ ζi))




P −→ Σii, so |Hi˜ ζi| = oP(N
1
2













































i ||Hg˜ ζg| + |Hi˜ ζi||E
(h)
g | + |Hi˜ ζi||Hg˜ ζg|
3 = oP(Nr),
where we used (4.15) and (4.9) to obtain the ﬁrst and second inequality, respec-
tively. The third relation follows from |Hi˜ ζi| = oP(N
1
2







P −→ σig according to (4.4), this completes the proof.
Theorem 4.9. Under (4.1) and (4.2) and if ˜ α0i
P −→ αi for i = 1,...,r, then
˜ S
P −→ Σ and ˜ Σ
P −→ Σ.







ri → 1, the consistency of ˜ S follows directly from
Theorem 4.8.
The αi in (3.4) are continuous function of Σ. Since the ˜ αi in (3.13) are the
same continuous functions of consistent ˜ S, the ˜ αi are consistent as well. In com-
bination with Lemma 4.7 this proves the consistency of ˜ Σ in (3.14) since ˜ Σ is the
same continuous function of ˜ Γii and ˜ αi as Σ is of Γii and αi.
According to Theorems 4.6 and 4.9, a consistent starting estimator ˜ S0 (and
consequently consistent ˜ α0i) results in consistent EGLS estimators. In practice it
is common to perform OLS estimation and then to take the resulting OLS esti-
mator S as ˜ S0. Since S is consistent according to Corollary 4.4, this results in
consistent EGLS estimators.
In iterative EGLS, the EGLS estimation procedure is repeated several times
and the estimate for Σ of an iteration is taken as the starting estimate in the next
iteration. For our model, it is clear that such an iterative procedure would result in
consistent estimators in each step, if the initial estimator S0 is consistent.
134.5 ML
The MLE’s were derived for normally distributed errors. From general theory it is
known that these MLE’s are consistent under certain regularity conditions. Here
we will prove consistency if the normality assumption is dropped.
In Raats et al. (2002) we have seen that ML estimation coincides with a
speciﬁc type of EGLS estimation. The estimators   αi and   β were derived by si-
multaneously minimizing the GLS criterium w.r.t. αi and β. However,   β (and
consequently   S in (3.16) and   Σ in (3.17)) can also be derived by means of EGLS
estimation with   αi as starting value ˜ α0i. For this, a closed form expression for   αi
is required, which we derive by means of partial regression. In the ﬁrst step we
regress Yi and   ε(i−1) onto Xi. In the second step we regress the residuals of Yi
onto the residuals of   ε(i−1). This results in











Theorem 4.10. Under (4.1), (4.2) and (4.3),   αi
P −→ αi,   β
P −→ β,   Γii
P −→ Γii,
  S
P −→ Σ and   Σ
P −→ Σ.










we see that 1
Ni(ε′ε − ε′Uiε) = 1
Niε′Hiε
P −→ 0. In combination with (4.4), this
gives






















































  αi −αi =
 















  P −→ 0.
Since ML estimation is a speciﬁc kind of EGLS estimation, all convergence prop-
erties of Section 4.4 still hold. Accordingly, the MLE’s (for β, Γii and Σ) are
consistent if the   αi(= ˜ α0i) are consistent.
145 Iterative EGLS
5.1 Introduction
In this section we look in more detail at the iterative EGLS procedure and the
properties of the estimators in each iteration. We consider the speciﬁc EGLS
procedure where in each iteration the estimators for β and Σ are the conditional
MLE’s under the normality assumption in the following sense. Each iteration
consists of two steps: ﬁrst the ML estimate for β is determined given a previously
determined estimate for Σ, secondly the ML estimate for Σ is determined given
the previous estimate for β.
There are different ways to determine these conditional estimators. Srivastava
(1985) used matrix differentiation to derive the ﬁrst order conditions for multivari-
ate regression with a general missing data pattern. These ﬁrst order conditions can
also be used for the monotone data pattern in our model. However, they consist of
non-linear matrix equations which have to be solved numerically. For the numer-
ical example of Raats et al. (2002) (which has a small number of observations),
this caused problems for the iterative algorithms which we used.
We construct the EGLS algorithm in an alternative way. Therefore we ﬁrst
discuss ML estimation of Σ with known regression coefﬁcients in Section 5.2.
This technique is used in our iterative EGLS procedure which is presented in
Section 5.3.
5.2 ML estimation of Σ with known β
We assume the model of Section 2 with normally distributed errors and known
regression coefﬁcients β. Similar to Raats et al. (2002), the MLE’s are derived by
means of projections. We introduce the following additional notation
Lε(i) = R(ε(i−1)),
Hε(i) ∈ IR
Ni×Ni : orthogonal projection matrix of Lε(i),
Uε(i) = INi − Hε(i) : orthogonal projection matrix of L⊥
ε(i).































































ii (Yi − µi − ε(i−1)αi)
′Hε(i)(Yi − µi − ε(i−1)αi))}
 
. (5.2)
See Raats et al. (2002), the proof of Theorem 5 for the ﬁrst equality. The second
equality holds because the projection matrices Hε(i) and Uε(i) are orthogonal and
Hε(i) +Uε(i) = INi. The third equality follows from ηi = Yi −µi −ε(i−1)αi, (3.8)
and Uε(i)ηi = Uε(i)εi (because ε(i−1)αi ∈ Lε(i) and thus Uε(i)ε(i−1)αi = 0).
The MLE’s are obtained by maximization of (5.2) w.r.t. all αi and Γii, respec-





















This has to be maximized w.r.t. the Γii. The separate factors of this maximized
likelihood have the same structure as the expression for the complete multivariate
linear model. So, in the same way we see that
⌣
Γii of (5.1) is the MLE for Γii.
The MLE
⌣




















































The ﬁrst equality follows by deﬁnition from (5.1), the second from εi = ε(i−1)αi+
ηi and Uε(i)ε(i−1) = 0, the third from INi = Hε(i) + Uε(i). The fourth relation
follows from η′








P −→ Γii according to (4.5), this proves
⌣
Γii




P −→ αi. Since
⌣





Γii as Σ is of αi and Γii, this completes the proof.
5.3 The iterative EGLS procedure
In each iteration estimates for β and Σ have to be determined, or equivalently, the
estimates for β, αi and Γii have to be determined. In the procedure we discuss






Γqii, are the conditional ML esti-
mates under the normality assumption. So
⌣
βqi is the EGLS estimator for β with
starting value
⌣




Γqii are the MLE’s for αi
and Γii given β =
⌣
βq (see Theorem 5.1). Summarized, iteration q of the iterative












































ε q(i) = INi − H⌣
ε q(i), orthogonal projection matrix of R(
⌣
εq(i−1))⊥.
Step (iii) could be omitted from the iterative procedure, because only
⌣
αqi is used
in the next iteration and not
⌣
Γqii. Only in the last iteration, step (iii) needs to be
executed to determine the ﬁnal estimate for Σ.
Similar to the MLE   Σ in (3.17) we construct the EGLS estimate ˜ Σq in iteration
q as
  ˜ Σq11 = ˜ Γq11 and for i = 2,...,r: ˜ Σq(i−1)i = ˜ Σq(i−1)(i−1)˜ αqi,
˜ ∆qii = ˜ α′
qi˜ Σq(i−1)(i−1)˜ αqi, ˜ Σqii = ˜ Γqii + ˜ ∆qii.
(5.4)
Theorem 5.3. (Assume (4.1), (4.2) and (4.3)) if
⌣
α0i
P −→ αi and  X′
iXi  =







17Proof. Without loss of generality we take mi = 1. The consistency of
⌣
βq follows
directly from Theorem 4.6. As a consequence of this consistency and the condi-
tion X′










εqi − εi| = |
⌣
µqi − µi| = op(N
1
2








εqi − εi| = oP(N
1
2





αqi − αi)| = oP(N
1
2
r ) and |(
⌣












αqi − αi)| + |(
⌣








ηqi − ηi)| ≤ |
⌣
ηqi − ηi| ≤ |
⌣








where the ﬁrst inequality follows from U⌣
ε q(i) ≤ INi. The second inequality fol-
lows from
⌣

































ηqi| ≤ |ηi − U⌣
ε q(i)
⌣

































equality follows from |ηi| = OP(N
1
2
r ), (5.5) and (5.6).
This proves that Γii is consistent because 1
Niη′
iηi
P −→ Γii according to (4.5).
Since
⌣




αqi as Σ is of αi and
Γii, this completes the proof.
18So, the estimators in this speciﬁc iterative EGLS procedure are consistent in
each iteration. Besides, they numerically converge to the MLE’s. However, this
does not necessarily mean that they have the same asymptotic properties as the
MLE’s, such as asymptotic efﬁciency under the normality assumption. See for
more precise conditions Magnus (1978), Theorem 4.
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