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LOCAL EXACT CONTROLLABILITY TO THE TRAJECTORIES
OF THE NAVIER-STOKES SYSTEM WITH NONLINEAR NAVIER-SLIP
BOUNDARY CONDITIONS ∗
Sergio Guerrero1
Abstract. In this paper we deal with the local exact controllability of the Navier-Stokes system
with nonlinear Navier-slip boundary conditions and distributed controls supported in small sets. In a
first step, we prove a Carleman inequality for the linearized Navier-Stokes system, which leads to null
controllability of this system at any time T > 0. Then, fixed point arguments lead to the deduction of
a local result concerning the exact controllability to the trajectories of the Navier-Stokes system.
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Introduction
Let Ω ⊂ RN (N = 2 or 3) be a bounded connected open set whose boundary ∂Ω is regular enough (for
instance, ∂Ω ∈ C2). Let ω ⊂ Ω be a (small) nonempty open subset and let T > 0. We will use the notation
Q = Ω × (0, T ) and Σ = ∂Ω × (0, T ) and we will denote by n(x) the outward unit normal to Ω at the point
x ∈ ∂Ω.
On the other hand, we will denote by C a generic positive constant (usually depending on Ω and ω).
Let us consider the controlled Navier-Stokes system with nonlinear Navier slip boundary conditions. Given
a nonlinear ’regular’ function f : RN → RN and an initial state y0, we consider the following system:⎧⎪⎪⎪⎨⎪⎪⎪⎩
yt −∇ · (Dy) + (y,∇)y +∇p = v1ω in Q,
∇ · y = 0 in Q,
y · n = 0, (σ(y, p) · n)tg + f(y)tg = 0 on Σ,
y(·, 0) = y0(·) in Ω,
(1)
where
σ(y, p) = −p Id+Dy
is the stress tensor and
(Dy)i,j = ∂jyi + ∂iyj (1 ≤ i, j ≤ N)
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is the deformation tensor. Here v denotes the control function which acts over system (1) trough ω during the
time T . On the other hand, the subscript “tg” stands for the tangential component of the corresponding vector
ﬁeld, i.e.:
wtg = w − (w · n)n.
The ﬁrst of the boundary conditions is the slip condition and says that the particles in the ﬂuid do not penetrate
the boundary. On the other hand and in order to explain the second one, let us remark that σ(y, p) · n is the
force exerted by the ﬂuid over the solid wall. Thus, a condition like
(σ(y, p) · n)tg = −kytg k constant
mean that the tangential component of this force is proportional to the velocity ﬁeld on the boundary. But k
may not depend on |y| linearly, so
(σ(y, p) · n)tg = −(f(y))tg
stands for a more general condition. Let us also point out that this kind of conditions appear in turbulence. In
such a context, we cannot expect to exactly ﬁnd neither y nor p, not even approximatively. Then, one is led to
“average” the Navier-Stokes equations and solve them. When solid walls are concerned, experimental analysis
show that these averaged variables behave like
y · n = 0 and (σ(y, p) · n)tg = −f(y)tg
near the boundary. This is known as “wall law”. For further literature on this subject, see for instance [5,18,19].
In the context of controllability, this problem has not been studied up to now, so their controllability properties
are somehow unknown.
A related linear control system which will be useful in this paper is⎧⎪⎪⎪⎨⎪⎪⎪⎩
wt −∇ · (Dw) + (a(x, t) + b(x, t),∇)w + (w,∇)b(x, t) +∇q = v1ω in Q,
∇ · w = 0 in Q,
w · n = 0, (σ(w, q) · n)tg + (A(x, t)w)tg = 0 on Σ,
w(·, 0) = w0(·) in Ω,
(2)
with A ∈ L∞(RN ;RN) a N ×N matrix function and a and b divergence free vector ﬁeld functions. Problems
of this kind have already been studied in [6], where the author proved an approximate controllability result for
system (2) in dimension 2 with a ≡ b ≡ A ≡ 0. Another result concerning the local exact controllability of the
Navier-Stokes system with Navier slip boundary conditions was studied in [12].
Let us deﬁne the concepts of controllability which will be concerned in this paper. For system (2), we will
say that it is null controllable if for any (suitable) y0 there exists a control v such that the associated solution
to (2) veriﬁes
w(·, T ) = 0 in Ω. (3)
For system (1), we will say that it is locally exactly controllable to the trajectories if for a suitable trajectory
(y, p) of system (1) with no control, there exists δ > 0 such that
‖y0 − y(0)‖E ≤ δ ⇒ ∃v : y(·, T ) = y(·, T ) in Ω,
for some Banach space E. In fact, (y, p) will satisfy⎧⎪⎨⎪⎩
yt −∆y + (y,∇)y +∇p = 0 in Q,
∇ · y = 0 in Q,
y · n = 0, (σ(y, p) · n)tg + (f(y))tg = 0 on Σ.
(4)
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The strategy of this paper will be, in a ﬁrst step, to establish a null controllability result for (2) (see Th. 0.1),
which can actually be seen as a linearization of system (1) around appropriate trajectories y of (1). Then,
using this result and a ﬁxed point argument, the local exact controllability to “regular enough” trajectories of
system (1) will be deduced (see Th. 0.2).
Let us introduce several spaces which are usual in the context of problems modelling incompressible ﬂuids:
H =
{
y ∈ L2(Ω)N : ∇ · y = 0 in Ω, y · n = 0 on ∂Ω} (5)
and
W = {y ∈ H1(Ω)N : ∇ · y = 0 in Ω, y · n = 0 on ∂Ω}. (6)
In the sequel, some regularity assumptions will be imposed on the previous potentials and matrix functions.
Let 0 <  < 1/2 arbitrarily close to 1/2. For vector ﬁelds d(x, t), we will assume certain regularity hypothesis:
d ∈ L∞(Q)N , dt ∈ L2(0, T ;Lr(Ω)N )
(
r = 6 if N = 3
r = 4 if N = 2
)
, (7)
while for a matrix function A the following will be imposed:
A ∈ L∞(Σ)N×N , (8)
A ∈ H1−(0, T ;W ν1,ν1+1(∂Ω)N×N ), (9)
A ∈ H(3−)/2(0, T ;Hν2(∂Ω)N×N ), (10)
where ν1 > 1 (arbitrarily small) in dimension 3 and ν1 = 1 in dimension 2 and ν2 = (1/2)(3−N)+(1−)(N−2).
We recall here the deﬁnition of the Sobolev spaces W r1,r2(Ω): for r1 ∈ N, we have
W r1,r2(Ω) = {u ∈ Lr2(Ω) : Dαu ∈ Lr2(Ω), α ∈ NN , |α| ≤ r1}.
In general, for r1 ∈ R, we deﬁne (see, for instance, [1, 16, 17])
W r1,r2(Ω) = {u ∈W [r1],r2(Ω) : |D
αu(x)−Dαu(y)|
|x− y|r1−[r1]+N/r2 ∈ L
r2(Ω× Ω), |α| = [r1]}.
Another way to deﬁne W r1,r2(Ω) is as an interpolation space between W [r1],r2(Ω) and W [r1]+1,r2(Ω).
In order to make these hypothesis more comprehensible, observe that for instance a function A ∈ C3/2(Σ)N×N
would fulﬁll the previous properties.
As announced, the ﬁrst main result of this paper concerns the null controllability of system (2) and is
presented in the following theorem.
Theorem 0.1. Let w0 ∈ H and let us suppose that A verifies (8)–(10) and a, b are divergence free vector fields
verifying (7). Then, there exist controls v ∈ H1(0, T ;L2(ω)N )∩C0([0, T ];H1(ω)N ) such that the corresponding
solution to (2) verifies (3).
Furthermore, there exists a positive constant C depending on Ω, ω, T , ‖a‖∞, ‖b‖∞, ‖at‖L2(Lr), ‖bt‖L2(Lr),
‖A‖H1−(Wν1,ν1+1) and ‖A‖H(3−)/2(Hν2 ), such that
‖v‖H1(L2) + ‖v‖L∞(H1) ≤ C‖w0‖H .
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The proof of Theorem 0.1 is based on the obtention of the so-called observability inequality for a backwards
system associated to (2). In fact, we will consider the adjoint system⎧⎪⎪⎪⎨⎪⎪⎪⎩
−ϕt −∇ · (Dϕ)− (a(x, t),∇)ϕ −Dϕb(x, t) +∇π = 0 in Q,
∇ · ϕ = 0 in Q,
ϕ · n = 0, (σ(ϕ, π) · n)tg + (A(x, t)tϕ)tg = 0 on Σ,
ϕ(·, T ) = ϕ0(·) in Ω.
(11)
The usual tools to obtain the observability for (11) are global Carleman inequalities. This was popularized by
Imanuvilov and Fursikov in [10] and several advances have been made since then (see, for instance, [13–15]).
The proof of the corresponding Carleman inequality for this system will be divided in two steps:
• We ﬁrst obtain a Carleman inequality for a heat system associated to (11). Precisely, we consider a
function ϕ verifying{
−ϕt −∇ · (Dϕ) = G ∈ L2(Q)N , ∇ · ϕ = 0 in Q,
ϕ · n = 0, (Dϕ · n)tg + (A(x, t)ϕ)tg = 0 on Σ.
Similar techniques to those developed in [10] are employed in order to get the desired estimate. More
details will be given in Section 3.1.
• Then, following the general ideas of [8, 13], a Carleman inequality for system (11) is established. Let
us remark here the particular diﬃculty an estimate of this kind contains due to the coupling boundary
conditions. The details are given in Section 3.2.
This usually provides L2 controls leading to the null controllability of the velocity vector ﬁeld solution of (2).
However, in order to perform a ﬁxed point argument and extract some controllability properties for the nonlinear
system (1), a more regular control is needed. The regularization process we use here was introduced in [3].
The second main result of this paper concerns the local exact controllability to the trajectories of (1). Several
regularity hypotheses have to be assumed for the trajectories in order to be able to approach them:
y ∈ L∞(Q)N , y ∈ H1−(0, T ;W ν1,ν1+1(∂Ω)N ),
y ∈ H(3−)/2(0, T ;Hν2(∂Ω)N ), (12)
y(·, 0) ∈ H3(Ω)N ∩W,
(Dy(·, 0) · n)tg + (f(y(·, 0)))tg = 0 on ∂Ω.
(13)
Observe that, with a suitable initial condition, y ∈ C3/2(Σ)N would also suﬃce here to assure the the above
properties. On the other hand, we will impose regularity to the nonlinearities appearing on the boundary
condition:
f ∈ C3(RN ;RN). (14)
Theorem 0.2. Let f verify (14), and let y0 ∈ H3(Ω)N ∩W satisfy the compatibility condition
(Dy0 · n)tg + (f(y0))tg = 0 on ∂Ω. (15)
Then, the exact controllability to the trajectories of (1) satisfying (12)–(13) holds, i.e., there exists δ > 0 such
that if ‖y0 − y(·, 0)‖H3∩W ≤ δ, we can find controls v such that the corresponding solutions y to (1) satisfy
y(·, T ) = y(·, T ) in Ω.
Furthermore, these controls belong to
H1(0, T ;L2(ω)N ) ∩ C([0, T ];H1(ω)N ).
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A ﬁxed point technique is used to prove this result. This tool has successfully been used in this context several
times; see, for instance, [7, 9, 23]. We apply here Kakutani’s theorem.
The main diﬃculty arising in this situation turns to be the restrictive spaces one is forced to deal with when
proving compactness results for linear systems like (2). There, the regularity results which will be proved in
Section 2, are crucial.
In spite of this positive controllability result for system (1), this is still far from what would be desirable for
systems of this kind. It would be interesting to know whether one has local exact controllability to all bounded
trajectories. However, this seems to be a very complicated question.
The paper is organized as follows: in Section 2 some previous and technical regularity results for systems
of this kind are established. Section 3 will contain the proofs of the Carleman inequalities. Finally, the
controllability results are proved in Section 4 (Ths. 1 and 2).
1. Preliminary results
In this section, we will prove several technical results which will be used later on. More precisely, we present
two regularity results concerning the Stokes system with linear Navier-slip boundary conditions.
The ﬁrst one concerns the existence of strong solutions, i.e., solutions (u, θ) belonging to the space
(L2(0, T ;H2(Ω)N ∩W ) ∩H1(0, T ;H))× L2(0, T ;H1(Ω)).
We give it in the following proposition:
Proposition 1.1. Let A verify (8), u0 ∈ H, f1 ∈ L2(0, T ;W ′), f2 ∈ L2(0, T ;H−1/2(∂Ω)N ) and let u be the
weak solution of the system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut −∇ · (Du) +∇θ = f1 in Q,
∇ · u = 0 in Q,
u · n = 0, (σ(u, θ))tg + (A(x, t)u)tg = f2 on Σ,
u(·, 0) = u0(·) in Ω,
(16)
namely, the function u satisfying⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫
Ω
ut(t) · v dx+ 12
∫
Ω
Du(t) : Dv dx+
∫
∂Ω
Au(t) · v dσ
=
∫
Ω
f1(t) · v dx+
∫
∂Ω
f2(t) · v dσ a.e. t ∈ (0, T ) ∀v ∈W,
u(·, 0) = u0(·) in Ω.
Then, if we also suppose that A verifies (9), u0 ∈W and
f1 ∈ L2(Q)N , f2 ∈ L2(0, T ;H1/2(∂Ω)N ), f2 ∈ H(1−)/2(0, T ;H−1/2(∂Ω)N ),
u is actually, together with a pressure θ, the strong solution of (16), i.e.,
u ∈ L2(0, T ;H2(Ω)N ∩W ), ut ∈ L2(0, T ;H), u ∈ L∞(0, T ;W ),
θ ∈ L2(0, T ;H1(Ω)). (17)
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Furthermore, there exists a positive constant C such that
‖ut‖2L2(Q)N + ‖u‖2L2(H2∩W ) + ‖u‖2L∞(H1) + ‖θ‖2L2(H1)
≤ CeCT‖A‖2P (1 + ‖A‖4P )(‖f1‖2L2(Q)N + ‖f2‖2L2(H1/2)
+ ‖f2‖2H(1−)/2(H−1/2) + ‖u0‖2H1(Ω)N ), (18)
where the space P is given by
P = H1−(0, T ;W ν1,ν1+1(∂Ω)N×N ). (19)
Proof. We remember here that the deﬁnitions of H and W were given in (5) and (6) at the beginning of the
paper. A classical Galerkin’s method can be employed in order to prove the existence and uniqueness and obtain
estimates of u as weak solution of (16). In fact, multiplying the equation in (16) by u(t) and integrating in Ω,
we obtain
1
2
d
dt
∫
Ω
|u(t)|2 dx+ 1
2
∫
Ω
|Du(t)|2 dx+
∫
∂Ω
(Au)(t) · u(t) dσ
= 〈f1(t), u(t)〉W ′,W + 〈f2(t), u(t)〉∂Ω
for a.e. t ∈ (0, T ), where we have denoted 〈·, ·〉 to the duality product between H−1/2(∂Ω) and H1/2(∂Ω). From
the fact that ‖Du‖L2(Ω)N is a norm in W equivalent to that of H1(Ω)N (Korn’s inequality; see, for instance,
[20]) and the trace inequality ∫
∂Ω
|u(t)|2 dσ ≤ C‖u(t)‖L2(Ω)N ‖u(t)‖H1(Ω)N ,
we ﬁnd
‖u‖2L∞(L2) + ‖u‖2L2(H1) ≤ CeCT‖A‖
2
∞(‖f1‖2L2(W ′) + ‖f2‖2L2(H−1/2) + ‖u0‖2L2(Ω)N ). (20)
Let us now multiply the equation in (16) by ut and integrate in Ω. This yields∫
Ω
|ut(t)|2 dx+ 14
d
dt
∫
Ω
|Du(t)|2 dx− 〈f2(t), ut(t)〉∂Ω
= −
∫
∂Ω
(Au(t)) · ut(t) dσ +
∫
Ω
f1(t) · ut(t) dx a.e. t ∈ (0, T ). (21)
Using f1 ∈ L2(Q)N , we have
1
2
∫
Ω
|ut(t)|2 dx+ 14
d
dt
∫
Ω
|Du(t)|2 dx− 〈f2(t), ut(t)〉∂Ω
≤ 1
2
∫
Ω
|f1(t)|2 dx−
∫
∂Ω
(Au(t)) · ut(t) dσ a.e. t ∈ (0, T ). (22)
Next, we see (16) like a stationary system, that is to say,⎧⎪⎨⎪⎩
−∆u(t) +∇θ(t) = f1(t)− ut(t) in Ω,
∇ · u(t) = 0 in Ω,
u(t) · n = 0, (σ(u(t), θ(t)))tg + (A(x, t)u(t))tg = f2(t) on ∂Ω,
(23)
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for almost every t ∈ (0, T ). The goal will be to prove that the weak solution (u, θ) of the system⎧⎪⎨⎪⎩
−∆u+∇θ = g in Ω,
∇ · u = 0 in Ω,
u · n = 0, (σ(u, θ))tg = f3 on ∂Ω,
(24)
actually belongs to
(H2(Ω)N ∩W )×H1(Ω)
whenever g ∈ L2(Ω)N (see (22)) and suitable f3. The proof we develop here follows the ideas of [4].
Let us ﬁrst remark that the weak solution of (24) veriﬁes
‖u‖H1(Ω)N + ‖θ‖L2(Ω) ≤ C(‖g‖W ′ + ‖f3‖H−1/2(∂Ω)N ), (25)
for a positive constant C.
The interior regularity readily follows from the corresponding result with Dirichlet conditions and that can
be founded in [22], for instance. Then, for every Ω′ ⊂⊂ Ω, we have u ∈ H2(Ω′)N , θ ∈ H1(Ω′) and
‖u‖H2(Ω′)N + ‖θ‖H1(Ω′) ≤ C‖g‖L2(Ω)N , (26)
for some positive constant C(Ω′,Ω).
Let x0 ∈ ∂Ω and let U0 be a neighborhood of x0. Then, we will prove that u ∈ H2(Ω∩U˜ )N and θ ∈ H1(Ω∩U˜ ),
for every U˜ ⊂⊂ U0. To this end, let ψ be a W 2,∞ diﬀeomorphism which sends the set
C0 = {(ξ′, ξN ) ∈ RN : |ξi| < α0 i = 1, ..., N − 1, |ξN | < β0}
into and onto U0 and which veriﬁes ψ(C+0 ) = Ω∩U0 and ψ(∆α0) = ∂Ω∩U0. Here, we have denoted C+0 = C0∩RN+
and ∆α0 = ∂RN+ ∩C0. Let us now introduce a cut-oﬀ function ζ ∈ C2(U0) such that
ζ ≡ 1 in U˜ and supp ζ ⊂ U1 ⊂⊂ U0,
where U1 is a regular open set.
Then, let us set z = ζu, h = ζθ. They verify:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−∇ · (Dz) +∇h = g∗ in Ω ∩ U0,
∇ · z = g∗1 in Ω ∩ U0,
z · n = 0, (σ(z, h) · n)tg = g∗2 on ∂Ω ∩ U0,
z = 0 on Ω ∩ ∂U0,
(27)
with
g∗ = −ζg − 2∇ζ · ∇u −∇ζ · ∇tu−∆ζu−∇∇ζ · u+ θ∇ζ ∈ L2(Ω ∩ U0)N ,
g∗1 = ∇ζ · u ∈ H1(Ω ∩ U0) and g∗2 = ζf3 +
∂ζ
∂n
u ∈ H1/2(∂Ω ∩ U0)N .
The weak solution of (27) is given by (z, h) ∈ X × L2(Ω ∩ U0) satisfying⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫
Ω∩U0
Dz : ∇v dx−
∫
Ω∩U0
h∇ · v dx
=
∫
Ω∩U0
g∗ · v dx+
∫
∂Ω∩U0
g∗2 · v dσ ∀v ∈ X,
∇ · z = g∗1 in Ω ∩ U0.
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Here, we have denoted
X = {v ∈ H1(Ω ∩ U0)N : v = 0 on ∂U0 ∩ Ω, v · n = 0 on ∂Ω ∩ U0}.
Let us now perform the change of variables x = ψ(ξ). If we deﬁne z˜ = z ◦ ψ and h˜ = h ◦ ψ, they verify:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
i,j
∫
C+0
(∇z˜i · ∂jψ−1 +∇z˜j · ∂iψ−1)(∇v˜i · ∂jψ−1)(ξ)|J(ψ)|(ξ) dξ
−
∫
C+0
h˜(∇v˜ : ∇tψ−1)(ξ)|J(ψ)|(ξ) dξ =
∫
C+0
(g˜∗ · v˜)(ξ)|J(ψ)|(ξ) dξ
+
∫
∆α0
(g˜∗2 · v˜)(ξ′, 0)|J(ψ)|(ξ′, 0) dξ′ ∀v˜ ∈ X˜,
∇z˜ : ∇tψ−1 = g˜∗1 in C+0 ,
(28)
with
X˜ = {v˜ ∈ H1(C+0 )N : v˜ = 0 on ∂C+0 ∩RN+ , v˜ · n = 0 on ∆α0}
and where we have denoted
g˜∗ = g∗ ◦ ψ, g˜∗1 = g∗1 ◦ ψ, g˜∗2 = g∗2 ◦ ψ
and |J(ψ)| the determinant of the Jacobian of ψ.
Let us introduce C1 = ψ−1(U1) and d = dist(∂C+0 , ∂C
+
1 ). Then, for every function v˜ ∈ H1(C+1 )N verifying
v˜ = 0 on ∂C+1 ∩RN+ and v˜ · n on ∂C+1 ∩ ∂RN+ = ∆α1
(that is to say, v˜ ∈ X˜1), we have δ−mk v˜ ∈ X˜, for k ∈ {1, ..., N−1} and |m| ≤ d/2. We remind that, by deﬁnition,
δmk (x) =
v(x +mek)− v(x)
m
·
This allows us to plug δ−mk v˜ into expression (28):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
i,j
∫
C+1
δmk [|J(ψ)|(∇z˜i · ∂jψ−1 +∇z˜j · ∂iψ−1)∂jψ−1] · ∇v˜i dξ
−
∫
C+1
δmk (|J(ψ)|h˜∇tψ−1) : ∇v˜ dξ
=
∫
C+1
δmk (|J(ψ)|g˜∗) · v˜ dξ +
∫
∆α1
δmk (|J(ψ)|g˜∗2) · v˜ dξ′ ∀v˜ ∈ X˜1,
∇z˜ : ∇tψ−1 = g˜∗1 in C+1 .
(29)
Let us compute each one of the previous integrals, taking into account (25) and the formula:
δmk (v1v2)(x) = v1(x)δ
m
k v2(x) + δ
m
k v1(x)v2(x+mek).
First, we have ∑
i,j
∫
C+1
δmk [|J(ψ)|(∇z˜i · ∂jψ−1 +∇z˜j · ∂iψ−1)∂jψ−1] · ∇v˜i dξ
=
∑
i,j
∫
C+1
|J(ψ)|(∇(δmk z˜i) · ∂jψ−1 +∇(δmk z˜j) · ∂iψ−1)(∇v˜i · ∂jψ−1) dξ + I1
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with
|I1| ≤ C‖ψ‖W 2,∞(C+0 )N‖z˜‖H1(C+1 )N ‖v˜‖H1(C+1 )N
≤ C(‖g‖W ′ + ‖f3‖H−1/2(∂Ω)N )‖v˜‖H1(C+1 )N .
Additionally, we ﬁnd
−
∫
C+1
δmk (|J(ψ)|h˜∇tψ−1) : ∇v˜ dξ = −
∫
C+1
|J(ψ)|δmk h˜∇tψ−1 : ∇v˜ dξ + I2,
with
|I2| ≤ C‖h˜‖L2(C+1 )‖v˜‖H1(C+1 )N ≤ C(‖g‖W ′ + ‖f3‖H−1/2(∂Ω)N )‖v˜‖H1(C+1 )N .
Furthermore,
I3 =
∫
C+1
δmk (|J(ψ)|g˜∗) · v˜ dξ ≤ C‖g˜∗‖L2(C+1 )N‖v˜‖X˜1 ≤ C(‖g‖L2(Ω)N + ‖f3‖H−1/2(∂Ω)N )‖v˜‖H1(C+1 )N ,
where we have denoted
‖v˜‖2
X˜1
=
N−1∑
j=1
∫
C+1
|∂j v˜|2 dx+
∫
C+1
|∂N v˜ +∇v˜N |2 dx.
Finally, we have
I4 =
∫
∆α1
δmk (|J(ψ)|g˜∗2) · v˜ dξ′ =
∫
∆α1+d/2
δmk (|J(ψ)|g˜∗2) · v˜ dξ′
≤ C‖δmh g˜∗2‖H1/200 (∆α1+d/2)′‖v˜‖H1/200 (∆α1+d/2)
≤ C‖g˜∗2‖H1/2(∆α1)N ‖v˜‖H1/2(∆α1)N
≤ C(‖g‖L2(Ω)N + ‖f3‖H1/2(∂Ω)N )‖v˜‖H1(C+1 )N .
Here, we have employed the notation
H
1/2
00 (∆) = {v ∈ H1/2(∆) : ρ−1/2∆ v ∈ L2(∆)} with ρ∆(x) = dist(x, ∂∆)
and we have used the fact that
∂
∂xi
∈ L(H1/2, (H1/200 )′)
(see [16] for more details).
Consequently, we obtain an equivalent formulation of (29):{
a0(δmk z˜, v˜) + b0(v˜, δ
m
k h˜) = −(I1 + I2 + I3 + I4) ∀v˜ ∈ X˜1,
b0(δmk z˜, f˜0) = −I5 ∀f˜0 ∈ L2(C+1 ),
(30)
with
a0(v1, v2) =
∑
i,j
∫
C+1
|J(ψ)|(∇vi1 · ∂jψ−1 +∇vj1 · ∂iψ−1)(∂jψ−1 · ∇vi2) dξ,
b0(v2, v3) = −
∫
C+1
|J(ψ)|v3(∇tψ−1 : ∇v2)
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for v1, v2 ∈ X˜1 and v3 ∈ L2(C+1 ) and
I5 =
∫
C+1
|J(ψ)|f˜0(∇tψ−1 : ∇(δmk z˜)) dξ.
From the last condition in (29), we ﬁnd
I5 =
∫
C+1
|J(ψ)|f˜0δmk g˜∗1 dξ −
∫
C+1
|J(ψ)|f˜0(δmk (∇ψ−1) : ∇z˜(ξ +mek)) dξ,
so
|I5| ≤ C(‖g˜∗1‖H1(C+1 ) + ‖z˜‖H1(C+1 )N )‖f˜0‖L2(C+1 )
≤ C(‖g‖W ′ + ‖f3‖H−1/2(∂Ω)N )‖f˜0‖L2(C+1 ).
The mixed problem (29) will posses a unique solution (δmk z˜, δ
m
k h˜) ∈ X˜1×L2(C+1 ) if we prove that a0 is continuous
and coercive in X˜1 and that b0 is continuous and veriﬁes the inf-sup condition in X˜1 × L2(C+1 ).
The continuity of a0 and b0 are trivial. Let us prove that a is coercive; for v˜1 ∈ X˜1, we have
a0(v˜1, v˜1) =
∑
i,j
∫
C+1
|J(ψ)|(∇v˜i1 · ∂jψ−1 +∇v˜j1 · ∂iψ−1)(∇v˜i1 · ∂jψ−1) dξ
=
1
2
∑
i,j
∫
C+1
|J(ψ)||∇v˜i1 · ∂jψ−1 +∇v˜j1 · ∂iψ−1|2 dξ =
1
2
∫
Ω∩U1
|Dv1|2 dx
≥ C‖v1‖2H1(Ω∩U1)N ≥ C˜‖v˜1‖2H1(C+1 )N .
Finally, the inf-sup condition for b0 tells that
sup
v˜∈X˜1\{0}
b0(v˜, f˜0)
‖v˜‖H1(C+1 )N
≥ C2‖f˜0‖L2(C+1 ) ∀f˜0 ∈ L
2(C+1 ).
To prove this, we ﬁrst observe that
b0(v˜, f˜0) =
∫
Ω∩U1
f0∇ · v dx.
Now, for f0 ∈ L2(Ω ∩ U1) \ {0}, we consider v ∈ H10 (Ω ∩ U1)N such that ∇ · v = f0 and
‖v‖H1(Ω∩U1)N ≤ C3‖f0‖L2(Ω∩U1)
(see, for instance, [11]). Consequently,
sup
v˜∈X˜1\{0}
b0(v˜, f˜0)
‖v˜‖H1(C+1 )N
≥ C4
∫
Ω∩U1
f0∇ · v dx
‖v‖H1(Ω∩U1)N
= C4
‖f0‖2L2(Ω∩U1)
‖v‖H1(Ω∩U1)N
≥ C−13 C4‖f0‖L2(Ω∩U1) ≥ C2‖f˜0‖L2(C+1 ),
as we wanted to see.
As a conclusion, there exists a unique solution (δmk z˜, δ
m
k h˜) ∈ X˜1 × L2(C+1 ) of (30) and
‖δmk z˜‖X˜1 + ‖δmk h˜‖L2(C+1 ) ≤ C(‖g‖L2(Ω)N + ‖f3‖H1/2(∂Ω)N )
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for k ∈ {1, ..., N − 1}. This tells that (∂kz˜, ∂kh˜) ∈ H1(C+1 )N × L2(C+1 ), so that (∂kz, ∂kh) ∈ H1(Ω ∩ U˜)N ×
L2(Ω∩ U˜). Finally, from the divergence free condition (in Ω∩ U˜) and the diﬀerential equation veriﬁed by (z, h),
we have ∂NNz ∈ L2(Ω ∩ U˜)N which implies that ∂Nh ∈ L2(Ω ∩ U˜).
Therefore, (u, θ) ∈ H2(Ω ∩ U˜)N ×H1(Ω ∩ U˜) for every U˜ ⊂⊂ U and
‖u‖H2(Ω∩U˜)N + ‖θ‖H1(Ω∩U˜) ≤ C(‖g‖L2(Ω)N + ‖f3‖H1/2(∂Ω)N ).
Combining this estimate with the local one (26), we obtain the estimate for the solution of (23), say:
‖u(t)‖H2(Ω)N + ‖θ(t)‖H1(Ω) ≤ (‖f1(t)‖L2(Ω)N + ‖ut(t)‖L2(Ω)N
+ ‖f2(t)‖H1/2(∂Ω)N + ‖Au(t)‖H1/2(∂Ω)N ) a.e. t ∈ (0, T ).
Let us now put this estimate together with (22). We obtain
‖ut(t)‖2L2(Ω)N + ‖u(t)‖2H2(Ω)N +
d
dt
∫
Ω
|Du(t)|2 dx+ ‖θ(t)‖2H1(Ω)
≤ C
(
‖f1(t)‖2L2(Ω)N dx+ ‖f2(t)‖2H1/2(∂Ω)N + |〈f2(t), ut(t)〉∂Ω|
+‖Au(t)‖2H1/2(∂Ω)N +
∫
∂Ω
|Au(t)||ut(t)| dσ
)
,
for almost every t ∈ (0, T ). A classical argument based on Gronwall’s lemma leads to the absorption of the
fourth term in the right hand side:
‖ut‖2L2(Q)N + ‖u‖2L2(H2) + ‖u‖2L∞(H1) + ‖θ‖2L2(H1)
≤ CeCT‖A‖2L∞(W1,ν)
(
‖f1‖2L2(Q)N dx+ ‖f2‖2L2(H1/2) + ‖u0‖2H1(Ω)N
+
∫ T
0
|〈f2(t), ut(t)〉∂Ω| dt+
∫∫
Σ
|A||u||∂tu| dσ dt
)
, (31)
with ν > N − 1 arbitrarily small. Indeed, this readily follows from the fact that
W 1,ν(∂Ω) ·H1/2(∂Ω) ⊂ H1/2(∂Ω) continuously, (32)
that is to say, the product of a function belonging to W 1,ν(∂Ω) and another one belonging to H1/2(∂Ω) actually
belongs to H1/2(∂Ω).
In order to estimate the last term on (31), observe that for a vector valued function e0 verifying e0t ∈ L2(Q)N
and e0 ∈ L2(0, T ;H1(Ω)N ), we have
e0 ∈ H′(0, T ;H1−′(Ω)N )
for every 0 < ′ < 1 and there exists a constant C > 0 such that
‖e0‖H′ (H1−′ ) ≤ C‖e0t‖
′
L2(Q)N ‖e0‖1−
′
L2(H1).
In particular, one can check that for some 0 < ′ < 1
〈∂t(γ0e0), e1(γ0e0)〉∂Ω < +∞
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for e1 ∈ H1−(0, T ;Hν/2(∂Ω)N ); here, we have denoted by 〈·, ·〉∂Ω the duality product between the spaces
H
′−1(0, T ;H1/2−
′
(∂Ω)) and H1−
′
(0, T ;H
′−1/2(∂Ω)) and by γ0(e0) the trace of e0 on the boundary ∂Ω.
Besides, we get
|〈∂t(γ0e0), e1(γ0e0)〉∂Ω| ≤ C‖e1‖H1−(Hν/2)‖e0t‖L2(Q)N ‖e0‖L2(H1).
This way, the last term in (31) can be estimated as follows:∫∫
Σ
|A||u||∂tu| dσ dt ≤ ε‖ut‖2L2(Q)N + C(1 + ‖A‖2H1−(H−3/2+N/2+2′ ))‖u‖2L2(H1),
for a small positive constant ε(Ω). Then,
‖ut‖2L2(Q)N + ‖u‖2L2(H2) + ‖u‖2L∞(H1) + ‖θ‖2L2(H1)
≤ CeCT‖A‖2L∞(W1,ν)
(
‖f1‖2L2(Q)N + ‖f2‖2L2(H1/2) + ‖u0‖2H1(Ω)N
+
∫ T
0
|〈f2(t), ut(t)〉∂Ω| dt+ (1 + ‖A‖2H1−(Hν/2))‖u‖2L2(H1)
)
(33)
which, combined with (20), yields
‖ut‖2L2(Q)N + ‖u‖2L2(H2) + ‖u‖2L∞(H1) + ‖θ‖2L2(H1)
≤ CeCT‖A‖
2
H1−(Wν1,ν1+1)(1 + ‖A‖2H1−(W 1,ν1 ))
(
‖f1‖2L2(Q)N
+‖f2‖2L2(H1/2) + ‖u0‖2H1(Ω)N +
∫ T
0
|〈f2(t), ut(t)〉∂Ω| dt
)
. (34)
Here, we have used the fact (recall that  is close to 1/2 and the deﬁnition of ν1)
H1−(0, T ;W ν1,ν1+1(∂Ω)) ⊂ L∞(0, T,W 1,ν ∩Hν/2(∂Ω)) continuously.
Let us now combine ut ∈ L2(Q)N and u ∈ L2(0, T ;H2(Ω)N ) to obtain an estimate of 〈f2, ut〉∂Ω in appropriate
spaces. More precisely, we have
u ∈ H(1+)/2(0, T ;H1−(Ω)N ) (35)
and
‖u‖H(1+)/2(H1−) ≤ C‖ut‖(1+)/2L2(Q)N ‖u‖
(1−)/2
L2(H2) . (36)
We ﬁnd: ∫ T
0
|〈f2(t), ut(t)〉∂Ω| dt ≤ C‖f2‖H(1−)/2(H−1/2)‖ut‖(1+)/2L2(Q)N ‖u‖
(1−)/2
L2(H2)
≤ C(1 + ‖A‖2H1−(Wν1,ν1+1))‖f2‖2H(1−)/2(H−1/2)
+ ε1(1 + ‖A‖2H1−(Wν1,ν1+1))−1‖ut‖1+L2(Q)N ‖u‖1−L2(H2)
≤ C(1 + ‖A‖2H1−(Wν1,ν1+1))‖f2‖2H(1−)/2(H−1/2)
+ ε2(1 + ‖A‖2H1−(Wν1,ν1+1))−1(‖ut‖2L2(Q)N + ‖u‖2L2(H2)),
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where ε1 and ε2 are small positive constants depending on Ω and . Plugging this into (34), we ﬁnd
‖ut‖2L2(Q)N + ‖u‖2L2(H2∩W ) + ‖u‖2L∞(H1) + ‖θ‖2L2(H1)
≤ CeCT‖A‖
2
H1−(Wν1,ν1+1)(1 + ‖A‖4H1−(Wν1,ν1+1))(‖f1‖2L2(Q)N
+‖f2‖2L2(H1/2) + ‖f2‖2H(1−)/2(H−1/2) + ‖u0‖2H1(Ω)N ),
which is exactly (18).
This ends the proof of Proposition 1.1.
Finally, we establish a further regularity result when the data is supposed to be more regular. This will
be used when proving the local null controllability to the trajectories of system (1) in the last section. More
precisely, it concerns a linear Stokes system similar to (16) but with null f2:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut −∇ · (Du) +∇θ = f4 in Q,
∇ · u = 0 in Q,
u · n = 0, (σ(u, θ) · n)tg + (A(x, t)u)tg = 0 on Σ,
u(·, 0) = u0(·) in Ω.
(37)
Proposition 1.2. Let f4 ∈ H1(0, T ;L2(Ω)N )∩C([0, T ];H1(Ω)N ) with f4 ·n = 0, u0 ∈ H3(Ω)N ∩W satisfying
the compatibility condition
(Du0 · n)tg + (A(x, 0)u0)tg = 0 on ∂Ω (38)
and let A satisfy (8)-(10).
Then, the strong solution u of (37) actually verifies u ∈ H1(0, T ;H2(Ω)N ∩W ) ∩H2(0, T ;H) and
‖u‖2H1(H2∩W ) + ‖u‖2H2(L2) ≤ C(Ω, A)(‖f4‖2H1(L2)∩L∞(H1) + ‖u0‖2H3∩W ), (39)
where C is a positive constant.
Proof. From proposition 1.1, we already know that u is a strong solution of (37) (i.e., it veriﬁes (17)). In
particular, u ∈ H1(0, T ;H) and
‖u‖2H1(L2) ≤ C(Ω, ‖A‖P )(‖u0‖2W + ‖f4‖2L2(Q)N ).
Next, we are going to give sense to ∂tu as the strong solution of the following system:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u˜t −∇ · (Du˜) +∇θ˜ = ∂tf4 in Q,
∇ · u˜ = 0 in Q,
u˜ · n = 0, (Du˜ · n)tg + (A(x, t)u˜)tg = −(A(x, t))tu on Σ,
u˜(·, 0) = ∂tu(·, 0) in Ω.
(40)
To this end, we must ﬁrst check that
Atγ0u ∈ L2(0, T ;H−1/2(∂Ω)N )
and
∂tu(·, 0) ∈ H. (41)
From the fact that
u ∈ L2(0, T ;H2(Ω)N ) ∩H1(0, T ;L2(Ω)N ) ⊂ H1−(0, T ;H2−1/2(∂Ω)N )
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continuously and (10), we have
Atγ0u ∈ L2(0, T ;H1−2(∂Ω)N2) ·H1−(0, T ;H2−1/2(∂Ω)N )
⊂ L2(0, T ;H−1/2(∂Ω)N ) continuously,
(recall that this notation was already used in (32)) so
‖Atγ0u‖2L2(H−1/2) ≤ C‖A‖2H1(H1−2)(‖u‖2H1(L2) + ‖u‖2L2(H2)).
In order to prove (41), we use the diﬀerential equation in (37) and we ﬁnd∫
Ω
|∂tu(0)|2 dx =
∫
Ω
∂tu(0) · (∇ · (Du0)−∇θ(0) + f4(0)) dx
=
∫
Ω
∂tu(0) · (∇ · (Du0) + f4(0)) dx
≤ 1
2
∫
Ω
|∂tu(0)|2 dx+ C(‖u0‖2H2∩W + ‖f4‖2L∞(L2)).
Consequently, we have that (40) has a unique weak solution u˜ ∈ L2(0, T ;W )∩L∞(0, T ;H), which must coincide
with ∂tu. Therefore, ∂tu ∈ L2(0, T ;W ) ∩ L∞(0, T ;H) and
‖∂tu‖2L2(H1)∩L∞(L2) ≤ C(Ω, A)(‖f4‖2H1(L2) + ‖u0‖2H2∩W ).
Finally and by virtue of Proposition 1.1, we must check that
Atγ0u ∈ L2(0, T ;H1/2(∂Ω)N ) ∩H(1−)/2(0, T ;H−1/2+(∂Ω)N )
and
∂tu(·, 0) ∈W. (42)
The ﬁrst fact follows from (10) and
u ∈ H1(0, T ;H1(Ω)N ) ∩ L2(0, T ;H2(Ω)) ⊂ H1−(0, T ;H+1/2(∂Ω)N )
continuously. Indeed, it is not diﬃcult to see that
Atγ0u ∈ L2(0, T ;Hν2(∂Ω)N2) ·H1−(0, T ;H+1/2(∂Ω)N )
⊂ L2(0, T ;H1/2(∂Ω)N ) continuously
and
Atγ
0u ∈ H(1−)/2(0, T ;H(3−N)(−1/2)(∂Ω)N2) ·H1−(0, T ;H+1/2(∂Ω)N )
⊂ H(1−)/2(0, T ;H−1/2+(∂Ω)N ) continuously.
(43)
Besides,
‖Atγ0u‖2L2(H1/2) + ‖Atγ0u‖2H(1−)/2(H−1/2+)
≤ C‖A‖2
H(3−)/2(Hν2 )(‖u‖2H1(H1) + ‖u‖2L2(H2)),
for a positive constant C = C(Ω).
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Let us now prove (42). For this, we ﬁrst realize that θ(0) ∈ H2(Ω)N from the elliptic system⎧⎨⎩
∆θ(0) = ∇ · f4(0) in Ω,
∂
∂n
θ(0) = ∆u0 · n on ∂Ω,
which satisﬁes the compatibility condition∫
∂Ω
∆u0 · n dσ =
∫
Ω
∇ · f4(0) dx = 0.
Hence, θ(0) ∈ H2(Ω)N and
‖θ(0)‖2H2(Ω) ≤ C(‖f4‖2L∞(H1) + ‖u0‖2H3∩W ).
Again from the diﬀerential equation satisﬁed by u, we ﬁnd
∂i∂tu(0) = ∂i∆u0 − ∂i∇θ(0) + ∂i(f4(0)) ∈ L2(Ω)N ,
so that
‖∂i∂tu(0)‖2L2(Ω)N ≤ C(‖f4‖2L∞(H1) + ‖u0‖2H3∩W )
for every i ∈ {1, ..., N}. Consequently, ∂tu(0) ∈ H1(Ω)N and
‖∂tu(0)‖2H1 ≤ C(‖f4‖2L∞(H1) + ‖f4‖2H1(L2) + ‖u0‖2H3∩W ).
As a conclusion, u˜ ∈ L2(0, T ;H2(Ω)N ∩ W ) ∩ H1(0, T ;H), so it has to be the case of ∂tu as well since u0
satisﬁes (38). Furthermore,
‖∂tu‖2L2(H2∩W )∩H1(L2) ≤ C(Ω, A)(‖f4‖2L∞(H1) + ‖f4‖2H1(L2) + ‖u0‖2H3∩W ).
From this, (39) is readily deduced.
Remark 1.3. One could keep the explicit dependence of C(Ω, A) in (39) with respect to the norms of A but
this will not be needed, so me omit it for the sake of simplicity.
2. Carleman inequality for the adjoint system
In this section, we will prove a Carleman inequality for system (11). In order to do this, some weight functions
are needed:
α(x, t) =
e2λ‖η
0‖∞ − eλη0(x)
t4(T − t)4 , ξ(x, t) =
eλη
0(x)
t4(T − t)4 ,
α˜(x, t) =
e2λ‖η
0‖∞ − e−λη0(x)
t4(T − t)4 , ξ˜(x, t) =
e−λη
0(x)
t4(T − t)4 ,
α∗(t) = max
x∈Ω
α(x, t) = α|∂Ω(x, t), α̂(t) = min
x∈Ω
α(x, t),
(44)
with λ > 0 to be chosen later on. Here, η0 ∈ C2(Ω) veriﬁes
η0 > 0 in Ω, η0 ≡ 0 on ∂Ω, |∇η0| > 0 in Ω \ ω′ (45)
with ω′ ⊂⊂ ω an open set. Let us remark that functions of this kind were ﬁrst introduced in [10] in order
to obtain Carleman inequalities for the heat system. The existence of such a function is also proved in that
reference.
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2.1. Carleman inequality for the heat system
In this paragraph, we will deduce a Carleman inequality for a (vector valued) function ϕ verifying{
−ϕt −∇ · (Dϕ) = G ∈ L2(Q)N , ∇ · ϕ = 0 in Q,
ϕ · n = 0, (Dϕ · n)tg + (A(x, t)ϕ)tg = 0 on Σ.
(46)
It is the following:
Proposition 2.1. Let A verify (8)–(9). Then, there exist three positive constants C, s and λ only depending
on Ω and ω, such that
I(s, λ;ϕ) ≤ C
(
s3λ4
∫ T
0
∫
ω0
e−2sαξ3|ϕ|2 dxdt+ λ
∫∫
Q
e−2sα|G|2 dxdt
)
(47)
for any λ ≥ λeλT‖A‖2P (1 + ‖A‖5P ), any s ≥ e4λ‖η
0‖∞s(T 6 + T 8) and any ϕ ∈ L2loc(0, T ;L2(Ω)) verifying (46)
(recall that the space P was defined in (19)). Here, we have denoted
I(s, λ;ϕ) = s3λ4
∫∫
Q
e−2sα ξ3 |ϕ|2 dxdt+ sλ2
∫∫
Q
e−2sα ξ |∇ϕ|2 dxdt
+s−1
∫∫
Q
e−2sα ξ−1 (|ϕt|2 + |∆ϕ|2) dxdt
(48)
for each s, λ > 0 and ω0 is an open set verifying
ω′ ⊂⊂ ω0 ⊂⊂ ω. (49)
Proof. We ﬁrst observe that, by a duality argument, one can suppose that ϕ is regular enough in order to justify
all the integrations by parts below (for instance, ϕ ∈ C2(Q)).
In this proof, we follow the ideas developed in [10]. More precisely, we will set
ψ = e−sαϕ, ψ˜ = e−sα˜ϕ
and we will make several computations to deduce the desired inequality. To this end, let us split the proof in
three steps: in the ﬁrst step, we will obtain a Carleman inequality for ψ, in the second one a similar inequality
will be deduced for ψ˜, while some simpliﬁcations and the conclusion will be given in the last step.
Step 1. A Carleman inequality for ψ.
From the equation veriﬁed by ϕ we ﬁnd, after some computations:
M1ψ +M2ψ = Gs,λ,
with
M1ψ = −∇ · (∇ψ +∇tψ)− s2λ2|∇η0|2ξ2ψ − sλξ∇tψ · ∇η0 − sαtψ,
M2ψ = −ψt + 2sλξ∇ψ · ∇η0 + 2sλξ∇tψ · ∇η0 + 2sλ2|∇η0|2ξψ
and
Gs,λ = e−sαG− sλ∆η0ξψ − sλξ∇∇η0 · ψ + sλ2|∇η0|2ξψ − sλ2∇η0ξ∇η0 · ψ.
This gives
‖M1ψ‖2L2(Q)N + ‖M2ψ‖2L2(Q)N + 2(M1ψ,M2ψ)L2(Q)N = ‖Gs,λ‖2L2(Q)N . (50)
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Let us ﬁrst develop the double product term. Then, we will conveniently get proﬁt of the positiveness of
‖M1ψ‖2L2(Q)N and ‖M2ψ‖2L2(Q)N .
First, we have
((M1ψ)1, (M2ψ)1)L2(Q)N =
∫∫
Q
(∇ · (∇ψ +∇tψ)) · ψt dxdt
=
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt−
∫∫
Q
(∇ψ +∇tψ) : ∇ψt dxdt = A1 +A2,
where
A2 = −12
∫∫
Q
d
dt
(|∇ψ|2 +∇ψ : ∇tψ) dxdt = 0.
Here, we have used the fact that ψ · n = 0 and the exponential decay of ψ (and its derivatives) close to t = 0
and t = T .
In addition,
((M1ψ)1, (M2ψ)2)L2(Q)N = −2sλ
∫∫
Q
ξ(∇ · (∇ψ +∇tψ)) · (∇ψ · ∇η0) dxdt
= −2sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+ 2sλ
∫∫
Q
ξ(∇∇η0 · ∇ψ) : (∇ψ +∇tψ) dxdt
+ 2sλ2
∫∫
Q
ξ((∇ψ +∇tψ) · ∇η0) · (∇ψ · ∇η0) dxdt
+ 2sλ
∫∫
Q
ξ(∇ψ +∇tψ) : (∇∇ψ · ∇η0) dxdt = B + C +D + E,
where the properties of η0 and, more precisely,
∇η0 = ∂η
0
∂n
n
have been employed (see (45)). Let us now compute the terms D and E:
D = 2sλ2
∫∫
Q
ξ|∇ψ · ∇η0|2 dxdt+ 2sλ2
∫∫
Q
ξ(∇tψ · ∇η0) · (∇ψ · ∇η0) dxdt = D1 +D2.
Two integration by parts in x give the following for D2:
D2 = −2sλ2
∫∫
Q
(∇t(∇η0∇η0ξ) · ∇ψ) · ψ dxdt− 2s2λ3
∫∫
Q
ξ∇η0 · ∇(ξ∇η0 · ψ)∇η0 · ψ dxdt
= −2sλ2
∫∫
Q
(∇t(∇η0∇η0ξ) · ∇ψ) · ψ dxdt+ s2λ3
∫∫
Q
∆η0|ξ∇η0 · ψ|2 dxdt = D21 +D22.
For E, we have:
E = sλ
∫∫
Q
ξ∇η0 · ∇|∇ψ|2 dxdt+ 2sλ
∫∫
Q
ξ∇tψ : (∇∇ψ · ∇η0) dxdt = E1 + E2.
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Integrations by parts yield:
E1 = sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt − sλ
∫∫
Q
∆η0ξ|∇ψ|2 dxdt − sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt = E11 + E12 + E13
and
E2 = 2sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt− 2sλ
∫∫
Q
∆η0ξ∇ψ : ∇tψ dxdt
−2sλ2
∫∫
Q
|∇η0|2ξ∇ψ : ∇tψ dxdt− 2sλ
∫∫
Q
ξ∇η0 · (∇∇tψ : ∇ψ) dxdt
= E21 + E22 + E23 + E24.
Let us deal again with the last term:
E24 = −2sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
+ 2sλ
∫∫
Q
ξ(∇∇η0 · ∇tψ) · ∇ψ dxdt+ 2sλ2
∫∫
Q
ξ(∇tψ · ∇η0) · (∇ψ · ∇η0) dxdt
+ 2s2λ2
∫∫
Q
ξ2(∇∇η0 · ψ) · (∇ψ · ∇η0) dxdt
+ s2λ3
∫∫
Q
ξ2∇η0 · (∇(ψψ) · ∇η0 · ∇η0) dxdt
+ 2s2λ2
∫∫
Q
ξ2(∇ψ · ∇η0) · (∇tψ · ∇η0) dxdt
= E241 + E242 +D2 + E243 + E244 + E245.
Here, we have used the fact that ∇ · ψ = sλξ∇η0 · ψ. Finally, since η0 ∈ C2(Ω), we obtain
E244 ≥ −C(1 + λ)s2λ3
∫∫
Q
ξ2|ψ|2 dxdt
and
E245 = −2s2λ2
∫∫
Q
ξ2(∇(∇η0∇η0) · ∇tψ) · ψ dxdt− 2E244
− s3λ3
∫∫
Q
ξ∇η0 · ∇|ξψ · ∇η0|2 dxdt
= −2s2λ2
∫∫
Q
ξ2(∇(∇η0∇η0) · ∇tψ) · ψ dxdt− 2E244
+ s3λ3
∫∫
Q
∆η0ξ3|ψ · ∇η0|2 dxdt+ s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
= E2451 − 2E244 + E2452 + E2453.
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We also have
((M1ψ)1, (M2ψ)3)L2(Q)N = −2sλ
∫∫
Q
ξ∇ · (∇ψ +∇tψ) · (∇tψ · ∇η0) dxdt
= −2sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
+2sλ
∫∫
Q
ξ(∇ψ +∇tψ) : (∇∇η0 · ∇tψ) dxdt
+2sλ2
∫∫
Q
ξ(∇ψ · ∇η0) · (∇tψ · ∇η0) dxdt+ 2sλ2
∫∫
Q
ξ|∇tψ · ∇η0|2 dxdt
+4sλ
∫∫
Q
ξ(∇ψ : (∇η0 · ∇t∇ψ)) dxdt
= F1 + F2 +G1 +G2 +H.
Using ψ · n = 0 and the expression of ∇ · ψ, we obtain the following for G1:
G1 = −2sλ2
∫∫
Q
ξ(∇∇η0 : ∇ψ)(ψ · ∇η0) dxdt
−2sλ3
∫∫
Q
ξ((∇ψ · ∇η0) · ∇η0)(ψ · ∇η0) dxdt− s2λ3
∫∫
Q
∇η0 · ∇|ξψ · ∇η0|2 dxdt
= G11 +G12 +D22.
On the other hand,
H = 4sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt− 4sλ
∫∫
Q
ξ(∇∇η0 · ∇tψ) · ∇tψ dxdt
− 4sλ2
∫∫
Q
ξ|∇tψ · ∇η0|2 dxdt− 4s2λ2
∫∫
Q
ξ∇(ξψ · ∇η0) · (∇tψ · ∇η0) dxdt
= H1 +H2 +H3 +H4.
Let us then rewrite the fourth term like this:
H4 = −4s2λ2
∫∫
Q
ξ2(∇∇η0 · ψ) · (∇tψ · ∇η0) dxdt
− 4s2λ3
∫∫
Q
ξ2(ψ · ∇η0)∇η0 · (∇tψ · ∇η0) dxdt− 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt
= H41 − 2E244 +H42.
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To ﬁnish with the double products of the ﬁrst term in M1ψ, let us compute the following:
((M1ψ)1, (M2ψ)4)L2(Q)N = −2sλ2
∫∫
Q
|∇η0|2ξ(∇ · (∇ψ +∇tψ)) · ψ dxdt
= −2sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
+ 4sλ2
∫∫
Q
ξ(∇∇η0∇η0) · ((∇ψ +∇tψ) · ψ) dxdt
+ 2sλ3
∫∫
Q
|∇η0|2ξ(∇η0 · (∇ψ +∇tψ)) · ψ dxdt
+ 2sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt+ 2sλ2
∫∫
Q
|∇η0|2ξ∇ψ : ∇tψ dxdt
= I1 + I2 + I3 + I4 + I5.
Consequently, we obtain
((M1ψ)1,M2ψ)L2(Q)N =
((M1ψ)1, (M2ψ)1 + (M2ψ)2 + (M2ψ)3 + (M2ψ)4)L2(Q)N
= A1 +B + C +D1 + 2D21 + 3D22 + E11 + E12 + E13 + E21 + E22
+E23 + E241 + E242 + E243 − 3E244 + E2452 + E2453 + F1 + F2 +G11
+G12 +H1 +H2 +H3 +H41 +H42 + I1 + I2 + I3 + I4 + I5.
(51)
Watching carefully the expressions of these integrals, we observe that
C, E12, E22, E242, F2, H2 ≤ Csλ
∫∫
Q
ξ|∇ψ|2 dxdt,
D21, F2, G11, I2 ≤ C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ sλ3
∫∫
Q
ξ|ψ|2 dxdt
)
,
D22 ≤ Cs2λ3
∫∫
Q
ξ2|ψ|2 dxdt,
E13 + I4 = sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt,
E243, H41 ≤ C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ s3λ3
∫∫
Q
ξ3|ψ|2 dxdt
)
,
E2452 ≤ Cs3λ3
∫∫
Q
ξ3|ψ|2 dxdt,
G12, I3 ≤ C
(
λ2
∫∫
Q
ξ|∇ψ|2 dxdt+ s2λ4
∫∫
Q
ξ|ψ|2 dxdt
)
,
G2 +H3 = −2sλ2
∫∫
Q
ξ|∇tψ · ∇η0|2 dxdt
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and D1 ≥ 0, E23 + I4 = 0. All this, together with the estimate of E244, provides from (51):
((M1ψ)1,M2ψ)L2(Q)N ≥
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−2sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 2sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−2sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−2sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
+4sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt
−2sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
+sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt+ s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
−2sλ2
∫∫
Q
ξ|∇tψ · ∇η0|2 dxdt− 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt
−C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ sλ3(s+ s2 + λ)
∫∫
Q
ξ3|ψ|2 dxdt
)
.
(52)
On the other hand, we have
((M1ψ)2, (M2ψ)1)L2(Q)N =
1
2
s2λ2
∫∫
Q
|∇η0|2ξ2 ∂
∂t
|ψ|2 dxdt
= −s2λ2
∫∫
Q
|∇η0|2ξξt|ψ|2 dxdt = J.
In addition, we ﬁnd that
((M1ψ)2, (M2ψ)2)L2(Q)N = −s2λ3
∫∫
Q
|∇η0|2ξ3∇η0 · ∇|ψ|2 dxdt
= −s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dσ dt+ s3λ3
∫∫
Q
ξ3∇ · (|∇η0|2∇η0)|ψ|2 dxdt
+ 3s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt = K1 +K2 +K3.
Let us know skip the product
((M1ψ)2, (M2ψ)3)L2(Q)N .
In fact, a computation of this term will not be crucial for the sequel, since it will be compensated with another
one. More details will be given below.
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The last product for (M1ψ)2 gives:
((M1ψ)2, (M2ψ)4)L2(Q)N = −2s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt = L.
Consequently, we deduce that
((M1ψ)2,M2ψ)L2(Q)N = ((M1ψ)2, (M2ψ)1 + (M2ψ)2 + (M2ψ)3 + (M2ψ)4)L2(Q)
= J +K1 +K2 +K3 + L+ ((M1ψ)2, (M2ψ)3)L2(Q)N .
Taking into account that η0 > 0 in Ω, we ﬁnd that
ξt ≤ CTξ5/4
and so
((M1ψ)2,M2ψ)L2(Q)N ≥− s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dσ dt
+ s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt+ ((M1ψ)2, (M2ψ)3)L2(Q)N
− C
(
s2λ2T
∫∫
Q
ξ9/4|ψ|2 dxdt+ s3λ3
∫∫
Q
ξ3|ψ|2 dxdt
)
. (53)
Let us now consider the scalar products of the third term in M1ψ. First of all, we have:
((M1ψ)3, (M2ψ)1)L2(Q)N = s λ
∫∫
Q
ξ(∇tψ · ∇η0) · ψt dxdt
= −sλ
∫∫
Q
ξ(∇∇η0 · ψ) · ψt dxdt− sλ2
∫∫
Q
ξ(ψ · ∇η0)(ψt · ∇η0) dxdt
−s2λ2
∫∫
Q
ξ(ψ · ∇η0)∇η0 · (ξψ)t dxdt = M1 +M2 +M3.
Here, we must remark that, due to the exponential decay of ψ at t = 0 and t = T , M3 = 0, while
M1 =
1
2
sλ
∫∫
Q
ξt(∇∇η0 · ψ) · ψ dxdt
and
M2 =
1
2
sλ2
∫∫
Q
ξt|ψ · ∇η0|2 dxdt.
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Furthermore,
((M1ψ)3, (M2ψ)2)L2(Q)N = −2s2λ2
∫∫
Q
ξ2(∇tψ · ∇η0) · (∇ψ · ∇η0) dxdt
= 2s2λ2
∫∫
Q
ξ2(∇tψ · ∇(∇η0∇η0)) · ψ dxdt
+4s2λ3
∫∫
Q
ξ2(ψ · ∇η0)(∇ψ · ∇η0) · ∇η0 dxdt
+2s3λ3
∫∫
Q
ξ2(ψ · ∇η0)∇η0 · ∇(ξψ · ∇η0) dxdt = N1 + 2E244 +N2.
Let us compute the last integral:
N2 = s3λ3
∫∫
Q
ξ∇η0 · ∇|ξψ · ∇η0|2 dxdt
= −s3λ3
∫∫
Q
ξ∆η0|ξψ · ∇η0|2 dxdt− s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
= N21 +N22.
Furthermore, we have
((M1ψ)3, (M2ψ)3)L2(Q)N = −2s2λ2
∫∫
Q
|∇η0|2ξ2|∇tψ · ∇η0|2 dxdt = O.
The last product for (M1ψ)3 gives
((M1ψ)3, (M2ψ)4)L2(Q)N = −2s2λ3
∫∫
Q
|∇η0|2ξ2(∇tψ · ∇η0) · ψ dxdt
= 2s2λ3
∫∫
Q
(∇(|∇η0|2ξ2∇η0) · ψ) · ψ dxdt
+2s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt = P1 + P2.
We will use here, as we did before, the following estimate for P1:
P1 ≤ Cs2λ3(1 + λ)
∫∫
Q
ξ2|ψ|2 dxdt.
Putting all the products of (M1ψ)3 together, we ﬁnd
((M1ψ)3,M2ψ)L2(Q)N = ((M1ψ)3, (M2ψ)1 + (M2ψ)2 + (M2ψ)3 + (M2ψ)4)L2(Q)N
= M1 +M2 +N1 + 2E244 +N21 +N22 +O + P1 + P2.
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Now, using the properties of η0 and Holder’s inequality, we have
((M1ψ)3,M2ψ)L2(Q)N ≥ s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
−2s2λ2
∫∫
Q
|∇η0|2ξ2|∇tψ · ∇η0|2 dxdt
−C
(
sλT (1 + λ)
∫∫
Q
ξ5/4|ψ|2 dxdt
+sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ s3λ3
∫∫
Q
ξ3|ψ|2 dxdt
+s2λ3(1 + λ)
∫∫
Q
ξ2|ψ|2 dxdt
)
.
(54)
Let us ﬁnally perform the computations for the fourth and last term in the expression of M1ψ.
First, we have:
((M1ψ)4, (M2ψ)1)L2(Q)N =
1
2
s
∫∫
Q
αt
∂
∂t
|ψ|2 dxdt
= −1
2
s
∫∫
Q
αtt|ψ|2 dxdt = Q.
Then,
((M1ψ)4, (M2ψ)2)L2(Q)N = −s2λ
∫∫
Q
ξαt∇η0 · |ψ|2 dxdt
= −s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dσ dt+ s2λ
∫∫
Q
∇ · (ξαt∇η0)|ψ|2 dxdt = R1 +R2.
Let us again skip the term
((M1ψ)4, (M2ψ)3)L2(Q)N .
Finally, we have
((M1ψ)4, (M2ψ)4)L2(Q)N = −2s2λ2
∫∫
Q
|∇η0|2ξαt|ψ|2 dxdt = S.
All the computations made for (M1ψ)4 yields
((M1ψ)4,M2ψ)L2(Q)N = Q+R1 +R2 + S + ((M1ψ)4, (M2ψ)3)L2(Q)N .
Let us then deal with the expression of αt:
αt = −4(T − 2t)(e2λ‖η0‖∞ − eλη0)(t(T − t))−5.
From the properties of η0, we deduce
|αt| ≤ CT e2λ‖η0‖∞ξ5/4. (55)
On the other hand, it is not diﬃcult to check these two other estimates:
|∇αt| ≤ CλTξ5/4,
|αtt| ≤ Ce2λ‖η0‖∞(T 2ξ3/2 + ξ5/4).
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Consequently, we ﬁnd the following for (M1ψ)4:
((M1ψ)4,M2ψ)L2(Q)N ≥ −s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dσ dt
+ ((M1ψ)4, (M2ψ)3)L2(Q)N
− Ce2λ‖η0‖∞
(
s
∫∫
Q
(T 2ξ3/2 + ξ5/4)|ψ|2 dxdt
+s2λ(1 + λ)T
∫∫
Q
ξ9/4|ψ|2 dxdt
)
(56)
As a conclusion, taking into account (52), (53), (54), (56) and
ξ−1 ≤ CT 8,
we obtain
2(M1ψ,M2ψ)L2(Q)N ≥ 2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
−4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
−2s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dxdt− 2s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dxdt
+8sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt+ 4s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
+2sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt+ 2s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt
−4sλ2
∫∫
Q
ξ|∇tψ∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ2|∇tψ∇η0|2 dxdt
+2((M1ψ)2, (M2ψ)3)L2(Q)N + 2((M1ψ)4, (M2ψ)3)L2(Q)N
−C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ sλ3(s+ s2 + λ+ sλ)
∫∫
Q
ξ3|ψ|2 dxdt
+sT 7e2λ‖η
0‖∞(T 7 + λT 8 + λ2T 8 + sλ+ sλ2)
∫∫
Q
ξ3|ψ|2 dxdt
)
.
(57)
From this inequality, we see that we have two leading positive terms in the right hand side, namely:
2s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt and 2sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt.
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By virtue of the properties satisﬁed by η0, we ﬁnd
s3λ4
∫∫
Q
|∇η0|4ξ3|ψ|2 dxdt ≥ Cs3λ4
(∫∫
Q
ξ3|ψ|2 dxdt−
∫∫
ω′×(0,T )
ξ3|ψ|2 dxdt
)
and
sλ2
∫∫
Q
|∇η0|2ξ|∇ψ|2 dxdt ≥ Csλ2
(∫∫
Q
ξ|∇ψ|2 dxdt−
∫∫
ω′×(0,T )
ξ|∇ψ|2 dxdt
)
.
In both cases, the global terms will stay in the left hand side, while the local ones will pass to the right.
Let us now make a proper choice of s and λ, so that the last integrals appearing in (57) are absorbed by the
two global terms (with sλ2 and s3λ4) we have kept in the left hand side. More precisely, let us take λ ≥ C(Ω, ω′)
and s ≥ Ce2λ‖η0‖∞(T 7 + T 8). This way, we have
C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ sλ3(s+ s2 + λ+ sλ)
∫∫
Q
ξ3|ψ|2 dxdt
+sT 7e(3λ/4)‖η
0‖∞(T 7 + λT 8 + λ2T 8 + sλ+ sλ2)
∫∫
Q
ξ3|ψ|2 dxdt
)
≤ δ
(
s3λ4
∫∫
Q
ξ3|ψ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
)
for a constant δ(Ω, ω) > 0 small enough.
Consequently, we obtain from (57)
2(M1ψ,M2ψ)L2(Q)N ≥ 2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
−4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
−2s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dxdt− 2s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dxdt
+8sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt+ 4s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
+sλ2
∫∫
Q
ξ|∇ψ|2 dxdt+ s3λ4
∫∫
Q
ξ3|ψ|2 dxdt
−4sλ2
∫∫
Q
ξ|∇tψ∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ2|∇tψ∇η0|2 dxdt
+2((M1ψ)2, (M2ψ)3)L2(Q)N + 2((M1ψ)4, (M2ψ)3)L2(Q)N ,
(58)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e2λ‖η0‖∞(T 7 + T 8).
510 S. GUERRERO
On the other hand, we also have several negative terms (in Q) with high powers of the parameters s and λ.
Those will be eliminated with the use of the positive terms appearing in the left hand side of (50), i.e.,
‖M1ψ‖2L2(Q)N and ‖M2ψ‖2L2(Q)N .
Let us also observe that
‖Gs,λ‖2L2(Q)N ≤ C
(∫∫
Q
e−2sα|G|2 dxdt+ s2λ4
∫∫
Q
ξ2|ψ|2 dxdt
)
,
for λ ≥ C(Ω, ω).
Therefore, from (50) and (58), we readily get:
‖M1ψ‖2L2(Q)N + ‖M2ψ‖2L2(Q)N + s3λ4
∫∫
Q
ξ3|ψ|2 dxdt
+sλ2
∫∫
Q
ξ|∇ψ|2 dxdt+ 4s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
−4sλ2
∫∫
Q
ξ|∇tψ∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ2|∇tψ∇η0|2 dxdt
+2((M1ψ)2, (M2ψ)3)L2(Q)N + 2((M1ψ)4, (M2ψ)3)L2(Q)N
+2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
−4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
−2s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dσ dt− 2s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dσ dt
+8sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα|G|2 dxdt+ s3λ4
∫∫
ω′×(0,T )
ξ3|ψ|2 dxdt
+sλ2
∫∫
ω′×(0,T )
ξ|∇ψ|2 dxdt
)
,
(59)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e2λ‖η0‖∞(T 7 + T 8).
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At this point, let us develop the term M1ψ in the following way:
M1ψ = M1ψ − 2sλξ∇tψ · ∇η0,
with
M1ψ = −∆ψ − s2λ2|∇η0|2ξ2ψ − sαtψ − sλξ(∇∇η0 · ψ)− sλ2∇η0ξ(ψ · ∇η0),
that is to say,
M1ψ = −∆ψ + (M1ψ)2 + (M1ψ)4 − sλξ(∇∇η0 · ψ)− sλ2∇η0ξ(ψ · ∇η0).
Hence,
‖M1ψ‖2L2(Q)N = ‖M1ψ‖2L2(Q)N + 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt+ 2(M1ψ,−2sλξ(∇tψ · ∇η0))L2(Q)N
Let us deal with the double product term. To this end, we ﬁrst observe that it actually coincides with
2(M1ψ,−(M2ψ)3)L2(Q)N = −2((M1ψ)2, (M2ψ)3)L2(Q)N − 2((M1ψ)4, (M2ψ)3)L2(Q)N
+ 4sλ
∫∫
Q
ξ(∇tψ · ∇η0) ·∆ψ dxdt
+ 4s2λ2
∫∫
Q
ξ2(∇∇η0 · ψ) · (∇tψ · ∇η0) dxdt
+ 4s2λ3
∫∫
Q
ξ2(ψ · ∇η0)∇η0 · (∇tψ · ∇η0) dxdt
= −2((M1ψ)2, (M2ψ)3)− 2((M1ψ)4, (M2ψ)3)L2(Q)N + T −H41 + 2E244.
The next step will be to estimate the third term in the previous expression:
T = −4sλ
∫∫
Q
ξ(∇∇η0 · ψ) ·∆ψ dxdt− 4sλ2
∫∫
Q
ξ(ψ · ∇η0)(∆ψ · ∇η0) dxdt
− 4s2λ2
∫∫
Q
ξ(ψ · ∇η0)∆(ξψ · ∇η0) dxdt = T1 + T2 + T3.
For T1, we have
T1 ≤ Csλ
∫∫
Q
ξ|ψ||∆ψ| dxdt,
while we must still arrange T2 and T3, making some integration by parts. Indeed, we have
T2 = 4sλ2
∫∫
Q
ξ(∇(∇η0∇η0) · ∇ψ) · ψ dxdt
+ 4sλ3
∫∫
Q
ξ(ψ · ∇η0)(∇ψ · ∇η0) · ∇η0 dxdt
+ 4sλ2
∫∫
Q
ξ|∇tψ · ∇η0|2 dxdt = T21 + T22 + T23.
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T23 will compensate the sixth term in the left hand side of (59) and T21, T22 verify
T21 + T22 ≤ C
(
s2λ4
∫∫
Q
ξ2|ψ|2 dxdt+ (1 + λ2)
∫∫
Q
ξ|∇ψ|2 dxdt
)
so they will be eliminated by taking λ ≥ 1 and s ≥ CT 8. Besides,
T3 = 4s2λ2
∫∫
Q
ξ(∇∇η0 · ψ) · ∇(ξψ · ∇η0) dxdt
+ 2s2λ3
∫∫
Q
∇η0 · ∇|ξψ · ∇η0|2 dxdt
+ 4s2λ2
∫∫
Q
ξ(∇tψ · ∇η0) · ∇(ξψ · ∇η0) dxdt = T31 + T32 + T33.
For T31 and T32 (after integration by parts), we have
T31 + T32 ≤ C
(
s2λ2(1 + s+ λ)
∫∫
Q
ξ2|ψ|2 dxdt+ sλ
∫∫
Q
ξ|∇ψ|2 dxdt
)
,
which are ’good’ terms, provided we make a good choice of s and λ. For T33, we ﬁnd
T33 = 4s2λ2
∫∫
Q
ξ2(∇tψ · ∇η0) · (∇∇η0 · ψ) dxdt
+ 4s2λ3
∫∫
Q
ξ2(∇tψ · ∇η0) · ∇η0(ψ · ∇η0) dxdt
+ 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt = −H41 + 2E244 + T331.
Consequently,
T33 ≥ −C
(
s2λ3(1 + λ)
∫∫
Q
ξ3|ψ|2 dxdt+ sλ
∫∫
Q
ξ|∇ψ|2 dxdt
)
+ T331.
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Combining all this and (59), we deduce the following inequality:
‖M1ψ‖2L2(Q)N + ‖M2ψ‖2L2(Q)N + s3λ4
∫∫
Q
ξ3|ψ|2 dxdt
+sλ2
∫∫
Q
ξ|∇ψ|2 dxdt+ 4s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
−4s2λ2
∫∫
Q
ξ2|∇tψ∇η0|2 dxdt+ 2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
−4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
−2s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dσ dt− 2s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dσ dt
+8sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα|G|2 dxdt+ sλ
∫∫
Q
ξ|ψ||∆ψ| dxdt
+s3λ4
∫∫
ω′×(0,T )
ξ3|ψ|2 dxdt+ sλ2
∫∫
ω′×(0,T )
ξ|∇ψ|2 dxdt
)
,
(60)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e2λ‖η0‖∞(T 7 + T 8).
Let us ﬁnally expand the term M2ψ as follows:
M2ψ = M2ψ + 2sλξ∇tψ · ∇η0,
with
M2ψ = (M2ψ)1 + (M2ψ)2 + (M2ψ)4.
This way, ‖M2ψ‖2L2(Q)N can be written as follows:
‖M2ψ‖2L2(Q)N = 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt+ ‖M2ψ‖2L2(Q)N
−4 [((M1ψ)3, (M2ψ)1)L2(Q)N + ((M1ψ)3, (M2ψ)2)L2(Q)N
+((M1ψ)3, (M2ψ)4)L2(Q)N
]
.
Coming back to the computations we have already made for these products, we have:
−4 [((M1ψ)3, (M2ψ)1 + (M2ψ)2 + (M2ψ)4))L2(Q)N ]
= −4(M1 +M2 +N1 + 2E244 +N21 +N22 + P1 + P2).
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Making now the same computations we did when we deduce (54), we ﬁnd
‖M2ψ‖2L2(Q)N ≥ 4s2λ2
∫∫
Q
ξ2|∇tψ · ∇η0|2 dxdt+ ‖M2ψ‖2L2(Q)N
− 4s3λ4
∫∫
Q
|∇η0|2ξ3|ψ · ∇η0|2 dxdt
− C
(
sλT (1 + λ)
∫∫
Q
ξ5/4|ψ|2 dxdt+ sλ
∫∫
Q
ξ|∇ψ|2 dxdt
+s3λ3
∫∫
Q
ξ3|ψ|2 dxdt+ s2λ3(1 + λ)
∫∫
Q
ξ2|ψ|2 dxdt
)
.
This, together with (60), provides the desired Carleman estimate for ψ we wanted in the Step 1, say:
‖M1ψ‖2L2(Q)N + ‖M2ψ‖2L2(Q)N + s3λ4
∫∫
Q
ξ3|ψ|2 dxdt
+sλ2
∫∫
Q
ξ|∇ψ|2 dxdt+ 2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇ψ · n) dσ dt
+2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
−4sλ
∫∫
Σ
ξ
∂η0
∂n
((∇ψ +∇tψ) · n) · (∇tψ · n) dσ dt
−4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
−2s3λ3
∫∫
Σ
ξ3
(
∂η0
∂n
)3
|ψ|2 dσ dt− 2s2λ
∫∫
Σ
∂η0
∂n
ξαt|ψ|2 dσ dt
+8sλ
∫∫
Σ
ξ
∂η0
∂n
|∇tψ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα|G|2 dxdt+ sλ
∫∫
Q
ξ|ψ||∆ψ| dxdt
+s3λ4
∫∫
ω′×(0,T )
ξ3|ψ|2 dxdt+ sλ2
∫∫
ω′×(0,T )
ξ|∇ψ|2 dxdt
)
,
(61)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e2λ‖η0‖∞(T 7 + T 8).
Step 2. A Carleman inequality for ψ˜:
The strategy we follow here will be analogous to that employed in the ﬁrst step. Moreover, all the integration
by parts will provide the same terms we obtained above up to the sign. Consequently, we will pass over the
details and we will focus on the explicit expressions of the resulting integrals.
More precisely, the following equality holds:
M3ψ˜ +M4ψ˜ = G˜s,λ,
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with
M3ψ˜ = −∇ · (∇ψ˜ +∇tψ˜)− s2λ2|∇η0|2ξ˜2ψ˜ + sλξ˜∇tψ˜ · ∇η0 − sα˜tψ˜,
M4ψ˜ = −ψ˜t − 2sλξ˜∇ψ˜ · ∇η0 − 2sλξ˜∇tψ˜ · ∇η0 + 2sλ2|∇η0|2ξ˜ψ˜
and
G˜s,λ = e−sα˜G+ sλ∆η0ξ˜ψ˜ + sλξ˜∇∇η0 · ψ˜ + sλ2|∇η0|2ξ˜ψ˜ − sλ2∇η0ξ˜∇η0 · ψ˜.
Similarly to (50), we ﬁnd that
‖M3ψ˜‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N + 2(M3ψ˜,M4ψ˜)L2(Q)N = ‖G˜s,λ‖2L2(Q)N . (62)
Before proceeding with the computations of the double product term, let us point out several properties which
are diﬀerent in this case:
∇ξ˜ = −λ∇η0ξ˜, ∇ · ψ˜ = −sλξ˜(ψ˜ · ∇η0).
First, we get
((M3ψ˜)1, (M4ψ˜)1)L2(Q)N = A˜1,
with
A˜1 =
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt.
Then,
((M3ψ˜)1, (M4ψ˜)2)L2(Q)N = B˜ + C˜ + D˜1 + D˜2 + D˜21 + D˜22 + E˜11 + E˜12
+E˜13 + E˜21 + E˜22 + E˜23 + E˜241 + E˜242 + E˜243
−E˜244 + E˜2451 + E˜2452 + E˜2453,
with
B˜ = 2sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt,
C˜ = −2sλ
∫∫
Q
ξ˜(∇∇η0 · ∇ψ˜) : (∇ψ˜ +∇tψ˜) dxdt,
D˜1 = 2sλ2
∫∫
Q
ξ˜|∇ψ˜ · ∇η0|2 dxdt,
D˜2 = 2sλ2
∫∫
Q
ξ˜(∇tψ˜ · ∇η0) · (∇ψ˜ · ∇η0) dxdt,
D˜21 = −2sλ2
∫∫
Q
(∇t(∇η0∇η0ξ˜) · ∇ψ˜) · ψ˜ dxdt,
D˜22 = −s2λ3
∫∫
Q
∆η0|ξ˜∇η0 · ψ˜|2 dxdt,
E˜11 = sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt, E˜12 = sλ
∫∫
Q
∆η0ξ˜|∇ψ˜|2 dxdt,
E˜13 = −sλ2
∫∫
Q
|∇η0|2ξ˜|∇ψ˜|2 dxdt,
E˜21 = −2sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt,
E˜22 = 2sλ
∫∫
Q
∆η0ξ˜∇ψ˜ : ∇tψ˜ dxdt,
E˜23 = −2sλ2
∫∫
Q
|∇η0|2ξ˜∇ψ˜ : ∇tψ˜ dxdt,
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E˜241 = 2sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt,
E˜242 = −2sλ
∫∫
Q
ξ˜(∇∇η0 · ∇tψ˜) · ∇ψ˜ dxdt,
E˜243 = 2s2λ2
∫∫
Q
ξ˜2(∇∇η0 · ψ˜) · (∇ψ˜ · ∇η0) dxdt,
E˜244 = −s2λ3
∫∫
Q
ξ˜2∇η0 · (∇(ψ˜ψ˜) · ∇η0 · ∇η0) dxdt,
E˜2451 = 2s2λ2
∫∫
Q
ξ˜2(∇(∇η0∇η0) · ∇tψ˜) · ψ˜ dxdt,
E˜2452 = −s3λ3
∫∫
Q
∆η0ξ˜3|ψ˜ · ∇η0|2 dxdt
and
E˜2453 = s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt.
We also have
((M3ψ˜)1, (M4ψ˜)3)L2(Q)N = D˜22 − 2E˜244 + F˜1 + F˜2 + G˜11 + G˜12 + G˜2
+H˜1 + H˜2 + H˜3 + H˜41 + H˜42,
where
F˜1 = −2sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt,
F˜2 = −2sλ
∫∫
Q
ξ˜(∇ψ˜ +∇tψ˜) : (∇∇η0 · ∇tψ˜) dxdt,
G˜11 = −2sλ2
∫∫
Q
ξ˜(∇∇η0 : ∇ψ˜)(ψ˜ · ∇η0) dxdt,
G˜12 = 2sλ3
∫∫
Q
ξ˜((∇ψ˜ · ∇η0) · ∇η0)(ψ˜ · ∇η0) dxdt,
G˜2 = 2sλ2
∫∫
Q
ξ˜|∇tψ˜ · ∇η0|2 dxdt,
H˜1 = −4sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt,
H˜2 = 4sλ
∫∫
Q
ξ˜(∇∇η0 · ∇tψ˜) · ∇tψ˜ dxdt,
H˜3 = −4sλ2
∫∫
Q
ξ˜|∇tψ˜ · ∇η0|2 dxdt,
H˜41 = −4s2λ2
∫∫
Q
ξ˜2(∇∇η0 · ψ˜) · (∇tψ˜ · ∇η0) dxdt
and
H˜42 = −4s2λ2
∫∫
Q
ξ˜2|∇tψ˜ · ∇η0|2 dxdt.
The last double product of the ﬁrst term of M3ψ˜ is the following one:
((M3ψ˜)1, (M4ψ˜)4)L2(Q)N = I˜1 + I˜2 + I˜3 + I˜4 + I˜5,
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with
I˜1 = −2sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt,
I˜2 = 4sλ2
∫∫
Q
ξ˜(∇∇η0∇η0) · ((∇ψ˜ +∇tψ˜) · ψ˜) dxdt,
I˜3 = −2sλ3
∫∫
Q
|∇η0|2ξ˜(∇η0 · (∇ψ˜ +∇tψ˜)) · ψ˜ dxdt,
I˜4 = 2sλ2
∫∫
Q
|∇η0|2ξ˜|∇ψ˜|2 dxdt
and
I˜5 = 2sλ2
∫∫
Q
|∇η0|2ξ˜∇ψ˜ : ∇tψ˜ dxdt.
Equivalently to (52), we ﬁnd the next inequality:
((M3ψ˜)1,M4ψ˜)L2(Q)N ≥
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
+2sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 2sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+2sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
+2sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt
−2sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+sλ2
∫∫
Q
|∇η0|2ξ˜|∇ψ˜|2 dxdt+ s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
−2sλ2
∫∫
Q
ξ˜|∇tψ˜ · ∇η0|2 dxdt− 4s2λ2
∫∫
Q
ξ˜2|∇tψ˜ · ∇η0|2 dxdt
−C
(
sλ
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ sλ3(s+ s2 + λ)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
)
.
(63)
On the other hand, we have
((M3ψ˜)2, (M4ψ˜)1)L2(Q)N = J˜ = −s2λ2
∫∫
Q
|∇η0|2ξ˜ξ˜t|ψ˜|2 dxdt.
In addition, we obtain
((M3ψ˜)2, (M4ψ˜)2)L2(Q)N = K˜1 + K˜2 + K˜3,
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where
K˜1 = s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt,
K˜2 = −s3λ3
∫∫
Q
ξ˜3∇ · (|∇η0|2∇η0)|ψ˜|2 dxdt
and
K˜3 = 3s3λ4
∫∫
Q
|∇η0|4ξ˜3|ψ˜|2 dxdt.
It will not be necessary to perform the product
((M3ψ˜)2, (M4ψ˜)3)L2(Q)N
neither here.
The last product for (M3ψ˜)2 yields:
((M3ψ˜)2, (M4ψ˜)4)L2(Q)N = L˜ = −2s3λ4
∫∫
Q
|∇η0|4ξ˜3|ψ˜|2 dxdt.
Here, we must notice that
ξ˜t ≤ CT e(λ/4)‖η0‖∞ ξ˜5/4.
Consequently, we deduce that
((M3ψ˜)2,M4ψ˜)L2(Q)N ≥ s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt
+s3λ4
∫∫
Q
|∇η0|4ξ˜3|ψ˜|2 dxdt+ ((M3, ψ˜)2, (M4ψ˜)3)L2(Q)N
−C
(
s2λ2T e(λ/4)‖η
0‖∞
∫∫
Q
ξ˜9/4|ψ˜|2 dxdt+ s3λ3
∫∫
Q
ξ˜3|ψ˜|2 dxdt
)
.
(64)
Let us now compute the scalar products of the third term of M3ψ˜. Firstly, we have:
((M3ψ˜)3, (M4ψ˜)1)L2(Q)N = M˜1 + M˜2,
with
M˜1 = −12sλ
∫∫
Q
ξ˜t(∇∇η0 · ψ˜) · ψ˜ dxdt, M˜2 = 12sλ
2
∫∫
Q
ξ˜t|ψ˜ · ∇η0|2 dxdt.
In addition,
((M3ψ˜)3, (M4ψ˜)2)L2(Q)N = 2E˜244 + N˜1 + N˜21 + N˜22,
where
N˜1 = 2s2λ2
∫∫
Q
ξ˜2(∇tψ˜ · ∇(∇η0∇η0)) · ψ˜ dxdt,
N˜21 = s3λ3
∫∫
Q
ξ˜∆η0|ξ˜ψ˜ · ∇η0|2 dxdt
and
N˜22 = −s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt.
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Furthermore, we have
((M3ψ˜)3, (M4ψ˜)3)L2(Q)N = O˜ = −2s2λ2
∫∫
Q
|∇η0|2ξ˜2|∇tψ˜ · ∇η0|2 dxdt.
The last product for (M3ψ˜)3 gives:
((M3ψ˜)3, (M4ψ˜)4)L2(Q)N = P˜1 + P˜2,
where
P˜1 = −2s2λ3
∫∫
Q
(∇(|∇η0|2ξ˜2∇η0) · ψ˜) · ψ˜ dxdt
and
P˜2 = 2s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt.
Combining all the products of (M3ψ˜)3, we ﬁnd
((M3ψ˜)3,M4ψ˜)L2(Q)N ≥ s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
−2s2λ2
∫∫
Q
|∇η0|2ξ˜2|∇tψ˜ · ∇η0|2 dxdt
−C
(
sλT (1 + λ)e(λ/4)‖η
0‖∞
∫∫
Q
ξ˜5/4|ψ˜|2 dxdt
+sλ
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ s3λ3
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+s2λ3(1 + λ)
∫∫
Q
ξ˜2|ψ˜|2 dxdt
)
.
(65)
Let us ﬁnally consider the computations for M3ψ˜.
First, we have:
((M3ψ˜)4, (M4ψ˜)1)L2(Q)N = Q˜ = −
1
2
s
∫∫
Q
α˜tt|ψ˜|2 dxdt.
Then,
((M3ψ˜)4, (M4ψ˜)2)L2(Q)N = R˜1 + R˜2,
with
R˜1 = s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt, R˜2 = −s2λ
∫∫
Q
∇ · (ξ˜α˜t∇η0)|ψ˜|2 dxdt.
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Let us again skip the term
((M3ψ˜)4, (M4ψ˜)3)L2(Q)N .
Finally, we have
((M3ψ˜)4, (M4ψ˜)4)L2(Q)N = S˜ = −2s2λ2
∫∫
Q
|∇η0|2ξ˜α˜t|ψ˜|2 dxdt.
This time, the expression of α˜t is:
α˜t = −4(T − 2t)(e2λ‖η0‖∞ − e−λη0)(t(T − t))−5,
so
|α˜t| ≤ CT e(13λ/4)‖η0‖∞ ξ˜5/4. (66)
Furthermore, we have:
|∇(α˜t)| ≤ CλT e(λ/4)‖η0‖∞ ξ˜5/4,
|α˜tt| ≤ Ce(13λ/4)‖η0‖∞(T 2e(λ/4)‖η0‖∞ ξ˜3/2 + ξ˜5/4).
Consequently, we ﬁnd the following for (M3ψ˜)4:
((M3ψ˜)4,M4ψ˜)L2(Q)N ≥ s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
+ ((M3ψ˜)4, (M4ψ˜)3)L2(Q)N
− Ce(13λ/4)‖η0‖∞
(
s
∫∫
Q
(T 2e(λ/4)‖η
0‖∞ ξ˜3/2 + ξ˜5/4)|ψ˜|2 dxdt
+s2λ(1 + λ)T
∫∫
Q
ξ˜9/4|ψ˜|2 dxdt
)
(67)
Therefore, taking into account (63), (64), (65), (67) and
ξ˜−1 ≤ CT 8eλ‖η0‖∞ ,
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we obtain
2(M3ψ˜,M4ψ˜)L2(Q)N ≥ 2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−2sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 4sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+2s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt+ 2s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
−8sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt+ 4s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
+2sλ2
∫∫
Q
|∇η0|2ξ˜|∇ψ˜|2 dxdt+ 2s3λ4
∫∫
Q
|∇η0|4ξ˜3|ψ˜|2 dxdt
−4sλ2
∫∫
Q
ξ˜|∇tψ˜∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ˜2|∇tψ˜∇η0|2 dxdt
+2((M3ψ˜)2, (M4ψ˜)3)L2(Q)N + 2((M3ψ˜)4, (M4ψ˜)3)L2(Q)N
−C
(
sλ
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ sλ3(s+ s2 + λ+ sλ)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sλT 7eλ‖η
0‖∞(sλ+ (1 + λ)T 8eλ‖η
0‖∞)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sT 7e4λ‖η
0‖∞(T 7eλ‖η
0‖∞ + sλ+ sλ2)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
)
.
(68)
Working as in the case of ψ, we ﬁnd
s3λ4
∫∫
Q
|∇η0|4ξ˜3|ψ˜|2 dxdt ≥ Cs3λ4
(∫∫
Q
ξ˜3|ψ˜|2 dxdt −
∫∫
ω′×(0,T )
ξ˜3|ψ˜|2 dxdt
)
and
sλ2
∫∫
Q
|∇η0|2ξ˜|∇ψ˜|2 dxdt ≥ Csλ2
(∫∫
Q
ξ˜|∇ψ˜|2 dxdt −
∫∫
ω′×(0,T )
ξ˜|∇ψ˜|2 dxdt
)
.
Making now the choice
λ ≥ C(Ω, ω′), s ≥ Ce4λ‖η0‖∞(T 7 + T 8),
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we have
C
(
sλ
∫∫
Q
ξ|∇ψ|2 dxdt+ sλ3(s+ s2 + λ+ sλ)
∫∫
Q
ξ3|ψ|2 dxdt
+sλT 7eλ‖η
0‖∞(sλ+ (1 + λ)T 8eλ‖η
0‖∞)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sT 7e4λ‖η
0‖∞(T 7eλ‖η
0‖∞ + sλ+ sλ2)
∫∫
Q
ξ˜3|ψ˜|2 dxdt
)
≤ δ˜
(
s3λ4
∫∫
Q
ξ˜3|ψ˜|2 dxdt+ sλ2
∫∫
Q
ξ˜|∇ψ˜|2 dxdt
)
for a constant δ˜(Ω, ω) > 0 small enough.
Consequently, we get the following from (68)
2(M3ψ˜,M4ψ˜)L2(Q)N ≥ 2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−2sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 4sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ · n) · (∇tψ˜ · n) dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+2s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt+ 2s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
−8sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt+ 4s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
+sλ2
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ s3λ4
∫∫
Q
ξ˜3|ψ˜|2 dxdt
−4sλ2
∫∫
Q
ξ˜|∇tψ˜∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ˜2|∇tψ˜∇η0|2 dxdt
+2((M3ψ˜)2, (M4ψ˜)3)L2(Q)N + 2((M3ψ˜)4, (M4ψ˜)3)L2(Q)N ,
(69)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e4λ‖η0‖∞(T 7 + T 8).
Let us also remark that
‖G˜s,λ‖2L2(Q)N ≤ C
(∫∫
Q
e−2sα˜|G|2 dxdt+ s2λ4
∫∫
Q
ξ˜2|ψ˜|2 dxdt
)
,
for λ ≥ C(Ω, ω).
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As a conclusion, we obtain the following inequality up to now:
‖M3ψ˜‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N + s3λ4
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sλ2
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ 4s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
−4sλ2
∫∫
Q
ξ˜|∇tψ˜∇η0|2 dxdt− 12s2λ2
∫∫
Q
ξ˜2|∇tψ˜∇η0|2 dxdt
+2((M3ψ˜)2, (M4ψ˜)3)L2(Q)N + 2((M3ψ˜)4, (M4ψ˜)3)L2(Q)N
+2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−2sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 4sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+2s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt+ 2s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
−8sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα˜|G|2 dxdt+ s3λ4
∫∫
ω′×(0,T )
ξ˜3|ψ˜|2 dxdt
+sλ2
∫∫
ω′×(0,T )
ξ˜|∇ψ˜|2 dxdt
)
,
(70)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e4λ‖η0‖∞(T 7 + T 8).
Similar computations to those in step 1 must be made now for M3ψ˜ and M4ψ˜. As above, we just write all
the integrals coming out from these calculations.
For M3ψ˜, we have
M3ψ˜ = M3ψ˜ + 2sλξ˜∇tψ˜ · ∇η0,
with
M3ψ˜ = −∆ψ˜ − s2λ2|∇η0|2ξ˜2ψ˜ − sα˜tψ˜ + sλξ˜(∇∇η0 · ψ˜)− sλ2∇η0ξ˜(ψ˜ · ∇η0).
Developing again the L2 norm of M3ψ˜, we focus on the double product term:
2(M3ψ˜, sλξ˜∇tψ˜ · ∇η0)L2(Q)N = −2(M3ψ˜, (M4ψ˜)3)L2(Q)N
= −2((M3ψ˜)2, (M4ψ˜)3)− 2((M3ψ˜)4, (M4ψ˜)3)L2(Q)N + 4E˜244 − 2H˜41
+ T˜1 + T˜21 + T˜22 + 2T˜23 + T˜31 + T˜32 + T˜331,
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where
T˜1 = 4sλ
∫∫
Q
ξ˜(∇∇η0 · ψ˜) ·∆ψ˜ dxdt,
T˜21 = 4sλ2
∫∫
Q
ξ˜(∇(∇η0∇η0) · ∇ψ˜) · ψ˜ dxdt,
T˜22 = −4sλ3
∫∫
Q
ξ˜(ψ˜ · ∇η0)(∇ψ˜ · ∇η0) · ∇η0 dxdt,
T˜23 = 4sλ2
∫∫
Q
ξ˜|∇tψ˜ · ∇η0|2 dxdt
T˜31 = 4s2λ2
∫∫
Q
ξ˜(∇∇η0 · ψ˜) · ∇(ξ˜ψ˜ · ∇η0) dxdt,
T˜32 = −2s2λ3
∫∫
Q
∇η0 · ∇|ξ˜ψ˜ · ∇η0|2 dxdt
and
T˜331 = 4s2λ2
∫∫
Q
ξ˜2|∇tψ˜ · ∇η0|2 dxdt.
Thus, from (70) we deduce the following inequality:
‖M3ψ˜‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N + s3λ4
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sλ2
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ 4s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
−4s2λ2
∫∫
Q
ξ˜2|∇tψ˜∇η0|2 dxdt+ 2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−2sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 4sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+2s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt+ 2s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
−8sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα˜|G|2 dxdt+ sλ
∫∫
Q
ξ˜|ψ˜||∆ψ˜| dxdt
+s3λ4
∫∫
ω′×(0,T )
ξ˜3|ψ˜|2 dxdt+ sλ2
∫∫
ω′×(0,T )
ξ˜|∇ψ˜|2 dxdt
)
,
(71)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e4λ‖η0‖∞(T 7 + T 8).
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On the other hand, for M4ψ˜, we have:
M4ψ˜ = M4ψ˜ − 2sλξ˜∇tψ˜ · ∇η0,
with
M4ψ˜ = (M4ψ˜)1 + (M4ψ˜)2 + (M4ψ˜)4.
Employing now similar estimates as in the ﬁrst case, we ﬁnd
‖M4ψ˜‖2L2(Q)N ≥ 4s2λ2
∫∫
Q
ξ˜2|∇tψ˜ · ∇η0|2 dxdt+ ‖M4ψ˜‖2L2(Q)N
−4s3λ4
∫∫
Q
|∇η0|2ξ˜3|ψ˜ · ∇η0|2 dxdt
−C
(
sλT (1 + λ)e(λ/4)‖η
0‖∞
∫∫
Q
ξ˜5/4|ψ˜|2 dxdt+ sλ
∫∫
Q
ξ˜|∇ψ˜|2 dxdt
+s3λ3
∫∫
Q
ξ˜3|ψ˜|2 dxdt+ s2λ3(1 + λ)
∫∫
Q
ξ˜2|ψ˜|2 dxdt
)
.
This, together with (71), provides the estimate we were looking for in this second step:
‖M3ψ˜‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N + s3λ4
∫∫
Q
ξ˜3|ψ˜|2 dxdt
+sλ2
∫∫
Q
ξ˜|∇ψ˜|2 dxdt+ 2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψt dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇ψ˜ · n) dσ dt
−2sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇ψ˜|2 dσ dt− 4sλ
∫∫
Σ
ξ˜
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
+4sλ
∫∫
Σ
ξ˜
∂η0
∂n
((∇ψ˜ +∇tψ˜) · n) · (∇tψ˜ · n) dσ dt
−4sλ2
∫∫
Σ
ξ˜
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
+2s3λ3
∫∫
Σ
ξ˜3
(
∂η0
∂n
)3
|ψ˜|2 dσ dt+ 2s2λ
∫∫
Σ
∂η0
∂n
ξ˜α˜t|ψ˜|2 dσ dt
−8sλ
∫∫
Σ
ξ˜
∂η0
∂n
|∇tψ˜ · n|2 dσ dt
≤ C
(∫∫
Q
e−2sα˜|G|2 dxdt+ sλ
∫∫
Q
ξ˜|ψ˜||∆ψ˜| dxdt
+s3λ4
∫∫
ω′×(0,T )
ξ˜3|ψ˜|2 dxdt+ sλ2
∫∫
ω′×(0,T )
ξ˜|∇ψ˜|2 dxdt
)
,
(72)
for any λ ≥ C(Ω, ω) and any s ≥ C(Ω, ω)e4λ‖η0‖∞(T 7 + T 8).
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Step 3. Last arrangements and conclusion.
In this paragraph we will combine the inequalities obtained in steps 1 and 2 ((61) and (72)). Firstly, we deal
with the integrals on the boundary. Then, we will eliminate the local term of ∇ψ (and ∇ψ˜). Finally, we will
turn back to the original variable ϕ and we will deduce the inequality (47).
Let us thus study the terms on Σ. To this end, we set some relations which will be useful in the sequel,
namely:
∇ψi = e−sα(∇ϕi + sλ∇η0ξϕi)
∇ψ˜i = e−sα(∇ϕi − sλ∇η0ξϕi)
}
on Σ, for i = 1, ..., N .
These come directly from the fact that
ξ = ξ˜, α = α˜ and ψ = ψ˜ on Σ.
Consequently, since we have ϕ · n = 0 on Σ, we obtain⎧⎪⎪⎨⎪⎪⎪⎩
∇ψ · n = e−sα
(
∇ϕ · n+ sλ∂η
0
∂n
ξϕ
)
, ∇tψ · n = e−sα(∇tϕ · n)
∇ψ˜ · n = e−sα
(
∇ϕ · n− sλ∂η
0
∂n
ξϕ
)
, ∇tψ˜ · n = e−sα(∇tϕ · n).
Let us start computing 2A1 + 2A˜1:
2A1 + 2A˜1 = 2
∫∫
Σ
((∇ψ +∇tψ) · n)tg · ψt dσ dt
+2
∫∫
Σ
((∇ψ˜ +∇tψ˜) · n)tg · ψ˜t dσ dt
= 2
∫∫
Σ
e−sα(∇ϕ · n+∇tϕ · n+ sλ∂η
0
∂n
ξϕ)tg · (e−sαϕ)t dσ dt
+2
∫∫
Σ
e−sα(∇ϕ · n+∇tϕ · n− sλ∂η
0
∂n
ξϕ)tg · (e−sαϕ)t dσ dt
= 2
∫∫
Σ
e−sα(Aϕ) · (e−sαϕ)t dσ dt
≤ C‖A‖H(1−)/2(H−3/2+N/2+2)‖e−sα
∗
ϕ‖2
H(1+)/2(H1/2−).
To prove the last estimate, it suﬃces to realize that the product of two functions, one of them (e−sα
∗
ϕ) belonging
to the spaceH(1+)/2(0, T ;H1/2−(∂Ω)N ) and the other one (A) belonging to H(1−)/2(0, T ;H−3/2+N/2+2(∂Ω)N
2
),
is actually in
H(1−)/2(0, T ;H−1/2+(∂Ω)).
Here, we have used the hypothesis (9) (observe that (9) implies that the previous norm of A is ﬁnite) and the
fact that α|Σ(x, t) = α∗(t) (see (44) above).
In order to estimate the last expression, let us introduce the function ϕ∗ = e−sα
∗
ϕ. It veriﬁes:⎧⎪⎨⎪⎩
−ϕ∗t −∇ · (Dϕ∗) = G∗ in Q,
ϕ∗ · n = 0, (Dϕ∗ · n)tg + (A(x, t)ϕ∗)tg = 0 on Σ,
ϕ∗(·, T ) = 0 in Ω,
with
G∗ = e−sα
∗
G− (e−sα∗)tϕ.
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For this system, one can perform a similar proof to that of Proposition 1.1 (using Lax-Milgram’s lemma instead
of a mixed problem) and obtain a the corresponding estimate equivalent to (18). Besides, the interpolation
inequality (36) tells us that the term
‖ϕ∗‖2H(1+)/2(H1/2−)
can be estimated in terms of its norm as a strong solution (i.e., ϕ∗t ∈ L2 and ϕ∗ ∈ L2(H2)). More precisely, we
have
‖ϕ∗‖2H(1+)/2(H1/2−) ≤ C‖ϕ∗t ‖1+L2(Q)N‖ϕ∗‖1−L2(H2) ≤ C(‖ϕ∗t ‖2L2(Q)N + ‖ϕ∗‖2L2(H2)).
Let us now use estimate (18). This yields
‖e−sα∗ϕ‖2
H(1+)/2(H1/2−) ≤ CeCT‖A‖
2
P (1 + ‖A‖4P )(‖e−sα
∗
G‖2L2(Q)N + ‖(e−sα
∗
)tϕ‖2L2(Q)N ). (73)
Similarly to (55), we ﬁnd
|α∗t | ≤ CT e2λ‖η
0‖∞(ξ∗)5/4.
Consequently, we obtain from (73)
2A1 + 2A˜1 ≤ eCT‖A‖2P (1 + ‖A‖5P )
(∫∫
Q
e−2sα|G|2 dxdt+ s2e4λ‖η0‖∞T 2
∫∫
Q
e−2sαξ5/2|ϕ|2 dxdt
)
.
Choosing λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and s ≥ Ce4λ‖η
0‖(T 6 + T 8), we will be able to absorb the last term, while
the ﬁrst one is bounded by
λ
∫∫
Q
e−2sα|G|2 dxdt.
Additionally,
2B + 2F1 + 2B˜ + 2F˜1 = −4sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ · n+∇tψ · n|2 dσ dt
+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ˜ · n+∇ψ˜ · n|2 dσ dt
= −16s2λ2
∫∫
Σ
e−2sα
∣∣∣∣∂η0∂n
∣∣∣∣2 ξ2 (∇ϕ · n+∇tϕ · n)tg · ϕdσ dt.
Moreover,
2E11 + 2E˜11 = 2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ|2 dσ dt− 2sλ
∫∫
Σ
ξ
∂η0
∂n
|∇ψ˜|2 dxdt
= 8s2λ2
∫∫
Σ
e−2sα
∣∣∣∣∂η0∂n
∣∣∣∣2 ξ2(∇ϕ · n)tg · ϕdσ dt.
Besides,
2E21 + 2E˜21 = 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ : ∇tψ dσ dt− 4sλ
∫∫
Σ
ξ
∂η0
∂n
∇ψ˜ : ∇tψ˜ dσ dt
= 16s2λ2
∫∫
Σ
e−2sαξ2
∣∣∣∣∂η0∂n
∣∣∣∣2 (∇tϕ · n)tg · ϕdσ dt.
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Then,
2E241 + 2E˜241 = −4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ · n) · (∇tψ · n) dσ dt
+ 4sλ
∫∫
Σ
ξ
∂η0
∂n
(∇ψ˜ · n) · (∇tψ˜ · n) dσ dt
= −8s2λ2
∫∫
Σ
e−2sαξ2
∣∣∣∣∂η0∂n
∣∣∣∣2 (∇tϕ · n)tg · ϕdσ dt.
For I1 and I˜1, we have
2I1 + 2I˜1 = −4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ +∇tψ) · n)tg · ψ dσ dt
− 4sλ2
∫∫
Σ
ξ
∣∣∣∣∂η0∂n
∣∣∣∣2 ((∇ψ˜ +∇tψ˜) · n)tg · ψ˜ dσ dt
= 8sλ2
∫∫
Σ
e−2sαξ
∣∣∣∣∂η0∂n
∣∣∣∣2 (Aϕ)tg · ϕdσ dt.
Finally, we observe that
H1 = −H˜1, K1 = −K˜1 and R1 = −R˜1.
As a conclusion, an addition of the boundary terms in (61) and (72) yields an expression that can be bounded
as follows:
C
(
s2λ2‖A‖2∞
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt+ λ
∫∫
Q
e−2sα|G|2 dxdt
)
+ εs3λ4
∫∫
Q
e−2sαξ3|ϕ|2 dxdt,
for a constant ε = ε(Ω, ω) > 0 small enough and where we have taken λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and s ≥
Ce4λ‖η
0‖(T 6 + T 8).
A simple computation proves that the ﬁrst term can also be absorbed. In fact,
− s2λ2
∫∫
Q
e−2sαξ2∇η0 · ∇|ϕ|2 dxdt = s2λ2
∫∫
Σ
e−2sαξ2
∣∣∣∣∂η0∂n
∣∣∣∣ |ϕ|2 dσ dt
+ s2λ2
∫∫
Q
∇(e−2sαξ2) · ∇η0|ϕ|2 dxdt,
so
s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt ≤ C
(
s3λ3
∫
Q
e−2sαξ3|ϕ|2 dxdt+ sλ
∫∫
Q
e−2sαξ|∇ϕ|2 dxdt
)
,
for s ≥ CT 8 and λ ≥ C.
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Consequently, if we take s ≥ CT 8 and λ ≥ C(1 + ‖A‖∞), we ﬁnd the following from (61) and (72):
‖M1ψ‖2L2(Q)N + ‖M2ψ‖2L2(Q)N + ‖M3ψ˜‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N
+s3λ4
∫∫
Q
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt+ sλ2
∫∫
Q
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt ≤ C
(
λ
∫∫
Q
(e−2sα + e−2sα˜)|G|2 dxdt
+sλ
∫∫
Q
(ξ|ψ||∆ψ| + ξ˜|ψ˜||∆ψ˜|) dxdt
+sλ2
∫∫
ω′×(0,T )
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s3λ4
∫∫
ω′×(0,T )
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt
)
,
(74)
for any λ ≥ CeCT‖A‖2P (1+‖A‖∞+‖A‖5P ) and any s ≥ Ce4λ‖η
0‖∞(T 6+T 8). Recall that P ⊂ L∞(Ω) continuously,
so it suﬃces to take λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ).
The next step will be to eliminate the local terms of ∇ψ and ∇ψ˜ as well as the terms of |ψ||∆ψ| and |ψ˜||∆ψ˜|.
To this end, we are going to add integrals of ∆ψ and ∆ψ˜ in the left hand side of (74). This will be done taking
advantage of the presence of M1ψ and M3ψ˜. Indeed, from
∆ψ = −M1ψ − s2λ2|∇η0|2ξ2ψ − sαtψ − sλξ(∇∇η0 · ψ)− sλ2∇η0ξ(ψ∇η0)
and
∆ψ˜ = −M3ψ˜ − s2λ2|∇η0|2ξ˜2ψ˜ − sα˜tψ˜ + sλξ˜(∇∇η0 · ψ˜)− sλ2∇η0ξ˜(ψ˜∇η0),
we ﬁnd
s−1
∫∫
Q
(ξ−1|∆ψ|2 + ξ˜−1|∆ψ˜|2) dxdt
≤ C
(
s−1
∫∫
Q
(ξ−1|M1ψ|2 + ξ˜−1|M3ψ˜|2) dxdt
+s3λ4
∫∫
Q
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt
+sT 2e(13/2)λ‖η
0‖∞
∫∫
Q
(ξ3/2|ψ|2 + ξ˜3/2|ψ˜|2) dxdt
+sλ2
∫∫
Q
(ξ|ψ|2 + ξ˜|ψ˜|2) dxdt+ sλ4
∫∫
Q
(ξ|ψ|2 + ξ˜|ψ˜|2) dxdt
)
.
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Here, we have employed the bounds of αt and α˜t given in (55) and (66), respectively. As a consequence, taking
again λ ≥ C and s ≥ Ce4λ‖η0‖∞(T 7 + T 8), we deduce from (74) that
‖M2ψ‖2L2(Q)N + ‖M4ψ˜‖2L2(Q)N + s3λ4
∫∫
Q
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt
+sλ2
∫∫
Q
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s−1
∫∫
Q
(ξ−1|∆ψ|2 + ξ˜−1|∆ψ˜|2) dxdt+ s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt
≤ C
(
λ
∫∫
Q
(e−2sα + e−2sα˜)|G|2 dxdt
+sλ
∫∫
Q
(ξ|ψ||∆ψ| + ξ˜|ψ˜||∆ψ˜|) dxdt
+sλ2
∫∫
ω′×(0,T )
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s3λ4
∫∫
ω′×(0,T )
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt
)
.
(75)
Similar computations lead to an estimate of the term
s−1
∫∫
Q
(ξ−1|ψt|2 + ξ˜−1|ψ˜t|2) dxdt
in terms of the left hand side of (75), so it can be added there as well.
On the other hand, we have
sλ
∫∫
Q
(ξ|ψ||∆ψ|+ ξ˜|ψ˜||∆ψ˜|) dxdt
≤ C
(
s3λ3
∫∫
Q
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt +s−1λ−1
∫∫
Q
(ξ−1|∆ψ|2 + ξ˜−1|∆ψ˜|2) dxdt
)
.
This tells that the second term in the right hand side of (75) can be absorbed provided that we take λ ≥ C.
Therefore, we obtain
s3λ4
∫∫
Q
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt+ sλ2
∫∫
Q
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s−1
∫∫
Q
(ξ−1(|ψt|2 + |∆ψ|2) + ξ˜−1(|ψ˜t|2 + |∆ψ˜|2)) dxdt
+s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt ≤ C
(
λ
∫∫
Q
(e−2sα + e−2sα˜)|G|2 dxdt
+sλ2
∫∫
ω′×(0,T )
(ξ|∇ψ|2 + ξ˜|∇ψ˜|2) dxdt
+s3λ4
∫∫
ω′×(0,T )
(ξ3|ψ|2 + ξ˜3|ψ˜|2) dxdt
)
(76)
for any λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and any s ≥ Ce4λ‖η
0‖∞(T 6 + T 8).
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Let us now operate with the local term in ∇ψ (analogous computations can be performed for ∇ψ˜). For this,
we introduce a function ρ ∈ C2(Ω) such that
ρ ≡ 1 in ω′, supp ρ ⊂ ω0.
(remind that ω0 was introduced in (49)). Then,
sλ2
∫∫
ω′×(0,T )
ξ|∇ψ|2 dxdt ≤
∫∫
ω0×(0,T )
ρξ|∇ψ|2 dxdt
= −sλ2
∫∫
ω0×(0,T )
ξ(∇ρ · ∇ψ)ψ dxdt
−sλ3
∫∫
ω0×(0,T )
ρξ(∇η0 · ∇ψ)ψ dxdt
−sλ2
∫∫
ω0×(0,T )
ρξ∆ψψ dxdt ≤ C
(
λ2
∫∫
ω0×(0,T )
|∇ψ|2 dxdt
s2λ4
∫∫
ω0×(0,T )
ξ2|ψ|2 dxdt+ s3λ4
∫∫
ω0×(0,T )
ξ3|ψ|2 dxdt
)
+εs−1
∫∫
ω0×(0,T )
ξ−1|∆ψ|2 dxdt,
(77)
for a positive constant ε = ε(Ω, ω) small enough.
Furthermore, from the deﬁnition of the weight functions (see (44) above), we ﬁnd
e−2sα˜ ≤ e−2sα, ξ˜ ≤ ξ, |ψ˜| ≤ |ψ| in Q.
Combining all this with (76), we get
s3λ4
∫∫
Q
ξ3|ψ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
+s−1
∫∫
Q
ξ−1(|ψt|2 + |∆ψ|2) dxdt+ s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt
≤ C
(
λ
∫∫
Q
e−2sα|G|2 dxdt+ s3λ4
∫∫
ω0×(0,T )
ξ3|ψ|2 dxdt
)
,
(78)
for any λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and any s ≥ Ce4λ‖η
0‖∞(T 6 + T 8).
Finally, let us go back to the original variable ϕ. For the moment, we have
s3λ4
∫∫
Q
e−2sαξ3|ϕ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
+s−1
∫∫
Q
ξ−1(|ψt|2 + |∆ψ|2) dxdt+ s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt
≤ C
(
λ
∫∫
Q
e−2sα|G|2 dxdt+ s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt
)
,
(79)
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for λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and s ≥ Ce4λ‖η
0‖∞(T 6 + T 8). Next, from the expressions
∇ϕ = esα(−sλ∇η0ξψ +∇ψ),
∆ϕ = esα(s2λ2|∇η0|2ξ2ψ − 2sλξ(∇η0∇ψ) + ∆ψ − sλ∆η0ξψ − sλ2|∇η0|2ξψ),
and
ϕt = esα(sαtψ + ψt),
we ﬁnd the following estimates:
sλ2
∫∫
Q
e−2sαξ|∇ϕ|2 dxdt ≤ C
(
s3λ4
∫∫
Q
ξ3|ψ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
)
,
s−1
∫∫
Q
e−2sαξ−1|∆ϕ|2 dxdt ≤ C
(
s3λ4
∫∫
Q
ξ3|ψ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
+s−1
∫∫
Q
ξ−1|∆ψ|2 dxdt+ +sλ2
∫∫
Q
ξ|ψ|2 dxdt+ sλ4
∫∫
Q
ξ|ψ|2 dxdt
)
and
s−1
∫∫
Q
e−2sαξ−1|ϕt|2 dxdt ≤ C
(
sT 2e4λ‖η
0‖∞
∫∫
Q
ξ3/2|ψ|2 dxdt+ s−1
∫∫
Q
ξ−1|ψt|2 dxdt
)
.
Now, it is not diﬃcult to see that the bounds of these three terms can be estimated by the left hand side of
(78) if we take λ ≥ C and s ≥ Ce2λ‖η0‖∞(T 7 + T 8). As a conclusion, these considerations and the inequality
(79) provide the desired estimate (47), namely:
s3λ4
∫∫
Q
e−2sαξ3|ϕ|2 dxdt+ sλ2
∫∫
Q
ξ|∇ψ|2 dxdt
+s−1
∫∫
Q
ξ−1(|ψt|2 + |∆ψ|2) dxdt+ s2λ2
∫∫
Σ
e−2sαξ2|ϕ|2 dσ dt
≤ C
(
λ
∫∫
Q
e−2sα|G|2 dxdt+ s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt
)
,
for λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and s ≥ C(Ω, ω)e4λ‖η
0‖∞(T 6 + T 8).
Remark 2.2. The computations made in the last step of the proof of Proposition 2.1 prove that, under the
“natural” assumption on A to be an uniformly elliptic matrix function, a positive boundary integral comes out
when combining all the boundary terms appearing in (61) and (72).
2.2. Carleman inequality for the Stokes system
In this subsection and as a consequence of inequality (47), we will deduce a Carleman kind estimate for the
system (11). This will serve us to prove the null controllability of system (2) in the next section.
Proposition 2.3. Let us suppose that a and b satisfy hypothesis (7) and A satisfy (8)–(10). Then, there exist
three positive constants λ˜, s˜ and C˜ depending on Ω and ω such that,
I(s, λ;ϕ) ≤ C(1 + T )s15/2λ8
∫∫
ω×(0,T )
e−4sα̂+2sα
∗
ξ̂15/2|ϕ|2 dxdt (80)
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for any λ ≥ λ˜eλ˜T (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖10/3∞ + ‖b‖10/3∞ + ‖at‖10/3L2(Lr) + ‖bt‖10/3L2(Lr) + ‖A‖5P + ‖A‖10/3H(3−)/2(Hν2 )),
any s ≥ s˜e8λ‖η0‖∞(T 4 + T 8) and any ϕ0 ∈ H, where ϕ is the corresponding solution to (11). Here, we remind
that the definition of I(s, λ;ϕ) was given in (48).
Proof. Let us remark that this proof follows the same ideas of the Carleman inequalities for Stokes systems
with Dirichlet conditions, which have been proved in [8, 13].
We start applying inequality (47) with a right hand side
G = −∇π + (a,∇)ϕ +Dϕb.
This yields
I(s, λ;ϕ) ≤
(
s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt+ λ
∫∫
Q
e−2sα|∇π|2 dxdt
+λ(‖a‖2∞ + ‖b‖2∞)
∫∫
Q
e−2sα|∇ϕ|2 dxdt
)
,
for λ ≥ CeCT‖A‖2P (1 + ‖A‖5P ) and s ≥ se4λ‖η
0‖∞(T 6 + T 8).
Now, we take λ ≥ C(‖a‖2∞+‖b‖2∞), so that the last term can be eliminated using the term in sλ2 of I(s, λ;ϕ).
Consequently, we have
I(s, λ;ϕ) ≤ C
(
s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt+ λ
∫∫
Q
e−2sα|∇π|2 dxdt
)
, (81)
for any λ ≥ CeCT‖A‖2P (1 + ‖a‖2∞ + ‖b‖2∞ + ‖A‖5P ) and any s ≥ Ce4λ‖η
0‖∞(T 6 + T 8).
The next step will be to localize the pressure term. This will be made by means of an elliptic Carleman
inequality which has been proved in [14]. Indeed, let us take the divergence operator in the equation veriﬁed
by ϕ. Then,
∆π(t) = ∇ · ((a,∇)ϕ+Dϕb)(t) in Ω a.e. t ∈ (0, T ). (82)
We see the expression in the right hand side as a H−1 term and we apply that result. Thus, there exist two
constants τ˜ and λ˜ greater than 1, such that∫
Ω
e2τη|∇π(t)|2 dx+ τ2λ2
∫
Ω
e2τηη2|π(t)|2 dx
≤ C
(
τ(‖a‖2∞ + ‖b‖2∞)
∫
Ω
e2τηη|∇ϕ(t)|2 dx+ τ1/2e2τ‖π(t)‖2H1/2(∂Ω)
+τ2λ2
∫
ω′
e2τηη2|π(t)|2 dx+
∫
ω′
e2τη|∇π(t)|2 dx
)
,
for τ ≥ τ˜ and λ ≥ λ˜. Here, the function η is given by
η(x) = eλη
0(x) in Ω
for each λ > 0. We remind that the function η0 was introduced in (45).
Let us now set
τ =
s
t4(T − t)4
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and multiply the previous inequality by
exp
{
−2s e
2λ‖η0‖∞
t4(T − t)4
}
.
Then, an integration in time gives
∫∫
Q
e−2sα|∇π|2 dxdt+ s2λ2
∫∫
Q
e−2sαξ2|π|2 dxdt
≤ C
(
s(‖a‖2∞ + ‖b‖2∞)
∫∫
Q
e−2sαξ|∇ϕ|2 dxdt
+s1/2
∫ T
0
e−2sα
∗
(ξ∗)1/2‖π(t)‖2H1/2(∂Ω)
+s2λ2
∫∫
ω′×(0,T )
e−2sαξ2|π|2 dxdt
+
∫∫
ω′×(0,T )
e−2sα|∇π|2 dxdt
)
,
(83)
for λ ≥ C and s ≥ CT 8. We remind that the deﬁnitions of α∗ and ξ∗ were given in (44). Observe that taking
λ ≥ C(‖a‖2∞ + ‖b‖2∞) and s ≥ CT 8, the ﬁrst term in the right will be absorbed when combined with (81). On
the other hand, let us introduce the following functions, in order to estimate the term of the trace:
ϕ˜ = s1/4e−sα
∗
(ξ∗)1/4ϕ, π˜ = s1/4e−sα
∗
(ξ∗)1/4π.
They verify ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−ϕ˜t −∆ϕ˜− (a(x, t),∇)ϕ˜ −Dϕ˜ b(x, t) +∇π˜
= −(s1/4e−sα∗(ξ∗)1/4)t(t)ϕ in Q,
∇ · ϕ˜ = 0 in Q,
ϕ˜ · n = 0, (σ(ϕ˜, π˜))tg + (A(x, t)ϕ˜)tg = 0 on Σ,
ϕ˜(·, T ) = 0 in Ω.
(84)
Let us ﬁrst watch ϕ˜ as the weak solution to (84). In particular, it satisﬁes
‖ϕ˜‖2L2(H1) ≤ eCT (‖a‖
2
∞+‖b‖2∞+‖A‖2∞)‖s1/4(e−sα∗(ξ∗)1/4)tϕ‖2L2(Q)N .
Applying now Proposition 1.1 and taking into account that P ⊂ L∞(Ω) continuously, we ﬁnd
‖π˜‖2L2(H1) ≤ CeCT (‖a‖
2
∞+‖b‖2∞+‖A‖2P )(1 + ‖A‖4P )
× (1 + ‖a‖2∞ + ‖b‖2∞)s5/2T 2e4λ‖η
0‖∞
∫∫
Q
e−2sα
∗
(ξ∗)3|ϕ|2 dxdt. (85)
NAVIER-STOKES WITH NONLINEAR NAVIER-SLIP BOUNDARY CONDITIONS 535
Plugging this into (83) and taking λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1+‖a‖2∞+‖b‖2∞+‖A‖5P ) and s ≥ Ce8λ‖η
0‖∞T 4,
we get∫∫
Q
e−2sα|∇π|2 dxdt+ s2λ2
∫∫
Q
e−2sαξ2|π|2 dxdt ≤ C
(
s(‖a‖2∞ + ‖b‖2∞)
∫∫
Q
e−2sαξ|∇ϕ|2 dxdt
+s2λ2
∫∫
ω′×(0,T )
e−2sαξ2|π|2 dxdt+
∫∫
ω′×(0,T )
e−2sα|∇π|2 dxdt
)
+ εs3λ4
∫∫
Q
e−2sαξ3|ϕ|2 dxdt,
for a small positive constant ε(Ω, ω).
Combining this with (81), we have
I(s, λ;ϕ) ≤ C
(
s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt
+s2λ3
∫∫
ω′×(0,T )
e−2sαξ2|π|2 dxdt+ λ
∫∫
ω′×(0,T )
e−2sα|∇π|2 dxdt
) (86)
for λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖2∞ + ‖b‖2∞ + ‖A‖5P ) and s ≥ Ce8λ‖η
0‖∞(T 4 + T 8).
The last task will be to bound the local terms involving the pressure. To do this, we will follow the same
ideas developed in [8], so we may sometimes give few details along the proof. Indeed, let us take the pressure
π to satisfy ∫
ω′
π(t) dx = 0 a.e. t ∈ (0, T ).
Then, by virtue of Poincare-Wirtinger’s inequality and the deﬁnition of α̂ and ξ̂ (see (44)), we ﬁnd
s2λ3
∫∫
ω′×(0,T )
e−2sαξ2|π|2 dxdt ≤ s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|π|2 dxdt
≤ Cs2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|∇π|2 dxdt,
for some positive constant C(Ω, ω).
Moreover, from the diﬀerential equation in (11), we have
∇π = ϕt + ∆ϕ+ (a(x, t),∇)ϕ +Dϕb(x, t) in Q,
which connected with (86), gives
I(s, λ;ϕ) ≤ C
(
s3λ4
∫∫
ω0×(0,T )
e−2sαξ3|ϕ|2 dxdt
+s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|ϕt|2 dxdt
+s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|∆ϕ|2 dxdt
+s2λ3(‖a‖2∞ + ‖b‖2∞)
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|∇ϕ|2 dxdt
)
,
(87)
for λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖2∞ + ‖b‖2∞ + ‖A‖5P ) and s ≥ Ce8λ‖η
0‖∞(T 4 + T 8).
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Let us denote
θ̂(t) = sλ3/2e−α̂(t)ξ̂(t)
At this point, we use a local estimate of ∆ϕ proved in [8] (see step 4 in the proof of theorem 1), namely:∫∫
ω′×(0,T )
|θ̂|2|∆ϕ|2 dxdt ≤ C(1 + T )
(∫∫
ω0×(0,T )
|θ̂′|2|ϕ|2 dxdt
+
∫∫
ω0×(0,T )
|θ̂|2(|(a,∇)ϕ|2 + |Dϕb|2 + |ϕ|2) dxdt
)
.
Let us combine this inequality with (87). We obtain
I(s, λ;ϕ) ≤ C(1 + T )
(
s4λ4T 2e4λ‖η
0‖∞
∫∫
ω′×(0,T )
e−2sα̂ξ̂9/2|ϕ|2 dxdt
+s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|ϕt|2 dxdt
+s2λ3(‖a‖2∞ + ‖b‖2∞)
∫∫
ω1×(0,T )
e−2sα̂ξ̂2|∇ϕ|2 dxdt
)
,
(88)
for λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖2∞ + ‖b‖2∞ + ‖A‖5P ) and s ≥ Ce8λ‖η
0‖∞(T 4 + T 8).
It only rests to estimate ϕt. For this, we integrate by parts with respect to t:
s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|ϕt|2 dxdt = 12s
2λ3
∫∫
ω′×(0,T )
(e−2sα̂ξ̂2)tt|ϕ|2 dxdt
− s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2ϕ · ϕtt dxdt. (89)
It is not diﬃcult to see that (e−2sα̂ξ̂2)tt is a function bounded by
Cs2T 2e−2sα̂ξ̂9/2.
On the other hand, let us apply Ho¨lder’s inequality in the last term:
s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2ϕ · ϕtt dxdt
≤
(
s15/2λ8
∫∫
ω′×(0,T )
e−4sα̂+2sα
∗
ξ̂−15/2|ϕ|2 dxdt+
∫∫
ω′×(0,T )
|θ∗|2|ϕtt|2 dxdt
)
,
(90)
where we have denoted
θ∗ = s−7/4λ−1e−sα
∗
ξ̂−7/4.
Let us now introduce the functions u = θ∗ϕt and h = θ∗πt. They verify⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ut −∆u− (a(x, t),∇)u −Dub(x, t) +∇h = G in Q,
∇ · u = 0 in Q,
u · n = 0, (σ(u, h) · n)tg + (A(x, t)u)tg = −θ∗At(x, t)ϕ on Σ,
u(·, T ) = 0 in Ω,
(91)
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with
G = −θ∗tϕt + θ∗(at,∇)ϕ + θ∗Dϕbt.
The idea we develop now was already presented in Proposition 1.1, but in a diﬀerent way. On the other hand,
we will keep an explicit dependence on the coeﬃcients a, b and A.
We ﬁrst deﬁne u as the weak solution of (91). In view of (20), it suﬃces to have G ∈ L2(0, T ;H−1(Ω)N ) and
θ∗Atϕ ∈ L2(0, T ;H−1/2(∂Ω)N ). We already have that ϕ is a strong solution, i.e.,
ϕ ∈ L2(0, T ;H2(Ω)N ) ∩H1(0, T ;L2(Ω)N ).
Then, the hypothesis (7) on a and b and (10) (on A) readily imply that G ∈ L2(0, T ;H−1(Ω)N ) and that
θ∗Atϕ ∈ L2(0, T ;H−1/2(∂Ω)N ). Moreover,
‖u‖2L2(H1) ≤ CeCT (‖a‖
2
∞+‖b‖2∞+‖A‖2∞)(‖G‖2L2(H−1) + ‖θ∗Atϕ‖2L2(H−1/2)). (92)
Next, we see u as the strong solution of (91). By virtue of Proposition 1.1, we must verify that G ∈ L2(Q)N
and θ∗Atϕ ∈ H(1−)/2(0, T ;H−1/2(∂Ω)N ) ∩ L2(0, T ;H1/2(∂Ω)N ).
Let us ﬁrst show that G ∈ L2(Q)N . The only terms to study are θ∗(at,∇)ϕ and θ∗Dϕbt. Since u ∈
L2(0, T ;H1(Ω)N ), we have θ∗∇ϕ ∈ H1(0, T ;L2(Ω)N×N ). This, together with θ∗∇ϕ ∈ L2(0, T ;H1(Ω)N×N ),
gives (see [21] for more details)
θ∗∇ϕ ∈ L∞(0, T ;H1/2(Ω)N×N ).
Then, (7) readily yields θ∗(at,∇)ϕ ∈ L2(Q)N , θ∗Dϕbt ∈ L2(Q)N and
‖θ∗(at,∇)ϕ‖2L2(Q)N + ‖θ∗Dϕbt‖2L2(Q)N ≤ C(‖at‖2L2(Lr) + ‖bt‖L2(Lr))(‖θ∗ϕ‖2L2(H2) + ‖θ∗tϕ‖2L2(W ) + ‖u‖2L2(W )).
Moreover, from (92) we have θ∗ϕ ∈ H1(0, T ;H1/2(∂Ω)N ) which combined with (10) gives
θ∗Atϕ ∈ H(1−)/2(0, T ;Hν2(∂Ω)N ) ⊂ H(1−)/2(0, T ;H−1/2(∂Ω)N )
(ν2 was deﬁned in the introduction) and
‖θ∗Atϕ‖2H(1−)/2(H−1/2) ≤ C‖A‖2H(3−)/2(Hν2 )(‖θ∗tϕ‖2L2(H1) + ‖u‖2L2(H1)).
Additionally, from θ∗ϕ ∈ L2(0, T ;H2(Ω)N )∩H1(0, T ;H1(Ω)N ) we ﬁnd that θ∗ϕ belongs to H1/4(0, T ;H5/4(∂Ω)N ).
Thus, using At ∈ H(1−)/2(0, T ;H1/2(∂Ω)N×N ) (deduced from (10)), we have θ∗Atϕ ∈ L2(0, T ;H1/2(∂Ω)N )
and
‖θ∗Atϕ‖2L2(H1/2) ≤ C‖A‖2H(3−)/2(H1/2)(‖θ∗ϕ‖2L2(H2) + ‖θ∗tϕ‖2L2(H1) + ‖u‖2L2(H1)).
As a conclusion, we deduce that (in particular)
u ∈ H1(0, T ;L2(Ω)N )
and
‖u‖2H1(L2) ≤ CeCT‖A‖
2
P (1 + ‖A‖4P )(1 + ‖A‖2H(3−)/2(Hν2 ))
×(‖G‖2L2(Q)N + ‖(a,∇)u‖2L2(Q)N + ‖Dub‖2L2(Q)N + ‖θ∗Atϕ‖2H(1−)/2(H−1/2)
+‖θ∗Atϕ‖2L2(H1/2)) ≤ CeCT‖A‖
2
P (1 + ‖A‖4P )(1 + ‖A‖2H(3−)/2(Hν2 ))
×
[
(1 + ‖at‖2L2(Lr) + ‖bt‖2L2(Lr))(‖θ∗tϕt‖2L2(Q)N + ‖θ∗ϕ‖2L2(H2) + ‖θ∗tϕ‖2L2(H1)
+‖u‖2L2(H1)) + (‖a‖2∞ + ‖b‖2∞)‖u‖2L2(H1) + ‖A‖2H(3−)/2(Hν2 )(‖θ∗tϕ‖2L2(H1)
+‖u‖2L2(H1) + ‖θ∗ϕ‖2L2(H2))
]
.
538 S. GUERRERO
Combining this with (92), we obtain
‖θ∗ϕtt‖2L2(Q)N ≤ CeCT (‖a‖
2
∞+‖b‖2∞+‖A‖2P )(1 + ‖A‖4P )
×(1 + ‖A‖2
H(3−)/2(Hν2 ))(1 + ‖a‖2∞ + ‖b‖2∞ + ‖at‖2L2(Lr) + ‖bt‖2L2(Lr)
+‖A‖2
H(3−)/2(Hν2 ))(‖θ∗tϕt‖2L2(Q)N + ‖θ∗ϕ‖2L2(H2) + ‖θ∗tϕ‖2L2(H1)).
Taking now λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2∞)(1+‖a‖10/3∞ +‖b‖10/3L∞(Q)N+‖at‖
10/3
L2(Lr)+‖bt‖10/3L2(Lr)+‖A‖5P+‖A‖10/3H(3−)/2(Hν2 )),
we have
‖θ∗ϕtt‖2L2(Q)N ≤ Cλ2(‖θ∗tϕt‖2L2(Q)N + ‖θ∗ϕ‖2L2(H2) + ‖θ∗tϕ‖2L2(W ))
≤ Cλ2
(
λ−2T 2s−3/2e4λ‖η
0‖∞
∫∫
Q
e−2sα
∗
ξ̂−1|ϕt|2 dxdt
+λ−2T 2s−3/2e4λ‖η
0‖∞
∫∫
Q
e−2sα
∗
ξ̂−1|∇ϕ|2 dxdt+ ‖θ∗ϕ‖2L2(H2)
)
.
(93)
In order to estimate the last term, let us set (ϕ̂, π̂) = θ∗(ϕ, π). They fulﬁll⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ϕ̂t −∆ϕ̂− (a(x, t),∇)ϕ̂ −Dϕ̂ b(x, t) +∇π̂ = −θ∗tϕ in Q,
∇ · ϕ̂ = 0 in Q,
ϕ̂ · n = 0, (σ(ϕ̂, π̂) · n)tg + (A(x, t)ϕ̂)tg = 0 on Σ,
ϕ̂(·, T ) = 0 in Ω.
Similarly as we did in (85), we ﬁnd:
‖ϕ̂‖2H1(L2)∩L2(H2) ≤ CeCT (‖a‖
2
∞+‖b‖2∞+‖A‖2P )(1 + ‖A‖4P )×
×(1 + ‖a‖2∞ + ‖b‖2∞)‖θ∗tϕ‖2L2(Q)N
≤ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖A‖4P )(1 + ‖a‖2∞ + ‖b‖2∞)×
×s−3/2λ−2T 2e4λ‖η0‖∞
∫∫
Q
e−2sα
∗
(ξ̂)−1|ϕ|2 dxdt.
Taking λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖10/3∞ + ‖b‖10/3∞ + ‖A‖5P ) and s ≥ Ce8λ‖η
0‖∞(T 4 + T 8), we obtain
from (93)
‖θ∗ϕtt‖2L2(Q)N ≤ εs−1
∫∫
Q
e−2sα
∗
ξ̂−1(|ϕt|2 + |∇ϕ|2 + |ϕ|2) dxdt
for a small positive constant ε(Ω, ω).
Once θ∗ϕtt has been bounded, we come back to expressions (89) and (90) and we deduce
s2λ3
∫∫
ω′×(0,T )
e−2sα̂ξ̂2|ϕt|2 dxdt ≤ C
(
s15/2λ8
∫∫
ω′×(0,T )
e−4sα̂+2sα
∗
ξ̂15/2|ϕ|2 dxdt
+εs−1
∫∫
Q
e−2sα
∗
ξ̂−1(|ϕt|2 + |∇ϕ|2 + |ϕ|2) dxdt
)
,
for
λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖10/3∞ + ‖b‖10/3∞ + ‖at‖10/3L2(Lr) + ‖bt‖10/3L2(Lr) + ‖A‖5P + ‖A‖10/3H(3−)/2(Hν2 ))
and s ≥ Ce8λ‖η0‖∞(T 4 + T 8).
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Therefore, by virtue of (88), we ﬁnd (see (48) for the expression of I(s, λ;ϕ))
I(s, λ;ϕ) ≤ C(1 + T )
(
s15/2λ8
∫∫
ω′×(0,T )
e−4sα̂+2sα
∗
ξ̂15/2|ϕ|2 dxdt
+s2λ3(‖a‖2∞ + ‖b‖2∞)
∫∫
ω0×(0,T )
e−2sα̂ξ̂2|∇ϕ|2 dxdt
)
+ εI(s, λ;ϕ),
(94)
for
λ ≥ CeCT (‖a‖2∞+‖b‖2∞+‖A‖2P )(1 + ‖a‖10/3∞ + ‖b‖10/3∞ + ‖at‖10/3L2(Lr) + ‖bt‖10/3L2(Lr) + ‖A‖5P + ‖A‖10/3H(3−)/2(Hν2 ))
and s ≥ Ce8λ‖η0‖∞(T 4 + T 8).
Finally, the last term can be eliminated, ﬁrst using a cut-oﬀ function ρ ∈ C2(ω) with
ρ ≡ 1 in ω0, supp ρ ⊂⊂ ω
and then the term
s−1
∫∫
Q
e−2sαξ−1|∆ϕ|2 dxdt,
appearing in the expression of I(s, λ;ϕ) (as we did in (77)). Indeed, we have
s2λ3(‖a‖2∞ + ‖b‖2∞)
∫∫
ω0×(0,T )
e−2sα̂ξ̂2|∇ϕ|2 dxdt ≤ εs−1
∫∫
Q
e−2sα
∗
ξ̂−1|∆ϕ|2 dxdt
+Cs5λ6(‖a‖4∞ + ‖b‖4∞)
∫∫
ω×(0,T )
e−4sα̂+2sα
∗
ξ̂5|ϕ|2 dxdt,
for a small positive constant ε(Ω, ω). From this and (94), it easily follows inequality (80).
This ends the proof of Proposition 2.3.
3. Local null controllability of the Navier-Stokes system
In this section, Theorems 0.1 and 0.2 will be proved. In a ﬁrst paragraph, we will provide the proof of the
null controllability result for system (2), while the local exact controllability to the trajectories of (1) will be
given in the last paragraph.
3.1. Proof of theorem 0.1
Proof. Let us remark that the proof of this result follows the ideas of [3]. Let us ﬁrst consider, for each ε > 0,
the extremal problem
inf
(w,v) solve (2)
1
2
∫∫
ω×(0,T )
ρ(t)|v|2 dxdt+ 1
2ε
‖w(T )‖2L2(Ω)N . (95)
Here, we have denoted
ρ(t) = e4sα̂−2sα
∗
ξ̂−15/2,
where s and λ are chosen like in Proposition 2.3 and the deﬁnition of α̂, α∗ and ξ̂ was given in (44). Furthermore,
w is the solution of (2) associated to v.
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Let us suppose that there exists a (unique) solution of (95) (wε, vε) with ρ(t)1/2vε belonging to L2(ω×(0, T ))N .
The necessary condition of minimum yields∫∫
ω×(0,T )
ρ(t)vε · v dxdt+ 1
ε
∫
Ω
wε(T ) · u(T ) dx = 0 ∀v ∈ L2(ω × (0, T ))N , (96)
where u is, together with certain pressure θ, solution of⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ut −∇ · (Du) + (a(x, t),∇)u + (b(x, t),∇)u
+(u,∇)b(x, t) +∇θ = v1ω in Q,
∇ · u = 0 in Q,
u · n = 0, (σ(u, θ) · n)tg + (A(x, t)u)tg = 0 on Σ,
u(·, 0) = 0 in Ω.
(97)
Let us now introduce (ϕε, πε) solution of the following homogeneous adjoint system:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−ϕε,t −∇ · (Dϕε)− (a(x, t),∇)ϕε −Dϕεb(x, t) +∇πε = 0 in Q,
∇ · ϕε = 0 in Q,
ϕε · n = 0, (σ(ϕε, πε) · n)tg + (At(x, t)ϕε)tg = 0 on Σ,
ϕε(·, T ) = −1
ε
wε(·, T ) in Ω.
Then, the duality properties between ϕε and w provides
−1
ε
∫
Ω
wε(T ) · u(T ) dx =
∫∫
ω×(0,T )
v · ϕε dxdt,
which combined with (96), yields∫∫
ω×(0,T )
v · ϕε dxdt =
∫∫
ω×(0,T )
v · (ρ(t)vε) dxdt ∀v ∈ L2(ω × (0, T ))N .
Consequently, we can identify vε:
vε = ρ(t)−1ϕε1ω.
From the systems fulﬁlled by wε and ϕε, we ﬁnd
−1
ε
‖wε(T )‖2L2(Ω)N =
∫∫
ω×(0,T )
ρ(t)−1|ϕε|2 dxdt+
∫
Ω
ϕε(0) · w0 dx.
The Carleman inequality (80) used for ϕε tells us that
‖ϕε(0)‖2L2(Ω)N ≤ C(Ω, ω, T, a, b, A)
∫∫
ω×(0,T )
ρ(t)−1|ϕε|2 dxdt,
so
1
ε
‖wε(T )‖2L2(Ω)N + ‖ρ(t)1/2vε‖2L2(ω×(0,T ))N ≤ C‖w0‖2H ∀ε > 0. (98)
Consequently, we deduce the existence of a control v such that ρ(t)1/2v ∈ L2(ω× (0, T ))N (whose corresponding
solution we denote by w) such that (3) holds and
‖ρ(t)1/2v‖L2(ω×(0,T ))N ≤ C(Ω, ω, T, a, b, A)‖w0‖H .
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Let us ﬁnally bound the H1(L2) and the L∞(H1) norms of this control. For this, let us introduce the functions
(ψε, qε) = ρ(t)−1(ϕε, πε). They verify:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ψε,t −∇ · (Dψε)− (a,∇)ψε −Dψεb+∇qε = −(ρ(t)−1)tϕε in Q,
∇ · ψε = 0 in Q,
ψε · n = 0, (σ(ψε, qε) · n)tg + (At(x, t)ψε)tg = 0 on Σ,
ψε(·, T ) = 0 in Ω.
Applying here the a priori estimate obtained in Proposition 1.1, we have
‖ψε,t‖L2(Q)N + ‖ψε‖L∞(H1) ≤ C(Ω, ω, a, b, A)‖(ρ(t)−1)tϕε‖L2(Q)N ,
which combined with (80), implies
‖vε,t‖L2(ω×(0,T ))N + ‖vε‖L∞(H1) ≤ C(Ω, ω, T, a, b, A)‖ρ(t)1/2vε‖L2(ω×(0,T ))N .
From (98), we conclude that v ∈ H1(0, T ;L2(ω)N ) and
‖v‖H1(L2) + ‖v‖L∞(H1) ≤ C(Ω, ω, T, a, b, A)‖y0‖H . 
Remark 3.1. The control previously found can be constructed in such a way that it acts over the system (2) in
the form ζv instead of v1ω, where ζ is a cut-oﬀ function with support in ω. The proof of this would be exactly
the same of Proposition 0.1 except for the corresponding change in system (97).
3.2. Proof of theorem 0.2
Proof. Let us subtract system (4) fulﬁlled by y from (1). Denoting w = y − y, we have:⎧⎪⎪⎪⎨⎪⎪⎪⎩
wt −∆w + (w,∇)w + (w,∇)y + (y,∇)w +∇q = v1ω in Q,
∇ · w = 0 in Q,
w · n = 0, (σ(w, q) · n)tg + (F (y;w)w)tg = 0, on Σ,
w(0) = y0 − y0 = w0 in Ω,
(99)
where
F (y;w) =
∫ 1
0
∇f(y + lw) dl ∈ RN ×RN .
With this notation, our goal is to ﬁnd a control v such that w solution to (99) satisﬁes (3). This would end the
proof of Theorem 0.2.
Let us introduce the Banach space
Z = {z ∈ H(3−)/2(0, T ;Hν2+1/2(Ω)N ∩W ) ∩H1−(0, T ;W ν1+1/2,ν1+1(Ω)N ∩W )}
(, ν1 and ν2 were deﬁned in the introduction, at the beginning of the paper) and the closed linear manifold
Z0 = {z ∈ Z : z(·, 0) = w0 in Ω}.
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Then, for each z ∈ Z0 and by virtue of Theorem 0.1 and Remark 3.1, there exists a control vz ∈ H1(0, T ;L2(ω)N )∩
C0([0, T ];H1(ω)N ) such that the solution wz of⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wt −∇ · (Dw) + (z,∇)w + (w,∇)y + (y,∇)w +∇p = ζvz in Q,
∇ · w = 0 in Q,
w · n = 0, (Dw · n)tg + (F (y; z)w)tg = 0 on Σ,
w(·, 0) = w0(·) in Ω
(100)
veriﬁes (3). Observe that, since F ∈ C2(RN ;RN×N) (see (14)) and y veriﬁes (12), F (y, z) ∈ Z for every z ∈ Z0.
Moreover, vz can be built such that
‖vz‖H1(L2) + ‖vz‖L∞(L2) ≤ C(Ω, ω, T, ‖z‖Z, ‖F (y; z)‖Z)‖w0‖H . (101)
Next, since the terms
(z,∇)w, (w,∇)y, (y,∇)w, ζvz
belong to
L∞(0, T ;H1(Ω)N ) ∩H1(0, T ;L2(Ω)N ),
they have null normal traces and w0 = y0 − y0 satisﬁes the compatibility condition
(Dw0 · n)tg + (F (y; z)(x, 0)w0)tg = 0
(from (13) and (15)), we can apply Proposition 1.2 and we obtain
wz ∈ H2(0, T ;H) ∩H1(0, T ;H2(Ω)N ∩W ) (102)
for each z ∈ Z0.
Let us introduce the space
Z˜ = H1(0, T ;H2(Ω) ∩W ) ∩H2(0, T ;H).
Observe that Z˜ is compactly embedded into Z. Indeed, this can be deduced from H2(Ω) ⊂ W ν1+1/2,ν1+1(Ω)
compactly (recall that ν1 > 1 arbitrarily small) and
Z˜ ⊂ H(3−(−ε))/2(0, T ;Hν2+1/2+ε(Ω)N ) ∩H1(0, T ;H2(Ω)N ) continuously
for positive ε arbitrarily small (in fact, we can even take ε < 1/2). This can be established by interpolation
spaces arguments.
Let Λ(z) be the set constituted by the controls vz ∈ H1(0, T ;L2(ω)N ) ∩ C0([0, T ];H1(ω)N ) driving the
solution wz of system (100) to zero at time T and such that (101) holds. On the other hand, let us introduce
their associated states
A(z) = {wz solution of (100) : vz ∈ Λ(z)}.
Observe that A(z) ⊂ Z˜ c⊂ Z. Furthermore, for every z ∈ Z,
‖wz‖Z ≤ C˜(Ω, ω, T, ‖z‖Z, ‖F (y; z)‖Z)‖w0‖H3∩W , (103)
for certain positive constant C˜.
Our goal is to prove that the set-valued mapping
z −→ A(z)
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has a ﬁxed point with the additional hypothesis ‖w0‖H3∩W ≤ δ(Ω, ω, T, , ν). This would ﬁnish the proof of
Theorem 0.2. To this end, we will apply Kakutani’s theorem (see [2]): let
A : Z0 −→ Z0
be a set-valued mapping such that
• A(z) is a nonempty closed convex set of Z0, for every z ∈ Z0.
• There exists a convex compact set K ⊂ Z0 such that A(K) ⊂ K.
• A is upper-hemicontinuous in Z0, i.e., ∀λ ∈ Z ′0, the mapping
z −→ sup
w∈A(z)
〈λ,w〉Z′0Z0
is upper semicontinuous.
Then, there exists z ∈ K such that z ∈ A(z).
The ﬁrst item is readily satisﬁed. In order to prove the second one, let M > 0 be given and let us denote
C(M) = sup
‖z‖Z≤M
C˜(Ω, ω, T, , ν, ‖z‖Z, ‖F (y; z)‖Z),
where C˜ was introduced in (103). Then, with a choice like δ = M/C˜(M), we have that A sends the closed
convex set
K˜ = {z ∈ Z0 : ‖z‖Z ≤ M}
in a compact set K ⊂ K˜. This comes from the fact that Z˜ is compactly embedded into Z.
Let us ﬁnally prove the upper-hemicontinuity of A. Let
zk → z in Z.
From the compactness of A(zk), we have that
sup
w∈A(zk)
〈λ,w〉Z′Z = 〈λ,wk〉Z′Z
for certain wk ∈ A(zk). We choose {zk′} ⊂ {zk} such that
lim sup
k→∞
sup
w∈A(zk)
〈λ,w〉Z′Z = lim
k′→∞
〈λ,wk′ 〉Z′Z
and denote by vk′ the controls belonging to Λ(zk′) associated to wk′ , so that they fulﬁll the system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎩
∂twk′ −∇ · (Dwk′ ) + (zk′ ,∇)wk′ + (zk′ ,∇)y + (y,∇)zk′ +∇pk′ = vk′ζ in Q,
∇ · wk′ = 0 in Q,
wk′ · n = 0, (Dwk′ · n)tg + (F (y; zk′)wk′ )tg = 0 on Σ,
wk′ (·, 0) = w0(·) in Ω.
Then, using F (zk′) → F (z) in Z, estimates (103) and (101) and Z˜
c⊂ Z, we ﬁnd (at least for a subsequence)
wk′ → w∗ in Z
and
vk′ → v∗ weakly in H1(0, T ;L2(ω)N ) ∩ L∞(0, T ;L2(ω)N ).
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It is not diﬃcult then to deduce that v∗ ∈ Λ(z) and w∗ ∈ A(z). Hence,
lim
k′→∞
sup
w∈A(zk′)
〈λ,w〉Z′Z = 〈λ,w∗〉Z′Z ≤ sup
w∈A(z)
〈λ,w〉Z′Z ,
as we wanted to prove. 
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