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Resumo
O uso de múltiplas antenas em comunicações sem fio permitiu, inicialmente, garan-
tir que um sinal transmitido fosse recebido com maior energia, o que diretamente aumenta
a probabilidade de sucesso na recuperação dos dados transmitidos. Posteriormente, foi
possível aumentar a capacidade de uma comunicação sem fio utilizando múltiplas ante-
nas transmitindo e recebendo ao mesmo tempo. Atualmente, os dispositivos móveis como
telefones celulares e computadores pessoais já são equipados com múltiplas antenas ga-
rantindo uma flexibilidade entre taxas maiores, quando as condições são favoráveis, ou
aumento da confiabilidade de recepção, em condições menos favoráveis. Além dos graus de
liberdade trazidos com a utilização de múltiplas antenas para uma comunicação ponto-
a-ponto, os benefícios para uma rede onde um ou mais elementos façam uso destas é
notável.
Neste trabalho, apresentamos um estudo sobre o impacto do uso de múltiplas an-
tenas em diversos tipos de redes compostas por múltiplos usuários fazendo uso do canal
sem fio ao mesmo tempo. Como será visto, em algumas situações o objetivo será reduzir a
probabilidade de que ocorra uma falha na comunicação, havendo ou não interferência. Em
outras situações, faremos um estudo da capacidade-soma de vários usuários ao transmiti-
rem ao mesmo tempo. Em todos os casos, o conhecimento ou não do canal no transmissor
é fator determinante para decidir como os sinais serão distribuídos nas múltiplas antenas
do transmissor e se estes estarão sujeitos a uma probabilidade de bloqueio ou uma deter-
minada capacidade. Em todos os casos, para uma dada configuração da rede (número de
transmissores, receptores), iremos obter a métrica adequada em função da relação sinal
ruído e apresentaremos uma modelagem teórica do problema comparando os resultados
propostos com simulações de forma a validar estes resultados.
Abstract
The first use of multiple antennas in wireless communications aimed to the im-
provement of the reliability of a transmission by improving the signal to noise ratio at
receiver. More energy of the desired signal means that the receiver has higher probability
to correctly decode the transmitted signal. Later, it was possible to increase the capac-
ity of a wireless communication by the use of multiple antennas to transmit and receive
at the same time. Nowadays, even the inexpensive mobile devices such as smartphones
and personal computers are equipped with multiple antennas that provide flexibility be-
tween more data rate in favorable channel situations and more reliability in poor channel
conditions. Besides the degrees of freedom that multiple antennas provide in single user
communication, it dramatically increases the network data rate.
In this work, we study the impact of multiple antennas in several multi-user sce-
narios with concurrent transmission. Whenever is possible, we provide closed-form expres-
sions or approximations for outage probability or sum capacity depending on the type of
network. The derived expressions allow us to quantify the impact of the number of users
and number of antennas in the performance of the network. We quantify either outage or
sum capacity in terms of signal-to-noise ratio for channels under fading conditions.
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1 Introduction
In this chapter, we first present our motivation to study Multiple Input Multiple
Output (MIMO) and the different scenarios inside this work. Then, we present some
basic aspects of MIMO system. These aspects include: “Why to use MIMO?”; the role
of Random Matrix Theory (RMT) in characterizing MIMO systems and the special kind
of matrix, the Wishart matrix. Finally, the aspects of each separate study that we have
investigated are presented in the end of this chapter after the list of publications where
these works appeared.
1.1 Motivation
Wireless communications are present almost everywhere and data rate carried
by networks needs to increase every day to support demand from users. It is now well
acknowledged that the use of MIMO scheme is crucial to increase the capacity and reli-
ability of wireless systems. MIMO setup provides several benefits such as higher received
power via beamforming, higher channel capacity via spatial multiplexing without increas-
ing bandwidth or transmission power, and improved transmission robustness via diversity
coding [3]. Current cellular systems such as 4G Long Term Evolution (LTE) are using
MIMO and the next generation system such as fifth generation (5G) consider the deploy-
ment of terminal with dozens of antennas, the so-called Massive MIMO.
For many years, a wireless communication system was formed by one transmitter
and one receiver, each one equipped with a single antenna. One of the first techniques
employed in the physical layer was antenna diversity in the receiver to increase received
power signal and combat fading phenomena [4]. Emre Telatar, in his seminal paper [5],
presented the potential gains of MIMO systems over single-antenna systems in terms of
capacity (transmission rate).
Our motivation is to cover some aspects of the performance of MIMO systems
when it comes to multi-user scenarios. As will be described in more detail as follows,
when a second, third, and so on, user is added to a network where the nodes have multiple
antennas, some performance metrics deeply change due to the degrees of freedom that
the increase of users bring to the network. Although this thesis present four separate
problems, our motivation was to deal with two different scenarios. First, the multi-user
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MIMO (MU-MIMO) case, where the transmitters, due to the lack of channel knowledge
beforehand, have to transmit with a constant rate. Due to the channel variations, this
constant rate could lead to an outage situation [6]. In order to understand, quantify, and
relate the outage probability (OP) with the signal power we have faced the problem to
find the distribution of eigenvalues of sum of random matrices not yet completely known
in literature. Second, supposing a full channel knowledge at both sides (transmitters and
receivers), our aim was to discover how close we can get from the theoretical capacity
using a precoding scheme to mitigate the multi-user interference. This second problem
also deals with matrices, more specific to the appropriate selection of them in order to
design a good linear precoder to approach the capacity.
Before we dive into the details of our investigation, let us first review some impor-
tant concepts about MIMO.
1.2 Historical review of MIMO and related works
The possible application of MIMO in wireless systems probably gained much more
attention after Telatar’s canonical work [5]. Telatar has shown that the capacity of a
MIMO system is directly related to the realizations of the RMT. However, since the
matrix dimensions grow as the number of antennas in the system is increased, evalua-
tion of the capacity is a complex task. One key contribution of Telatar’s work was to
use RMT to show that instead of working with the matrix probability density functions
(PDF), the mutual information distribution could be accessed just by using the joint
probability density function (JPDF) of its eigenvalues. RMT has evolved into a truly
multidisciplinary subject with its applications in fields as varied as communication the-
ory, quantum transport, quantum chromodynamics, quantum information theory, string
theory, econophysics, number theory etc. [7]. Random matrices also appeared in the works
of Winters [8] and Foschini [9]. All these works have shown that the use of multiple anten-
nas could enhance capacity in systems with limited bandwidth. In all cases, the analysis
used matrices mathematical tools.
In Telatar’s paper [5], MIMO point-to-point channel ergodic capacity (EC) has
been found. He has shown that instead of dealing with the JPDF of a Wishart distributed
matrix [10], which is not easy to handle even for small dimensions, it suffices to use the
JPDF of its eigenvalues given by James [11]. Such a simplification is possible in view of
the unitary-invariant nature of the channel capacity and other metrics which are usually
employed to characterize the MIMO systems. Since then, there has been a great deal of
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interest in exploring and comprehending the properties of Wishart matrices. For example,
Wang and Giannakis [12] showed that the mutual information could be well approximated
by a Gaussian distribution. Since a Gaussian distribution is fully characterized by its mean
and variance, the problem reduces to working out these two parameters. The calculation
of mean of mutual information yields the EC, while the Gaussian approximation of mutual
information can be used to obtain the OP.
As a special case of Hermitian matrices, Wishart matrices arise in scenarios where
MIMO systems are subject to Rician or Rayleigh fading. As indicated above, the per-
formance of MIMO systems can be statistically predicted with the aid of eigenvalues
distribution of Wishart matrices [5], [13]. For example, the channel matrix in a MIMO
system relates to a Wishart matrix, whose eigenvalue statistics lead to the knowledge of
the EC [5]. On the other hand, the distribution of the largest and smallest eigenvalue can
be used to analyze the performance of MIMO maximal ratio combining (MRC) systems
and MIMO antenna selection techniques, respectively [13]. In [14], the authors show how
Wishart matrix is present in the spectrum sensing problem in multiple antenna cognitive
radio networks. In [15], the authors have shown that the symbol error rate (SER) perfor-
mance of MIMO systems employing multichannel beamforming in arbitrary-rank Rician
channels is dominated by the sub channel SER corresponding to the minimum channel
singular value. Their results are based on marginal ordered eigenvalue distributions of
complex noncentral Wishart matrices. Since in the slow fading scenario there is no EC by
definition [6], a metric denominated OP is required to evaluate the system performance.
The OP is related to the cumulative eigenvalue distribution function of a Wishart ma-
trix [5], [15], [12]. Due to physical nature of wireless channel and all possible arrangements
for antennas arrays, different types of Wishart matrices have been studied, such as central
and noncentral, associated with Rayleigh and Rician fading, respectively; uncorrelated,
semi-correlated, and double-correlated, associated with the antenna correlation at the
transmitter side and at the receiver side [16], [17].
The case of a single user MIMO (SU-MIMO) channel has been extensively studied.
In [18] a closed-form expression for EC was derived for any number of antennas in the
Rayleigh fading scenario. The exact distribution of mutual information was presented in
[19] for dual MIMO systems under Rician fading. In [20] the MIMO channel capacity over
the Hoyt fading channel was presented. In [21] random matrix model for the Nakagami-𝑞
(Hoyt) fading MIMO communication channels with arbitrary number of transmitting and
receiving antennas is considered. The Gaussian approximation was investigated in [22]
for the Rician fading channel in the asymptotic regime of large number of transmitting
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and receiving antennas. In [23] the authors showed that Gaussian approximation remains
quite robust even for large signal-to-noise ratio (SNR) for the case of unequal numbers
of transmitting and receiving antenna arrays, while it deviates strongly from the exact
result for equal number of antenna arrays.
Beside the SU-MIMO scenario, MU-MIMO systems have been studied in a vari-
ety of networks such as, Broadcast Channel (BC), Interference Channel (IC), Multiple
Access Channel (MAC), and Relay Channel. Earlier, much effort was devoted to extend
the already known results for single antenna case to the MIMO case [24]. Recent works
have been investigating how multiple antennas can be utilized to reduce interference in
MU-MIMO [25]. For example, we outline the relay case. The old principle of repeater,
which was just amplify-and-forward (AF) the signal, aggregates advanced techniques.
Therefore, the repeater, now called relay, could detect, demodulate, and if applicable,
decode the received signal before either re-encoding, re-modulating and retransmitting or
simply re-modulating and retransmitting it. This method is known as decode-and-forward
(DF) [26]. The LTE-Advanced and the 5G systems consider the use of relay as an efficient
method to improve their performance (coverage extension and throughput enhancement).
Furthermore, relay has an important role in cooperative communications, which will ex-
ploit the devices ability to collaborate with each other on different manners. As MIMO
and relay will be present in many wireless systems, it is necessary to investigate how these
two techniques work together in a scenario where fading is an important factor.
For the MU-MIMO scenario there exists many open problems, such as the general
capacity for the MIMO Relay channel. In a wireless multi-user channel, we are generally
more concerned in the overall information rate (capacity) of the system than the indi-
vidual user rates as in the single user channel [27, Ch. 15]. In this way, we could define
metrics associated with the joint users performance, such as, symmetric capacity and sum
capacity. The former is the maximum common rate at which both users can simultane-
ously reliably communicate; the latter is the maximum total sum rate (also known as
throughput) that can be achieved [6, pg. 230] and can be seen as a constraint that limits
the individual rates of each user. As can be inferred from the sum capacity name, to
evaluate this metric we have to add up the rates of each user. This operation leads to a
summation of Wishart matrices associated with each one of the MIMO channels involved
in the multi-user system. For example, this situation occurs in MIMO MAC, where 𝐾
users with multiple transmitting antennas communicate with one destination also with
multiple receiving antennas [28]; and MIMO Relay channel, where a MIMO transmitter
communicates with a MIMO receiver with the help of a MIMO relay [1]. For MIMO
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MAC, the sum capacity is a desired metric on performance [24]. For MIMO Relay, the
sum capacity is used to determine the cut-set upper bound on the channel capacity [1].
Besides the sum rate another metric is the OP. When nodes, i.e. transmitter and
receiver, don’t move fast, the slow-fading is the main degrading cause. In this type of
channel, the time duration in which the channel behaves in a correlated manner is long
compared with the time duration of one transmission symbol [29]. Thus, one can expect
the channel state to virtually remain unchanged during the time in which one symbol is
transmitted. The primary degradation in slow-fading channel is loss in SNR, since the
receiver needs at least a sufficient SNR level so as to correctly decode transmitted signal.
In this case, it’s extremely important to estimate the probability that the received signal
will be above an arbitrary SNR threshold or even above certain data rate. In other words,
for each random MIMO channel realization there is an associated mutual information
denoted by ℐ, between the transmitter and receiver. The variable ℐ is conditioned on the
channel realization, which is changing over time according to a Rayleigh distribution. The
probability that conditional ℐ is less than a given data rate ℛ, which is 𝒫 = Pr [ℐ < ℛ], is
known as OP [26]. The knowledge of 𝒫 is important to determine which is the percentage
of time that an acceptable communication quality is not available.
1.3 Summary of works in this thesis
1.3.1 List of Publications
The next chapters are derived from the following papers:
∙ Chapter 2
G. F. Pivaro, G. Fraidenraich and C. F. Dias, “Outage Probability for MIMO Relay
Channel,” in IEEE Transactions on Communications, vol. 62, no. 11, pp. 3791-3800,
Nov. 2014. c○ 2014 IEEE.
∙ Chapter 3
C. F. Dias, G. F. Pivaro and G. Fraidenraich, “Outage probability for MIMO MAC
channels,” 5G for Ubiquitous Connectivity (5GU), 2014 1st International Conference
on, Akaslompolo, 2014, pp. 198-202. c○ 2014 IEEE.
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G. F. Pivaro, C. F. Dias and G. Fraidenraich, “Outage probability of dual-hop
decode and forward MIMO relay with co-channel interference,” Telecommunications
Symposium (ITS), 2014 International, Sao Paulo, 2014, pp. 1-5. c○ 2014 IEEE.
S. Kumar, G. F. Pivaro, C. F. Dias and G. Fraidenraich,“On the Exact and
Approximate Eigenvalue Distribution for Sum of Wishart Matrices,” available at
http://arxiv.org/abs/1504.00222, April 2015.
∙ Chapter 4
G. F. Pivaro, S. Kumar, and G. Fraidenraich,“On the Exact Distribution of Mutual
Information of Two-user MIMO MAC Based on Quotient Distribution of Wishart
Matrices,” available at http://arxiv.org/abs/1601.03439, January 2016.
∙ Chapter 5
D. Silva, G. F. Pivaro, G. Fraidenraich, and B. Aazhang, “Approaching the Sum
Capacity of the Gaussian Broadcast Channel with Integer-Forcing Precoding” in
preparation.
1.3.2 Preview of Chapter 2
Outage Probability for MIMO Relay Channel
The exact computation of MIMO channel OP is an intricate problem and has been
tackled in [12]. The authors have found a closed-form expression for 𝒫 in terms of the
moment generating function (MGF) of ℐ, which depends on the eigenvalue distribution
of the complex Wishart matrix. Also, it has been shown that the PDF of ℐ can be well
approximated by a Gaussian distribution, where the mean (𝜇ℐ) and variance (𝜎2ℐ) can
be found by means of bivariate eigenvalue distribution. Differently for MIMO channel,
where ℐ depends on just one Wishart matrix [5], for MIMO cooperative relaying channel,
ℐ depends on two Wishart matrices [1]. More specifically, as will be shown in Section 2.1,
ℐ is function of a linear combination of two Wishart matrices (𝑎1W1 +𝑎2W2). And to the
best of the authors’ knowledge the distribution of the weighted sum of Wishart matrices
was just known for 𝑎1 = 𝑎2.
MIMO relay channel has been approached by some authors. In [30], they have
derived the channel capacity for dual-hop network model with one source (S), one desti-
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nation (D) and 𝐾 relays (R). However, the direct link (DT) between S and D nodes was
disregarded due to the larger distance. They also have assumed the same total transmit
power for S and R nodes. In [31], DF cooperative MIMO relay channel has been studied
and closed-form expressions for SNR outage probability at destination have been derived.
It was considered that S and R transmit with orthogonal space-time block code (OSTBC),
whereas R and D employ MRC for reception. A similar analysis is presented in [32] for
MIMO channel with noncoherent AF relaying, where the source to relay and the relay to
destination channels undergo Rayleigh fading and Rician fading, respectively. Moreover,
it was supposed no DT between S and D nodes. The OP for AF and DF protocol has
been studied in [33], however, they have considered that S and D nodes are equipped with
multiple antennas, and R is equipped with a single antenna due to complexity constraints.
They also have assumed no DT, and this was motivated by the fact that direct link may
be much weaker than the relay one, due to non-line-of-sight (NLOS) for example, and
thus can be neglected. This assumption makes the analysis more tractable. In [1], EC
bounds for MIMO relay channels has been presented. The bounds presented there will
be used in Chapter 2 to find OP expressions, and also to obtain the distribution of ℐ.
Although finite discrete constellation provides better understanding for achievable rate of
the practical systems [34], Gaussian inputs, considered here, are capacity-achieving sig-
naling. Moreover, in [35], the analysis was not restricted to Gaussian channel inputs, but
they faced the same problem described before, and have to assume large-system analysis
to overcome the problem.
Contribution: As shown previously, there are many works in literature that deal with OP
subject for MIMO and relay systems. However, no one presents an approach for general
case, which holds effective either for any number of antennas or SNR values. Furthermore,
in Chapter 2 the total cooperation over time and all nodes equipped with MIMO are
considered. Therefore, the major contributions of this Chapter are as follows:
∙ A complete analysis of how the distribution of Wishart matrices is affected by nodes
location, and how to obtain the Wishart sum distribution for each different case.
This is performed using a new method to determine the degrees of freedom of the
resulting equivalent Wishart matrix.
∙ The extension of the results from [12] and [1] to approximate ℐ as a Gaussian
variable and how to obtain its mean and variance. Using this approach, closed-form
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expressions for the PDF and OP for the upper and lower bounds of the mutual
information ℐ is presented.
1.3.3 Preview of Chapter 3
On the Exact and Approximate Eigenvalue Distribution for Sum of Wishart Ma-
trices
The Chapter 3 analyzes the sum capacity under fast-fading Rayleigh distribution.
Our aim is to determine the ergodic sum capacity (ESC) for MU-MIMO scenario. Our
idea is to use the framework identical to that of a single-user case. It means that we
wish to obtain the ESC using the marginal eigenvalue distribution of the sum of Wishart
matrices.
For a SU-MIMO case, the PDF of the eigenvalues of a Wishart matrix was given
in [11], and since then many advances have been achieved for the most variate cases of
Wishart distributions. More recently, results on the product of rectangular random matri-
ces have appeared in [36] where the authors have investigated ergodic mutual information
in MIMO communication channel with multi-fold scattering. By contrast, the progress
for the eigenvalues distribution of the sum of Wishart matrices has not been going at the
same pace.
Although the most well-known result for the sum of Wishart matrices dates back
to 1960’s, it is valid only for the specific case where all matrices have the same covari-
ance matrix [37]; not much is known for the general case of arbitrary covariance matrices.
In [38], the authors have considered linear combination of central Wishart matrices with
positive coefficients. They have proposed approximating the distributions of the linear
combination by central Wishart distributions. Furthermore, in the context of multivari-
ate Behrens-Fisher problem, a similar approximation to solve the linear sum of Wishart
matrices has been given in [39]. Therein the authors have approximated the sum by a sin-
gle Wishart distribution by determining the associated degree of freedom (DoF) and the
parameter matrix. A very recent work in this direction is [40], where exact matrix distri-
bution has been computed for the sum of two Wishart matrices with arbitrary covariance
matrices. Moreover, explicit result for the eigenvalue statistics has been worked out for
the case when one of the Wishart matrices possesses covariance matrix proportional to
the identity matrix. In the present work we are concerned with the eigenvalue statistics
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for the sum of arbitrary number of central Wishart matrices with covariance matrices
proportional to the identity matrix.
For the MIMO MAC channel, the ESC has never been obtained due to the lack
of analytical results for the eigenvalue JPDF of sum of Wishart matrices. However, the
capacity with perfect channel state information at receiver and transmitter (CSITR) sides
is very well studied. With perfect channel state information at transmitter (CSIT) and
channel state information at receiver (CSIR) the system can be viewed as a set of parallel
non interfering MIMO MACs. Thus, the EC region can be obtained as an average of
these parallel MIMO MAC capacity regions (see [24] and the references therein). Another
approach is to obtain asymptotic results on the ESC of MIMO MAC channels. This can be
done by considering that the number of receive antennas and the number of transmitters
tend to infinity [24].
Contribution: Therefore, to determine the ESC for MIMO multi-user scenarios described
above, the major contributions of this Chapter are as follows.
∙ We proposed two distinct approaches. The first approach is the derivation of an exact
closed-form expression for the marginal eigenvalue distribution of the sum of Wishart
matrices. The main idea behind this solution is to demonstrate that the matrix
resulting from the weighted sum of 𝐾 Wishart matrices can be rewritten as the
product of a single matrix and its conjugate transpose. This resulting Wishart matrix
happens to correspond to a covariance matrix which incorporates the information
about the weights. Therefore, its eigenvalue distribution follows from the pre-existing
knowledge about Wishart semicorrelated matrices.
∙ Our second proposed solution is to approximate the sum of 𝐾 independent Wishart
matrices by just one equivalent Wishart matrix. This approach is based on the idea
of equating the cumulants, as done in [38] for the case of general covariance matrices.
We have found a simple and compact closed-form expression to determine the DoF
of this equivalent Wishart matrix.
∙ In order to show that our proposed solutions are valid, we have chosen the two
MU-MIMO scenario described before, viz. MIMO MAC and MIMO Relay. First, by
considering an arbitrary set of parameters, we show that the Monte Carlo simulated
eigenvalue distribution of the sum of Wishart matrices is perfectly described by our
exact expression. Then, we apply our approximation to find an equivalent Wishart
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matrix, and compare its eigenvalue distribution with the simulated results. The
results are promising.
∙ Moving a step forward, we present a new closed-form expression for the ESC. This
expression takes as input the exact eigenvalue distribution of the sum of Wishart
matrices or the approximate eigenvalue distribution of the equivalent Wishart. We
show that the analytical ESC matches the simulation results perfectly.
1.3.4 Preview of Chapter 4
On the Exact Distribution of Mutual Information of Two-user MIMO MAC Based
on Quotient Distribution of Wishart Matrices
In Chapter 4, we derive exact expressions to obtain the distribution and the OP
of the mutual information for a two-user MIMO MAC. To the best of our knowledge,
no exact expressions were derived before under the following assumptions: CSIR only,
Rayleigh fading, and successive decoding (SC) [6]. The main difficulty to derive exact
expressions for this scenario is that the mutual information is a random variable that
depends on the quotient of two Wishart matrices [11].
The recent derivation of the JPDF of the eigenvalues of the quotient ensemble
presented in [41] opened the possibility to describe in an exact manner the behavior
of the mutual information in this common scenario in wireless networks. Therefore, we
derive the exact expressions related to the mutual information that allows, for example,
the analysis of the impact of adding more antennas at the receiver on the performance of
the network. In addition, we also work out the probability distributions and densities of
extreme eigenvalues of the quotient ensemble.
We emphasize that the scenario proposed here is of practical interest since when
there is no CSIT, then the transmitter encode its messages with a fixed rate [3, 24] and
therefore under the slow fading scenario an outage event occurs [3]. Our aim here, is to
track the OP based on the message rate, on the number of antennas at all nodes, and the
SNR.
We assume a successive interference cancellation (SIC) scenario [6], where the
first user to be decoded is affected for the signal of the second user (that experience an
interference free scenario). Therefore, we focus on the mutual information distribution
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of the first user. With our expressions, we can quantify the performance improvement
achieved with extra power or antennas.
Although much investigation has been conducted to determine the capacity region
and EC of MIMO MAC network, only a few works have focused on the determination
of OP for this channel. In [25] the authors, assuming correlated Rayleigh fading in a
multi-user MIMO beamforming network with channel distribution information (CDI),
derived a closed-form expression for the outage probability. This expression was used to
derive algorithms for joint transmit/receive beamforming and power control to minimize
the weighted sum power in the network while guaranteeing this OP. In [42] the authors
derived closed-form expressions for OP in MIMO IC under the assumption of Gaussian-
distributed CSI error, and derived the asymptotic behavior of the OP as a function of
several system parameters based on the Chernoff bound. In [43] the authors compared the
performance in terms of capacity and maximum throughput, of a BC multi-user MIMO
system and a MIMO time-division multiple-access (TDMA) MIMO system. Their key
assumption is that the number of transmit antennas is much larger than the number of
receive antennas at each user and CSIT. In [44] the authors analyzed asymptotic weighted
sum rate maximization in the MIMO multiple access channel. In [45] the authors propose
an iterative algorithm to design optimal linear transmitters and receivers in a 𝐾-user
frequency-flat MIMO IC with CSITR.
Contribution: The major contributions of Chapter 4 to determine the distribution and
the OP of the mutual information for a two-user MIMO MAC are as follows.
∙ The exact results for the cumulative distribution function (CDF) and PDF of the
extreme eigenvalues of the quotient ensemble comprising two Wishart matrices.
∙ The exact results for the mutual information for the case when it is a random
variable of the quotient of two Wishart matrices. Both the PDF and CDF of mutual
information could be written as a function of JPDF derived in [41].
∙ Two different methods to derive the exact expressions for PDF and CDF of the
mutual information. The first one relies on direct integration of the JPDF, while
the second one is to use Laplace transform approach.
∙ We also present the means to obtain the mean and variance of mutual information
using the first order and the second order marginal densities (one point and two-
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point correlation functions). With these parameters, we also obtain the Gaussian
approximation that is straightforward to use and matches the exact results.
∙ Finally, we use the above derivations to analyze the OP for a two-user MIMO MAC
in a low SNR scenario.
1.3.5 Preview of Chapter 5
On Integer-Forcing Precoding for the Gaussian MIMO Broadcast Channel
MIMO BC have received significant attention in recent years. One reason is that,
with CSIT the sum rate of the system (throughput) scales linearly with the minimum of
the number of transmit antennas and the aggregate number of receive antennas [6]. Thus,
given enough receivers, the throughput can be increased simply by increasing the number
of transmit antennas, even if each receiver has only a single antenna.
While the capacity region of the Gaussian MIMO BC is well known, it has only
been achieved so far using the so-called dirty-paper coding (DPC) technique [46–51].
However, DPC is widely regarded as being of mostly theoretical value, due to its sig-
nificantly high implementation complexity [2, 24, 47, 52]. As a consequence, suboptimal,
lower-complexity schemes have been intensively investigated, with the goal of enabling a
practical implementation that achieves good performance.
The simplest and yet very rich class of alternative methods is that of linear precod-
ing (or beamforming), which consists simply of multiplying the (complex-valued) signals
to be transmitted by a well-chosen matrix [52, 53]. Popular methods in this class include
zero-forcing (ZF) precoding, which aims at creating orthogonal channels to the receivers,
and regularized zero-forcing (RZF) precoding, a modification of ZF that improves its per-
formance for low SNR, also known as minimum mean-square error (MMSE) scheme. While
these methods are simple and achieve the same multiplexing gain as DPC, they suffer a
significant penalty when the aggregate number of receive antennas is equal or slightly less
than the number of transmit antennas, even for asymptotically high SNR [54]. However,
even optimal linear precoding [53] (which is currently infeasible to implement in practice)
falls short of achieving the DPC performance.
Recently, an integer-forcing (IF) approach to the problem has been proposed that
appears to provide promising gains without a significant increase in complexity [55–57].
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The approach is inspired by the compute-and-forward (CF) framework for the MAC [58]
and fundamentally relies on the duality between the MAC and the BC.
Recall that a popular low-complexity approach to the MIMO MAC (where multiple
single antenna transmitters communicate with a single multi antenna receiver) is the dual
of linear precoding for the MIMO BC: namely, to use linear equalization followed by
independent decoding of the equalized signals. A special case is ZF equalization, which
aims at inverting the channel matrix, i.e., it creates an effective channel matrix that is
identity (or approximately identity in the case of MMSE equalization).
Alternatively, one can generalize this approach by applying IF equalization [59],
which creates an effective channel matrix that is approximately integer (but not necessarily
identity). Provided that integer linear combinations of the transmitted signals are still code
words in the same code (i.e., lattice coding must be used), then the equalized signals can
be independently decoded, allowing noise to be removed before the integer linear system of
equations is solved to recover the original messages. The latter is thus a lossless operation,
performed entirely in the digital domain. Since lattice coding is capacity-achieving, it
follows that this scheme achieves at least the same and typically much higher rates than
ZF/MMSE, with a potentially similar1 implementation complexity.
Reversing these steps (equalization, lattice decoding, integer-matrix inversion) for
the MIMO BC, the ZF/RZF precoder is replaced by an IF precoder, which is fed lattice-
encoded signals generated from integer linear combinations of messages. This integer
mixing of messages aims at pre-inverting the effective channel matrix, so that the signal
observed by each receiver contains only the contribution of the message intended to that
receiver (plus noise). This approach was originally proposed in [55, 56] (therein called
reverse compute-and-forward (RCF)) for a specific (suboptimal) choice of precoding and
integer matrices. A general approach, allowing arbitrary precoding and integer matrices
(as well as non-uniform power allocation among the lattice-encoded signals) under a sum
power constraint on the transmit signals, was recently proposed in [57] in the context of
the duality between MIMO MAC and MIMO BC. Specifically, it is shown in [57] that
any rate-tuple achievable by IF on the MIMO MAC can be achieved by IF on the MIMO
BC with the same sum power, and vice-versa. However, efficiently finding an optimal
choice of the precoding and integer matrices (as well as the power allocation among the
lattice-encoded signals) is currently an open problem.
1 More precisely, a fair comparison should take into account the complexity of selecting the integer
matrix as well as the additional complexity in restricting to lattice relative to non-lattice encod-
ing/decoding, under practical constraints.
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Contribution: In Chapter 5, we restrict attention to the special case of IF with uniform
power allocation among the lattice-encoded signals and focus on the optimization of the
precoding and integer matrices. The major contributions of this Chapter are as follows.
∙ We propose a specific structure for the precoding matrix, called exact IF (EIF), and
analyze its performance for high SNR.
∙ For the case of two receivers and high SNR, we derive the optimal solution for
both the precoding matrix and the integer matrix. In a surprising contrast to the
MAC case—which typically requires solving a lattice basis reduction problem in
order to find an optimal integer matrix—we show that both matrices can be found
analytically (and therefore very efficiently), which in turn provides an expression for
the achievable sum rate of IF in almost closed form.
∙ In particular, we show that the gap between the sum rate achievable by IF and that
of DPC is upper bounded by 0.27 bits for any channel matrix.
∙ For general SNR, we propose a regularized version of EIF (RIF) and show numeri-
cally that the method achieves a performance very close to DPC.
1.4 Notation
We use boldface A and a to denote matrices and vectors, respectively. The vectors
are row vectors given by a =
[︁
𝑎1 · · · 𝑎𝑀
]︁
. The Euclidean norm of a vector is denoted
by ‖ · ‖. E[·] is the expectation operator. det(·) denotes the determinant and A−1 the
inverse of a square matrix A. For any general matrix, A† denotes the conjugate transpose
and tr(·) denotes the trace. I denotes the identity matrix and diag (·) denotes a diagonal
matrix. Finally, | · | is the absolute value and log+2 (·) = max[0, log2(·)].
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2 Outage Probability for MIMO Relay Chan-
nel
Reprinted, with permission, from G. F. Pivaro, G. Fraidenraich and C. F. Dias, “Outage
Probability for MIMO Relay Channel,” in IEEE Transactions on Communications, vol.
62, no. 11, pp. 3791-3800, Nov. 2014. c○ 2014 IEEE.
The channel capacity for the MIMO relay channel is still an open problem under
any nondegenerate channel gain and power constraint [60]. In view of this gap, upper
and lower bounds were found by [1]. This chapter presents an extensive study of mutual
information and OP of Rayleigh fading MIMO relay channels based on the eigenvalues
distribution for the sum of complex Wishart matrices.
Interestingly, for certain scenarios, upper and lower bounds are coincident pro-
viding the real channel capacity. In order to compute OP, a Gaussian approximation for
mutual information has been used. Furthermore, it was proposed an equivalent distribu-
tion for the sum of Wishart matrices, which proves to be excellent in all scenarios.
Closed-form expressions for probability density function and OP have been found
for the general case of any number of antennas and any SNR values. Analytical expressions
have been validated by means of Monte Carlo simulations.
The rest of this chapter is organized as follows. In Section 2.1, system model is
presented. The problem statement is done in Section 2.2, and Section 2.3 presents our
proposed solution. The OP for the upper and lower bounds are presented in Section 2.4.
Section 2.5 shows a method to calculate the mean and variance of mutual information
ℐ. In Section 2.6, the derivation of the main expression for the case where all nodes are
equipped with two antennas (2 × 2 × 2 case) is presented. Numerical results are presented
in Section 2.7. Finally, the summary is presented in Section 2.8.












Figure 1 – System Model of MIMO relay channel. The source (S), equipped with𝑀𝑠 trans-
mitting antennas, wants to communicate with the destination (D), equipped
with 𝑁𝑑 receiving antennas. The relay (R), equipped with 𝑀𝑟 and 𝑁𝑟 trans-
mitting and receiving antennas, respectively, could collaborate in this commu-
nication.
2.1 System Model
MIMO cooperative relaying channel is shown in Fig. 1. The S and R nodes have
𝑀𝑠 and 𝑀𝑟 transmitting antennas, respectively, and R and D nodes have 𝑁𝑟 and 𝑁𝑑
receiving antennas, respectively. Arrows indicate signal direction of links: from S to D
(sd), also known as DT; from S to R (sr); and from R to D (rd), known as multi-hop
transmission (MHT). Here, DT and MHT schemes are being considered as working in
cooperation. Thus, this is taken into account for derivation of the mutual information ℐ
distribution and the OP 𝒫 . A priori, these nodes can be located geographically in three
different ways: all the three nodes are within the same distance (Case I); R is closer to S
than to D node (Case II); and R is closer to D than to S node (Case III).










∙ x𝑠, x𝑟 are 𝑀𝑠 × 1 and 𝑀𝑟 × 1 transmitted signals from S and R nodes, respectively;
the power constrains on transmit signals are E[x†𝑠x𝑠] 6𝑀𝑠 and E[x†𝑟x𝑟] 6𝑀𝑟; where
E[·] denotes the expectation operator, and (·)† denotes the conjugate transpose.
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∙ y𝑑 and y𝑟 are 𝑁𝑑 × 1 and 𝑁𝑟 × 1 received signals at D and R nodes, respectively.
∙ Hsr, Hsd, and H𝑟𝑑 are 𝑁𝑟 × 𝑀𝑠, 𝑁𝑑 × 𝑀𝑠, and 𝑁𝑑 × 𝑀𝑟 channel gain matrices, as
depicted in Fig. 1. It’s being considered here the scenario where Hsr, Hsd, and H𝑟𝑑
are random and independent matrices. The entries of each matrix are independent
and identically distributed (i.i.d.) complex Gaussian variables with zero-mean, in-
dependent real and imaginary parts, each with variance 𝜎2. Moreover, the matrices
are known at receiver node only (i.e. receiver channel state information – CSIR).











where SNR1 and SNR2 are normalized power ratios of x𝑠 to the noise at each antenna
of R node and D node, and SNR3 is the normalized power ratio of x𝑟 to the noise
at each antenna of D node; Hence, SNR1, SNR2, and SNR3 are the SNR for sr, sd,
and rd links, respectively.
∙ z𝑟 and z𝑑 are independent 𝑁𝑟 ×1 and 𝑁𝑑 ×1 circularly symmetric complex Gaussian
noise vector with distribution 𝒞𝒩 (0, I𝑁𝑟) and 𝒞𝒩 (0, I𝑁𝑑), and uncorrelated to x𝑠
and x𝑟. I𝑁𝑟 and I𝑁𝑑 are identity matrices of order 𝑁𝑟 and 𝑁𝑑, respectively.
Without loss of generality, let x𝑠 and x𝑟 random vectors with zero-mean and
positive definite covariance matrices Σ𝑖𝑗 = E[x𝑖x†𝑗] for i, j = 𝑠, 𝑟.





H†𝑙 H𝑙 𝑁𝑐 > 𝑀𝑔,
(2.3)
where 𝑙 ∈ {𝑠𝑑, 𝑠𝑟, 𝑟𝑑}, 𝑐 ∈ {𝑑, 𝑟}, 𝑔 ∈ {𝑠, 𝑟}. Then, W𝑙 is a 𝑚×𝑚 with 𝑝 degree of freedom
(DoF) random non-negative definite matrix, and thus has real, non-negative eigenvalues,
with 𝑝 = max(𝑀𝑔, 𝑁𝑐), 𝑚 = min(𝑀𝑔, 𝑁𝑐). The distribution law of W𝑙 is called Wishart
distribution, and
W𝑙 ∼ 𝒲𝑚(𝑝,Σll). (2.4)







𝑘=1 Γ(p − k + 1)
, (2.5)




𝑧−1𝑒𝑡 𝑑𝑡, is the Gamma function, det(·) and tr(·) stand for the determi-
nant and trace of a matrix, respectively.






The upper and lower bounds for mutual information of MIMO relay channel were
found in [1] as
ℐupper = min(ℐBC, ℐMAC) (2.6)
ℐlower = max(ℐsd,min(ℐsr, ℐMAC)), (2.7)
where
ℐBC = log2 [det (I𝑀𝑠 + 𝜂1Wsr + 𝜂2Wsd)] (2.8)
ℐMAC = log2 [det (I𝑁𝑑 + 𝜂2Wsd + 𝜂3W𝑟𝑑)] (2.9)
ℐsd = log2 [det (I𝑁𝑑 + 𝜂2Wsd)] , (2.10)
and
ℐsr = log2 [det (I𝑁𝑟 + 𝜂1Wsr)] , (2.11)
where I𝑁𝑑 and I𝑀𝑠 are identity matrices of order 𝑁𝑑 and 𝑀𝑠, respectively.
The main contribution of this chapter is to calculate the OP for ℐupper and ℐlower.
In order to find the desired solution, these variables have to be characterized.
In particular, the variables ℐBC and ℐMAC are functions of a linear combination of two
Wishart matrices. Therefore, computation of the OP is extremely cumbersome and has
to be tackled using random matrix theory. Moreover, the OP requires the knowledge
of min (𝑋1, 𝑋2) and max (𝑋1, 𝑋2) distribution, where 𝑋1 and 𝑋2 are correlated random
variables.
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well approximated by a Gaussian distribution. With this assumption, only the mean and
variance are necessary to characterize this random variable. The random variable ℐ is
given by [5]




log2 (1 + 𝜂𝜆𝑖) , (2.13)
where 𝜆𝑖 is the 𝑖-th eigenvalue of W𝑙. Note that its mean and variance can be evaluated
either using the distribution of W𝑙 as in (2.5), or the joint eigenvalues distribution of W𝑙.
The last is defined in [63, eq. 95] as
𝑓Λ(𝜆1, ..., 𝜆𝑚) = det(Σ𝑙𝑙)0 ̃︀𝐹0(−Σ−1𝑙𝑙 ,W𝑙) 𝜋𝑚(𝑚−1)̃︀Γ(𝑝)̃︀Γ(𝑚) det(W𝑙)𝑝−𝑚
𝑚∏︁
𝑖<𝑗
(𝜆𝑖 − 𝜆𝑗)2, (2.14)
where ̃︀Γ(·) is the complex multivariate gamma function, and 0 ̃︀𝐹0(·) is the hypergeometric
function, given in eq. (83) and eq. (87) of [63], respectively.
Using a similar idea as in [12], it has been assumed that ℐBC, ℐMAC, ℐsr, and ℐsd
are all Gaussian random variables. As it will be shown in the sequel, this assumption will
hold true for almost all the scenarios of interest.
2.4 Bounds distribution
2.4.1 ℐupper Outage Probability
Starting with (2.6), and assuming that ℐBC and ℐMAC are Gaussian distributed, so
the following result can be used: Let 𝑋1 and 𝑋2 be two Gaussian random variables, with
means the 𝜇1, 𝜇2 and variances 𝜎21, 𝜎22, respectively. The CDF for 𝑌 = min(𝑋1, 𝑋2) is
given by [64, p. 183 eq. (6.49)]










where 𝑄𝑋1𝑋2 (·, ·; ·) is the two-dimensional Gaussian 𝑄-function defined in (A.1) in Ap-
pendix A, and 𝜌 is the correlation coefficient between 𝑋1 and 𝑋2 [65, p. 210 eq. (6-165)].
Since the OP is the CDF of 𝑌 [64, p. 5 eq. (1.4)], and denoting 𝑋1 = ℐBC and 𝑋2 = ℐMAC,
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thus, the OP for the upper bound is given by










Note from (2.8) and (2.9), ℐBC and ℐMAC are correlated random variables, since
both are functions of Wsd, and thus, the correlation coefficient will be computed using













ℐBCℐMAC𝑓𝑊 (Wsr)𝑓𝑊 (Wsd)𝑓𝑊 (W𝑟𝑑) 𝑑Wsd𝑑Wsr𝑑W𝑟𝑑,
(2.18)
and 𝑓𝑊 (·) is defined as in (2.5). The integration domain 𝐷𝑊sd is the space of Hermitian
positive definite matrices Wsd, and the differential element 𝑑Wsd is defined in [62, eq.
5.14]. The same holds for 𝐷𝑊sr , 𝐷𝑊𝑟𝑑 , 𝑑Wsr, and 𝑑W𝑟𝑑.
Integral in (2.18) is a multidimensional integral and has no closed-form solution.
For this reason, it has to be evaluated numerically1. In Sec. 2.6, this integral will be eval-
uated as an example for case 2×2×2 (two antennas at the source, relay, and destination,
respectively).
The missing quantities, 𝜇ℐBC , 𝜇ℐMAC , 𝜎ℐBC , and 𝜎ℐMAC , will be computed in Sec.
2.5. For the sake of clarity, Fig. 2 shows the relation between ℐupper and ℐlower with
respect to all other parameters.
2.4.2 ℐlower Outage Probability
Since random variable ℐlower is defined as the maximum of two other random
variables, the following will be stated: Let 𝑋1 and 𝑋2, two Gaussian random variables as
defined before, the CDF of 𝑍 = max(𝑋1, 𝑋2) is given by [65, p. 193 eq. 6-78]
𝐹𝑍(𝑧) = 𝐹𝑋1𝑋2(𝑧, 𝑧), (2.19)
where 𝐹𝑋1𝑋2(·, ·) is the joint CDF of 𝑋1 and 𝑋2.
1 The time consumption for 2 × 2 case in MathematicaTM is around 20 minutes.
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Figure 2 – Diagram with the relations between the bounds, channels and their parameters.
Applying the result from [64, p. 182 eq. 6.39] in (2.19), the CDF becomes




















where 𝑄𝑋(·) is given in (A.2). With the property [64, p. 182 eq. 6.42]












It’s also assumed that min (ℐsr, ℐMAC) is also Gaussian distributed. This is an
approximation and the simulation will corroborated with this assumption. Hence, denoting





























min(ℐsr, ℐMAC)2𝑓ℐsr(ℐsr)𝑓ℐMAC(ℐMAC)𝑑ℐsr𝑑ℐMAC − 𝜇2ℐsr,MAC , (2.25)
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where ℐsr ∼ 𝒩 (𝜇ℐsr , 𝜎2ℐsr) and ℐMAC ∼ 𝒩 (𝜇ℐMAC , 𝜎2ℐMAC), and 𝑓ℐ(·) is the density function
of a random variable ℐ. The integrals in (2.24) and (2.25) are multidimensional integrals
and have no closed-form solution. For this reason, it has to be evaluated numerically.
In order to evaluate 𝜌lower, it is necessary to calculate E [ℐsd min(ℐsrℐMAC)] in
(2.23). Notice that ℐMAC and ℐsd are correlated since both are functions of Wsd as can be
seen from (2.9) and (2.10). Thus, since ℐsr is independent of ℐMAC and ℐsd, the following
can be written







ℐsd min(ℐMAC, ℐsr)𝑓ℐsd,ℐMAC(ℐsd, ℐMAC)𝑓ℐsr(ℐsr)𝑑ℐsr𝑑ℐMAC𝑑ℐsd, (2.26)
since the mean of 𝐸[𝑋1 min (𝑋2, 𝑋3)] =
∫︀ ∫︀ ∫︀
𝑥1 min (𝑥2, 𝑥3) 𝑓𝑋1𝑋2𝑋3(𝑥1, 𝑥2, 𝑥3)𝑑𝑥1𝑑𝑥2𝑑𝑥3.
The next step is to determine the bivariate Gaussian distribution
𝑓ℐMAC,ℐsd (ℐMAC, ℐsd) in (2.26). In order to find this joint probability density func-











ℐMACℐsd𝑓𝑊 (Wsd)𝑓𝑊 (W𝑟𝑑)𝑑Wsd𝑑W𝑟𝑑. (2.28)
Integral in (2.26) and (2.28) are multidimensional integrals and have to be evaluated
numerically. Missing parameters 𝜇ℐsd , 𝜇ℐsr , 𝜎ℐsd , and 𝜎ℐsr will be computed in Sec. 2.5.
2.4.3 PDF of Mutual Information
As stated before, ℐ can be well approximated by a Gaussian distribution, thus a
closed-form expression for the PDF of ℐupper and ℐlower is given with the help of [66]
by
𝑓ℐupper(ℛ) = 𝑓1(ℛ) + 𝑓2(ℛ) (2.29)
𝑓ℐlower(ℛ) = 𝑓3(ℛ) + 𝑓4(ℛ), (2.30)
where 𝑓1(ℛ), 𝑓2(ℛ), 𝑓3(ℛ), and 𝑓4(ℛ) are given in (2.31) at the top of next page, and
𝜑(·) and Φ(·) are the PDF and CDF of standard normal distribution.
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2.5 Mutual information mean and variance
The mean and variance for the variables ℐsr, ℐsd, ℐBC, and ℐMAC will be essential
to find their Gaussian distribution.
2.5.1 Mean and Variance for ℐsr, ℐsd




𝑚 log2 (1 + 𝜂2𝜆) 𝑓Λ (𝜆) 𝑑𝜆, (2.32)








𝑚 log2 (1 + 𝜂2𝜆1) log2 (1 + 𝜂2𝜆2) 𝑓Λ (𝜆1, 𝜆2) 𝑑𝜆1𝑑𝜆2 − 𝜇2ℐsr , (2.33)
where 𝑓Λ (𝜆) and 𝑓Λ (𝜆1, 𝜆2) are the marginal and joint eigenvalue distributions, respec-
tively, of Wishart matrix Wsr as given in (2.14). The integrals in (2.32) and (2.33) have
no closed-form solution, and have to be evaluated numerically.
The mean and variance of ℐsd are similar and will not be presented here for the
sake of space.
2.5.2 Mean and Variance for ℐBC and ℐMAC
In order to compute mean and variance of ℐBC and ℐMAC, the following result
from [67, p. 306 Proposition 8.4] need to be evoked:
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If W1 and W2 are Wishart distributed as W1 ∼ 𝒲𝑚(𝑝1,Σ) and W2 ∼ 𝒲𝑚(𝑝2,Σ),
respectively, then the sum of W1 and W2 is distributed as W𝑊1+𝑊2 ∼ 𝒲𝑚(𝑝1 + 𝑝2,Σ).
This means that the resulting matrix W𝑊1+𝑊2 is also Wishart distributed2.
For ℐBC, the sum 𝜂1Wsr + 𝜂2Wsd is Wishart distributed only for 𝜂1 = 𝜂2. For
ℐMAC, the same is valid for 𝜂2 = 𝜂3. For the particular case of 𝜂1 = 𝜂2 = 𝜂3, the sum
of matrices is Wishart distributed, and thus the eigenvalue distribution is known. The
mean and variance of ℐBC and ℐMAC can be computed in a similar way as ℐsr, using (2.32)
and (2.33), with the appropriated modification in the DoF 𝑝 on the joint eigenvalue
distribution (2.14).















where 𝜂 = 𝜂2/𝜂1. Unfortunately, linear combination of Wishart matrices with distinct
coefficients is not Wishart distributed. In order to circumvent this problem, we propose
an approximation for the sum of Wishart matrices.
First, for 𝜂 values very close to one, sum of two Wishart matrices is distributed as
a Wishart with the sum of DoF. For large values of 𝜂 (𝜂 ≫ 100), it’s possible to notice
that 𝜂W2 dominates the sum. Hence, the sum has a distribution closer to a Wishart with





∼ (1 + 𝜂) W3
𝑝3
, (2.35)
where W1 ∼ 𝒲𝑚(𝑝1,Σ), W2 ∼ 𝒲𝑚(𝑝2,Σ), and W3 ∼ 𝒲𝑚(𝑝3,Σ). The DoF is a function








where ⌊·⌋ denotes the floor operator, since 𝑝3 is related with the number of columns of a
matrix, and therefore should be an integer number.
Rationale for the approximation. The following result will be used for the equiv-
alence: let W𝑙 ∼ 𝒲𝑚(𝑝,Σ𝑙𝑙), the mean is E [W𝑙] = 𝑝Σ𝑙𝑙, and variance of the diagonal
elements are given by var (W𝑙(𝑖, 𝑖)) = 2 𝑝 𝜎2, where 1 6 𝑖 6 𝑚 and var(𝑥) is the variance
of 𝑥.
2 It holds only when Σ is the same for W1 and W2.
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= (1 + 𝜂)Σ.






= (1 + 𝜂)Σ.
For 𝜂 = 1, notice that this approximation leads to the same result of Wishart
matrices sum. On the other hand, for 𝜂 → ∞, 𝑝3 → 𝑝2 since the 𝜂W2 term dominates
the sum.




































Solving this equation for the variable 𝑝3, the expression given in (2.36) is attained. 
With this approximation in mind, the following can be stated about ℐBC
ℐBC = log2 [det (I𝑀𝑠 + 𝜂1Wsr + 𝜂2Wsd)]
∼ log2 [det (I𝑀𝑠 + 𝜂1 (1 + 𝜂) W𝑊sr+𝑊sd)] , (2.38)
where 𝜂 = 𝜂2/𝜂1, and the DoF of W𝑊sr+𝑊sd will follow the rule presented in (2.36). The
same can be stated about ℐMAC
ℐMAC = log2 [det (I𝑁𝑑 + 𝜂2Wsd + 𝜂3W𝑟𝑑)]
∼ log2 [det (I𝑀𝑠 + 𝜂2 (1 + 𝜂) W𝑊sd+𝑊𝑟𝑑)] , (2.39)
where 𝜂 = 𝜂3/𝜂2, and the DoF of W𝑊sd+𝑊𝑟𝑑 is given by (2.36). With this equivalence, the













𝑓Λ (𝜆) 𝑑𝜆. (2.40)
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However, now 𝑓Λ (𝜆) will be derived from (2.14) with the appropriate DoF according to
(2.36) for each case. The same is valid for the computation of the variance.
The mean and variance of ℐMAC follow the same rationale.


















The same applies for ℐsd, ℐBC, and ℐMAC.
2.6 Example for case 2 × 2 × 2
In order to give some examples of the integrals and expressions involved in the
computation of the mean and variance, some calculations are presented considering that
all nodes have two antennas (2 × 2 × 2 case).
With the assumption of 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 and 𝜂1 = 𝜂2 = 𝜂3 (Case I),
then 𝜇ℐBC = 𝜇ℐMAC , 𝜇ℐsr = 𝜇ℐsd , 𝜎ℐBC = 𝜎ℐMAC , and 𝜎ℐsr = 𝜎ℐsd . Beginning with (2.8), and
applying the proposed approximation will lead to
ℐBC = log2 [det (I𝑁 + 𝜂1(Wsr + Wsd))] . (2.43)
As mentioned before, since the Wsr and Wsd have covariance matrices Σsr = Σsd =
𝜎2I2, it’s feasible to replace (Wsr + Wsd) by W𝑊sr+𝑊sd . Where W𝑊sr+𝑊sd ∼ 𝒲2(4,Σsr),
and joint eigenvalue distribution is given by
𝑓Λ(𝜆1, 𝜆2) =








𝜎2 (𝜆21 − 6𝜆1𝜎2 + 12𝜎4)
12𝜎10 . (2.45)
To compute the mean of ℐBC, it is necessary just to use (2.45) in (2.40).
In order to determine 𝜌upper, the Wishart distributions 𝑓𝑊 (Wsd) = 𝑓𝑊 (Wsr) =
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where
Wsd =
⎛⎝ 𝑤1 𝑤3 + i𝑤4
𝑤3 − i𝑤4 𝑤2
⎞⎠ .





























where integration domain is defined over the space of Hermitian positive semi-definite
matrices, which is
0 6 𝑤1 < ∞,
0 6 𝑤2 < ∞,
0 6 𝑤3 6
√
𝑤1𝑤2,
0 6 𝑤4 6
√︁
𝑤1𝑤2 − 𝑤23.












The same is valid for Wsr and W𝑟𝑑, where
Wsr =
⎛⎝ 𝑔1 𝑔3 + i𝑔4
𝑔3 − i𝑔4 𝑔2
⎞⎠
W𝑟𝑑 =
⎛⎝ ℎ1 ℎ3 + iℎ4
ℎ3 − iℎ4 ℎ2
⎞⎠ .
Finally, we can compute the value of 𝜌upper as in (2.17).
2.7 Numerical Results
To validate previous analysis and expressions this section presents some numerical
results, which have been obtained by means of Monte Carlo simulations. First, the cor-
relation coefficients 𝜌upper and 𝜌lower are calculated, since they are used to obtain the
distribution of ℐupper and ℐlower.
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Table 1 – Correlation Coefficients 𝜌 evaluated analytically and by simulation for
𝜂1 = 𝜂2 = 𝜂3 (Case I).
SNR2 𝜌lower 𝜌upper
(dB) Analytical Sim Analytical Sim
0 0.075 0.061 0.494 0.478
5 0.062 0.049 0.485 0.456
10 0.053 0.042 0.488 0.441
15 0.038 0.036 0.489 0.428
20 0.044 0.033 0.486 0.423
Table 2 – Correlation Coefficients 𝜌 evaluated by simulation for different number of an-
tennas for 𝜂1 = 𝜂2 = 𝜂3 (Case I) with SNR2 = 5 dB.
MIMO 𝜌lower 𝜌upper
2 × 2 0.0498 0.456
4 × 4 0.0012 0.456
8 × 8 0.0002 0.456
20 × 20 0.0022 0.456
50 × 50 0.0007 0.458
200 × 200 0.0033 0.453
2.7.1 Evaluation of the correlation coefficient 𝜌lower and 𝜌upper
Table 1 shows the comparison between analytical and simulation results for 𝜌lower
and 𝜌upper. Case I (𝜂1 = 𝜂2 = 𝜂3) has been evaluated within a range of 20 dB for SNR2
and 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 (2 × 2 × 2 case). Notice that the correlation for the upper
case is about 10 times higher than the lower correlation. It can be explained by looking at
(2.6) and (2.7). Note from (2.6), in the upper case a strong correlation comes from the fact
that both ℐBC and ℐMAC are function of 𝜂2Wsd. On the other hand, the common term in
𝜌lower is 𝜂2Wsd (inside both ℐMAC and ℐsd). However, the term ℐsr assumes lower values
when compared to ℐMAC. Therefore, the term min (ℐsr, ℐMAC) is dominated by ℐsr. Thus,
ℐlower = max (ℐsd,min (ℐsr, ℐMAC)) ≈ max (ℐsd, ℐsr). Now the small correlation values are
easily explained, since ℐsd and ℐsr are independent random variables.
Table 2 shows the effect of increasing the number of antennas on 𝜌upper and
𝜌lower, assuming SNR2 = 5 dB. Note that the number of antennas has no influence on
𝜌upper and 𝜌lower, since the values are almost constant. Again in this case, 𝜌upper is
much larger than 𝜌lower due to the same explanation given for values of Table 1. In fact,
the major dependence of these parameters is related to the geographical location of nodes
(𝜂1, 𝜂2, 𝜂3), as will be shown in Table 3 for the case 𝜂1 ̸= 𝜂2.
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Table 3 – Correlation Coefficients 𝜌 evaluated by simulation for different SNR values for
𝜂1 = 500𝜂2 and 𝜂2 = 𝜂3 (Case II).






Table 3 presents similar analysis as Table 1, but considering that R node is closer
to S node than D node, that is Case II. The signal to noise ratios considered were given
by 𝜂1 = 500𝜂2 and 𝜂2 = 𝜂3. For 𝜌upper, it is possible to observe from (2.6) that the
common term between ℐBC and ℐMAC is related to 𝜂2Wsd. Therefore, for small values of
𝜂2 in comparison to 𝜂1, as 𝜂1 = 500𝜂2, the upper correlation, 𝜌upper, will decrease as can
be observed in Table 3. For 𝜌lower, it is possible to observe from (2.7) that when 𝜂1 is
larger than 𝜂2, the term min (ℐsr, ℐMAC) is dominated by the small term, that is ℐMAC. In
this condition, ℐsd presents a stronger correlation with ℐMAC because the common term
𝜂2Wsd, therefore the final correlation 𝜌lower increases as compared to the case presented
in Table 1.
2.7.2 Outage Probability
For Case I (𝜂1 = 𝜂2 = 𝜂3), Fig. 3 shows the PDFs for ℐupper and ℐlower as-
suming SNR2 = 5dB. The results obtained via simulations present a very good matching
with analytical results. Observe that both curves exhibit a Gaussian-like signal shape, as
supposed in the Problem Statement section.
Fig. 4 shows the analytical and simulated results for OP for upper and lower
bounds, as well as for all other links involved in MIMO relay channel. Once more, the
simulated and analytical results are in excellent agreement. Note also that outage for ℐsd
and ℐsr overlap as expected since all links have the same SNR. The same happens for
ℐMAC and ℐBC. It’s important to observe that OP for DT (ℐsr) is outside the bounds,
which means that cooperation provided by relay offers gain in terms of outage over DT,
as expected.
Fig. 5 presents the OP for ℐupper varying the SNR from 0dB to 30dB in steps
of 5dB. Note again that analytical and simulated values are in perfect agreement for all
values of SNR. The same analysis is performed for ℐlower and is shown in Fig. 6.
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Figure 3 – PDF ℐupper and ℐlower for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 and SNR2 = 5dB, for
the case 𝜂1 = 𝜂2 = 𝜂3 (Case I). Solid lines show the analytical values, while
markers represent the numerical values via Monte-Carlo simulations.
It is assumed now that SNR at link sr is larger than the SNR of the other two links,
i.e., R is geographically located near S, as a virtual array of antennas. For this scenario,
it was reported in [1] that the bounds ℐlower and ℐupper converge when 𝜂1 > 3.5𝜂2.
Suppose that 𝜂1 = 500𝜂2, which means that SNR at link sr is about 30 dB greater than
SNR at sd and rd links. Fig. 7 shows the OP for ℐupper and ℐlower for SNR varying from
0 to 30 dB in steps of 5 dB. A very interesting point here is that the OP for both bounds
are coincident. In this particular scenario, the true MIMO relay OP is obtained.
Last, in order to exploit what happens when the number of antennas increases,
Fig. 8 and Fig. 9 show the distribution and OP, respectively, for ℐupper and ℐlower when
SNR2 = 5 dB and 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 5. Notice that the gap between upper and
lower bounds increases when the number of antennas increases.
2.8 Summary
In this chapter, the OP for the lower and upper bounds of MIMO relay channel
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Figure 4 – Outage probability bounds for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 and SNR2 = 5dB,
for the case 𝜂1 = 𝜂2 = 𝜂3 (Case I). Solid lines show the analytical values, while
markers represent the numerical values via Monte-Carlo simulations.
The approximation proves to be excellent in all cases. Besides that, the use of the
Gaussian approximation for the mutual information used first for the single user MIMO
system was extended for MIMO relay channel. This approximation also proves to fit very
well in the determination of the distribution of the mutual information bounds. To the



































































































Figure 5 – Outage probability ℐupper for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 and SNRs varying
from 0 dB to 30 dB assuming that 𝜂1 = 𝜂2 = 𝜂3 (Case I). Analytical values










































































































Figure 6 – Outage probability ℐlower for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2 and SNRs varying
from 0 dB to 30 dB assuming that 𝜂1 = 𝜂2 = 𝜂3 (Case I). Analytical values
(solid lines) and Monte-Carlo simulations (markers).
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Figure 7 – Outage probability bounds for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 2, for SNRs varying
from 0 dB to 30 dB, for the case 𝜂1 = 500𝜂2 and 𝜂2 = 𝜂3 (Case II). Solid lines




































Figure 8 – PDF ℐupper for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 5 and SNR2 = 5 dB, for the case
𝜂1 = 𝜂2 = 𝜂3 (Case I). Solid lines show the analytical values, while markers
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Figure 9 – Outage probability bounds for 𝑀𝑠 = 𝑀𝑟 = 𝑁𝑟 = 𝑁𝑑 = 5 and SNR2 = 5 dB,
for the case and 𝜂1 = 𝜂2 = 𝜂3 (Case I). Solid lines show the analytical values,
while markers represent the numerical values via Monte-Carlo simulations.
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3 On the Exact and Approximate Eigenvalue
Distribution for Sum of Wishart Matrices
The sum of Wishart matrices has an important role in MU-MIMO, such as MIMO
MAC, MIMO Relay channel, and other multiuser channels where the mathematical model
is best described using random matrices.
In this chapter, the distribution of linear combination of complex Wishart dis-
tributed matrices has been studied. We present a new closed form expression for the
marginal distribution of the eigenvalues of a sum of 𝐾 complex central Wishart matrices
having covariance matrices proportional to the identity matrix. The expression is general
and allows for any set of linear coefficients.
As an application example, we have applied the marginal distribution expression
to obtain the ergodic sum-rate capacity for the MIMO-MAC network, and the cut-set
upper bound for the MIMO-Relay case, both as closed form expressions.
We also present a very simple expression to approximate the sum of Wishart
matrices by one equivalent Wishart matrix. All of our results are validated by means of
Monte Carlo simulations. As expected, the exact eigenvalue distribution matches with
simulation, whereas for the approximate solution the difference is indistinguishable.
The rest of this chapter is organized as follows. First, in Section 3.1, we present
some fundamental definitions about Wishart matrices. Section 3.2 show our two proposed
approaches: the derivation of an exact closed-form expression for the marginal eigenvalue
distribution of the sum of Wishart matrices (derivations are shown in detail in Sections B
and C), and the approximation sum of 𝐾 independent Wishart matrices. We present in
Section 3.3 a new closed-form expression for the ergodic sum capacity. We show that the
analytical ergodic sum rate capacity matches the simulation results perfectly. All these
results are shown in Section 3.4. The summary is presented in Section 3.5. We left the
proofs for Appendix B and C.
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3.1 Preliminaries
In this section we begin with the definition of complex Wishart distribution, which
depends crucially on variance and DoF parameters. These are then used to construct the
matrix model of our interest, namely the weighted sum of central Wishart matrices. This,
in turn, is used in later sections for derivation of the probability density function and
relevant metric for our problem.
Given a random 𝑚𝑖-dimensional non-negative definite matrix with 𝑝𝑖 DoF W𝑖 ∈
C𝑚𝑖×𝑚𝑖 . The distribution law of W𝑖,
𝑃W𝑖(W𝑖) ∝ det(W𝑖)𝑝𝑖−𝑚𝑖 exp
(︁
− tr Σ−1𝑖 W𝑖
)︁
, (3.1)
is called complex central Wishart distribution [11, 62], and is denoted by
W𝑖 ∼ 𝒞𝒲𝑚𝑖(𝑝𝑖,Σ𝑖). (3.2)
In the following we will consider Σ𝑖 = 𝜎2𝑖 I𝑚𝑖 , where I𝑚𝑖 is the identity matrix of
dimension 𝑚𝑖.
Consider 𝐾 independent matrices with the distribution given by (3.2). We are
interested in the eigenvalue statistics of the weighted sum of these 𝐾 matrices normalized







where 𝑎𝑖 ∈ R+. Note that the above sum is possible only if the 𝑚𝑖’s are identical, say 𝑚.
It is known for the general case of W = ∑︀𝐾𝑖=1 W𝑖, with W𝑖 ∼ 𝒲𝑚𝑖(𝑝𝑖,Σ), that
W ∼ 𝒲𝑚𝑖(
∑︀𝐾
𝑖=1 𝑝𝑖,Σ); see [37, Theorem 7.3.2.]. On the other hand, if the covariance
matrices Σ𝑖’s are not proportional to identity matrix, then obtaining the distribution of W
and its eigenvalues is nontrivial; see for example [40]. However, if Σ𝑖’s are proportional to
identity matrix, then as shown in appendix B, W actually corresponds to a semicorrelated
Wishart distributed case [68].
For the scenario Σ𝑖 ∝ I𝑚, without loss of any generality we may consider Σ𝑖 =
𝜎2I𝑚, as different 𝜎𝑖 values can be absorbed in 𝑎𝑖1. Let us define





1 𝜎 may also be absorbed in 𝑎𝑖. Therefore, W𝑖 corresponds essentially to an uncorrelated Wishart case.
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With these definitions we now present the exact as well as approximate solution
concerning the eigenvalue statistics of W.
3.2 Proposed Solution
This section presents our contribution to determine the eigenvalue distribution for
the weighted sum of 𝐾 Wishart matrices, as defined above. First, we present a new exact
closed-form expression. Then, we propose an approximation that replaces the weighted
sum of 𝐾 Wishart matrices by an equivalent matrix.
3.2.1 Exact closed-form expression for the marginal eigenvalue distribution
The main result of our chapter is given in the following proposition.
Proposition 1: The marginal density of eigenvalues of W defined in (3.3) is given
by
𝑃𝜆(𝜆) = 𝑐 det
⎡⎢⎣ 0 [𝑓𝑗1(𝑣1, 𝜆)]𝑗1=1,...,𝑝1 · · · [𝑓𝑗𝐾 (𝑣𝐾 , 𝜆)]𝑗𝐾=1,...,𝑝𝐾[𝑔𝑖(𝜆)]𝑖=1,..,𝑝 [ℎ𝑖1,𝑗1(𝑣1)] 𝑖1=1,...,𝑝
𝑗1=1,...,𝑝1
· · · [ℎ𝑖𝐾 ,𝑗𝐾 (𝑣𝐾)] 𝑖𝐾=1,...,𝑝
𝑗𝐾=1,...,𝑝𝐾
⎤⎥⎦ . (3.6)
The entries 𝑓𝑗(𝑣, 𝜆), 𝑔𝑖(𝜆), ℎ𝑖,𝑗(𝑣) inside the determinant in the above expression
are respectively given by
𝑓𝑗(𝑣, 𝜆) = Γ(𝑗) 𝑣𝑗−𝑚−1 exp(−𝜆/𝑣)𝐿(𝑚−𝑗+1)𝑗−1 (𝜆/𝑣), (3.7)
𝑔𝑖(𝜆) = 𝜆𝑚−𝑖/Γ(𝑚− 𝑖+ 1), (3.8)
ℎ𝑖,𝑗(𝑣) =
Γ(𝑖)
Γ(𝑖− 𝑗 + 1) 𝑣
𝑗−𝑖. (3.9)
Here Γ(·) is the Gamma function given by Γ(𝑧) =
∫︀∞
0 𝑡
𝑧−1𝑒−𝑡 𝑑𝑡, and 𝐿(𝜈)𝜇 (𝑥) are the
associated Laguerre polynomials [69, eq. 22.5.38]. The normalization 𝑐 in (3.6) is obtained
using








The proof is given in Appendix B and C.
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3.2.2 Approximation for Sum of Wishart matrices
Proposition 2: Given the weighted sum of 𝐾 Wishart matrices normalized by their


















with ⌊·⌉ representing the nearest integer operator.
Proof: The rationality for the approximation is as follows. The expected value of
W𝑖 given in (3.2) is given by [62,70]
E[W𝑖] = 𝑝𝑖Σ𝑖, (3.13)
The variance of the main diagonal elements are given by [70]
var[W𝑖(𝑗, 𝑗)] = 𝑝𝑖 𝜎4, (3.14)
where we have dropped the subscript of 𝜎 as explained before.


























and the variance of the main diagonal elements is given by


























































Here, we call attention to the similarities of results of (3.15) and (3.17), as well
as (3.16) and (3.18). Therefore, it is possible to state a relation between the DoF of
different Wishart distributions by equating (3.16) and (3.18) and obtaining the closed-
form expression for 𝑝𝑠 given by (3.12). Also, since 𝑝𝑠 is related with the number of columns
of the S, it should be an integer number, and this is why we have to apply the nearest
integer operation in (3.12).
3.3 Application
Generally, a single user communication under fading conditions has a received
signal expression given by [6, (5.86)]
y = ℎx + z, (3.19)
where z ∼ 𝒞𝒩 (0, I) is the normalized noise, x is the Gaussian distributed input signal with
power constraint ‖x‖2 ≤ 𝑎𝑖, and ℎ is the channel gain. Herein, we assume ℎ ∼ 𝒞𝒩 (0, 𝜎2),
therefore, the channel is under Rayleigh fading. Now, suppose that the source has 𝑀𝑖
transmitting antennas, and the destination has 𝑁𝑖 receiving antennas. Hence, the wireless
channel is described by the complex 𝑁𝑖 by 𝑀𝑖 random matrix H𝑖, and the received signal
is given by [6, (7.1)]
y = H𝑖x + z, (3.20)
where z ∼ 𝒞𝒩 (0, I𝑚𝑖) is the white Gaussian noise vector, x ∈ 𝒞𝒩 𝑀𝑖 , and y ∈ 𝒞𝒩 𝑁𝑖 . The




𝑖 𝑁𝑖 < 𝑀𝑖
H†𝑖H𝑖 𝑁𝑖 ≥ 𝑀𝑖,
(3.21)
where † denotes the transpose conjugated matrix operator. Hence, W𝑖 has real, non-
negative eigenvalues [63]. The matrix W𝑖 is distributed as (3.2) with 𝑝𝑖 = max(𝑀𝑖, 𝑁𝑖)
and 𝑚𝑖 = min(𝑀𝑖, 𝑁𝑖).
Telatar has shown in his canonical paper [5], that the EC for the system described













log2(1 + 𝜆)𝑃𝜆(𝜆) 𝑑𝜆. (3.22)
where 𝑃𝜆(𝜆) is the the marginal density of eigenvalues. Since in this work we are interested
in multiuser scenario instead of a single user described above, we should adapt the capacity














Figure 10 – System Model of MIMO MAC channel. The destination (D), equipped with
𝑁𝑑 receiving antennas, receives signal from 𝐾 sources, each one equipped
with 𝑀𝑖 transmitting antennas, with 𝑖 = 1, . . . , 𝐾.
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The first scenario is the MIMO MAC depicted in Fig. 10. The channel capacity


























where we have used first the equality given in (3.3), and then the property of matrices
that asserts that det(exp(A)) = exp( tr (A)) [71].
In order to solve 𝒞MAC given in (3.23), we can use the eigenvalue distribution given
in (3.6) to obtain a closed-form expression for the ergodic sum rate capacity given in
(3.25) with the appropriated parameters of the Wishart matrices given in the problem




𝑃𝜆(𝜆) log2(1 + 𝜆) 𝑑𝜆. (3.24)
As shown in the appendices, an exact closed form expression for the ESC can be obtained
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3,4
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and ℎ𝑖,𝑗(𝑣) as in (3.9).
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Hence, we can use (3.25) with 𝑝1 = 𝑝𝑠 and 𝑎1 =
∑︀𝐾
𝑖=1 𝑎𝑖, and then set 𝐾 = 1 to obtain
𝒞MAC.
Now, let’s turn our attention to the MIMO Relay channel shown in Fig. 1. This
channel can be viewed as a composition of a MAC and BC with 𝐾 = 2. Suppose CSIR.
In this scenario, an upper bound on the ESC of the MIMO relay channel is given by [1,
Theorem 4.1]















and 𝒞MAC as in (3.23). Notice that 𝒞BC is similar to 𝒞MAC given in (3.23). Therefore a
similar procedure can be implemented to obtain 𝒞BC.
3.4 Numerical Results
In this section we have obtained numerical results for the closed form expressions
and for the proposed approximation. The results are compared with Monte Carlo sim-
ulations to validate the analytical expressions. For each one of the simulations, 40000
realizations were performed. In all cases, there is a perfect agreement between analyti-
cal and simulation results. We have chosen three arbitrary scenarios and one well-known
scenario from [1].
Consider a MIMO MAC scenario shown in Fig. 10 with 𝐾 = 5 users, each one
with 𝑀𝑖 = 4 transmitting antennas, where 𝑖 = 1, . . . , 𝐾. Destination node D has 𝑁𝑑 = 4
receiving antennas. The normalized SNR’s (𝑎𝑖) at destination were arbitrarily chosen (from
an uniform distribution), and are shown in Table 4 (Case I). The marginal eigenvalue
distribution is shown in Fig. 11. Notice the perfect agreement between the simulation and
analytical results. The approximate ergodic sum rate capacity was also computed using
the equivalent matrix S (with 𝑝𝑠 = 13 DoF) and is shown in the last column of Table
4. The eigenvalue distribution for the approximation is also shown in Fig. 11. Note how
close the approximation and the ergodic sum rate capacity are to the exact values.
In the next scenario we have increased the number of users to 𝐾 = 10 with MIMO
8 × 8. The 𝑎𝑖 coefficients are given in Case II of Table 4. Notice again in Fig. 12 a perfect
match between analytical and simulation results. The ESC results also agree, as can be
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Table 4 – Simulation Parameters and Results for ESC 𝒞.
Case 𝑎𝑖 (dB) MIMO 𝑝𝑠























2 × 2 3 − 4 10.94 10.94 11.01𝑎2 = 17.6
𝑎3 = 16.7
seen in Table 4. The eigenvalue distribution from the approximation is shown in Fig. 12
as well.
Now let us move on to the scenario depicted in Fig. 1. The ESC was originally
calculated in [1] using convex programming. The parameters used are depicted in Case
III of Table 4 and the plot for the eigenvalue distribution is given in Fig. 13. Fig. 14
shows the eigenvalue distribution for the MAC channel with the following parameters
(𝑎2 = 17.6, 𝑎3 = 16.7). The upper bound on ESC, as mentioned before, is the minimum
of the capacity of BC and MAC, as given in Table 4.
Besides the Case III, we have also reproduced the scenario given in [1, Fig. 5]
for MIMO Relay channel. This scenario is well known because the upper bound and the
lower bound “converge”. That is to say, the ESC of the MIMO relay channel over Rayleigh
fading can be characterized under this SNR condition [1]. The constraints for this scenario
are 𝑎2 = 𝑎3, 𝑎1 = 10𝑎2, and 0 ≤ 𝑎2 ≤ 30 dB. The ESC results for Monte Carlo simulation
and the proposed approximation are given in Fig. 15. Notice again the perfect agreement
of the results.
















Figure 11 – Marginal distribution of eigenvalues of W for Case I (see Table 4). Simulation
results are in perfect agreement with the closed form analytical distribution
(red line). The distribution for the proposed approximation, shown with blue
dashed line, is also very close to the exact result.
in a very small difference from the exact result for all mentioned scenarios. Since the
approximation depends on the weight factor of each matrix, or in other words depends on
the SNR of each channel, it would be interesting to investigate cases where these weight
factors varies. Fig. 16 shows the percentage error as the ratio 𝑎1/𝑎2 varies from 0 to 15
dB. Note that the error is less than 1% for 0 < 𝑎1/𝑎2 < 2 and 𝑎1/𝑎2 > 7.
3.5 Summary
In this work we uncovered a one to one correspondence between the weighted
sum of arbitrary number of uncorrelated central Wishart matrices and a single semicor-
related Wishart matrix. Using this observation we presented a closed form expression for
the marginal distribution of the eigenvalues for the weighted sum of 𝐾 complex central
Wishart matrices. To the best of our knowledge this problem has not been tackled before.
Here the motivation for establishing a result emerged from the multiuser information the-


















Figure 12 – Marginal distribution of eigenvalues of W for Case II (see Table 4). Simulation
results are in perfect agreement with the closed form analytical distribution
(red line). The distribution for the proposed approximation is also shown
using blue line.
that our results are relevant to these as well. We would like to remark that it is also pos-
sible to obtain results for the joint probability density of all eigenvalues, and correlation
functions involving distribution of two or more eigenvalues.
We applied our new closed-form expression for analyzing the ergodic sum rate
capacity of MIMO multiuser channels. Moreover, we also derived a closed form expression
for the ergodic channel capacity and used it to obtain the capacities for MIMO MAC and
MIMO Relay channel. Besides the closed form exact expression for marginal distribution,
we also proposed an approximation that is very simple and presents promising results
when used to obtain ergodic sum capacity. In addition, we confirmed the validity of all















Figure 13 – Marginal distribution of eigenvalues of W for Case III (BC). Simulation re-
sults are in perfect match with the closed form analytical distribution (line).
Simulation
Analytical











Figure 14 – Marginal distribution of eigenvalues of W for Case III (MAC). Simulation















































Figure 15 – Ergodic Sum Capacity Upper Bound versus 𝑎2 with constraints 𝑎3 = 𝑎2 and
𝑎1 = 10𝑎2. Based on [1, Fig. 5]. The simulation results are in perfect agreement




















Figure 16 – Error of approximation versus weight ratio 𝑎1/𝑎2 and 𝑎2 = 5.
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4 On the Exact Distribution of Mutual Infor-
mation of Two-user MIMO MAC Based on
Quotient Distribution of Wishart Matrices
We propose the exact calculation of the PDF and CDF of mutual information
(MI) for a two-user MIMO MAC network over block Rayleigh fading channels. So far the
PDF and CDF have been numerically evaluated since MI depends on the quotient of two
Wishart matrices, and no closed-form for this quotient was available.
We derive exact results for the PDF and CDF of extreme (the smallest/the largest)
eigenvalues. Based on the results of quotient ensemble the exact calculation for PDF and
CDF of mutual information is presented via Laplace transform approach and by direct
integration of joint PDF of quotient ensemble’s eigenvalues. Furthermore, our derivations
also provide the parameters to apply the Gaussian approximation method, which is com-
paratively easier to implement. We show that approximation matches the exact results
remarkably well for OP, i.e. CDF, above 10%. However, the approximation could also be
used for 1% OP with a relatively small error.
We apply the derived expressions to analyze the effects of adding receiving anten-
nas on the receiver’s performance. By supposing no channel knowledge at transmitters and
successive decoding at receiver, the capacity of the first user increases and OP decreases
with extra antennas, as expected.
The rest of this chapter is organized as follows. Sec. 4.1 presents the System Model
and the definition of Mutual Information Probability Density and OP. Sec. 4.1 shows
both the PDF and CDF of mutual information could be written as a function of JPDF,
as in the single user case. We invoke the closed-form of JPDF of eigenvalues for the
quotient ensemble derived in [41] in Sec. 4.2 In Sec. 4.3 we derive closed-form expressions
of CDF and PDF for the extreme eigenvalues. With the aid of the JPDF, we propose
two different methods in Sec. 4.4 to derive the exact expressions for PDF and CDF of
the mutual information. We also present the means to obtain the mean and variance of
mutual information using the first order and the second order marginal densities (one
point and two point correlation functions). With these parameters, we also obtain the
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Gaussian approximation that is straightforward to use and matches the exact results.
Finally, we use the above derivations to analyze the OP for a two-user MIMO MAC in a
low SNR scenario. The results are evaluated in Sec. 4.5, where Monte Carlo simulations
are presented. We summarize this chapter in Sec. 4.6.
4.1 System Model, Mutual Information Probability Density and
Outage Probability
In this section, we first describe the system model under consideration – the two-
user MIMO MAC, a common network that usually appears in the uplink of a cellular-
type system [24]. To understand how much information this two-user MIMO MAC could
convey, we need to characterize its mutual information. Since, the mutual information is
a random variable that depends on realizations of the channel matrix, our goal here is to
express its PDF in function of channel matrices’ eigenvalues, which reduces the complexity
of the problem. Finally, we define the OP, that is the mutual information CDF and our
main metric to analyze the performance of the two-user MIMO MAC. These expressions
are the starting point to derive the exact results proposed in this work.
4.1.1 System Model
Consider the two-user MIMO MAC network depicted in Fig. 17. The base station
(BS) has 𝑛 receiving antennas and each of the users’ equipment or mobile stations has 𝑛𝑖,
𝑖 = 𝐴, 𝐵, transmitting antennas.
The users transmit u𝑖 ∈ C𝑛𝑖×1, that is circularly symmetric complex Gaussian
vector with zero-mean and positive definite covariance matrices Q𝑖. Users are subject
to an individual power constraint of tr(Q𝑖) ≤ 𝑛𝑖. Let v ∈ C𝑛×1 denote the received
signal at BS. The w ∈ C𝑛×1 is the noise vector circularly symmetric complex Gaussian
with zero-mean and covariance matrix I𝑛, where I𝑛 is the 𝑛 × 𝑛 identity matrix. The
𝑛 × 𝑛𝑖 dimensional channel matrix is denoted by H𝑖 and its entries are independent
and identically distributed (i.i.d.) Gaussian random variables with zero-mean and unit
variance.





𝑏H𝐵u𝐵 + w. (4.1)
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Figure 17 – System model of two–user MIMO MAC network. User equipment or mobile
station A and B have 𝑛𝑖, 𝑖 = 𝐴,𝐵, transmitting antennas, respectively. The
receiver or BS has 𝑛 receiving antennas. The random channel gain matrix of
each user is represented by H𝑖.
where “𝑎 = SNR𝐴/𝑛𝐴 and 𝑏 = SNR𝐵/𝑛𝐵, and SNR𝑖 are the normalized power ratios of
u𝑖 to the noise (after fading) at each receiver antenna of BS” as stated in [1].
4.1.2 Mutual Information
The BS wishes to recover u𝑖 from v. Since u𝑖 and v are random variables, we use
the mutual information to measure how much information BS is able to recover. Then, the
MIMO MAC capacity region, assuming successive decoding, is given in terms of mutual
information of A and B as [6, 24]









ℐ𝐵 = log2 [det (I𝑛 + B)] , (4.3)
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where A = 𝑎H𝐴H†𝐴, B = 𝑏H𝐵H
†
𝐵, † denotes the conjugate transpose, and det(·) is the
determinant of a square matrix. Applying similar procedure presented in [5], we rewrite
(4.2) in function of the eigenvalues 𝜆𝑗, 𝑗 = 1, . . . , 𝑛 of the 𝑛× 𝑛 complex matrix W as
ℐ𝐴 = log2 det (I𝑛 + W) =
𝑛∑︁
𝑗=1
log2(1 + 𝜆𝑗), (4.4)
where
W = (I𝑛 + B)−1A = (I𝑛 + 𝑏H𝐵H†𝐵)−1(𝑎H𝐴H
†
𝐴). (4.5)
Note that we have assumed without loss of generality that BS decodes A’s signal
first and then B’s signal. In this case, the rate of A is affected by the interference caused by
B’s signal, which does not happen with B [6]. In this case, (4.3) is the mutual information
of a single-user MIMO channel and is characterized in [5,12]. On the other side, the mutual
information for the MIMO MAC sum-rate (ℐ𝐴 + ℐ𝐵) is given in chapter 2.
Therefore, in this chapter, we focus on the distribution and outage of mutual in-
formation of user A given in (4.4).
4.1.3 Outage Probability and Outage Rate
Now, let us characterize the OP and outage rate, the metrics we chose to analyze
the performance of the MIMO MAC network.
We consider in this work, the slow fading scenario. In slow fading, with no CSIT,
the transmitter encodes u𝑖 with a fixed rate 𝑅 bits/s/Hz. An outage event could happen
when the channel gain is too low for u𝑖 to be recovered [3]. The probability of occurrence
of an outage event is known as OP, and is given by [6, Eq. (5.54)]:
𝑝𝑜𝑢𝑡(𝑅) = Pr {ℐ𝐴 < 𝑅}
= Pr {log2 [det (I𝑛 + W)] < 𝑅} . (4.6)
The outage rate is defined in [12] as the rate 𝑅 for which the OP is at the given
level 𝜀:
𝑅𝑜𝑢𝑡 = arg𝑅[𝑝𝑜𝑢𝑡(𝑅) = 𝜀]. (4.7)
In other words, the outage rate is the rate conveyed subject to OP equal to 𝜀 [3].
Since working with W is not straightforward because the number of integrals is
related with the number of W’s entries, we adopt similar procedure from [5] and rewrite
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⎞⎠𝑃 (𝜆1, ..., 𝜆𝑛) 𝑑𝜆1 . . . 𝑑𝜆𝑛, (4.8)
where Θ(·) represents the Heaviside-theta function, with Θ(𝑥) = 0 for 𝑥 < 0 and Θ(𝑥) = 1
for 𝑥 > 0, 𝑥 ∈ R. Note that (a) follows because the theta function ensures that contribu-
tion to the probability comes only from the region where ∏︀𝑛𝑖=1(1 + 𝜆𝑗) < 2𝑅. Evidently,
determining the OP amounts to calculating the CDF of the mutual information.




















𝑃 (𝜆1, ..., 𝜆𝑛) 𝑑𝜆1 · · · 𝑑𝜆𝑛,
(4.9)
where 𝛿(·) is the Dirac-delta function [69, pg. 1029].
The expressions (4.8) and (4.9) are the formal solutions to the OP and the density
of mutual information. In Section IV we plug the JPDF in (4.8) and (4.9) and present
the final expressions. We also present an alternative form based on Laplace Transform
which is also exact, and represent an alternative in terms of computation time. Finally, a
Gaussian approximation is also presented. This last solution provides a trade-off between
accuracy and time.
4.2 The Quotient Ensemble Eigenvalues Distribution
In the previous section, we showed that the PDF and CDF of mutual information
depends on the JPDF 𝑃 (𝜆1, ..., 𝜆𝑛) of W. In this section, we invoke the recently derived
JPDF 𝑃 (𝜆1, ..., 𝜆𝑛) for a quotient comprising Wishart matrices. We link this result to the
𝑟-point correlation function. Both the JPDF 𝑃 (𝜆1, ..., 𝜆𝑛) of W and the 𝑟-point correlation
function will be used in the following sections to derive our proposed expressions.
Consider the quotient ensemble of random matrices W as defined in (4.5). The
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probability density of these 𝑛 × 𝑛 dimensional complex matrices was recently derived
in [41]:
𝑝(W) ∝ 𝑒−𝑎−1tr(W) det(W)𝑛𝐴−𝑛 Ψ
(︁
𝑛𝐵, 𝑛𝐴 + 𝑛𝐵 + 𝑛; (𝑏−1I𝑛 + 𝑎−1W)
)︁
. (4.10)
Here Ψ(·) is the confluent hypergeometric function of the second kind (Tricomi function)
with matrix argument [72]:
Ψ(𝛼, 𝛾; X) = 1
𝜋𝑛(𝑛−1)/2
∏︀𝑛
𝑗=1 Γ(𝛼− 𝑗 + 1)
∫︁
Y>0
𝑒−tr(XY)|Y|𝛼−𝑛|I + Y|𝛾−𝛼−𝑛 𝑑Y, (4.11)
with Re(X) > 0, Re(𝛼) > (𝑛− 1) for convergence, and Re(·) denotes the real part.
The JPDF 𝑃 (𝜆1, ..., 𝜆𝑛) of eigenvalues of W exhibits a biorthogonal structure of
Borodin type [73], and is given by [41]
𝑃 (𝜆1, ..., 𝜆𝑛) = 𝐶𝑛Δ𝑛({𝜆})
𝑛∏︁
𝑖=1
𝑒−𝜆𝑖/𝑎 𝜆𝑛𝐴−𝑛𝑖 det [𝑓𝑗(𝜆𝑘)]𝑗,𝑘=1,...,𝑛 , (4.12)
where




is the Vandermonde determinant, and
𝑓𝑗(𝜆𝑘) = 𝑈
(︂







is in terms of the usual confluent hypergeometric function 𝑈(·) of the second type (Tricomi
function).1
The normalization factor in (4.12), 𝐶𝑛, turns out to be
𝐶−1𝑛 = 𝑛! det[ℎ𝑗,𝑘]𝑗,𝑘=1,...,𝑛
= 𝑛! 𝑎𝑛𝑛𝐴−𝑛(𝑛−1)/2 𝑏𝑛𝑛𝐵
𝑛∏︁
𝑗=1






= 𝑎𝑛𝐴−𝑛+𝑘Γ(𝑛𝐴 − 𝑛+ 𝑘)𝑈
(︂





1 To avoid any confusion we have used distinct symbols to represent confluent hypergeometric function
with matrix argument (Ψ), and that with scalar argument (𝑈).
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The 𝑟-point correlation function [74], (1 ≤ 𝑟 ≤ 𝑛), corresponding to (4.12) is given
by [41]:






















where 0 represents a 𝑟 × 𝑟 block with all entries zero.
The one-point function 𝑅1(𝜆1) and the two-point function 𝑅2(𝜆1, 𝜆2) will be useful
in order to obtain the Gaussian approximation. We note that the one-point function is
related to the marginal density as 𝑝1(𝜆) = 𝑅1(𝜆)/𝑛, while the two-point function gives
the JPDF of two eigenvalues as 𝑝2(𝜆1, 𝜆2) = 𝑅2(𝜆1, 𝜆2)/(𝑛(𝑛− 1)).
4.3 Extreme eigenvalues statistics
Along with the mutual information PDF and CDF that depends of the distribution
of all 𝑛 eigenvalues2 as shown in (4.8) and (4.9), respectively, the distribution of the
extreme eigenvalues (the smallest/the largest) [75] also serve as important metric for
analyzing the performance of MIMO systems [76–78].
In this section, we derive exact results for the distributions and densities of both
the smallest eigenvalue (𝜆min) and the largest eigenvalue (𝜆max) of the quotient ensemble
defined in (4.5). These are based on the general results summarized in [79]. We first
present exact results for the gap probability which refers to the probability of finding no
eigenvalue in a given interval. These are then used to obtain the densities of 𝜆min and
𝜆max.
The probability that there are no eigenvalues between 0 and 𝑥, or equivalently the







𝑃 (𝜆1, . . . , 𝜆𝑛) 𝑑𝜆1 . . . 𝑑𝜆𝑛. (4.16)







𝑃 (𝜆1, . . . , 𝜆𝑛) 𝑑𝜆1 . . . 𝑑𝜆𝑛, (4.17)
2 With exception for the Gaussian approximation case that will be show in Section 4.4.
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which gives the probability that there are no eigenvalue between 𝑥 and ∞, or equivalently
that all eigenvalues are less than or equal to 𝑥. Inserting the JPDF given in (4.12) in the
above equation and implementing Andréief’s integration formula [80], at once yield the
result for the above gap probabilities in the present case. We have
𝐸((0, 𝑥)) = 𝑛!𝐶𝑛 det[𝜒𝑗,𝑘((0, 𝑥))]𝑗,𝑘=1,...,𝑛, (4.18)








Γ(𝑛𝐴 − 𝑛+ 𝑘)











To obtain the finite-sum result in the second line above, we used the transformation
𝜇 = 𝜆 − 𝑥, applied the binomial expansion on the resulting factor (𝜇 + 𝑥)𝑛𝐴−𝑛+𝑘−1, and
finally performed term by term integration over 𝜇. We note that for 𝑥 → 0, 𝜒𝑗,𝑘((0, 𝑥))
reduces to ℎ𝑗,𝑘 as in (4.14). In a similar way we obtain
𝐸((𝑥,∞)) = 𝑛!𝐶𝑛 det[𝜒𝑗,𝑘((𝑥,∞)]𝑗,𝑘=1,...,𝑛, (4.20)




𝑒−𝜆/𝑎 𝜆𝑛𝐴−𝑛+𝑘−1𝑓𝑗(𝜆) 𝑑𝜆 = ℎ𝑗,𝑘 − 𝜒𝑗,𝑘((0, 𝑥)). (4.21)
Now, since 𝐸((0, 𝑥)) gives the survival function3 (SF) or reliability function of the













−𝑥/𝑎 𝑥𝑛𝐴−𝑛+𝑘−1𝑓𝑗(𝑥), 𝑗 = 𝑖,
𝜒𝑗,𝑘((0, 𝑥)), 𝑗 ̸= 𝑖.
(4.23)
Similarly, 𝐸((𝑥,∞)) is the cumulative distribution function (CDF) of the 𝜆max, and hence








3 Survival function and cumulative distribution function are related as SF= 1−CDF.






−𝑥/𝑎 𝑥𝑛𝐴−𝑛+𝑘−1𝑓𝑗(𝑥), 𝑗 = 𝑖,
𝜒𝑗,𝑘((𝑥,∞)), 𝑗 ̸= 𝑖.
(4.25)
We show in Section 4.5 that the above exact expressions agree perfectly with the
Monte Carlo simulations.
4.4 Proposed Mutual Information Exact Density and Outage Prob-
ability
In this section, we present two exact ways to obtain the PDF and OP of mutual
information. Moreover, the Gaussian approximation is also presented, since it leads to
reasonable results and is more straightforward than the exact solutions.
4.4.1 Exact results based directly on JPDF
We first calculate the PDF of mutual information. For this we notice that one of
the integrals in (4.9) can be easily performed because of the Dirac-delta function and
leaves us with































− 1, 𝜆2, ..., 𝜆𝑛
)︃






− 1 = 2
ℐ
𝐴∏︀𝜇−1
𝑗=2 (1 + 𝜆𝑗)
− 1.
Special case (𝑛 = 2): we have [65, Eq. 6.40]
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− 1 = 2
𝑅∏︀𝜇−1
𝑗=1 (1 + 𝜆𝑗)
− 1.
Note that (4.28) simplifies (4.8) by transferring the summation of eigenvalues to the




















− 1, 𝜆2, ..., 𝜆𝑛
)︃
𝑑𝜆𝑛 · · · 𝑑𝜆2 𝑑ℐ𝐴.
(4.29)
4.4.2 Exact results based on Laplace transform approach
The Laplace transform of 𝑝(ℐ𝐴) defined in (4.9) is given by







𝑗=1 log2(1+𝜆𝑗)𝑃 (𝜆1, ..., 𝜆𝑛) 𝑑𝜆1 · · · 𝑑𝜆𝑛. (4.30)
The above expression serves as the MGF for ℐ𝐴, since the moments of ℐ𝐴 can be obtained
using the coefficients of powers of 𝑠 in the series expansion of ̃︀𝑝(𝑠). Using the JPDF given
in (4.12) we obtain





















where we used log2 𝑧 = ln 𝑧/ ln 2.
With the aid of Andréief’s integration formula [80] the above result can be imme-
diately cast in the form of a determinant





(1 + 𝜆)−(𝑠/ ln 2)𝜆𝑛𝐴−𝑛+𝑘−1𝑒−𝜆/𝑎 𝑈
(︂
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The density of ℐ𝐴 follows by taking the inverse Laplace of ̃︀𝑝(𝑠),
𝑝(ℐ𝐴) = ℒ−1{̃︀𝑝(𝑠)}(ℐ𝐴). (4.33)
The OP follows by taking the inverse Laplace of 𝑠−1̃︀𝑝(𝑠) [12],
𝑝𝑜𝑢𝑡(𝑅) = ℒ−1{𝑠−1̃︀𝑝(𝑠)}(𝑅). (4.34)
With the above results we may recover the densities by performing numerical
inversion of Laplace transform as in [12]. However, we make further analytical progress
below to obtain an alternate expression for the PDF of mutual information.
Special case (𝑛 = 1): Let us consider the 𝑛 = 1 case. The density of mutual




𝛿(ℐ𝐴 − log2(1 + 𝜆))𝑒−𝜆/𝑎𝜆𝑛𝐴−1 𝑈
(︃







This one-dimensional integral can be readily performed because of the presence of























































With this interesting result in our hands we can use the convolution property of
the Laplace transform and write an expression for the PDF of mutual information for
arbitrary 𝑛 as a (𝑛 − 1) fold integral. To this end we expand the determinant in (4.32)
and afterwards use the following result for inverse Laplace transform of product of 𝑛
functions, which follows from the result for product of two functions [81]







𝐹1(𝑥1 − 𝑥2)𝐹2(𝑥2 − 𝑥3) · · ·𝐹𝑛−1(𝑥𝑛−1 − 𝑥𝑛)𝐹𝑛(𝑥𝑛) 𝑑𝑥𝑛 · · · 𝑑𝑥2 𝑑𝑥1,
(4.36)
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where
ℒ−1[ ̃︀𝐹𝑗(𝑠)](𝑡) = 𝐹𝑗(𝑡), 𝑗 = 1, ..., 𝑛.
Therefore, with the help of (4.36) in (4.33), we obtain the following expression:





























𝑑𝑥𝑛 · · · 𝑑𝑥3 𝑑𝑥2, (4.37)
where 𝑥1 ≡ ℐ𝐴 and 𝑥𝑛+1 ≡ 0.

































The OP, which is the CDF of the mutual information, can be written as the integral





































𝑑𝑥𝑛 · · · 𝑑𝑥3 𝑑𝑥2 𝑑𝑥1. (4.39)
We should remark at this point that for the evaluation of PDF and OP of ℐ𝐴, as
far as number of integrals is concerned, we have not gained anything. However, the above
exact expressions provide an alternative route to calculate these quantities compared to
the expressions derived in the last subsection, where we adopted the strategy of integrating
the JPDF directly.
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4.4.3 Gaussian Approximation
The expressions for PDF and CDF presented above use the JPDF of the eigen-
values or Laplace transform, which involves the calculation of multiple integrals. A more
straightforward method is to use the Gaussian approximation that depends only on inte-
grals involving up to two eigenvalue density.



















where erfc(·) represents the complementary error function.
In principle, we can obtain the mean (𝜇ℐ𝐴) and variance (𝜎2ℐ𝐴) with the aid of the
coefficients of 𝑠 and 𝑠2 in the series expansion of ̃︀𝑝(𝑠). However, this is non trivial because
of the complicated structure of ̃︀𝑝(𝑠) in (4.32). Therefore, we resort to the strategy of
obtaining 𝜇ℐ𝐴 and 𝜎2ℐ𝐴 with the help of the one-point and two-point correlation functions
given in (4.15).



















𝑅1(𝜆1) log2(1 + 𝜆1) 𝑑𝜆1. (4.42)
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log22(1 + 𝜆𝑗) +
∑︁
𝑗 ̸=𝑘






+ 𝑛(𝑛− 1)E [log2(1 + 𝜆1) log2(1 + 𝜆2)] − 𝜇2ℐ𝐴 . (4.43)
Therefore, with the aid of one-point and two-point correlation functions (4.15) this










𝑅2(𝜆1, 𝜆2) log2(1 + 𝜆1) log2(1 + 𝜆2) − 𝜇2ℐ𝐴 𝑑𝜆1 𝑑𝜆2. (4.44)
Mathematically, we can see that the advantage of using Gaussian approximation is that
we need to perform only up to a two-fold integral, instead of 𝑛 − 1 or 𝑛-fold integrals
required for exact results.
4.5 Numerical Results
In this section we present a numerical example in order to validate the exact ex-
pressions proposed in this work. We begin with the comparison of results concerning the
eigenvalues of the quotient ensemble, viz., the marginal density, and probability distribu-
tions and densities of the extreme eigenvalues. Afterwards, we move over to examine the
behaviour of the mutual information. As will be shown, there is a perfect match between
the results from Monte Carlo simulations and the exact results presented in the preceding
sections.
We consider the following scenario. Suppose that user A transmits with 𝑎 = 1
(SNR𝐴 = 𝑛𝐴 × 𝑎 = 4 × 1 = 6.02 dB), and user B transmits with 𝑏 = 1/3 (SNR𝐵 =
𝑛𝐵 × 𝑏 = 5 × 1/3 = 2.21 dB). In Fig 18 we show the marginal density of eigenvalues for
𝑛 = 3, while in Figs. 19 and 20 we display the probability distributions and densities of
the extreme eigenvalues.
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Figure 18 – Marginal density of eigenvalues of the quotient ensemble. The parameters
used are 𝑛 = 3, 𝑛𝐴 = 4, 𝑛𝐵 = 5, 𝑎 = 1 and 𝑏 = 1/3.
Figure 19 – SF of the smallest eigenvalue (𝜆min) and CDF of the largest eigenvalue (𝜆max),
as given by (4.18) and (4.20). The parameter values are 𝑛 = 3, 𝑛𝐴 = 4, 𝑛𝐵 = 5,
and 𝑏 = 1/3.
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Figure 20 – PDF of the smallest eigenvalue (𝜆min) and that of the largest eigenvalue
(𝜆max), as given by (4.22) and (4.24). The parameters values are 𝑛 = 3,
𝑛𝐴 = 4, 𝑛𝐵 = 5, and 𝑏 = 1/3.
Fig. 21 shows the PDF of mutual information for 𝑛 = {2, 3, 4}. Notice that as
the number of receiving antennas increases the 𝜇ℐ𝐴 also increases. When we double the
number of antennas from 𝑛 = 2 to 𝑛 = 4, the 𝜇ℐ𝐴 goes from 2.56 to 4.93, almost a twofold
increase. This result is in accordance with the well known result that the slope of the
curve increases with min(𝑛, 𝑛𝐴) [6]. Note also that the distributions possess Gaussian-like
shapes. For comparison, we have plotted the Gaussian approximation using 𝜇ℐ𝐴 and 𝜎2ℐ𝐴 .
The OP is shown in Fig. 22. Again, by increasing the number of receiving antennas,
the OP decreases. For example, for a rate of 3 bits/s/Hz, the OP is ≈ 90% with 𝑛 = 2
antennas, and goes down to less than 1% for 𝑛 = 4 antennas. An OP of 1% allows a bit
rate of 1.2 and 2.1 bits/s/Hz with 𝑛 = 2 and 𝑛 = 3 antennas, respectively. Notice that
the Gaussian approximation is indistinguishable for outage probabilities above 10% for
any 𝑛. For OP of 1%, the error by using this approximation is less than 0.2 bits/s/Hz.
We show the outage rate as function of 𝑎 and 𝑛 in Fig. 23 for 1% of OP with 0 ≤
𝑎 ≤ 30 dB, 𝑛 = {2, 3, 4}, 𝑛𝐴 = 4, 𝑛𝐵 = 5, 𝑏 = 1. Note that the increase in outage rate
is close to linear with 𝑎. We used only Gaussian approximation to show that, for this
purpose, this simpler method presents good results.
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Figure 21 – Mutual information probability density for 𝑛 = {2, 3, 4}, 𝑛𝐴 = 4, 𝑛𝐵 = 5,
𝑎 = 1 and 𝑏 = 1/3.
Figure 22 – Mutual information OP for 𝑛 = {2, 3, 4}, 𝑛𝐴 = 4, 𝑛𝐵 = 5, 𝑎 = 1 and 𝑏 = 1/3.
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Figure 23 – Outage rate for OP = 1%, and for different 𝑎 (SNR’s) and 𝑛 = {2, 3, 4},
𝑛𝐴 = 4, 𝑛𝐵 = 5, 𝑏 = 1/3.
4.6 Summary
We considered the quotient ensemble involving two Wishart matrices. We worked
out exact closed-form expressions for the probability distributions and densities of the
extreme eigenvalues. Afterwards, we derived exact expressions for the probability density
and OP of mutual information of a two-user MIMO MAC network over Rayleigh fading.
These expressions allow the analytical evaluation of the probability density and outage
beside the current numerical evaluation methods such as Monte Carlo. The exact expres-
sions are presented in two different ways, Laplace transform and by direct integration of
joint probability density function of eigenvalues coming from the quotient ensemble.
We showed that the density of mutual information exhibits a Gaussian-like shape.
Therefore, besides the exact expressions, we derived expressions to evaluate the mean
and variance to invoke the Gaussian approximation method. This approximation method
offers a trade-off between complexity and accuracy. For OP, the Gaussian approximation
shows excellent match with the exact results for outages above 10%. For lower values,
the Gaussian approximation error is relatively small so that we consider the method
acceptable due its simplicity of implementation.
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Finally, as an example of an application of the derived expressions, we evaluated
the effect of the number of receiver antennas in the distribution and OP of the receiver.
We noted a twofold increase in the mean value of mutual information when we double the
number of receiving antennas. On the other hand, the outage rate increased about three
times in the low signal to noise ratio regime.
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5 On Integer-Forcing Precoding for the Gaus-
sian MIMO Broadcast Channel
IF precoding (also known as RCF) is a promising new technique for communi-
cation over MIMO BC. Inspired by the CF framework (or integer-forcing equalization)
for MAC, it generalizes linear precoding by inducing an effective channel matrix that
is approximately integer (rather than approximately identity). Such a channel matrix is
pre-inverted by an integer mixing of the original messages, so that each receiver observes
only the contribution of its desired message (plus noise).
In this chapter, a specific IF precoding scheme, called EIF, is proposed and shown
to achieve maximum spatial multiplexing gain. For the special case of two receivers, in
the high SNR regime, an optimal choice of parameters is derived analytically, leading to
an almost closed-form expression for the achievable sum rate. In particular, it is shown
that the gap to the sum capacity is upper bound by 0.27 bits for any channel realization.
For general SNR, we proposed a regularized version of EIF that is shown, numerically
under Rayleigh fading, to achieve performance superior to optimal linear precoding and
very close to the zero-forcing dirty-paper coding.
The remainder of this chapter is organized as follows. The Gaussian MIMO BC
model, its sum capacity expression, and the necessary background on CF are reviewed in
Section 5.1. In Section 5.2 we describe the formulation of IF precoding considered in this
chapter. In Section 5.3, we describe our proposed EIF scheme and analyze its performance
in the high SNR regime. In Section 5.4, we focus on the two receiver case and derive the
optimal selection of the precoding and integer matrices in high SNR regime. Moreover, we
show in this section that the gap for the sum capacity in this scenario is bounded. Section
5.5 extends the scheme for the general SNR case. We show in Section 5.6 the average sum




In this section, we review the model of a Gaussian MIMO BC and the expression
for its sum capacity. We also review the compute-and-forward framework for the MAC,
which is the basis of the IF scheme in Section 5.2.
5.1.1 System Model
Consider the discrete-time complex baseband model of a Gaussian MIMO BC with
one transmitter and 𝐾 receivers, where the transmitter has 𝑀 ≥ 𝐾 antennas and each
receiver has a single antenna.
Let x𝑗 ∈ C𝑛 be the vector sent by the transmitter on its 𝑗th antenna, 𝑗 = 1, . . . ,𝑀 ,




ℎ𝑖𝑗x𝑗 + z𝑖 (5.1)
where h𝑖 =
[︁
ℎ𝑖1 · · · ℎ𝑖𝑀
]︁
∈ C1×𝑀 is the vector of channel gains and z𝑖 is a circularly
symmetric Gaussian noise vector ∼ 𝒞𝒩 (0, I). Equivalently, we can write
Y = HX + Z (5.2)
where Y ∈ C𝐾×𝑛, H ∈ C𝐾×𝑀 , X ∈ C𝑀×𝑛, and Z ∈ C𝐾×𝑛 are matrices having the vectors
y𝑖, h𝑖, x𝑗 and z𝑖, respectively, as rows.












where SNR is the total transmit signal-to-noise ratio. We assume that the transmitter and
each receiver have perfect knowledge of their respective channel gains. We also assume
that H is full-rank.
We consider the problem where, for 𝑖 = 1, . . . , 𝐾, an independent message w𝑖 ∈
𝒲𝑖, of rate 𝑅𝑖 = 1𝑛 log2 |𝒲𝑖|, taken from a message space 𝒲𝑖, is to be transmitted to
the 𝑖th receiver. The sum rate (also called throughput in [47]) of the scheme is given by
𝑅sum = 𝑅1 + · · · +𝑅𝐾 .
A sum rate 𝑅 is said to be achievable if, for any 𝜖 > 0 and sufficiently large 𝑛, there
exists a coding scheme with sum rate 𝑅 that allows each receiver to recover its intended
message with probability of error smaller than 𝜖. The sum capacity is the supremum of
all achievable sum rates.
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5.1.2 Sum Capacity
For the Gaussian MIMO BC described above, it is known that the sum capacity





I + SNR H†QH
)︁
(5.4)
where Q is a 𝐾 ×𝐾 diagonal matrix.
For high SNR, it is known that the choice Q = 1
𝐾
I is optimal [54]. Thus, we have
𝐶sum ≥ 𝐶HIsum and
lim
SNR→∞
𝐶sum − 𝐶HIsum = 0 (5.5)
where
𝐶HIsum , 𝐾 log2(SNR/𝐾) + log2 det(HH†). (5.6)
5.1.3 Compute-and-Forward
Consider a Gaussian MAC with𝐾 transmitters and a single receiver, each equipped
with a single antenna. The channel model is identical to (5.1) for a single specific receiver,
assuming we drop the index of the receiver and set 𝑀 = 𝐾, except that (i) the 𝐾 trans-








≤ SNR, 𝑖 = 1, . . . , 𝐾 (5.7)
which applies to each transmitted signal, and (iii) no channel state information (CSI) is
required at the transmitters.
In the CF framework [58], the messages spaces are endowed with a common alge-
braic structure that allows multiplication by some suitable ring of complex integers (which
serve as a quantized version of the complex numbers). Specifically, let Z[𝑗] = Z + 𝑗Z de-
note the ring of Gaussian integers and let Z𝑝[𝑗] = Z𝑝 + 𝑗Z𝑝 denote the ring of Gaussian
integers modulo a prime 𝑝 ∈ Z.
For 𝑖 = 1, . . . , 𝐾, the message space for the 𝑖th transmitter is given by 𝒲𝑖 =
Z𝑝[𝑗]𝑘𝑖 × {0}𝑘−𝑘𝑖 ⊆ 𝒲 , where 𝒲 = Z𝑝[𝑗]𝑘 is the ambient space and 𝑘 = max𝑖 𝑘𝑖. In other
words, the elements of 𝒲𝑖 are length-𝑘 (row) vectors over Z𝑝[𝑗] whose last 𝑘 − 𝑘𝑖 entries
are zeros.
Moreover, the receiver is interested in recovering not necessarily the individual
messages w1 ∈ 𝒲1, . . . ,w𝐾 ∈ 𝒲𝐾 , as in a standard MAC, but more generally a lin-
ear combination of these messages, u = 𝑎1w1 + · · · + 𝑎𝐾w𝐾 ∈ 𝒲 , whose coefficients
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𝑎1, . . . , 𝑎𝐾 ∈ Z[𝑗] may be chosen based on the channel realization. We may also write
u = aW, where a =
[︁
𝑎1 · · · 𝑎𝐾
]︁
is the (linear combination) coefficient vector and
W ∈ Z𝑝[𝑗]𝐾×𝑘 is the matrix whose rows are the messages w1, . . . ,w𝐾 .
Let 𝒲a ⊆ 𝒲 be the smallest set that contains 𝑎1𝒲1 + · · · + 𝑎𝐾𝒲𝐾 . Then the
rate of the linear equation u = aW is defined as 𝑅a = 1𝑛 log2 |𝒲a|.
It is shown in [58] that there is a choice of message spaces and coding scheme (as
a function of 𝑛) such that, for all sufficiently large 𝑛, any linear equation with coefficient
vector a can be reliably decoded so long as 𝑅a is smaller than the computation rate








Note that the above result requires both 𝑝 and 𝑘1, . . . , 𝑘𝐾 to grow appropriately with 𝑛.
A useful feature of the coding scheme in [58] is that, due to the use of random
dithers, the transmitted vectors are zero-mean and independent. It follows that, for all
𝑖 ̸= 𝑖′,
E[x𝑖x†𝑖′ ] = 0. (5.9)
For future reference, it is useful to rewrite (5.8) as
𝑅cp(h, a) = log+2
(︃
1 + ‖h‖2SNR









In this section, we review the integer-forcing approach for the MIMO BC described
in Section 5.1.1. Recall that IF precoding can be regarded as an extension of RCF proposed
in [55,56].
5.2.1 Overview
The main idea in RCF is to apply the CF framework to the MAC created between
the transmitting antennas (viewed as independent transmitters) and the single receiving
antenna of a specific receiver. Since CF encoding at each such “virtual” transmitter is
independent of the channel gains, the same scheme works simultaneously for all receivers
(which may experience different channel gains). Thus, each receiver can behave in exactly
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the same way, applying standard CF decoding based on their respective channel gains,
aiming at recovering some specific linear combination of messages (typically the one with
highest computation rate). Taken as a whole, these 𝐾 independent MAC channels with CF
encoding and decoding can be interpreted as an integer-valued, noiseless MIMO channel.
Then, on top of this virtual MIMO channel, at the transmitter side, the messages are
precoded so that the linear combination recovered by each receiver is exactly its desired
message, i.e., essentially inverting the integer-valued channel matrix.
In IF precoding, the RCF approach is extended by further applying linear precod-
ing to the transmitted signals in order to improve the achievable computation rates. As
we shall see, this more general precoding, when properly optimized, is key to approaching
the sum capacity of the Gaussian MIMO BC.
5.2.2 Description of the Scheme
Recall the definitions of Sections 5.1.1 and 5.1.3.
First, the transmitter chooses matrices A, Ã ∈ Z[𝑗]𝐾×𝐾 satisfying
AÃ ≡ I (mod 𝑝). (5.11)
For instance, if A is invertible (over Z[𝑗]), i.e., | det A| = 1, then a simple choice for Ã is
Ã = A−1, but, in general, A needs only be invertible modulo 𝑝, i.e., we must have
det(A) ̸≡ 0 (mod 𝑝). (5.12)
Note that this choice of A, Ã implies that
AÃW = W. (5.13)
Let a1, . . . , a𝐾 ∈ Z[𝑗]𝐾 and ã1, . . . , ã𝐾 ∈ Z[𝑗]𝐾 denote the rows of A and Ã, respectively.
For 𝑖 = 1, . . . , 𝐾, the transmitter computes the precoded message w′𝑖 = ã𝑖W ∈ 𝒲
and applies the CF encoding on w′𝑖 to produce the vector x′𝑖 ∈ C𝑛. Then, the transmission
matrix X ∈ C𝑀×𝑛 is obtained by linear precoding (over the complex numbers) as
X = TX′ (5.14)
where X′ ∈ C𝐾×𝑛 is the matrix whose rows are x′1, . . . ,x′𝐾 , and T ∈ C𝑀×𝐾 is a precoding
matrix suitably chosen so that the power constraint (5.3) is satisfied.






where (5.15) follows from (5.7) and (5.9). Thus, the constraint on T may be simply
expressed as
tr(T†T) ≤ 1. (5.16)
Of course, the best performance is achieved when (5.16) is satisfied with equality.
After precoding by T, the channel expression (5.2) becomes
Y = HX + Z = HTX′ + Z = H′X′ + Z (5.17)
where H′ = HT ∈ C𝐾×𝐾 is the resulting channel matrix, whose rows are given by
h′𝑖 = h𝑖T, 𝑖 = 1, . . . , 𝐾.
At each receiver 𝑖, CF decoding is applied on the received vector y𝑖, in order
to recover a linear combination u𝑖 = a𝑖W′ ∈ 𝒲 , where W′ denotes the matrix whose
rows are w′1, . . . ,w′𝐾 . More specifically, each received vector y𝑖 is a noisy (analog) linear
combination of x′1, . . . ,x′𝐾 , i.e., y𝑖 = h′𝑖X′ + z𝑖, which, after CF decoding, will yield a
(digital) linear combination of the corresponding messages. Let U ∈ Z𝑝[𝑗]𝐾×𝑘 be the
matrix whose rows are u1, . . . ,u𝐾 . By construction, we have that
U = AW′ = AÃW = W (5.18)
so, assuming that decoding is successful, each receiver recovers precisely its desired mes-
sage, free of interference from other messages.
Note that scheme described above is identical to the original RCF in [56] except
that the channel matrix is replaced by H′. It follows that, as shown in [56], all messages
can be reliably decoded if 𝑅𝑖 < 𝑅cp(h′𝑖, a𝑖), for all 𝑖. Therefore, the sum rate achievable
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Note that, in the above expression, we require only that A be invertible over C,
rather than modulo 𝑝. This is due to the fact that, without loss of optimality, we may
safely restrict the search to matrices A of bounded determinant,1 while, as far as we are
concerned with achievable rates, the modulus 𝑝 has to grow without bound, implying
that any optimal matrix for (5.21) will also satisfy (5.12). In other words, the modulo
𝑝 issue is irrelevant for achievable rates, although it may be important in a practical
implementation.
The search for A and T maximizing 𝑅sum is done at the transmitter, based on
the current realization of the channel matrix H. For successful decoding, each receiver
𝑖 also needs to know its corresponding precoded channel gain vector h′𝑖 (or simply the
equalization coefficient 𝛼𝑖 ∈ C from [58]) and its coefficient vector a𝑖. Note that, if h𝑖 is
estimated at the receiver, then, by a similar process, it should be possible to estimate h′𝑖
directly (with smaller complexity when 𝐾 < 𝑀). The vector a𝑖, on the other hand, may
be communicated as part of a header, using a different (preferably more robust) scheme.
Due to its small size, sending this extra data has negligible impact on the achievable rates,
so we ignore it for the remainder of the chapter.
5.2.3 Comparison with Previous Schemes
As mentioned before, IF precoding generalizes RCF by the use of an optimized
precoding matrix T, which in turn induces a distinct optimization problem for A. In
particular, any number 𝑀 ≥ 𝐾 of transmitting antennas is allowed.
When 𝑀 = 𝐾 and T = I, the scheme reduces to the original RCF [56]. In this case,
a natural strategy for optimizing A is to choose each coefficient vector a𝑖 independently
for each receiver as the one which maximizes (5.8) for its corresponding channel gain
1 From the Leibniz formula, it is easy to see that | det(A)| ≤ 𝐾!𝑎𝐾max, where 𝑎max = max𝑖,𝑗 |𝑎𝑖𝑗 | ≤
max𝑖 ‖a𝑖‖. But from [56] we know that, for any a𝑖 such that 𝑅cp(h𝑖T, a𝑖, SNR) > 0, we have
‖a𝑖‖2 ≤ 1 + ‖h𝑖T‖2SNR
≤ 1 + ‖h𝑖‖2𝜆max(TT†)SNR
≤ 1 + ‖h𝑖‖2 tr(TT†)SNR
≤ 1 + ‖h𝑖‖2SNR
where 𝜆max(TT†) denotes the maximum eigenvalue of TT†.
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vector h𝑖. This approach is optimal (for this specific T) if the resulting matrix A turns
out to be full rank, but this condition is not guaranteed to occur. This problem is avoided
in [56] by restricting the transmission to a subset of receivers (and antennas) for which the
full rank condition is obtained. However, this solution is not applicable when the number
of receivers is fixed, which is the scenario considered here.
When 𝑀 = 𝐾 and T = 𝑐H−1A, where 𝑐 > 0 is chosen to satisfy a per-antenna
power-constraint, then the scheme reduces to RCF with “integer-forcing beamforming”
proposed in [55]. In this case it is no longer possible to optimize each a𝑖 individually, since
T (and thus h′𝑖 = h𝑖T) depends on A. Therefore, the optimization of A must be based
on the complete sum rate 𝑅cp-sum(HT,A). This is a hard problem in general, suggesting
the use of suboptimal methods, such as the one proposed in [55].
As we shall see, having more flexibility on the choice of T actually makes the
problem more structured and potentially easier to solve.
It is also worth mentioning that if we take A = I, then (5.20) becomes equivalent
to optimal linear precoding [53] (for the sum rate). This is due to the fact that, in this
case, the computation rate 𝑅cp(h𝑖T, a𝑖) becomes equal to the capacity of the channel to
the 𝑖th receiver when treating interference from all other users as noise. In particular, if
we take A = I and T = 𝑐H†(HH†)−1D, where D is a diagonal matrix, then we recover
ZF precoding [53].
5.3 Exact Integer-Forcing Precoding
In this section, we consider the problem of optimal design of IF precoding in the
high SNR regime. Note that the problem consists of selecting matrices A and T.
5.3.1 Optimal Precoding Structure for High SNR
First, let us examine the expression (5.10) for the computation rate of the 𝑖th
receiver, 𝑅comp(h′𝑖, a𝑖).




is always non-negative, and it is equal to zero if and only if h′𝑖 = 𝑑𝑖a𝑖, for some 𝑑𝑖 ∈ C.
Thus, for fixed h′𝑖, a𝑖, the computation rate grows with SNR if and only if h′𝑖 ̸= 0 and
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h′𝑖 = 𝑑𝑖a𝑖. In this case, we obtain







As can be seen, setting h′𝑖 = 𝑑𝑖a𝑖, with 𝑑𝑖 ̸= 0, is necessary and sufficient for fully exploiting
the degrees of freedom in the channel (i.e., achieving maximum spatial multiplexing gain).
Let D be a diagonal matrix with entries 𝑑1, . . . , 𝑑𝐾 ∈ C, which will be optimized
later. Motivated by the above observations, for high SNR, we propose to choose T such
that h′𝑖 = h𝑖T = 𝑑𝑖a𝑖, for all 𝑖. That is, for fixed A and D, we choose
T = H†(HH†)−1DA. (5.24)
Of course, D must be chosen such that T satisfies the power constraint (5.16).
Without loss of generality, let
D = 𝑐D0 (5.25)




|𝑑𝑖| = 1. (5.26)
Let
T0 = H†(HH†)−1D0A = T/𝑐. (5.27)
Since tr(T†T) = 𝑐2 tr(T†0T0), it follows that T satisfies the power constraint (5.16) with





Thus, the entries 𝑑1, . . . , 𝑑𝐾 ∈ C can be chosen arbitrarily provided (5.26) is sat-
isfied, and 𝑐 is chosen according to (5.28).
Similarly to [59], we call this scheme exact integer-forcing (EIF) precoding, since
after precoding the channel matrix becomes exactly an integer matrix (up to scaling for
each user).
Note that the precoding method of [55] in fact corresponds to the special case
D0 = I.
Note also that the proposed scheme generalizes ZF precoding, which corresponds
to the special case A = I.




and 𝑑𝑖 = 𝑑𝑖/𝑐, 𝑖 = 1, . . . , 𝐾.
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5.3.2 Sum Rate for High SNR






































Moreover, as SNR → ∞,
𝑅cp-sum(H′,A) → 𝑅HIcp-sum(H′,A). (5.35)
It is important to emphasize that, in the high SNR regime, optimal IF necessarily
takes the form of EIF. Thus, for high SNR, the rates achievable by optimal EIF are the
highest possible under any form of IF.
It follows that, for high SNR, the maximum achievable sum rate for IF is given by















and it is a lower bound on the maximum achievable sum rate for general SNR.
5.3.3 Optimization in the Reverse Order
Suppose we fix D0 and wish to choose the optimal A. It can be shown that this
problem can be converted into that of lattice basis reduction.
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Let a(1), a(2), . . . , a(𝐾) denote the columns of A. Let G0 = H†(HH†)−1D0, so that
T0 = G0A. Then











Since a(1), a(2), . . . , a(𝐾) must be linearly independent, minimizing the above ex-
pression is equivalent to finding the shortest basis for a lattice with generator matrix G0,
written in column notation. Such an optimal basis will produce the columns of A.
Note that the above algorithm is a natural generalization of the algorithm proposed
in [55], which applies to the special case D0 = I.
Unfortunately, due to the lack of an analytical expression for the optimal A, search-
ing for the optimal D0 (in conjunction with the above algorithm) is a very difficult task.
Indeed, we have verified experimentally that the problem becomes highly nonsmooth. In-
stead, it seems more promising to optimize D0 for a given A. In the special case of two
receivers, an analytical solution is possible, as is shown next.
5.4 The Two-User Case for High SNR
In this section, we focus on the the special case of 𝐾 = 2 receivers in the high
SNR regime, assuming that EIF is used.
5.4.1 Optimal Precoding Matrix
Without loss of generality, let 𝑑1 = 𝑒𝛽+𝑗𝜃1 and 𝑑2 = 𝑒−𝛽+𝑗𝜃2 , where 𝛽 ∈ R. Note
that |𝑑1||𝑑2| = 1. Let




with entries 𝑀𝑖𝑗. Since (AA†)𝑖𝑗 = a𝑖a†𝑗 ,
(D†0MD0)𝑖𝑗 = 𝑑*𝑖𝑀𝑖𝑗𝑑𝑗 (5.43)
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= ‖a1‖2𝑀11𝑒2𝛽 + ‖a2‖2𝑀22𝑒−2𝛽
+ 2Re{a2a†1𝑀12𝑒𝑗Δ𝜃} (5.44)
where Δ𝜃 = 𝜃2 − 𝜃1.
Clearly, the optimal choice of Δ𝜃 is
Δ𝜃 = −∠(−a2a†1𝑀12) = −∠(a2a†1h1h†2) (5.45)
which gives
tr(T†0T0) = ‖a1‖2𝑀11𝑒2𝛽 + ‖a2‖2𝑀22𝑒−2𝛽 − 2|a2a†1𝑀12|. (5.46)

























= 2 ‖h1‖‖h2‖det(HH†)𝑓(A, 𝜌)
where








𝑓(A, 𝜌) , ‖a1‖‖a2‖ − 𝜌|a2a†1|. (5.50)
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Thus, the sum rate for high SNR can be expressed as
𝑅HIsum(A) = 2 log+2
(︃
det(HH†) · SNR

















5.4.2 Optimizing the Integer Matrix




where 𝑓(A, 𝜌) is defined in (5.50). Our approach to solve this problem is to find a pair
of linearly independent vectors a1, a2 ∈ Z[𝑗]2 that minimizes ‖a1‖‖a2‖, for every possible
value of |a1a†2|. It follows that each such pair will be an optimal solution for some range
of values of 𝜌.
Let
𝒩2 = {|𝑎|2 : 𝑎 ∈ Z[𝑗]} = {𝑎2 + 𝑏2 : 𝑎, 𝑏 ∈ Z} ⊆ Z (5.54)
be the set of all integers that are sums of two squares, and note that |a1a†2|2 ∈ 𝒩2. For all




where the minimization is restricted to a1, a2 ∈ Z[𝑗]2 that are linearly independent.
From the Cauchy-Schwarz inequality, we know that ‖a1‖2‖a2‖2 ≥ |a1a†2|2, achiev-
able if and only if a2 is a multiple of a1. However, this condition violates the requirement
of linear independence. Thus, since both ‖a1‖2‖a2‖2 and |a1a†2|2 must be integers, we must
have
‖a1‖2‖a2‖2 ≥ |a1a†2|2 + 1. (5.56)








where 𝑎21 ∈ Z[𝑗]. Thus, by choosing 𝑎21 such that |𝑎21|2 = 𝑁 , we have that 𝜋2𝑁 = 𝑁 + 1,
for all 𝑁 ∈ 𝒩2.
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Table 5 – Non-equivalent solutions to optimal integer matrix A𝑁 and respective 𝜌𝑁 values
for 𝑁 ≤ 20.
a1 a2 ‖a1‖2‖a2‖2 𝑁 = |a1a†2|2 𝜌𝑁
(1, 0) (0, 1) 1 0 0
(1, 0) (1, 1) 2 1 0.4142
(1, 0) (1 + 𝑗, 1) 3 2 0.7673
(1, 0) (2, 1) 5 4 0.8604
(1, 0) (2 + 𝑗, 1) 6 5 0.9041(1, 1) (1 + 𝑗, 1)
(1, 0) (2 + 2𝑗, 1) 9 8 0.9294
(1, 0) (3, 1) 10 9 0.9458(1, 1) (2, 1)
(1, 0) (3 + 𝑗, 1) 11 10 0.9511
(1, 0) (3 + 2𝑗, 1) 14 13 0.9588
(1, 0) (4, 1) 17 16 0.9670
(1, 0) (4 + 𝑗, 1) 18 17 0.9710(1 + 𝑗, 1) (2 + 𝑗, 1)
(1, 0) (3 + 3𝑗, 1) 19 18 0.9726
(1, 0) (4 + 2𝑗, 1) 21 20 0.9746
Let A𝑁 denote a solution to (5.55). It follows that
𝑓(A𝑁 , 𝜌) =
√
𝑁 + 1 − 𝜌
√
𝑁. (5.58)
Let𝑁 ′ be the largest integer smaller than𝑁 in 𝒩2. For a given 𝜌, it follows that 𝑓(A𝑁 , 𝜌) ≤
𝑓(A𝑁 ′ , 𝜌) if and only if
√




𝑁 ′ + 1 − 𝜌
√
𝑁 ′ (5.59)
i.e., if and only if
𝜌 ≥ 𝜌𝑁 ,
√
𝑁 + 1 −
√





Thus, defining 𝜌0 = 0, we have that A𝑁 is optimal for all 𝜌𝑁 ≤ 𝜌 ≤ 𝜌𝑁 ′′ , where 𝑁 ′′ is the
smallest integer larger than 𝑁 in 𝒩2.
Table 5 lists all possible non-equivalent solutions for 𝑁 ≤ 20. Equivalent solutions
can be found by permuting rows and/or columns and by multiplying rows and/or columns
by −1, 𝑗, or −𝑗. Note that there can be multiple non-equivalent solutions for certain values
of 𝑁 .
For any given 𝜌, let
𝑁(𝜌) = arg min
𝑁∈𝒩2
𝑓(A𝑁 , 𝜌). (5.61)
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Note the function 𝑓(𝑥) =
√
𝑥+ 1 − 𝜌
√




1 − 𝜌2 . (5.62)








where [𝑥]𝒩2 denotes the set of the two elements of 𝒩2 closest to 𝑥 from above and from
below.
It is worth treating the special case where 𝑎21 is chosen to be real, since the
analysis in this case becomes simpler, even though this may be a suboptimal choice. We








where [𝑥]Z = {⌊𝑥⌋, ⌈𝑥⌉}.
5.4.3 Gap to Sum Capacity
We now investigate the gap to the sum capacity in (5.6). Let 𝛿 = 𝐶HIsum −𝑅HIsum and
















where the last equality follows since
det(HH†)
‖h1‖2‖h2‖2
= 1 − 𝜌(H)2. (5.65)
Fig. 24 shows the gap to sum capacity 𝛿 for 0 ≤ 𝜌 ≤ 0.96 with a1 and a2 given
in Table 5. Note that the highest gap is 𝛿 = 0.2716 (bits/channel use) and occurs for
𝜌 = 0.4142 in the transition from a2 = (0, 1) to a2 = (1, 1) as shown in Table 5.
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Gap to Sum Capacity (High SNR regime)
A Complex
A Real
Figure 24 – Gap to sum capacity of the proposed scheme for the high SNR regime. The
peaks corresponds to the 𝜌𝑁 column of Table 5. The results are for the com-
plex and real channels.
In order to be able to bound Δ for larger 𝜌, let us assume a real solution a1 = (1, 0),
a2 = (𝑘, 1), where 𝑘 is a nonnegative integer. This choice is suboptimal but easier to
handle. In this case, we have
Δ =
√
𝑘2 + 1 − 𝜌𝑘√
1 − 𝜌2
.
It is also useful to make a change of variables 𝑢 = 𝜌/
√
1 − 𝜌2, which is a monotonically





𝑘2 + 1 − 𝑢𝑘.
Lemma: If 𝑘 = ⌈𝑢⌉, then Δ ≤ 1 + 1/𝑢2.



















2 + 𝑘2 + 1
2𝑢𝑘
= (𝑘 − 𝑢)
2 + 2𝑢𝑘 + 1
2𝑢𝑘
= 1 + (𝑘 − 𝑢)
2 + 1
2𝑢𝑘
≤ 1 + 1
𝑢2
where the last inequality follows since 𝑢 ≤ 𝑘 < 𝑢+ 1.
It follows from the above lemma that for 𝜌 ≥ 0.96, we have Δ ≤ 1.09 and thus
𝛿 ≤ 0.27 bits. Moreover, 𝛿 → 0 as 𝜌 → 1.
5.4.4 Spatial Multiplexing
The spatial multiplexing gain 𝑟 is given by limSNR→∞ 𝑅(SNR)log2(SNR) = 𝑟 [59]. Therefore,
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2 + 2 log+2
(︃
det(HH†)







2 + 2 log+2
(︃
det(HH†)
2‖h1‖‖h2‖ · 𝑓(A, 𝜌(H))
)︃
× 0 = 2 (5.66)
Therefore, the 𝑟 = 2.
For 𝐾 users, we have that































































× 0 = 𝐾. (5.68)
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5.5 Extension to General SNR
We have shown in Section 5.3 that, among all integer-forcing precoding schemes,
exact integer-forcing precoding is optimal for high SNR. For general SNR, however, de-
signing an optimal integer-forcing precoder is much more challenging, since we need much
more freedom in the choice of the precoding matrix T (besides the choice of A). Indeed,
a special case of this problem (for A = I) is that of designing an optimal linear precoder,
which is still an open problem [53].
One way to approach this problem is to keep the general structure of EIF and
make certain adaptations to improve its performance under finite SNR, as we describe
next. Note that the discussion below is valid for any 𝐾.
5.5.1 User Selection
As we have seen in Section 5.3, an optimal solution for high SNR requires each
individual computation rate to grow with SNR—and thus be nonzero. However, for finite
SNR, it may be the case that an optimal solution requires some of the individual rates
to be zero, which is not accounted for in the high SNR expressions. In this case, the
achievable sum rate can may improved by restricting the transmission to a subset of users
𝒮 ⊆ {1, . . . , 𝐾}. Thus, we can extend EIF by searching over all such subsets. Such an
approach is a typical approach in many precoding schemes (e.g., [47, 52]).
Expressing the sum rate of EIF as a function of the channel matrix H, 𝑅sum(H),




where H𝒮 denotes the submatrix of H consisting of the rows whose indices are in 𝒮.
5.5.2 Regularized EIF
Recall that EIF is a generalization of ZF precoding; namely, the latter corresponds
to the special case A = I. It is well-known that, for finite SNR, the performance of ZF






where 𝑐 is chosen to satisfy (with equality) the power constraint. In this case, while
the performance for high SNR is unchanged, the performance for low SNR improves
considerably.
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We can apply a similar principle to the proposed EIF method. Namely, we choose






where 𝑐 > 0 is chosen as in (5.28) in order to satisfy the power constraint. We call this
method regularized IF (RIF). Note that A and D0 may still be designed based on the
high SNR lower bound; only T needs to be adapted. Note also that (5.72) tends to (5.27)
as SNR grows. Thus, RIF reduces to EIF in the high SNR scenario.
5.6 Numerical Results
In this section numerical examples are presented for the case 𝑀 = 𝐾 = 2 over
independent Rayleigh fading, where H has i.i.d entries ∼ 𝒞𝒩 (0, 1). We calculate the
average sum rate for our scheme and compare it with the sum rate for the well-known
linear precoders such as ZF (or ZF beamforming, ZFBF), RZF, maximal ratio transmission
(MRT) [53]. Moreover, we also plot curves for the non-linear solutions presented in [47]:
the sum-capacity-achieving DPC and the suboptimal zero-forcing DPC (ZF-DP).
The results presented here were generated with a total of 1000 channel realizations
and for SNR in the range of −10 ≤ SNR ≤ 40 dB. In Fig. 25, note that in the low
SNR regime, the average sum rate of all schemes, except ZF, are very close. In fact for low
SNR, ZF does not adapt as well as the others in restricting transmission only to the best
user. However, as the SNR increases the system becomes interference limited and all the
linear precoding schemes (with the exception of our proposed schemes) present significant
loss in performance (≈ 2 dB @30 dB).
To clarify the performance of the linear precoders with respect to the optimal
solution DP, we plot in Fig. 26 the average gap to sum capacity. Note that for SNR > 0
dB, RIF outperforms all other linear schemes. Moreover, RIF performs very close to the
non-linear ZF-DP. Interestingly, our scheme obeys the bounded gap of 𝛿 < 0.27 bits for
the entire range of SNR (the actual gap is much smaller on average), although it was
derived for asymptotically high SNR. We show in Fig. 27 the gap in terms of dB. Note
that for SNR = 10 dB, regularized IF is only 0.35 dB away from the sum capacity.
Fig. 28 shows the gap to sum capacity for the channel matrix
H =
⎡⎣ 0.2573 + 0.5287𝑗 1.4151 − 0.9219𝑗




































Figure 25 – Sum-rate performance averaged over 1000 random channels with 𝑀 = 2
transmit antennas and 𝐾 = 2 single antenna receivers for the complex case
scenario.
given in [2]. Note that our proposed scheme outperforms all linear schemes, including
optimal beamforming, and it even outperforms ZF-DP in the medium SNR region.
Fig. 29 and Fig. 30 shows the average Sum rate and average Gap for the real case,
respectively. Note that for this scenario we have also compare our results with schemes
presented in [82].
5.7 Summary
In this chapter, we propose two integer-forcing precoding schemes for the Gaus-
sian MIMO BC, called exact integer-forcing (EIF) and regularized integer-forcing (RIF).
These precoders generalize ZF and RZF, respectively. Essentially, EIF creates an effec-
tive channel matrix that is exactly integer, while RIF modifies EIF with a certain matrix
regularization in order to improve its performance for low SNR.
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Figure 26 – Gap to sum-rate performance averaged over 1000 random channels with 𝑀 =
2 transmit antennas and 𝐾 = 2 single antenna receivers for the complex case
scenario.
We show that the EIF structure is optimal for high SNR, in the sense that it
achieves maximum spatial multiplexing gain. Moreover, in the special case of two receivers,
we have shown that an analytical solution to the problem of optimal design of IF in the
high SNR regime is possible. In this case, we show that the gap to sum capacity of the
Gaussian MIMO BC is upper bounded by 0.27 bits.
For general SNR, still in the two-receiver case, we have presented numerical results
showing that RIF, when properly optimized, achieves performance superior to optimal
linear precoding and very close to the non-linear ZF-DP precoder from [47].
Besides the results presented in this chapter, we also have preliminary results
indicating that, for 𝐾 = 3, the performance of RIF is also very close to the sum capacity,
and it is possible to design such a scheme very efficiently. We hope to extend our results
for general 𝐾 > 2 in a forthcoming work.
Other potential extensions of this work include studying other objective functions
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0.35 dB 0.6 dB 0.7 dB 0.8 dB
Figure 27 – Gap in dB for SNR = 10 dB averaged over 1000 random channels with 𝑀 = 2
transmit antennas and 𝐾 = 2 single antenna receivers.
such as weighted sum rate, other practical constraints such as a per-antenna power con-
straint, as well as the impact of imperfect CSIT.
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Figure 28 – Gap to sum-rate performance for (5.73) given in [2] with 𝑀 = 2 transmit
antennas and 𝐾 = 2 single receive antenna receivers.
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Algorithm 1 [ref. 82]
MIMO capacity [ref. 82]
EIF
RIF
Figure 29 – Sum-rate performance averaged over 1000 random channels with 𝑀 = 2





































Algorithm 1 [ref. 82]
MIMO capacity [ref. 82]
EIF
RIF
Figure 30 – Gap to sum-rate performance averaged over 1000 random channels with 𝑀 =




This work presents a MIMO multi-user performance study. We cover aspects of
information theory, such as ergodic capacity and outage probability. We could summarize
the results as follows.
First, we investigated the outage probability for the lower and upper bounds of
MIMO relay channel. The bounds are used since the real capacity is not known. Upper
and lower bounds are SNR dependent, what means that the location of the nodes direct
affect them. We propose two approximations to find the bounds. One is related with the
sum of Wisharts matrices. Since the bounds are function of the sum of Wisharts and there
was not eigenvalues distribution available, we approximate this sum by another Wishart
matrix. This resulting matrix allows us to evaluate the mean and variance of the mutual
information bounds, and therefore, approximate the mutual information by a Gaussian
random variable. This second approximation was used here to evaluate the bounds in
scenarios with 2 and several SNR values. The numerical results with the proposed method
are compared with those from Monte Carlo simulation and we observe good agreement
between them.
In the second investigation, we uncovered a one-to-one correspondence between
the weighted sum of arbitrary number of uncorrelated central Wishart matrices and a
single semicorrelated Wishart matrix. Using this observation, we presented a closed form
expression for the marginal distribution of the eigenvalues for the weighted sum of 𝐾 com-
plex central Wishart matrices. We applied our new closed-form expression for analyzing
the ergodic sum rate capacity of MIMO multi-user channels. Moreover, we also derived a
closed-form expression for the ergodic channel capacity and used it to obtain the capaci-
ties for MIMO MAC and MIMO relay channel. Besides the closed form exact expression
for marginal distribution, we also proposed an approximation that is very simple and
presents promising results when used to obtain ergodic sum capacity.
Next, we look into the MIMO MAC with two users, where the receiver intends to
decodes a single user information. This scenario leads to a quotient ensemble involving
two Wishart matrices. We worked out exact closed-form expressions for the probability
distributions and densities of the extreme eigenvalues. Afterwards, we derived exact ex-
pressions for the probability density and outage probability over Rayleigh fading. These
expressions allow the analytical evaluation of the probability density and outage. The
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exact expressions are presented in two different ways, Laplace transform and by direct
integration of joint probability density function of eigenvalues. We showed that the den-
sity of mutual information exhibits a Gaussian-like shape. Besides the exact expressions,
we derived expressions to evaluate the mean and variance to invoke the Gaussian approx-
imation method. This approximation method offers a trade-off between complexity and
accuracy. As an example of an application, we evaluated the effect of the number of re-
ceiver antennas in the distribution and OP of the receiver. We noted a twofold increase in
the mean value of mutual information when we double the number of receiving antennas.
On the other hand, the outage rate increased about three times in the low signal to noise
ratio regime.
Finally, for the BC case, we propose the integer-forcing precoding schemes, called
exact integer-forcing (EIF) and regularized integer-forcing (RIF). These precoders gener-
alize ZF and RZF, respectively. Essentially, EIF creates an effective channel matrix that
is exactly integer, while RIF modifies EIF with a certain matrix regularization in order
to improve its performance for low SNR. We show that the EIF structure is optimal for
high SNR, in the sense that it achieves maximum spatial multiplexing gain. For two user
case in the high SNR regime, we have shown that the proposed matrix selection gap to
capacity is bounded in 0.27 bits. Moreover, for general SNR, the proposed scheme achieves
performance close to nonlinear scheme, overcoming all the well-known linear schemes. For
general SNR, still in the two-receiver case, we have presented numerical results show-
ing that RIF, when properly optimized, achieves performance superior to optimal linear
precoding and very close to the non-linear ZF-DP precoder.
Therefore, in this work, we covered practical multi-user scenarios where MIMO
has a huge impact in the configuration and performance. We hope that all the tools and
results showed here help those intended to devise solutions to increase the capacity of
future networks where MIMO is will help to extract more capacity with scarce spectrum.
6.1 Further Investigations
There are few ways to use the results of this work in other problems or even extend
the results presented here. For example, in chapter 3 the marginal distribution for the
eigenvalues of the sum was presented. A direct extension could be the joint distribution
of the eigenvalues of the sum. It will lead the outage probability evaluation for the MIMO
Relay and MIMO MAC case. Another possible investigation is the use of majorization
theory in order to find the bounds for the MIMO Relay case (chapter 2). It justifies
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since max(·) and min(·) are Schur-convex/concave functions [83], as well as log[det(·)].
Moreover, could provide some insights to deal with other fading distributions. Chapter
5 investigations for 𝐾 > 3 results are still open. It is possible to evaluate results close
to the capacity using numerical optimization, however, closed-form expression where not
found yet. We hope to extend our results for general 𝐾 > 2 in a forthcoming work.
Other potential extensions of this work include studying other objective functions such
as weighted sum rate, other practical constraints such as a per-antenna power constraint,
as well as the impact of imperfect CSIT.
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APPENDIX A – Two-dimensional Gaussian
𝑄-function
The two-dimensional Gaussian 𝑄-function 𝑄𝑋1𝑋2(𝑥1, 𝑥2; 𝜌) is defined as the joint
complementary cumulative distribution function of two correlated normalized Gaussian
random variables 𝑋1 and 𝑋2, where 𝜌 denotes the correlation coefficient between 𝑋1 and
𝑋2. The function 𝑄𝑋1𝑋2(𝑥1, 𝑥2; 𝜌) for 𝑥1, 𝑥2 > 0 is given by [84]
𝑄𝑋1𝑋2(𝑥1, 𝑥2; 𝜌) =
1
2 [𝑄𝑋1(𝑥1) +𝑄𝑋2(𝑥2)] −
1











































where sgn(·) is the sign operator, 1𝐹1(·, ·; ·) and Ψ1(·, ·, ·; ·; ·) are the confluent hyperge-
ometric function [85, p. 1023 eq. 9.210] and two-dimensional confluent hypergeometric
function [85, p. 1031 eq. 9.261], respectively.
Unfortunately, (A.1) is only valid for 𝑥1, 𝑥2 > 0. In order to use (A.1) for −∞ <
𝑥1, 𝑥2 < ∞, it is possible to apply the following properties [64, p. 182 eq. 6.42]
𝑄𝑋1𝑋2(−𝑥1, 𝑥2; 𝜌) = 𝑄𝑋2(𝑥2) −𝑄(𝑥1, 𝑥2; −𝜌),
for 𝑥1 < 0 and 𝑥2 > 0,
𝑄𝑋1𝑋2(𝑥1,−𝑥2; 𝜌) = 𝑄𝑋1(𝑥1) −𝑄(𝑥1, 𝑥2; −𝜌),
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for 𝑥1 > 0 and 𝑥2 < 0,
𝑄𝑋1𝑋2(−𝑥1,−𝑥2; 𝜌) = 1 −𝑄𝑋1(𝑥1) −𝑄𝑋2(𝑥2) −𝑄(𝑥1, 𝑥2; 𝜌),
for 𝑥1 < 0 and 𝑥2 < 0.
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APPENDIX B – Mapping to a
semicorrelated Wishart distribution







where Σ𝑖 = 𝜎2I𝑚. Then 𝑚 × 𝑚-dimensional matrices W𝑖 = H†𝑖H𝑖, are respectively from



























I𝑝1 0 · · · 0
0 𝑎2
𝑝2
I𝑝2 · · · 0
... . . . ...































G = D1/2H. (B.5)
With the above information it is clear that G satisfies the distribution
𝑃G(G) ∝ exp[− tr (G†V−1G)], (B.6)
where V = diag [𝑣1I𝑝1 , ..., 𝑣𝐾I𝑝𝐾 ], with 𝑣𝑖 (and 𝑝) as defined in (3.5). Therefore, we are
looking essentially at a semicorrelated Wishart case, with the diagonal-covariance ma-
trix possessing some equal-value entries (multiplicities/degeneracies). Thus, the problem
boils down to determining the eigenvalue statistics of G†G. We start with the case of
a diagonal covariance matrix with unequal entries along the diagonal, i.e., we will use
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V̂ = diag (𝑣1, ..., 𝑣𝑝) in the above distribution instead of V, work out the results for this
case, and eventually take adequate limits to obtain the case of V.
For the semicorrelated Wishart matrices, exact result for the marginal density of
eigenvalues is available from several notable works [86–89]. We use here the form derived
in [88, 89]. Consider 𝑝 × 𝑚 dimensional complex matrices G taken from the distribu-
tion (B.6), but with the covariance matrix V̂ as defined above. The marginal density of 𝑝




















Here Δ𝑝({𝑣−1}) = det[𝑣−𝑖+1𝑗 ] =
∏︀
𝑖>𝑗(𝑣−1𝑖 − 𝑣−1𝑗 ) is the Vandermonde determinant. Since
G†G and GG† share the same nonzero eigenvalues, the above result holds for 𝑝 > 𝑚
as well, with the factor 𝑝 appearing in the denominator of the prefactor replaced by 𝑚.
Moreover, in this case the bottom 𝑝 − 𝑚 entries of the first column in the determinant
comprise diverging gamma function in the denominator, and hence become zero.
We now use the relation (3.22) to derive the ergodic channel capacity. To this end




















Next we bring in the 𝜆𝑚−𝜇/Γ(𝑚−𝜇+ 1) factors occurring before the determinants to the




















The above equation serves as yet another expression for the marginal density.
For ESC we use (3.22) and obtain the following expression by interchanging the
𝜆-integral and the summation:




















⎞⎟⎟⎠ log2(1 + 𝜆) 𝑑𝜆 .
(B.10)
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The 𝜆-integral can be brought into the first row of the determinant, along with the factor
log2(1 + 𝜆) to yield















log2(1 + 𝜆) 𝑑𝜆. (B.12)
This integral can be expressed in a closed form with the aid of Meijer-G function [90].











⎞⎠ = ln(1 + 𝑧), (B.13)




⎛⎝ 𝑎1, · · · 𝑎𝑝




⎛⎝ 𝑐1, · · · 𝑐𝜎







⎛⎝ −𝑏1, · · · ,−𝑏𝑚, 𝑐1, · · · 𝑐𝜎, −𝑏𝑚+1, · · · , −𝑏𝑞







⎛⎝ 𝑎1, · · · , 𝑎𝑛, −𝑑1, · · · − 𝑑𝜏 , 𝑎𝑛+1, · · · , 𝑎𝑝




The restrictions on the indices for this integration formula can be found in [90]. Therefore,
we obtain a closed form expression for 𝒢𝑖,𝑗(𝑣) as given below in (B.17). Afterwards we
perform row interchanges in the determinants to bring 𝒢𝜇,𝑗 in the respective 𝜇th row. This
leads to the removal of (−1)𝜇 factor. Consequently, we arrive at the following expression
for ergodic channel capacity:




















(ln 2) Γ(𝑚− 𝑖+ 1)𝐺
3,1
2,3
⎛⎝ 𝑖− 1, 𝑖





APPENDIX C – Proofs for equations (3.6)
and (3.25)
To obtain equations (3.6) and (3.25) we need to assign 𝑣1 = ... = 𝑣𝑝1 = 𝑣1; 𝑣𝑝1+1 =
... = 𝑣𝑝2 = 𝑣2 ; · · · ; 𝑣𝑝(𝐾−1)+1 = ... = 𝑣𝑝𝐾 = 𝑣𝐾 in (B.7) and (B.15). However, direct substi-
tution of these values makes the determinant in the numerator, as well as the determinant
in the denominator to become zero. Therefore, we must carry out this substitution in a
limiting manner, as described below.
Let us pay attention to the columns involving up to 𝑝1 in (B.7). The ratio of the
determinants appears as
det




1 )𝑖−1 (𝑣−12 )𝑖−1 . . . (𝑣−1𝑝1 )




(𝑣−11 )𝑖−1 (𝑣−12 )𝑖−1 . . . (𝑣−1𝑝1 )
𝑖−1 . . .
]︁ . (C.1)























Now, applying adequate column operations we obtain
det












































(𝑣−11 )𝑖−1 . . .
]︂ .
(C.2)
The factors containing 𝛿𝑗 and factorial can be cancelled out after being pulled out of the
columns, both from numerator and denominator. Therefore, we are left with
det















1 )𝑖−1 𝜕𝜕(𝑣−11 )(𝑣
−1
1 )𝑖−1 . . . 𝜕
𝑗−1
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−1
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(𝑣−11 )𝑖−1 = (Γ(𝑖)/Γ(𝑖−𝑟+1))(𝑣−11 )𝑖−𝑟. The derivatives of (𝑣−1𝑗 )𝑚𝑒𝑣
−1
1 𝜆 can












using adequate scaling of the variables. By implementing similar steps for rest of the
columns, we arrive at (3.6).
Similar steps can be used to arrive at (3.25), starting from (B.15). The derivative
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𝑏1, · · · , 𝑏𝑞, 𝑟
⃒⃒⃒⃒
⃒⃒ 𝑧
⎞⎠ . (C.6)
