Stochastic models that predict adaptive filtering algorithms performance usually employ several assumptions in order to simplify the analysis. Although these simplifications facilitate the recursive update of the statistical quantities of interest, they by themselves may hamper the modeling accuracy. This paper simultaneously avoids for the first time the employment of two ubiquitous assumptions often adopted in the analysis of the least mean squares algorithm.
system identification (the focus of this paper) [1] . Loosely speaking, they consist of recursive and nonlinear estimators of a set of parameters that extracts from the input (or excitation) signal x(k) the information of interest by adjusting themselves to variations in their environments. The least mean squares (LMS) [2] is one of the most popular adaptive filters that often benchmarks others. Its robustness and low arithmetic complexity order (essentially obtained due to the fact that its update equation can be described in terms of inner products) make it suitable for hardware implementation, although some modifications are required in order to employ a pipeline architecture or to obtain a lower register complexity [3, 4, 5, 6] . Since the gradient noise of the stochastic LMS procedure increases the mean-squared error (MSE), one popular metric for the assessment of its learning performance is the MSE itself [7] .
The establishment of deterministic or stochastic models for predicting the performance of adaptive filters is of primary concern, since they provide performance guarantees, guidelines for the designer, stability bounds, rate convergence estimates or even clarify in which sense they present robustness against perturbations [8, 9, 10] . Due to the nonlinear nature of the learning process, stochastic analyses often require lengthy manipulations, with most approaches relying on assumptions in order to maintain the mathematics tractable. One of the most employed is the so-called independence assumption (IA), which considers that adaptive weights are statistically independent from current input data.
Alternatively, IA presumes that the sequence of input vectors 1 x(k) ∈ R N are statistically independent, a common assumption in the field of stochastic approximations [11] that is strictly valid in some specific cases (e.g., in the synchronous multiuser communication setting [12] ).
In this paper, it is assumed that the adaptive algorithm employs a transversal structure, which imposes a deterministic coherence between successive input
vectors. In such tapped-delay lines, IA is not even approximately true, although it provides agreement with actual performance in the case of small step sizes [13, 1 All vectors of this paper are of column-type.
14]. In general terms, such a hypothesis cannot be invoked when the adaptive filter is present in the adaptation loop [15] .
Note that the length of the ideal transfer function to identify can surpass the adaptive filter length N . In practice, system identification tasks may operate in such a deficient-length setting, especially when the unknown plant transfer function is long [16] or the designer intends to deal with computational limitations [17] . Since dimension adversely affects LMS performance [18, 19] , such a configuration can also arise when an increase of the convergence rate is obtained by the usage of a time-variant adaptive filter length [20, 21, 22] . This realistic under-modeling configuration is not addressed by the majority of adaptive filtering analyses [16, 23, 24] . This paper devises for the first time a comprehensive stochastic model that quantifies the statistical behavior of the LMS algorithm learning process under suboptimal operation. The proposed analysis does not employ the almost ubiquitous IA (which is invalid for input-shift data) and is able to generate time-independent linear state equations which recursively update the statistical quantities of interest. The devised procedure is able to perform analysis either to weight mean behavior or to mean squared evolution as well, by furnishing the necessary theoretical joint moments, besides providing a closed-form solution that describes asymptotic operation. Such an "exact expectation analysis" [25, 26, 27, 28, 29, 30 ] permits one to model the sophisticated learning capability of the deficient-length LMS, providing good adherence to experimental curves even when a non-infinitesimally small step size (or learning factor) β is adopted. Additionally, it is able to provide a more accurate upper bound on the learning factor in order to ensure convergence.
This paper is structured as follows. Section 2 describes the LMS algorithm operation in the deficient-length setting. Section 3 presents the classical analysis of such a configuration (i.e., one that employs IA), whereas Section 4 details the proposed exact expectation analysis. Section 5 depicts the results, performing comparisons between the advanced analysis method and the classical one.
Finally, Section 6 presents the concluding remarks of this paper.
LMS Algorithm
The LMS is a stochastic gradient algorithm whose adjustment can be regarded as a feedback process driven by the error signal. It updates the signaldependent coefficients vector
by adding to the previous estimate a change proportional to the negative gradient of the instantaneous squared error signal:
where e(k) denotes the prior error at the k-th iteration and β can also be regarded as a relaxation parameter. Note that (2) consists of a strategy that recursively converts an instantaneous performance assessment (i.e., the error signal e(k)) into a parameter adaptation that proceeds as more data becomes available.
The choice of a fixed step size imposes a trade-off between convergence rate and steady-state performance. Such a trade-off explicits a fundamental relationship between the amount of data used in obtaining the adaptive solution and its quality [31] , which is related to the overall efficiency of an adaptive scheme [32] .
Therefore, the choice of the step size cannot be overstated. It should be further noticed that the step size value also influences the divergence probability and strikes a balance between the amount of gradient noise and lag noise in nonstationary environments [33] .
The error signal incorporates the discrepancy between a noisy measurement signal d(k) ∈ R and the filter output at the k-th iteration y(k) ∈ R, which consists of a weighted sum of the elements of the input vector x(k):
where
T is the input vector at the k-th iteration.
Using (2) and (3), it is straightforward to derive the update equation of the
whose related identification convergence rate is strongly dependent on the secondorder moments of the input signal [18] . The LMS intends to estimate a set of parameters w i (k) (for i ∈ {0, 1, . . . , N − 1}) based on a single realization of the noisy stochastic process {d(j), x(j)} k−1 j=0 , since the involved statistics are assumed to be unknown [34] . Such an algorithm is able to operate satisfactorily without the intervention of the designer in an unknown and possibly time-varying environment [35] . The backpropagation algorithm, usually employed to the training of neural networks, can be regarded as a generalization of the LMS [36] .
Note that the stochastic nature of (4) implements a sort of Brownian motion [9] and is the foundation of the analysis performed herein. Under some mild conditions, the standard LMS filter of sufficient order performs an unbiased estimation, although a weight-drift problem may occur when the input signal does not satisfy a persistence of excitation condition [37] .
Update equation (4) may also be derived using another paradigm, one that understands the LMS as an exact solver of a deterministic optimization problem with a linear constraint:
where e p (k) is the posterior error, which is evaluated using the adaptive coefficients vectors with the pair of data {d(k), x(k)} after the update procedure:
This deterministic paradigm for the derivation of the LMS algorithm clarifies in which sense it makes use of the Minimal Disturbance Principle (MDP), which biases the estimation procedure in order to avoid new adaptive coefficients vectors w(k + 1) located far from the previous solution [38] . Such an alternative approach has been revealed to be useful for the generation of new adaptive filtering algorithms [39, 40, 41, 42] .
Assuming a deficient-length scenario, the reference signal d(k) is henceforth assumed to be related to x(k) according to the following noisy and linear-inthe-parameters regression model:
where ν(k) accounts for an additive noise that incorporates measurement inaccuracies, error modeling, and talkers voice and/or background noise in echo cancellation applications. Vectors w ⋆ ∈ R N and w ⋆ ∈ R P contain the unknown coefficients of the plant the adaptive filter intends to emulate.
The crucial parameter that influences the model (7) is the length of the unknown plant, assumed to be N + P (whereas the adaptive filter presents a shorter length N ), with the vectors x(k), w ⋆ and w ⋆ defined as
Model (7) may be interpreted as the linearization of more general nonlinear models (which includes neural networks) around an operating point [9] . Henceforth, it is assumed that P > 0, which characterizes a suboptimal operation.
Since the deficient-length LMS presents a learning behavior for correlated inputs that is distinct from that when the input signal is white [23, 43] , the analysis put forth in this paper is not restricted to an uncorrelated excitation sequence x(k).
Classical Statistical Analysis
In this section, an IA-based stochastic analysis of the LMS algorithm under the suboptimal configuration is concisely described. The seminal reference in this context is [23] , whose formulation differs from the one presented here, although it can be shown that both are equivalent. As well as the exact expectation analysis addressed in the next section, the classical analysis method makes use of the following assumption regarding the noise signal:
Noise Assumption (NA). The zero-mean noise signal ν(k) sequence is i.i.d. (independent and identically distributed) and is statistically independent from the input signal.
Remark : note that NA is typical in the context of adaptive filtering analyses [44, 45] and is often satisfied in practice [46] .
Both first-and second-order analyses make use of the deviation vectorw(k) defined asw
whose energy, rigorously speaking, does not converge asymptotically to zero even in the sufficient-order case due to the ubiquitous presence of the stochastic additive noise ν(k). Using (3), (4), (7) and (11), the following recursion can be proven to be valid
which is a time-varying forced or nonhomogeneous stochastic difference equation. The application of the expectation operator E[·] on (12), combined with some manipulations and simplifications, is the foundation of the following statistical analyses. Namely, Section 3.1 presents the first-order analysis whilst Section 3.2 discusses the second-order analysis.
Mean Weight Behavior
Since the expectation is a linear operation, a recursive update of the average deviation E [w(k)] can be obtained using (12) combined with IA and NA, which leads to the following compact form
are the input autocorrelation and cross-correlation matrices, respectively. Note that the statistical dependence between x(k) andw(k) is neglected by IA, implying that the adaptive coefficients behave on average like the coefficients of the steepest descent algorithm operating in the same configuration. Additionally, Eq. (13) may also prove that the deficient-length LMS algorithm is stable in the mean if the step size satisfies [31, 23] 
where Tr[X] denotes the trace of matrix X, which is an upper bound of its maximum absolute eigenvalue. The theoretical upper bound in (14) is inversely proportional to the energy of the input signal, a statement that remains true in the case of second-order classical analysis [38] . It is worth noting that recursion (13) can be rewritten according to the following linear state equations
where the superscript (IA, n) denotes a statistical analysis of n-th order mo-
I − βR x is the time-invariant transition matrix,
is the state vector containing the mean deviation elements
−βR x w ⋆ is a constant vector. Assuming a step size choice that ensures stability, the steady-state solution of (15) can be found in a closed-form:
which implies an unbiased estimation of w ⋆ in the case of an uncorrelated input signal, since in this case R x = 0 and b (IA,1) = 0. When the input signal is colored, the coefficient vector converge in the mean to
which consists of the first N elements of the unknown impulse response w ⋆ the adaptive filter intends to emulate plus a perturbation term.
Mean-Square Convergence
The previous first-order analysis presents a restricted significance in terms of stability, since it is widely known that stable-in-the-mean adaptive filters can diverge in practice due to an unbounded variance of the weight vector [32] . Such a fact demands a second-order statistical analysis, in order to derive a theoretical model for the elements of deviation autocorrelation matrix E w(k)w T (k) . In order to accomplish such a task, one may multiply (12) by its transpose, which leads tõ
where O[ν(k)] contains first-order noise related terms. A popular approach for performing mean-square analyses consists of deriving a recursion of the elements 
ν is the additive noise variance), with the transition matrix A (IA,2) described as
Note that it is possible to infer from (19) a closed-form estimate for steadystate regime similar to the one presented in (16) . Furthermore, if the absolute eigenvalues values of matrix are A (IA,2) are upper bounded by the unity, the classical analysis predicts second-order stability, a much more informative criterion than convergence in the mean. It is worth noting that the designer has partial control on these eigenvalues, since matrix A (IA,2) depends both on the step size β as on the filter length as well. The observed discrepancy between performance predictions derived from (19) and empirical results for large step sizes can be minored by the employment of the exact expectation analysis, which is the focus of the next section.
Exact Expectation Analysis
Due to their assumptions, classical stochastic analyses focus on second-order characteristics of the excitation signal, especially on the eigenvalues spread of the autocorrelation matrix R x and on its trace. When IA is not employed, joint moments between input signal samples and adaptive coefficients should be taken into account, which incorporates more statistical information into the analysis. Consider in the following that the input x(k) is a finite-time-correlated stationary signal generated through an M -th order moving average process:
where u(k) is a white stationary signal that presents an even-symmetric distribution. The usage of model (21) implies that the proposed stochastic analysis is not restricted neither to a white nor to a Gaussian input signal x(k), which are common limitations of most analyses (e.g., [47, 48, 49, 50, 51, 52] ).
The exact expectation analysis systematically employs symbolic manipulations of mathematical expressions in order to construct a set of linear update equations that describe the dynamics of the statistical quantities of interest.
Unfortunately, the derivation of the recursion for a specific state variable may generate new terms, which by themselves will require the generation of new recursions. The construction procedure eventually halts if the input data presents a finite-time correlation, which is guaranteed by (21) [25] .
In order to illustrate the identification process of the stochastic state variables performed by the procedure, consider in the following the configuration N = P = 1, and M = 2. Both mean and mean-square exact expectation analyses are carried out for this particular setting.
Mean Convergence
Since in the considered case there is only one adaptive coefficient, recursion (12) degenerates into a scalar identitỹ
which is a difference equation that does not describe the desired average deviation weight behavior. To proceed further, it is necessary to apply the expectation operator in (22) , which, combined with the employment of NA, leads to
where γ n E [u n (k)] and the expected product between the weight error coefficient and input data is not approximated as
because IA is no longer assumed to be valid. Due to this fact, recursion (23) is not self-contained, due to the emergence of the state variable E[u
a nuisance term that requires by itself a specific recursion. This new parameter is termed as a nuisance element because we are not primarily interested in it (at least in this first-order analysis), even though its estimation is a necessary step to the update of the statistical quantity of interest [53] . Note that in more complex configurations, the nuisance parameters may compose the large majority of the state variables. The recursion of the term of (24) can be obtained by multiplying both sides of (22) by u 2 (k) before the application of operator E[·], which gives rise to
Since Eqs. (23) and (25) provide the recursions for all required statistical quantities, they may be used to construct a state space linear model for the convergence in the mean that does not employ IA:
It is worth noting that when the input signal is white (i.e., b 1 = 0), all the elements of vector b (1) are zeroed and it can be proved that the adaptive coefficient w 0 (k) converge in the mean at steady-state to w ⋆ 0 , a result that coincides with the one derived by IA. Additionally, the eigenvalues of matrix A (1) can be explicitly found:
Note that a choice of β that ensures |λ n | < 1 (for n ∈ {1, 2}) implies that the algorithm is stable in the mean (under the exact expectation sense).
Mean-Square Convergence
The prediction of second-order statistics of the deviation coefficient is more demanding than the previous mean weight analysis, but it is necessary both for performance and for stability prediction purposes. In the considered setting and avoiding the simplifications imposed by IA, the MSE can be computed from
which requires four stochastic state variables (more than what is necessary in the sufficient-order case). The recursion of termw 2 0 (k) may be obtained by squaring both sides of (22) . Since the result is lengthy, it is omitted here. The application of the operator E [·] in this result permits one to establish the following identity:
= +2b
Eq. (34) introduces new state variables, whose recursion should be derived.
Multiplying the square ofw 0 (k + 1) (see (22)) by judiciously chosen terms (such as performed in the derivation of the recursion of E[u 2 (k − 1)w 0 (k)] in Eq. (25)) and applying the expectation operator, one may derive the following relationships:
From initial values of state variable quantities, Eqs. (23) and (34)- (40) characterize the mean square learning behavior of the LMS, which can be concisely described by a state equations system
where A (2) is a sparse transition matrix with dimensions 8 × 8 responsible for updating the state vector y (2) (k)
which also contains all statistical quantities of interest of the first-order analysis (26).
Model (41) summarizes the second-order learning behavior of the deficientlength LMS algorithm, and predicts its mean square convergence if the maximum absolute eigenvalue |λ max | of matrix A (2) is less than unity. Note that |λ max | depends on the adjustable step size β and can be efficiently computed using the power method [54] . Since model (41) takes into account the shiftstructure of the excitation data, it may provide a more accurate step size bound that guarantees convergence, especially when the input signal is colored or is distributed according to a "heavy-tailed" probability density function [25] . Additionally, the stationary operation point (i.e., the steady-state regime) can be computed by a closed-form equation:
The following section describes the computational framework developed to perform the advanced exact expectation analysis. Comparisons against IA-based predictions and empirical results are also provided.
Results
In this manuscript we chose to develop a C++ code responsible for generating the required equations of the exact expectation analysis and for simulating the empirical MSE evolution. Such an option requires a labor-intensive development but allows for significant performance gains. Some of the most tangible advantages include the ability to generate (i) millions of equations, which permits one to model more complex configurations; and (ii) a high number of Monte Carlo trials (e.g., 10 9 ), usually required for computing empirical learning curves. The use of symbolic/numerical algebra softwares such as Maple™ would impose drastic reductions on the previous parameters.
Assuming that the resulting state space equation can be stored in computer memory, the C++ code automatically performs the required algebraic symbolic operations for generic configurations, i.e., arbitrary values of N , M , and P .
For instance, the code can be employed to generate over 8 × 10 6 equations for the first-order exact expectation analysis (for the configuration N = 12 and M = P = 1). Table 1 Table 2 shows the number of state variables required for the second-order exact expectation analysis.
N M # Eqs. The additive noise is assumed to be white Gaussian with variance σ 
First-Order Analysis
As is known in the current literature, for small β values the theoretical performance curve obtained from the classical analysis is close to the empirical one. Note that in this case, the proposed analysis also provides an accurate prediction for the first-order coefficients evolution. This behavior is illustrated in Figure 1 , which presents the mean-weight behavior for the adaptive coefficients when using Configuration 1. The number of independent Monte Carlo trials employed was 10 6 .
However, for bigger β values the classical and exact curves diverge, as is exemplified in Figure 2 
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Stability Analysis
After the computation of transition matrices A (IA,2) and A (2) , it is possible to theoretically obtain the upper bound value of parameter β that ensures stable operation (i.e., one guaranteeing that the maximum absolute eigenvalue of the transition matrix is upper bounded by the unity).
For this specific set of results we counted a realization as divergent if the absolute value of any adaptive coefficient surpasses 10 (i.e., if there exists at least a single k for which |w i (k)| > 10, for i ∈ {0, . . . , N − 1} we consider that the trial being evaluated has diverged). Figure 4 illustrates the results obtained for the MSE evolution for different input signal distributions (with 10 9 independent Monte Carlo trials). The ideal transfer function utilized was the one described in Configuration 2. It is also important to reemphasize that our model also presents better adherence to the empirical simulations, and that some discrepancies may occur due to the usage of a finite number of Monte Carlo trials, as elucidated in [55] . 
Transient and Steady-State Analysis

Conclusions
In this paper, a theoretical stochastic model that avoids the high-level statistical description performed by classical analyses of the LMS algorithm is advanced. The proposed analysis predicts both learning behavior and stability operation more accurately than state-of-the-art approaches that employ the ubiquitous independence assumption, and is not restricted neither to white nor to Gaussian input signal distributions. The devised model is tailored for configurations in which a large step size is adopted, a crucial setting for applications where faster convergence is required. However, the advanced approach is un- feasible for large-length adaptive filters. We intend to investigate ways for simplifying the proposed stochastic analysis (without degenerating it into classical approaches) in order to overcome such an issue.
