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Two examples are given showing the utility of Shannon’s concepts of entropy 
and mutual information in combinatorial theory. 
1. INTRODUCTION 
Combinatorial theory has long recognized the efficacy of the “probabilistic 
method” as expounded by Erdijs and Spencer [3]. Most applications of this 
technique involve one of two principal ideas: an object may be shown to 
exist by exhibiting a random process that produces it with nonzero 
probability, and an upper bound on the minimum of a quantity (or a lower 
bound on its maximum) may be deduced from a bound on its average in 
some probabilistic situation. Results obtained by these arguments are, in a 
sense we shall not attempt to make precise, “existential propositions.” 
In this paper we describe, by means of two exemplary applications, a 
probabilistic method for proving “universal propositions” (giving, for 
example, a lower bound on the minimum of a quantity, or an upper bound 
on its maximum). This technique is closely related to the “second-moment 
method” of Moser [IO], in contrast to which the averaging argument 
mentioned above constitutes the “first-moment method.” While Moser’s 
technique deals with the mean and variance of random variables, ours deals 
with their “entropy” (or “self-information”) and “mutual information,” 
as defined by Shannon [12]. To keep this paper self-contained, we shall 
quickly develop the definitions and properties of these concepts that we need 
for our proofs. 
Let x be a random variable assuming values from a finite set A. For 01 E A, 
let P(x = a) denote the probability of the event x = CL, and let r](x) denote 
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the random variable that assumes the value log, l/P(x = CX) when x assumes 
the value (Y. The entropy H(x) is defined as the expectation of q(x): 
H(x) = c P(x = a) log, (1 /P(x = a>>. 
WEA 
The use of 2 as the base of logarithms corresponds to the use of the “bit” 
as the unit of information. We shall need two important properties of H. 
First, 
ffb) < log, a, 
where a = #(A) denotes the cardinality of A and equality holds if and only 
if x is uniformly distributed over A. Second, if x = (x1 , xz ,..., xJ is a vector 
random variable, then 
fm) < c WA 
l&i<j 
but for any i (1 < i < j) 
fqx,) < H(x). 
Let y be a random variable assuming values from a finite set B, 
and let q(x, y) be the random variable that assumes the value log, 
P(x=ol,y=~)/P(x=ol)P(y=/3) h w en x and y assume the values cy 
and fl, respectively. The mutual information I(x; y) is defined as the expectation 
of q(x, Yk 
aeA 4EB 
= ff(x) + H( y> - H(x, Y). 
We shall need two properties of I. First, H(y) < H(x, y), so 1(x; y) ,( H(x). 
Furthermore, if the value of y determines that of x, H(y) = H(x, y), so 
1(x; y) = H(x). Second, if y = (yl , yz ,..., yJ is a vector random variable 
and if for each value of x the random variables y1 , y2 ,..., yj are independent, 
then 
WY) < c MYi) 
1QS.j 
(see [6, Lemma 6.31). Note that the hypothesis that yl, yz ,..., yj are inde- 
pendent for each value of x is essential: if y1 and yz are independent and 
uniformly distributed binary random variables and x = y1 + y, module 2, 
then 1(x; y,) = 1(x: y,) = 0, but if y = ( y1 , y2), then 1(x; y) = 1. 
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2. DISTINGUISHING FAMILIES OF SUBSETS 
Let II be a natural number and let N denote the set (1, 2,..., n}. A family 
9 = {Dl , D, ,..., Dj} of subsets of N is called a distinguishing family for iV 
if for any two distinct subsets A4 and M’ of N there exists an i (1 < i < j) 
such that #(Di n M) is different from #(Of n M’). Let f(n) denote the 
minimum of #@) over all distinguishing families for N. The problem of 
determining f(n) is generally known as the “coin-weighing problem” 
(see [13, 41). 
It is known that 
f(n) = (2n/log, n){l + @log log n/log n)}. 
Specifically, Lindstrom [S] and independently Cantor and Mills [l] have 
given constructions that establish 
f(4 ,< Gwog, a1 + wag log a% 4>, 
while Erdijs and Rtnyi [2] and Moser [8] have given arguments that establish 
We shall give a short information-theoretic proof of (1). 
Let 9 = {Dl , D, ,..., Dj} be a distinguishing family for N. Let M be a 
random subset of N, with all 2” subsets being equally likely. Clearly, 
H(M) = n. For each i (1 < i < j) set di = #(Di) and define the random 
variable mi = #(Di n M). The random variables m, ,..., mj are each 
binomally distributed: 
P(mi = I) = (7) 2+. 
The entropy of mi is 
H(?li) = ,<z,. ($) 2-dd lo& ($) 2-d”* 
. . i (2) 
Straightforward estimation of (2) gives 
H(mJ = $ log, di + O(1) 
< Q log, n + O(1). (3) 
(Intuitive explanation: mi usually lies within a few standard deviations of its 
mean; there are O(&“) such values, so H(mJ = 4 log, di + O(1). See 
[I l] for a detailed calculation.) 
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Since 68 is a distinguishing family for N, the values of m, , m2 ,..., mj 
determine the value of M. Thus if m = (ml, m2 ,..., mJ we have 
I(M; m) 3 H(M) = n. (4) 
But 
I(M; m) < H(m) < C H(mi). 
1Qgj 
Combining this with (3) and (4) gives 
j 3 n/t* log, n + O(l)), 
which is equivalent to (1). 
3. COVERING FAMILIES OF COMPLETE BIPARTITE GRAPHS 
With n and N as before, K(N) will denote the set of all unordered pairs of 
elements from ikf, alias the complete graph on the vertices N. If A and B are 
disjoint sets, K(A, B) will denote the set of all unordered pairs {a, /3} with 
01 E A and /? E B, alias the complete bipartite graph on the vertices A and B. 
A family % = {@A, , B,), K(A, , B,) ,..., K(A, , Bi)> is called a covering family 
for K(N) if for any pair (01, /?} E K(N) there exists an i (1 < i < j) such that 
(01, B> E G4,Bi). F or each i (1 < i < .j), set Ci = Ai v Bi and define 
ai = #(A& bi = #(Bi), and ci = #(Cd). Let g(n) denote the minimum of 
over all covering families for K(N). The problem of determining g(n) arises 
in the study of networks of contacts realizing a certain symmetric 
monotone Boolean function (see [5, 7, 91). Hansel gives a simple recursive 
construction that establishes 
g(n) < n log, n + (1 - log, e + log, log, e)n 
and an argument (based on the fact that a geometric mean does not exceed 
the corresponding arithmetic mean) that establishes 
g(n) >, n log, n. (5) 
We shall give a short information-theoretic proof of (5). 
Let 2? = {K(A, , B,), K(A, , B,),..., K(A, , BJ} be a covering family for 
K(N). Let x be a random element from N, with all n elements being equally 
likely. Clearly, H(x) = log, II. 
For each i (1 < i <,i) let vi be a binary random variable that assumes the 
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value 0 with probability ai/ci and the value 1 with probability bi/ci ; the 
random variables u1 , u2 ,..., vj are independent of each other and of x. Clearly, 
1(x; vi) = 0, by this independence. 
For each i (1 < i < j) let yi be the binary random variable defined by: 
yi = 0 if XEAi 
=l if xtzBi 
= Vi if x$Ci. 
The joint distribution of x and yi takes the form 
Thus1 
xeAi X E Bi x $ ci 
yi =iO s 277 m a,lcg**.ailCin 
y< = 1 o-a.0 l/n***l/n bi/Cin*..bilcin. 
I(X; yi) = a& log2 ci/ai + hi/n log, Ci/bi 
= ci/n (UJCi IOg2 CJai $ bi/ci IO& ci/bi)e 
The quantity in parentheses is H(yi). Since yi assumes only two values, 
H(yi) < 1. Thus 
16; vi) < 0. (6) 
Let Y = (ul , y2 ,..., yi). For each value of x, the random variables yi, 
Y2 >...Y yi are independent: if x E Ci, yi is a constant, which is independent of 
everything; if x # Ci , yi = vi , which is independent of everything else by 
definition. Thus, 
ICx; Y> < 1 ICx; Yi>. (7) 
1<iy 
Since V is a covering family for K(N), the value of y determines the value 
of x: for any distinct 01 and fl, the pair (01, /3> appears in K(Ai , Bi) for some i 
(1 < i <<j), and any value of yi is compatible with only one of the possi- 
bilities x = (II and x = /I. Thus 
Z(x; y) > H(x) = log, n. 
Combining this with (6) and (7) gives 
which is equivalent to (5). 
582a/23/1-8 
104 NICHOLAS PIPPENGER 
REFERENCIZS 
1. D. G. CANTOR AND W. H. MILLS, Determination of a subset from certain combinatorial 
properties, Can. J. Math. 18 (1966), 42-48. 
2. P. Ear& AND A. R~~NYI, On two problems of information theory, Publ. Hung. Acud. 
Sci. 8 (1963), 241-254. 
3. P. ERD& AND J. SPENCER, “ Probabilistic Methods in Combinatorics,” Academic 
Press, New York, 1914. 
4. N. J. FINE, Solution of problem E 1399, Amer. Math. Monthly 67 (1960), 697. 
5. G. HANSEL, Nombre minimal de contacts de fermature necessaires pour rbliser une 
fonction booleenne symetrique de n variables, C. R. Acad. Sci. Paris 258 (1964), 
60376040. 
6. F. JELINEK, “Probabilistic Information Theory,” McGraw-Hill, New York, 1968. 
7. R. E. K~CHEVSKII, Complexity of contact circuits realizing a function of logical 
algebra, Soviet Physics Dokl. 8 (1964), 770-772. 
8. B. LINDSTR~M, On a combinatorial problem in number theory, Can. Math. Bull. 
8 (1965), 477-490. 
9. 0. B. LUPANOV, On comparing the complexity of the realizations of monotone func- 
tions by contact networks containing only closing contacts and by arbitrary contact 
networks, Soviet Physics Dokl. 7 (1962), 48U89. 
10. L. MOSER, The second moment method in combinatorial analysis, in “Combinatorial 
Structures and Their Applications,” pp. 283-384, Gordon and Breach, New York, 
1970. 
11. N. PIPPENGER, “Asymptotic Estimates for Some Sums Arising in the Study of Telephone 
Switching,” IBM Research Report RC 5907, Yorktown Heights, New York, March 
1976. 
12. C. E. SHANNON, A mathematical theory of communication, Bell System Tech. J. 
27 (1948), 379-423, 623-656. 
13. H. S. SHAPIRO, Problem E 1399, Amer. Math. Monthly 67 (196O), 82. 
