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Abstract
In this thesis we present partial progress towards the dynamic formation of black holes in the
four-dimensional Einstein vacuum equations from Christodoulou’s short-pulse ansatz. We
identify natural scaling in a putative solution metric and use the technique of real blowup to
propose a desingularized manifold and an associated rescaled tangent bundle (which we call
the “short-pulse tangent bundle”) on which the putative solution remains regular. We prove
the existence of a solution solving the vacuum Einstein equations formally at each boundary
face of the blown-up manifold and show that for an open set of restricted short-pulse data,
the formal solution exhibits curvature blowup at a hypersurface in one of the boundary
hypersurfaces of the desingularized manifold.
This thesis is intended to be partially expository. In particular, this thesis presents an
exposition of double-null gauges and the solution of the characteristic initial value problem
for the Einstein equations, as well as an exposition of a new perspective of Christodoulou’s
monumental result on the dynamic formation of trapped surfaces [13].
Thesis Supervisor: Richard B. Melrose
Title: Professor of Mathematics
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Chapter 1
Introduction
1.1 Background and main results
In this thesis, we study singularity formation in the four-dimensional Einstein vacuum equa-
tions (EVEs). Specifically, we study metrics solving the EVEs with data given by Christo-
doulou’s short-pulse ansatz, first defined in [13].
Recall that the EVEs are
Ric(g) = 0, (1)
where g is a metric of Lorentzian signature (−,+,+,+) on a manifold M . We refer to
the pair (M,g) as a spacetime. The fundamental example of a spacetime is the Minkowski
spacetime where M = Rt ×R3y and
g = g˚ := −dt2 + dy2.
Equation (1) is a nonlinear second-order partial differential equation for the metric g.
One key feature of the equation is diffeomorphism, or gauge, invariance: if ϕ :M →M is any
diffeomorphism, and g is a Lorentzian metric satisfying Ric(g) = 0, then Ric(ϕ∗g) = 0, too.
Thus, when solving (1), one must impose some fixed gauge which breaks the diffeomorphism
invariance.
Perhaps the simplest example of a gauge is the DeTurck/wave gauge, introduced in [16].
One fixes a background metric k on M (not necessarily Lorentzian) and requires in addition
to g solving (1), that the identity map id : (M,g)→ (M,k) is a wave map. One says that “g
is in wave gauge with respect to k.” In the simple case that M = Rt ×R3y and k = g˚, this
just means that the coordinate functions t and yi (i = 1, 2, 3) solve the linear wave equation,
i.e.
gt = gy
i = 0,
11
and says that the coordinates are “harmonic.” The advantage of this is that one may write
Ric(g) = P (g) +G(g),
where G(g) vanishes if g is in wave gauge with respect to k, and P (g) is a quasilinear
hyperbolic operator with leading part gαβ∇α∇βgγδ , ∇ being the Levi-Civita connection of
k, and we have adopted abstract index notation and the Einstein summation convention
to express tensor contraction. Thus, in a wave gauge, the EVEs manifest themselves as a
(nonlinear) wave equation. We refer the reader to Chapter XI of [8] for a more complete
description (although see also section 2.5).
Although attractive, a wave gauge will not be sufficient for our purposes. We will use
instead what is called a double-null gauge. Double-null gauges have their origins in the work
of Christodoulou [10], and were subsequently used by Klainerman–Nicolò [23] to obtain a
new proof of the stability of Minkowski spacetime. Roughly speaking, one chooses transverse
functions u, u defined over M , and requires that u, u are optical functions for the spacetime
metric g, i.e., g(grad u, grad u) = g(grad u, grad u) = 0 (so the level sets of u, u are null
hypersurfaces). An important feature of the transversality of u and u is that the map (u, u)
is a submersion, and we require its fibres to be compact. Thus, one may view the spacetime
as fibred over a base, the range of (u, u), with fibres diffeomorphic to some compact manifold.
To fix the remaining gauge freedom and complete the gauge, one also needs to specify one
null geodesic congruence (either gradg u or gradg u). See chapter 2 for details. The level
sets of u and u (without the specification of a congruence) form what we call a “double-null
foliation.”
As one may expect from the hyperbolic character of the Einstein equations in a wave
gauge, the EVEs admit a well-posed Cauchy problem. This was first shown by Choquet-
Bruhat1.1 [7] (see also Chapter XI of [8] for an exposition of the proof), who later with
Geroch [9] showed the existence of a “maximal solution,” in the sense of a maximal globally
hyperbolic solution. Global hyperbolicity is a statement that the causal structure of the
spacetime is “reasonable” (we refer the reader to Chapter XII of [8] for a precise definition
of globally hyperbolic).
Given the Cauchy problem, it makes sense to ask whether one may prescribe data which
are free of singularities, such that the solution of the EVEs with these data develops sin-
gularities in the future, and in particular whether a “black hole” can form dynamically. In
other words, can the Einstein equations cause a black hole to form from regular initial data?
The history of solutions to the EVEs with singularities goes back to the discovery of the
famous Schwarzschild black hole spacetime [39]. However, it is a much harder problem to
determine if a black hole can form dynamically. This question was answered in the affirma-
1.1Choquet-Bruhat’s work predates the complete development of the wave gauge, so in fact she only used
harmonic coordinates.
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tive by Christodoulou in the case of the Einstein scalar field system (where the equation for
the metric g is coupled to a scalar field, which itself evolves via the wave equation for g)
under spherical symmetry [11,12]. Singularity formation (albeit not necessarily “black hole”
formation) in the higher-dimensional (1+n for n ≥ 4) EVEs is also known (see for instance
[5]).
In a monumental work [13], Christodoulou took the first step to answering the question
for the (1 + 3)-dimensional Einstein vacuum equations, without symmetry. In it, he proved
that a codimension-two compact trapped surface can form dynamically from data he dubbed
“the short pulse ansatz.”
Trapped surfaces were first introduced by Penrose [37]. To define a trapped surface,
recall that at any point of a codimension-two spacelike submanifold Σ of a spacetime (M,g)
(with a time orientation), there are two independent, future-directed null directions which
are orthogonal to Σ. The surface Σ is called trapped if the mean curvature in both these
directions is negative. By contrast, the spheres {t = t0} ∩ {|y| = r0} ⊆ Rt ×R3y, t0 ∈ R,
r0 > 0, in the Minkowski spacetime have mean curvature increasing in one direction, and
decreasing in the other.
The importance of trapped surfaces is because Penrose showed:
Theorem 1 (Penrose Incompleteness Theorem [37]). A maximal globally hyperbolic space-
time1.2 with a non-compact Cauchy hypersurface satisfying the Einstein vacuum equations
(1) and containing a compact trapped surface is future causally geodesic incomplete, i.e. there
is at least one future-directed timelike or null geodesic which does not exist for all values of
its affine parameter.
The failure of the existence of this causal geodesic means that, in a suitable sense, the
metric g cannot have a global solution.
Hawking-Ellis [18] extended theorem 1, showing that if a spacetime containing a closed
trapped surface also possesses a complete future null infinity, then the spacetime must
contain an event horizon. This means that the existence of a trapped surface may be taken
as evidence that a “black-hole” region will form. Since Christodoulou showed that a trapped
surface could form dynamically, using theorem 1 he could conclude that a black hole must
be present in the future development of the solution he found, although he was unable to
discuss the exact nature of the singularity.
The formation of a black hole in the EVEs cannot result from the collapse of matter, but
rather must be the result of strong incoming gravitational radiation. Recently, experiments
have been able to measure gravitational radiation in the real1.3 universe (in this case form
the merger of black holes) [14]. Christodoulou’s “short pulse” is supposed to describe the
1.2Since possessing a Cauchy hypersurface implies global hyperbolicity, this first assumption is, in fact,
redundant.
1.3i.e. non-mathematical
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requisite gravitational radiation.
The short-pulse data are posed for what is known as the characteristic initial value
problem. In contrast to the traditional Cauchy problem, for which data are posed on
a codimension-one spacelike submanifold, initial data for the characteristic initial value
problem are posed on a pair of null hypersurfaces H1 and H2 intersecting at a compact
codimension-two manifold. The precise description the initial data set for the characteristic
initial value problem is more complicated than the initial data for the Cauchy problem (see
theorem 2.2.1), but roughly speaking allows one to specify the conformal class of the metric
on the initial hypersurfaces H1 and H2, as well as some data at their intersection, and obtain
a solution in a small region containing H1 ∩ H2. The well-posedness of the characteristic
initial value problem is due to Rendall [38], while a good exposition of his original approach
can be found in Luk [27] (although see also our viewpoint in chapter 2).
To introduce the short-pulse data for a metric g, let us first define on Rt × R3y the
functions
u = 1− |y| − t
2
, u =
|y|+ t
2
.
The level sets of u and u are “outgoing” and “incoming” cones, respectively. The functions u
and u are generically smooth and transverse, and provide the optical functions of a double-
null gauge. A fibre of (u, u) is generically a sphere S2, although it degenerates to a point at
the tips of cones. The short-pulse ansatz is really a family of initial data, parametrized by
δ > 0 small. For the short-pulse ansatz, H1 = {u = 0, 0 ≤ u < 1}, H2 = {u = 1, 0 ≤ u ≤ δ}.
Thus, H1 ∩ H2 is a sphere S2. Also notice that H1 and H2 are both fibred by S2. Let ✁g
denote the (Riemannian) metrics g induces on the fibred spheres. The data along H1 are to
coincide with the restriction of g˚ (recall that g˚ denotes the Minkowski metric) to H1. The
data on H2 are non-trivial, and correspond to a “pulse” of gravitational radiation. One fixes
a tracefree, ✁˚g-symmetric tensor T ∈ C∞([0, 1]×S2;TS2⊗T ∗S2) (recall that ✁˚g is the metric
on the round sphere), with T(0) = 0, which we call the short-pulse tensor, and specifies the
conformal class of data on H2 to be given by
✁g = ✁˚g · exp
(√
δT(u/δ)
)
,
where exp(•) is the exponential map (which is well-defined from C∞([0, 1]×S2;TS2⊗T ∗S2)
to itself via power series), and the · indicates the contraction of a symmetric type (0, 2) tensor
and type (1, 1) tensor to a type (0, 2) tensor. The reason that the data are prescribed to
be trivial along H1 is so that one may extend the solution for u ≤ 0 to be the Minkowski
spacetime, which Christodoulou requires in order to extend his solution to all of {u = 1}
(the extension to u > δ being arbitrary) for his spacetime to possess a non-compact Cauchy
hypersurface and apply theorem 1.
Not all tensors T necessarily result in the formation of a trapped surface. Define the
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energy E(v, θ) = 12
∫ v
0 |∂sT|2(s, θ) ds. Then Christodoulou requires E(1, θ) to be nonzero in
every direction in θ ∈ S2. Furthermore, the energy cannot be too large, otherwise the initial
data will possess a trapped surface (and thus the trapped surface does not form dynamically,
i.e. from data free of trapped surfaces).
u∗
H1
H2
Figure 1-1: A slice at a certain angle of the region of existence of the metric of Christodoulou.
The shaded region is the region of existence, while the white triangle enclosed by dotted
lines is Minkowski spacetime. H1 is a backwards cone in Minkowski spacetime. The upper
vertex of the left triangle corresponds to the tip of the cone (u, u) = (1, 0).
We may vaguely state Christodoulou’s theorem as:
Theorem 2 (Christodoulou [13]). Fix 0 < u∗ < 1 and short-pulse data given on H1 ∪ H2.
Then if δ > 0 is small enough, there exists a smooth solution g to the EVEs with data given
by the short pulse ansatz, which exists in a )double-null gauge for 0 ≤ u ≤ δ and 0 ≤ u ≤ u∗.
For an open set of short-pulse tensors T (those with infθ E(1, θ) > 0 but supθ E(1, θ) not too
large), g possesses a trapped sphere S2, and the initial data are free of trapped surfaces.
See section 3.1 for a precise statement of the theorem and description of the initial data,
and [15] for a more detailed exposition of Christodoulou’s proof.
Remark 3. Christodoulou actually proves something slightly stronger: instead of 1, he allows
himself to pose data on a backwards light cone whose base has radius R, and then take
R → ∞. This allows him to prove a existence theorem from past null infinity. For this
thesis, we will content ourselves with the problem posed in a finite region.
The primary goal of this thesis is to continue Christodoulou’s program of black-hole
formation in the (1+3)-dimensional EVEs, by taking the first steps to solving for Christo-
doulou’s metric g all the way up until its future boundary, where incompleteness happens,
where one hopes to see the formation of a singularity which one can call a “black hole.”
15
In a double-null gauge, the future domain of dependence of the initial surface is the
region
S = {0 ≤ u ≤ 1, 0 ≤ u ≤ δ, δ ≥ 0},
which is singular in a number of places. It is both singular at {u = δ = 0} and the “cone
points” {u = 1− u = 0}. Using the technique of real blowup,1.4 we desingularize this space
to a manifold with corners (mwc), M. See section 4.1 for details. The desingularized space
M has several faces: two initial faces corresponding to H1 and H2, lf and rf , respectively,
a bottom face corresponding to {δ = 0}, bf , an “artificial” far face corresponding to u = δ,
ff , two faces corresponding to the singular point u = δ = 0, u = 1, if and sf , and a face
corresponding to u = 1,u = 0, cf . The faces sf and cf should be thought of being in the
chronological future of if , at least according to the time orientation induced by the vector
field ∂u + ∂u.
if
bf
sf
cf
lf
Figure 1-2: A stylized view of M. The dashed line is where ff intersects bf , if and sf . rf
is not drawn, and is a face meeting lf , bf transversely.
The trade-off for desingularizing S is that the putative solution metric, g, is not expected
to be a section of Sym2(T ∗M). However, there is a rescaled bundle, which we call spTM
(sp for “short-pulse”), such that we expect g to be a section of w Sym2(spT ∗M), for some
smooth weight function w which is a product of various boundary-defining functions (bdfs)
of the faces of M. The notion of a metric on spTM being in a double-null gauge with u, u
extends from the interior M◦ (which is identified with the regular region {0 ≤ u < 1, 0 ≤
u < 1, δ > 0}) to give a well-defined notion on all of M. We present the details of this in
section 4.2.
For given short-pulse data, we introduce a smooth function ̥ : if \ sf → R, which
1.4See appendix B.1 for a primer on blowups.
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depends only on the energy E. We remark that the hypersurface {̥ = 0} extends to a
smooth hypersurface of if (although it only intersects lf and sf at their common intersection,
i.e. at a corner), and the region {̥ > 0} contains bf ∩ if and (lf \ sf) ∩ if . The main goal
of this thesis is to present evidence that M is the “correct” space on which to look for a
continuation of the solution of Christodoulou. We will show the existence of a solution g
“in asymptotic series,” i.e. a polyhomogeneous1.5 solution which solves Ric(g) = 0 up to a
rapidly vanishing error. More precisely, we show:
Theorem 4. For any short-pulse data, there exists an open subset W ⊆ M containing
lf ∩ {u < 1}, rf ∩ {u ≤ δ}, bf and if ∩ {̥ > 0}, and a family of Lorenztian metrics g,
which together constitute a polyhomogeneous section of w Sym2(spT ∗M) over W , which is
in a double-null gauge and induces the given short-pulse data, such that Ric(g) is rapidly
vanishing at all boundary faces of M contained in W . Such a metric is unique up to a
section rapidly vanishing on the same boundary faces. Moreover, the restriction of g to the
S2 fibres over if degenerates as ̥→ 0.
Furthermore, for an open subset of restricted short-pulse data (data which we call ”com-
mutative” and have a “very” short pulse), any such metric cannot be continued beyond
{̥ = 0}.
Remark 5. Since the ultimate goal is to provide some form of singularity development, it is
important that the solution in asymptotic series cannot be continued beyond {̥ = 0}.
Since the solution of Christodoulou solves Ric(g) = 0 exactly on W ∩ {u < u∗} for any
u∗ < 1 the existence portion of theorem 4 may be understood as a continuation theorem in
formal series for the solution g.
Notice, however, the theorem 4 is unable to say whether, in any open set of the boundary
of M, there is a family of Lorentzian metrics g satisfying Ric(g) = 0 exactly. The theorem
only says that given such a family of metrics, which is suitably smooth and a section of
w Sym2(spT ∗M), then its asymptotic development towards the boundary of M is deter-
mined. In particular, we do not prove a true existence theorem for solutions of the EVEs
beyond what Christodoulou is able to prove. While we suspect it is possible to push some of
the techniques developed in our reproof of theorem 2 (see below) to obtain a solution on a
larger region than Christodoulou’s (see conjecture 10 and conjecture 12), the existence of a
solution right up until blow up happens (i.e. until the formation of the black hole) is beyond
the scope of this thesis. Additionally, we are only able to prove a non-continuation theorem
for a small class of data. What we hope is true is:
Conjecture 6. Let W be as in the statement of theorem 4. Then there is an extension of ̥
to W and a polyhomogeneous section g of w Sym2(spT ∗M) over W , which is in a double-null
1.5See appendix B.2 for a primer on polyhomogeneity.
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gauge and induces the given short-pulse data, such that Ric(g) ≡ 0. Moreover, the curvature
of such a metric blows up at {̥ = 0}.
We discuss some of the difficulties in proving conjecture 6 in the proof outline, below.
1.2 Aspects of the proof
This thesis begins by reexamining the proof of theorem 2, both to begin analyzing the
solution metric, but also as a proving ground for the techniques of real blowup and the use
of the short-pulse tangent bundle. The main advantage of our perspective on the proof is
that in contrast to Christodoulou, who needs to prove a “large data” theorem, our main
analytic work will be in proving a much easier “small data” theorem.
Let us begin by considering the space S on which we seek to prove the existence of
solutions to Ric(g) = 0 given by
S = {0 ≤ u < u∗, 0 ≤ u ≤ δ, δ ≥ 0}.
Observe that S is singular at δ = 0. We may desingularize it by performing a version
parabolic blowup, introducing v = u/δ, and x =
√
δ. Let M denote the blown-up space,
which is a mwc. The map (u, v) remains a submersion onto its range with fibres diffeomorphic
to S2.
Although the space is now smooth, we expect the metric itself to be singular. For
example, the Minkowski metric takes the form
x−2g˚ = −2(du⊗ dv + dv ⊗ du) + (1− u+ x2v)2(x−2✁✁˚g),
✁˚g denoting the metric on the round sphere. The singularities of g˚ (or rather x
−2g˚) can be
described very precisely: rather than be a smooth combination of du, dv and 1-forms dθi on
the sphere, it is a smooth combination of du, dv and singular 1-forms dθi/x. This suggests
introducing a rescaled cotangent bundle M whose smooth sections are smooth linear com-
binations of du, dv, dθi/x (but not dx). We will call this bundle the short-pulse (co)tangent
bundle spT ∗M, and nondegenerate sections of Sym2(spT ∗M) short-pulse metrics. Of course,
for x = x0 > 0, the space M∩ {x = x0} is canonically identified with
Mx20 := {0 ≤ u < u
∗, 0 ≤ u ≤ δ, δ = x20},
and the pullback of spTM to Mx20 is the same as the ordinary tangent bundle TMx20 .
Now, notice that the short-pulse data prescribed along H2 become non-singular after
blowing up (at least on spTM), namely
x−2✁g = (x
−2˚
✁g) exp(xT(v)),
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so short-pulse data should fit into this geometric framework.
The point of introducing spTM is that for short-pulse metrics there is a well-posed
characteristic initial value problem for the EVEs, which we describe in section 3.2.2. To
prove well-posedness, we proceed in two steps. After this, the formation of trapped surfaces
becomes an easy, albeit lengthy, computation.
The EVEs in a double-null gauge are well-adapted to computations in formal series, so we
begin by establishing the existence of a solution satisfying the EVEs only modulo a rapidly
vanishing error (both at the initial hypersurfaces H1 ∪ H2 and at the new face {x = 0}).
Indeed, over H1 ∪ H2, the EVEs in a double-null gauge become transport equations for
components of the metric and all their derivatives (including the derivatives transverse to
the initial surfaces). Over {x = 0}, as evidenced by the appearance of x∂θi (i = 1, 2),1.6
the angular derivatives drop out, leaving only a (1+ 1)-dimensional wave equation to solve.
The miracle of the short-pulse ansatz is that the only non-linear wave equation left in the
limit is explicitly solvable, and all equations for higher-order terms in the formal series are
of course linear.
After solving for a solution modulo a rapidly vanishing error, we may try to perturb off of
it, correcting it by a perturbation rapidly vanishing atH1∪H2 and {x = 0}. Using techniques
introduced by Rendall in the solution of the characteristic initial-value problem for non-
linear wave equation [38], we reduce the characteristic initial value problem to the Cauchy
problem, which is easier to handle. Thus, the main analytic portion in our presentation of
the proof of theorem 2 is to prove a long-time existence theorem for small data solutions to a
non-linear wave equation (albeit for short-pulse metrics). While the non-linearity interacts
unfavourably with the singularity in x of short-pulse metric, because we are only seeking
to solve in a space of rapidly vanishing tensors, we may safely absorb any loss in powers
of x. To prove the small data theorem, we are thus able to leverage classical results in
the well-posedness theory of high-regularity solutions to non-linear wave equations, albeit
carefully transferred over the short-pulse setting.
We undertake the reexamination of the proof in chapter 3. Our “formal-series first”
perspective on the characteristic initial value problem appears new, even in the case of
ordinary (i.e. not short-pulse) metrics. We therefore present an exposition of it in chapter 2.
One advantage of our approach is that unlike the proof of Rendall, who must use coordinate
charts to cover the fibres of what we call (u, u), we are able to work globally on the fibres.
As a side effect of our proof, we will be able to slightly extend theorem 2:
Theorem 7. Let gδ denote the metric on Mδ provided by theorem 2 for δ small. After
pulling back to M, the family gδ = gx2 is smooth in x, all the way down to x = 0. In other
words, the family gδ is smooth in
√
δ and u/δ.
After reproving the theorem of Christodoulou, we extend the short-pulse bundle to M
1.6The “dual” vector fields to the basic short-pulse one-forms dθi/x.
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start to prove the existence/uniqueness portion of theorem 4, and the degeneracy of the
fibre-metric. See section 4.3 and specifically theorem 4.3.5 for a precise statement.
The degeneracy of the fibre metric does not imply that the full metric itself becomes
degenerate or singular as ̥→ 0, since the degeneracy may be a gauge artefact. For instance,
in the coordinates (u, u, θ) on (Rt ×R3y) \ {y = 0}, the Minkowski metric takes the form
g˚ = −2(du⊗ du+ du⊗ du) + (1− u+ u)2˚✁g.
The fibre metric, (1− u+u)2˚✁g, degenerates as u→ 1 and u→ 0. However, the total metric
of course remains smooth, and the apparent degeneracy is only an artefact of the coordinate
system.
To show that the metric does not continue, we use the Kretschmann scalar, which is a
scalar curvature invariant defined by
K = |Riem(g)|2g = RαβγδRαβγδ.
Its blow up is manifestly coordinate invariant.
We expect the K associated to a solution g to be polyhomogeneous at if , so we will need
to rescale it before its restriction to if makes sense. Let K˜ denote this rescaled version. In
fact we may take K˜ = ξ12K, where ξ is a boundary-defining function of if . Then K˜ makes
sense on (if ∩ {̥ > 0}) \ bf (since {̥ = 0} ∩ bf = ∅, this rescaling is sufficient to see blow
up, although we could further rescale by a boundary defining of bf to make the restriction
well-defined on all of if). The blow up of the scalar K˜ at {̥ = 0} will show that the metric
cannot continue past {̥ = 0}.
We conjecture:
Conjecture 8. For arbitrary (non-trivial) short-pulse data, the rescaled Kretschmann scalar
K˜, when restricted to if ∩ {̥ > 0} is unbounded in a neighbourhood of least one point of
{̥ = 0}.
Proving this conjecture is unfortunately beyond the scope of this thesis. However, we
can prove blow up in the case of “commutative” data which is data for which the short-pulse
tensor T factors into ψ(v)T0, where ψ is smooth in v and doesn’t depend on θ and T0
does not depend on v. The reason for calling this data commutative will become clear in
chapter 5.
Theorem 9. There exists an open set of commutative short-pulse data such that the rescaled
Kretschmann scalar K˜, when restricted to if , blows up in a neighbourhood of an open subset
of {̥ = 0}. More precisely, K˜ & ̥−3 on this subset.
We state a more precise version of this theorem in section 6.1, specifically theorem 6.1.1.
The open subset of {̥ = 0} should be thought of as “large,” which will be quantified in the
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precise statement.
In order to prove this, we will first need to analyze the behaviour of the components
of the metric at {̥ = 0}. We undertake this analysis in chapter 5. In fact, we give a
precise description of what happens for “generic” (in the sense of open and dense) choices of
commutative data.
We suspect that it is possible to obtain an actual solution just before the singularity
occurs {̥ > ε} for any ε > 0 using a modification of the analytic techniques introduced in
chapter 3. More specifically, it should be possible to convert to the Cauchy problem and use
the idea of Rendall in conjunction with the solution in asymptotic series given by theorem 4
to prove:
Conjecture 10. Fix ε > 0. Then there exists an open subset V ⊆M containing lf∩{u < 1},
rf ∩ {u ≤ δ}, bf and if ∩ {̥ ≥ ε}, on which there is a unique section of w Sym2(spT ∗M)
which is in a double-null gauge and induces the given short-pulse data, such that Ric(g) ≡ 0.
Remark 11. While we conjecture this holds for all ε > 0, the neighbourhood V may shrink
with ε, so a priori as ε→ 0 we recover no solution in an open subset: only the top-order at
the boundary of M˜, which we already know exists by theorem 4.
If we assume the data are (generic) commutative, our analysis in chapter 5 should be able
to be furthered to obtain more precise information of higher-order terms of the asymptotic
expansion at if near the singular point {̥ = 0} ∩ {v = 0} ⊆ if . This leads to:
Conjecture 12. Fix ε > 0 and an extension of ̥ to all of M. Then on the set {̥ ≥ vε},
there is a unique section of w Sym2(spT ∗M) which is in a double-null gauge and induces the
given (generic commutative) short-pulse data, such that Ric(g) ≡ 0.
Let us end the discussion of the proof by examining some of the difficulties in attempting
to prove conjecture 6. One issue is the fibre anisotropy of function ̥: because ̥ is not
constant on the fibres, it is not true that if ∩{̥ = 0} is the base of an S2-fibre bundle, and
the notion of a double-null gauge breaks down.
A more serious problem, however, is that even for the “commutative” data for which
chapter 5 provides precise asymptotics for restriction to if of the metric near {̥ = 0},
the linearized EVEs involved in computing the higher-order terms become very difficult to
work with. In particular, we are not able to even guess the behaviour near {̥ = 0} of the
higher-order terms at if in the asymptotic series for the metric.
To see why, we may deduce from chapter 5 that some metric components behave roughly
like ̥A = exp(A log̥), where A is a smooth 2 × 2 tracefree-matrix-valued function. The
assumption of “commutative data” implies that the values of A are simultaneously diagonal-
izable, so essentially ̥A =
(
̥λ 0
0 ̥−λ
)
, for some real-valued function λ. This means that it
becomes difficult to even evaluate the error terms in the iterative process, let alone solve the
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linear equations which should remove the error. For instance, one quantity (among dozens)
which appears is
Ric(˚✁g̥
A).
Without a good a priori guess of the form the solution should take, the number of terms
explodes.
However, for data that are not commutative, we do not even have available results which
are as strong as those in chapter 5 (the strongest result available in this case is proposi-
tion 4.4.11, which guarantees very weak control on the blowup of certain metric compo-
nents). We conjecture that certain metric components still behave in some sense like ̥A.
However, now the values of A should no longer be simultaneously diagonalizable. Indeed,
we conjecture that the eigenvectors are “rotating rapidly.” From a technical perspective,
this means that differentiating ̥A is problematic, as we do not expect the derivative of A
to commute with A. We are unable to prove any precise results in this case.
1.3 Related work
The initial work of Christodoulou [13] has been extended in several different ways. Using
the existence theorem as a black box, Klainerman–Luk–Rodnianski [22] undertook a more
careful analysis of the structure of the spacetime and found a trapped sphere for g provided
the anisotropic condition supθ∈S2 E(1, θ) > 0. Separately, Klainerman–Rodnianski [24, 25]
greatly simplified the proof of theorem 2 by keeping better track of scaling, in particular
by noting a certain “parabolic scaling” analogous to our use of parabolic blowup. An–Luk
[4] extend these ideas and prove an existence theorem for a broader class of short-pulse
data (which we do not consider in this thesis) which lie in a “scaling-critical” space. An
points out in [2] that the existence theorem may be iterated and obtains, for a variant of
short-pulse data which are not smooth (even in u) existence in the region u ≤ 1 − u/δ,
and extends the ideas in [22] to describe the boundary of the trapped region. An has also
been able to use the simplified framework of Klainerman–Rodnianski to give a new proof
of Christodoulou’s result on the formation of trapped surfaces from past null infinity [1],
and has recently [3] been able to further simplify the proof of theorem 2. In a separate
direction, Li–Yu [26] managed to find Cauchy (rather than characteristic) data exhibiting
trapped surface formation. Yu has also managed to extend Christodoulou’s result to the
Einstein-Maxwell equations where the Einstein equations are coupled to an electromagnetic
field [40].
The work of An [2] is the first to give an indication of the black hole region. Despite
this, there has been so far no adequate description of the maximal domain of existence of
the spacetime, nor of the future boundary where the incompleteness predicted by theorem 1
occurs.
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Blowups and rescaled (co)tangent bundles have a long history, especially in the elliptic
setting, for instance the b-tangent bundle bTM in Melrose’s b-calculus [32], the zero tangent
bundle 0TM in the zero calculus of Mazzeo–Melrose [29], the more general edge bundle eTM
in Mazzeo’s edge calculus [28], or the scattering tangent bundle scTM in Melrose’s scattering
calculus [34]. Perhaps most similar to our bundle are the “adiabatic” bundles considered by
Mazzeo–Melrose in [30]. In terms of applications to physical theories about gravity, Zhu [41]
used the edge calculus to study the eleven-dimensional supergravity equations (although
this was still done in the elliptic setting).
Blowups and rescaled tangent bundles have more recently also found use in the hyperbolic
setting, and indeed in the study of the Einstein equations, although not in the study of
singularity formation. We mention the articles of Baskin–Vasy–Wunsch [6] in which it was
shown that blowing up the future null infinity of spacetimes modelled on (R4, g˚) allows for
an asymptotic expansion of the forward fundamental solution to the wave equation, and the
new proof of Hintz–Vasy of the nonlinear stability of Minkowski space [21], where a more
complicated blowup is used. We also mention the articles by Hintz–Vasy and Hintz [19,20],
where the b-calculus (and in particular the scaling afforded by the b-tangent bundle) was
used with great effect to establish the nonlinear stability of the Kerr-de Sitter family of
rotating black holes and the Kerr-Newman-de Sitter family of charged, rotating black holes,
respectively.
1.4 Notation
If ϕ is a tensor, a section of (TM)⊗p⊗(T ∗M)⊗q, for some manifoldM , then we say that ϕ is
a type (p, q) tensor. We often use the shorthand T pqM := (TM)⊗p⊗(T ∗M)⊗q. We will prefer
as much as possible to use coordinate-free notation to describe our tensors, but occasionally
will resort to using abstract index notation, especially to denote tensor contraction. We
will always keep track of covariant (i.e. covector) and contravariant (i.e. vector) indices.
In abstract index notation, covariant indices will be written “downstairs,” and contravariant
indices will be written “upstairs.” For instance the symbol ϕab will refer to a type (1, 1) tensor,
an element (or section) of T ∗M ⊗ TM , and not a particular component, and likewise ϕab,
ψab will denote type (2, 0) and type (0, 2) tensors, respectively. We will employ the Einstein
summation convention for repeated summation, especially in conjunction with abstract index
notation where it expresses contraction. For instance, ϕaa will denote the trace, Tr(ϕ). If
ϕ and ψ are type (1, 1) tensors, then they are naturally linear maps TM → TM , and
the notation ϕψ = ϕacψ
c
b traditionally and unambiguously corresponds to multiplication of
linear maps.1.7 We extend this by an abuse of notation if ϕ and ψ are type (i, j) tensors
1.7Of course one could also interpret ϕ and ψ as linear maps T ∗M → T ∗M , in which case ϕψ = ϕcbψ
a
c
corresponds to the reverse contraction as the one described previously. Let us interpret this in coordinate-free
language. Let F : T 11M → Hom(TM,TM) and G : T
1
1M → Hom(T
∗M,T ∗M) be the natural isomorphisms.
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for i + j = 2, where the notation ϕψ, indicates contracting the “inner” indices of ϕ and
ψ, as would be done if the tensors were written as matrices without regards to upper and
lower indices. For instance, if ϕ is a type (2, 0) tensor and ψ is a type (1, 1) tensor, then
ϕψ = ϕacψ
c
b , while ψϕ = ψ
a
cϕcb, and if ϕ is a type (2, 0) tensor and ψ is a type (0, 2) tensor
then ϕψ = ϕacψ
cb. If ϕ is a metric, with associated Levi-Civita connection ∇, and ψ is a
type (p, q) tensor, then we will denote by ϕ−1∇2ψ the contraction of the two upper indices
of ϕ−1 with the two lower indices of ∇2ψ appearing from taking the covariant derivative,
i.e.
ϕ−1∇2ψ = ϕab∇2abψβα = ϕab(∇2ψ)βabα,
where α and β are (disjoint) strings of abstract indices of length q and p, respectively.
If ϕ, ψ are both symmetric type (0, 2) tensors, then we may form their Kulkarni-Nomizu
product
(ϕ©∧ ψ)abcd := ϕacψbd + ϕbdψac − ϕadψbc − ϕbcψad.
The tensor ϕ©∧ ψ has the same algebraic symmetries as the curvature tensor of a metric.
If g is a metric, i.e. a nondegenerate section of Sym2(T ∗M), then g−1 will denote the
dual cometric on Sym2(TM), and vice-versa if g is a cometric. This is due to the fact
that when expressed in abstract index notation (g−1)abgbc = δ
a
c is the identity (1, 1) tensor.
When using abstract index notation, we will just denote (g−1)ab = gab. We will use the
metric to raise and lower indices. For example, if ϕab is a (2, 0) tensor, then ϕab = gbcϕ
ca
denotes the lowered (1, 1) tensor. In the case of g-symmetric tensors, we omit the space and
write ϕab , since which index is lowered does not matter. As mentioned above, if ϕ
a
b is a (1, 1)
tensor, then Tr(ϕ) = ϕaa is well-defined. In the presence of a metric, one may also define the
traces of symmetric (0, 2) and (2, 0) tensors via contraction with the metric. We will denote
these with trg or just tr if the metric is understood from context. For instance, if ϕab is a
symmetric (0, 2) tensor, then trϕ = Tr(g−1ϕ) = gabϕba.
We will use the convention for curvature:
Riem(g)(X,Y,Z, T ) = R(X,Y,Z, T ) = g(R(X,Y,Z), T )
= g(∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z, T ).
Will also use notation, common in the general relativity literature, which we call “slash
notation.” Very often, we will augment a spacetime (M,g) with a submersion π : M → N ,
Then it is easy to check that F (ϕ)∗ = G(ϕ), where •∗ denotes the natural adjoint of a map TM → TM
defined by 〈β, Tv〉 = 〈T ∗β, v〉 for all v ∈ TM and β ∈ T ∗M (over the same point), and 〈•, •〉 denotes the
natural pairing T ∗M ⊗ TM →M ×R. Thus
G(ϕ)G(ψ) = F (ϕ)∗F (ψ)∗ = (F (ψ)F (ϕ))∗ = G(F−1(F (ψ)F (ϕ))),
i.e. multiplication of ϕ an ψ interpreted one way is the reverse of multiplication interpreted the other way.
Since our definition is purely notational, it does not matter that the symbol ϕψ is not “canonically” defined,
so long as the choice is consistent.
24
so that the fibres of π are Riemannian submanifolds (for this thesis, these fibres will mainly
have codimension two). The restriction of g to the fibre-tangent directions is thus a fibre-
metric of Riemannian signature. Thus there will often be two different notions of metrics to
consider: a metric on the entire manifold, M , and a fibre metric. To keep the two notions
distinct, we will always use slashes, such as ✁g, ✓h, etc., to denote fibre metrics. If there exists
a pair of metrics with the same symbol, one with a slash, and one without, for instance g and
✁g, then ✁g will denote the restriction of g to the fibre-tangent directions. Associated to metrics
are operators and quantities like the Levi-Civita connection, the extrinsic trace, curvature,
etc. To keep these distinct, the operations with respect to the fibre metrics will also be
denoted with slashes. For instance, if (M,g) is a spacetime as above and ✁g the associated
fibre metric, then ∇,  ∇ could denote their respective associated Levi-Civita connections,
while tr and✚tr could denote their respective trace operators.
The metrics g˚ and ✁˚g will always denote the Minkowski metric and the metric on the
round sphere S2, respectively. This convention is a minor abuse of the previous convention.
If we take (u, u, θ) coordinates on (Rt ×R3y) \ {y = 0}, then (u, u) becomes the projection
of an S2-bundle, for which the fibre metric associated to g˚ is (1− u+ u)2˚✁g, rather than just
✁˚g itself.
If X is a mwc, we denote by X◦ its interior, i.e. X \ ⋃F∈F F , where F denotes the
collection of boundary faces of X.
For our notation for blowups and polyhomogeneous functions, see appendix B. If x is a
bdf of a face F of a mwc X, and t ∈ R, then the notation xt± is shorthand for all possible
functions xt±ε, where ε > 0 is sufficiently small. For example, the space xt
−
L∞(X) consists
of all functions f on a space X for which f ∈ xt−εL∞(X) for all ε > 0 (sufficiently small).
We use the notation A . B to indicate there is a constant C, not depending on A, B,
or other implicit quantities, such that A ≤ CB. If not clear from context, we will mention
what these implicit quantities are.
1.5 Outline of the thesis
We give an outline of the thesis.
In chapter 2 we rigorously define double-null gauges and provide a proof of local well-
posedness of the characteristic initial value problem for the EVEs in the spirit of Rendall.
In chapter 3 we provide a proof of Christodoulou’s theorem, theorem 2.
In chapter 4 we construct the blown-up manifoldM′ and prove the existence/uniqueness
and degeneracy statement of theorem 4.
In chapter 5 we restrict ourselves to commutative data and analyze the behaviour of the
metric components at the boundary {̥ = 0}.
In chapter 6 we state and prove a precise version of theorem 9.
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Chapter 2
Double-null gauges and the
characteristic initial value problem
for the Einstein vacuum equations
2.1 Double-null gauges
Definition 2.1.1. Let R ⊆ R2 be a codimension-zero embedded manifold with corners.
We consider R2 as Ru ×Rv, and equip R with the coordinates (u, v). Let M be a smooth
manifold with corners of dimension at least 3 and π : M → R a proper smooth surjective
submersion with fibres diffeomorphic to the same closed (and connected) manifold S. Using
the coordinates (u, v) on R, identify the components of π = (u, v).2.1 Make the assumptions
that, separately, the fibres of u and v are themselves connected. A doubly-foliated manifold
consists of the data (M,R, π = (u, v), S) specified above.
We will write (M,u, v) as shorthand for the entire data of a doubly-foliated manifold.
If R ⊆ R is a subset, we will use the notation M(R) = {p ∈ M : (u, v)(p) ∈ R}. We will
also write Su,v = π
−1(u, v) for the fibre of (u, v) ∈ R to emphasize that it is a diffeomorphic
copy of S.
Example 2.1.2. The most important example for us of a doubly-foliated manifold consists
of the subset M ⊆ R4 = Rt ×R3y between the cones defined by
0 ≤ 1− |y| − t
2
< 1, 0 ≤ t+ |y|
2
<∞,
with u := 1− |y|−t2 , v = u := t+|y|2 , and R = [0, 1) × [0,∞).
The connectedness of the fibres of u and v together with the compactness of S imply:
2.1We will conflate points (u, v) ∈ R with the coordinate functions u, v on R, and also with the components
u, v of π.
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Lemma 2.1.3. Let X, Y ∈ C∞(M ;TM) be lifts to M of the coordinate vector fields ∂u
and ∂v on R. Then it is always possible to flow along X from a point p ∈ Su1,v0 to a point
q ∈ Su2,v0 , and similarly for Y .
If (M,u, v) is a doubly-foliated manifold, we may look at the bundle of fibre-tangent
vectors, which we will denote (abusing notation) by TS ⊆ TM . We also consider its dual
bundle, T ∗S. Sections of T ∗S may be interpreted as a smoothly-varying family of 1-forms
on the fibres Su,v. We will often adopt this point of view. One has a canonical inclusion
operator ι : TS → TM and a dual operator ι∗ : T ∗M → T ∗S. These have left and right
inverses, respectively, but the inverses are not canonical. This remark extends to type (0, q)
and type (p, 0) tensors, respectively. One can also form tensor products of these bundles,
leading to the notion of general type (p, q) tensors. We will call such a tensor a fibre tensor.
The following lemma defines the Lie derivative of fibre tensors along vector fields on M
which are π-related to vector fields on R.
Lemma 2.1.4 ([13, Lemma 1.1]). Let X, Y ∈ C∞(M ;TM) be π-related to vector fields
X ′, Y ′ ∈ C∞(R;TR). Then [X,Y ] is π-related to [X ′, Y ′]. In particular, if X is a lift of a
coordinate vector field ∂u or ∂v, and observing that the fibre-tangent vector fields are those
π-related to 0, if V is a fibre-tangent vector field, then LX V = [X,V ] is as well.
Proof. This is a standard property of submersions.
Using this, we may define the Lie derivative of any fibre tensor along any vector field
on M which are π-related to one on R. We have just treated the case of vector fields. By
tensoring, it suffices to now treat the case for 1-forms.
Lemma 2.1.5 ([13, Lemma 1.3]). Let X ∈ C∞(M ;TM) be π-related to some vector field
Y ∈ C∞(R;TR). Let ω ∈ C∞(M ;T ∗S) be a fibre one-form. Extend ω arbitrarily to a one
form ω˜ ∈ C∞(M ;T ∗M). Then ι∗ LX ω˜ does not depend on the choice of extension, and
hence LX ω := ι∗ LX ω˜ is well-defined.
Proof. If V is a fibre vector field, then
LX ω˜(V ) = Xω˜(V )− ω˜(LX V ).
The first term is equal to Xω(V ). Using lemma 2.1.4, LX V is fibre-tangent, and thus the
second term is ω(LX V ) which does not depend on the choice of extension.
We will make the distinction below between double-null foliation and a double-null gauge
for a Lorentzian metric g, since in our definition the former is not enough to kill the diffeo-
morphism group. A double-null gauge will be a double-null foliation with extra data.
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Definition 2.1.6. Let (M,u, v) be a doubly-foliated manifold, and g a Lorentzian metric
on M . We say that (M,g, u, v) is a double-null foliation if u, v are optical functions for g,
i.e.
g−1(du, du) = g−1(dv, dv) = 0.
We additionally suppose that (M,g) is time orientable and that u, v are increasing towards
the future.
The level sets of u, v are the “null foliations” of the double-null foliation.
If (M,g, u, v) is a double-null foliation, we define ι∗g = ✁g to be the restriction of g to TS
and N ′ = −2 grad v and L′ = −2 grad u to be the future directed null geodesic generators
of the levels sets of v and u respectively, and putatively define 0 < Ω by −2Ω−2 = g(N ′, L′).
The function Ω is not yet well-defined, since it requires g(N ′, L′) < 0. That it is in fact
well-defined, and more, follow from the following:
Proposition 2.1.7 (Geometry of double-null foliations). Let (M,g, u, v) be a double-null
foliation. Then ✁g is Riemannian (i.e. the fibres of (u, v) are spacelike), g(N
′, L′) < 0, and
span{N ′, L′} is transverse to TS.
Remark 2.1.8. In fact, the proposition is true more generally. Let (V, g) be a vector space
equipped with a Lorentzian metric, and let T be a timelike vector providing a time orienta-
tion for V . Suppose µ and ν are linearly independent null covectors satisfying µ(T ), ν(T ) >
0. Set L′ = g−1(−2du, •) andN ′ = g−1(−2dv, •), and letW = span{L′, N ′}⊥ = ker µ∩ker ν.
Then the proposition remains true with (µ, ν) replacing (du, dv), and with span{L′, N ′}⊥
replacing TS (since in a double-null foliation, TS = span{L′, N ′} by definition). As we
do not need the general statement, we only prove the proposition using the language of
double-null gauges.
Proof. Since du and dv are linearly independent null covectors, L′ and N ′ are linearly
independent and g−1(du, dv) 6= 0. To show this, first diagonalize g−1 over a point p ∈M to
find a timelike vector w with g−1(w,w) = −1 and an orthogonal spacelike hyperplane Σ. We
may find α, β, γ, δ ∈ R and σ, τ ∈ Σ of length 1 such that du = αw+βσ and dv = γw+ δτ .
Since du and dv are null, |α| = |β| and |γ| = |δ| and none of α, β, γ, δ are 0. Suppose
for contradiction that g−1(du, dv) = 0. Then also αγ = βδg−1(σ, τ). Since g−1|Σ×Σ is a
(positive-definite) inner product, we may apply the Cauchy-Schwarz inequality to conclude
that |αγ| ≤ |βδ|, with equality holding if and only if σ and τ are scalar multiples of one
another. Since |αγ| = |βδ|, equality holds and σ and τ are scalar multiples of each other,
and so σ = ±τ . Thus g−1(σ, τ) = ±1, and so αγ = ββδ (with the same sign as in σ = ±τ)
and hence βγ/δ = ±β2/α = ±α, and so
β/δdv = ±αw + βτ = ±αw ± βσ = ±du,
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which contradicts linear independence.
We next claim that a nontrivial linear combination of N ′, L′ is linearly independent of
TS, and thus span(N ′, L′) and TS are transverse. Indeed if aN ′ + bL′ (a, b ∈ R) were in
TS, then 0 = g(L′, aN ′ + bL′) = ag(L′, N ′), which means a = 0 (since g−1(dv, du) 6= 0),
and likewise 0 = g(N ′, aN ′ + bL′) = bg(N ′, L′) implies b = 0.
Now we show that ✁g is Riemannian.
We may express g acting between N ′, L′, TS as a block-diagonal matrix
g =
 0 g(N
′, L′) 0
g(N ′, L′) 0 0
0 0 ✁g
 .
Partially diagonalizing this matrix as−g(N
′, L′) 0 0
0 g(N ′, L′) 0
0 0 ✁g

and using that g is Lorentzian, it follows that ✁g must be Riemannian.
Finally, we show that g(N ′, L′) < 0. If T is timelike vector field for which du · T, dv ·
T > 02.2 then we may write T = aN ′ + bL′ + Θ, for some a, b ∈ R and Θ ∈ TS (since
now we know that span(N ′, L′) is transverse to TS). So 0 > g(T,L′) = ag(N ′, L′) and
0 > g(T,N ′) = bg(L′, N ′). Thus a and b have the same sign. Hence
0 > g(T, T ) = abg(N ′, L′) + g(Θ,Θ),
and so g(N ′, L′) < 0.
Remark 2.1.9. Notice that the proposition implies immediately that u+ v is a time function
for (M,g).
It will be more convenient to work with rescaled versions of N ′, L′. Set N = Ω2N ′ and
L = Ω2L′ to be the normalized null vector fields. Observe that N and L are lifts of ∂u and
∂v respectively, i.e.
Nu = 1, Nv = 0
Lu = 0, Lv = 1.
Since [N,L] is π-related to [∂u, ∂v ] = 0, [N,L] is a fibre vector field.
We will use slash notation, such as✟✟
✟grad ,✟✟div to denote operations with respect to ✁g on
the fibres Su,v, rather than with respect to g on M . We also define the torsion ζ, a fibre
2.2Such a vector exists because u, v are increasing towards the future.
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1-form by ζ(V ) = 12g(∇V (L/Ω), (N/Ω)) (where ∇ denotes the Levi-Civita connection of g).
We remark that ζ = 1
4Ω2 ✁g([N,L], •). This follows from the computation of the Levi-Civita
connection carried out in Appendix A.3.
These components uniquely determine the metric:
Proposition 2.1.10. Let (M,u, v) be a doubly-foliated manifold. Let N , L be vector fields
on M which are lifts of ∂u, ∂v, respectively, let ✁g be a fibre Riemannian metric, and 0 <
Ω ∈ C∞(M ;R). Then there is a unique Lorentzian metric g such that (M,g, u, v) is a
double-null foliation and g induces the given data, i.e. ι∗g = ✁g, −2Ω−2 = g−1(−2du,−2dv),
N = −2Ω2 grad v, L = −2Ω2 grad u.
Proof. It is clear how we should define g. Proposition 2.1.7 shows that at a point p, N,L, TpS
together span TM so we just need to specify how g should act between all of them. We
should have, for V,W ∈ TpS,
• g(N,N) = g(L,L) = 0;
• g(N,L) = −2Ω2;
• g(N,V ) = g(L, V ) = 0;
• g(V,W ) = ✁g(V,W ).
This proves uniqueness. For existence, we just need to check that this g is actually in a double
null gauge with u, v. First of all, g is certainly Lorentzian. Second, the vector field N + L
provides a time orientation along which u, v are increasing. We need to show g−1(du, du) =
g−1(dv, dv) = 0, g−1(−2du,−2dv) = −2Ω−2 and N = −2Ω2 grad v, L = −2Ω2 grad u. All
follow from the last two. By non-degeneracy, we just need to check that N and −2Ω2 grad v
have the same values when tested again N,L, V , and same for L. Indeed,
• g(−2Ω2 grad v,N) = −2Ω2Nv = 0;
• g(−2Ω2 grad v, L) = −2Ω2Lv = −2Ω2;
• g(−2Ω2 grad v, V ) = −2Ω2V v = 0,
and likewise for L.
A double-null foliation (M,g, u, v) is not enough to break the diffeomorphism invariance
of the Einstein equations. Indeed, all diffeomorphisms are ϕ :M →M are allowed, provided
ϕ∗u = u and ϕ∗v = v. To remedy this, we need to add in some extra data and introduce a
double-null gauge.
Definition 2.1.11. Let (M,g, u, v) be a double-null foliation. Let N ∈ C∞(M ;TM) be a
lift of ∂u. We call the quintuple (M,g, u, v,N) double-null gauge if N = −2Ω2 grad v (with
Ω as above). In other words, N must equal the N introduced above.
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If (M,g, u, v,N) is a double-null gauge, we will often say that g is in a double null gauge
with u, v,N (the background manifold M being clear from context).
Versions of double-null gauges have been used before in the literature (see for instance [13,
27]) under the name “canonical coordinates,” but the definition given here is more coordinate
invariant. The relation is as follows. Choose some (u0, v0) ∈ R and setH = u−1(u0). Choose
arbitrary local coordinates θi on Su0,v0 . This induces coordinates (u, v, θ
i) on M by flowing
out θi via L along H, and and then via N to all of M . In these coordinates, g looks like
g = −2Ω2(du⊗ dv + dv ⊗ du) + ✁gij(dθi − f idv)⊗ (dθj − f jdv),
where ∂vf
i = Nf i = [N,L]i and f i = 0 on H. The above coordinates are what are referred
to as “canonical.” This procedure also allows one to obtain a trivialization M ∼= R× Su0,v0 .
A double-null gauge fixes the diffeomorphism invariance of the Einstein equations, up
to a choice of diffeomorphism fixing some data on the initial surfaces. Fix a doubly-foliated
manifold (M,u, v), and let H1 = v−1(v0) and H2 = u−1(u0) denote fibres of v, u respectively
at v0 and u0. Also fix N , a lift of ∂u to M . Then:
Proposition 2.1.12. Let ϕ : M → M be a diffeomorphism mapping Hi into Hi (i = 1, 2)
such that
(i) ϕ|H2 = id;
(ii) ϕ∗u = u on H1;
(iii) du = d(ϕ∗u) and dv = d(ϕ∗v) on Su0,v0 .
Suppose g and ϕ∗g are both in a double null gauge with u, v,N . Then ϕ = id on all of M .
Proof. By assumption
g−1(ϕ∗du, ϕ∗du) = g−1(ϕ∗dv, ϕ∗dv) = 0.
Also by assumption, u = ϕ∗u on H1 and du = d(ϕ∗u) on Su0,v0 . Now observe that L′,
which is the projection of the bicharacteristic flow of g−1(ξ, ξ) with initial data −2du over
H1, is transverse to H1, since H1 is spanned by N ′ and TS. Hamilton-Jacobi theory applied
to the equation
g−1(du, du) = g−1(d(ϕ∗u), d(ϕ∗u)) = 0
now implies that u = ϕ∗u on all of M . The same argument implies that v = ϕ∗v on M . In
particular, Ω2g = Ω
2
ϕ∗g, and so N = ϕ∗N .
The action of ϕ may thus be described as follows. For a point p ∈ Su,v, flow backwards
along N for time u−u0 until the flow reaches H2, then apply ϕ = id, and flow forwards via
ϕ∗N = N for time u ◦ ϕ(p)− u0 = u− u0. Thus ϕ = id.
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Double-null gauges are not rare. Any metric (avoiding the obvious obstruction that u, v
need to be future oriented) may locally be put into a double-null gauge. Let (M,u, v), Hi
(i = 1, 2) and N be as above. Suppose g is a metric on M and further suppose that Hi
(i = 1, 2) are null for g and that g has a time orientation for which u and v are increasing
towards the future. For the moment let us also suppose that (u0, v0) ∈ R◦ (although we will
reduce to this case in corollary 2.1.14).
Proposition 2.1.13. There exists a neighbourhood U of Su0,v0 , and a smooth map ϕ : U →
M , a diffeomorphism onto its image, M ′, mapping Hi into Hi (i = 1, 2) and satisfying
(i) ϕ|U∩H2 = id;
(ii) ϕ∗u = u on U ∩H1;
(iii) du = d(ϕ∗u) and dv = d(ϕ∗v) on Su0,v0 ;
such that (M ′, ϕ∗g, u, v,N) is a double-null gauge. Two such diffeomorphisms agree on their
common domain of definition.
Proof. Proposition 2.1.12 shows uniqueness. Using Hamilton-Jacobi theory, let us first show
the existence of functions u′, v′ in a neighbourhood U of Su0,v0 satisfying
g−1(du′, du′) = g−1(dv′, dv′) = 0
and u′ = u on H1, v′ = v on H2, du′ = du, dv′ = dv on Su0,v0 . Let N ′ and L′ denote
the vector fields generating the future-directed null-geodesic congruences tangent to H1
and H2, respectively. Since v and u are constant along the null hyperplanes H1 and H2,
respectively, grad v and grad u are perpendicular to them, and hence are multiples of N ′
and L′, respectively. We may normalize N ′ and L′ by the initial condition N ′ = −2 grad v
and L′ = −2 grad u on Su0,v0 .
In particular g−1(du, du) = d−1(dv, dv) = 0 on Su0,v0 , L
′ is transverse to H1 and N ′ is
transverse to H2 at Su0,v0 . Writing (x, ξ) for a generic cotangent variable, the Hamiltonian
vector field of −12g−1(ξ, ξ) is
H = −g−1(ξ, •) + 1
2
(∂xg
−1)(ξ, ξ)∂ξ .
For x ∈ Su0,v0 and ξ = du, it follows that H = αL′ + V , for some nonvanishing α and
vector field tangent to the fibres of the projection T ∗M →M . In particular, the projection
of H evaluated at (x, du) to M is transverse to H1 at Su0,v0 . Likewise, the projection of
H evaluated at (x, dv) to M is transverse to H2 at Su0,v0 projection of H to over Su0,v0 .
Therefore, Hamilton-Jacobi theory provides the existence of U , u′ and v′.
Now, let us prove that v′|U∩H1 = v0 and u′|U∩H2 = u0. Using the correspondence
between the bicharacteristic flow of −12g−1(ξ, ξ) and the cogeodesic flow of g, it follows from
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the Hamilton-Jacobi theoretic construction of v′ that it is constant along the null geodesic
starting at Su0,v0 with initial direction N
′/2. Indeed, If γ(t) is an integral curve of N ′/22.3
starting at a point in Su0,v0 , then
(x(t), ξ(t)) := (γ(t),−g(γ′(t), •)) = (γ(t), g(N ′/2, •))
is a bicharacteristic of −12g−1(ξ, ξ), which at time t = 0 is equal to (x, dv′). So dv′ =
−g−1(N ′/2, •) over γ(t), and hence
N ′/2v′ = dv′ ·N ′/2 = g(N ′/2,−N ′/2) = 0.
Since v′ = v = v0 on Su0,v0 , v
′ = v0 on all of H1 ∩ U . The same argument works for u′.
Shrinking U , we will show that (U, u′, v′) is a doubly-foliated manifold. Shrinking U , we
may assume that du′ and dv′ are independent on T ∗U , and are future directed for g, since
du′ = du and dv′ = dv on Su0,v0 . In particular, (u
′, v′) is a submersion onto its image in R2.
Let V ⊆ U be a compactly contained neighbourhood of Su0,v0 (this is possible since
Su0,v0 is compact). Since (u
′, v′) is a submersion, if ε > 0 is sufficiently small then (u′, v′)(V )
contains (u0 − ε, u0 + ε)× (v0 − ε, v0 + ε), and let us replace U by the preimage of this set.
With this domain, (u′, v′) is a proper map, too. Indeed, (u′, v′) was defined over V , so is
proper given domain U . Therefore,
(u′, v′) : U → (u′, v′)(U) = (u0 − ε, u0 + ε)× (v0 − ε, v0 + ε)
is also proper.
From general properties of proper submersions, it follows that each fibre is diffeomorphic
to Su0,v0
∼= S. Thus we have proven that (U, u′, v′) is a doubly-foliated manifold. Denote by
S′u′,v′ a generic fibre of (u
′, v′). We remark that {u′ = u0} = H2∩U and {v′ = v0} = H1∩U .
Indeed, {u′ = u0} is a connected hyperplane containing H2∩U , but H2∩U has no boundary
in U , and similarly for {v′ = v0}.
Let N˜ = −2Ω2 grad v′, where −2Ω−2 = g(du′, dv′). Then (U, g, u′, v′, N˜) is a double-
null gauge. Since U ∩ H1 ⊆ {v′ = v0}, it follows that N˜ is tangent to U ∩ H1. Recall that
N˜u′ = 1, and N˜v′ = 0.
We now need to construct ϕ. If p ∈ U , we may flow back from p along N˜ for time
u′(p)− u0 to {u′ = u0} = H2 ∪U . Then flow forwards along N for time u′(p)− u0. Denote
the flow of N by Φ and the flow of N˜ by Ψ. In symbols,
ϕ(p) = Φ(u′(p)− u0,Ψ(−(u′(p)− u0), p)).
Since Nu = 1, u(Φ(s, q)) = u(q) + s for any point q and time s for which Φ(s, q) is defined.
2.3i.e. γ is a null geodesic tangent to H1.
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Thus, since u = u0 on H2,
u(ϕ(p)) = u(Ψ(−(u′(p)− u0)), p) + u′(p)− u0 = u0 + u′(p)− u0 = u′(p),
and so ϕ∗u = u′. Since Nv = 0, v(Φ(s, q)) = u(q) for any point q and time s for which
Φ(s, q) is defined, and since N˜v′ = 0, v′(Ψ(s, q)) = v′(q) for any point q and time s for which
Ψ(s, q) is defined. Thus, since v = v′ on H2,
v(ϕ(p)) = v(Ψ(−(u′(p)− u0)), p) = v′(Ψ(−(u′(p)− u0)), p) = v′(p),
and so ϕ∗v = v′.
Since N˜u′ = 1, u′(Ψ(s, q)) = u′(q) + s for any point q and time s for which Ψ(s, q) is
defined. Thus
dϕN˜p =
d
ds
∣∣∣∣
s=0
ϕ(Ψ(s, p))
=
d
ds
∣∣∣∣
s=0
Φ(u′(p) + s− u0,Ψ(−(u′(p) + s− u0),Ψ(s, p)))
=
d
ds
∣∣∣∣
s=0
Φ(u′(p) + s− u0,Ψ(−(u′(p)− u0), p))
= Nϕ(p),
and so ϕ∗N˜ = N .
Let us now show that ϕ is a diffeomorphism onto its image. From the above, ϕ :
S′u′,v′ → Su′,v′ , and is in fact a diffeomorphism, since it is given by the composition of flows.
In particular ϕ defined on U is injective and surjective onto its image. However, dϕ is
injective, and thus ϕ is a global diffeomorphism. Indeed, if dϕ ·x = 0 for some x ∈ TU , then
du′ · x = d(ϕ∗u) · x = 0 = d(ϕ∗v) · x = dv′ · x,
and thus x ∈ TS′u′,v′ , and so dϕ · x = 0 implies x = 0 since dϕ|TS′u′,v′ is injective.
Now let us check that ϕ satisfies (i), (ii) and (iii). It is clear that (i) holds. Property
(ii) follows from observing that u = u′ on U ∩H1. Property (iii) is true since du′ = du and
dv′ = dv on Su0,v0 .
Finally, it is clear by definition that (M ′ = ϕ(U), ϕ∗g, u, v,N) is a double-null gauge.
In the previous proposition, we assumed that (u0, v0) lay in the interior of R. However,
it is possible that at least one of u0 or v0 lies in the boundary of R. The conclusion still
holds assuming a mild non-degeneracy assumption on the position of (u0, vo) ∈ ∂R. We
will assume that there is a neighbourhood V of (u0, v0) in which ∂R is locally u−1(u0)∩ V ,
v−1(v0)∩ V , or (u−1(u0)∪ v−1(v0))∩ V ). We show that we can reduce this case to the case
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that (u0, v0) lies in the interior of R◦.
Corollary 2.1.14. The conclusions of proposition 2.1.13 continue to hold.
Proof. The hardest case is when (u0, v0) is a corner of R, and we treat this case. Let us also
assume for simplicity that u ≥ u0, v ≥ v0 in a neighbourhood of (u0, v0) inR (the other cases
are similar). Let us replace R with [u0, u0+ ε]× [v0, v0+ ε] for ε sufficiently small. We may
trivializeM ∼= R×Su0,v0 , and for ε′ > 0 small extendR to R˜ = [u0−ε′, u0+ε]×[v0−ε′, v0+ε]
so that (u0, v0) lies in the interior of R˜, and extend the projection to a map (u, v) from
M˜ := R˜ × Su0,v0 → R˜ so that (M˜, u, v) is a doubly-foliated manifold. Extend g and N to
M˜ , and also extend the timelike vector field T giving g its time orientation to M˜ . Notice that
M = {u ≥ u0, v ≥ v0}∩M˜ . Now we apply the proposition to M˜ obtaining a diffeomorphism
ϕ from a neighbourhood U of Su0,v0 inside M˜ onto its image. By construction, in the notation
of the proof, (U, g, u′, v′, N˜) is a double-null gauge. The key observation is that the vector
fields N˜ and L˜ := −2Ω2 grad u′ are lifts of ∂u′ and ∂v′ , respectively, from the base of the
underlying doubly-foliated manifold. Shrinking U , we may also assume that L˜v > 0 and
N˜u > 0 on H1 ∩ U and H2 ∩ U , respectively (since this is certainly true on Su0,v0).
To show the conclusions forM , rather than the extension M˜ , we only need to check that
ϕ(U ∩M) = ϕ(U) ∩M . Since ϕ∗u = u′, ϕ∗v = v′, it suffices to show that for p ∈ U
u′(p) ≥ u0, v′(p) ≥ v0 if and only if p ∈ U ∩M ( U ∩ M˜. (2.1.1)
We already know that u′(p) = u0 or v
′(p) = v0 if and only if p ∈ U ∩ H2 or U ∩ H1,
respectively, so we just need to focus on U \ (H1 ∪ H2). Using L˜ or N˜ to flow from p ∈
U \ (H1 ∪ H2) to H1 ∪ H2, (2.1.1) will be true provided that the forwards and backwards
flow of L˜ for nonzero time from H1 stays inside {v > v0} and {v < v0}, respectively, and
the forwards and backwards flow of N˜ for nonzero time from H2 stays inside {u < u0} and
{u > u0}, respectively. Without loss of generality let us prove the second of these.
Since duN > 0 onH2, the claim is true for small nonzero times. Suppose it is not true for
all times. Then there exists p ∈ {u > u0} and q ∈ {u < u0} and a forwards-directed integral
curve γ of N˜ with γ(0) = p, γ(1) = q. Let t∗ be the first time for which u(γ(t∗)) ∈ H2.
Then
0 < duN˜γ(t∗) = (u ◦ γ)′(t∗) ≤ 0,
since u◦γ is non-increasing at the first time of intersection. This is a clear contradiction.
It is inconvenient that in general one may not choose the diffeomorphism ϕ to be the
identity on H1. However, if we assume by fiat that the vector field N is a null (rescaled)
geodesic for g along H1, then we may arrange this.
Corollary 2.1.15. Suppose that N is a null (rescaled) geodesic for g tangent to H1. Then,
there exists a neighbourhood U of Su0,v0, and a smooth map ϕ : U → M , a diffeomorphism
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onto its image, M ′, which is the identity on (H1 ∪ H2) ∩ U , such that (M ′, ϕ∗g, u, v, N˜ )
is a double-null gauge. Two such diffeomorphisms are unique on their common domain of
definition.
Proof. The assumptions are stronger than those of proposition 2.1.13, so the conclusion
still holds, providing a unique diffeomorphism ϕ which we need to show is additionally the
identity on U ∩H1. Let N˜ be the vector field from the proof of proposition 2.1.13. It suffices
to show that N˜ = N on H1. By construction, N˜ is a null vector field tangent to H1 which
satisfies N˜u′ = 1. Since u′ = u on H1, N˜u = 1. Thus N˜ and N are both null vector fields
tangent to H1 and which satisfy N˜u = 1 = Nu. It follows that N˜ = N .
2.2 The characteristic initial value problem
In this section, we state the characteristic initial value problem for the Einstein vacuum
equations and outline our proof. Let (M,u, v) be a doubly-foliated manifold, let N be a lift
of ∂u, and assume that M = M([0, a) × [0, b)) for some a, b > 0 (and possibly a, b = ∞).
Set H1 = {v = 0} and H2 = {u = 0}. In our context, the local well-posedness of the
characteristic initial value problem to the Einstein vacuum equations states:
Theorem 2.2.1 (Rendall [38], Luk [27]). Let (M,u, v) and N be as above. Suppose the
following data are given:
(i) a vector field L, a lift of ∂v to TH2;
(ii) a Riemannian metric ✁g on S0,0;
(iii) a section ✁ˆg of Sym
2(T ∗S) over H1 ∪H2 which has Riemannian signature and satisfies
✁ˆg = ✁g at S0,0;
(iv) a pair of smooth functions f1, f2 on S0,0;
(v) a fibre 1-form ζ on S0,0 (or a fibre vector field W on S0,0).
Then there exist 0 < u∗ ≤ a, 0 < v∗ ≤ b and a unique Lorentzian metric g on M ′ =
M([0, u∗) × [0, v∗)) satisfying Ric(g) = 0 such that (M ′, g, u, v,N) is a double-null gauge
and
(i) L|H2 = −2Ω2 grad u;
(ii) ι∗g = ✁g over S0,0;
(iii) ι∗g lies in the conformal class of ✁ˆg over H1 ∪H2;
(iv) f1 is the mean curvature of ✁g on S0,0 in the direction of N , and f2 is the mean curvature
of ✁g on S0,0 in the direction of L;
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(v) ζ is the torsion of g at S0,0 (or W = [N,L] on S0,0);
(vi) Ω = 1 on H1 ∪H2.
M([0, a)× [0, b))
M([0, u∗)× [0, v∗))
H1 H2
S0,0
Figure 2-1: The doubly-foliated manifold in theorem 2.2.1. The region of existence is shaded.
Fibre directions not pictured.
Our proof of theorem 2.2.1 will proceed similarly to the original proof of Rendall, that
is it will proceed by reduction to the Cauchy problem. Our approach differs from both
his approach and that of Luk by not requiring the metric to be in harmonic gauge with a
Minkowski background. Rather, we first find a metric that solves the Einstein equations in
Taylor series at the boundary H1 ∪ H2. Then we perturb off the solution in Taylor series
and construct the solution metric by requiring it to be in a wave gauge with respect to the
solution in Taylor series. Subsequently, we use corollary 2.1.15 to switch gauges back to a
double-null gauge. The advantage of a double-null gauge is that the Einstein equations in a
double-null gauge are well-adapted to Taylor series computations.
More precisely, we first prove:
Theorem 2.2.2. Let initial data be given as in theorem 2.2.1. Then there exist u′, v′ > 0
and a smooth Lorentzian metric g onM([0, u′)×[0, v′)) satisfying Ric(g) = 0 in Taylor series
at H1 ∪ H2 such that (M ′, g, u, v,N) is a double-null gauge and induces the initial data in
the sense of theorem 2.2.1. If g˜ is any other such metric satisfying the same conditions then
g = g˜ in Taylor series. Moreover, there is an iterative algorithm to compute the Taylor
series expansions at H1 and H2.
Remark 2.2.3. Our method may be seen as reversing the method of Rendall. Rendall is able
to solve in Taylor series any second-order hyperbolic equation, which he uses as his first step
to solving the equation exactly. Then, he finds harmonic coordinates which allow him to
reduce to this case. Our method is to find the Taylor series for the Einstein equations first
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and use this solution as our gauge. The advantage is that our method is inherently global
on the fibres S, and we will modify this argument to prove the theorem 2.
Then, we will try to find a tensor h, zero in Taylor series at H1 ∪H2 so that g + h is in
wave gauge with respect to g and g+h solves the reduced Einstein equations R˜ic(g+h) = 0.
The operator Q(h) := R˜ic(g + h) is quasilinear hyperbolic. We are then in a position to
use a theorem of Rendall, which we now describe. Let V be a vector bundle over M , with
connection D, and P a second-order quasilinear hyperbolic operator given by
Ph = ψ(h)D2h+ Lh,
where L is a first-order non-linear differential operator and ψ(h) is a Lorentzian metric
depending on h but not its derivatives. Then:
Theorem 2.2.4 (Rendall [38]). Let P and V be as above, and let (M,u, v) be the doubly-
foliated manifold as above. Let ϕi be smooth sections of V over Hi which agree on S0,0.
Suppose that with ϕi prescribed, Hi are null for ψ(ϕi). Then the equation P (ϕ) = 0 with
ϕ|Hi = ϕi has a unique solution ϕ in a neighbourhood of S0,0. Furthermore, any two solutions
in Taylor series at H1 ∪H2 are equal in Taylor series.
We will prove a version of theorem 2.2.4 for the special case of P = Q and V is the
bundle of symmetric (0, 2) tensors because our proof of theorem 2 depends on a modified
version, and it is instructive to see the easier case done first.
Once h is found, it will be clear that h is actually zero in Taylor series at H1 ∪H2, and
thus the wave gauge constraints are satisfied initially, and so by standard arguments are
satisfied on the entire domain of existence. See lemma 2.5.3. Since h is 0 in Taylor series,
we may apply corollary 2.1.15 to change to a double-null gauge.
Uniqueness follows from similar arguments, but we will need to work slightly harder. See
section 2.6.
As is known (see for instance [27]), the equations Ric(g)(L,L) = 0 and Ric(g)(N,N) = 0
provide a pair of obstructions or constraints to solving for a metric even in Taylor series. Let
eΦ denote the conformal factor on H1 ∪H2, i.e. ✁g = eΦ ✁ˆg. We will show below in section 2.4
that these equations take the form:
2N2Φ+ (NΦ)2 +Tr(✁ˆg
−1 LN ✁ˆg)NΦ +
1
2
| LN ✁ˆg|2ˆ
✁g
+N Tr(✁ˆg
−1 LN ✁ˆg) = 0 (2.2.1a)
2L2Φ+ (LΦ)2 +Tr(✁ˆg
−1LL ✁ˆg)LΦ+
1
2
| LL ✁ˆg|2ˆ
✁g
+ LTr(✁ˆg
−1 LL ✁ˆg) = 0 (2.2.1b)
on H1,H2, respectively, with initial data Φ|S0,0 = 0 and NΦ|S0,0 and LΦ|S0,0 coming from
the mean curvature specification. It is clear that these are nonlinear ODEs, and hence do
not necessarily have solutions on all of H1 and H2, respectively. This is the only obstruction
to solving in Taylor series, however. Thus we will in fact prove:
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Proposition 2.2.5. Suppose that the constraints are satisfied on H1 and H2, i.e. (2.2.1a)
and (2.2.1b) have solutions on all of H1 and H2, respectively. Then the conclusion of
theorem 2.2.2 holds on all of M([0, a) × [0, b)).
2.3 Ricci curvature in a double-null gauge
Let (M,u, v) be a doubly-foliated manifold, and (M,g, u, v,N) a double-null gauge. Let
Ω, ✁g, L, ζ be the quantities associated to the double-null foliation (M,g, u, v) as defined in
section 2.1.
For symmetric tensors θ, ψ ∈ Sym2(T ∗S), we will denote
(θ × ψ)ab = θac✁gcdψdb,
where the metric ✁g is the one induced by g. Let us also denote by ✚trθ the extrinsic trace
✚trθ = ✁g
abθba. We also define the divergence
(✟✟divθ)a = ✁g
bc
 ∇bθca,
the ✁g-norm of a tensor by | • | and the inner product
✁g(θ, ψ) = ✁g
ac
✁g
bdθabψcd.
Denote by ✁d the exterior derivative mapping functions on TS to fibre one forms,
(✁df)a = ∂θaf.
The Ricci curvature in a double null gauge naturally splits into 6 different quantities, com-
prising 12(dimM)(dimM+1) components: a symmetric tensor, a section of Sym
2(T ∗S⊗T ∗S)
over M , two fibre 1-forms, and 3 smooth functions. Let us denote by − an argument taken
by a vector in TS. If X ∈ TS, let Z = ✁g([N,L], •) denote the ✁g dual-vector field. The
components of the Ricci curvature are:
2Ω2Ric−,− = LN LL ✁g −
1
2
L[N,L] ✁g +
1
4
(✚trLN ✁g)LL ✁g +
1
4
(✚trLL ✁g)LN ✁g
− 1
2
(LL ✁g × LN ✁g + LN ✁g × LL ✁g)
+ 2Ω2✟✟Ric− 2✘✘✘Hess(Ω2) + 2Ω2(✁d log Ω)⊗ (✁d log Ω)
− 1
4Ω2
g([N,L], •) ⊗ g([N,L], •)
(2.3.1a)
4Ω2RicN,− = LN Z + 2Ω2✟✟div(LN ✁g)− 2Ω2✁d✚trLN ✁g
+
1
2
(✚trLN ✁g)Z +✚trLN ✁g✁dΩ2 − 4Ω2✁dN log Ω− 2(N log Ω)Z
(2.3.1b)
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−4Ω2RicL,− = LL Z − 2Ω2✟✟div(LL ✁g) + 2Ω2✁d✚trLL ✁g
+
1
2
(✚trLL ✁g)Z −✚trLL ✁g✁dΩ2 + 4Ω2✁dL log Ω− 2(L log Ω)Z
(2.3.1c)
−2RicNN = N✚trLN ✁g +
1
2
| LN ✁g|2 − 2(N log Ω)✚trLN ✁g (2.3.1d)
−2RicLL = L✚trLL ✁g +
1
2
| LL ✁g|2 − 2(L log Ω)✚trLL ✁g (2.3.1e)
−1
2
RicNL = NL log Ω +
1
4
N✚trLL ✁g −
1
8
✚trL[N,L] ✁g −
1
2
[N,L] log Ω− 1
2
 ∆Ω
2
+
1
8 ✁
g(LL ✁g,LN ✁g) +
1
8Ω2
|[N,L]|2.
(2.3.1f)
We will derive these formulae in appendix A (see also §3.1.6 of [23] for the same equations,
albeit written very differently).
It is important to observe that, given N , the Ricci curvature may be computed entirely
from L, ✁g,Ω, which we treat as unknowns. Thus, by proposition 2.1.10, if we can find L, ✁g,Ω
with each component of Ric(g) being equal to 0 in Taylor series, then the associated metric
g will have Ric(g) = 0 in Taylor series. This is the approach we take.
The system (2.3.1a)-(2.3.1f) appears overdetermined. L has only dimM−2 components,
since 2 are fixed by Lu = 0, Lv = 1. Thus, counting components, these are really a sys-
tem of 12(dimM)(dimM + 1) equations in
1
2(dimM)(dimM − 1) unknowns. However, the
contracted Bianchi identities,
gβγ∇βRγα = 1
2
∇αR
(where ∇ is the g-covariant derivative, Rγα is the Ricci curvature, and R = gαβRαβ is the
scalar curvature), implies certain integrability conditions on the system. Denoting χN , χL
the second fundamental forms of g in the directions N,L, respectively, and HN ,HL the
mean curvature (i.e. their traces), these conditions are as follows:
LLRicN,−+LN RicL,− +HLRicN,−+HN RicL,− = 2Ω2✟✟divRic−,−−Ω2✁d✚tr Ric−,−
+ 2Ric−,− ·✟✟✟gradΩ2 + ✁dRicNL .
(2.3.2a)
LRicNN +H
LRicNN = −Ω2N✚tr Ric−,−−2Ω2✁g(χN ,Ric−,−)−HN RicNL
+ 2Ω2✟✟divRicN,−+2RicN,− ·(✟✟✟gradΩ2)− RicN,− ·[N,L].
(2.3.2b)
N RicLL+H
N RicLL = −Ω2L✚tr Ric−,−−2Ω2✁g(χL,Ric−,−)−HLRicLN
+ 2Ω2✟✟divRicL,−+2RicL,− ·(✟✟✟gradΩ2) + RicL,− ·[N,L].
(2.3.2c)
Here, a · denotes a single contraction. We will derive these in appendix A.7.
The first equation shows that only Ric−,−, RicNL and one of either RicN,− or RicL,− are
sufficient to know the other, provided that the other is known on the corresponding initial
surface. The second and third show that Ric−,−, RicNL, RicN,−, RicL,− are sufficient to
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know RicNN and RicLL everywhere, provided that each is known on the appropriate initial
surface. This brings down the number of equations required to be solved everywhere to
1
2(dimM)(dimM − 1), which means the system is formally determined.
2.4 Solving in Taylor series
In this section, we prove theorem 2.2.2 and proposition 2.2.5. This is at its heart a fairly
standard Taylor series computation. We will solve to top order, and then solve iteratively
for the higher order terms, which involves solving only the linearized equations, which we
will compute. Let L˚ be the vector field satisfying [N, L˚] = 0 with L˚ = L on H2. Then
L˚u = 0, L˚v = 1, and so L = L˚+L, for some L ∈ C∞(M ;TS). Observe that [N,L] = [N,L].
Since N is fixed, by proposition 2.1.10, it suffices to solve for ✁g, L,Ω. It will actually be more
convenient to use ω = log Ω, so we consider ϕ = (✁g, L, ω), a section of Sym
2 T ∗S ⊕ TS ⊕R.
We need to find such a ϕ which solves (2.3.1a)–(2.3.1f) in Taylor series, since then we may
find the solution g in Taylor series using proposition 2.1.10. For the uniqueness of the series,
it suffices to establish the uniqueness of ϕ since every solution g of Ric(g) = 0 gives a solution
ϕ of (2.3.1a)–(2.3.1f) and vice-versa.
Let us use N, L˚ to fix a product decomposition of M , turning it into [0, a)× [0, b)× S2.
We will thus conflate (u, v) with coordinates on [0, a) × [0, b), and N with ∂u, L˚ with ∂v.
We use the notation O(uj) and O(vj) to denote a quantity equal to uj and vj, respec-
tively, times a smooth section of an appropriate bundle. The notation O(u∞) or O(v∞)
indicates that for all j the quantity is in O(uj) or O(vj), respectively.
Let us first deal with the overdetermined nature of the equations:
Lemma 2.4.1. Suppose that ϕ is given and (2.3.1a), (2.3.1c), (2.3.1f) are 0 in Taylor series,
and (2.3.1b), (2.3.1d) are identically 0 on H1 and (2.3.1e) is identically 0 on H2. Then all
equations (2.3.1a)-(2.3.1f) are 0 in Taylor series.
Proof. Since Ω = exp(ω) > 0, we may divide by it. From (2.3.2a), RicN,− solves an equation
of the form
LL˚RicN,−+(LL+HL)RicN,− = f, (2.4.1)
and f is 0 in Taylor series at H1 ∪ H2, and RicN,− = 0 on H1. Since L is a fibre vector
field, LLRicN,− = 0 on H1, and thus the equation above reduces to LL˚RicN,− = 0 on H1.
This shows that RicN,− = 0 to order one. To derive it is 0 to order k > 1, apply Lk−1L˚ to
the previous equation to obtain
Lk
L˚
RicN,−+(LL+HL)Lk−1L˚ RicN,− = L
k−1
L˚
f + · · · ,
where the · · · involve only products of known quantities with fibre-derivatives of Lj
L˚
RicN,−
for j < k. Inductively, we may show that Lk
L˚
RicN,− = 0 onH1 for all k, and thus RicN,− = 0
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in Taylor series there. Now (2.4.1) also implies that RicN,− = 0 on H2, since here it solves
a homogeneous linear transport equation with trivial data (recall L ≡ 0 on H2). We may
apply LkN to the equation to obtain
LL˚ LkN RicN,−+(LL+HL)LkN RicN,− = LkN f + · · · , (2.4.2)
where the · · · involve only products of known quantities with fibre-derivatives of LjN RicN,−,
for j < k. Equation (2.4.2) is a transport equation for LkN RicN,−. Since LkN RicN,− = 0 on
H1 by assumption, the equation implies that the same is true on H2, we well.
With RicN,− = 0 in Taylor series, the same argument applied to (2.3.2b) and (2.3.2c)
works for the other two quantities.
We now begin the process of solving in Taylor series. We will keep track of two different
Taylor series, one a series in v and at H1, and one a series in u and at H2. The functions
and terms involving the series at H1 will be indicated with a superscript 1, while those at
H2 will be indicated with a superscript 2.
Let us first solve to top order:
Lemma 2.4.2. There exists 0 < u′ ≤ a and 0 < v′ ≤ b and a unique choice of sections ϕ10, ϕ11
defined on H1 ∩ {u ≤ u′} and ϕ20, ϕ21 defined on H2 ∩ {v ≤ v′}, satisfying ϕ10|S0,0 = ϕ20|S0,0 ,
∂uϕ
1
0|S0,0 = ϕ21|S0,0 , ϕ11|S0,0 = ∂vϕ20|S0,0 and such that any ϕ smooth with ∂ivϕ|H1 = ϕ1i
(i = 0, 1) and ∂iuϕ|H2 = ϕ2i (i = 0, 1) satisfies (2.3.1a), (2.3.1c), (2.3.1f) = 0 on H1 ∪ H2,
(2.3.1b),(2.3.1d) = 0 on H1, (2.3.1e) = 0 on H2, and has the correct initial data, i.e. ✁g
belongs to the correct conformal class along H1 ∪H2, ✁g has the correct value at S0,0 and the
trace of its derivatives correspond to the correct mean curvatures, L = 0 on H2, ω = 0 on
H1 ∪ H2, and ζ (or equivalently [N,L]) has the correct value at S0,0. If the constraints are
satisfied, we may choose u′ = a, v′ = b.
Proof. Let ϕ satisfy the equations. We first solve for the conformal class of the metric ✁g
over H1 ∪ H2. Let us set ✁g = eΦ ✁ˆg for some conformal factor eΦ to be solved for. Since we
are assuming ω = 0 on H1 ∪H2 by assumption, then (2.3.1d), (2.3.1e) = 0 on H1 and H2,
respectively, are equivalent to the following ODEs along the flow of N,L respectively:
2N2Φ+ (NΦ)2 +Tr(✁ˆg
−1LN ✁ˆg)NΦ+
1
2
| LN ✁ˆg|2ˆ
✁g
+N Tr(✁ˆg
−1LN ✁ˆg) = 0
2L2Φ+ (LΦ)2 +Tr(✁ˆg
−1 LL ✁ˆg)LΦ+
1
2
| LL ✁ˆg|2ˆ
✁g
+ LTr(✁ˆg
−1LL ✁ˆg) = 0,
on H1,H2, respectively. By assumption, Φ|S0,0 = 0, and NΦ|S0,0 and LΦ|S0,0 are determined
by the specification of the mean curvature on S0,0:
f1 =
1
2
✚tr
✁g
LN ✁g|S0,0 = NΦ|S0,0 +
1
2
✚trˆ
✁g
LN ✁ˆg|S0,0
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f2 =
1
2
✚tr
✁g
LL ✁g|S0,0 = LΦ|S0,0 +
1
2
✚trˆ
✁g
LL ✁ˆg|S0,0 .
Since the fibres are compact, there is some finite time along the flow of N and L on which Φ
does not blow up, i.e. there is some u′ ≤ a and v′ ≤ b such that solutions exist for 0 ≤ u < u′
and 0 ≤ v < v′ on H1 and H2, respectively. If we are operating under the hypotheses of
proposition 2.2.5, then we have by assumption u′ = a and v′ = b. This gives us the top order
behaviour of ✁g. Now let us deal with (2.3.1b) = 0 along H1. Here, we know all quantities
except for Z and LN Z. Thus it gives an linear transport equation for Z, whose initial value
we know in terms of ζ (or equivalently we know Z initially). Knowing Z and ✁g, we know
[N,L] = [N,L], and thus L and L along H1. This gives us the zeroth order behaviour of L
at H1. Similarly, by setting (2.3.1c) = 0 we may find [N,L] along H2, which gives us the
first-order behaviour of L (L = 0 initially on H2 is by definition). Now (2.3.1a) = 0 can
be written as a linear transport equation for LL˚ ✁g along H1 in terms of known quantities
and, commuting the derivatives, LN ✁g along H2 in terms of known quantities, so we may
solve it, obtaining the first-order behaviour of ✁g. Recalling that ω = 0 on H1 ∪ H2, we do
something similar with (2.3.1f) to get Nω onH2 and L˚ω onH1, which gives us the first-order
behaviour. Finally, (2.3.1c) = 0 on H1 takes the form of an algebraic equation for LL Z on
H1 in terms of known quantities. By definition,
LL Z = ✁g([L˚, [N,L], •) + (LL˚ ✁g)([N,L], ·)
+ ✁g([L, [N,L], L], •) + (LL ✁g)([N,L], •).
Since L is tangent to the fibres, we know all quantities except the first. Thus we also know
[L˚, [N,L]] = [N, [L˚, L]] + [[L˚,N ], L] = [N, [L˚, L]].
Letting K denote a known-quantity, we thus have
LN [L˚, L] = K.
We know the initial data at S0,0 is 0 (since L = L˚ there). This is a transport equation for
[L˚, L] which we then solve to find the first-order behaviour.
Thus we know what ϕ and its N, L˚ derivatives must be, and conversely if ϕ and its first
derivatives are as prescribed, then ϕ satisfies the equations. This proves the lemma.
Now we may iteratively now solve for the remainder of the Taylor series in u and v at the
same time. Suppose we are given for j ≥ 2 and 0 ≤ ℓ ≤ j and i = 1, 2 sections ϕiℓ defined
over Hi ∩ Ci (where C1 = {u ≤ u′} and C2 = {v ≤ v′}), and ϕi0, ϕi1 agree with the sections
found in lemma 2.4.2. Extend each ϕ1ℓ to be constant in v and each ϕ
2
ℓ to be constant in u.
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Write
ϕ1(j) = ϕ
1
0 + uϕ
1
1 + · · ·+ ujϕj1,
and similarly for ϕ2(j). Assume that ϕ
1
(j) solves (2.3.1a), (2.3.1c), (2.3.1f) = 0 mod O(u
j),
and similarly for ϕ2(j), and that for all ℓ,
ϕ1ℓ |S0,0 =
1
ℓ!
∂ℓvϕ
2
0|S0,0 , ϕ2ℓ |S0,0 =
1
ℓ!
∂ℓuϕ
2
0|S0,0
(observe that this is true for ℓ = 0, 1 by assumption). We seek to find ϕij+1 for i = 1, 2.
Lemma 2.4.3. There exists a unique section ϕ1j+1 defined on H1 ∩ C1 and ϕ2j+1 defined
on H2 ∩ C2 with ϕ1j+1|S0,0 = 1(j+1)!∂j+1v ϕ20|S0,0 and ϕ2j+1|S0,0 = 1(j+1)!∂j+1u ϕ10|S0,0 such that
ϕ1(j) + v
j+1ϕ1j+1 solves the equations mod O(v
j+1) and ϕ2(j) + u
j+1ϕ2j+1 solves the equations
mod O(uj+1).
Proof. Let us first show how to solve for ϕ1j+1. Let P = (P
1, P 2, P 3) denote the opera-
tor taking in a section ϕ and returning the right-hand side of (2.3.1a), (2.3.1c), (2.3.1f),
respectively. We may write
P (ϕ1(j) + v
j+1ϕ1j+1) = P (ϕ
1
(j)) + v
jT 1j+1,ϕ1
(j)
(ϕ1j+1) + v
j+1Mj+1,ϕ1
(j)
(ϕ1j+1),
where T 1
j+1,ϕ1
(j)
is linear, M1
j+1,ϕ1
(j)
is nonlinear, and both depend on j and ϕ1(j). By assump-
tion, P (ϕ1(j)) ∈ O(vj), and so this sets up a linear equation for ϕ1j+1
T 1j+1,ϕ1
(0)
(ϕ1j+1) = −(v−j−1P (ϕ1(j)))|v=0,
(since we ignore terms of higher order, and the dependence of T 1
j+1,ϕ1
(0)
to top order depends
only on j + 1 and ϕ1(1)). We will show that Tj+1,ϕ1(0)
takes the form (essentially) of a
transport operator along H1, so will have a unique solution with the give initial data. The
same argument will allow us to solve for ϕ2j+1 (with a different, but analogous, linear operator
T 2
j+1,ϕ2
(0)
, instead).
All that’s left to do is compute the T ’s and verify that we can reduce the linear PDE
above to transport equations. Fix some arbitrary ϕ = (✁g, L, ω) smooth (with Ω := e
ω) and
ψ = (✁gj+1, Lj+1, ωj+1) not depending on v, and we will compute T
1
j+1,ϕ(ψ). We have:
2Ω2Ric−,−(ϕ+ v
j+1ψ) = 2Ω2Ric−,−(ϕ)
+ (j + 1)vj
(
∂u✁gj+1 +
1
4
✚tr(LN ✁g)✁gj+1 +
1
4
✚tr(✁gj+1)LN ✁g
−1
2
(✁gj+1 × LN ✁g + LN ✁g × ✁gj+1)
)
+O(vj+1)
(2.4.3a)
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−4Ω2RicL,−(ϕ+ vj+1ψ) = −4Ω2RicL,−(ϕ)
+ (j + 1)vj
(
✁g(∂uLj+1, •) + ✁gj+1([N,L], •) − 2Ω2✟✟div(✁gj+1)
+2Ω2✁d✚tr✁gj+1 +
1
2
(✚tr✁gj+1)✁g([N,L], •) − (✚tr✁gj+1)✁dΩ2
+4Ω2✁dωj+1 − 2ωj+1✁g([N,L], •)
)
+O(vj+1)
(2.4.3b)
−1
2
RicN,L(ϕ+ v
j+1ψ) = −1
2
RicN,L(ϕ)
+ (j + 1)vj
(
∂uωj+1 +
1
4
∂u✚tr✁gj+1
+
1
8 ✁
g(✁gj+1,LN ✁g)
)
+O(vj+1).
(2.4.3c)
All slash-operations are performed with respect to ✁g.
T 1j+1,ϕ is thus j + 1 times the terms in brackets. Setting this equal to the appropriate
right-hand side is essentially a transport equation, since the first component of T 1j+1,ϕ is
certainly a transport equation for ✁gj+1, and then with this known, the last component is
a transport equation for ωj+1, and then with both these known, the second component is,
after raising via ✁g
−1, is a transport equation for Lj+1.
Now let ψ not depend on u, and let us compute the linearization at H2. Assume now
that the L of ϕ is 0 at H2 (which it is for the case we care about, since by our assumption
ϕ has the correct initial data on H2, and so the associated L = L˚ + L is just L˚). We will
compute T 2j+1,ϕ(ψ). We have:
2Ω2Ric−,−(ϕ+ u
j+1ψ) = 2Ω2Ric−,−(ϕ)
+ (j + 1)uj
(
∂v✁gj+1 +
1
2
LLj+1 ✁g +
1
4
(✚tr∂v✁g)✁gj+1
+
1
4
(✚tr✁gj+1)∂v✁g −
1
2
(✁gj+1 × ∂v✁g + ∂v✁g × ✁gj+1)
− 1
4Ω2
(
✁g(Lj+1, ·)⊗ ✁g([N,L], •) + ✁g([N,L], •)⊗ (✁g(Lj+1, •)
))
+O(uj+1)
(2.4.4a)
−4Ω2RicL,−(ϕ+ uj+1ψ) = −4Ω2RicL,−(ϕ)
+ (j + 1)uj
(
✁g(∂vLj+1, •)
)
+O(uj+1)
(2.4.4b)
−1
2
RicN,L(ϕ+ u
j+1ψ) = −1
2
RicN,L(ϕ)
+ (j + 1)uj
(
∂vωj+1 +
1
4
∂v✚tr✁gj+1 +
1
8
✚trLLj+1 ✁g
+
1
2
Lj+1ω +
1
8 ✁
g(∂v✁g, ✁gj+1) +
1
4Ω2 ✁
g(Lj+1, [N,L])
)
+O(uj+1).
(2.4.4c)
T 2j+1,ϕ is thus j +1 times the terms in brackets. Setting this equal to the appropriate right-
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hand side, the second component is, after raising via ✁g
−1, a transport equation along the
flow of L˚ = ∂u on H2, for Lj+1, in terms of known quantities. Thus the first component is a
transport equation for ✁gj+1 involving known quantities, and the third component becomes
a transport equation for ωj+1 in terms of known quantities.
From lemma 2.4.2, lemma 2.4.3, and Borel’s lemma, we may find ϕ1, ϕ2 solving (2.3.1a),
(2.3.1c), (2.3.1f)= 0 in Taylor series at H1 and H2, respectively, and which are unique in
Taylor series. We wish to find a ϕ whose Taylor series at H1 agrees with that of ϕ1 and
whose Taylor series at H2 agrees with that of ϕ2. To do this, it suffices by Borel’s lemma
for ϕ1, ϕ2 to satisfy the compatibility condition ∂iu∂
j
vϕ1|S0,0 = ∂iu∂jvϕ2|S0,0 for all i, j.
Lemma 2.4.4. The compatibility condition holds.
Proof. By assumption,
∂iuϕ
1|S0,0 = ∂iuϕ10|S0,0 = i!ϕ2i |S0,0 = ∂iuϕ2|S0,0 ,
and similarly ∂iuϕ
1|S0,0 = ∂ivϕ2|S0,0 . Since ϕ1, ϕ2 satisfy (2.3.1a), (2.3.1c), (2.3.1f) = 0 in
Taylor series at H1, H2, respectively, there is a non-linear differential operator, F , involving
only derivatives tangent to the fibres S, and not depending on i = 1, 2 such that
∂u∂vϕ
1 = F (ϕ1, ∂uϕ
1, ∂vϕ
1) +O(v∞)
∂u∂vϕ
2 = F (ϕ2, ∂uϕ
2, ∂vϕ
2) +O(u∞).
(2.4.5)
Indeed, for equations (2.3.1a) and (2.3.1f), just extract the top order ∂u∂v and move every-
thing else to the other side, and for (2.3.1c), first raise using ✁g and do the same. Starting from
the fact that we know ϕ1|S0,0 = ϕ2|S0,0 , ∂uϕ1|S0,0 = ∂uϕ2|S0,0 , ∂vϕ1|S0,0 = ∂vϕ2|S0,0 , and
using that by assumption ∂iuϕ
1|S0,0 = ∂iuϕ2|S0,0 , ∂iuϕ1|S0,0 = ∂ivϕ2|S0,0 for all i ≥ 2, we may
apply derivatives ∂u, ∂v to (2.4.5) to inductively show for all ℓ ≥ 2, ∂iu∂jvϕ1|S0,0 = ∂iu∂jvϕ2|S0,0
whenever i+ j = ℓ.
The section ϕ we have constructed satisfies the hypotheses of lemma 2.4.1, since by
definition it solves equation (2.3.1a), (2.3.1c), (2.3.1f) in Taylor series, and solves the other
equations identically on the correct hypersurfaces since it has the correct top-order be-
haviour. Thus by lemma 2.4.1, we have found our solution ϕ in Taylor series. The solution
ϕ is unique in Taylor series since any other solution has expansions at H1, and H2, and we
already know that these are unique.
The only place in the proof where we replaced a with u′ ≤ a and b with v′ ≤ b was in
lemma 2.4.2 when we solved the constraint equations. Thus we observe that proposition 2.2.5
has also been proven.
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2.5 Obtaining a solution in wave gauge
Denote by g the Taylor series solution provided by theorem 2.2.2, which exists onM([0, u′)×
[0, v′)). We wish to find a symmetric (0, 2) tensor h such that Ric(g + h) = 0 and g + h
is in wave gauge with respect to g. Let F be the vector-field-valued first-order differential
operator defined for tensors close to 0 by
Fα(h) = (g + h)βγ(Γ˜αβγ − Γαβγ),
where Γ˜,Γ are the Christoffel symbols of g + h,g, respectively.2.4 Observe that F vanishes
precisely when the identity map is a wave map if the domain is given the metric g + h and
the codomain is given the metric g.
Write ∇ for the Levi-Civita connection of g. Introduce G, a second-order differential
operator, taking values in symmetric tensors, defined by
G(h)αβ =
1
2
((g + h)αλ∇βF λ + (g + h)βλ∇αF λ).
Then, as is well known,
Q(h) := R˜ic(g + h) := Ric(g + h) +G(h)
is a quasilinear hyperbolic partial differential operator with leading part
−1
2
(g + h)αβ∇α∇βhµν .
The equation R˜ic(g + h) = 0 is called the reduced Einstein equation. In fact, Q(h) has the
form (see [8], §VI.7.1-4)
Q(h) = −1
2
(g+h)αβ∇α∇βhµν+P ((g+h)−1)(∇h,∇h)−(g+h)−1 ·Riem(g)·(g+h), (2.5.1)
where P ((g + h)−1) is a (2, 6) tensor on M depending on (g + h)−1, but not any of its
derivatives, and which we interpret here as acting on a pair of (0, 3) tensors, and is symmetric
interpreted this way, and the · in the last term denote specific contractions. More explicitly,
for H a type (2, 0) tensor, K a type (0, 2) tensor and ξ a type (0, 3) tensor
P (H)(ξ, ξ)αβ = −1
2
(ξβρσH
ρλHσµξλαµ + ξαρσH
ρλHσµξλβµ)
− 1
4
Hµρ(ξαρµ + ξµαρ − ξραµ)Hλσ(ξβσλ + ξλβσ − ξσβλ).
2.4F is a vector field because the difference of two connections is a tensor.
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and
(H ·Riem(g0) ·K)αβ = −1
2
Hλµ(KαρR
ρ
λ β µ +KβρR
ρ
λ αµ),
where R ρλ αµ are the components of the curvature tensor associated to g.
We may appeal to theorem 2.2.4 directly to find the solution h to Q(h) = 0 which
vanishes in Taylor series at H1 and H2, but we will prove it in this special case, to convince
the reader that the same argument can go through almost unchanged to prove theorem 2.
We will be quite pedantic in doing so.
The idea of Rendall is to reduce to the Cauchy problem, so we will need to embed our
setup into an appropriate setting for the Cauchy problem, i.e. a sliced Lorentzian manifold.
Lemma 2.5.1. Fix 0 < u′′ < u′ and 0 < v′′ < v′. Then there exists an embedding of
M([0, u′′]× [0, v′′]) into M˜ = Rt ×Ry × S0,0 such that H1 ∩M([0, u′′]× [0, v′′]) is a subset
of {t = −y}, H2 ∩M([0, u′′] × [0, v′′]) is a subset of {t = y}, and there exists an extension
of g to M˜ for which the hyperplanes {t = ±y} are null, the hyperplanes {t = const.} are
spacelike, ∂t is timelike and future-oriented, and g = −dt2 + dy2 + ✁˚g for t or y large enough
(here ✁˚g is any fixed Riemannian metric on S0,0).
Proof. For p ∈ M([0, u′′] × [0, v′′]), defined its image in M˜ as follows. Define t, y by u =
1
2(t−y), v = 12(t+y). The first two coordinates are (t(p), y(p)). The point in S0,0 is obtained
by flowing via N back to H2, and then via L˚ to S0,0.
It is clear that N = ∂t − ∂y +X, L = ∂t + ∂y + Y , where X, Y are vector fields tangent
to S0,0. Extend X, Y to be 0 near infinity, which then extends N, L. Now extend g by
extending its action between N, L and TS0,0 as follows. Extend g(N,L) to be negative
always, and −2 near infinity, keep g(N,N) = g(L,L) = g(N,Θ) = 0 (for Θ in TS0,0
arbitrary) and extend g|S0,0 arbitrarily provided it is equal to ✁˚g near infinity (we may extend
this way since all quantities are actually defined up until u = u′ and v = v′, and we are
allowed to change the quantities in the area region {u′′ < u < u′, v′ < v < v′′}).
Now we prove existence. The proof below is a special case of theorem 2.2.4 proved in
[38], but proved in our language for purposes of unity and later modification.
Proposition 2.5.2. There exist 0 < u∗ < u′′ and 0 < v∗ < v′′ and a tensor h solving
Q(h) = 0 onM([0, u∗)×[0, v∗)) with h = 0 in Taylor series at (H1∪H2)∩M([0, u∗)×[0, v∗)).
Proof. Embed M([0, u′′] × [0, v′′]) into M˜ and extend g, as provided by lemma 2.5.1. Let
us set P = Q − Ric(g), so that P (0) = 0. We are interested in finding an h with P (h) =
−Ric(g). Notice that extending g also extends P .
The idea of Rendall is to define a section ρ1 by
ρ1 =
−Ric(g) u, v ≥ 00 otherwise.
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Notice that ρ1 is smooth provided u ≤ u′′ and v ≤ v′′, since −Ric(g) is 0 in Taylor series
there. Fix 0 < u3 < u
′′ and 0 < v3 < v
′′, and let ρ be any smooth section with ρ = ρ1
for u ≤ u3, v ≤ v3, and ρ compactly supported. Then ρ is a compactly supported smooth
section.
Now we may solve the Cauchy problem P (h) = ρ with Cauchy data
(h|t=0, ∂th|t=0) = (0, 0),
at least for time 0 ≤ t < ε. Shrinking ε, we may assume that if t < ε and u, v ≥ 0 then
u < u3, v < v3. Let u
∗, v∗ be largest values such that if 0 ≤ u < u∗ and 0 ≤ v < v∗, then
t < ε . Let us now show that h is 0 in Taylor series at the required hypersurfaces. Set
R = {u < u∗, v < v∗, u < 0 or v < 0, t ≥ 0}.
The boundary of R consists of (H1 ∪ H2) ∩M([0, u∗) × [0, v∗)) and {t = 0}, the former of
which is null for g, and the latter of which is spacelike. It follows that the causal past of
p ∈ R according to g does not exit R. In particular, P (0) = 0 = ρ on the causal past of p,
and has the correct Cauchy data at t = 0. Thus by uniqueness of solutions to quasilinear
hyperbolic equations in causal sets, h ≡ 0 in all of R. But this of course means that h = 0
in Taylor series at (H1 ∪H2) ∩M([0, u∗)× [0, v∗)), as desired.
ρ = -Ric(g)
{t = −y} {t = y}
ρ = 0 ρ = 0
t = 0
t = ε
Figure 2-2: The proof of proposition 2.5.2. The dark shaded region corresponds to
M([0, u3] × [0, v3)). The light shaded region corresponds to the domain of existence of
the solution h of the characteristic initial value problem.
Shrinking u∗ and v∗, we may assume that g + h is a Lorentzian metric on M([0, u∗) ×
[0, v∗)). To complete existence, we just need:
Lemma 2.5.3. The solution h of Q(h) = 0 with h vanishing in Taylor series at the initial
surfaces satisfies that g + h is in wave gauge with respect to g on its entire domain of
definition, and so Ric(g + h) = 0.
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Proof. Since h is 0 in Taylor series, F (h) = 0 initially. As is well-known (see Chapter VI of
[8]), the contracted Bianchi identities imply that F (h) satisfies a linear hyperbolic system,
and so by theorem 2.2.4, F (h) ≡ 0 identically on M([0, u∗)× [0, v∗)), and so g+h is in wave
gauge with g, and thus G(h) = 0 and Ric(g + h) = 0.
To convert back to double-null gauge, we simply apply corollary 2.1.15, perhaps shrinking
u∗ and v∗. This shows existence.
2.6 Uniqueness
We have a found a solution g to Ric(g) = 0 in double-null gauge and having the correct
initial data.
Now we address uniqueness. We start with a local result.
Proposition 2.6.1. Let g1, g2 be two solutions to the characteristic initial value problem2.5
in the same double-null gauge with the same initial data, and assume that they have the
same domain of existence M ′. Then g1 = g2 in a small neighbourhood of S0,0 in M ′.
Proof. We first seek to find a neighbourhood U of S0,0 in M ′, and a map ϕ : U → M ′, a
diffeomorphism onto its image and the identity along (H1 ∪ H2) ∩ U such that ϕ∗g2 is in
wave gauge with g1. This will be possible provided we can solve the wave maps equation
for ϕ : U → M ′ with the identity as characteristic initial data, and ϕ is a diffeomorphism
near S0,0. We can solve the wave maps equation, since it is semilinear hyperbolic, using
theorem 2.2.4, after extending g1 and g2 to a larger manifold. Details are similar to those
in the proof of proposition 2.5.2 and are omitted. We just need to check, perhaps after
shrinking U , that dϕ is non-singular in U . Indeed, at S0,0, ϕ being the identity on H1 ∪H2
implies that dϕ = id on S0,0.
2.6
Now ϕ∗g2 is in wave gauge with respect to g1 and solves Ric(ϕ
∗g2) = 0. Since ϕ was
the identity on H1 ∪ H2, ϕ∗g2 has the same characteristic initial data as g1 and g2. Set
h = ϕ∗g2 − g1. Then Ric(g1 + 0) = Ric(g1 + h) = 0, and both g1, g1 + h are in wave gauge
with respect to g1, and so by theorem 2.2.4, h ≡ 0.
We now wish to show that ϕ is the identity. From the above, we know that ϕ∗g2 = g1,
and both g2, g1 are in a double-null gauge. Since ϕ fixes H1∪H2, proposition 2.1.12 implies
that ϕ is the identity. Thus, g1 = g2 in a small neighbourhood of S0,0 in M
′.
We need to extend this local result to a result over all of M ′. We do this by using an
open-closed argument, and a theorem on uniqueness to the Einstein equations in “causal
sets.”
2.5We continue to use the notation in theorem 2.2.1.
2.6This means that the full differential is the identity, not the weaker condition the fibre-differential ✁dϕ is
the identity.
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Theorem 2.6.2. Let g1, g2 be two solutions to the characteristic initial value problem in
the same double-null gauge with the same initial data, and assume that g1, g2 both exist on
M([0, u∗)× [0, v∗)) for u∗ ≤ a, v∗ ≤ b. Then g1 = g2 on M([0, u∗)× [0, v∗)) .
Proof. We first prove the special case u∗ = v∗.
Let S ⊆ R be the set of all 0 ≤ c < u∗ = v∗ such that g1 = g2 for 0 ≤ u ≤ c, 0 ≤ v ≤ c.
It suffices to show that S is open, closed, and non-empty. Closed is clear, and non-empty
follows from the previous proposition. Suppose a ∈ S. Consider the fibre Sc,0. We may set
up a characteristic initial value problem with initial hypersurfaces H1∩{u ≥ c} and {u = c}
with initial data the same as on H1, and on the second hyperplane induced by g1 = g2 (since
by assumption we know they are equal there). Choose on Sa,0 the data induced by g1 = g2.
The previous proposition now gives some small ε > 0 such that g1 = g2 for 0 ≤ v ≤ ε and
c ≤ u ≤ c + ε. Call this region M(R1) for R1 ⊆ R2. Examining the analogous problem
around S0,c (and perhaps shrinking ε) shows that g1 = g2 for 0 ≤ u ≤ ε and a ≤ v ≤ c+ ε.
Call this region M(R2) for R2 ⊆ R2. Now consider the region R3 in R2 bounded by the
three curves u+ v = c+ ε/2, u = c + ε/2 and v = c+ ε/2. See figure 2-3. Shrinking ε, we
may ensure this region is contained inside [0, u∗) × [0, v∗). If u ≤ c + ε/2 and v ≤ c + ε/2,
then either (u, v) ∈ Ri for some i, or else u, v ≤ c. Thus c + ε/2 ∈ S provided that we can
show g1 = g2 on M(R3). We will use an open/closed argument to show this.
R1 R2
R3
Figure 2-3: The regions in the proof of the special case in theorem 2.6.2. We know g1 = g2
on the dark shaded region, and we would like to know g1 = g2 on the light shaded region.
For c+ ε/2 ≤ t ≤ 2a+ ε, consider the sets
Pt :=M({u < c+ ε/2, v < ε/2, c + ε/2 ≤ u+ v ≤ t)})
Ft :=M({u < c+ ε/2, v < ε/2, t ≤ u+ v ≤ 2c+ ε})
Ht :=M({u < c+ ε/2, v < ε/2, u + v = t}).
Ht is a spacelike hyperplane in M(R3), and Pt, Ft are its causal past and future, according
to both metrics g1 g2 (since they are in the same double-null gauge).
It suffices to show that g1 = g2 on Pt for all c+ ε/2 ≤ t ≤ 2c + ε, so let us consider T ,
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the set of all c + ε/2 ≤ t ≤ 2c + ε for which g1 = g2 on Pt. T is certainly closed. T is also
non-empty since g1 = g2 on Pc+2ε/3 ⊆ R1 ∪R2 ∪M([0, c] × [0, c]).
Now we just need to show that T is open. Fix t ∈ T . We may assume t < 2c + ε. Ft
is a causal set for both g1 and g2, and so by uniqueness of the Einstein equations in causal
sets (see for instance [8], §VI, Theorem 8.8) there exists s1, s2 > t and a diffeomorphism
ϕ : Ft ∩ Ps1 → Ft ∩ Ps2 which agrees with the identity on Ht to first order such that
ϕ∗g2 = g1. g1, g2 being in double-null gauge with u, v,N and g1 = ϕ
∗g2 means that
g2(ϕ
∗du, ϕ∗du) = g2(ϕ
∗dv, ϕ∗dv) = 0. Now, ϕ∗u and u agree to first order at Ht, as do ϕ
∗v
and v. By Hamilton-Jacobi theory, this means that ϕ∗u = u and ϕ∗v = v everywhere both
pairs are defined. It follows that ϕ∗N = N , since g1 and g2 are already in a double null
gauge. The action of ϕ is the same as flowing backwards along N from a point p to Ht for
some time τ , then flowing forwards along ϕ∗N = N for the same time. In particular, the
above implies that s1 = s2 and ϕ is the identity, and hence g1 = g2.
2.7 Thus there is some
s > t such that g1 = g2 on Ps, which shows that T is open.
Thus, g1 = g2 on M(R3), which completes the proof of the special case.
Now suppose u∗ 6= v∗. It suffices to show that the set of points (u′, v′) ∈ [0, u∗)× [0, v∗)
for which g1 = g2 on M([0, u
′] × [0, v′]) is open, closed and nonempty. Closed is clear
and non-empty follows from the special case. Let us now shown open. Suppose g1 =
g2 on M([0, u
′] × [0, v′]). If we can show that g1 = g2 on M([u′, u′ + ε) × [0, v′)) and
M([0, u′)× [0, v′+ ε)), for some ε > 0, then we can use the special case, with initial surfaces
{u′ ≤ u ≤ u′ + ε, v = v′} and {u = u′, v′ ≤ v ≤ v′ + ε}, to show that g1 = g2 on
M([0, u′+ ε]× [0, v′+ ε]). Without loss of generality, let us prove g1 = g2 on the first region.
Figure 2-4: The regions in the proof of the general case of theorem 2.6.2. The dark shaded
region is M([0, u′)× [0, v′)), the medium shaded region is M([0, u∗)× [0, k(u∗−u′)) and the
light shaded region is M([u′, u′ + (v′ − k(u∗ − u′)))× [k(u∗ − u′), v′)).
2.7Notice that we cannot apply proposition 2.1.12 since ϕ is assumed to be the identity to first order on a
spacelike hypersurface, not the identity on a pair of intersecting null hypersurfaces.
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With initial surfaces {u′ ≤ u < u∗, v = 0} and {u = u′, 0 ≤ v ≤ v′}, we may use the
special case to obtain g1 = g2 on
M([u′, u′ +min(u∗ − u′, v′)), v′)× [0,min(u∗ − u′, v′))).
If min(u∗ − u′, v′) = v′, then we’re done and ε = v′. Otherwise, we may iterate, obtaining
g1 = g2 onM([u
′, u∗)×[0, k(u∗−u′))), where k is the largest integer such that k(u∗−u′) ≤ v′.
If k(u∗ − u′) = v′, then we’re done again, with ε = u∗ − u′. Otherwise, v′ > k(u∗ − u′)
but v′ ≤ (k + 1)(u∗ − u′), and so we may use the special case again with initial surfaces
{u′ ≤ u ≤ u′ + (v′ − k(u∗ − u′)), v = k(u∗ − u′)} and {u = u′, k(u∗ − u′) ≤ v ≤ v′} to
obtain g1 = g2 on
M([u′, u′ + (v′ − k(u∗ − u′)))× [k(u∗ − u′), v′)),
and hence on
M([u′, u′ + (v′ − k(u∗ − u′))) × [0, v′)),
as well.
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Chapter 3
The theorem of Christodoulou
3.1 The short-pulse ansatz
The goal of this chapter is to prove theorem 2, as well as its extension theorem 7. Let us
begin by reviewing the short-pulse ansatz of Christodoulou, and stating the precise theorem
we wish to prove.
Consider R4 = Rt ×R3y, and set u = 1− |y|−t2 , u = t+|y|2 . For δ > 0 consider the region
Mδ ⊆ R4 picked out by
Mδ = {0 ≤ u < 1, 0 ≤ u ≤ δ}.
Then (Mδ, u, u) is a doubly-foliated manifold, in the sense of definition 2.1.1, over [0, 1)×
[0, δ] and with fibre S2. We will fix a vector field N = ∂u = ∂t−∂r onMδ. Here r∂r := yi∂yi .
Let us set up a characteristic initial value problem with initial data on H1 ∪ H2 = {u =
0} ∪ {u = 0}. We call the initial data the short-pulse ansatz or short-pulse data. Following
theorem 2.2.1, we need to specify a number of things:
(i) a vector field L on H2 with Lu = 1;
(ii) a Riemannian metric ✁g on S0,0;
(iii) a section ✁ˆg of Sym
2(T ∗S) over H1 ∪H2 which has Riemannian signature and satisfies
✁ˆg = ✁g at S0,0;
(iv) a pair of smooth functions fi on S0,0;
(v) a vector field W on S0,0.
For us L = ∂u = ∂t + ∂r on H2. We will use N , L to fix a product decomposition
Mδ = [0, 1) × [0, 1] × S2 obtained by flowing from S0,0 to H2 via L, and then to all of M
via N .
Let is now specify the rest of the data. Let ✁˚g denote the metric on the round sphere S
2
of radius 1. Let us use N,L to extend ✁˚g to a section of Sym
2(T ∗S) over H1 ∪H2.
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Consider for t ∈ [0, 1] a smooth one-parameter family T(t) of type (1, 1) tensors on S2,
i.e. T ∈ C∞([0, 1] × S2;TS2 ⊗ T ∗S2). Let us assume that T(0) = 0, Tr(T) = 0, and T is
✁˚g-symmetric
3.1 The choice of the tensor T determines all of the interesting behaviour of the
short-pulse ansatz, and for this reason we call it the short-pulse tensor. Let us recall that
we may define3.2
exp(T) =
∞∑
k=0
Tk
k!
,
which is positive and ✁˚g-symmetric. Using L to fix the product decomposition on H2, for
δ > 0 the tensor Tδ defined in coordinates by Tδ(u) = T(u/δ) is a well-defined section of
TS ⊗ T ∗S over H2.
Let us define the energy E : [0, 1] × S2 → R of T by
E(t, θ) =
1
2
∫ t
0
|∂tT|2˚
✁g
(s, θ) ds.
Following Christodoulou [13], we may give our initial data, which we call short-pulse
data:
(i) L = ∂u;
(ii) ✁g = ✁˚g;
(iii) ✁ˆg = (1− u)2˚✁g over H1, and ✁ˆg = ✁˚g exp(
√
δTδ) over H2;
(iv) f1 = 2, f2 = −2;
(v) W = 0.
The precise version of the Theorem of Christodoulou we seek to prove is:
Theorem 3.1.1 (Christodoulou [13]). Consider the characteristic initial value problem over
Mδ with initial data as given above. Then, for any u∗ < 1, if δ > 0 is small enough, there
exists a solution gδ of Ric(gδ) = 0 on Mδ([0, u∗]×[0, δ]) in double-null gauge with Mδ, u, u,N
and g induces the initial data.
Moreover, if K is any compact subset of
U = {(u, t, θ) ∈ [0, 1) × [0, 1] × S2 : 1− 1
4
E(t, θ) < u ≤ u∗},
then for δ perhaps smaller, the mean curvatures 12✚trLL ✁gδ, 12✚trLN ✁gδ are both strictly nega-
tive at any point (u, u, θ) ∈Mδ whenever (u, u/δ, θ) ∈ K.
If supθ∈S2 E(1, θ) < 4, then choosing δ smaller, there are no trapped surfaces on H1∪H2.
3.1Interpreted either as a map TS2 → TS2 or T ∗S2 → T ∗S2; symmetry as a map in one interpretation is
equivalent to the other.
3.2The symbol Tk is well-defined interpreting T as a map TS2 → TS2 or T ∗S2 → T ∗S2, or indeed just by
a k-fold contradiction; in this case all interpretations give the same result. Cf. footnote 1.7.
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The formation of trapped surfaces follows easily, as we now indicate. Suppose
inf
θ∈S2
E(1, θ) > 4(1 − u∗).
Set
t∗ = inf
{
t : inf
θ∈S2
E(t, θ) > 4(1− u∗)
}
.
u∗
H1
H2
Figure 3-1: The base of the submersion of the double-null foliation (Mδ , u, u). The
light-shaded region is the domain of existence, and the dark-shaded region is the set
{(u, u) : (u, u/δ) ∈ epiF}. For δ small enough, the fibre of any point in the dark-shaded
region (away from the boundary) is trapped.
Then on (t∗, 1),
F (t) := 1− inf
θ∈S2
1
4
E(t, θ) < u∗,
and so the epigraph of F on (t∗, 1) × [0, u∗),
epiF := {(u, t) : 0 ≤ u < u∗, t∗ < t < 1, u > F (t)}
is nonempty, and (u, t) ∈ epiF implies that (u, t, θ) ∈ U . Thus, for any (u, u) for which
(u, u/δ) ∈ epiF , (for δ small enough), the entire fibred sphere Su,u is trapped. The condition
supθ∈S2 < 4 ensures that the mean curvature of ✁gδ in the direction of L are positive on H2.
We will show in section 3.5 that this means that there are no trapped surfaces in H1 ∪H2.
It is not hard to find T so that 0 < infθ∈S2 E(1, θ) < supθ∈S2 E(1, θ) < 4, so taking u
∗
sufficiently close to 1, we conclude that trapped surfaces can form dynamically.
Now let us consider the region
R = {(p, δ) ∈ R4 × [0, 1): p ∈Mδ},
and extend the definitions of u, u to R. Considering (u, u) as a projection, we may consider
R as a (topological) fibre bundle over
[0, 1) × [0, δ] × [0, 1)δ
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with fibre S2. We may interpret the collection of all short-pulse data for δ > 0 as initial
data for a problem on R. However, R is singular at δ = 0. To resolve this, we perform a
parabolic blowup at δ = 0, u = 0, i.e. we blow up the cylinder {δ = 0, u = 0}, and then
redefine the smooth structure by requiring a square root of a bdf of the introduced face to
be smooth. Call the resulting manifold M.
Since the fibres of R are also fibred over {δ = 0, u = 0}, M is also a fibre bundle.
To see this in coordinates, let us set v = u/δ, x =
√
δ. Then M is diffeomorphic to
[0, 1)u × [0, 1]v × S2θ × [0, 1)δ , and the projection is given by (u, v, θ, x) 7→ (u, v, x). There is
also a natural blowdown map β :M→ R sending (u, v, θ, x) 7→ (u, x2v, θ, x2).
δ x
u v
β
R M
Figure 3-2: A side view of M and R. Also shown are some lines in R and their preimages
under β.
One sees that on M, ✁ˆg pulls back to a smooth section. However, L = x2∂v is now
degenerate at δ = 0. This is related to the fact, pointed out in the introduction, that the
Minkowski metric takes the form
x−2g˚ = −2(du⊗ dv + dv ⊗ du) + (1− u+ x2v)2(x−2✁✁˚g),
so cannot be a smooth metric on TM. To resolve this difficulty, we instead consider a
rescaled bundle spTM, which we call the short-pulse bundle, and which is defined by spec-
ifying a local basis of smooth sections (such a bundle exists by Swan’s theorem). These
vector fields are ∂u, ∂v, and xΘ1, xΘ2, where Θi (i = 1, 2) is a local basis of the vertical
bundle of the fibred spheres. The Minkowski metric (after rescaling it by x2) is easily seen
to be a metric on spTM (observe that we do not take ∂x to be a smooth section). Fur-
thermore, denoting by gδ the solution to the characteristic initial value problem on Mδ with
short-pulse data, we expect that the family x−2β∗gδ is smooth, as a metric on spTM.
We will derive the existence statement of theorem 3.1.1 from theorem 3.2.19, which is
a more general long-time existence theorem for certain classes of data (of which the short-
pulse ansatz is an example) for the characteristic initial value problem for metrics on the
short-pulse bundle. After this, the statement about the sign of the mean curvatures (and
hence the formation of trapped surfaces) will become an easy computation.
In the following three sections, we will abandon the specific set up of the short-pulse
ansatz, and consider more general short-pulse bundles and metrics on them. This shows
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that the long-time existence portion of theorem 3.1.1 is not particular to the exact setup of
the short-pulse ansatz. Only in section 3.5, the final section of this chapter, will we return
to the short-pulse ansatz, where we will apply our general results to establish long-time
existence, and then prove the formation of trapped surfaces.
3.2 The characteristic initial value problem for the Einstein
equations for short-pulse metrics
3.2.1 The short pulse bundle
We start off with the analogue of a doubly-foliated manifold.
Definition 3.2.1. Let R ⊆ R2 be a codimension-zero embedded manifold with corners.
We consider R2 as Ru ×Rv, and equip R with the coordinates (u, v). Let M be a smooth
manifold with corners of dimension at least 3. Fix ε > 0 and define the spaceM = [0, ε)x×M
and let x : M → [0, ε) be the map taking (x, p) 7→ x. Also denote by x : [0, ε) × R →
[0, ε) the map taking (x, q) 7→ x. Let π : M → [0, ε) × R be a smooth proper surjective
submersion with fibres diffeomorphic to the same closed (and connected) manifold S. Using
the coordinates (u, v) on R and x on [0, ε), identify the components of π = (x, u, v). Make
the assumptions that, separately, the fibres of (x, u) and (x, v) are themselves connected.
A parametrized doubly-foliated manifold consists of the data (M = [0, ε)x × M,R, π =
(x, u, v), S).
We will make the convention that if (M, x, u, v) is a parametrized doubly-foliated mani-
fold, with the total space given by a caligraphic Roman letter, then the associated manifold
M for which M = [0, ε)x ×M is denoted by the same Roman letter in majuscule form.
We will denote Mx0 = {p ∈ M : x(p) = x0}, and make the usual conflation between the
function x and its values in [0, 1). We will drop the adjective “parametrized” if there is
no risk of confusion with a doubly-foliated manifold of definition 2.1.1, and will call the
doubly-foliated manifolds of definition 2.1.1 “ordinary” if instead we wish to emphasize the
distinction.
We will primarily be interested in the behaviour of objects on M near x = 0. Thus, we
will often (and sometimes implicitly) replace M with M∩ {0 ≤ x < δ}, for 0 < δ ≪ ε, as
needed, and say that the desired behaviour holds “for small x.” In particular, we will never
care about the exact value of ε in the definition.
Notice that the definition implies that for each x, (Mx, u, v) is an ordinary doubly-foliated
manifold. We will denote by Su,v,x the fibre of π, and Su,v ∼= [0, ε)x×S the fibre of (u, v). As
for an ordinary doubly-foliated manifold, if R ⊆ R, set M(R) := {p ∈ M : (u, v)(p) ∈ R}.
The manifold M0 is special and constitutes a boundary face of M. Let us suppose that
the projection π is canonically trivial when restricted to M0, i.e. M0 is equipped with a
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diffeomorphism τ :M0 →R×S which we regard as fixed, so that π = (0, u, v) :M0 →R is
just the projection onto the first factor of M0 ∼= R×S. If τ is given, we will abuse notation
and simply treat τ as the identity. Henceforth, all of our parametrized doubly-foliated
manifolds will come equipped with such a diffeomorphism τ .
Lemma 3.2.2. Suppose (M, x, u, v) is a parametrized doubly-foliated manifold (with M0
canonically trivial). Then there is a diffeomorphism ϕ :M→ [0, ε)×M ×R such that ϕ is
the identity on M0.
Proof. The key is that it is always possible to lift vector fields from the codomain of a proper
submersion to the domain, and by the assumptions that the fibres are connected, various
flows are well-defined. The vector field ∂x on M coming from the initial product structure
is well-defined. Via the trivialization M0 = R× S, we may lift the coordinate vector fields
∂u, ∂v from R toM0. Extend the vector field ∂u to a vector field U on all of TM by requiring
[∂x, U ] = 0. Notice that U is tangent to each Mx, and Uu = 1, Uv = 0, Ux = 0. Extend ∂v
to a vector field V in the same way. Since [U, V ] = 0 on M0, it follows that [U, V ] = 0 on
all of M.
Fix (u0, v0) ∈ R. Lemma 2.1.3 then implies that we may pick any p ∈ M, and flow it
to Su0,v0,0 by flowing along U , V , ∂x in any order (since they commute). If (x, u, v)(p) =
(x, u, v), define the ϕ : [0, ε)×M→ [0, ε) ×R× Su0,v0,0 by requiring its first coordinate to
be (x, u, v), and its last coordinate is the image of p under the aforementioned flow. Then
ϕ is a diffeomorphism. It is also a global trivialization by definition, and by construction is
the identity on M0.
Remark 3.2.3. It appears that in the definition of a doubly-foliated manifold, the level sets
of (x, u) and (x, v) should be null hyperplanes for some metric to appear. However, this is
not necessarily the case, and we may also foliate a manifold by space-like hyperplanes in
one direction, and the product of a time-like direction and a codimension-two hyperlane in
the other This will be important when we discuss the Cauchy problem in section 3.3, where
(u, v) will be replaced by functions (t, y) on a space of the form Rt ×Ry × S, and Ry × S
will be a spacelike hypersurface fibred over by fibres S.
We will be interested in a rescaled version of TM.
Definition 3.2.4. Suppose (M, x, u, v) is a parametrized doubly-foliated manifold. Let
spTM denote the vector bundle over M whose smooth sections are smooth sections of TM
which are annihilated by dx and which at M0 = R × S are tangent to the fibres of the
projections onto the second factor. We call spTM the short-pulse tangent bundle.3.3
3.3The reader familiar with the semiclassical calculus and the edge calculus of Mazzeo [28] will recognize
spTM as a sort of semiclassical edge bundle, with the semiclassical parameter x. However, the edge structure
is mixed up with the semiclassical structure. This will be a useful point of view when discussing the Cauchy
problem, when we will consider sections of spTM as x-parametrized sections of TMx which scale according
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The choice of spTM of course depends on the choice of trivialization of M0, although
we suppress this dependence since the interaction of different trivializations will not play a
role in our analysis.
Using lemma 3.2.2, we may choose local coordinates (x, u, v, θ), where θ = (θ1, · · · , θn)
are local coordinates on S. In these coordinates, a basis of smooth sections of spTM consists
of ∂u, ∂v , x∂θ1 , . . . , x∂θn (n = dimS). Swan’s theorem provides for the existence of such a
vector bundle, although it is not hard to construct it by hand.
We also consider the bundle spTS ⊆ spTM, the subbundle of all vectors which remain
tangent to the fibres S, and write ι : spTS → spTM for the inclusion map. Notice that the
putative subbundle spTM of vectors tangent to the fibres of x is already all of spTM, so we
will not have cause to adopt specific notation for it.
Associated to spTM is its dual bundle spT ∗M, the short pulse cotangent bundle. We
may also consider spT ∗S, the dual bundle to spTS.
In the previous coordinates, sections of spT ∗M are smooth combinations of
du, dv, dθ1/x, . . . dθn/x.
Observe that spTM ⊆ ker dx ⊆ TM and spTS ⊆ TS. Furthermore, over x > 0, the
inclusions spTM →֒ ker dx and ι : spTS →֒ TS are isomorphisms, since we are allowed to
multiply/divide by x. Dually, T ∗M/ span{dx} ⊆ spT ∗M and T ∗S ⊆ TS and the inclusions
are isomorphisms off of x > 0.
One may also form the tensor products spT pqM := spTM⊗p ⊗ spT ∗M⊗q, and the tensor
products spT pq S := spTS
⊗p ⊗ spT ∗S⊗q.
Definition 3.2.5. We call sections of spT pqM type (p, q) short-pulse tensors.3.4 We call
type (1, 0) short-pulse tensors short-pulse vector fields and type (0, 1) short-pulse tensors
short-pulse one forms. We similarly call sections of the tensor product spT pq S type (p, q)
short-pulse fibre tensors. We call type (1, 0) short-pulse tensors short-pulse fibre vector fields
and type (0, 1) short-pulse tensors short-pulse fibre one forms.
If h is a short-pulse tensor, we will denote by hx the restriction of h to Mx, which, for
x > 0, may be thought of as an ordinary tensor.
Definition 3.2.6. Let g be a symmetric type (0, 2) short-pulse tensor, i.e. g is a section of
Sym2(spT ∗M). Suppose that g is non-degenerate and is of Riemannian (resp. Lorentzian)
signature. We will call g a short-pulse Riemannian (resp. Lorentzian) metric. We similarly
to the scaling in spTM. However, we prefer to use the term “short-pulse” to describe the bundle in order to
avoid piling on the adjectives. The bundle is also of a similar form to the adiabatic bundles considered by
Mazzeo-Melrose in [30].
3.4Unfortunately this conflicts with the notion of the short-pulse tensor T of the initial data in the short-
pulse ansatz. Since we will always use T to denote this tensor, and will never use the terms in the same
context, this will not be a cause for confusion.
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call a non-degenerate section (no signature assumptions) of Sym2(spT ∗S) a short-pulse fibre
metric, or a short-pulse pseudo-Riemannian metric.
We observe that spTM is closed under Lie bracket, i.e.:
Lemma 3.2.7. Suppose X1, X2 are short-pulse vector fields. Then [X1,X2], with the com-
mutator interpreted as between sections of TM, in fact is a short-pulse vector field.
Proof. This is easiest to see in the local coordinates given above, since we may write for
i = 1, 2
Xi = fi∂u + gi∂v + xh
1
i ∂θ1 + · · · + xhni ∂θn ,
where fi, gi, h
j
i are smooth functions. Evaluating the commutator, it is clear that [X1,X2]
is a linear combination (over C∞(M)) of
∂u, ∂v , x∂
j
θ , x
2∂jθ ,
with coefficients given in terms of fi, gi, h
j
i and their derivatives. Such a vector field is clearly
a section of spTM.
Using lemma 3.2.7, we may extend lemma 2.1.4 and lemma 2.1.5 to this setting. Namely:
Corollary 3.2.8. Let X be a short-pulse vector field which is π-related to a vector field
on the base [0, ε) × R. Then LX is a well-defined differential operator between sections of
spT pq S2.
Proof. We know that if α is a section of T pq S2 over x > 0, then so is LX α. So it suffices to
show that if α is a section of spT pq S2 then so is LX α. Lemma 3.2.7 shows that this is true if
α is a short-pulse fibre vector field, since LX α is both fibre-tangent and a short-pulse vector
field. If α is a short-pulse fibre one-form, then for any short-pulse fibre vector field, V ,
(LX ω)(V ) = Xω(V )− ω(LX V ),
which then shows that LX ω is a short-pulse fibre one-form, since it pairs with short-pulse
fibre vector fields. The general result follows form tensoring.
Let g be a short-pulse pseudo-Riemannian metric, and ∇ its Levi-Civita connection
(defined in the usual way on TMx for x > 0). Certainly for x > 0, ∇ : C∞(Mx;TMx) →
C∞(Mx;T
∗Mx ⊗ TMx). As a consequence of lemma 3.2.7, we have the following corollary
on how it interacts with spTM:
Corollary 3.2.9. The connection ∇ extends to a map
∇ : C∞(M; spTM)→ C∞(M; spT 11M).
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Proof. For short-pulse vector fields X,Y,Z we may express the connection via the Koszul
formula:
g(∇XY,Z) = 1
2
(Xg(Y,Z) + Y g(Z,X) − Zg(X,Y )
+g([X,Y ], Z)− g([Y,Z],X) − g([X,Z], Y )) .
The inner products in the first line are all smooth since g is a short-pulse metric. Since
X,Y,Z are in particular smooth vector fields, it follows that the fist line is smooth. The
second line is smooth since all commutators are short-pulse vector fields by lemma 3.2.7.
Thus ∇XY is a smooth short-pulse vector even down to x = 0. This implies that we may
define ∇vY (p) at a fixed vector v ∈ spTM at a point p ∈ M by extending v arbitrarily to
a short-pulse vector field X in a neighbourhood of p and setting ∇vY (p) = ∇XY (p).
We obtain immediately:
Corollary 3.2.10. If g is a short-pulse metric, then Riem(g) and Ric(g) are both short-pulse
tensors.
Proof. Let X,Y,Z,W be short-pulse vector fields. From the definition of curvature
Riem(g)(X,Y,Z,W ) = R(X,Y,Z,W ) = g(∇Y∇XZ −∇X∇Y Z −∇[Y,X], Z,W ),
it follows that R(X,Y,Z,W ) is smooth. However, it is linear, and therefore is a short-
pulse tensor. It follows that Ric(g), being a contraction of Riem(g) against g−1, is also a
short-pulse tensor.
Similarly, we have:
Lemma 3.2.11. The vector field x∂x determines a well-defined differential operator Lx∂x
mapping C∞(M; spTM) to itself.
Proof. The operator L∂x is a well-defined operator between ordinary vector fields of TM.
To show that short-pulse vector fields are mapped back to themselves, pick a local basis
∂u, ∂v , x∂
j
θ and apply Lx∂x .
We abuse notation and write x∂x for Lx∂x because of the product decomposition of M
into [0, ε)x ×M .
Definition 3.2.12. Let (M, x, u, v) be a parametrized doubly-foliated manifold, and g a
Lorentzian short-pulse metric on M. We say that (M, g, x, u, v) is a short-pulse double-null
foliation, if u, v are optical functions for g, i.e.
g−1(du, du) = g−1(dv, dv) = 0,
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where we treat d as mapping sections of C∞(M) to C∞(M; spT ∗M) (i.e. quotient out
by span{dx}). We additionally suppose that (M, g) is time-orientable, and that u, v are
increasing towards the future, in the sense that there is a globally defined short-pulse vector
field T with g(T, T ) < 0, and Tu > 0, Tv > 0.
We will often omit the adjective “short-pulse” if it is clear from context.
We also have the analogue of proposition 2.1.7. If (M, g, x, u, v) is a double-null foliation,
we set ✁g = ι
∗g to be the restriction of g to fibre-tangent vectors, and N ′ = −2 grad v, L′ =
−2 grad u (which are short-pulse vector fields), and putatively define 0 < Ω by −2Ω−2 =
g(N ′, L′). Then:
Proposition 3.2.13. Let (M, g, x, u, v) be a double-null foliation. Then ✁g is Riemannian,
Ω > 0 defined by −2Ω−2 = g(N ′, L′) is well-defined, and span{N ′, L′} is transverse to spTS.
Proof. Observe that gradu = g−1(du, •), so grad u is a short-pulse vector field, and likewise
for grad v. The rest of the proof is identical to proposition 2.1.7.
We will also rescale and set N = −2Ω2 grad u, L = −2Ω2 grad v, so that Nu = 1, Nv =
0, Lu = 0, Lv = 1. Observe [N,L] is a short-pulse vector field, and hence a short-pulse fibre
vector field since [N,L]u = [N,L]v = 0.
We may of course reconstruct a short-pulse metric from N,L, Ω and ✁g, as in proposi-
tion 2.1.10.
Proposition 3.2.14. Let (M, x, u, v) be a parametrized doubly-foliated manifold. Let N, L
be short-pulse vector fields which are lifts of ∂u and ∂v, respectively, let ✁g be a short-pulse
fibre Riemannian metric, and 0 < Ω ∈ C∞(M ;R). Then there is a unique short-pulse
Lorentzian metric g such that (M, g, x, u, v) is a double-null foliation and g induces this
data, i.e. ι∗g = ✁g, −2Ω−2 = g−1(−2du,−2dv), N = −2Ω2 grad v, L = −2Ω2 grad u.
Finally, we introduce the notion of a short-pulse double-null gauge.
Definition 3.2.15. Let (M, g, x, u, v) be a short-pulse double-null foliation. Let N ∈
C∞(M; spTM) be a lift of ∂u. We call the 6-tuple (M,g, x, u, v,N) short-pulse double-null
gauge if N = −2Ω2 grad v (with Ω as above). In other words, N , must equal with the N
introduced above.
As above, we will omit the adjective “short-pulse” if it is clear from context, and refer
to the double-null gauges of definition 2.1.11 as “ordinary” double-null gauges if we with to
emphasize the distinction. If (M, g, x, u, v,N) is a double-null gauge, we will often say that
g is in a double null gauge with u, v,N (the background manifold M and function x being
clear from context).
It is clear that for any x > 0, over Mx a short-pulse double-null foliation/gauge is the
same thing as a ordinary double-null foliation/gauge, respectively, in the sense of defini-
tion 2.1.1/definition 2.1.11, respectively.
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Let us now see what this looks like in canonical coordinates. Choose some (u0, v0) ∈ R
and set H = u−1(u0). Choose arbitrary local coordinates θi on Su0,v0,0. This induces
coordinates (x, u, v, θi) on M by flowing out θi via ∂x to Su0,v0 , then via L to H, and then
via N to all ofM. Set ✓k = x2✁g, an ordinary fibre-metric, and let f˜ i be the smooth functions
defined by ∂v f˜
i = [N,L]i. Since [N,L] is a short-pulse fibre vector field, f˜ i = xf i for a
smooth function f .
In these coordinates, g looks like
g = −2Ω2(du⊗ dv + dv ⊗ du) + x−2✓kij(dθi − xf idv)⊗ (dθj − xf jdv).
This is of the same form as the rescaled Minkowski metric after performing the parabolic
blowup in section 3.1.
A short-pulse double-null gauge breaks the diffeomorphism invariance for the same reason
as an ordinary double-null gauge does.
Unlike corollary 2.1.15, it may not be possible to being a short-pulse metric into double-
null gauge, even with the correct assumptions on the initial surfaces. This is because in
our definition of a short-pulse metric, we did not specify the “Riemannian part” to be on
the fibres S while the “Lorentzian part” should be on the fibres R at M0. While one may
restrict the class further, we will not have a need for this. However, we will need the following
lemma, which guarantees that perturbations of metrics in a double-null gauge may always
be brought back into a double-null gauge over almost the entire manifold we started off
with, at least for small x. We prove it in the case that R = [0, a) × [0, b) for some a, b > 0
(if R does not have boundary, the proof is similar but slightly easier), and set H1 = u−1(0),
H2 = v−1(0). Let h ∈ Sym2(spTM) be any symmetric tensor which is 0 on H1 ∪ H2. We
will consider xh as a perturbation. Then:
Lemma 3.2.16. Let (M, g, x, u, v,N) be a short-pulse double-null gauge, and set gx =
g + xh. Fix a′ < a and b′ < b. Then there exists an open set U ⊆ M containing S0,0,0,
ε > 0 and a unique smooth map ϕ : U →M, a diffeomorphism onto its image, the identity
on (H1 ∪ H2) ∩ U and {x = 0} ∩ U , with M([0, a′) × [0, b′)) ∩ {0 ≤ x < ε} in the range of
ϕ, and satisfying ϕ∗x = x, such that ϕ∗gx is in a double-null gauge with x, u, v,N .
The proof of this lemma is quite technical and involved, and the arguments are somewhat
orthogonal to the main body of this work, so we will prove it in appendix C.
3.2.2 The characteristic initial value problem for short pulse metrics
Let (M, x, u, v) be a doubly-foliated manifold, let N be a short-pulse vector field which is
a lift of ∂u, and assume that M = M([0, a) × [0, b)) for some a, b > 0. Set H1 = {v = 0}
and H2 = {u = 0}. We want to prove a result analogous to theorem 2.2.1. A preliminary
version of the theorem we want to prove is:
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Theorem 3.2.17. Let (M, x, u, v) and N as above. Suppose the following data are given:
(i) a short-pulse vector field L, a lift of ∂v to spTH2;
(ii) a short-pulse fibre Riemannian metric ✁g on S0,0;
(iii) a section ✁ˆg of Sym
2(spT ∗S) over H1∪H2 which has Riemannian signature and satisfies
✁ˆg = ✁g at S0,0 such that LL ✁ˆg vanishes at x = 0 along H2;
(iv) a pair of smooth functions f1, f2 on S0,0 with f2 vanishing at x = 0;
(v) a short-pulse fibre vector field W on S0,0 which vanishes at x = 0.
Then there exist 0 < u∗ ≤ a, 0 < v∗ ≤ b and a unique short-pulse Lorentzian metric g on
M′ =M([0, u∗)× [0, v∗)) satisfying Ric(g) = 0 such that (M′, g, x, u, v,N) is a double-null
gauge and:
(i) L|H2 = −2Ω2 grad u;
(ii) ι∗g = ✁g over S0,0;
(iii) ι∗g lies in the conformal class of ✁ˆg over H1 ∪H2;
(iv) f1 is the mean curvature of g on S0,0 in the direction of N , and f2 is the mean curvature
of g on S0,0 in the direction of L3.5;
(v) W = [N,L] on S0,0;
(vi) Ω = 1 on H1 ∪H2.
This theorem is not what we want, since it is still only a local existence theorem. As in the
ordinary characteristic initial value problem, the equations RicNN (g) = 0 and RicLL(g) = 0
provide obstructions to solving in Taylor series on H1 ∪H2, since they are nonlinear ODEs
for the conformal factor between ι∗g = ✁g and ✁ˆg on H1 and H2, respectively. This is not
different in the short-pulse case (as we will see in the next subsection). We will assume by
fiat that these equations are solvable, so we make the following definition.
Definition 3.2.18. We will call initial data as stated in theorem 3.2.17 regular if we may
solve for the conformal factor on all of H1 and H2, i.e. there exists a smooth function Φ
defined on all of H1 and H2, such that, with ✁g = eΦ ✁ˆg, Φ satisfies
2N2Φ+ (NΦ)2 +Tr(✁ˆg
−1LN ✁ˆg)NΦ+
1
2
| LN ✁ˆg|2ˆ
✁g
+N Tr(✁ˆg
−1LN ✁ˆg) = 0
2L2Φ+ (LΦ)2 +Tr(✁ˆg
−1 LL ✁ˆg)LΦ+
1
2
| LL ✁ˆg|2ˆ
✁g
+ LTr(✁ˆg
−1LL ✁ˆg) = 0,
3.5The mean curvature is well-defined down to x = 0 since the contraction of a type (0, 2) short-pulse fibre
tensor (the second fundamental form) with a type (2, 0) short-pulse fibre tensor (the metric) is a smooth
function.
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on H1,H2, respectively, with initial data for Φ|S0,0 = 0 and initial data for NΦ|S0,0 and
LΦ|S0,0 chosen to ensure that
f1 =
1
2
✚tr
✁g
LN ✁g|S0,0 = NΦ|S0,0 +
1
2
✚trˆ
✁g
LN ✁ˆg|S0,0
f2 =
1
2
✚tr
✁g
LL ✁g|S0,0 = LΦ|S0,0 +
1
2
✚trˆ
✁g
LL ✁ˆg|S0,0 .
This is the only obstruction. Thus we have:
Theorem 3.2.19. Provide data as in theorem 3.2.17, and assume they are regular. Then
for any u′ < a and v′ < b, there exists δ > 0 and a unique short-pulse Lorentzian metric g
on M′ =M([0, u′)× [0, v′)) ∩ {x ≤ δ} satisfying Ric(g) = 0 such that (M′, g, x, u, v,N) is
a double-null gauge and has the correct initial data in the sense of theorem 3.2.17.
Uniqueness follows immediately from theorem 2.2.1, since for fixed x, g|Mx solves the
usual characteristic initial value problem, so we need only treat existence.
The rest of the proof of theorem 3.2.19 follows the same outline as the proof of theo-
rem 2.2.1. Namely, we first find a solution g in Taylor series, both at H1 ∪ H2 and also at
x = 0. Then we perturb, looking for a perturbation h such that g+ h is in wave gauge with
respect to g and solves Ric(g + h) = 0. Afterwards, we may switch back to a double-null
gauge.
The solution in wave gauge will be obtained similarly to as in the proof of proposi-
tion 2.5.2. The main tool used in the proof was the solution of the Cauchy problem for
quasilinear hyperbolic PDE. We will need to examine the Cauchy problem for wave equa-
tions if the background Lorentzian metric is a short-pulse metric. The idea is that since
h vanishes to infinite order at x = 0, the non-linear terms in the equation will be effec-
tively negligible, which guarantees a solution for long enough time, provided that x is small
enough.
More precisely, we will first prove:
Theorem 3.2.20. Let regular initial data be given as in theorem 3.2.19. Then there exists
a short-pulse Lorentzian metric g on M([0, a)× [0, b)) satisfying Ric(g) = 0 in Taylor series
at H1 ∪ H2 and at {x = 0} such that (M, g, u, v,N) is a double-null gauge and induces the
initial data in the sense of theorem 2.2.1. If g˜ is any other such metric satisfying the same
then g = g˜ in Taylor series at all boundaries. Moreover, there is an iterative algorithm to
compute the Taylor series expansions at H1, H2 and {x = 0}.
Now we will try to find a perturbation h of g so g + h solves the reduced Einstein
equations R˜ic(g+h) = 0. Let us denote Q(h) = R˜ic(g+h). Then the major existence result
we need to prove is:
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Theorem 3.2.21. For any u′ < a and v′ < b, there exists δ > 0 and a unique smooth,
symmetric, type (0, 2) short-pulse tensor h which is 0 in Taylor series at H1∪H2 and x = 0
and which solves Q(h) = 0 on M([0, u′]× [0, v′]) ∩ {x ≤ δ}.
Choose δ smaller, g+h is a short-pulse Lorentzian metric. For fixed x > 0, (g+h)|Mx is
an ordinary Lorentzian metric solving the reduced Einstein equations, and the wave-gauge
condition is satisfied on the initial hypersurfaces. Thus by lemma 2.5.3, (g + h)|Mx is in
wave gauge on its entire domain of existence, and thus Ric(g + h) = 0 over x > 0, and thus
by continuity, Ric(g + h) = 0 for all 0 ≤ x ≤ δ. Now using lemma 3.2.16 we may convert
back to double-null gauge and conclude theorem 3.2.19.
In the remaining subsections of section 3.2 we prove theorem 3.2.20. Since the proof
of theorem 3.2.21 will require an understanding of the short-pulse Cauchy problem, we
will devote section 3.3 to this undertaking, and complete the proof in section 3.4 after the
necessary machinery has been developed.
3.2.3 Ricci curvature in a double null gauge
Let (M, g, x, u, v,N) be a double-null gauge. Let Ω, ✁g, L be the quantities associated to ✁g
in a double-null foliation, i.e. −2Ω−2 = g−1(2du, 2dv), L = −2Ω2 grad v, g = ι∗✁g. While the
equations in section 2.3 still hold for short-pulse metrics in a parametrized double-null gauge,
the scaling is not as evident, so we rescale to better see the scaling. Define L˚ by setting
L˚ = L onH2 and extending it to all ofM by requiring [N, L˚] = 0. We may write L = L˚+xL,
where L is an ordinary fibre vector field. We may also write ✁g = x
−2✓h, where ✓h is an ordinary
fibre metric. Let us also introduce the shorthand Z = x−1✓h([N,L], •) = ✓h([N,L], •), which
is an ordinary fibre one-form.
Keep the notation as in section 2.3, except take all slash tensorial operations with respect
to ✓h. Observe that since T ∗S ⊆ spT ∗S, ✁d maps functions to short-pulse one-forms. Rescaling
(2.3.1a)-(2.3.1f) we have that
2Ω2x2Ric−,− = LN LL✓h− x
2
L[N,L]✓h+
1
4
(✚trLN ✓h)LL✓h+ 1
4
(✚trLL✓h)LN ✓h
− 1
2
(LL✓h× LN ✓h+ LN ✓h× LL✓h)
+ 2x2Ω2✟✟Ric− 2x2✘✘✘Hess(Ω2) + 2x2Ω2(✁d log Ω)⊗ (✁d log Ω)
− 1
4Ω2
Z ⊗ Z
(3.2.1a)
4xΩ2RicN,− = LN Z + 2xΩ2✟✟div(LN ✓h)− 2xΩ2✁d✚trLN ✓h
+
1
2
(✚trLN ✓h)Z + x✚trLN ✓h✁dΩ2 − x4Ω2✁dN log Ω− 2(N log Ω)Z
(3.2.1b)
−4xΩ2RicL,− = LL Z − 2xΩ2✟✟div(LL✓h) + 2xΩ2✁d✚trLL✓h
+
1
2
(✚trLL✓h)Z − x✚trLL✓h✁dΩ2 + 4xΩ2✁dL log Ω− 2(L log Ω)Z
(3.2.1c)
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−2RicNN = N✚trLN ✓h+ 1
2
| LN ✓h|2 − 2(N log Ω)✚trLN ✓h (3.2.1d)
−2RicLL = L✚trLL✓h+ 1
2
| LL✓h|2 − 2(L log Ω)✚trLL✓h (3.2.1e)
−1
2
RicNL = NL log Ω +
1
4
N✚trLL✓h− x
8
✚trL[N,L]✓h−
x
2
[N,L] log Ω− x
2
2
 ∆Ω
2
+
1
8
✓h(LL✓h,LN ✓h) + 1
8Ω2
|[N,L]|2.
(3.2.1f)
Observe that we are plugging in vectors in TS for the −, not vectors in spTS. Thus the
factors of x out front are consistent with Ric(g) being a smooth short-pulse tensor.
We may also rescale the integrability conditions (2.3.2a)-(2.3.2c). Denote by χN , HN ,
χL, HL the second fundamental forms and mean curvature of ✓h in the directions of N and
L, respectively. Then (all slash operations still taken with respect to ✓h):
xLLRicN,−+xLN RicL,− + xHLRicN,−+xHN RicL,−+2Ω2x2✟✟divRic−,−−Ω2x2✁d✚tr Ric−,−
+ 2x2Ric−,− ·✟✟✟gradΩ2 + ✁dRicNL .
(3.2.2a)
LRicNN +H
LRicNN = −Ω2x2N✚tr Ric−,−−2Ω2x4✓h(χN ,Ric−,−)−HN RicNL
+ 2Ω2x2✟✟div RicN,−+2x
2RicN,− ·(✟✟✟gradΩ2)− RicN,− ·[N,L].
(3.2.2b)
N RicLL+H
N RicLL = −Ω2x2L✚tr Ric−,−−2Ω2x4✓h(χL,Ric−,−)−HLRicLN
+ 2Ω2x2✟✟div RicL,−+2x
2RicL,− ·(✟✟✟gradΩ2) + RicL,− ·[N,L].
(3.2.2c)
We use the notation O(xj) to denote a quantity equal to xj times a smooth section of
an appropriate bundle. The notation O(x∞) indicates that for all j quantity is in O(xj).
Keep the notation O(uj), O(vj), O(u∞), and O(v∞) from section 2.3.
It is not difficult to see that if g is a metric whose associated Ω, ✁g, L have the right-hand
side of each of the above being in O(xk), then Ric(g), considered as a tensor on the rescaled
bundle, is also in O(xk). The converse also holds.
3.2.4 Solving in Taylor series
In this section we will prove theorem 3.2.20. Set ω = logΩ. Instead of solving for g, we will
solve for ϕ = (✓h,L, ω), a section of Sym
2 T ∗S ⊕ TS ⊕R. We need to find such a ϕ which
solves (3.2.1a)–(3.2.1f) in Taylor series, since then we may find the solution g in Taylor
series using proposition 3.2.14. For the uniqueness of the series, it suffices to establish the
uniqueness of ϕ since every solution g of Ric(g) = 0 gives a solution ϕ of (3.2.1a)–(3.2.1f)
and vice-versa.
First, let us deal with the integrability conditions.
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Lemma 3.2.22. Suppose ϕ is given such that (3.2.1a), (3.2.1c), (3.2.1f) are 0 in Taylor
series at H1∪H2 and {x = 0}, and (3.2.1b),(3.2.1d) are identically 0 on H1 and (3.2.1e) is
identically 0 on H2. Then all equations (3.2.1a)-(3.2.1f) are 0 in Taylor series at H1 ∪ H2
and at {x = 0}.
Proof. As in lemma 2.4.1, the conditions are sufficient to be 0 in Taylor series at H1 ∪ H2.
Observe that xRicN,− is a smooth (ordinary!) one-form, since RicN,− is a short-pulse one-
form. From (3.2.2a), xRicN,− satisfies an equation of the form
LL˚ xRicN,−+HLxRicN,−+LL xRicN,− ∈ O(x∞). (3.2.3)
Equation (3.2.3) implies that xRicN,− = 0 at x = 0, since it is 0 on H1 by assumption.
Now, we may differentiate (3.2.3) k times in x to obtain
LL˚ ∂kxxRicN,−+HL∂kxxRicN,−+LL ∂kxxRicN,− = . . .+O(x∞),
where the . . . only products of known quantities with ∂jxxRicN,− and its derivatives in fibre
directions. Thus proceeding inductively, we deduce that ∂kxxRicN,− = 0 for all k. With
xRicN,− ∈ O(x∞) known, the same argument applied to (3.2.2b) and (3.2.2c) works for the
other two quantities.
Arguing exactly as in the proof of theorem 2.2.2 (and using the proposition 2.2.5), but
treating x as a parameter, we know that there is a unique solution in Taylor series ψ which
solves (3.2.1a)-(3.2.1f) in Taylor series on H1 ∪ H2. So we just need to construct ϕ, the
Taylor series at x = 0 and prove the uniqueness of the Taylor series there.
Lemma 3.2.23. There exist a unique section ϕ0 defined on M0([0, a) × [0, b)) such that
any ϕ smooth with ϕ|x=0 = ϕ0 satisfies (3.2.1a), (3.2.1c), (3.2.1f) = 0 at x = 0, (3.2.1b),
(3.2.1d) = 0 on H1 ∩ {x = 0}, and (3.2.1e) = 0 on H2 ∪ {x = 0} and has the correct initial
data. In fact, if ϕ0 = (✓h0, L0, ω0), then L0 = 0, ω0 = 0.
Proof. To obtain ϕ0, we propagate from S0,0,0 to (H1 ∪ H2) ∩ {x = 0} and finally to all of
{x = 0}. By assumption the data are regular, so (3.2.1d), (3.2.1e)= 0 are satisfied on H1
and H2, respectively. (3.2.1b) ,(3.2.1c)= 0 at x = 0 reduce to homogeneous linear ODEs
for Z on H1 and H2, respectively. Since [N,L] vanishes as a section of spTS at S0,0 by
assumption, [N,L] vanishes at x = 0 as a section of TS, and hence Z does too. It follows
that Z is 0 along H1 ∪ H2. Since we know Z and ✓h, we know [N,L]. In particular, since
L = 0 on S0,0 by assumption, L = 0 on H1.
Now at x = 0, Z = 0 certainly solves (3.2.1b) = 0 on all of M0 and has the correct initial
data (i.e. Z = 0 on H2, which is true by assumption). If ϕ is any smooth solution, then this
equation is linear in Z (since everything else is known), and so Z = 0 is the unique such
solution.
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If Φ is the function such that ✁g = e
Φ
✁ˆg, then along H2 (3.2.1e) = 0 becomes
2L2Φ+ (LΦ)2 +Tr(✁ˆg
−1LL ✁ˆg)LΦ+
1
2
| LL ✁ˆg|2ˆ
✁g
+ LTr(✁ˆg
−1 LL ✁ˆg).
By assumption LL ✁ˆg vanishes at x = 0 on H2, and therefore the equation reduces to
2L2Φ+ (LΦ)2 = 0.
By assumption Φ = 0 at S0,0,0.
Also,
LL ✁g = eΦ(LΦ✁ˆg + LL ✁ˆg),
and by assumption the second term vanishes at x = 0. Thus LΦ is the mean curvature at
S0,0,0, which is 0 by assumption. Since Φ = 0 at S0,0,0 by assumption, it follows that Φ ≡ 0
is the only solution, and hence LL ✁g = 0 on H2 at x = 0 by the previous formula.
Now let us look at (3.2.1a) = 0. One easily see that any ✓h with LL✓h = 0 solves the
equation at x = 0. As for uniqueness, if there is a smooth solution ✓h, then treating ✓h and
LN ✓h as known, the equation is linear in LL✓h, and thus must be 0. Since LL✓h = 0, we may
find ✓h from integrating out from H1 where we have found initial data.
Since Z = 0, and L = 0 on H2, L = 0 on M0. Thus (3.2.1f)= 0 has unique solution
ω = 0 with the correct initial data (i.e. ω = 0 initially).
Let P = (P 1, P 2, P 3) denote the operator taking in a section ϕ and given the right-hand
side of (3.2.1a), (3.2.1c), (3.2.1f), respectively. As in the proof of theorem 2.2.2, we will
need to linearize. Suppose ϕ0 is a section of Sym
2 T ∗S ⊕ TS ⊕R, and write DϕP for the
linearization of P at ϕ. Then:
Lemma 3.2.24. Suppose a section ϕ of Sym2(T ∗S) ⊗ TS ⊗R satisfies ϕ|x=0 = (✓h0, 0, 0),
with LL˚✓h0 = 0. Let ξ = (✓h,L, ω) be any other section. Then the components of DPϕ|x=0ξ
are (with all tensorial operations taken with respect to ✓h0):
LN LL˚✓h+
1
4
(✚trLN ✓h0)LL˚✓h+
1
4
(✚trLL˚✓h)LN ✓h0
− 1
2
(LL˚✓h× LN ✓h0 + LN ✓h0 × LL˚✓h))
(3.2.4a)
LL˚✓h0([N,L], •) (3.2.4b)
NL˚ω +N
1
4
✚trLL˚✓h+
1
8
✓h0(LL˚✓h,LN ✓h0). (3.2.4c)
Now we may iteratively solve for the complete Taylor series at x = 0. Let us first mention
that if the compatibility conditions are to hold, then
ϕ|H1∪H2 = ψ|H1∪H2 +O(x∞),
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and so the top-order behaviour of ψ tells us the initial data for each term in the expansion
of ϕ.
Suppose we are given for j ≥ 1 and 0 ≤ ℓ ≤ j sections ϕℓ which are defined over M0,
and extend them to all of M by requiring ∂xϕℓ = 0. Write
ϕ(j) = ϕ0 + · · ·+ xjϕj ,
and assume ϕ(j) solves (3.2.1a), (3.2.1c), (3.2.1f) = 0 mod O(x
j+1) and induces the correct
initial data mod O(xj+1). We seek to find ϕj+1:
Lemma 3.2.25. There exists a unique section ϕj+1 defined over M0 such that, after being
to M via ∂xϕj+1 = 0, ϕ(j) + xj+1ϕj+1 induces the correct initial data mod O(xj+2) and
satisfies the equations mod O(xj+2).
Proof. With P as above,
P (ϕ(j) + x
j+1ϕj+1) = P (ϕ(j)) + x
j+1DPϕ(j)ϕj+1 + x
j+2Mϕ(j)(ϕj+1),
where DP denotes the linearization of P andM is some non-linear operator. By assumption,
P (ϕ(j)) ∈ O(xj+1), so this sets up a linear equation for ϕj+1:
DPϕ(j)ϕj+1 = −(x−(j+1)P (ϕ(j)))x=0,
Lemma 3.2.23 tells us that our ϕ(j) fits into the assumptions of the previous lemma, so
we know the linearizations DPϕ(j) |x=0.
Now let us mention what the data for ϕj+1 must be. Expand ψ as a Taylor series at
{x = 0} on H1 ∪H2:
ψ ∼ ψ0 + xψ1 + · · · .
By assumption, we know that ϕ(j) agrees with ψ (recall that ψ is the Taylor series solution
at H1 ∪ H2) to order O(xj+1), and thus we must set ϕj+1 = ψj+1 on H1 ∪ H2 in order to
induce the correct initial data.
With this correct initial data, we proceed to solve
DPϕ0ϕj+1 = −(x−(j+1)P (ϕ(j)))x=0.
From the form of the linearization, the equation for the first component is a linear transport
equation for LL˚✓hj+1, which we solve, using the initial data for ✓hj+1 on H2. Using this, we
can then solve for ✓hj+1 itself. We may also use the equation for the second component to
solve for ✓h0([N,Lj+1], •), using that we know it on H1. Since we know ✓h0 we know [N,Lj+1],
and using the data for Lj+1 on H2, Lj+1 itself. Lastly, we may solve for ωj+1 using the
same technique.
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Using lemma 3.2.23, lemma 3.2.25 and Borel’s lemma, we have a section ϕ˜ which is a
solution to (3.2.1a), (3.2.1c), (3.2.1f) = 0 in Taylor series at {x = 0} and which is unique
in Taylor series. We wish to find a function ϕ whose series expansion at {x = 0} coincides
with that of ϕ˜ and whose series expansions at H1 and H2, respectively, coincides with those
of ψ. We only we need the compatibility condition to be satisfied i.e. the ∂x, ∂u, and ∂v
derivatives of ϕ˜, and ψ must coincide at (H1 ∪H2) ∩ {x = 0}.
Lemma 3.2.26. The compatibility conditions are satisfied.
Proof. Expand ψ in Taylor series
ψ ∼ ψ0 + xψ1 + x2ψ2 + · · ·
and ϕ˜ in Taylor series
ϕ˜ ∼ ϕ0 + xϕ1 + x2ϕ2 + · · · .
Let us also write ψ(j) and ϕ(j) for the sum of the first j terms.
The compatibility condition is equivalent to ψj = ϕj in Taylor series at H1 ∪ H2. We
will use induction on j.
Let us treat the base case j = 0. By construction, at {x = 0}, Pϕ0 ≡ 0 and Pψ0 = 0 in
Taylor series at H1 ∪H2, and both ϕ0 and ψ0 satisfy (3.2.1b), (3.2.1c)= 0 on H1 ∩ {x = 0}
and (3.2.1e)= 0 on H2 ∩ {x = 0}. Since both ψ0 and ϕ0 induce the same initial data, either
by using versions of lemma 2.4.2 and lemma 2.4.3, or carrying through a similar argument
to that of lemma 3.2.23, it follows that ϕ0 = ψ0 in Taylor series.
Now let us use induction, assuming that ϕi−ψi vanishes in Taylor series at H1 ∪H2 for
i ≤ j, j > 0. We may write ψ − ψ(j) = xj+1ψj+1 + xj+2ψ˜, for some smooth ψ˜.
Let us write
P (ψ) = P (ψ(j) + (ψ − ψ(j))) = P (ψ(j) + xj+1ψj+1 + xj+2ψ˜).
Thus
P (ψ) = P (ψ(j)) + x
j+1DPψ(j)(ψj+1) +O(x
j+2). (3.2.5)
Since each term in ψ(j) is equal to each term in ϕ(j) up to a quantity vanishing in Taylor
series at H1 ∪H2,
P (ψ(j)) = P (ϕ(j)) +
j+1∑
i=0
xiκi +O(x
j+2), (3.2.6)
where κi does not depend on x and vanishes in Taylor series at H1∪H2. Also, by assumption
P (ψ) is rapidly vanishing in Taylor series at H1 ∪H2. In particular
P (ψ) =
j+1∑
i=0
xiλi +O(x
j+2), (3.2.7)
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where λi does not depend on x and vanishes in Taylor series at H1 ∪ H2. Substituting
(3.2.6) and (3.2.7) into (3.2.5) and equating the coefficients of xj+1, and and taking x→ 0,
it follows that
λj+1 = (x
−j+1P (ϕ(j))|{x=0}) +DPψ0ψj+1 + κj+1.
But ψ0 = ϕ0 in Taylor series, and (x
−j+1P (ϕ(j))|{x=0}) +DPϕ0ϕj+1 = 0 by construction,
and so we conclude that
DPϕ0(ψj+1 − ϕj+1)
vanishes in Taylor series at H1 ∪ H2. Moreover, ϕj+1 − ψj+1 = 0 on H1 ∪ H2 (since ϕ˜ has
the correct initial data).
Arguing as in the proof of the previous lemma using the form of DPϕ0 , it follows that
ψj+1 − ϕj+1 also vanishes in Taylor series at H1 ∪H2. This completes the proof.
The ϕ we have constructed satisfies the hypotheses of lemma 3.2.22, since by definition
it solves equations (3.2.1a), (3.2.1c), (3.2.1f) = 0 in Taylor series at the correct faces, and
solves the other equations identically on the correct hypersurfaces (being equal to ϕ at x = 0
and ψ on H1 ∪H2). Thus, by lemma 3.2.22, we have found our solution ϕ in Taylor series.
The solution ϕ is unique in Taylor series, since any other solution has the same expansions
at {x = 0}, H1, and H2, and we already know these are unique.
3.3 The Cauchy problem for short-pulse metrics
3.3.1 Outline and main result
In this section we study the Cauchy problem for short-pulse tensors, with the main goal
to derive a long-time existence result which we can use to prove theorem 3.2.21. In this
section, we will be working with a very special type of doubly-foliated manifold. Let S be
a closed manifold, and set Y = Ry × S, M = [0,∞)t × Y = [0,∞)t ×Ry × S, and as usual
M = [0, 1)x ×M . The coordinate projection (t, y) turns M into a doubly-foliated manifold
with parameter x over [0,∞) ×R with fibre S. We choose the diffeomoprhism at {x = 0}
the identity map. We may consider the subbundle spTY ⊆ spTM consisting of those vector
fields tangent to Y , and also its tensor powers
spT pq Y := (
spTY )⊗p ⊗ (spT ∗Y )⊗q.
Let us fix✓k a Riemannian metric on S, and use it to construct the short-pulse Riemannian
metric e = dt2 + dy2 + x−2✓k. We may also construct metric ex = dy
2 + x−2✓k on on spTY .
Let D denote the Levi-Civita connection of e, which by corollary 3.2.9 maps sections of
spT pqM to sections of spT pq+1M. Also let ∇ denote the Levi-Civita connection of e. Since
the action of ∇ on sections of spTY is given by the orthogonal projection onto spTY of the
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the action of D, ∇ maps sections of spT pq Y to sections of spT pq+1Y .
We wish to study hyperbolic PDE of the form
ϕ(h)D2h+ a(h,Dh)Dh + b(h,Dh)h = f, (3.3.1)
where ϕ : U1 ⊆ spT pqM → Sym2(spTM) takes values in Lorentzian cometrics, a, b are
smooth bundle maps
a : U2 ⊆ spT pqM⊕ spT pq+1M→ spT q+1+pp+q M = Hom(spT pq+1M, spT pqM)
b : U3 ⊆ spT pqM⊕ spT pq+1M→ spT q+pp+qM = Hom(spT pqM, spT pqM),
where Ui (i = 1, 2, 3) are open sets containing the zero section, and f is a smooth type
(p, q) short-pulse tensor. Here and throughout this section, we will not explicitly write the
variables in the base as arguments of our bundle maps. We wish to emphasize that a, b are
not linear in the fibre variables; any smooth map on the fibres is permissible (for now).
Equation (3.3.1) takes the form of a singular family of hyperbolic PDE for x > 0. With
this in mind, we will not immediately be looking for solutions h which are smooth short-
pulse tensors. Rather we will be looking for each x > 0 a distinct solution hx, the collection
of which for all x > 0 form a short-pulse tensor. In particular for each x, a section of T pqMx
is the same thing as a section of spT pqM defined over Mx (i.e. in the pullback bundle) This
approach is keeping in line with thinking of spTM as a sort of semiclassical bundle. In the
semiclassical calculus, with h the semiclassical parameter, one is not often concerned with
regularity in the h variable, and we will at first adopt this point of view here, too.
We will make the following regularity assumptions on our coefficients (ϕ, a, b) which we
will call “admissible.”
Definition 3.3.1. We will call (ϕ, a, b) admissible if
(i) ϕ is a smooth bundle map from spT pqM to Sym2(spTM), which takes values in
Lorentzian cometrics for which the surfaces {x} × {t} × Y are spacelike and ∂t is
time-like and future-oriented;
(ii) ϕ is the constant cometric −∂2t + e−1x outside a compact subset in the base M;
(iii) a, b do not depend on the fibre-variables outside a compact subset of the base M.
The main theorem we wish to prove in this section is:
Theorem 3.3.2. Suppose (ϕ, a, b) is admissible, and f is 0 in Taylor series at x = 0 and is
compactly supported. Then for any T > 0 there exists δ > 0 and a unique smooth short-pulse
tensor h solving (3.3.1) on M∩ {x ≤ δ} ∩ {t ∈ [0, T ]} with 0 Cauchy data. The solution h
is 0 in Taylor series at x = 0.
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We remark immediately that the usual theory of quasilinear hyperbolic equations gives
us uniqueness, and smoothness away from x > 0. The content of theorem 3.3.2 is that we
establish a long-time existence theorem, and prove smoothness down to 0.
Remark 3.3.3. If we were working over TM/ span ker dx rather than spTM, then the family
of equations (3.3.1) would be, rather than a degenerate family of hyperbolic equations, a
smooth family of hyperbolic equations. Thus, if the coefficients were “admissible” (in an
appropriate analogous sense) and the Cauchy data vanishing, the proof of the analogue
of theorem 3.3.2 would be a routine exercise using perturbative arguments. The power of
the short-pulse bundle framework is that it provides a framework that allows us to use
almost exactly the same approach to prove theorem 3.3.2. In fact, the only thing that needs
changing is that instead of using Sobolev spaces constant in x, we will need to use varying
Sobolev spaces which incorporate a scaling to deal with the degeneracy of spTM relative
to TM . This will, of course, mean that when we use the Sobolev inequalities to control
the nonlinearity, our estimates will lose an inverse power x−c, c > 0, relative to the usual
Sobolev inequalities, which depends only on the coefficients and the amount of regularity
our Sobolev spaces encode. However, since we expect our solution to be vanishing rapidly in
x, we may trade in some of this decay to offset the loss of a power of x. More explicitly, we
will divide equation (3.3.1) by some large power of x, xℓ, and instead solve for hℓ = x−ℓh.
For instance, in controlling a(h,Dh) we will use an inequality roughly of the form
‖a(h,Dh)‖ = ‖a(xℓhℓ, xℓDhℓ)‖ . xℓ−c ≤ x,
which better than being bounded even decays. It is this decay that lets us prove long-time
existence.
3.3.2 Classical energy estimates
The main estimate in our proof will be classical energy estimates for hyperbolic PDE. The
goal of this section will be to carefully track down the constants we need and state the
theorem in a language useful to us. For this section, we let (X, e) be a Riemannian manifold
and will consider the Cauchy problem on [0,∞)t ×X. For this subsection, set e = dt2 + e,
a Riemannian metric on [0,∞)×X. Write D for the Levi-Civita connection of e and ∇ for
the Levi-Civita connection of e.
We will suppose that (X, e) has bounded geometry, which for us will mean that Riem(e),
together with all of its e-covariant derivatives, is bounded on X, and X has a positive
injectivity radius.
For non-negative integer k, we let Hk(X) be the Sobolev spaces of tensors, whose norm
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is defined using the metric e via
‖h‖Hk(X) =
k∑
i=0
∫
X
|∇h|2e d vole,
(we will omit the dependence of the space Hk(X) on the type of the tensor from our
notation). We will also let Ck(X) be the space of k-times continuously differentiable tensors,
whose norm is defined via
‖h‖Ck(X) = sup
i≤k
sup
X
|∇ih|e.
We assume that (X, e) satisfies the Sobolev embedding and multiplication inequalities
for u1 a type (p1, q1) tensor, u2, u3 type (p2, q2) and (p3, q3) tensors, respectively.
1. ‖u1‖Ci(X) ≤ C1(i, j, p1, q1)‖u‖Hj(X) for j > dimX/2 + i.
2. ‖u2 ⊗ u3‖Hk(X) ≤ C2(k, k1, k2, p2, p3, q2, q3)‖u2‖Hk1 (X)‖u3‖Hk2(X) for k1 + k2 > k +
dimX/2, k1, k2 ≥ k.
We will also assume that C∞c (X) is dense in each H
k(X). For brevity write XT =
[0, T ] ×X. The we may also consider the space Ck(XT ) and Hk(XT ) for k ∈ N, with the
norm again defined via e. Since (X, e) satisfies the Sobolev inequalities, so does (XT , e), i.e.
1. ‖u1‖Ci(XT ) ≤ C1(i, j, p1, q1)‖u‖Hj (XT ) for j > dimX/2 + i+ 1/2.
2. ‖u2 ⊗ u3‖Hk(XT ) ≤ C2(k, k1, k2, p2, p3, q2, q3)‖u2‖Hk1 (XT )‖u3‖Hk2(X+T ) for k1 + k2 >
k + dimX/2 + 1/2, k1, k2 ≥ k,
and the constants do not depend on T . Let us set sobe(k
′, r, s) to be the worst C1, C2
on the right-hand side of the Sobolev inequality, over all possible i, j, ki, k ≤ k′ (i = 1, 2)
pℓ ≤ r, qℓ ≤ s (ℓ = 1, 2, 3).
Now, let g be a Lorentzian metric on R×X.
Definition 3.3.4. We say g is regular (cf. the “fundamental regularity hypothesis” of [8,
appendix III]) with respect to e over XT if
(i) Xt := {t} ×X is spacelike for g for t ∈ [0, T ], ∂t is timelike and future-oriented;
(ii) the Riemannian metrics gt = g|Xt are uniformly equivalent to e, i.e. there exists a
constant B, not depending on t, such that
B−1e(V, V ) ≤ gt(V, V ) ≤ Be(V, V )
for all tangent vectors V in TXt;
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(iii) the lapse Λ (i.e. the projection of ∂t onto the past-directed g-unit normal to Xt) is
uniformly equivalent to 1, i.e. there a constant A such that
A−1 ≤ Λ ≤ A;
(iv) the shift β (i.e. the projection of ∂t onto Mt), is uniformly bounded in the e norm, i.e.
there exists a constant c such that
e(β, β) ≤ c;
(v) g ∈ C1(XT ).
Let us set rege,T (g) = max(A
−1, A,B−1, B, c, ‖g‖C1(XT )). Let us consider the hyperbolic
equation for a type (r, s) tensor h:
g−1D2h+ (a1 + a2)Dh+ (b1 + b2)h = f (3.3.2)
with Cauchy data (h, ∂th)|t=0 = (ϕ,ψ). The reason for the splitting a1+ a2 and b1+ b2 will
be used when we state the estimate. In applications, a1, b1 will be the “fixed” coefficients,
and a2, b2 will depend non-linearly on the solution. We also split g
−1 = g1 + g2 into two
symmetric cotensors. For k ∈ N, and T > 0, let us assume that
Dg1, a1, b1 ∈ Ck(XT )
and
Dg2, a2, b2 ∈ Hk(XT ).
The following theorem is classical (see for instance appendix III of [8]).
Theorem 3.3.5 (Energy Estimates). Fix T > 0 and k > dimX/2 + 3, and assume that
g is regular with respect to e on XT . Then there exists natural numbers n, r, s depending
only on k, and a constant C, depending only on T , k, the Ck(XT ) norms of Dg1, a1, b1 and
Riem(e), (1 + sobe(k, r, s))n times the Hk(XT ) norms of Dg2, a2, b2, and rege,T (g), i.e.
C = C(T,k, ‖Dg1‖Ck(T ), ‖a1‖Ck(XT ), ‖b1‖Ck(XT ),
(1 + sobe(k, r, s))
n‖Dg2‖Hk(XT ), (1 + sobe(k, r, s))n‖a2‖Hk(XT ),
(1 + sobe(k, r, s))
n‖b2‖Hk(XT ), rege,T (g), ‖Riem(e)‖Ck(XT )),
such that any solution h ∈ L2(XT )∩C1(XT )3.6 of (3.3.2) with Cauchy data (h|t=0, ∂th|t=0) =
3.6one could take a number of different spaces here instead.
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(ϕ,ψ) ∈ Hk+1(X)×Hk(X) is in fact in Hk+1(XT ) and satisfies:
‖h‖Hk+1(XT ) ≤ C(‖ϕ‖Hk+1(X) + ‖ψ‖Hk(X) + ‖f‖Hk(XT )).
Moreover C may be taken to be increasing in all of its arguments.
Proof outline. This is very classical except for perhaps tracking why it is not the Hk norms
which appears in the dependence of the coefficient but some Sobolev constant times the Hk
norms. This follows from the usual proof in the following way. The usual energy estimates
for k = 0 depend on the C0 norm of the coefficients, which in turn then depend on the Hk
norm of the coefficients via the Sobolev inequality. So in fact they depend on sobe(k, r, s)
times the Hk norm.
When deriving higher-order energy estimates, one differentiates the equation to get a
similar equation for the derivatives of the solution. The coefficients remain essentially the
same (with the addition of replacing ai by ai+Dgi, (i = 1, 2) and b2 with b2+Riem(e)) but
one obtains as sources products of derivatives of the coefficients, the Riemannian curvature
tensor, and fewer derivatives of the solution. We want to put the sources in L2. In fact,
if we differentiate the equation s ≤ k times, the contributions to the source contain terms
only of the form
Ds−jg1D
j+2h, Ds−ja1D
j+1h, Ds−jb1D
jh,
Ds−jg2D
j+2h,Ds−ja2D
j+1h, Ds−jb2D
jh, Ds−j Riem(e)Djh,
(3.3.3)
for 0 ≤ j ≤ s − 1, except the first term of each line, in which case 0 ≤ j ≤ s − 2 (see
[8, appendix II, section 3.6]). Arguing inductively, we may assume that ‖h‖Hs(XT ) < ∞
with a bound of the form
‖h‖Hs(XT ) ≤ C(‖ϕ‖Hk+1(X) + ‖ψ‖Hk(X) + ‖f‖Hk(XT )).
and we wish to derive an estimate for ‖h‖Hs+1(XT ) of the same form.
We need to put each of the terms in (3.3.3) in L2 (with the appropriate bounds). For
the terms in the second line, the first factor is in C0 and the second is in L2. For the first
line, the first factor in in Hk+j−s and the second factor is in Hs−j−2 for 0 ≤ j ≤ s−2 and in
L2 for j = s− 1 (the first term is not present in the case j = s− 1). Sobolev multiplication
therefore bounds all the terms in L2, but the bound using Sobolev multiplication is of the
form
‖AB‖L2(XT ) ≤ (sobe(k)‖A‖Hk1 (XT ))‖B‖Hk2 (XT ),
(for appropriate k1, k2), so at each iteration, it is not the H
k norms of Dg1, a1, b1 which
enter, but sobe(k) times the norms.
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3.3.3 Function spaces
In this subsection we introduce the Banach spaces we will be using and prove some elemen-
tary properties. Recall the metrics e and e from section 3.3.1. For x > 0, we denote by ex
and ex metrics on
spTM and spTY obtained from e and e by identifying on Mx with M and
{x} × Y with Y , respectively. Let Dx denote the Levi-Civita connection of ex and let ∇x
denotes the Levi-Civita connection of ex.
For the following two definitions, all our tensors will be ordinary tensors over Y .
Definition 3.3.6. Fix x > 0, and k ≥ 0 an integer. Suppose h is a tensor-distribution on
Y with k measurable weak derivatives. We define
‖h‖2Hkx (Y ) =
k∑
i=0
∫
Y
|∇ixh|2ex x2d volex ,
and let Hkx(Y ) be the space of all such tensors with finite H
k
x(Y ) norm.
Observe that by definition x2d volex = x
2dy ∧ x−2d vol
✁k
= d vole1 . The point of the x
2
factor is so that smooth and compactly supported short-pulse tensors have bounded Hnx
norms down to x = 0. We may similarly define:
Definition 3.3.7. Fix x > 0 and fix k ≥ 0. For h a k-times continuously differentiable
tensor distribution, set
‖h‖Ckx (Y ) = sup
i≤k
sup
Y
|∇ixh|ex ,
and let Ckx(Y ) be the space of all such tensors with finite C
k
x(Y ) norms.
We have the following elementary relationship between the spaces:
Lemma 3.3.8. Suppose h is a compactly supported and k times continuously differentiable.
Then
‖h‖Hkx (Y ) ≤ C‖h‖Ckx(Y ),
where C depends only on the e1-volume of supph.
For T > 0 and set YT = [0, T ]× Y .
We define two more spaces:
Definition 3.3.9. Fix x > 0, and fix k ≥ 0. For h a tensor distribution over YT with k
measurable weak derivatives, set
‖h‖Hkx (YT ) =
k∑
i=0
∫
Y
|Dixh|2ex x2d volex ,
and let Hkx(YT ) be the space of all such tensors with finite H
k
x(YT ) norms.
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Definition 3.3.10. Fix x > 0, and fix k ≥ 0. For h a k-times continuously differentiable
tensor distribution over YT , set
‖h‖Ckx (YT ) = sup
i≤k
sup
[0,T ]×Y
|Dih|ex ,
and let Ckx(YT ) be the space of all such tensors with finite C
k
x(YT ) norms.
The following is a consequence of corollary 3.2.9.
Lemma 3.3.11. Suppose h is a smooth type (p, q) short-pulse tensor defined over M, and
ψ is a smooth cutoff function of a compact set in M . Fix T > 0. Then supx>0‖ψh‖Ckx (YT )
is finite for all k, and tensoring with ψh is a bounded map from Hkx(YT ) to itself.
Fox fixed x > 0, ex is a metric of bounded geometry. Thus:
Proposition 3.3.12. For fixed x > 0, Hkx(Y ), C
k
x , C
k
x(YT ), H
k
x(YT ) are Banach spaces,
and compactly supported smooth sections are dense in Hkx(Y ), and H
k
x(YT ).
At x = 1, recall that e1 = dy
2 +✓k, and let ∇1 be its Levi-Civita connection.
We have the following:
Lemma 3.3.13. Let u be a type (p, q) tensors defined on Y . Then pointwise in Y , for any
x > 0:
|∇kxu|2ex ≤ x−2p|∇k1u|2e1 (3.3.4a)
|∇k1u|2e1 ≤ x−2(q+k)|∇kxu|2ex . (3.3.4b)
Furthermore,
xq+k‖u‖Hk1 (Y ) ≤ ‖u‖Hkx (Y ) ≤ x
−p‖u‖Hk1 (Y ) (3.3.5a)
xq+k‖u‖Ck1 (Y ) ≤ ‖u‖Ckx (Y ) ≤ x
−p‖u‖Ck1 (Y ) (3.3.5b)
xq+k‖u‖Ck1 (YT ) ≤ ‖u‖Ckx (YT ) ≤ x
−p‖u‖Ck1 (YT ) (3.3.5c)
xq+k‖u‖Hk1 (YT ) ≤ ‖u‖Hkx (YT ) ≤ x
−p‖u‖Hk1 (YT ) (3.3.5d)
Proof. Equations (3.3.5) follow immediately from (3.3.4), so we show the latter. Choose an
orthonormal frame {Ea} of S, and denote by roman letters components in this basis. The
index 1 will denote plugging in ∂y. Then by definition
(ex)ab = x
−2
✓kab
(ex)
ab = x2✓k
ab
(ex)11 = 1
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(ex)
11 = 1
(ex)1a = 0
(ex)
1a = 0.
Suppose h is a type (p, q) tensor. Thinking of u as a linear map taking p covectors and q
vectors as arguments, label the p covector arguments with 0, . . . , p− 1 and and the q vector
arguments with 0, . . . , q − 1. Let I ⊆ {0, . . . , p − 1}, J ⊆ {0, . . . , q − 1}, of size i and j,
respectively, and denote by uIJ the type (p − i, q − j) tensor on S, the result of plugging in
the vector field dy in arguments labelled by I and ∂y in arguments labelled by J . Then
|u|2ex =
∑
I,J
|uIJ |2x−2✁k =
∑
I,J
x2(q−j)−2(p−i)|uIJ |2✁k ≤ x
−2p
∑
I,J
|uIJ |✁k = |u|
2
e1 ,
where the sum runs over all I, J of all lengths. This proves the first inequality in the case
k = 0. The second is proved in the same fashion.
Observe that ∇x = ∇1, since ex is given as a product metric and the connection induced
by x−2✓k does not depend on x.
Since ∇x maps (p, q) tensors to (p, q+1) tensors, the k = 0 case implies the full result.
As a corollary, we have the Sobolev inequalities:
Proposition 3.3.14. Let u be a type (p, q) tensor defined on Y . Then
‖u‖Ckx (Y ) . x−q−p−n‖u‖Hnx (Y ), n > k +
1
2
dimY
‖u1 ⊗ u2‖Hnx (Y ) . x−p−2q−n1−n2‖u1‖Hn1x (Y )‖u2‖Hn2x (Y ),
n1 + n2 > n+
1
2
dimY, n1, n2 ≥ n.
The analogous inequalities hold for Ckx(YT ) and H
k
x(YT ) provided we use
1
2 dimY + 1/2
instead of 12 dimY .
Proof. The Sobolev inequalities are certainly true for e1. Now use lemma 3.3.13.
Remark 3.3.15. The only important thing to remember about the exponents is that they
are negative and depend only on the type of the tensor to which they are being applied and
the amount of regularity measured by the spaces.
3.3.4 Existence
With our function spaces defined, we may now state a version of theorem 3.3.2 which we
will prove first in this section. Suppose (ϕ, a, b) is admissible and f is 0 in Taylor series and
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compactly supported, and consider the equation
ϕ(xℓhx)D
2hx + a(x
ℓhx, x
ℓDhx)Dhx + b(x
ℓhx, x
ℓDhx)hx = x
−ℓf. (3.3.6)
Then:
Theorem 3.3.16. For T > 0 and ℓ large enough, there exists δ > 0 such that if 0 < x <
δ there exists a unique smooth section hx of T
p
q (YT ) solving (3.3.6) with 0 Cauchy data.
Furthermore, if hx is considered as a tensor over (0, δ) × YT , then hx is smooth (also as a
function of x) and for any i, j ≥ 0 there exists c(i, j) > 0 (not depending on ℓ or hx) so that
sup
0<x<δ
xc(i,j)‖(x∂x)ihx‖Hjx(YT ) <∞.
Of course, Sobolev embedding means the last statement implies that for all i, j ≥ 0,
there is some other constant c(i, j) > 0 so that
sup
0<x<δ
xc(i,j)‖(x∂x)ihx‖Cjx(YT ) <∞.
Theorem 3.3.2 follows easily from theorem 3.3.16.
Proof of theorem 3.3.2. If hℓx solves (3.3.6), then x
ℓhℓx solves (3.3.1). Fix T > 0. The-
orem 3.3.16 provides us with δ > 0 and at least one ℓ for which xℓhℓx solves (3.3.1) for
0 < x < δ and 0 ≤ t ≤ T . Set h = xℓhℓ. Then h is a smooth short-pulse tensor over {x > 0}
(since over x > 0 there is no difference between a short-pulse and ordinary tensor). In order
to complete the proof we just need to show that h is 0 in Taylor series at x = 0. A sufficient
condition for this is for all i, j
lim sup
x→0
‖∂ixhx‖Cjx(YT ) = 0.
By the usual uniqueness theorems, if hℓ
′
x also solves (3.3.6), then h = x
ℓ′hℓ
′
x , too. In
particular, theorem 3.3.16 says that, for all i, j there is c = c(i, j) > 0 such that for all ℓ ≥ i
sufficiently large
sup
0<x<δ
xc‖(x∂x)ix−ℓhx‖Cjx(YT ) <∞.
Let us compute ∂ixhx in terms of (x∂x)
mx−ℓhx, for 0 ≤ m ≤ i:
∂ixhx =
i∑
k=0
(
i
k
)
ℓ!
(ℓ− k)!x
ℓ−k∂i−kx (x
−ℓhx) =
i∑
k=0
(
i
k
)
ℓ!
(ℓ− k)!x
ℓ−ixi−k∂i−kx (x
−ℓhx).
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The operator xj−k∂i−kx is just a linear combination of (x∂x)
m for m ≤ i− k. Thus,
‖∂ixhx‖Cjx(YT ) . x
ℓ−i−supm≤i c(m,j)
i∑
m=0
xc(m,i)‖(x∂x)mx−ℓhx‖Cjx(YT ).
for c(m, j) as above. In particular, the sum on the right-hand side is uniformly bounded for
0 < x < δ. We are always free to choose ℓ large so that ℓ−i−supm c(m, j) > 0, which means
the right-hand side converges to 0 as x→ 0. This completes the proof of the theorem.
We focus now on proving theorem 3.3.16.
A type of smooth bundle map will appear often, so we give it a name.
Definition 3.3.17. Let X be a smooth manifold, and E, F vector bundles over [0, 1)×X.
We call a smooth bundle map ψ : E → F tame if
(i) ψ(0) = 0 (i.e. ψ maps the zero section to the zero section);
(ii) ψ vanishes outside a large compact neighbourhood of the base;
(iii) ψ is constant on each fibre outside a compact neighbourhood of the zero section, i.e.
there exists a smooth section f of F and a compact neighbourhood K of the 0 section
in E such that off of K, ψ is identically f .
If (ϕ, a, b) is admissible, then we can almost write ϕ = ϕ1+ϕ2, a = a1+a2 and b = b1+b2,
where ϕ1, a1, b1 are tame and ϕ2, a2, b2 are just fixed sections (i.e. constant in the fibres).
Indeed, just set ϕ2 = ϕ(0), a2 = a(0) and b2 = b(0) (0 denoting the zero section). However,
we did not assume anything about the behaviour of ϕ, a, b at fibre infinity (for instance they
are not necessarily even defined!) so ϕ1, a1, b1 need not be tame.
However, we have:
Lemma 3.3.18. Given (ϕ, a, b) admissible, there is another admissible triple (ϕ˜, a˜, b˜) which
is equal to (ϕ, a, b) on neighbourhood of the 0 section, but is constant on the fibres outside a
large compact set. In particular, we may decompose ϕ˜ = ϕ1+ϕ2, a˜ = a1+a2 and b˜ = b1+b2
as above into a tame bundle map and a fixed smooth section.
Proof. Let a0 = a(0), b0 = b(0) where 0 denotes the zero section. Let χ be a smooth bundle
map from spT pqM⊕ spT pq+1M to itself, which is the identity near a0, and 0 away from it.
Set a˜ = χ(a). Since a, is assumed to be constant outside a large compact set, a˜ satisfies the
correct properties. The same argument works for b.
We cannot quite do this for ϕ because it is required to be Lorentzian among other things.
Let ϕ0 = ϕ(0). Now let ρ be a smooth bundle map from
spT pqM to spT 00M =M ×R which
is 1 in some sufficiently small neighbourhood of the zero section and 0 outside a slightly
larger neighbourhood. Set ϕ˜ = ρϕ + (1 − ρ)(ϕ0). Certainly ϕ˜ is equal to ϕ near the zero
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section and is constant on the fibres far away from it. We need to check it is Lorentzian,
considers {t}×Yx spacelike for all y, and has ∂t timelike and future oriented. By assumption
ϕ = −∂2t + e−1x outside some large compact subset K of the base, so we just need to check
what happens over K. By definition
ϕ˜− ϕ0 = ρ(ϕ− ϕ0).
Since ρ is bounded, this tensor may be made arbitrarily small (in the sense that it takes
values arbitrarily close to the zero section), provided that ϕ and ϕ0 are close on suppρ. This
is sufficient to ensure all the conditions.
Now we just decompose by setting a2 = a˜(0), b2 = b˜(0), ϕ2 = ϕ˜(0).
The advantage is that we may replace (ϕ, a, b) with (ϕ˜, a˜, b˜) without affecting solutions
to (3.3.1) or (3.3.6). In fact:
Proposition 3.3.19. For δ small, a solution to (3.3.1) for x < δ with 0 Cauchy data and
with coefficients (ϕ˜, a˜, b˜) is the same as a solution to (3.3.1) with coefficients (ϕ, a, b). For
δ small and for ℓ large enough, a solution to (3.3.6) for 0 < x < δ with 0 Cauchy data and
with coefficients (ϕ˜, a˜, b˜) is the same as a solution to (3.3.1) with coefficients (ϕ, a, b).
Proof. Assume we have a solution to (3.3.1) with coefficients (ϕ˜, a˜, b˜). By theorem 3.3.2, the
solution h vanishes in Taylor series. Thus ϕ(h) = ϕ˜(h) for x sufficiently small, and similarly
for a, b.
Now assume we have a solution to (3.3.6) with coefficients (ϕ˜, a˜, b˜). By theorem 3.3.16,
the solutions hx satisfy ‖hx‖C1(YT ) . x−c for some c > 0 not depending on h or x. Thus
provided ℓ > c, ϕ(xℓh) = ϕ˜(xℓh) for x sufficiently small, and similarly for a, b.
In light of the proposition, we will make an additional assumption on an admissible triple
(ϕ, a, b): that is constant at fibre-infinity, and call the new assumptions admissible*.
The composition of a tame map with a section in Hkx(YT ) satisfies a good estimate. More
precisely,
Lemma 3.3.20. Let (r, s) and (pi, qi) i = 1, . . . , n be pairs of integer, and suppose
ψ :
n⊕
i=1
spT piqi M→ spT rsM
is a tame bundle map. Fix T > 0 and k > dimY/2+1 and suppose hi ∈ Hkx(YT ) are sections
of spT piqi M, for k > dimY/2+1. Then there exists c > 0, N ≥ 0, depending only on (pi, qi),
n, ψ and k such that, setting
B =
(
max
1≤i≤n
‖hi‖Hkx (YT )
)
,
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‖ψ(h1, . . . , hn)‖Hkx (YT ) . x−cB(1 +BN ).
The last subsection of this section will be devoted to proving this.
Remark 3.3.21. The point of tameness is to obtain the factor B in front of the estimate,
rather than just 1.
As a corollary we have:
Corollary 3.3.22. Suppose (ϕ, a, b) is admissible∗, and suppose k > dimY/2 + 1. Then
there exist c > 0, N ≥ 0, depending only on k and the type of tensors involved such that
(i) ϕ(h)−1 is regular and rege,T (ϕ(h)
−1) . 1 + x−c‖h‖Hk+1(YT )(1 + ‖h‖NHk+1x (YT ));
(ii) ϕ = ϕ1 + ϕ2, where ϕ1 is a fixed section satisfying ‖Dϕ1‖Ckx (YT ) <∞,
and ‖Dϕ2(h)‖Hkx (YT ) . x−c‖h‖Hk+1x (YT )(1 + ‖h‖NHk+1x (YT ));
(iii) a = a1 + a2, where a1 is a fixed section satisfying ‖a1‖Ckx (YT ) <∞,
and ‖a2(h,Dh)‖Hkx (YT ) . x−c‖h‖Hk+1x (YT )(1 + ‖h‖NHk+1x (YT ));
(iv) b = b1 + b2, where b1 is a fixed section satisfying ‖b1‖Ckx (YT ) <∞,
and ‖b2(h,Dh)‖Hkx (YT ) . x−c‖h‖Hk+1x (YT )(1 + ‖h‖NHk+1x (YT )).
The implied bounds depend only on ϕ, a, b, and not on h, x.
Proof. In light of the decomposition of ϕ, a, b, into a fixed section and a tame map, the last
two statements follow from lemma 3.3.20. The second does, too, since ‖Dϕ2(h)‖Hkx (YT ) ≤
‖ϕ2(h)‖Hk+1x (YT ).
Let us show (i). Condition (v) of regularity is equivalent to ϕ(h) ∈ C1x(YT ) with bounds.
Certainly ϕ1 ∈ C1x(YT ). We know that ϕ2(h) ∈ Hk+1x (YT ) since ϕ2 is tame, and so Sobolev
embedding gives us (v).
Conditions (i)-(iv) of regularity are not properties of the regularity of the function ϕ(h),
but rather only properties of the range of ϕ. Let r denote a variable in the base M , and ξ
a variable in the fibre of TM , and for x ≥ 0 set g = ϕ(x, r, ξ)−1. By assumption (i) is true
for g. Now write
g = −adt⊗ dt+ bdy ⊗ dy + 2c(dy ⊗ dt+ dt⊗ dy) + x−2✁g
+ (dt⊗ ω/x+ ω/x⊗ dt) + (dy ⊗ α/x + α/x ⊗ dy)
g−1 = −a′∂t ⊗ ∂t + b′∂y ⊗ ∂y + c′(∂y ⊗ ∂t + ∂t ⊗ ∂y) + x2✁g′
+ (∂t ⊗ xω′ + xω′ ⊗ ∂t) + (∂y ⊗ xα′ + xα′ ⊗ ∂y),
where a, b, c, a′, b′, c′ are scalars, a, b, a′, b′ > 0, ✁g∈Sym2(T ∗(x,r)S), ✁g′∈Sym2(T(x,r)S), ω,α ∈
T ∗(x,r)S, ω
′, α′ ∈ T(x,r)S, and bdy2 + x−2✁g is Riemannian.
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By admissibility, ϕ attains all of its values in a compact set of (r, ξ). Thus we may
suppose that r and ξ lie in a compact set. Now let us prove property (ii) of regularity. Write
V = Υ∂y + xΘ, where Υ ∈ R, Θ ∈ TS, and Υ2 + |Θ|2
✁k
= 1. Then
(x, r, ξ, V ) 7→ ϕ(x, r, ξ)−1(V, V )
is a nonzero continuous function of x, r, ξ and Υ, Θ lying in a compact set, and hence is
bounded above by some uniform B and below by B−1. This shows (ii).
Now let us show (iii) and (iv). Let us find a function Υ˜ and a vector field Θ˜ so that
W = −∂t + Υ˜∂y + xΘ˜ is perpendicular to Xt. In fact, Υ˜, Θ˜ are given by
Υ˜ = b′c+ α′ · ω
Θ˜ = cα′ + ✁g
′ · ω.
Now notice that because of compactness, Υ˜ and Θ˜ are bounded above in the ✓k norm. Also,
−|W |2g is a continuous, positive, function of x, r, ξ, and thus is bounded above and below
because of compactness. Write n = − 1
|W |2g
W . Then n = 1
|W |2g
∂t + Υ∂y + xΘ is the past-
directed unit normal to Xt, where Υ = (−|W |2g)Υ˜ and Θ = (−|W |2g)Θ˜. Properties (iii) and
(iv) follow.
We are now in a position to prove theorem 3.3.16. We will prove the theorem in two
steps. In step one, we will establish most of the theorem, and prove:
Proposition 3.3.23. Suppose (ϕ, a, b) is admissible and f is 0 in Taylor series and com-
pactly supported. Fix k > 12 dimY + 10.
3.7 Then for T > 0, and ℓ large enough, there exists
δ > 0 such that if 0 < x < δ there exists a unique smooth section hx of T
p
q (YT ) in Hkx(YT )
solving the equation (3.3.6) with 0 Cauchy data. Furthermore
sup
0<x<δ
‖hx‖Hkx (YT ) <∞.
In step two, we establish the higher regularity, i.e. we show:
Proposition 3.3.24. Let k, T , δ, hx = hx(ℓ) be as in the previous proposition. Then for
ℓ large enough, and for any i, j ≥ 0 there exists c(i, j) > 0 (not depending on ℓ or hx, but
depending on the fixed k) so that
sup
0<x<δ
xc(i,j)‖(x∂x)ihx‖Hjx(YT ) <∞.
Remark 3.3.25. The ℓ in proposition 3.3.24, although larger than the ℓ in proposition 3.3.23,
still does not depend on i, j.
3.7We choose 10 to be safe. One could get away with a slightly smaller number.
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Proof of proposition 3.3.23. Notice that for all j ≥ 0, The spaces Hjx(YT ) are just the spaces
Hj(YT ) of section 3.3.2 associated to the metric ex, except the norms differ by a factor of
x, i.e. ‖•‖
Hjx(YT )
= x‖•‖Hj (YT ).
By proposition 3.3.14, the associated sobex(m, p, q) is controlled by x
−d(m,p,q), for some
constant d > 0. Thus for any m, p, q, (1 + sobex(m, p, q))
n ≤ 1 + x−c(m,p,q) for some c.
Observe by corollary 3.2.10 that Riem(e) is a smooth short-pulse tensor.
Thus, by the usual theorem quasilinear existence theorems, for any x and ℓ, there is a
smooth solution which exists for small time. Furthermore, if a solution exists on YS for some
0 < S ≤ T , then the solution is unique and smooth on YS , and for j ≥ k the estimate
‖hx‖Hjx(YS) .j,x ‖hx‖Hkx (YS) + ‖x
−ℓf‖
Hjx(YS)
is valid, where the implied constant depends on j, x, but not on hx or S ≤ T .3.8 Thus, if we
can show that for x small and ℓ large, there exists a constantM , such that any solution hx on
Hkx(YS), for any S ≤ T , satisfies ‖hx‖Hkx (YS) ≤ M , then we can iterate local well-posedness
and obtain a solution on all of YT , the key point being M does not depend on S.
3.9
Using theorem 3.3.5 and corollary 3.3.22, we have that there is some c > 0 such that
‖hx‖Hkx (YS) ≤ C(S, x−c‖xℓhx‖Hkx (YS)(1 + ‖xℓhx‖NHkx (YS)))‖x
−ℓf‖Hk−1x (YS). (3.3.7)
Here, we suppressed the explicit dependence of the constant C on a, b, ϕ, k, e, and only keep
track of the contributions to C which depend on S and h. We may assume C increasing in
both arguments.
Notice that neither c nor the function C depends explicitly on ℓ. Thus we are free to take
ℓ > c+ 1. For shorthand write A(S) = ‖hx‖Hkx (YS). Since f vanishes in Taylor series and is
compactly supported, supx‖x−ℓf‖Hk−1x (YT ) ≤ D < ∞. Factoring out an xℓ from ‖xℓhℓx‖Hkx
to cancel with x−c, as long as S ≤ T , we may continue from (3.3.7)
A(S) ≤ C(T, xA(S)(1 +A(S)N ))D := F (xA(S)(1 +A(S)N )),
where we have set F (y) = C(T, y)D.
3.8In the course of proving theorem 3.3.16, we will prove a more refined version of this estimate (provided
ℓ is sufficiently large) which shows that the constant blows up like a negative power of x. We do not need
this precision at this point.
3.9The argument we use here loses some regularity; indeed, in order to iterate well-posedness, we need
to use Sobolev restriction to control hx|{t=S} and ∂thx|{t=S} in H
k
x (Y ) and H
k−1
x (Y ) respectively, which
necessitates controlling hx in H
k+1
x (YS). Instead, one can immediately use the estimate on the H
k
x (Ys) norm
to control hx in C
0
tH
k−1(Ys)∩C1tH
k−2(Ys). One would like to replace k−1 and k−2 respectively with k and
k− 1 to iterate well-posedness. To do this, differentiate the equation k− 1 times to obtain a linear equation
with coefficients in C1(Ys) and a source in L
2(Ys). The linear theory now applies yielding a solution which
is in fact in L∞t L
2(Ys), which one eventually can upgrade to C
0
tH
1(Ys) ∩ C
1
tL
2(Ys).
Since we work with very regular data and coefficients, we do not need the more precise approach.
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F is increasing, so
F (0+) = lim
y→0+
F (z)
exists. Set M = 1 + F (0+) (which only depends on k, ℓ). Thus, we may choose δ small
enough so that F (xz(1 + zN )) ≤ M whenever x < δ and z ≤ 2M . Thus, if x < δ and
A(S) ≤ 2M for S ≤ T , then
A(S) ≤ F (x2M(1 + (2M)N )) ≤M.
Recall that the function A(s) is continuous on (0, S],3.10 and A(s)→ 0 as s→ 0. Thus,
we may use a bootstrap argument to conclude A(s) ≤M for all s ∈ (0, S], and in particular
A(S) ≤M . This completes the proof.
Before proceeding, we will need one definition, primarily used for notational convenience.
Definition 3.3.26. A constant-coefficient polynomial is a smooth map
P :
⊕
spT piqi M → spT rsM
which tensors its arguments with itself several times, and then contracts them in some
fashion. In other words, P is an iterated composition of, the identity map, the maps ξ 7→
ξ ⊗ ξ, and a contraction map ξ ⊗ η 7→ ξ · η.
Proof of proposition 3.3.24. Choosing ℓ large enough, the case i = 0, j ≤ k was proved in
the previous proposition. Note that we will need to pick ℓ even larger once in the course of
the proof.
Let us start with the special case i = 0, and show the proposition for all j (i.e. there
are no x∂x derivatives). We have already mentioned that the subcase j ≤ k comes from the
previous proposition. So let us start with j = k + 1. We will differentiate (3.3.6) with D to
establish an equation for u = Dh. Due to the quasilinear nature of the problem and the fact
that A and B depend on Dh in addition to h, when taking the first derivative it will not be
sufficient to treat as source terms all terms which result when D hits a coefficient in (3.3.6).
Let us start by examining what happens when D hits a coefficient, using the coefficient ϕ
as an example. Let us decompose ϕ = ϕ1 + ϕ2, where ϕ1 is tame, and ϕ2 is a fixed smooth
section. Notice that Dϕ2 is a smooth section. Using a version of the chain rule (which can
be proved by choosing a basis of short-pulse vector fields and using the Christoffel symbols
of e to express the connection D),
Dϕ1(x
ℓhx) = ψ1(x
ℓhx) + ψ2(x
ℓhx)(x
ℓDhx),
3.10it is not defined as s = 0.
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where ψ1 is tame, and ψ2 is the sum of a tame map and a fixed smooth section. Indeed, the
term ψ2 comes from the chain rule and the term ψ1 comes from the connection not being
an exact coordinate-wise derivative. Thus one term we obtain after differentiating (3.3.6) is
(ψ1(x
ℓhx) + ψ2(x
ℓh)(xℓDhx) +Dϕ2)Du,
which comes if D hits the first factor of ϕ(xℓhx)D
2hx.
A similar result is true when differentiating the terms with a or b.
When applying D to (3.3.6), there are two sorts of terms. Those that come from hitting
a coefficient and those that come from hitting a a derivative of hx. Those that come from
hitting a derivative of hx may be replaced by the corresponding derivative of u. For those
that come from hitting a coefficient, there are two types of terms: those which only contain
derivatives of order at most 1, and those which contain a derivative of order 2. Those that
contain a derivative of order at most 1 may be moved to the right-hand side and treated as
a source. Those that containing a derivative of order 2 must be replaced with an order-one
derivative of u and treating as part of the coefficient of Du.
Thus, u satisfies an equation of the form
ϕ(xℓh)D2u+ a′(xℓhx, x
ℓDhx)Du+ b(x
ℓhx, x
ℓDhx)u = F (hx,Dhx), (3.3.8)
where F (hx,Dhx) takes the form
F = D(x−ℓf) +
∑
i
Fi(x
ℓhx, x
ℓDhx)Pi(hx,Dhx)
where Fi is the sum of a tame map and a fixed smooth section, and Pi is a constant-coefficient
polynomial (which is not just the trivial polynomial that is just a constant), and where
a′(ξ, η) = a′0 + a
′
1(ξ, η) + a
′
2(ξ, η)ξ + a
′
3(ξ, η)η,
and a′i, for i = 1, 2, 3 is the sum of a tame map and a fixed smooth section, and a
′
0 is a fixed
smooth section.
Next, we show that u has trivial Cauchy data. Writing u = Dhx = (∂thx,∇xhx), it
is then clear that u = 0, and ∂tu = (∂
2
t hx, ∂t∇xhx). Observe ∂t∇xhx = ∇x∂thx = 0
(exchanging the derivatives is valid since [∂t,∇] = 0 on C2 sections and hx ∈ C2 follows
from hx ∈ Hkx(YT )). To obtain ∂2t hx, write
ϕ(0)|{t=0} = −a∂t ⊗ ∂t + (∂t ⊗ ω + ω ⊗ ∂t) + ✁g,
where a > 0 is a smooth scalar, ω ∈ C∞({t = 0}; spTY ), and ✁g ∈ C∞({t = 0}; Sym2(spTY )).
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Then
ϕ(0)D2h = −a∂2t h+ 2∂t∇h+✓k∇2h.
Using (3.3.6) and that xℓh|{t=0}, ∂txℓh{t=0} = (0, 0) by assumption, we obtain that a∂2t h = 0,
and thus since a > 0, ∂2t h = 0. Although the triple (ϕ, a
′, b) is not admissible*, because
of the terms a′2, a
′
3, corollary 3.3.22 still applies to the triple since we may use Sobolev
multiplication to control the products by the polynomial factors in xℓhx and x
ℓDhx. Thus,
like in the proof of proposition 3.3.23, we may use theorem 3.3.5 to obtain, for some c > 0,
the estimate
‖u‖Hkx (YT ) . C(xℓ−c‖h‖Hkx (YT ))‖F‖Hk−1x (YT ), (3.3.9)
were we have omitted the exact dependence of C on quantities which are certainly bounded.
Choosing ℓ large (this is the only point in the proof where we will need to increase ℓ), we
may assume ℓ− c ≥ 0. Thus
‖u‖Hkx (YT ) . ‖F‖Hk−1x (YT ).
Now again using Sobolev multiplication, and lemma 3.3.20, we obtain the bound
‖u‖Hkx (YT ) . ‖F‖Hk−1x (YT ) . x
−c′(1 + ‖hx‖Hk(YT ))N . x−c
′
,
which is the desired result for i = 0, j = k + 1.
Now let us treat the case i = 0 and j > k + 1. Write j = j′ + k. We will use induction
on j′. The coefficients depend only on hx and Dhx, so all terms resulting from hitting a
′
or b with D may safely be treated as source terms. The same is not true of the first term,
because we cannot safely control D2uj′ to obtain an equation for uj′+1. Thus, we will need
to modify the coefficient of D2uj′ as we did to obtain an equation for u1 = u. We may
differentiate the sources inductively using the variant of the chain rule described above.
Differentiating (3.3.8), we obtain an equation of the form
ϕ(xℓh)D2uj′ + a
j′(xℓhx, x
ℓDhx)Duj′ + b(x
ℓhx, x
ℓDhx)uj′ = F
j′(u0, u1, . . . , uj′), (3.3.10)
where F j
′
(hx,Dhx) takes the form
F j
′
= Dj
′
(x−ℓf)
∑
i
F ji (x
ℓu0, . . . , x
ℓuj′)Pi(u0, . . . , uj′),
where F ji is the sum of a tame map and a fixed smooth section, and Pi is a constant-
coefficient polynomial (which is not just the trivial polynomial that is just a constant), and
aj
′
is given inductively by
aj
′
(ξ, η) = aj
′−1(ξ, η) + aj
′
0 + a
j′
1 (ξ, η) + a
j′
2 (ξ, η)ξ + a
j′
3 (ξ, η)η
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where aj
′
i , for i = 1, 2, 3 is the sum of a tame map and a fixed smooth section, and a
j′
0 is a
fixed smooth section. Notice that even though we changed the coefficient aj
′
, the type of
tensor did not change.
If we can show that the data for uj′ are smooth short-pulse tensors and compactly
supported, then we can conclude by induction on j′ using the same argument as the case
j′ = 1.3.11 Since the type of tensors appearing as coefficients does change, the loss x−c when
applying corollary 3.3.22 is the same for each j′, and hence ℓ does not need to be taken
larger.
We will show that the data has the desired properties by induction on j′. The case j′ = 1
has already been established, and the data are trivial. Now suppose it is true for j′− 1. We
show it for j′, too. Write uj′ = Duj′−1 = (∂tuj′−1,∇xuj′−1). Thus, uj′ is smooth of compact
support, and ∂tuj′ = (∂
2
t uj′−1, ∂t∇xuj′−1). Like the case j′ = 1, the second component is
smooth and compact support, being equal to ∇x∂tuj′−1. For the first component, using
the same argument as in the case j′ = 1, except applied to (3.3.10) for the case j′ − 1, we
obtain that a∂2t uj′−1 is smooth and of compact support. Since a > 0, 1/a is smooth on the
compact support of uj′−1, and thus ∂
2
t uj′−1 is smooth and of compact support.
To prove the full proposition, i.e. establish the bounds for any i, j, one may simply
differentiate (3.3.6) using x∂x multiple times, and use a similar argument to the above. The
key difference is that we do not need to change the coefficients, since all terms may be
treated as sources, at the expense of allowing the sources to depend on D-derivatives up to
order 2. For instance, the equation for v = x∂xhx is
ϕ(xℓhx)D
2v + a(xℓhx, x
ℓDhx)Dv + b(x
ℓhx, x
ℓDhx)v = F (hx,Dhx,D
2hx), (3.3.11)
where F (hx,Dhx,D
2hx) takes the form
F =
∑
i
Fi(hx,Dhx,D
2hx)Pi(hx,Dhx,D
2hx),
where Fi is the sum of a tame map and a fixed section, and Pi is a non-trivial constant-
coefficient polynomial. The dependence on D2hx is not harmful, since it is already controlled
from the case i = 0. Using the case i = 0 (and the determination of the initial data) one
may control ‖v‖Hkx (YT ). Differentiating this equation with D and using the same argument
as above, one may control ‖v‖Hmx (YT ) for m > k. For higher i, one may just differentiate
(3.3.11) and use the same argument.
3.11The appearance of uj′ as an argument of F is not harmful, since ‖uj′‖Hk−1x (YT )
. ‖hx‖
H
k+j′−1
x (YT )
,
which is controlled by induction.
92
3.3.5 Composition with bundle maps
In this subsection we prove lemma 3.3.20. Let (r, s) and (pi, qi) i = 1, . . . , n be pairs of
integers, and suppose hi are (distributional) sections of
spT piqi M defined over Mx. Also, let
ψ :
n⊕
i=1
spT piqi M → spT rsM
be a tame bundle map.
First, because of lemma 3.3.13, we may prove a version of the lemma for the manifold
Y × [0, T ] and the space Hk(YT ), rather than Hkx(YT ). Next, since ψ is tame, it vanishes
outside a compact set. Let {Uj} be a locally finite collection of coordinate charts covering
suppψ on which TYT is trivializable. Let {ρj} be a partition of unity subordinate to {Uj}.
Then
ψ(h1, . . . , hn) =
∑
j
ρjψ(ρ˜jh1, . . . , ρ˜jhn).
Consider for m ≥ 0 and N ∈ N the usual norms ‖u‖Hm(Uj) for u supported in uj taking
values in RN . Since there are only finitely many Uj , the H
m(Uj) norms are uniformly
equivalent to the Hm(Y ) norms of sections supported inside Uj (with constant depending
on the Uj and hence ultimately on ψ). Because there is no salient distinction between a
finite collection of vector-valued functions and one vector-valued function (taking values in
a higher-dimensional space), we may additionally assume that n = 1. Notice that ρ˜jψ is
a smooth function of compact support, which is constant in the fibres outside a compact
subset.
Thus we have reduced lemma 3.3.20 to:
Lemma 3.3.27. Let U be an open subset of Rd (d ≥ 1) and suppose for N,M ≥ 1 that
ψ : U ×RN → RM is a smooth function of compact support in U such that ψ(x, 0) = 0 and
∂yψ(x, y) = 0 for y large enough. Let h : U → RN be in Hk(U), for dimU/2 < k ∈ N.
Then ψ(x, h(x)) ∈ Hk(U), too, and the estimate
‖ψ(x, h(x))‖Hk(U) . ‖h‖Hk(U)(1 + ‖h‖αHk(U)),
holds for some α ≥ 0 (depending only on k).
Proof. This proof is on page 273 of [35]. We reproduce the proof here for the reader’s
convenience. First, observe that for any h ∈ Hk(U), h ∈ C0(U) by Sobolev embedding,
and thus ϕ(x, h(x)) is well-defined. Let ∂x denote the gradient operator in the x direction,
and ∂y in the y direction. First assume h is smooth. To prove (3.3.27), it suffices to bound
ψ(x, h(x)) in L2 and ∂kxψ(x, h(x)) in L
2. Since ψ(0) = 0, we have the estimate
|ψ(x, y)| . |y|.
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The L2-bound follows immediately. To treat the ∂kx derivatives, observe that
∂kxψ(x, h(x)) =
∑
ρ+σ≤k
(∂σx∂
ρ
yψ)(x, h(x))
∑
Cαρσ
k∏
i=1
(∂ixh)
αi ,
where
α1 + . . . + αk = ρ
1α1 + 2α2 + · · ·+ kαk + σ = k.
It suffices to bound each term. If ρ = 0, then these terms corresponds to (∂kxψ)(x, h(x)),
and since ∂kxψ satisfies the same assumptions as ψ does, the bound
‖(∂kxψ)(x, h(x))‖L2(U) . ‖h‖L2(U)
still holds. Now assume ρ ≥ 1. Define pi = kiαi , q = kσ . Then
q−1i +
∑
p−1i = 1.
Write vρ,σ = (∂
σ
x∂
ρ
yψ)(x, h(x)). We may apply Hölder’s inequality to obtain that
‖∂kxψ(x, h(x))‖2L2(U) =
∫
U
|∂kxψ(x, h(x))|2 dx
.
∑∫
U
(∂σx∂
ρ
yψ)(x, h(x))
2
∏
(∂ixh)
2αi dx
. ‖h‖2L2(U) +
∑
ρ≥1
‖vρ,σ‖2L2q(U)
∏
‖∂ixh‖2αiL2k/i(U).
Here and below, the sum runs over all α, ρ, σ with ρ ≥ 1. The first factor in each summand
of the second term is bounded above uniformly by some constant independent of h. The
Gagliardo-Niremberg inequality followed by Sobolev embedding implies that
‖∂ixh‖L2k/i(U) . ‖∂kxh‖i/kL2 ‖h‖
1−i/k
L∞ . ‖h‖Hk .
Thus,
‖∂kxψ(x, h(x))‖2L2(U) . ‖h‖2L2(U) +
∑
ρ≥1
‖h‖
∑
2αi
Hk(U)
= ‖h‖2L2(U) +
∑
ρ≥1
‖h‖2ρ
Hk
. ‖h‖2Hk(U) + ‖h‖2kHk(U),
which is the L2 bound on the kth derivatives required for (3.3.27).
Now if h is not smooth, we approximate h with smooth hj → h in Hk. By Sobolev
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embedding, hj → h in C0 and thus ψ(x, hj(x)) → ψ(x, h(x)) in C0. We must additionally
show that the sequence ψ(x, hj(x)) is Cauchy in H
k, since then it will also converge to
ψ(x, h(x)) in Hk, and the estimate (3.3.27) holds by taking limits. We need only estimate
in L2 the 0th and kth derivatives. Estimating the 0th derivative is not difficult because of
the estimate |ψ(x, y) − ψ(x, y′)| . C|y − y′|, and gives for j1, j2 ∈ N,
‖ψ(x, hj1(x)) − ψ(x, hj2(x))‖L2(U) . ‖hj1(x)− hj2(x)‖L2(U).
For the kth derivative, we need only control in L2 the differences
(∂σx∂
ρ
yψ)(x, hj1(x))
k∏
i=1
(∂ixhj1)
αi − (∂σx∂ρyψ)(x, hj2(x))
k∏
i=1
(∂ixhj2)
αi , (3.3.12)
for j1, j2. If ρ = 0, then we use the same estimate as before since the big product is not
present. Otherwise, ρ ≥ 1, and we may use the triangle inequality and the usual trick for
bounding products to bound the L2 norm of the difference by the sum of the L2 norms of
((∂σx∂
ρ
yψ)(x, hj1(x))− (∂σx∂ρyψ)(x, hj2(x)))
k∏
i=1
(∂ixhj1)
αi (3.3.13)
and terms of the form
((∂σx∂
ρ
yψ)(x, hℓ(x))(∂
i0
x hj − ∂i0x hj2)
2∏
ℓ=1
k∏
i=1
(∂ixhjℓ)
αi,ℓ , (3.3.14)
where 1 ≤ i0 ≤ k, and αi1 + αi2 = αi for i 6= i0 and αi1 + αi2 = αi − 1 for i = i0.
For (3.3.13), the first factor can be estimated using the same argument as above, because
|∂σx∂ρyψ(x, y)− ∂σx∂ρyψ(x, y′)| . |y− y′|, and the second factor is bounded by ‖hj1‖ρHk by the
argument we used above.
For (3.3.14) we use a similar argument to how we bounded the smooth case. Set piℓ =
k
iαi,ℓ
, r = ki0 , and q = k/σ as before. Then for the same reason as before, q
−1 + r−1 +∑
i,ℓ p
−1
i,ℓ = 1, and so applying Hölder’s inequality, the Gagliardo-Niremberg inequality, and
Sobolev embedding bounds (3.3.12) by
‖hj1 − hj2‖Hk(U)
(
max
ℓ=1,2
‖hjℓ‖Hk(U)
)ρ−1
.
Combining the estimates for ρ = 0 and all ρ ≥ 1, we see the sequence in Cauchy.
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3.4 Completing the proof of theorem 3.2.19
In this section we complete the proof of theorem 3.2.19. By the discussion in section 3.2.2,
the only thing we have left to do is complete the proof of theorem 3.2.21.
Recall from theorem 3.2.20 that we have found a short-pulse metric g onM([0, a)×[0, b))
solving Ric(g) = 0 in Taylor atH1∪H2 and at x = 0, and we are looking for an exact solution
to Q(h) = R˜ic(g+h) = 0, where R˜ic(g+h) = 0 are the reduced Einstein equations associated
to a solution g + h in wave gauge with respect to g. We will use theorem 3.3.2, so let us
begin by putting Q(h) into a more amenable form. Let us denote by ∇ the Levi-Civita
connection of g.
Proposition 3.4.1. The equation −2Q(h) = 0 takes the form
(g + h)−1∇2h+A(h,∇h)∇h +B(h,∇h)h = −2Ric(g),
where A,B are smooth bundle maps
A : U ⊆ spT 02M⊕ spT 03M→ spT 32M
B : U ⊆ spT 02M⊕ spT 03M→ spT 22M,
and where U is a neighbourhood of the 0 section.
Proof. By (2.5.1),
−2Q(h) = (g + h)−1∇2h+ (g + h)−1 · (g + h)−1 · ∇h · ∇h− 2(g + h)−1 · (g + h) ·Riem(g),
where · indicates a certain contraction. The first term has the desired form. The second
does, too, since (ξ, η) 7→ (g + ξ)−1 · (g + ξ)−1 · η is a smooth bundle map already. Now let
us treat the third term. We begin by splitting
2(g + h)−1 · (g + h) · Riem(g) = 2(g + h)−1 · g ·Riem(g) + 2(g + h)−1 · h ·Riem(g).
The map ξ 7→ 2(g+ ξ)−1 ·Riem(g) is a smooth bundle map, so the second term here is fine.
Now let us look at the first term. We may write (g + h)−1 = g−1 + ψ(h), for a smooth
bundle map ψ which vanishes at the zero section. Thus the first term is
2g−1 · g · Riem(g) + ψ(h) · g · Riem(g).
The exact nature of the contractions means that the first term here is just 2Ric(g) (alter-
natively it is 2Q(0) = 2Ric(g) by definition). The second term is of the desired form, since
a fixed smooth section is certainly a bundle map. Since ψ vanishes at the zero section there
exists some smooth ϕ for which ψ(h) = ϕ(h) · h. This then puts the second term into the
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required form.
We have the analogue of lemma 2.5.1:
Lemma 3.4.2. Fix u′ < u′′ < a and v′ < v′′ < b, and let M˜ = [0, 1)x ×Rt ×Ry × S0,0,0
be given the structure of a doubly-foliated manifold with base R ×R with projections (t, y).
Then there exists an embedding
κ : M([0, u′′]× [0, v′′])→ M˜ := [0, 1)x ×Rt ×Ry × S0,0,0
such that H1 ∩M([0, u′′] × [0, v′′]) is a subset of {t = −y}, and H2 ∩M([0, u′′] × [0, v′′])
is a subset of {t = y}. Furthermore, κ∗x = x, and hence dκ : spTM → spTM˜. Also,
there is an extension of g to a short-pulse metric g˜ over M˜ (i.e. κ∗g˜ = g) for which the
hyperplanes {t = ±y} are null, the hyperplanes {t = const.} are spacelike, ∂t is timelike and
future-oriented, and such that g˜ = −dt2 + dy2 + x−2✓˚k for t or y large enough (here ✓˚k is any
fixed Riemannian metric on S0,0,0).
Proof. Using lemma 3.2.2, we may write
M([0, u′′]× [0, v′′]) ∼= [0, 1) × [0, u′′]× [0, v′′]× S.
The embedding now comes from defining t and y via u = 1/2(t − y), v = 1/2(t + y). The
remainder of the proof is the same as lemma 2.5.1, and is omitted. That dκ acts between
the short-pulse bundles is easily seen by picking a basis of vector fields
∂u, ∂v, x∂θ1 , . . . , x∂θn
(n = dimS).
We are now ready to prove theorem 3.2.21.
Proof of theorem 3.2.21. Let P (h) = −2Q(h) + 2Ric(g), so that we are trying to solve
P (h) = 2Ric(g) onM([0, u′]× [0, v′])∩{x ≤ δ}, with h = 0 in Taylor series on H1∪H2. We
will make a sequence of technical reductions until we may apply theorem 3.3.2 and conclude
almost immediately. Embed M into M˜ and extend g to g˜ as in lemma 3.4.2. Notice this
also extends A and B to smooth bundle maps.
By proposition 3.4.1, P (h) has the form
P (h) = (g + h)−1∇2h+A(h,∇h)∇h +B(h,∇h)h,
where A and B are smooth bundle maps. Observe that P maps symmetric tensors to
symmetric tensors, since (the extended) operator Q does. Let ψ be a smooth cutoff which
is 1 on a large set in the base (for instance ψ ≡ 1 on {|t|, |y| ≤ 2(a+ b)}), and set A1 = ψA,
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B1 = ψB, and P1 for the operator obtained from P by replacing A with A1 and B with B1.
Observe that P1 maps symmetric tensors to symmetric tensors, since
P1 = ψP + (1− ψ)(g + h)−1∇2h
and both summands map symmetric tensors to symmetric tensors.
Set e = dt2 + dy2 + x−2✓˚k (where ✓˚k is the same fibre-metric as ✁g is for t, y large). Let D
denote the Levi-Civita connection of e. Then V = ∇−D is a short-pulse tensor, being both
a tensor on the ordinary tangent bundle, and a smooth map between sections of spT 02 M˜ and
spT 03 M˜. The connections D and ∇ are by definition equal at infinity, so V is compactly
supported.
Then we may write
P1(h) = (g + h)
−1D2h+ (2V +A1(h,Dh+ V h))Dh + (DV + V · V +B1(h,Dh+ V h))h,
Set A2(ξ, η) = 2V +A1(ξ, η + V ξ), B2(ξ, η) = DV + V · V +B1(ξ, η + V ξ).
The map h 7→ (g + h)−1 is slightly problematic from our perspective, since it only maps
small symmetric tensors h to Lorentzian cotensors (and additionally is not the constant
cometric −∂2t + ∂2y + x2✓k−1 outside a compact subset of the base). To remedy this, replace
it with ϕ(h) = (g + ψ/2(h + h∗))−1, where h∗ab = hba, and replace P1 with
P2(h) = ϕ(h)D
2h+A2(h,Dh)Dh +B2(h,Dh)h.
Notice that P2(h) maps symmetric tensors to symmetric tensors (since P2(h) − P1(h) =
((g + ϕh)−1 − g−1)D2h whenever h is symmetric) and P2(h) = P1(h) = P (h) on {ψ ≡ 1}
whenever h is symmetric.
Let us define a function ρ1 on −∞ < u < a,−∞ < v < b inside of M˜ by
ρ1 =
2Ric(g) 0 ≤ u < a, 0 ≤ v < b0 otherwise.
Since by assumption Ric(g) = 0 in Taylor series at H1 ∪ H2 and at x = 0, ρ1 is
smooth on its domain of definition. Multiply ρ1 by a smooth cutoff which is identically
1 on M([0, u′], [0, v′]), with support inside −∞ < u < a,−∞ < v < b, to obtain a function
ρ. Then ρ is smooth of compact support on all of M˜ and 0 in Taylor series at x = 0. Now
let us consider the equation
P2(h) = ρ (3.4.1)
posed on M˜ ∩ {t ≥ 0} with trivial Cauchy data on {t = 0}. We will solve this using
theorem 3.3.2. Shrinking the domain of ϕ to a small neighbourhood of the zero section, the
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ρ = 2Ric(g)
{t = −y} {t = y}
ρ = 0 ρ = 0
t = 0
t = T
Figure 3-3: The proof of theorem 3.2.21. The dark shaded region corresponds to
M([0, u′′] × [0, v′′)). The light shaded region corresponds to M([0, u′] × [0, v′]) (i.e. the
domain of existence of the solution h of the characteristic initial value problem). Compare
fig. 2-2.
triple (ϕ,A2, B2) is admissible in the sense of definition 3.3.1, so by theorem 3.3.2 applied
to (3.4.1) for time T = u′ + v′ + 2, we have found δ > 0 and a short-pulse tensor h solving
P2(h) = ρ for 0 ≤ t ≤ T , and x ≤ δ, and in particular in M([0, u′]× [0, v′]) ∩ {x < δ}.
As in the proof of proposition 2.5.2, since P2(0) = 0 = ρ, for t ≤ y and t ≤ −y, and
{t = ±y} are null for g + 0, h is 0 in Taylor series at (H1 ∪ H2) ∩M([0, u′] × [0, v′]) for
x > 0, and thus h is 0 in Taylor series for all x ≥ 0. By definition P2(h) = −2Ric(g) on
M([0, u′] × [0, v′]). If we can show that h is symmetric, then this implies that P2(h) =
P1(h) = P (h) on M([0, u′]× [0, v′]), and thus P (h) = −2Ric(g), i.e. Q(h) = 0.
Symmetry follows from the usual local well-posedness theory for ordinary quasilinear
hyperbolic equations, as we now explain. For each x > 0, we claim that the set S of t0 ∈ [0, T ]
for which hx|{t=t0} and ∂thx|{t=t0} are symmetric is open, closed, and non-empty. Indeed,
closed is obvious, and non-empty is true since 0 ∈ S. For open, since P2 maps symmetric
tensors to symmetric tensors, the usual local well-posedness theory provides for each t0 ∈ S
an ε > 0 and a symmetric solution h′x to P2(h
′
x) = ρx for t ∈ (t0 − ε, t0 + ε) ∩ [0, T ], with
initial data (h′x, ∂th
′
x)|{t=t0} = (hx, ∂thx)|{t=t0}. Since solutions of P2(hx) = ρx with given
data are unique, it follows that hx = h
′
x is symmetric for t ∈ (t0 − ε, t0 + ε) ∩ [0, T ].3.12
3.12The reason why we can deduce symmetry immediately for the ordinary local well-posedness problem
but not the short-pulse problem is how one interprets P . For the ordinary version, one may write P (h) =
(g + h)−1D2h+ F (h,∇h), for some smooth F mapping a symmetric tensor h to another symmetric tensor.
Thus, we can interpret P as acting on the bundle of symmetric tensors and obtain a solution in that bundle.
In the short-pulse case, we have split up F in order to pull out factors h and Dh to write P in a different
fashion, which was necessary to prove theorem 3.3.2. In this splitting one must exit the space of symmetric
tensors. For instance, A(h,∇h) does not necessarily map the covariant derivative of a symmetric tensor to a
symmetric tensor, even if h is symmetric; only A(h,∇h)∇h is a symmetric tensor. One can also not recover
symmetry by looking at the adjoint, since it is not true that P (h∗) = (Ph)∗.
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3.5 The formation of trapped surfaces
Using the outline outline discussed in section 3.1, we can use theorem 3.2.19 to prove the
long-time existence portion of theorem 3.1.1. Since the range of v is shrunk when applying
theorem 3.2.19, we will need, for technical reasons, to slightly extend our data to v > 1.
Let us set (for ε > 0 small) M˜ = [0, 1)u× [0, 1+ ε)v ×S2 and M˜ = [0, 1)x× M˜ . Observe
that M˜ is a parametrized doubly-foliated manifold. Set N = ∂u. We will regard M˜ as an
extension of the manifoldM introduced in section 3.1. Set H˜1 = {v = 0} and H˜2 = {u = 0}.
Let us extend the short-pulse tensor T from [0, 1] to [0, 1 + ε], and use it to extend the
initial data of the short-pulse ansatz from Mδ to M˜δ = {0 ≤ u < 1, 0 ≤ u ≤ δ(1 + ε)}.
We may also extend the blowdown map β :M→R to a blowdown map
β : M˜ → R˜ = {(p, δ) ∈ R4 × [0, 1): p ∈ M˜δ}.
Now, let us set up a characteristic initial value problem for a short-pulse metric on M˜
which comes from the pulling back the short-pulse ansatz via β by providing characteristic
initial data for a short-pulse metric k. The short-pulse tensor T, extended to be constant
in x, is naturally a short-pulse fibre tensor defined over H˜2. Let us provide initial data for
theorem 3.2.19 as follows:
(i) L˜ = ∂v , a vector field on H˜2;
(ii) ✓k = x−2˚✁g, a fibre-metric on S0,0
(iii) ✓ˆk = x−2(1− u)2˚✁g over H˜1, and ✁ˆg = x−2˚✁g exp(xT), metrics over H˜1 ∪ H˜2;
(iv) f1 = −2, f2 = 2x2, functions on S0,0;
(v) W = 0, a fibre-vector field on S0,0.
Assuming the initial data are regular in the sense of definition 3.2.18 (at least for x
small), theorem 3.2.19 says that for any u∗ < 1 and v∗ < 1 + ε, there is short-pulse metric
k solving Ric(k) = 0 on M([0, u∗] × [0, v∗]) ∩ {0 ≤ x ≤ δ} in a double null gauge with
x, u, v,N , and inducing this initial data. In particular, we may choose v∗ = 1. The point is
the following clear lemma:
Lemma 3.5.1. Set gδ = x2β∗kx|{v≤1}. If k solves the short-pulse characteristic initial value
problem for {0 ≤ x ≤ x0} with the previous initial data, then gδ solves the characteristic
initial value problem with the short-pulse data in section 3.1 for {0 < δ ≤ x20}.
Thus, if the initial data are regular, we have proved the existence part of theorem 3.1.1.
Assuming this for now, we have the corollary of theorem 3.2.19 and theorem 3.2.20, which
establishes the notion of smoothness in the parameter.
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Corollary 3.5.2. The blowdown map β desingularizes the family gδ, i.e. β∗gδ form a smooth
family of short-pulse metrics, whose Taylor series at x = 0 are in principle computable. In
other words, if one writes in canonical coordinates
gx2 = −2Ω2(du⊗ du+ du⊗ du) + ✁gij(dθi − f i)⊗ (dθj − f j),
then Ω, ✁gij, fij are smooth functions of u, u/δ, θ
i for which there exists an algorithm to com-
pute them to arbitrarily high order in x.
Now let us show regularity.
Lemma 3.5.3 (Lemma 2.2 in [13]). The initial data are regular, at least if x is small enough.
Proof. With ✓k = eΦ✓ˆk, recall we need to show that it is possible to solve
2N2Φ+ (NΦ)2 +Tr(✓ˆk
−1 LN ✓ˆk)NΦ+ 1
2
| LN ✓ˆk|2ˆ
✁k
+N Tr(✓ˆk
−1 LN ✓ˆk) = 0
2L˜2Φ+ (L˜Φ)2 +Tr(✓ˆk
−1LL˜ ✓ˆk)L˜Φ+
1
2
| LL˜ ✓ˆk|2ˆ
✁k
+ L˜Tr(✓ˆk
−1LL˜ ✓ˆk) = 0,
along H˜1 and H˜2, respectively, with initial data Φ|S0,0 = 0, and NΦS0,0 and L˜Φ|S0,0 chosen
so that✚trLN ✓k = 2f1 = −4, ✚trLL˜✓k = 2f2 = 4x2. One easily checks that Φ ≡ 0 solves the
equation along H˜1 (alternatively it is the same as Minkowski data there, so must satisfy it).
For the second equation, observe that Tr(✓ˆk
−1LL˜ ✓ˆk) = 0. Indeed, by Jacobi’s identity,
Tr(✓ˆk
−1LL˜ ✓ˆk) = Tr((✓ˆk
−1
✁˚g)(LL˜(˚✁g
−1
✓ˆk)))
= LL˜ |det ✁˚g
−1
✓k|
= LL˜ |det eT|
= LL˜ exp(Tr(T))
= LL˜ exp(0) = 0
Thus the second equation reduces down to
2L˜2Φ+ (L˜Φ)2 +
1
2
| LL˜ ✓ˆk|2ˆ
✁k
= 0,
with initial data Φ|S0,0 = 0, L˜Φ|S0,0 = 2x2.
Let us set Ψ = L˜Φ/x2, which turns the equation into
L˜Ψ+
x2
2
Ψ2 +
1
4x2
| L
L˜ ✓ˆk|2ˆ
✁k
, (3.5.1)
with Ψ|S0,0 = 2. From the definition of exp(xT) via a power series, for instance, it is clear
that | LL˜ ✓ˆk|2ˆ
✁k
. x2 uniformly, so the last term is bounded by C, for some C > 0. Thus if
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there exists B > 0 and 0 ≤ T ≤ 1 + ε such that |Ψ| ≤ B for 0 ≤ v ≤ T , it follows from
(3.5.1)
|Ψ(v)| ≤ 2 + x
2B2
2
+ TC.
In particular, if B := 8 + 4TC, then if x is small enough,
sup
0≤v≤T
|Ψ(v)| ≤ B ⇒ sup
0≤v≤T
|Ψ(v)| ≤ 1
2
B.
Starting with |Ψ|S0,0 | = 2, we may use a bootstrap argument to show that Ψ exists on all of
0 ≤ v ≤ 1 + ε and hence so does Φ.
Next, we show in the following two lemmas the condition, for a fixed δ0 > 0, that gδ0
has no trapped surfaces on H˜1 ∪ H˜2 is true so long as the mean curvature 12✚trLL ✁gδ03.13 is
strictly positive on H˜2. In particular, this reduces the question about trapped surfaces on
the initial hypersurfaces to the easier question about trapped fibred spheres on H˜2.3.14 We
first treat the case of a codimension-two surfaces which like H˜2, and then the case of one in
H˜1.3.15
Fix δ0 > 0. Let P denote a compact codimension two spacelike submanifold in H˜2∩{δ =
δ0}, and let HLP denote the mean curvature of the embedding of P into M˜δ0 with the metric
gδ0 , in the direction L.
3.16
Lemma 3.5.4. At a point p of P ,
HLP =
1
2
✚trLL ✁gδ0 .
In particular, if the latter is positive along H˜2, then P is not trapped.
Now, let Q denote a compact codimension-two spacelike submanifold in H˜1 ∩ {δ = δ0},
and let X denote the vector field other than N which is future-directed null vector, and
gδ0-orthogonal to Q.
3.17 Denote by HXP the mean curvatures of the embedding of P into
M˜δ0 in the direction X.
Lemma 3.5.5. The mean curvature HXQ > 0 for at least one point in Q. In particular, Q
is not trapped.
Proof of lemma 3.5.4. Let✚m denote the metric induced by gδ0 on P . Let p ∈ P be arbitrary,
and let {E1, E2} denote a local orthonormal frame for ✁gδ0 near p. Then there are smooth
3.13Recall that L is the outgoing null vector field associated with gδ0 , i.e. L = L˜/δ0.
3.14Notice in particular that there are no trapped surfaces in H˜1 unconditional on the the mean curvatures
of the fibred sphere.
3.15The codimension is taken with respect to the ambient manifold M˜δ0 ; they are of course codimension 1
in H˜i (i = 1, 2).
3.16L is necessarily gδ0 -orthogonal to P since P ⊆ H˜2.
3.17N is necessarily gδ0 -orthogonal to Q since Q ⊆ H˜1.
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functions a1, a2 such that Vi = a
iL+Ei, i = 1, 2, are tangent to P and are✚m orthonormal.
Using the formulas for the connection in appendix A.3, it is easy to check that
HLP =
2∑
i=1
gδ0(∇ViL, Vi) =
2∑
i=1
gδ0(∇EiL,Ei).
The last expression is just the mean curvature 12✚trLL ✁gδ0 .
Proof of lemma 3.5.5. Observe that the Minkowski metric g˚ is in a double-null gauge with
u, u and ∂u on Mδ0 , and we may write
g˚ − 2(du⊗ du+ du⊗ du) + (1− u+ u)2˚✁g,
where ✁˚g of course acts on the vectors tangent to the S
2-fibres. We will first show that gδ0
and g˚ agree to zeroth order on H˜1, which then implies that X is also g˚-null and g˚-orthogonal
to Q. We will then show that the mean curvature
1
2
✚trLL ✁gδ0
agrees with its value in Minkowski space, and then use this to show that mean curvature
HXQ agrees with the mean curvature of the embedding of Q into Minkowski spacetime in the
direction X. Since the Minkowski spacetime has no trapped surfaces (by the contrapositive
to the Penrose incompleteness theorem, theorem 1), HXQ > 0 for at least one point in Q.
Let us start by showing that gδ0 and g˚ agree to zeroth order. Observe that Ω ≡ 1 along
H˜1, and we have shown in the proof of lemma 3.5.3 by finding the conformal factor that
✁gδ0 = (1− u)2˚✁g. From this, observe that (2.3.1b)= 0 becomes
0 = LN [N,L]− 2[N,L],
and thus [N,L] = 0 along H˜1, since it is zero on H˜1 ∩ H˜2. In particular L = ∂u on H˜1.
Thus, along H˜1,
gδ0 ≡ g˚.
In particular, X is also g˚-orthogonal to Q. Denote by ✚˚tr the trace with respect to ✁˚g, and
ρ = 1− u. Now observe that (2.3.1a)= 0 becomes
0 = LN (L∂u ✁gδ0)−
1
ρ
L∂u ✁gδ0 −
1
2ρ
(
✚˚trL∂u ✁gδ0
)
✁˚g +
2
ρ
L∂u ✁gδ0 + 2˚✁g. (3.5.2)
Taking ✚˚tr of this yields
N(✚˚trL∂u ✁gδ0) + 4 = 0,
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and hence
✚˚trL∂u ✁gδ0 = 4ρ+ C,
for some constant C. Thus
✚trL∂u ✁gδ0 = 4ρ−1 + Cρ−2.
By assumption,
f1 :=
1
2
✚trL∂u ✁gδ0 = 2
on {u = 0, u = 1 − ρ = 0}, and thus C = 0 and ✚trL∂u ✁gδ0 = 4ρ−1. Observe that this
coincides with the value for the induced metric in Minkowski spacetime.
Write X = L+ cN +Σ, where L = ∂u and Σ ∈ TS. For X to be null, c = |Σ|2/2 (norm
taken with respect to ✁gδ0 = ✁˚g). A vector aN + Θ, for Θ ∈ TS, is orthogonal to X (i.e. is
tangent to Q) if
a =
1
2 ✁˚
g(Σ,Θ) =
1
2 ✁˚
gδ0(Σ,Θ).
Write a = ϕ(Θ) for this linear map for short.
Now, let ϕ(Θi)N + Θi, i = 1, 2 be two arbitrary tangent vectors to Q. Then, using the
formulas in appendix A.3, and recalling that [N,L] = 0 on H˜1 because N = ∂u, L = ∂u there,
(∇1 and ∇ denoting the Levi-Civita connections with respect to gδ0 and ✁gδ0 = (1 − u)2˚✁g),
respectively)
gδ0(∇1ϕ(Θi)N+ΘiL,ϕ(Θj)N +Θj) = χL(Θi,Θj) + ϕ(Θi)(ΘjΩ2)− ϕ(Θj)(ΘiΩ2),
where χL denotes the second fundamental form of the embedding of a fibred-S2 into M˜δ0
under the metric gδ0 . In particular, the last two terms vanish when taking the trace with
respect to ✁gδ0 , and so the trace of the left-hand side is just the mean curvature
1
2
✚trL∂u ✁gδ0 =
2
ρ
,
which agrees with the mean curvature of the embedding into Minkowski space. By the same
argument, with ∇2 denoting the Levi-Civita connection of g˚, it follows that the traces with
respect to of ✁gδ0 = (1− u)2˚✁g of
(Θ1,Θ2) 7→ gδ0(∇2ϕ(Θi)N+ΘiL,ϕ(Θj)N +Θj)
is also 2ρ .
Since gδ0 and g˚ agree on H˜1, the second fundamental forms in the direction N associated
to ✁˚g and (1−u)2˚✁g agree. Write χN for this tensor. Again using the formulas in appendix A.3,
one deduces that
gδ0(∇1ϕ(Θi)N+Θi |Σ|2/2N +Σ,ϕ(Θj)N +Θj) = ϕ(Θi)χN (Σ,Θj)− ϕ(Θj)χN (Σ,Θj)
+
|Σ|2
2
χN (Θi,Θj) + ϕ(Θi)✁gδ0([N,Σ],Θj) + ✁gδ0( ∇ΘiΣ,Θj),
with the same formula holding for
g˚(∇2ϕ(Θi)N+Θi |Σ|2/2N +Σ, ϕ(Θj)N +Θj)
(since the metrics on the fibred spheres are the same in both cases). Thus, the traces of
both with respect to ✁gδ0 agree.
Writing X = L+ (|Σ|2/2N +Σ) and using the previous two statements, it follows that
the trace with respect to ✁gδ0 = (1− u)2˚✁g of
(Θi,Θj) 7→ gδ0(∇1ϕ(Θi)N+ΘiX,ϕ(Θj)N +Θj)
and
(Θi,Θj) 7→ g˚(∇2ϕ(Θi)N+ΘiX,ϕ(Θj)N +Θj)
coincide. Write ✚m for the metric induced by g˚ = gδ0 on Q. If Θ1,Θ2 are ✁gδ0-orthonormal,
then Φi = ϕ(Θi)N + Θi, i = 1, 2, are also orthonormal with respect to ✚m. It follows that
the previous traces agree with the traces with respect to✚m of
(Φi,Φj) 7→ gδ0(∇1ΦiX, Φj)
and
(Φi,Φj) 7→ g˚(∇2ΦiX,Φj),
respectively, and so they coincide. Thus the mean curvature HXQ agrees with its value in
Minkowski spacetime.
Now, lemma 3.5.1 implies that the signs of the mean curvatures 12✚trLL˜ kx, 12✚trLN kx
are the same as the signs of 12✚trLL ✁gx2 , 12✚trLN ✁gx2 , respectively so to complete the proof of
theorem 3.1.1, we just need to prove:
Proposition 3.5.6. Set
U = {(u, t, θ) ∈ [0, 1) × [0, 1] × S2 : 1− 1
4
E(t, θ) < u ≤ u∗}.
If K is any compact subset of U , then for small enough x,✚trLL˜✓k, ✚trLN ✓k < 0 on all of K.
If supθ∈S2 E(1, θ) < 4, then choosing x smaller,✚trLL˜✓k > 0 on H˜2 ∩ {0 ≤ v ≤ 1}.
To prove this, we will compute the Taylor series of k up until order 2. This is an easy
although somewhat lengthy computation which follows the steps outlined in the proof of
theorem 3.2.20 in section 3.2.4.
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We use the notation O(xj) to denote a quantity equal to xj times a smooth section of
an appropriate bundle.
Proof. We will show
✚trLN ✓k = − 4
1− u +O(x) (3.5.3a)
✚trLL˜✓k =
4x2
1− u −
x2
(1− u)2E(v, •) +O(x
3). (3.5.3b)
This is sufficient to complete the proof, as we now indicate.
On H˜2, u = 0, so
✚trLL˜✓k = x2(4−E(v, θ)) +O(x3).
Since 4− supθ∈S2 E(1, θ) > 0, if 0 ≤ v ≤ 1, then 4− supθ∈S2 E(v, θ) > 0. Thus✚trLL˜✓k > 0
for x small.
Next,
4x2
1− u −
x2
(1− u)2E(v, •) < 0
on U , so taking x small✚trLL˜✓k < 0 on K. Similarly, ✚trLN ✓k < 0 everywhere provided x is
small enough.
Let us now solve in Taylor series enough to deduce (3.5.3). Theorem 3.2.20 shows
that Taylor series are unique. Following the notation in that section, set ✓h = x2✓k, L =
x−1(∂v − L˜), and ω = log Ω. Write ✓hi, Li, ωi for the coefficient of xi in the expansion of ✓h,
L, ω at x = 0, respectively, and let ✓h(i), Li, ω(i) denote their Taylor expansions, respectively,
up to order xi. Observe that ∂v coincides with L˚ defined by [N, L˚] = 0, L˚|H˜2 = ∂v. Since
L˜ = ∂v + xL, knowing L(1) is sufficient to know L˜ up to x
3 times a smooth vector field.
Thus,
✚tr
✁k
LN ✓k =✚tr✁h(0) LN ✓h(0) +O(x)
✚tr
✁k
LL˜✓k =✚tr✁h(2) L∂v ✓h(2) +O(x
3).
It therefore suffices to show that
✚tr
✁h(0)
LN ✓h(0) = −
4
1− u (3.5.4)
✚tr
✁h(2)
L∂v ✓h(2) =
4x2
1− u −
x2
(1− u)2E(v, •) +O(x
3). (3.5.5)
We first need to figure out the Taylor series of the initial data at x = 0. For the rest of the
proof, let L˚ := ∂v.
Determining the Initial Data: Let us start with H˜1. To do this, we generally follow
the procedure used in lemma 2.4.2 used to solve exactly on the initial hypersurfaces. We
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have already found in lemma 3.5.3 that the conformal factor is 1. Thus ✓h = (1− u)2˚✁g along
H˜1, and in particular (3.5.4) holds. Thus (3.2.1b)= 0 becomes
0 = LN Z − 2Z,
with 0 initial data. Thus Z ≡ 0, and hence L ≡ 0 is, too. By assumption ω ≡ 0, so we have
found everything.
Now let us find the data on H˜2. By assumption, we are given L˜ = ∂v , Ω = 1 so L ≡ 0,
ω ≡ 0. As mentioned in the proof of lemma 3.5.3,
2L˜2Φ+ (L˜Φ)2 +
1
2
| LL˜ ✓ˆh|2ˆ
✁h
= 0,
with initial data L˜Φ|S0,0 = 2x2.
We may compute a Taylor series for | LL˜ ✓ˆh|2ˆ
✁h
using the power series for exp, namely,
exp(xT) = 1 + xT+O(x2).
Thus,
| LL˜ ✓ˆh|2ˆ
✁h
= x2Tr(∂vT
2) +O(x3).
Setting Ψ = x−2L˜Φ turns the ODE into
L˜Ψ+
x2
2
(L˜Ψ)2 +
1
4
Tr(∂vT
2) = O(x),
with initial data Ψ|S0,0 = 2. Thus,
Ψ = 2− 1
2
E+O(x).
Hence,
Φ = 2x2v − x
2
2
∫ v
0
E(s) ds+O(x3),
and thus
✓h = e
Φ
✁˚g exp(xT)
=
(
1 + 2x2v − x
2
2
∫ v
0
E(s) ds+O(x3)
)
✁˚g
(
1 + xT+
x2
2
T2
)
= ✁˚g + x˚✁gT+
(
2x2v − x
2
2
∫ v
0
E(s) ds
)
✁˚g +
x2
2 ✁˚
gT2 +O(x3).
This gives us all the initial data.
Computing to top order: Observe that (3.2.1a) = 0 means that ✓h0 = (1 − u)2˚✁g,
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(3.2.1f) = 0 means that ω0 = 0, and (3.2.1c) = 0 means that L0 = 0. Already this means
that LN ✓h0 = −2(1− u)˚✁g, and hence✚trLN ✓h0 = −4(1 − u)−2, which is (3.5.5)
To solve for the higher order terms, we must linearize. Let P denote the operator as in
lemma 3.2.24, giving the right-hand side of (3.2.1a), (3.2.1c) and (3.2.1f) In our case, the
components of its linearization, DP(✁h0,L0,ω0)
, acting on a triple (✓h′, L
′
, ω′), are:
LN LL˚✓h′ +
1
1− u LL˚✓h
′ − 1
2(1 − u)(✚˚trLL˚✓h
′)˚✁g (3.5.6a)
(1− u)2 LL˚ ✁˚g([N,L
′
], •) (3.5.6b)
NL˚ω′ +
1
4(1− u)2N✚˚trLL˚✓h
′ +
1
4(1− u)3✚˚trLL˚✓h
′. (3.5.6c)
Here ✚˚tr denotes the trace with respect to ✁˚g.
Computing to first order: Observe that P (✓h0, L0, ω0) = O(x
2). Thus the equation
(−x−1P (✓h0 + x✓h1, L0 + xL1, ω0 + xω1))|x=0 = DP(✁h0,L0,ω0)(✓h1, L1, ω1)
becomes
0 = LN LL˚✓h1 +
1
1− u LL˚✓h1 −
1
2(1 − u)(✚˚trLL˚✓h1)˚✁g
0 = (1− u)2 LL˚ ✁˚g([N,L1], •)
0 = NL˚ω1 +
1
4(1− u)2N✚˚trLL˚✓h1 +
1
4(1− u)3✚˚trLL˚✓h1.
The initial data for these equations is trivial for L1 and ω1 on H˜1∪H˜2 and for ✓h0 on H˜1
(since L0 and ω0, ✓h0 already had the correct initial data exactly). On H˜2, the initial data
for ✓h1 is ✁˚gT, which we computed above.
Let us make the ansatz that LL˚✓h1 is ✁˚g tracefree. This is consistent since LL˚✓h1 = ✁˚g∂vT
initially, and T is ✁˚g tracefree. Then the first equation becomes a transport equation for
LL˚✓h1, which we can then solve to obtain
LL˚✓h1 = (1− u)˚✁g∂vT,
and hence ✓h1 = (1 − u)˚✁gT, which is still ✁˚g-tracefree. Thus, using the other two equations,
L1 = 0 and ω1 = 0.
Computing to second order: Of the second-order components, we only need to
compute ✓h2. Let us use a shorthand and denote T
′ = ∂vT = LL˚T.
Claim. The first component of P applied to (✓h0 + x✓h1, L0 + xL1, ω0 + xω1) is 2x2˚✁g.
Proof. Recall that T is ✁˚g-symmetric and tracefree. We compute the following quantities in
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order:
✓h(1) = (1− u)2˚✁g + x(1− u)˚✁gT
LN ✓h(1) = ✁˚g(−2(1 − u)− xT)
LL˚✓h(1) = x(1− u)˚✁gT′
✓h
−1
(1) = (1− u)−2
(
1− x(1− u)−1T) ✁˚g−1 +O(x2)
✓h
−1
(1) LN ✓h(1) = (1− u)−2(−2(1 − u) + xT) +O(x2)
✓h
−1
(1) LL˚✓h(1) = (1− u)−2(x(1 − u)T′ − x2TT′) +O(x3)
✚trLN ✓h(1) =
−4
1− u +O(x
2)
✚trLL˚✓h(1) = −x2(1− u)−2 Tr(TT′) +O(x3)
LL˚✓h(1) × LN ✓h(1) = (1− u)−2˚✁g(−2x(1− u)2T′ + x2(1− u)T′T) +O(x3)
LN ✓h(1) × LL˚✓h(1) = (1− u)−2˚✁g(−2x(1− u)2T′ + x2(1− u)TT′) +O(x3)
x2✟✟Ric(✓h(1)) = x
2˚
✁g.
Using these and the facts Ω = 1 +O(x2) and L = L˚+ xL = L˚+O(x3) (coming from ω0 =
ω1 = 0, L0 = L1 = 0) we may compute the first component of P acting on (✓h(1), L(1), ω(1))
as
x2˚✁g
(
2 +
1
2(1− u) Tr(TT
′)− 1
2(1− u)(T
′T+TT′)
)
. (3.5.7)
Observe T2 + detT = 0, since T is a fibrewise tracefree linear map on a 2-dimensional
vector space. Thus,
TT′ +T′T = ∂v(T
2) = −∂v detT
is in fact a scalar, and so TT′ +T′T = 12 Tr(T
′T +T′T) = Tr(TT′). So (3.5.7) simplifies
to just 2x2˚✁g.
Thus the equation for ✓h2,
(−x−2P1(✓h1, L1, ω01)|x=0 = DP1(✁h0,L0,ω0)(✓h2, L2, ω2)
becomes
− 2˚✁g = LN LL˚✓h2 +
1
1− u LL˚✓h2 −
1
2(1− u) (✚˚trLL˚✓h2)˚✁g. (3.5.8)
The initial data for ✓h2 is (
2v − 1
2
∫ v
0
E(s) ds
)
✁˚g +
1
2 ✁˚
gT2.
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Observe T2 = 12 Tr(T
2), since T2 is a scalar. Thus on H˜2
LL˚✓h2 =
(
2− 1
2
E+
1
4
∂v Tr(T
2)
)
✁˚g.
The initial data for LL˚✓h2 is thus a scalar multiple of ✁˚g. Thus we make the ansatz
LL˚✓h2 = κ˚✁g for κ a scalar. From (3.5.8), the equation for κ is just −2 = Nκ, and so
LL˚✓h2 =
(
2(1− u)− 1
2
E+
1
4
Tr(T2)
)
✁˚g,
and so
✓h2 =
(
2(1− u)v − 1
2
∫ v
0
E(s) ds+
1
4
Tr(T2)
)
✁˚g.
Let us denote by S the big factor out front.
Completing the computation: We have shown that
✓h(2) = (1− u)2˚✁g + x(1− u)˚✁gT+ x2F ✁˚g.
In particular,
✓h
−1
(2) = (1− u)−2
(
1− x(1− u)−1T) ✁˚g−1 +O(x2)
L∂v ✓h(2) = x(1− u)˚✁gT′ + x2∂vS ✁˚g
✚trLL˚✓h(2) = (1− u)−2Tr(x(1− u)T′ + x2∂vS − x2TT′) +O(x3).
The tensor T′ is tracefree, so the first argument of the trace drops out. By definition,
∂vS −TT′ = 2(1− u)− 1
2
E+
1
2
Tr(TT′)−TT′,
and so its trace is just
4(1 − u)−E.
Putting it all together,
✚trLL˚✓h(2) =
4x2
1− u −
x2E
(1− u)2 +O(x
3),
which is (3.5.5).
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Chapter 4
Real blow up and continuation in
formal series
4.1 The blown-up space
Although the manifold M of section 3.1 and section 3.5 successfully desingularizes
R = {0 ≤ u < 1, 0 ≤ u ≤ δ, δ ≥ 0} = {(p, δ) ∈ R4 × [0, 1): p ∈Mδ},
it is not enough to desingularize the space4.1
S = {0 ≤ u ≤ 1, 0 ≤ u ≤ δ, δ ≥ 0} ⊆ R4(t,y) × [0, 1)δ
because of the line of cone points {u = 1, u = 0}. We start by desingularizing this region to
a mwcM. We will perform an iterated blowup, starting with R4(t,y)× [0, δ), and successively
blowing up and taking submanifolds until we have the desired resolved space. Set ρ = 1−u.
We first need to resolve the biggest singularity, so let us start by blowing up the point
{t = 0, y = 0, δ = 0} (which is the same as the point {ρ = u = δ = 0}), replacing it with a
hemisphere S4+. Call this new manifoldM0, and the introduced face sf (“sphere face”). The
second biggest singularity is the line of cone tips, which form the (closure of the lift of the)
line {t = 0, y = 0, δ > 0} (which is the same as the line {ρ = u = 0, δ > 0}). Let us blow it
up, replacing it with a cylinder S3 × [0, 1). Call this new manifold M1, and the introduced
face cf (“cylinder face”).
One may check that the lift of the region
{0 ≤ u ≤ 1, 0 ≤ ρ ≤ 1}
to M1 defines a submanifold which is also a mwc. Call this space M2. Let us redefine
4.1We use the usual definitions u = 1− (|y| − t)/2, u = (t+ |y|)/2.
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sf and cf to be their intersections with M2 (see fig. 4-1). The manifold M2 now has a
number of additional faces: the face corresponding to u = 0 (really the closure of the lift
of {u = 0, ρ > 0, δ > 0}) and the face corresponding to ρ = 1 (really the closure of the
lift of {ρ = 1, δ > 0}). Call these faces lf and rf , respectively (“left face” and “right face,”
respectively) since these correspond to the initial hypersurfaces for the characteristic initial
value problem.4.2 The lift of {u = 1} and (the closure of) the lift of {ρ = 0, u > 0, δ > 0} are
also faces, but will not appear in the final desingularized region so we do not name them.
The region M◦2 = {0 < ρ ≤ 1, 0 ≤ u ≤ 1, δ > 0}4.3 has the structure of a trivial
S2-bundle over
{(u, u, δ) ∈ R×R× [0, 1): 0 ≤ u < 1, 0 ≤ u ≤ δ, 0 < δ ≤ 1},
with projection taking a point inM◦2 to (u, u, δ). This is the same fibre bundle we have been
thinking of when we consider a single slice R ∩ {δ = δ0 > 0} as a doubly-foliated manifold.
We claim that this fibre bundle structure extends to M2. Let us denote by N2 the putative
base of this bundle.
Proof of claim. Consider Rt ×R≥0r × [0, 1)δ , and blow up first {t = r = δ = 0} replacing it
with a quarter sphere S2++, and then the (closure of the lift of) the line {t = r = 0, δ > 0},
replacing it with a half-cylinder cylinder [0, 1)× S1+. Call the result of this iterated blowup
N1. Set ρ = (r − t)/2, u = (r + t)/2. Like above, we may define N2 to be the intersection
of N1 with {0 ≤ u ≤ 1, 0 ≤ ρ ≤ 1}. Let us think of S2 as the unit sphere in R3. Observe
that the smooth map
(Rt ×R≥0r × [0, 1)δ)× S2θ → Rt ×R3y × [0, 1)δ
(t, r, δ, θ) 7→ (t, rθ, δ)
restricts to a diffeomorphism
{0 ≤ u < 1, 0 ≤ u ≤ δ} × (0, 1] × S2 →M◦2
that provides a trivialization of fibre bundle mentioned above associated to the projection
map (u, u, δ) (although we of course need to change coordinates u = 1−(r−t)/2, u = (r+t)/2
on the base).
We claim the map extends to a diffeomorphism N2 × S2 → M2. Indeed, the only
problematic points are those with r = 0, but we blew up {r = 0} and r ≥ |t| on N2, so in
4.2In the previous two chapters, these were called H1 andH2, respectively. In this and subsequent chapters,
we will be less concerned with the characteristic initial value problem, since it has been solved, and will choose
to use more traditional notation for mwcs and blowups.
4.3We regard the initial surfaces lf and rf as well as {u = 1} as “artificial” faces, so they are allowed to
remain in the interior.
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effect this diffeomorphism introduces “partial polar coordinates” on M2. This can also be
checked carefully in projective coordinates, but we omit this computation for brevity.
sf
cf
lf
Figure 4-1: A stylized view of M2 at a certain angular slice θ. rf is not drawn, and is a
face meeting lf transversely.
Using this diffeomorphism, we may realize M2 as a trivial S2 bundle over N2 extending
the one on M◦2.
We may also introduce “partial” coordinate systems by introducing coordinates on the
base N2, but not on the fibres. Let us introduce (ρ, v1 = u/ρ, η1 = δ/ρ, θ), which are valid
away from cf and (the closure of) the lift of {ρ = 0, u > 0, δ > 0}. The set {v1 = η1},
intersects lf and {η1 = 0} at {v1 = η1 = 0}, so to resolve this intersection, we blow up the
intersection, obtaining a face diffeomorphic to [0, 1]2 × S2. Call this manifold M3. Let us
call the introduced face bf ( for “bottom face”).
We are really interested in the region {u ≤ δ}, which is the same as {v1 ≤ η1}. The
intersection of this withM3 is a new mwc,M4 and the (closure of the) lift of {v1 = η1 > 0}
is a new face, which we call ff for “far face” (see fig. 4-2). Inside M4, the coordinates
(ρ, v = v1/η1 = u/δ, η1, θ) form valid coordinates near bf .
The manifoldM4 is fully desingularized, but it is not desingularized enough with respect
to the putative solution metric g to the EVEs with short-pulse data.
Let us redefine the smooth structure by requiring the square root of a bdf of sf and the
square root of a bdf of bf to be smooth. Now blow up sf ∩ bf , and call the introduced face
if for “intermediate face.” We let M be this final manifold (see fig. 4-3).
Now observe that none of the blowups we performed involved the spherical variables.
Thus M remains a trivial S2 bundle, over a manifold N .
Let us list several useful partial coordinate charts onM by introducing coordinates only
on the base N . The first set of coordinates onM we use is valid near bf , and covers all of if
except for if ∩ sf . They are (ξ = √ρ, v, η = √η1/ξ, θ) (here θ ∈ S2). In these coordinates, ξ
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bf
sf
cf
lf
Figure 4-2: A stylized view of M4 at a certain angular slice θ ∈ S2. The face rf is not
drawn, and is a face meeting lf and bf transversely. The dashed line indicates where ff
intersects sf and bf .
if
bf
sf
cf
lf
Figure 4-3: Figure 1-2, reproduced for the reader’s convenience. A stylized view ofM at an
angular slice θ ∈ S2. The dashed line is where ff intersects bf , if and sf . rf is not drawn,
and is a face meeting lf , bf transversely.
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is a bdf of if , v is a bdf of lf , (1− v) is a bdf of ff , η is a bdf of bf . Near if ∩ sf , we may use
the coordinates (̟ =
√
η1, τ = ξ/̟, v, θ). In these coordinates, ̟ is a bdf of if , v is a bdf
of lf , τ is a bdf of sf . Near sf ∩cf , we may use the coordinates (σ = t/r, s = r/δ, ǫ = √δ, θ),
where σ is a bdf of lf , 1− σ is a bdf of ff , s is a bdf of cf and ǫ is a bdf of sf .
We end this section by showing how M, the desingularization of R introduced in sec-
tion 3.1, embeds naturally into M. The identity map
M◦ =M◦ = {0 ≤ u < 1, 0 ≤ u ≤ δ, 0 < δ ≤ 1}
extends to an embedding ofM →֒M taking a point (x, u, v, θ) inM (in coordinates defined
in section 3.1) to
(x, u, v, θ) 7→ (ξ, v, η, θ) = (√1− u, v, x/(1 − u), θ) ∈ M∩ {u < 1},
in the first coordinate system mentioned above. This embedding will be very useful since
it allows us to apply the results of chapter 3 to M where appropriate. Observe also that
(M, u, v), when considered as a doubly-foliated manifold (in the sense of definition 3.2.1),
and M, when considered as a trivial fibre bundle, have the same fibres. Moreover, the
trivialization of M extends the trivialization of M.
4.2 The short-pulse bundle and short-pulse metrics
In order to clarify what sort of metric we should be solving for on M, we express the
Minkowski metric g˚ in each of the coordinate systems above.
Observe that g˚ is not a metric on R4 × [0, 1), but on a fixed δ slice. Therefore, we treat
g˚ as a section, not of Sym2(T ∗M), but of Sym2(T ∗M/ span{dδ}). Since we are working in
the quotient, dδ = 0. This lets us simplify some formulae. For instance, dδ = d(ξ4η2) = 0,
and so 2dξ/ξ + dη/η = 0.
Thus,
g˚ = ξ6η2[4dξ/ξ ⊗ dv + 4dv ⊗ dξ/ξ + (1 + η2ξ2v)(ξη)−2 ✁˚g]
g˚ = τ4̟6[2dτ/τ ⊗ dv + 2dv ⊗ dτ/τ + (1 +̟2v)2̟−2˚✁g]
g˚ = ǫ4σ2[ds⊗ ds+ s(dσ/σ ⊗ ds + ds ⊗ dσ/σ) + (1 + s2)dσ/σ ⊗ dσ/σ + ✁˚g]
in each of the respective coordinate systems, where ✁˚g is the round metric on the fibred S
2.
This suggests what should be the correct notion of short-pulse bundle spTM. Recall
that M∼= N × S2.
Definition 4.2.1. Let spTM be the vector bundle over M whose smooth sections are
smooth sections X of TM satisfying:
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(i) dδX = 0;
(ii) at bf , X is tangent to the fibres of the projection onto the S2 factor of M;
(iii) at if , X is tangent to if and tangent to the projection of the fibres onto the S2 factor;
(iv) at sf , X is tangent to sf ;
(v) at cf , X is tangent to cf .
Remark 4.2.2. Such a vector bundle exists by Swan’s theorems.
We see that with these definitions, g˚ is a section of wC∞(M; spTM), where w is any
product of the following powers of bdfs: the sixth power of a bdf of if , the square of a bdf
of bf , the fourth power of a bdf of sf , and the square of a bdf of cf . We will think of w as
a weight.
Also, because the trivialization of M extends that of M, spTM, defined in the sense of
definition 3.2.4 is precisely the pullback of spTM to M under the embedding M →֒M.
Let us now give a coordinate description of spTM. In (ξ, v, η, θ) coordinates, a basis of
smooth sections is:
ξ∂ξ − 2η∂η , ∂v , ξη∂θ1 , ξη∂θ2
(where ∂θi (i = 1, 2) is a local basis of TS
2). In (̟, v, τ, θ) coordinates:
̟∂̟ − 2τ∂τ , ∂v,̟∂θ1 ,̟∂θ2 ,
and in (s, σ, ǫ, θ) coordinates:
∂s, σ∂σ , ∂θ1 , ∂θ2 .
Let us also denote by spTS2 the subbundle of spTM consisting of those vector which are
tangent to the fibres (diffeomorphic to S2), and write ι : spTS2 → spTM for the inclusion
map.
We may of course form the tensor products spT pqM = (spTM)⊗p ⊗ (spT ∗M)⊗q.
We redefine the following for our extension M.
Definition 4.2.3. We call sections of spT pqM type (p, q) short-pulse tensors.4.4 We call
type (1, 0) short-pulse tensors short-pulse vector fields and type (0, 1) short-pulse tensors
short-pulse one forms. We similarly call sections of the tensor product spT pq S2 type (p, q)
short-pulse fibre tensors. We call type (1, 0) short-pulse tensors short-pulse fibre vector fields
and type (0, 1) short-pulse tensors short-pulse fibre one forms.
4.4Unfortunately this conflicts with the notion of the short-pulse tensor T of the initial data in the short-
pulse ansatz. Since we will always use T to denote this tensor, and will never use the terms in the same
context, this will not be a cause for confusion.
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Definition 4.2.4. Let g be a symmetric type (0, 2) short-pulse tensor, i.e. g is a section of
Sym2(spT ∗M)). Suppose that g is non-degenerate and is of Riemannian (resp. Lorentzian)
signature. We will call g a short-pulse Riemannian (resp. Lorentzian) metric. We similarly
call a non-degenerate section (no signature assumptions) of Sym2(spT ∗S) a short-pulse fibre
metric, or a short-pulse pseudo-Riemannian metric.
The analogues of lemma 3.2.7, and hence also corollary 3.2.9 and corollary 3.2.10, are
valid in this setting, too, namely:
Lemma 4.2.5. Suppose X1,X2 are short-pulse vector fields. Then [X1,X2], with the com-
mutator interpreted as between sections of TM, is in fact a short-pulse vector field.
In particular, if g is a short-pulse metric, then its Levi-Civita connection ∇ extends to
a map ∇ : C∞(M; spTM)→ C∞(M; spT 11M).
Furthermore, Riem(g) and Ric(g) are both short-pulse tensors.
Proof. The proof is the same as that of its analogues in section 3.2, and is omitted.
Let w be any product of bdfs as above. Then:
Corollary 4.2.6. Let w−1g be a short-pulse metric, i.e. g = wh, for h a non-degenerate
section of Sym2(spT ∗M). Then w−1Riem(g) is a section of spT 04M (i.e. Riem(g) = wk for
k a section of spT 04M) and Ric(g) is a section of Sym2(spT ∗M).
Proof. The statement about Ric(g) follows immediately from the statement about Riem(g)
by contracting.
Let h = w−1g be a short-pulse metric. Observe that away from cf , we may take w = δρ.
Using the formulae for change of curvature under a conformal change, and that h is a metric
on the level sets of δ, we find that away from cf in M◦,
Riem(g) = Riem(δρh) = δρ
(
Riem(h)−h©∧
(
1
2
∇(dρ/ρ)− dρ/ρ⊗ 1
4
dρ/ρ+
1
8
‖dρ/ρ‖2hh
))
,
where ∇ is the Levi-Civita connection of h, and where ©∧ denotes the Kulkarni-Nomizu
product. It follows from lemma 4.2.5 that Riem(g) is a section of w Sym2(spT ∗M).
Near cf , we may take w = ǫ4σ2 = r2. Like above,
Riem(g) = Riem(r2h) = r2
(
Riem(h) − h©∧
(
∇(dr/r)− dr/r ⊗ dr/r + 1
2
‖dr/r‖2hh
))
.
As above, it follows from lemma 4.2.5 that Riem(g) is a section of w Sym2(spT ∗M) near cf ,
too.
We introduce two important vector fields.
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Definition 4.2.7. Let N , L˚ be the vector fields which in M◦ defined by
N = ∂u = ∂t − ∂r, L˚ = ∂u = ∂t + ∂r,
where ∂r is given by r∂r := y
i∂yi .
The vector fields N and L˚ are of course the future-directed null geodesic generators of
the level sets of u and u, respectively, for the Minkowski metric g˚.
The one-forms du and du are not short-pulse one-forms, nor are N and L˚ short-pulse
vector fields. To see the correct scaling, we introduce more weights. Let w1 be a product of
the following powers of bdfs: the square of a bdf of if , the square of a bdf of sf and a bdf
of cf , and let w2 be a product of: the square of a bdf of bf , the fourth power of a bdf of if ,
the square of a bdf of sf , and a bdf of cf . Notice that w1w2 is a valid choice of weight w.
Then:
Lemma 4.2.8. The one-forms w−11 du and w
−1
2 du defined a priori on M
◦
extend to short-
pulse one-forms. In fact in coordinates we have (recall that the representations are only
unique up to adding on dδ = 0)
du = ξ2(−2dξ/ξ) = ̟2τ2(−2d̟/̟ − 2dτ/τ) = ǫ2σ(1/2ds + (s− 1)/2dσ/σ)
du = ξ4η2dv = ̟4τ2dv = ǫ2σ(1/2ds + (s+ 1)/2dσ/σ),
(4.2.1)
in the three different coordinate systems, respectively.
Additionally, w1N and w2L˚ are both short-pulse vector fields. In fact in coordinates, we
have
N = ξ−2(η∂η − 1/2ξ∂ξ) = ̟−2τ 2(1/2̟∂̟ − τ∂τ ) = ǫ−2σ−1((1 − s)∂s + σ∂σ)
L˚ = ξ−4η−2∂v = ̟
−4τ−2∂v = ǫ
−2σ−1((1 + s)∂s + σ∂σ),
(4.2.2)
in the different coordinate systems, respectively.
Proof. Just compute. The statement about the vector fields and one-forms are in fact
equivalent if we notice that −2 gradg˚ u = L˚ and −2 gradg˚ u = N .
Now we are in a position to introduce our notion of a double-null gauge. For the rest
of this thesis, we will only work in a specific double-null gauge, so instead of saying “g is in
double null gauge with...”, we will simply say “g is in a double-null gauge.”
Definition 4.2.9. Letw be a weight as above, and supposew−1g is a short-pulse Lorentzian
metric. We say g is in a double-null gauge if over M◦, and for any fixed δ0, g|M◦∩{δ=δ0} is
in a double-null gauge with u, u, N (in the sense of definition 2.1.11). In other words:
(i) there exists a nonvanishing timelike vector field, T , defined on all of M◦, such that
u, u are increasing towards the future according to T ;
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(ii) g−1(du, du) = g−1(du, du) = 0;
(iii) setting −2Ω−2 := g−1(2du, 2du), it follows that N = −2Ω2 grad gu.
This definition looks slightly suspect, since it is a condition on the interior. Nonetheless,
if one rescales, then these conditions make sense uniformly up to the boundary, as we will
now indicate. Indeed:
Lemma 4.2.10. Let g be as above, and set h = w−1g. Then g is in a double-null gauge if
and only if on all of M, even up to the boundary, the following hold:
(i) there exists a non-vanishing timelike short-pulse vector field T defined on all of M for
which w−11 duT,w
−1
2 duT > 0;
(ii) h(w−11 du,w
−1
1 du) = h(w
−1
2 du,w
−1
2 du) = 0;
(iii) setting −2Ω−2 := h−1(2w−11 du, 2w−12 du), it follows that w1N = −2Ω2h(w−12 du, •).
In this case, Ω2 ∈ R defined in (iii) coincides with the Ω2 defined in (iii) of defini-
tion 4.2.9.
Remark 4.2.11. Notice that all contractions make sense since we are working with short-pulse
tensors.
Proof. For the moment let us ignore the fact that Ω > 0 may not be well-defined, although
Ω2 ∈ R is. We will show that we may take Ω > 0 in lemma 4.2.12, below. Condition (ii)
clearly implies condition (ii) of definition 4.2.9. Conversely, condition (ii) of definition 4.2.9
implies that (ii) is true over M◦, and so by continuity on all of M. Similarly, the quantity
Ω2 defined by each condition (iii) coincides and the conditions are equivalent.
Condition (i) implies condition (i) of definition 4.2.9. For the converse, observe that
proposition 2.1.7 it implies that g−1(du, du) < 0 onM◦, and hence h−1(w−11 du,w−12 dv) ≤ 0
on all ofM. Since w−11 du,w−12 dv are linearly-independent and null covectors, it follows that
h−1(w−11 du,w
−1
2 dv) 6= 0, and hence in fact h−1(w−11 du,w−12 dv) < 0. Thus
L′ = −2h−1(w−11 du, •), N ′ = −2h−1(w−12 du, •)
are linearly independent null vector fields, and T = L′ + N ′ is a non-vanishing timelike
short-pulse vector field, for which by definition w1duT , w2duT > 0.
Let us introduce some notation For g, h as in definition 4.2.9 and lemma 4.2.10, respec-
tively, denote as usual ✁g = ι
∗g, ✓h = ι∗h, the pullbacks of g, h respectively to the fibres. Let
us also define L = −2Ω2 gradg u, so that w2L = −2Ω2h−1(w1du, •) is a short-pulse vector
field.
Using lemma 4.2.10, we have the analogue of proposition 2.1.7, whose proof is the same.
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Lemma 4.2.12. The fibre metrics ✁g = w✓h and ✓h are short-pulse Riemannian fibre metrics.
Additionally, Ω > 0 defined by (iii) of either definition 4.2.9 or lemma 4.2.10 is well-defined.
Lastly, span{w2L,w1N} is transverse to spTS2.
We will also introduce:
Definition 4.2.13. Let g be in a double-null gauge, and L = −2Ω2 gradu as above. Let us
define a vector field L, so that w2L = w2(L− L˚) is a short-pulse vector field.
The importance of L is that Lu = Lu = Lδ = 0, and so w2L is a short-pulse fibre vector
field.
We have the analogy of proposition 2.1.10 and proposition 3.2.14, whose proof is the
same:
Lemma 4.2.14. Let Ω be a section of the trivial line bundle, w2L a short-pulse fibre vector
field, and w−1✁g a short-pulse fibre Riemannian metric. Then there exists a unique metric
g for which w−1g is a short-pulse Lorentzian metric in a double null gauge such that L =
−2Ω2 grad gu− L˚, and ✁g is the restriction of g to fibre-tangent vectors.
We end this section with a simple, but useful observation showing that the short-pulse
double-null gauges of section 3.2 and the double-null gauges introduced this section are
essentially the same object when considered over M ⊆M. Observe that in M, x is a bdf
of bf (since x = ηρ and ρ > 0), and so w1 = 1 and w2 = w = x
2 are valid choices of the
weights.
Lemma 4.2.15. If w−1g is a section of Sym2(spT ∗M) of Lorentzian signature (i.e. is a
short-pulse Lorentzian metric) and is in a double-null gauge (in the sense of this section),
then over M, x−2g is a section of Sym2(spT ∗M) of Lorentzian signature which is in a
short-pulse double-null gauge with (u, v,N). Conversely, if h ∈ Sym2(spT ∗M) is a short-
pulse metric which over M is in in a short-pulse double-null gauge with (u, v,N) (in the
sense of definition 3.2.12) then wh is in a double-null gauge.
4.3 Continuation as a formal series
4.3.1 Setup and statement of the Theorem
In this section we state the precise version of the existence/uniqueness and degeneracy
portion of theorem 4 and prove most of it. Let us fix short-pulse data, as described in
section 3.1. In particular, we fix the short-pulse tensor T. First, we define ̥. Let us work
in coordinates (ξ, v, η, θ), which when restricted to {ξ = 0} gives us coordinates (v, η, θ) on
if \ sf .
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Definition 4.3.1. Define ̥ : if \ sf → R by
̥(v, η, θ) = 4− 2η2
∫ v
0
E(t, θ) dt,
where
E(t, θ) =
1
2
∫ v
0
|∂tT(t, θ)|2 dt
is the energy of T.
We will often use theorems from appendix D. In order to do this, we observe:
Lemma 4.3.2. For every point (v, η, θ) ∈ if ∩ {̥ > 0}, there is a small neighbourhood
U ⊆ S2 of θ for which [0, v] × [0, η] × U ⊆ {̥ > 0}.
Proof. Notice that ̥ is continuous in θ, and decreasing in both v,η. In particular on a
small neighbourhood U of θ, ̥(v, η, θ′) > 0 for θ′ ∈ U , and thus ̥(v′, η′, θ′) > 0 for
(v′, η′, θ′) ∈ [0, v] × [0, η] × U .
The advantage is that the results of appendix D, which are only stated for rectangles,
also apply to if ∩ {̥ > 0}.
Before we can state the main theorem, we will need to slightly extend the definition
of polyhomogeneity to include log smooth functions. The reason for this will be primarily
notational rather than technical. Roughly speaking a log smooth function u is one which
possesses an asymptotic expansion
u ∼
∑
(k,p)∈N2
uk,pt
klogpt,
where t is a bdf of some face (see definition 4.3.3, below for a precise definition). We also
require that for each k, there are only finitely many p such that uk,p 6= 0. We will also
sometimes assume that u0,p = 0 for p ≥ 1, i.e. there are no logs to top order. One may not
strictly realize log-smooth functions as polyhomogeneous function. Indeed the sets
Elog,0 := {(0, 0)} ∪ (N≥1 ×N≥0)
Elog := N
≥0 ×N≥0
are not a valid index sets because the sets {(z, p) : Re(z) < N} are infinite for N ≥ 1. The
advantage of log-smoothness will be that it allows us to work with polyhomogeneity without
having to keep track of exactly which index set we use, i.e. without keeping track of how
many logs we allow in our expansion. This will be convenient when find a solution to the
(nonlinear!) Einstein equations, since the nonlinear interactions mean it becomes cumber-
some to keep track of precisely how many logs are present in our series. See lemma 4.3.7
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and remark 4.3.8 for a more detailed explanation. The difference between Elog,0 and Elog is
that functions with expansions according to Elog,0 have well-defined restrictions to a corre-
sponding face.
Formally, we (re)define:
Definition 4.3.3. Let X be a mwc, and let E = (E1, . . . , En) be an index family of “gen-
eralized” index sets, i.e. each Ei is either an index set or is Elog,0 or Elog. Then we define
AEphg(X) to be the union
AEphg(X) :=
⋃
E ′
AE ′phg(X),
where the union runs over all (proper) index families E ′ = (E′1, . . . , E′n) where E′i ⊆ Ei is a
(proper) index set. If Fi is a face corresponding to an index set Ei = Elog,0 or Ei = Elog,
then we say u ∈ AEphg(X) is “ log-smooth” at Fi.
The same definition extends to the partially polyhomogeneous spaces and for polyhomo-
geneous sections of vector bundles.
As mentioned in the introduction, we do not expect our solution to continue past {̥ =
0}. One checks that the flow of the restriction of w1N to if flows from bf to sf , and likewise
the flow on sf flows from if to cf . Since w1N is future-directed for g, we expect that the
metric does not last long enough to have any sort of expansion on sf ∪cf . Thus, for the rest
of this thesis, we will not have cause to deal with all of M. In fact, in this chapter we will
be able to work in coordinates (ξ, v, η, θ), since these cover most of the region of interest.
Let M′ denote the region covered by these coordinates which lies inside {̥ > 0}, which is
diffeomorphic to
([0, 1]ξ × [0, 1]v × [0,∞)η × S2θ ) ∩ {̥ > 0},
and write spTM′ for the short-pulse bundle over M′.4.5 In M′, we fix the values
(i) w = ξ6η2;
(ii) w1 = ξ
2;
(iii) w2 = η
2ξ4.
We record a special case of (4.2.2):
w1N = ξ
2N = η∂η − 1
2
ξ∂ξ
w2L˚ = ξ
4η2L˚ = ∂v.
4.5We have implicitly chosen an extension of ̥ from {ξ = 0} to {ξ > 0} by requiring it to be constant in
ξ. Since the extension theorem is a statement only about solutions at the boundary, any other extension
works equally well.
122
{̥ = 0}
bf = {η = 0}
if = {ξ = 0}
lf = {v = 0}
Figure 4-4: A stylized view of M′ at a certain angular slice θ. rf = {ξ = 1} is not shown,
and is the “front” face meeting lf and bf transversely.
Remark 4.3.4. The advantage of fixing w1 and w2 in this way means that Lw1N and Lw2L˚
are well-defined differential operators on fibre-tensors (cf. corollary 3.2.8). Indeed, denoting
π : M→ N the projection off the fibres, then w1N and w2L are both π-related to vector
fields on the base. The proof of corollary 3.2.8 now goes through verbatim.
For the rest of this section, let E = (0, 0, 0, Elog,0), and E∅ = (∅, . . . , ∅), corresponding to
the ordering (rf , lf , rf , if) of the boundary faces of M′.
For a metric g in a double-null gauge, we let ✁g = ι
∗g denotes its restriction to fibre-
tangent vectors. As usual, we continue to denote by ✁˚g the metric on the round sphere.
The precise version of the existence/uniqueness and degeneracy statement of theorem 4
is:
Theorem 4.3.5. There exists a section g ∈ wAEphg(M′; Sym2(spT ∗M′)) of Lorentzian sig-
nature that is in a double-null gauge and which is a solution to Ric(g) = 0 in series at rf ,
lf ,bf , if , i.e.
Ric(g) ∈ AE∅phg(M′; Sym2(spT ∗M′)),
such that g has short-pulse data. Any two such solutions are the same up to an element of
wAE∅phg(M′; Sym2(spT ∗M′)).
Moreover,
det(ξ−4˚✁g
−1
✁g)|if∩{̥>0} =
1
16
̥2.
In particular, ξ−4✁g degenerates as ̥→ 0.
In more pedestrian terms, theorem 4.3.5 states that there exists a unique series solution
g in each of the faces with the powers of the bdfs in the series expansions given by E , and ✁g
cannot continue as a fibre metric past any extension of {̥ = 0} into M′.
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Remark 4.3.6. Notice that that the theorem says nothing about what happens at ff . This
is because ff is an “artificial face,” and the solution will always continue past it (for instance
by extending the data slightly as we did in section 3.5).
We focus on proving the existence portion of theorem 4.3.5, the degeneracy of ✁g coming
as a side effect of the proof. In fact, we will be able to obtain reasonably precise information
about components of the metric in a double-null gauge at if . This examination has a slightly
different flavour to the rest of this section, and consequently we reserve section 4.4 to do it.
Observe that M′ ∩ {ξ > 0} =M. Since
wA(0,0,0)phg,(rf ,lf ,bf)(M; Sym2(spT ∗M′)) = x2C∞(M; Sym2(spT ∗M)),
theorem 3.2.20 proves most of theorem 4.3.5, in a sense which will be made precise in the
next subsection. Thus, we need only worry about what happens near if .4.6
An important feature of polyhomogeneous functions which are smooth or log-smooth at
at faces is that they are closed under composition with smooth functions.
Lemma 4.3.7. Let X be a manifold with corners and faces F = (F1, . . . , Fn), and E ′ =
(E1, . . . , En), where each Ei is one of 0, or Elog,0.
If U ⊆ R is open and f : U → R is smooth, and a ∈ AE ′phg(X) takes values in U , then
f(a) ∈ AE ′phg(X).
More generally, if V , and W are vector bundles, and U ⊆ V is open, and f : U →W is
smooth, and if a ∈ AE ′phg(X;V ) takes values in U , then f(a) ∈ AE
′
phg(X;W ).
In the special case that f : V ∗ × V → R is tensor contraction, then the conclusion also
holds if we allow some of the Ei to be Elog. In particular AE
′
phg(X) is an algebra, and the
tensor contraction map is well-defined AE ′phg(X;V ∗ ⊗ V )→ AE
′
phg(X).
Remark 4.3.8. Notice that this lemma is not true if we replace Elog,0 or Elog with any proper
subindex set other than 0. This is the main point of allowing Elog,0 and Elog as “generalized”
index sets: we allow logs, but our class of polyhomogeneous functions are still closed under
nonlinear operations.
Remark 4.3.9. This lemma is “obvious” if E ′ = (0, . . . , 0), since in this case AE ′phg(X) =
C∞(X). We present a proof to convince the reader that the argument may be generalized
to the more unfamiliar log-smooth setting.
Proof. It suffices to treat the case that X = [0, 1)k × [0, 1)n−k × Rm, 0 ≤ k ≤ n ∈ N,
m ∈ N, and V and W are the trivial bundles X ×RM , X ×RK , respectively. We will use
coordinates (t1, . . . , tn, s) for X.
4.6To be pedantic, theorem 3.2.20 only allows us to consider the region M∩ {v < 1}. But we can always
arbitrarily extend the data as in section 3.5 to get up to {v = 1}. We will often implicitly use this extension
for the rest of this section.
124
Let us first handle the case of general smooth maps f .
It suffices to prove the following stronger claim: let J ⊆ {1, . . . , n} be a subset, and let
EJ be an associated index family, each of whose components is 0 or Elog,0. We will prove the
lemma not only for the space of polyhomogeneous functions, but also the space of partially
polyhomogeneous functions AEJphg,J(X), by induction on #J .
If #J = 0, then f(a) ∈ A(X) if a ∈ A(X) by the chain rule.
Now assume the claim for #J = j − 1. We prove it for #J = j. For simplicity, we will
only treat the case M = K = 1. Fix some i ∈ J . Let EˆJ denote the index family obtained
from EJ by removing the index set corresponding to Ei, and let Jˆ = J \ {i}. We need to
show that f(a) has a polyhomogeneous expansion at {ti = 0}.
Consider first the case Ei = 0. Fix a ∈ AEJphg,J(X), and suppose a takes values in U .
Write for each N
a =
N−1∑
j=0
ajt
j
i + t
N
i AEˆJphg,Jˆ(X),
where aj ∈ AEˆJphg,Jˆ(X). Write r = (t1, . . . , tˆi, . . . , tn) for a coordinate on {ti = 0}.
4.7 We
may Taylor expand f around any y ∈ U , writing
f(x) =
N−1∑
j=0
(x− y)jfj(y) + (x− y)NRN (x, y)), (4.3.1)
where j!fj = (∂
j
xf)(y) ∈ C∞(U) and RN (x, y) ∈ C∞(U × U). Decompose
a = a0 + bN + t
N
i SN ,
where
bN =
N−1∑
j=1
ajt
j
i ,
a0, . . . , aN−1 ∈ AEˆJphg,Jˆ(X) and SN ∈ A
EˆJ
phg,Jˆ
(X).4.8 Choosing y = a0 in (4.3.1), it follows
that for all N ′
f(a) =
N−1∑
j=0
(bN ′ + t
N ′
i SN ′)
jfj(a0) + (bN ′ + t
N ′
i SN ′)
NRN (a, a0).
By induction, fj(a0) ∈ AEˆJphg,Jˆ({ti = 0}), RN (a, a0) ∈ A
EˆJ
phg,Jˆ
(X), and, provided N ′ ≥ N , for
4.7The notation tˆi means we are removing this coordinate.
4.8This is the point of the proof where we require Ei = 0 or Ei = Elog,0: the restriction of a to {ti = 0},
a0, must be well-defined!
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each j ≥ 1
(b′N + t
N ′
i SN ′)
j =
N−1∑
ℓ=j
cN ′,jt
ℓ
i + t
N
i A
EˆJ
phg,Jˆ
(X),
where cN ′,j ∈ AEˆJphg,Jˆ({ti = 0}) (we have used the inductive hypothesis applied to the
multiplication map to deal with the products). Using the inductive hypothesis again to
handle the products, it follows that
f(a) =
N−1∑
j=0
tjiFj + t
N
i A
EˆJ
phg,Jˆ
(X),
where Fj ∈ AEˆJphg,Jˆ({ti = 0}). This shows that f(a) has the desired polyhomogeneous
expansion.
The same proof works if Ei = Elog,0.
Let us now treat the case that f is tensor contraction. For simplicity, we only treat the
case that V = X ×R is the trivial bundle. As above, we prove the claim more generally for
AEJphg,J(X), by induction on #J . The case #J = 0 is clear since A(X) is an algebra. The
inductive step is also clear: if
a =
N−1∑
j<N,p∈N
aj,pt
j
i log
p ti + t
N
i AEˆJphg,Jˆ(X)
b =
N−1∑
j<N,p∈N
bj,pt
j
i log
p ti + t
N
i AEˆJphg,Jˆ(X),
where aj , bj ∈ AEˆJphg,Jˆ(X), then ab has a similar expansion by induction.
We obtain the important corollary, which extends lemma 4.2.5 and corollary 4.2.6 to the
log-smooth setting.
Corollary 4.3.10. Suppose g ∈ wAEphg(M′; Sym2(spT ∗M′) is a short-pulse metric. Then
its connection is a map
∇ : AEphg(M′; spTM′)→ AEphg(M′; spT 11M′).
Moreover, Riem(g) ∈ w−1AEphg(M′; spT 04 (M′)) and Ric(g) ∈ AEphg(M′; Sym2(spT ∗M′)).
Proof sketch. Let h = w−1g ∈ AEphg(M′; Sym2(spT ∗M′).
We first show that if X is a short-pulse vector field, then
∇X ∈ AEphg(M′; spT 11M′).
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This is essentially lemma 4.2.5, except one now also needs to use lemma 4.3.7 to deal with
the contractions appearing in the Koszul formula, together with one additional fact: if Y is a
short-pulse vector field, then Y tangent to if , and so AEphg(M′;R) is stable under derivation
via Y .4.9 Using that AEphg(M′; spTM′) = AEphg(M′;R) ⊗ C∞(M′; spTM′), lemma 4.3.7
implies the desired mapping property of ∇.
Using lemma 4.3.7 to analyze tensor contradictions again, it is clear that
Riem(h) ∈ AEphg(M′; spT 04 (M′)), Ric(h) ∈ AEphg(M′; Sym2(spT ∗(M′))).
To complete the proof of the corollary, use the previous results, together with lemma 4.3.7
and the formulae for curvature under a conformal change given in the proof of corollary 4.2.6.
We can now start discussing the proof of theorem 4.3.5 in detail. As in the proofs
of theorem 2.2.2 and theorem 3.2.20, we will first reduce the full Einstein equations in a
double-null gauge to three equations for (✁g = ι
∗g, L = L− L˚, ω = logΩ) which we will solve.
4.3.2 Reduction to simpler equations
In this subsection, we reduce theorem 4.3.5 to a couple statements about solutions to
tractable equations for components of g in a double-null gauge.
Our first step is to deal with the apparent overdetermined nature of the Einstein equa-
tions.
In a double-null gauge, Ric(g) splits up naturally into several tensors:
(i) 2Ω2Ric−,−, a section of Sym(
spT ∗S2);
(ii) 4Ω2Ricw1N,−, a section of
spT ∗S2;
(iii) −4Ω2Ricw2L,−, a section of spT ∗S2;
(iv) −2Ricw1N,w1N , a section of the trivial line bundle;
(v) −2Ricw2L,w2L, a section of the trivial line bundle;
(vi) −12 Ricw1N,w2L, a section of the trivial line bundle.
Here a − indicates an argument in spTS2.
As usual, when solving Ric(g) = 0, looking at some of these tensors is redundant, namely:
Proposition 4.3.11. Suppose g ∈ wAEphg(M′; Sym2(spT ∗M′)) satisfies that 2Ω2Ric−,−,
−4Ω2Ricw2L,− and −12 Ricw1N,w2L are all rapidly vanishing at lf , rf , bf , if , i.e. suppose
2Ω2Ric−,− ∈ AE∅phg(M′; Sym2(spT ∗S2))
4.9Both these facts were implicitly used for the C∞ category during the proof of lemma 4.2.5.
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−4Ω2Ricw2L,− ∈ AE∅phg(M′; spT ∗S2)
−1
2
Ricw1N,w2L ∈ AE∅phg(M′;R),
and that 4Ω2Ricw1N,−, −2Ricw1N,w1N are identically 0 on lf and −2Ricw2L,w2L is identi-
cally 0 on rf . Then all components of Ric(g) are rapidly vanishing, i.e. also
−4Ω2Ricw1N,− ∈ AE∅phg(M′; spT ∗S2)
−2Ricw1N,w1N ∈ AE∅phg(M′;R)
−2Ricw2L,w2L ∈ AE∅phg(M′;R),
(4.3.2)
so that
Ric(g) ∈ AE∅phg(M′; Sym2(spT ∗M′)).
Proof. By lemma 3.2.22, we have that all three quantities in (4.3.2) are rapidly vanishing
at all faces in ξ > 0. However, all quantities are also log-smooth, i.e. are in AEphg(M′; •)
(where • is either spT ∗S2 or R where appropriate). The only way this is possible is if they
are in fact rapidly vanishing all these faces all the way to ξ = 0,4.10 i.e. are in
A(∅,∅,∅,Elog,0)phg (M′; •).
It thus suffices to show that each quantity is rapidly vanishing at if = {ξ = 0}, i.e. is in
A(0,0,0,∅)phg (M′; •),
which we will do by showing that all coefficients in their series expansions at if are 0.
If g ∈ wAEphg(M′; Sym2(spT ∗M′)) is in a double-null gauge, then by lemma 4.3.7, the
associated 0 < Ω2 ∈ AEphg(M′;R), and so, again by lemma 4.3.7, Ω±1 ∈ AEphg(M′;R).
Observe that Ric
w1N,ξη(−) is in AEphg(M′;T ∗S2), not AEphg(M′; spT ∗S2), and
Ric
w1N,ξη(−) ∈ AE∅phg(M′;T ∗S2) if and only if Ricw1N,− ∈ AE∅phg(M′; spT ∗S2).
Using our assumptions, we record schematically the contracted Bianchi identities from
appendix A.7 (or see them written in a slightly different form in (2.3.2a)–(2.3.2c)). Under
the assumptions and also using lemma 4.3.7, we may write these equations as
Lw2LRicw1N,ξη(−)+(w2HL)Ricw1N,ξη(−) ∈ AE∅phg(M′; spT ∗S2) (4.3.3)
4.10Technically, this requires the use of corollary B.2.6 to pass from rapidly vanishing at a collection of
faces to having the appropriate index set there, too. The main difficulty is that although the respective
expansions at bf and lf are by assumption trivial, it is not immediate that the expansions at bf and lf of
the coefficients in the log-smooth expansion at if are also trivial. Since this and similar results are intuitive
and we make frequent use of them in this chapter, we only mention this technicality once.
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(commuting w1 through the equation by using the fact that since w2Lw1 = 0).
If we can prove Ric
w1N,ξη(−) ∈ AE∅phg(M′,sp T ∗S2), then we may further write (commuting
w2 using that w1Nw2 = 0)
w2LRicw1Nw1N +(w2H
L)Ricw1Nw1N ∈ AE∅phg(M′;R) (4.3.4)
w1N Ricw2Lw2L+(w1H
N )Ricw2Lw2L ∈ AE∅phg(M′;R). (4.3.5)
Let us look at (4.3.3). Set ✓h = w−1✁g, which is a short-pulse fibre Riemannian metric.
Then
w2H
L = w2Tr(✁g
−1LL ✁g)
= w2Tr(w
−1
✓h
−1LLw✓h)
= Tr(✓h
−1
w
−1Lw2Lw✓h)
= Tr(✓h
−1 Lw2L✓h),
since w2Lw = 0. We could bring the w2 into the Lie-derivative since ✓h is a fibre tensor,
and w2 is constant on the fibres. Thus, by lemma 4.3.7, w2H
L ∈ AEphg(M′;R).
In particular, we may expand
w2H
L =
∑
k<M,p∈N
Hk,pξ
k logp ξ + ξMA(0,0,0)phg,(rf ,lf ,bf)(M′;R),
where each Hk,p is smooth and does not depend on ξ. Also, for each k there are finitely
many p for which Hk,p is nonzero, and H0,p = 0 for p > 0. Likewise, Ricw1N,ξη(−) admits
the expansion
Ric
w1N,ξη(−) =
∑
k<M,p∈N
Rk,pξ
k logp ξ + ξMA(0,0,0)phg,(rf ,lf ,bf)(M′; spT ∗S2).
Since w2L commutes with ξ, (4.3.3) becomes
∑
k<M,p∈N
Lw2LRk,p + ∑
i+j=k,q+r=p
Hj,rRi,q
 ξk logp ξ ∈ ξMA(0,0,0)phg,(rf ,lf ,bf)(M′;T ∗S2).
This implies that for each k, p,
Lw2LRk,p +
∑
i+j=k,q+r=p
Hj,rRi,q = 0.
Since w2L = ∂v , and at lf the assumptions mean that Rk,p|{v=0} ≡ 0, we can show induc-
tively that each Rk,p = 0, and thus Ricw1N,ξη(−) ∈ A(0,0,0,∅)phg (M′, T ∗S2).
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Returning to (4.3.4), the exact same argument now works to establish Ricw1N,w1N ∈
A(0,0,0,∅)phg (M′;R).
Dealing with (4.3.5) is slightly trickier because w1N differentiates in the ξ direction and
is singular in the η direction. First, notice that w1H
N ∈ AEphg(M′;R), for the same reason
that w2H
L is. We may therefore expand
w1H
N =
∑
k<M,p∈N
Hk,pξ
k logp ξ + ξMA(0,0,0)phg,(rf ,lf ,bf)(M′;R)
Ricw2L,w2L =
∑
k<M,p∈N
Rk,pξ
k logp ξ + ξMA(0,0,0)phg,(rf ,lf ,bf)(M′;R),
where Rk,p, Hk,p are smooth and do not depend on ξ, and R0,p,H0,p are zero if p ≥ 1.
Arguing similarly to above, but now observing that if w1N = η∂η − 1/2ξ∂ξ hits a factor
xk logp ξ it generates another term, from (4.3.5) we arrive at
Lw1N Rk,p −
(p+ 1)
2
Rk,p+1 +
∑
i+j=k,q+r=p
Hj,rRi,q = 0. (4.3.6)
Since w1N = η∂η on {ξ = 0}, this is a linear ODE with singular derivative η∂η . We already
know that Rk,p ∈ η∞C∞({ξ = 0}). Indeed, this follows from the fact that
Ricw2L,w2L ∈ A(∅,∅,∅,Elog,0)phg (M′;R).
Now we may apply a theorem on ODEs with singular derivatives from appendix D.2.
Using theorem D.2.1 (or rather the special case where there is no v dependence), we may show
by induction that there is a unique solution to (4.3.6) which is rapidly vanishing, and thus
must coincide with Rk,p. However, it is certainly that Rk,p = 0 (for all k, p) is also a solution
in η∞C∞({ξ = 0}), and thus Rk,p = 0 for all k, p. So Ricw2L,w2L ∈ A(0,0,0,∅)phg (M′;R).
Let us now fix g ∈ wAEphg(M′; Sym2(spT ∗M′)) in a double-null gauge, and set V = ξ3ηL
(recall L = L − L˚) a section of TS2 over M′ (rescaled so it is not a section of spTS2) and
✓k = ξ−4✁g, a section of Sym
2(T ∗S2) overM′ (rescaled so it is not a section of Sym2(spT ∗S2)).
Let w3 be a new weight, a product of a bdf of if and bf , which inM′ we fix to be w3 = ξη.
In light of proposition 4.3.11, we only need to solve:
2Ω2Ric
w3(−),w3(−) ∈ AE∅phg(M′; Sym2(T ∗S2)),
−4Ω2Ric
w2L,w3(−) ∈ AE∅phg(M′;T ∗S2),
−1
2
Ricw1N,w2L ∈ AE∅phg(M′;R)
(4.3.7)
(notice − is now an argument in TS2, and we have removed the sp from the scaling of the
sections).
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Write ϕ = (✓k, V, ω = log Ω), a section of X := Sym
2(T ∗S2) ⊕ TS2 ⊕R over M′. Keep
the notation from section 2.3, except all slash and other tensor operations are taken with
respect to ✓k. Then we may express the Ricci components in (4.3.7) in terms of ϕ. Let us
make the shorthand
Z = Zϕ = ✓k([w1N,V ] + 1/2V, •).
We record, by rescaling (2.3.1a), (2.3.1c), (2.3.1f),
2Ω2Ric
w3(−),w3(−) = Lw1N Lw2L˚✓k +w3Lw1N LV ✓k −
w3
2
L[w1N,V ]✓k +
w3
4
LV ✓k
+
(
1
4
✚tr(Lw1N ✓k)− 1
)(
L
w2L˚+w3V ✓k
)
+
1
4
✚trL
w2L˚+w3V ✓k (Lw1N ✓k − 2✓k)
− 1
2
[(
L
w2L˚+w3V ✓k
)
× Lw1N ✓k + Lw1N ✓k ×
(
L
w2L˚+w3V ✓k
)]
+ 2w23Ω
2
✟✟Ric(✓k)− 2w23✘✘✘HessΩ2 + 2w23Ω2✁dω ⊗ ✁dω
− 1
4Ω2
Z ⊗ Z.
(4.3.8a)
−4Ω2Ric
w2L,w3(−) = Lw2L˚+w3V Z − 2Ω
2
w3✟✟div
(
L
w2L˚+w3V ✓k
)
+ 2Ω2w3✁d✚trL
w2L˚+w3V ✓k +
1
2
(
✚trL
w2L˚+w3V ✓k
)
Z
−w3
(
✚trL
w2L˚+w3V ✓k
)
✁dΩ
2
+ 4Ω2w3✁d(w2L˚+w3V )ω − 2((w2L˚+w3V )ω)Z
(4.3.8b)
−1
2
Ricw2L,w1N = (w1N)(w2L˚+w3V )ω +
1
4
(w1N)✚trL
w2L˚+w3V ✓k
− w3
8
✚trL[w1N,V ]+ 12V ✓k −
w3
2
[w1N,V ]ω − w3
4
V ω − w
2
3
2
 ∆Ω
2
+
1
8Ω2
(
|[w1N,V ]|2 + 1
4
|V |2 +✓k([w1N,V ], V )
)
+
1
8
✓k(L
w2L˚+w3V ✓k,Lw1N ✓k)−
1
4
✚trL
w2L˚+w3V ✓k.
(4.3.8c)
Let us denote by P = (P 1, P 2, P 3) the non-linear differential operator, taking sections
of X (with non-degenerate ✓k) to section of Y = Sym
2(T ∗S2)⊕ T ∗S2 ⊕R, whose action on
a section ϕ = (✓h, V, ω) is given setting P 1ϕ, P 2ϕ, P 3ϕ to be the right-hand side of (4.3.8a),
(4.3.8b) and (4.3.8c), respectively. It is important to observe:
Lemma 4.3.12. If ϕ ∈ AEphg(M′;X), then Pϕ ∈ AEphg(M′;Y ).
Proof sketch. Use lemma 4.3.7, together with the fact that AEphg(M′;R) is stable under
derivation by smooth short-pulse vector fields (cf. corollary 4.3.10).
From lemma 4.2.14, one may from any ϕ recover the metric g which induces the compo-
nents ✓h, V , ω. It is also not hard to see, going through the proof of lemma 4.2.14 carefully,
131
that ϕ ∈ AEphg(M′,X) if and only if g ∈ wAEphg(M′; Sym2(spT ∗M′)). In light of proposi-
tion 4.3.11, provided g has the short-pulse data, and the data for ϕ are given accordingly
and solve RicNN , RicN,− = 0 on lf and RicLL = 0 on rf , then Pϕ ∈ AE∅phg(M′;Y ) if and
only if Ric(g) ∈ AE∅phg(M′; Sym2(spT ∗M′)). That ϕ may be arranged to have these Ricci
components 0 is due to lemma 3.2.23, where it was shown how to construct the initial data
set for ϕ (really ϕ rescaled slightly differently), combined with lemma 3.5.3, where it was
shown that the constraints were satisfied (and hence the data exist on all of rf and lf).4.11
In other words, it suffices to prove:
Theorem 4.3.13. There exists a solution ϕ ∈ AEphg(M′;X) with
Pϕ ∈ AE∅phg(M′, Y ),
and the associated metric g in a double-null gauge has short-pulse data and solves
Ricw1N,w1N = 0, Ricw1N,− = 0 on lf
and
Ricw2L,w2L = 0 on rf .
Any two solutions are the same up to an element of AE∅phg(M′;X).
Moreover,
det ✁˚g
−1
✓k =
1
16
̥2.
Thus, for the rest of the proof of theorem 4.3.5, and indeed the rest of this section, we
will focus mainly on ϕ instead of g.
By theorem 3.2.20, there is already a unique ϕ in series at all faces other than if . Thus
to complete the log-smoothness/polyhomogeneity at if , it suffices to show two things. First,
we show that the coefficients in the Taylor series expansions of ϕ at bf and lf are themselves
log-smooth at bf ∩ if and lf ∩ if , respectively. Let ϕ ∈ C∞(M′ ∩{ξ > 0};X) be the unique
series solution (modulo rapidly vanishing functions) to Pϕ = 0 with short-pulse data which
is provided by theorem 3.2.20, i.e.
Pϕ ∈ x∞v∞u∞C∞(M′ ∩ {ξ > 0};Y )
(recall that M′ ∩ {ξ > 0} =M). Write
ϕ ∼
∑
vkϕlfk
4.11We have glossed over one subtle one small issue: we have RicNN , RicN,− = 0 only on lf ∩ {ξ > 0} from
lemma 3.5.3. However, once we know that ϕ ∈ AEphg(M′;X), we know that once rescaled appropriately, they
must continue as polyhomogeneous sections of rescaled bundles to {ξ = 0}, and thus the rescaled versions
are 0 up to {ξ = 0} and we may actually apply proposition 4.3.11.
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and
ϕ ∼
∑
xkϕ˜bfk =
∑
ηkϕbfk
for the Taylor-series expansions of ϕ at lf ∩ {ξ > 0} and rf ∩ {ξ > 0}, respectively, where
the coefficients ϕlfk ∈ C∞(lf ∩ {ξ > 0}) and ϕbfk ∈ C∞(bf ∩ {ξ > 0}) are unique.
Proposition 4.3.14. For all k ∈ N in fact
ϕlfk ∈ A(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;X), ϕbfk ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf ;X).
4.12
The top-order behaviour at lf and bf , respectively, is given by
ϕlf0 = (˚✁g, 0, 0) + ξA
(0,0,Elog)
phg,(rf ,bf ,if)(lf ;X), ϕ
bf
0 = (˚✁g, 0, 0) + ξA
(0,0,Elog)
phg,(rf ,lf ,if)(bf ;X).
Furthermore, writing ✓kbfi for first component of ϕ
bf
i , and V
bf
i for the second,
✓k
bf
1 = ✁˚gT,
✓k
bf
2 = ✁˚gS0 + ξA
(0,0,Elog)
phg,(rf ,lf ,if)(bf ; Sym
2(T ∗S2)),
V bf1 = 0 + ξA(0,0,Elog)phg,(rf ,lf ,if)(bf ;TS2)
where
S0 = −1
2
∫ v
0
E(s) ds+
1
4
Tr(T2).
Second, we show:
Proposition 4.3.15. There are unique coefficients ϕifk,p ∈ A(0,0)phg (if ∩ {̥ > 0}) (subject to
the condition ϕif0,p = 0 for p ≥ 1 and ϕifk,p = 0 for each k fixed and p large enough), smooth
on if ∩ {̥ > 0} and satisfying the compatibility conditions at bf ∩ if and lf ∩ lf , such that
the asymptotic sum4.13
ϕ ∼
∑
k≥0,p≥0
ξk logp ξϕifk,p
solves Pϕ ∈ A(0,0,∅)phg,(lf ,bf ,if)(M′;X).
Moreover, denoting by ✓kif0,0 the first component of ϕ
if
k,p,
det ✁˚g
−1
✓k
if
0,0 =
1
16
̥2.
Recall that the compatibility conditions here mean, writing
ϕifk,p ∼
∑
ηjϕifk,p,j
4.12Really we mean ϕlfk and ϕ
bf
k extend uniquely to log-smooth functions.
4.13The asymptotic sum is not unique, so we really mean any asymptotic sum.
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and
ϕbfj ∼
∑
ξk logp ξϕbfj,k,p
(where ϕbfj is given by proposition 4.3.14), that
ϕifk,p,j = ϕ
bf
j,k,p,
and similarly for the expansion at lf .
Let us show how these two propositions imply theorem 4.3.13.
Proof of theorem 4.3.13. Let us first show existence. We know that the coefficients ϕlfj and
ϕbfk satisfy the compatibility conditions ∂
k
ηϕ
lf
j = ∂
j
vϕbfk in ξ > 0 because they are the
expansions of an actual function in C∞(M′ ∩ {ξ > 0};X). However, since both extend
to polyhomogeneous functions towards ξ = 0, they continue to satisfy the compatibility
conditions for all ξ. Proposition 4.3.15 also provides us with ϕifz,p satisfying the compatibility
conditions. Combining this with the coefficients ϕrfj provided by the series solution at rf
(which exists by theorem 3.2.20), Borel’s lemma now provides for the existence of ϕ ∈
AEphg(M′;Y ) such that Pϕ is vanishing in series at rf , if ∩ {̥ > 0} and also for all ξ0 > 0,
is vanishing in series at lf ∩ {ξ ≥ ξ0} and bf ∩ {ξ ≥ ξ0}.
However, since Pϕ ∈ AEphg(M′;Y ), the last two vanishing properties hold only if Pϕ is
vanishing rapidly at lf and bf , too.
Thus, Pϕ is vanishing at all faces, i.e. Pϕ ∈ AE∅phg(M′;Y ).
By construction of the coefficients ϕlfk and ϕ
rf
k ,
Ricw1N,w1N = 0, Ricw1N,− = 0 on lf , Ricw2L,w2L = 0 on rf
and has short-pulse data. This completes the proof of existence.
For uniqueness, any solution ϕ comes with its own ϕlfk , etc., and the propositions show
that these are unique.
The statement about det ✁˚g
−1
✓k follows immediately from proposition 4.3.15.
We will devote the next subsection to proving proposition 4.3.14, and the subsequent
subsection to showing proposition 4.3.15, given the existence/uniqueness of the top order.
We will save the discussion of the top order for the last section.
4.3.3 log-smoothness of expansions
We prove proposition 4.3.14. The proposition is really two statements: one for the coeffi-
cients ϕlfk , and one for the coefficients ϕ
bf
k . We treat the second one first.
Proof of proposition 4.3.14 for the case of the expansions at bf . We first compute the top
order expressions explicitly, and then we will linearize the equations to find transport equa-
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tions for the higher order ϕbfj which we can solve. Write ϕ
bf
j = ϕj = (✓kj, Vj , ωj). From
the proof of proposition 3.5.6, we know the values of ϕ0, ϕ1, and ✓k2 (although we need to
rescale). They are:
ϕ0 = (˚✁g, 0, 0)
ϕ1 = (˚✁gT, 0, 0)
✓k2 = ✁˚gS,
where
S = 2ξ2v − 1
2
∫ v
0
E(s) ds+
1
4
Tr(T2).
In particular, the proposition is true for j = 0, 1, and is true of ✓k2. For j ≥ 0 set
ϕ(j) = ϕ0 + · · · + ηjϕj .
We will prove the proposition by induction on j.
Assume the inductive hypothesis for j − 1. We prove it for j. We may write over ξ > 0
P (ϕ(j−1) + η
jϕj) = P (ϕ(j−1)) + η
jTϕ(j−1),jϕj + η
j+1C∞({ξ > 0}), (4.3.9)
where Tϕ(j−1),j is a linear operator which depends on ϕ(j−1),j . However the dependence on
ϕ(j−1) is smooth, and so
Tϕ(j−1),jϕj = Tϕ0,jϕj + ηC
∞({ξ > 0}). (4.3.10)
By the inductive hypothesis,
ϕ(j−1) ∈ AEphg(M′).
Thus,
Pϕ(j−1) ∈ AEphg(M′),
too. However by definition of the ϕi,
P (ϕ(j−1)) ∈ ηjC∞({ξ > 0}),
and so in fact
Pϕ(j−1) ∈ ηjAEphg(M′). (4.3.11)
Also, by definition
P (ϕ(j−1) + η
jϕj) ∈ ηj+1C∞({ξ > 0}). (4.3.12)
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Using (4.3.9)–(4.3.12), it follows that
Tϕ0,jϕj = −(η−jP (ϕ(j−1))|bf ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf),
at least over bf ∩ {ξ > 0}. We may record the components of Tϕ0,j = (T 1, T 2, T 3), which
are obtained by performing a computation and discarding terms of order ηj+1 and higher,
acting on ϕj :
T 1(ϕj) = Lw1N Lw2L˚ Lw2L˚✓kj + (j − 1)Lw2L˚✓kj −
1
2
(
✚trL
w2L˚✓kj
)
✁˚g (4.3.13a)
T 2(ϕj) = ✁˚g
(
L
w2L˚
(
(Lw1N Vj) +
(
j +
1
2
)
Vj
)
, •
)
(4.3.13b)
T 3(ϕj) = w1Nw2L˚ωj + jw2L˚ω +
1
4
w1N✚trL
w2L˚✓kj +
j − 1
4
✚trL
w2L˚✓kj. (4.3.13c)
Here, all tensorial operations are taken with respect to ✁˚g.
In the case j = 2, we already know ✓k2 ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf ). If j ≥ 3, then we may take ✚˚tr
of (4.3.13a) to obtain
Lw1N (Lw2L˚✓kj) + (j − 2)✚tr(Lw2L˚✓kj) ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf ).
Now use lemma 4.3.16, below, to conclude
L
w2L˚✓kj ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf).
Plugging this back into (4.3.13a) means that
Lw1N Lw2L˚✓kj + (j − 1)Lw2L˚✓kj ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf ),
and thus again by lemma 4.3.16, L
w2L˚✓kj ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf ) and thus ✓kj ∈ A
(0,0,Elog,0)
phg,(rf ,lf ,if)(bf )
by integrating and using the fact that ✓kj|{v=0} is 0 for j ≥ 1 since the data is Minkowskian.
The same argument now applies to (4.3.13c), yielding ωj ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf ).
For (4.3.13b), lower it first via ✁˚g to obtain a transport equation for
Lw1N Vj + (j + 1/2)Vj .
Since w1N is tangent to lf , where the data for Vj is 0, it follows by integrating that
Lw1N Vj + (j + 1/2)Vj ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf).
Now apply lemma 4.3.16 to to conclude that and Vj ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf).
Lemma 4.3.16. Fix 0 < k ∈ N. Consider the following ODE for a section f of T pq S2,
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(p, q) ∈ N×N, over bf :
Lw1N f +
k
2
f = R ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf ;T pq S2), (4.3.14)
with smooth data for f at {ξ = 1}. Then
f ∈ A(0,0,Elog,0)phg,(rf ,lf ,if)(bf ;T pq S2).
Proof. On bf , w1N = −12ξ∂ξ. Thus one may check that the solution f is given by
f(ξ) = 2ξk
∫ 1
ξ
R(t) t−k−1 dt+ ξkf(1) =: 2S(ξ) + ξkf(1), (4.3.15)
where we have suppressed the dependence on v, θ. By ODE theory, f is certainly smooth
away from {ξ = 0}, so we just need to check polyhomogeneity near {ξ = 0}. The second
term is harmless, so we focus on S.
We start by showing that f has a log-smooth expansion at ξ = 0. We first show that for
each N large enough S has an expansion of the form
S(ξ) = ξkSN +
∑
(n,p),k<n<N
ξn logp ξSn,p + ξ
NHN , (4.3.16)
where SN , Sn,p are smooth and do not depend on ξ, and HN ∈ A(0)phg,(lf)(bf ∩ {ξ ≤ 1/2}).
Notice that this is not immediately the same as log-smoothness because we are allowing the
top order coefficient Sk,N to depend on N . However, comparing the coefficient of ξ
k for
various N , it follows that they must be the same. So let us focus on proving (4.3.16).
Expand for all N sufficiently large
R(ξ) =
∑
(n,p),n<N
ξn logp ξRn,p + ξ
NGN ,
where Rn,p are smooth and do not depend on ξ and GN ∈ A(0)phg,(lf)(bf ∩ {ξ ≤ 1/2}). Let us
see the contribution of the terms ξm logp ξRn,p to (4.3.16):
ξk
∫ 1
ξ
tm logp tRn,p t
−k−1 dt = cm,p,kξ
kRn,p + ξ
mqm,p(log ξ)Rn,p,
for some polynomial qm,p of degree at most p + 1 and constant cm,p,k. For m > 0, these
terms belong in the expansion (4.3.16). Since k > 0, the terms coming from m = 0 have no
logs in them, so they also belong in the expansion.
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Thus, we need only show that if N is large that
ξk
∫ 1
ξ
tNGN t
−k−1 dt ∈ ξkC∞({ξ = 1}) + ξNA(0)phg,(lf)(bf ∩ {ξ ≤ 1/2}), (4.3.17)
where we have extended an element of C∞({ξ = 1}) to the entire space by requiring it to
be constant in ξ.
Expand
GN =
∑
0≤m<M
vmGN,m + v
MHN,M ,
where GN,m ∈ A(bf ∩ lf ∩ {ξ ≤ 1/2}) and HN,M ∈ A(bf ∩ {ξ ≤ 1/2}). It suffices to show
that
ξk
∫ 1
ξ
tNGN,mt
−k−1 dt ∈ ξkC∞(bf ∩ lf ∩ {ξ = 1}) + ξNA(bf ∩ lf ∩ {ξ ≤ 1/2}) (4.3.18)
ξk
∫ 1
ξ
tNHM,N t
−k−1 dt ∈ ξkC∞(bf ∩ {ξ = 1}) + ξNA(bf ∩ {ξ ≤ 1/2}). (4.3.19)
The same proof essentially works to prove both, so we focus on proving the second.
If N − k − 1 ≥ 0, then the left-hand side of (4.3.19) is equal to
ξk
∫ 1
0
tNHM,N t
−k−1 dt− ξk
∫ ξ
0
tNHM,N t
−k−1 dt.
The first term is in ξkL∞(bf ∩ {ξ = 1}), while the second is in ξNL∞(bf ∩ {ξ ≤ 1/2}).
v∂v and ∂θ commute through the first integral, which shows that the first term is in
ξkC∞(bf ∩ {ξ = 1}), as desired.
For the second term, its form is stable under differentiation via v∂v and ∂θ, so it suffices
to show its ξ∂ξ derivatives are all bounded. Differentiating once ξ∂ξ gives an expression of
the form
ξk
∫ ξ
0
tNAt−k−1 dt+ ξNB,
where A,B ∈ A(bf ∩ {ξ ≤ 1/2}). The form of this expression is stable under further
differentiation via ξ∂ξ, and using the previous argument is certainly in
ξkL∞(bf ∩ {ξ = 1}) + ξNL∞(bf ∩ {ξ ≤ 1/2}).
This shows (4.3.19).
We are not quite done, since we are also required that the coefficients in the expansion
of f at lf are themselves log-smooth at {ξ = 0}. This is a similar argument. Expand
R(ξ) =
∑
0≤n<N
vnRn + v
NGN ,
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where Rn ∈ AElog,0phg,(if)(bf ∩ lf ∩ {ξ ≤ 1/2}) and GN ∈ A
Elog,0
phg,(if)(bf ∩ {ξ ≤ 1/2}). Thus
f(ξ) =
∑
0≤n<N
2vnξk
∫ 1
ξ
Rn(t)t
−k−1 dt+ 2vN ξk
∫ 1
ξ
GN (t)t
−k−1 dt+ ξkf(1).
Arguing similar to above, we deduce that
ξk
∫ 1
ξ
Rn(t)t
−k−1 dt ∈ AElog,0phg,(if)(bf ∩ lf ∩ {ξ ≤ 1/2})
ξk
∫ 1
ξ
GN (t)t
−k−1 dt ∈ AElog,0phg,(if)(bf ∩ {ξ ≤ 1/2}),
which shows that f has the desired expansion at lf .
We now prove the (trickier) part of proposition 4.3.14: the case of ϕlfk .
Proof of proposition 4.3.14 for the case of the expansions at lf . We will examine the top or-
der expressions, and then we will linearize the equations to find transport equations for the
higher order ϕlfj which we can solve. First, though, let us find the initial data for the equa-
tions on lf ∩ rf . Write ϕlfj = ϕj = (✓kj , Vj , ωj). Since L˚ = L on rf by definition, the initial
data for each term Vj is 0. Similarly, ω = 0 on rf , so each ωj = 0. The data for each ✓kj are
harder to analyze. Recall from section 3.1 that the data are given on rf by
✁g = e
Φ
✁˚ge
ηT = eΦ ✁ˆg,
(on rf ξ = 1, and so η = x) for the conformal factor eΦ, where Φ satisfies
2L2Φ+ (LΦ)2 +Tr(✁ˆg
−1 LL ✁ˆg)LΦ+
1
2
| LL ✁ˆg|2ˆ
✁g
+ LTr(✁ˆg
−1LL ✁ˆg) = 0
in order for RicLL = 0 on rf (see lemma 2.4.2, lemma 3.2.23 or lemma 3.5.3). Also recall
from the proof of lemma 3.5.3 that Φ = η2Ψ for some Ψ smooth in a neighbourhood of
v = 0. In particular,
j!✓kj |{ξ=1} = ✁˚g∂jv(eη
2ΨeηT )|{v=0}. (4.3.20)
For j ≥ 1, this is in ηC∞(rf ∩ lf). Denote by ✚˚tr the trace with respect to ✁˚g. We also claim
that for j ≥ 1.
✚˚tr✓hj|{ξ=1} = ∂jveη
2ΨTr(eηT )|{ξ=1} ∈ η2C∞(rf ∩ lf).
Indeed, looking at (4.3.20), if even a single ∂v derivative hits the conformal factor, we pick
up the desired η2 factor. Now we examine what happens when all derivatives hit the factor
eηT .
∂jv Tr(e
ηT ) =
∑
Cα Tr(e
ηT (η∂αv T )
βα),
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where the sum runs over all
∑
αβα = j. The only way to pick up a factor less than η
2 is if
βα = 1 for a single α, and βα = 0 for all others. In this case, the term is
Tr(eηT η∂jvT ).
Since T (0) = 0, this is just η∂jv Tr(T ) = 0, so this term vanishes.
Now let us find the behaviour of the top order ϕ0 and ϕ1. We know from lemma 2.4.2
that ϕ0 and ϕ1 are uniquely specified. Following the procedure described there, it is easy to
see that ϕ=0 (˚✁g, 0, 0) (after all, it must by assumption coincide with Minkowski data). Finding
ϕ1 is trickier. Using the procedure, ✓k1 must be taken so that Ricηξ(−),ηξ(−) = 0 on lf . Using
(4.3.8a), this equation becomes
0 = Lw1N ✓k1 −✓k1 −
1
2
(✚˚tr✓k)˚✁g + 2w
2
3 ✁˚g. (4.3.21)
Taking the trace of this,
0 = Lw1N ✚˚tr✓k1 − 2✚˚tr✓k1 = −4w23.
The initial data for ✚˚tr✓k1 is in η
2C∞(lf), so lemma 4.3.17, below, implies that
✚˚tr✓k1 ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf )
(observe that w23 = ξ
2η2, so there is no coefficient of ξ0 and hence no log term to worry
about). Thus (4.3.21) becomes
Lw1N ✓k1 −✓k1 ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf) (4.3.22)
with initial data in ηC∞(lf). Lemma 4.3.17(and remark 4.3.18 then imply that
✓k1 ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf ).
Using the procedure, ω1 must be taken so that Ricw2L,w1N = 0 on lf . Using (4.3.8c),
this becomes
w1Nω1 +
1
4
w1N✚˚tr✓k1 − 1
4
✚˚tr✓k1 = 0
Thus by lemma 4.3.17, ω1 ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf ).
Next, let us determine V1, which must be chosen so that (4.3.8b) is 0 on lf . On lf ,
∂vZ = ✁˚g([w1N,V1] + V1/2, •).
Thus the equation becomes
✁˚g([w1N,V1] + V1/2, •) − 2ξη✟✟div✓k1 + 2ξη✁d✚tr✓k1 = 0,
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(all slash tensorial operations taken with respect to ✓k0 = ✁˚g). Raising the equation via ✁˚g,
lemma 4.3.17 applies again to show that V1 ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf ).
This proves the proposition for the cases j = 0, 1. Now for j ≥ 0 set
ϕ(j) = ϕ0 + · · ·+ vjϕj .
We will now prove a more precise version of the proposition by induction on j, namely
we will show:
(i) ✓kj ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf) for j ≥ 1;
(ii) ✚˚tr✓kj ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf) for j ≥ 1;
(iii) ωj, Vj ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf) for all j;
(iv) ✁˚g([w1N,Vj] + Vj/2, •) ∈ ηA
(0,0,Elog,0)
phg,(rf ,bf ,if)(lf) for all j;
(of course ϕ0 = (˚✁g, 0, 0) ∈ A
(0,0,Elog,0)
phg,(rf ,bf ,if)
(lf) as we have just computed).
Observe that we have shown all of these for j = 0, 1. Assume the inductive hypothesis
for j − 1. We prove it for j. We may write over ξ > 0
P (ϕ(j−1) + v
jϕj) = P (ϕ(j−1)) + v
j−1Tϕ(j−1),jϕj + v
jC∞({ξ > 0}), (4.3.23)
where Tϕ(j−1),j is a linear operator which depends on ϕ(j−1),j . However the dependence on
ϕ(j−1) is smooth, and so
Tϕ(j−1),jϕj = Tϕ0,jϕj + vC
∞({ξ > 0}). (4.3.24)
By the inductive hypothesis,
ϕ(j−1) ∈ A(0,0,Elog,0)phg,(rf ,bf ,if)(lf).
Thus,
Pϕ(j−1) ∈ A(0,0,Elog,0)phg,(rf ,bf ,if)(lf),
too. However, looking at the precise form of P , we may use the inductive hypothesis and
the description of ϕ0 to see that there are no terms of order η
0, and so
Pϕ(j−1) ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf).
Looking at the precise form of the first component of P , P 1, we in fact conclude that
P 1ϕ(j−1) ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf).
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However by definition of the ϕi, P (ϕ(j−1)) ∈ vj−1C∞({ξ > 0}), and so in fact
Pϕ(j−1) ∈ vj−1ηA(0,0,Elog,0)phg,(rf ,lf ,if)(lf) (4.3.25)
and
P 1ϕ(j−1) ∈ vj−1η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf). (4.3.26)
Similarly, by definition
P (ϕ(j−1) + v
jϕj) ∈ vjC∞({ξ > 0}). (4.3.27)
Thus, using (4.3.23)–(4.3.27)
Tϕ0,jϕj = −(vj−1P (ϕ(j−1))|bf ∈ ηA(0,0,Elog,0)phg,(rf ,lf ,if)(lf),
at least over lf ∩ {ξ > 0}. Write the components of Tϕ0,j
Tϕ0,j = (T
1, T 2, T 3).
We additionally know from (4.3.26) that
T 1ϕj ∈ η2A(0,0,Elog,0)phg,(rf ,lf ,if)(lf).
We may record the components of Tϕ0,j = (T
1, T 2, T 3), which are obtained by performing
a computation and discarding terms of order vj and higher, acting on ϕj :
T 1(ϕj) = j Lw1N ✓kj − j✓kj −
j
2
(✚tr✓kj )˚✁g (4.3.28a)
T 2(ϕj) = j˚✁g([w1N,Vj ], •) +
j
2 ✁˚
g(Vj , •)
− 2jξη✟✟div(✓kj) + 2jξη✁d✚trL
w2L˚✓kj + 4jξη✁dωj
(4.3.28b)
T 3(ϕj) = j(w1N)ωj +
j
4
(w1N)✚˚tr✓kj − j
4
✚tr✓kj . (4.3.28c)
Here, all tensorial operations are taken with respect to ✁˚g.
Let us look at (4.3.28a). Taking its trace with respect to ✁˚g gives
(w1N)✚tr✓kj − 2✚tr✓kj ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf),
with initial data in η2C∞. Lemma 4.3.17 shows that for some R ∈ C∞(S2;R), ✚tr✓kj −
Rη2 log ξ ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf).
However, by compatibility, this would mean that the coefficient of vj in the expansion
at lf of the coefficient of η2 in the expansion of ✓k at bf would have a log ξ in it. But by the
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part of proposition 4.3.14 concerning the expansion at bf , this does not happen.4.14
Equation (4.3.28a) becomes
Lw1N ✓kj −✓kj ∈ η2A(0,0,Elog,0)phg,(rf ,bf ,if)(lf),
with data in ηC∞(lf), and hence using lemma 4.3.17 and remark 4.3.18 again,
✓kj ∈ ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf),
too. Then one treats (4.3.28b) and (4.3.28c) the third component and second component
in kind in the same way as when solving for the first-order behaviour, obtaining ωj ∈
ηA(0,0,Elog,0)phg,(rf ,bf ,if)(lf) and Vj ∈ ηA
(0,0,Elog,0)
phg,(rf ,bf ,if)(lf ).
Lemma 4.3.17. Fix k, j ∈ Z and 2j + k > 0. Consider the following ODE for a section f
of T pq S2 ((p, q) ∈ N×N) over lf :
Lw1N f +
k
2
f = R ∈ ηjA(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;T pq S2), (4.3.29)
with data for f at {ξ = 1} satisfying f |{ξ=1} ∈ ηjC∞({ξ = 1}). Then
f ∈ ηjA(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;T pq S2).
If 2j + k = 0, then one modifies the conclusion as follows: let R ∈ C∞(S2; T pq S2) denote
the coefficient of ξ0 which appears when expanding at {ξ = 0} the coefficient of ηj of the
expansion of R at {η = 0}. Then
f + 2ηj log ξR ∈ A(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;T pq S2).
Remark 4.3.18. In particular if R = 0, then f ∈ A(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;T pq S2). Notice that this
condition is automatically met if R ∈ ηj′A(0,0,Elog,0)phg,(rf ,bf ,if)(lf ;T pq S2) for any j′ > j.
Proof. On lf , w1N = η∂η − 12ξ∂ξ.
We first find a solution f to (4.3.29) in series at all boundary faces in lf , and then turn
it into an actual solution by perturbing it by an element of A(∅,∅,∅)phg,(rf ,bf ,if)(lf) which is 0 at
{ξ = 1}. Since solutions to ODEs are unique, this must coincide with f .
4.14This “magical cancellation” is related to the apparent lower-order behaviour of some of the terms in
the expression for P 1. This, in fact, goes back to equation (3.5.7), where the terms with a 1/(1 − u) in
the denominator cancelled. Tracking carefully, this is why no logs appear in the expansions at bf . In
principle, one could inductively show that these terms cancel without recourse to compatibility, but this is
quite delicate.
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Step 1: Series solution. We start with rf = {ξ = 1}. We may write
R ∼
∑
Ri(1− ξ)i
where Ri ∈ ηjC∞({ξ = 1} and we are looking for coefficients
fi ∈ ηjC∞({ξ = 1}
with f0 = f(1, •) so that
f ∼
∑
fi(1− ξ)i
solves (4.3.29) in series at {ξ = 1}. Thus, fi are required to solve
i+ 1
2
fi+1 +
k
2
f rfi−1 + η∂ηfi = Ri (4.3.30)
for i ≥ 0. These equations may be solved recursively for fi+1.
Next let us solve at bf = {η = 0}. Again write
R ∼
∑
Riη
i+j ,
where Ri ∈ A(0,Elog,0)phg,(rf ,if), and expand the data
f(1, •) ∼
∑
f˜iη
i+j ,
where f˜i ∈ C∞({η = 1− ξ = 0}). We are looking for
fi ∈ A(0,Elog,0)phg,(rf ,if)
so that
f ∼
∑
fiη
i+j
solves (4.3.29) in series at {η = 0} with fi|{ξ=1} = f˜i. Thus, fi are required to solve
−1
2
ξ∂ξfi + (k/2 + j + i)fi = Ri.
Notice that the assumptions mean that k/2+j+i ≥ 0. Assume first that k/2+j+i > 0.
Then a version of lemma 4.3.164.15 shows that fi ∈ A(0,Elog,0)phg,(rf ,bf). If k/2 + j + i = 0, then
k/2+j = 0 and i = 0. Let us expand R0 = R0,0+ξR˜0, where R0,0 = R and R˜0 ∈ A(0,Elog)phg,(rf ,if).
4.15applied to bf ∩ lf rather than bf although the proof is manifestly the same.
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Write fi = −2 log ξR0,0 + f i Then f i satisfies
−1
2
∂ξf i = R˜i,
with initial data f i|{ξ=1} = f˜i. Thus, by integrating, f i ∈ A(0,Elog,0)phg,(rf ,if).
Before moving on to if = {ξ = 0}, let us verify the compatibility conditions between the
series at bf and the series at rf . This is the same argument as in lemma 3.2.26. Write f rfi
and fbfi for the coefficients we found above for the expansions at rf and bf , respectively,and
find asymptotic sums f rf and fbf respectively for each. We may expand
fbf ∼ fbf0 + (1− ξ)fbf1 + (1− ξ)2fbf2 + · · ·
and
f rf ∼ f rf0 + (1− ξ)f rf1 + (1− ξ)2f rf2 + · · · ,
where the f rfi and f
bf
i do not depend on ξ. Write f
bf
(n) and f
rf
(n) for the sum of the first n terms
in the above series, respectively. The compatibility condition is equivalent to f rfi − fbfi ∈
η∞C∞({ξ = 1}). We will use induction on i. Observe that fbf0 − f rf0 ∈ η∞C∞({ξ = 1}),
since by construction fbf{ξ=1} ∼ f rf in Taylor series at {η = 1− ξ = 0}.
Now we use induction, so assume that the claim is true for all ℓ ≤ i− 1 and we prove it
for i. Write fbf − fbf(i−1) = (1− ξ)ifbfi + (1− ξ)i+1ηjC∞({ξ = 1}). Then
(Lw1N +k/2)fbf(i−1) +
i
2
fbfi ξ(1− ξ)i−1 + (1− ξ)iC∞({ξ = 1}). (4.3.31)
Since all terms in fbf(i−1) and f
rf
(i−1) are the same in Taylor series η = 0, we may expand
(Lw1N +k/2)fbf(i−1) = (Lw1N +k/2)f rf(i−1) +
i−1∑
ℓ=0
κℓ(1− ξ)ℓ, (4.3.32)
where the κℓ do not depend on ξ and are rapidly vanishing at {η = 0}.
Also, by assumption, (Lw1N +k/2)fbf − R vanishes in series at {η = 0}. In particular,
we may expand
(Lw1N +k/2)fbf = R+
i∑
ℓ=0
(1− ξ)ℓλℓ + (1− ξ)i+1C∞({ξ = 1}), (4.3.33)
where each λℓ does not depend on ξ and is rapidly vanishing at {η = 0}.
Equating the coefficients of (1− ξ)i−1 and taking ξ → 1, it follows from (4.3.31)–(4.3.33)
that
λi−1 +Ri−1 = κi−1 + η∂ηf
rf
i−1 +
i
2
fbfi +
k
2
fi
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(here, Ri−1 denotes the coefficient of (1 − ξ)i−1 of R in its expansion at ξ = 1). From
(4.3.30), it follows that
λi−1 = κi−1 +
i
2
(fbfi − f rfi ),
which shows fbfi = f
rf
i up to a rapidly vanishing function at {η = 0}, as desired.
Now we move on to obtaining a series expansion at {ξ = 0}. As usual, expand
R ∼
∑
Ri,pξ
i+j logp ξ,
where Ri,p ∈ ηjC∞({ξ = 0}), and we are looking for fi,p ∈ ηjC∞({ξ = 0}) such that
f ∼
∑
fi,pξ
i logp ξ
solves (4.3.29) in series at {ξ = 0}. Thus, fi,p are required to solve
η∂ηfi,p +
k − i
2
fi,p − (p+ 1)
2
fi,p+1 = Ri,p. (4.3.34)
We already know that fbf solves (4.3.29) in series at η = 0. Thus, if we expand
fbf ∼
∑
f˜i,pξ
i logp ξ,
then the f˜i,p solve (4.3.34) modulo an error Ei,p rapidly vanishing at {η = 0}.
Let Fi,p = fi,p − f˜i,p. Now we may apply a theorem on ODEs with singular derivatives
from appendix D.2. Using theorem D.2.1 (or rather the special case that there is no v
dependence), it is easy to inductively find Fi,p which are rapidly vanishing at η = 0 and
solve
η∂ηFi,p +
k − i
2
Fi,p − (p+ 1)
2
Fi,p+1 = −Ei,p ∈ η∞C∞
(of course a term Ei,p is 0 if Ri,p = 0 and f˜i,q = 0 for all q ≥ p). This gives us fi,p and
shows for free that the compatibility conditions are satisfied. However, we need to be certain
that the terms f0,p have the correct form, i.e. if 2j + k > 0 then f0,p = 0 for p ≥ 1 and if
2j + k = 0 then f0,1 = −2ηjR and f0,p = 0 for p ≥ 2.
Let us first look at the case 2j+k > 0. In this case, f˜0,p and R0,p are 0 for p ≥ 1, and so
E0,p ≡ 0 for p ≥ 1 and thus F0,p = 0, and hence f0,p = 0, too, so the condition is satisfied.
Not let us look at the case 2j + k = 0. In this case fbf + 2Rηj log ξ ∈ A(0,Elog,0)phg,(bf ,if), so it
follows that f˜0,1 = −2ηjR and f˜0,p = 0 for p ≥ 2. Since R0,p = 0 for p ≥ 1, this means like
above that f0,p = 0, too. For p = 1, the equation for f˜i,1 reads
η∂η(−2ηjR) + k/2(−2ηjR) = E0,1.
However in this case, j = −k/2, so the left-hand side if 0. This means E0,1 ≡ 0, so
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F0,1 = 0 and hence f0,1 = f˜0,1 = −2ηjR, as desired.
The expansions having been found and the compatibility conditions having been verified,
we may use Borel’s lemma to find a solution
f˜ ∈ ηjA(0,0,Elog,0)phg,(rf ,bf ,if)(lf)
with the correct initial data, solving
Lw1N f˜ +
k
2
f˜ −R = −S ∈ A(∅,∅,∅)phg,(rf ,bf ,if)(lf).
Step 2: Actual solution. To find f , we just need to find g ∈ A(∅,∅,∅)phg,(rf ,bf ,if)(lf) with 0 data
solving
Lw1N g +
k
2
g = S ∈ A(∅,∅,∅)phg,(rf ,bf ,if)(lf).
If this holds, then f = f˜ + g.
One may write down an explicit formula for g:
g(ξ, η) = 2ξk
∫ 1
ξ
S(t, t−2ηξ2)t−k−1 dt.
By assumption for all A,B,C ∈ N, S(v, η) ∈ ξAηB(1 − ξ)CA(lf). It is easy to see that for
all A,B,C ∈ N
g(ξ, η) ∈ ξAηB(1− ξ)CL∞loc(lf ).
Differentiating via ξ∂ξ, η∂η or ∂θ, one finds that, for a, b, c ∈N
(ξ∂ξ)
a(η∂η)
b∂cθg = ξ
k
∫ ξ
1
Sa,b,c(t, t
−2ηξ2)t−k−1 dt+ Ta,b,c(ξ, η),
where
Sa,b,c, Ta,b,c ∈ A(∅,∅,∅)phg,(rf ,bf ,if)(lf).
Thus, one concludes that for any A,B,C ∈ N
(ξ∂ξ)
a(η∂η)
b∂cθg ∈ ξAηB(1− ξ)CL∞loc(lf),
as well. Thus g ∈ A(∅,∅,∅)phg,(rf ,bf ,if)(lf), as desired.
4.3.4 Expansion at if
We prove proposition 4.3.15, modulo the top order which is more complex.
Proof of proposition 4.3.15. We start with some preliminary observations. If j ≥ 1, and
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ψ ∈ AEphg(M′), ψj ∈ ξjA
(0,0,0,Elog)
phg (M′) then
P (ψ + ψj) = P (ψ) +R, (4.3.35)
where R ∈ ξjA(0,0,0,Elog)phg (M′). This can be proved by first observing that lemma 4.3.7
shows that P (ψ + ψj) ∈ AEphg(M′), after which a formal series argument may be carried
out. Furthermore, if ψj has the form
ψj =
p∑
q=0
ξj logq ξψj,p + ψ˜j ,
where ψj,p ∈ C∞(if ∩ {̥ > 0}) and ψ˜j ∈ ξj+1A(0,0,0,Elog)phg (M′), then, denoting by ψ0,0 =
ψ|{ξ=0}4.16
P (ψ+ψj) = P (ψ)+ξ
j logp ξTj,ψ0,0ψj,p+
p−1∑
q=0
ξj logq(Tj,ψ0,0ψj,q+Lq+1,ψ0,0ψj,q+1)+R, (4.3.36)
various T , and the where R ∈ ξj+1A(0,0,0,Elog)phg (M′), and the various T , L are linear operators
depending on the indicated arguments.4.17 This can also be proven by using lemma 4.3.7
followed by a formal series argument.
We can now carry on with the main part proof.
It suffices to prove by induction on k that there exist unique coefficients ϕj,p ∈ A(0,0)phg (if∩
{̥ > 0}), j ≤ k (ϕ0,p = 0 for p ≥ 1), such that their sum
ϕ(k) =
∑
i≤k,p
ϕi,pξ
i logp ξ
solves
Pϕ(k) ∈ ξk+1A(0,0,Elog)phg,(lf ,bf ,if)(M′)
and the ϕ(k) satisfy the compatibility conditions. To prove the existence of ϕ from this, take
an asymptotic sum of the ϕk,p. Then by (4.3.35), then for all k ≥ 0,
Pϕ = P (ϕ(k) + (ϕ− ϕ(k))) = P (ϕ(k)) + ξk+1A(0,0,Elog)phg,(lf ,bf ,if)(M′) = ξk+1A
(0,0,Elog)
phg,(lf ,bf ,if)(M′),
and hence
Pϕ ∈ A(0,0,∅)phg,(lf ,bf ,if)(M′).
4.16In other words the coefficient of ξ0 log0 ξ in the expansion.
4.17The operators T do not depend on p since the dependence on j comes only from hitting a of order term
ξj logp ξ with ξ∂ξ, which generates a term or order jξ
j logp ξ (which manifestly only depends on j), whereas
L does not depend on j because it only comes from when ξ∂ξ lands on a term of orderξ
j logq ξ, and generates
a term of the form qξj logq−1 ξ.
148
Aruging uniqueness is similar. If ψ ∈ AEphg(M′) solves Pψ ∈ A(0,0,∅)phg,(lf ,bf ,if)(M′), denoting
by ψ(k) the sum of terms up to order ξ
k, then, by (4.3.35),
Pψ = P (ψ(k) + (ψ − ψ(k)) = Pψ(k) + ξk+1A(0,0,Elog)phg,(lf ,bf ,if)(M′),
and so
Pψ(k) ∈ ξk+1A(0,0,Elog)phg,(lf ,bf ,if)(M′),
and thus ψ(k) = ϕ(k) by uniqueness.
So let us prove the claim by induction.
Write ϕifj,p = ϕj,p = (✓kj,p, Vj,p, ωj,p).
We handle the base case k = 0 in section 4.4. Unfortunately ✓k0,0 and ω0,0 do not have
easy formulae, although V0,0 = 0.
Let us assume the inductive hypothesis is true for k − 1. We prove it for k. Using the
coefficients ϕlfℓ and ϕ
bf
ℓ of the series solution provided by proposition 4.3.14, together with
the coefficients ϕifi,p for 0 ≤ i ≤ k − 1, we may use Borel’s lemma to find some ϕ˜(k−1) =
ϕ˜ ∈ AEphg(M′) whose expansion at lf and bf have coefficients ϕlfℓ and ϕbfℓ , respectively,
and whose expansion at if has the coefficient of ξi logp ξ for 0 ≤ i ≤ k − 1 equal to ϕifi,p.4.18
Notice that ϕ˜− ϕ(k−1) ∈ ξkA(0,0,0,Elog)phg (M′), and so by (4.3.35)
P (ϕ˜) ∈ ξkA(0,0,0,Elog)phg (M′).
However, since ϕ˜ solves Pϕ˜ in series at rf , lf and bf in fact
P (ϕ˜) ∈ ξkA(∅,∅,∅,Elog)phg (M′).
Now we can prove the existence of the ϕifk,q. Let p be the largest natural number such
that the coefficient of ξk logp ξ of P (ϕ˜) or the coefficient of ϕ˜ is nonzero. Consider some
ϕk,p ∈ C∞(if ∩ {̥ > 0}) which is rapidly vanishing at {η = 0} and {ξ = 0}, and suppose it
solves
P (ϕ˜+ ξk logp ξϕk,p) =
p−1∑
q=0
ξk logq ξck,q + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′), (4.3.37)
for some smooth coefficients ck,q, i.e. it kills the coefficient of ξ
k logp ξ. Observe that since
P (ϕ˜) and ϕk,p are both rapidly vanishing at {η = 0}, {v = 0}, so are the ck,q, provided they
exist. Set ϕifk,p = ϕ˜k,p+ϕk,p. Then ϕ
if
k,p automatically satisfies the compatibility conditions.
4.18To be pedantic, in order to apply Borel’s lemma we also need a sequence of functions which will be the
coefficients of ξi logp ξ for i > k. We may just choose these coefficients arbitrarily provided they satisfy the
compatibility conditions.
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Since
ϕ˜ = ϕ(k−1) +
p∑
q=0
ξk logq ϕ˜k,q + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′), (4.3.38)
(4.3.36) and (4.3.37) show that ϕifk,p solves
P (ϕ(k−1) + ξ
k logp ξϕifk,p) = P (ϕ˜+ ξ
k logp ϕk,p) +
p−1∑
q=0
ξk logq ξak,q+ ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′)
=
p−1∑
q=0
ξk logq ξbk,q + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′),
for some coefficients ak,q, bk,q. The upshot is that adding ξ
k logp ξϕifk,p kills the term of order
ξk logp ξ in the expansion. So let us solve (4.3.37). From (4.3.36), we have that
P (ϕ˜+ ξk logp ξϕk,p) = P (ϕ˜) + ξ
k logp ξkTj,ϕ˜0,0ϕk,p
+
p−1∑
q=0
ξk logq ξdk,q + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′),
for some smooth coefficients dk,q. Extracting the coefficient of ξ
k logp ξ means that it is
necessary and sufficient for
Tj,ϕ˜0,0ϕk,p = −(ξ−k log−p P (ϕ˜))|{ξ=0}. (4.3.39)
Since P (ϕ˜) ∈ ξkA(∅,∅,∅,Elog)phg (M′), in fact (ξ−k log−p P (ϕ˜))|{ξ=0} ∈ v∞η∞C∞(if ∩ {̥ > 0}).
We may record the components of Tj,ϕ˜0,0 = (T
1, T 2, T 3). Set ϕk,p = (✓kk,p, Vk,p, ωk,p). We
record:
T 1(ϕk,p) = Lη∂η L∂v ✓kk,p −
j
2
L∂v ✓kk,p
+
(
1
4
✚tr(Lη∂η ✓k0,0)− 1
)
(L∂v ✓kk,p)
+
1
4
(
−✓k0,0(✓kk,p,Lη∂η ✓k0,0) +✚trLη∂η ✓kk,p −
j
2
✚tr✓kk,p
)
L∂v ✓k0,0
+
1
4
(✚trL∂v ✓k0,0)
(
Lη∂η ✓kk,p −
(
j
2
+ 2
)
✓kk,p
)
+
1
4
(−✓k0,0(✓kk,p,L∂v ✓k0,0) +✚trL∂v ✓kk,p)
(Lη∂η ✓k0,0 − 2✓k0,0)
− 1
2
[L∂v ✓kk,p × Lη∂η ✓k0,0 + Lη∂η ✓k0,0 × ∂v✓kk,p]
− 1
2
[
L∂v ✓k0,0 ×
(
Lη∂η ✓kk,p −
j
2
✓kk,p
)
+
(
Lη∂η ✓kk,p −
j
2
✓kk,p
)
× L∂v ✓k0,0
]
+
1
2
[L∂v ✓k0,0 ×✓kk,p × Lη∂η ✓k0,0 + Lη∂η ✓k0,0 ×✓kk,p × L∂v ✓k0,0]
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T 2(ϕk,p) = L∂v
((Lη∂η Vk,p)♭ + (1− j)2 V ♭k,p
)
+
1
2
(✚trL∂v ✓k0,0)
((Lη∂η Vk,p)♭ + (1− j)2 V ♭k,p
)
−2∂vω0
((Lη∂η Vk,p)♭ + (1− j)2 V ♭k,p
)
T 3(ϕk,p) = η∂η∂vωk,p − j
2
∂vωk,p
+
1
4
η∂η✚trL∂v ✓kk,p −
1
4
η∂η✓k0,0(✓kk,p,L∂v ✓k0,0)
−
(
j
8
+
1
4
)
✚trL∂v ✓kk,p +
(
j
8
+
1
4
)
✓k0,0(✓kk,p,L∂v ✓k0,0)
− 1
8
Tr(✓k
−1
0,0(Lη∂η ✓k0,0)✓k−10,0✓kk,p✓k−10,0(L∂v ✓k0,0))
− 1
8
Tr(✓k
−1
0,0(L∂v ✓k0,0)✓k−10,0✓kk,p✓k−10,0(Lη∂η ✓k0,0))
+
1
8
✓k0,0(L∂v ✓kk,p,Lη∂η ✓k0,0) +
1
8
✓k0,0
(
L∂v ✓k0,0,Lη∂η ✓kk,p −
j
2
✓kk,p
)
.
Here, all tensorial operations are with respect to ✓k0,0, and the notation •♭ indicates
raising a vector field via ✓k0,0, i.e. A
♭ = ✓k0,0(A, •) for any vector field A.
Although these equations look horrendous4.19, they are just the sort of system considered
in appendix D.2. By assumption, the right-hand side for these is in v∞η∞C∞(if ∩{̥ > 0}),
so, after lowering the expression for T 2 via ✓k0,0, we may apply theorem D.2.1 to obtain a
unique solution in v∞η∞C∞, which is our ϕk,p.
Now we may iterate this argument, finding inductively, for each 0 ≤ q ≤ p− 1 (starting
with q = p− 1), a section ϕk,q satisfying
P
ϕ˜+ p∑
r=q+1
ξk logr ξϕk,r
+ ξk logq ξϕk,q
= q−1∑
r=0
ξk logr ξck,r+ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′),
(4.3.40)
for some smooth coefficients ck,r (by induction the argument of P in parentheses already
solves the equation up to order ξk logq ξ, so we just need to kill the error term of order
ξk logq ξ) and then setting
ϕifk,q = ϕ˜k,q
if + ϕk,q
so that
P (ϕ(k−1) + ξ
k logp ξϕifk,p + · · ·+ ξk logq ξϕifk,q) =
q−1∑
r=0
ξk logr ξbk,r + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′).
This completes the existence part of the inductive step. We move onto uniqueness.
4.19In fact they are horrendous!
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Suppose ψj,p, j ≤ k, ψ0,p = 0 for p ≥ 1 are coefficients such that their sum
ψ(k) =
∑
i≤k,p
ψi,pξ
i logp ξ
solves
Pψ(k) ∈ ξk+1A(0,0,Elog)phg,(lf ,bf ,if)(M′),
and satisfy the compatibility conditions. We need to show that ψj,p = ϕj,p for all j, p. Write
ψ(k−1) =
∑
i≤k−1, p
ψi,pξ
i logp ξ.
Then by (4.3.35)
Pψ(k−1) ∈ ξkA(0,0,Elog)phg,(lf ,bf ,if)(M′),
and so by induction, ψ(k−1) = ϕ(k−1). Let p be the largest natural number such that the
coefficient of ξk logp ξ of P (ϕ˜) or ϕ˜ is nonzero, and let p′ be the maximum of p and the
largest natural number q such that ψk,q is nonzero. Since the the compatibility conditions
are satisfied by assumption, for all q
ψk,q := ψk,q − ϕ˜k,q
is rapidly vanishing at lf and bf for all q ≤ p. By assumption
P (ψ(k−1) + ξ
k logp
′
ξψk,p′) =
p′−1∑
q=0
ξk logq ξck,q + ξ
k+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′)
for some smooth coefficients ck,q. Using (4.3.38) and the inductive hypothesis it follows (like
above) that
P (ϕ˜+ ξk logp
′
ξψk,p′) =
p′−1∑
q=0
ξk logq ξdk,q + ξ
k+1 + ξk+1A(0,0,0,Elog)phg,(rf ,lf ,bf ,if)(M′)
for some smooth coefficients dk,q. As above, this means that
Tj,ϕ˜0,0ψk,p′ = −(ξ−k log−p
′
ξP (ϕ˜))|{ξ=0}.
If p′ = p, this is the same equation as (4.3.39), which means by uniqueness that ψk,p′ = ϕk,p′,
and so ψk,p′ = ϕk,p′ . If p
′ > p, then the right-hand side is 0, and so by uniqueness ψk,p′ = 0,
and so ψk,p′ = 0 = ϕk,p′ . Arguing as above using induction, it follows for 0 ≤ q < p′ that
Tj,ϕ˜0,0ψk,q = −(ξ−k log−q ξP (ϕ˜))|{ξ=0},
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too, and thus like above, ψk,q = ϕk,q, too.
4.4 Top order at if
In this section we complete the proof of proposition 4.3.15 by showing how to find the top
order ϕif0,0 = (✓k0,0, V0,0, ω0,0). The treatment of how to find ✓k0,0 and ω0,0 will be important
since it is how we are going to find the blowup in chapter 6 (although also important, we
will see that V0,0 is trivial so there is little content to use later). For this section, we drop
the subscript 0, 0 as well as the superscript if from our notation.
4.4.1 The behaviour of V to top order.
Perhaps unusually, the first equation we analyze at if is (4.3.8b), which will give us the top
order behaviour of V . We will show:
Proposition 4.4.1. Suppose ϕ ∈ AEphg(M′). Then V = 0 is the unique choice of V which
satisfies (4.3.8b) = 0 on if ∩ {̥ > 0} and satisfies the compatibility conditions with the
series solutions at bf and if .
Proof. At if , (4.3.8b) = 0 takes the form
0 = L∂v Z +
1
2
✚tr(L∂v ✓k)Z − 2(∂vω)Z. (4.4.1)
Proposition 4.3.14 shows that if the compatibility conditions are to be satisfied, then V = 0
to top order at lf ∪bf and V = 0 to first order as well as bf . This gives us the data required
to solve (4.4.1) uniquely if V is to satisfy the compatibility conditions, as we now indicate.
The equation is a linear transport equation in Z, and so Z = 0 is the unique solution, since
Z = 0 on lf by compatibility. Thus
0 = Lw1N V +
1
2
V = Lη∂η V +
1
2
V.
The data we are providing means that both V, ∂ηV = 0 at {η = 0}. Thus we may set
V = ηW , and W satisfies
0 = Lη∂η W +
3
2
ηW,
with W |{η=0} = 0, and thus W = 0 and so V = 0.
Lastly, we need to check that all the compatibility conditions are satisfied. Let ϕ =
(k, V , ω) be a series solution at bf and lf , provided by proposition 4.3.14. We need that for
all k
0 = Lk∂η V = Lk∂η V , 0 = Lk∂v V = Lk∂v V
on if ∩ bf and if ∩ lf , respectively.
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By assumption, with Z = k([w1N,V ] + 1/2V, •), the condition that is (4.3.8b) rapidly
vanishing at bf ∩ if and lf ∩ if on if is
L∂v Z +
1
2
✚tr(L∂v ✓k)Z − 2(∂vω)Z ∈ η∞v∞C∞(if).
Arguing as above, this means that Z ∈ η∞v∞C∞(if), and thus V ∈ η∞v∞C∞(if). This
shows that the compatibility conditions are satisfied.
4.4.2 The behaviour of ✓k to top order.
Let us now analyze (4.3.8a) at if to obtain the top-order behaviour of ✓k. This will be the
hardest component of ϕ to examine. We will show in this subsection:
Proposition 4.4.2. Suppose ϕ ∈ AEphg(M′). Then there exists a unique smooth ✓k, defined
on if ∩{̥ > 0} such that ϕ satisfies (4.3.8a) = 0 on {̥ > 0} and satisfies the compatibility
conditions with the series solutions at bf and lf . The unique solution may not be continued
past {̥ = 0}.
We split the proof of proposition 4.4.2 across this subsection.
From proposition 4.4.1, V = 0, so (4.3.8a) takes the form
0 = Lη∂η L∂v✓k +
1
4
✚tr(Lη∂η ✓k)L∂v✓k +
1
4
✚tr(L∂v✓k)Lη∂η ✓k
− 1
2
(L∂v✓k × Lη∂η ✓k + Lη∂η ✓k × L∂v✓k)−L∂v ✓k − 12✚tr(L∂v ✓k)✓k.
(4.4.2)
If the compatibility conditions are to be satisfied, then ✓k = ✁˚g along {v = 0} and {η = 0} by
proposition 4.3.14.
To analyze (4.4.2), it will be convenient to decompose the derivatives of ✓k into their trace
and tracefree parts. Write
L∂v ✓k = ✓k
f
2
+✓kF
L∂η ✓k = ✓k
h
2
+✓kH,
where f , h are scalars, and F , H are tracefree ✓k-symmetric tensors. Equation (4.4.2) implies
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that f, h, F,H satisfy the system4.20
0 = ∂ηf +
1
2
fh− 2
η
f
0 = ∂vh+
1
2
fh− 2
η
f
(4.4.3a)
0 = ∂ηF +
(
1
4
h− 1
η
)
F +
1
4
fH +
1
2
[H,F ]
0 = ∂vH +
(
1
4
h− 1
η
)
F +
1
4
fH +
1
2
[F,H].
(4.4.3b)
The notation [•, •] indicates the usual commutator of matrices (or type (1, 1) tensors).
Set f˜ = η−2f , F˜ = η−1F . We may rewrite (4.4.3) as
0 = ∂ηf˜ +
1
2
f˜h
0 = ∂vh+
η2
2
f˜h− 2ηf˜
(4.4.4a)
0 = ∂ηF˜ +
1
4
hF˜ +
1
4
f˜H +
1
2
[H, F˜ ]
0 = ∂vH +
η
4
hF˜ +
η2
4
f˜H +
η
2
[F˜ ,H]− F˜ .
(4.4.4b)
The combined systems for (f, F, h,H) and (f˜ , F˜ , h,H) are nonlinear Goursat problems,
which are considered in appendix D.1. We must provide initial data for (h,H) along {v = 0}
and for (f˜ , F˜ ) along {η = 0}.
Lemma 4.4.3. If the compatibility conditions are satisfied, then ✓k|{v=0}∪{η=0} = ✁˚g, f ∈
η2C∞({̥ > 0}), F ∈ ηC∞({̥ > 0}) and the initial data are:
h|{v=0} = 0
H|{v=0} = 0
f˜ |{η=0} = −E
F˜ |{η=0} = ∂vT.
Proof. From proposition 4.3.14, the data for ✓k is as described. It follows that
L∂η ✓k = L∂η ✁˚g = 0
4.20Here, and for the rest of this thesis, we may write ∂η and ∂v for L∂η and L∂v after choosing a trivialization
of the fibre bundle over if , i.e. choosing coordinates (η, v, θ) in which the projection is (η, v, θ) 7→ (η, v).
Indeed, one may interpret a tracefree fibre-tensor A as a family of matrices or vectors in R2×2 = R4, and
for X = ∂η or ∂v, in canonical coordinates LX A is the same as the component-wise derivative XA, since
the commutators [X,Θ] with Θ a basis vector field ∂θa is 0. Cf. remark 4.3.4.
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on lf , and so the data for h and H is as described. The data for f˜ and F˜ are harder to
provide, since they must come from higher-order terms in the series expansion of ✓k at bf .
However, from proposition 4.3.14, we know that on if ,
✓k = ✁˚g(1 + ηT+ η
2S0) + η
3C∞(if ),
where
S0 = −1
2
∫ v
0
E(s) ds+
1
4
Tr(T2).
Thus, if the compatibility conditions are to be satisfied, then at if ,
L∂v ✓k = ✁˚g
(
η∂vT+ η
2
(
−1
2
E+
1
2
Tr(T∂vT)
))
+ η3C∞(if)
= ✓k
(
η∂vT− η
2
2
E+
η2
2
Tr(T∂vT)− η2T∂vT+ η3C∞(if )
)
.
Now recall that since T is fibrewise tracefree linear map on a 2-dimensional vector space,
T∂vT is a scalar, and so the last two terms of order η
2 cancel. Thus, if the compatibility
conditions are satisfied, we see that f |{η=0}, ∂ηf |{η=0} = 0, and so f ∈ η2C∞({̥ > 0}) and
f˜ |{η=0} = −E, and F |{η=0} = 0, and so F ∈ ηC∞({̥ > 0}) and F˜ |{η=0} = ∂vT.
Recalling lemma 4.3.2, the uniqueness statement of theorem D.1.2 shows that:
Lemma 4.4.4. Solutions to (4.4.2), the system (4.4.3) and the system (4.4.4), with the data
specified as in lemma 4.4.3, are unique on {̥ > 0}, provided they exist.
These last two lemmas show that if there is a solution satisfying the compatibility con-
ditions, then it is unique. So we are left with establishing existence on {̥ > 0}, together
with checking that all the compatibility conditions are indeed satisfied. Let us begin with
the latter.
Lemma 4.4.5. Smooth solutions to (4.4.2) on {̥ > 0} with the given data for ✓k, f˜ , F˜ , h,
H satisfy the compatibility conditions.
Proof. Let ϕ = (✓k, V , ω) be a series solution at bf and lf , provided by proposition 4.3.14.
It suffices to show that ✓k −✓k ∈ η∞v∞C∞({̥ > 0}).
Let us define f˜ , F˜ , h, H analogously to f˜ , F˜ , h, H, i.e. by
∂vk = ✓k(η
2/2f˜ + ηF˜ )
∂ηk = ✓k(h+H).
Since, by proposition 4.4.1, V = V modulo a vector field rapidly vanishing at {v = 0} and
{η = 0}, f˜ , F˜ , h, H satisfy the system (4.4.4) with the same initial data as f˜ , F˜ , h, H, but
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with a rapidly vanishing error. The ∂η–equations in both then establish that f˜ = f˜ , F˜ = F˜
on {v = 0}, since these are ODEs with the same data and same coefficients, and likewise
the ∂v–equations establish that h = h, H = H on {η = 0}.
Using the equation, it now follows that ∂ηf˜ = ∂η f˜ , ∂ηF˜ = ∂ηF˜ along {v = 0}∪ {η = 0},
and similarly ∂vh = ∂vh, ∂vH = ∂vH along {v = 0} ∪ {η = 0}.
Now differentiate the equations using ∂v and ∂η and iterate the argument. We conclude
that f˜ , F˜ , h, H are equal to f˜ , F˜ , h, H up to a smooth function rapidly decreasing at
{v = 0} ∪ {η = 0}.
By definition ∂v✓k = ✓k(f/2 + F ) and ∂v✓k = ✓k(f/2 + F ). Since f/2 + F and f/2 + F
differ by a rapidly vanishing function, it follows that on {v = 0} ∪ {η = 0}, ∂v✓k = ∂v✓k.
Similarly, since ∂η✓k = ✓k(h/2 + H) and ∂η✓k = ✓k(h/2 + H), it follows that ∂η✓k = ∂η✓k on
{v = 0}∪{η = 0}. Now differentiate the equations for ∂v✓k and ∂η✓k via ∂v and ∂η and iterate
the argument. We conclude ✓k −✓k ∈ η∞v∞C∞({̥ > 0}).
Now we focus on existence. While the systems (4.4.3) and (4.4.4) are obviously equiva-
lent, it is not clear that every solution (f, F, h,H) to (4.4.3) comes from a solution to (4.4.2).
We will for the rest of this thesis work almost exclusively with the systems (4.4.3) or (4.4.4),
so we need to know that we may consider these equations rather than (4.4.2).
Proposition 4.4.6. Let (f, F, h,H) be a smooth solution to (4.4.3) on {̥ > 0} (or indeed
on any “rectangle” [0, v0]×[0, η0]×U , v0, η0 > 0 ⊆ {̥ > 0}, U ⊆ S2) with the specified data.
Then there exists a solution ✓k to (4.4.2) such that ∂v✓k = ✓k(f/2+F ) and ∂η✓k =✓k(h/2 +H)
with data ✓k = ✁˚g on {v = 0} ∪ {η = 0}.
Proof. Fix a rectangle R = [0, v0]× [0, η0]×U ⊆ {̥ > 0} for v0, η0 > 0 and U ⊆ S2. Define
✓k by requiring it to solve the linear ODE
∂v✓k = ✓k(f/2 + F )
with data ✓k|{v=0} = ✁˚g. We need to verify:
(i) ✓k{η=0} = ✁˚g;
(ii) ∂η✓k = ✓k(h/2 +H);
(iii) ✓k solves (4.4.2);
(iv) ✓k is a Riemannian metric on TS2.
Property (iv) entails:
(iv)a. ✓k is non-degenerate;
(iv)b. ✓k is symmetric;
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(iv)c. ✓k is positive.
Property (iii) follows from (ii) and (iv) by direct substitution. Property (i) is clear since on
{η = 0}, f/2 +F = 0 and so ∂v✓k = 0. Let us now show (iv)a. Set K = ✁˚g
−1
✓k|if∩{̥>0} to be
a (1, 1) tensor. It suffices to show that detK 6= 0. By Jacobi’s formula
∂v detK = Tr(K
−1∂vK) detK = f detK
if detK 6= 0 at a point p ∈ R. In particular, if detK > 0 at p then
∂v log detK = f. (4.4.5)
We know that on {v = 0}, detK > 0 since ✓k = ✁˚g. In particular, for any η1 ∈ [0, η0]
and θ0 ∈ U fixed, for ε > 0 small enough, detK > 0 on [0, ε] × {η1} × {θ0}. Now (4.4.5),
combined with an open-closed argument shows that detK > 0 on [0, v0]×{η1}×{θ0}. Since
η1, θ0 were arbitrary, it follows that detK > 0 on all of R.
Let us now show (ii). Since ✓k is non-degenerate, we may write ∂η✓k = ✓k(h
′/2 +H ′) for
some scalar h′ and tracefree H ′. Using that L∂v L∂η ✓k = L∂η L∂v ✓k, we deduce that
∂η(f/2 + F )− ∂v(h′/2 +H ′) = [f/2 + F, h′/2 +H ′] = [F,H ′].
Looking at the system (4.4.3), it is clear that
∂η(f/2 + F )− ∂v(h/2 +H) = [F,H].
Thus, taking the trace and tracefree parts,
∂v(h− h′) = 0
∂v(H −H ′) = [F,H −H ′].
Since F is smooth, these are both ODEs. By assumption h′ = 0, H ′ = 0 on {v = 0} since
✓k = ✁˚g on {v = 0}. Thus h − h′ and H −H ′ are 0 on {v = 0} and solve an ODE for which
the pair (0, 0) is a solution. Thus h = h′ and H = H ′. This proves (ii).
Next we show (iv)b. Denote k∗ab = kba. We need to show that ✓k = ✓k
∗. Observe that ✓k∗
also satisfies (4.4.2). We may write
∂v✓k
∗ = ✓k
∗(f ′/2 + F ′), ∂η✓k
∗ = ✓k
∗(h′/2 +H ′), (4.4.6)
for f ′, h′ scalars and F ′, H ′ tracefree. Since ✓k∗ = ✁˚g initially, h
′ = 0, H ′ = 0 on {v = 0},
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and f ′ = 0, F ′ = 0 on {η = 0}. It suffices to show that
f ′ ∈ η2C∞(R), f˜ ′ := η−2f ′ = f˜ on {η = 0} (4.4.7a)
F ′ ∈ ηC∞(R), F˜ ′ := η−1F ′ = F˜ on {η = 0}. (4.4.7b)
Indeed, since ✓k∗ solves (4.4.2), (4.4.7) shows that f˜ ′, F˜ ′, h′, H ′ solve the system (4.4.4) with
the same data as f˜ , F˜ , h, H, and so by the uniqueness statement of theorem D.1.2, f˜ ′ = f˜ ,
F˜ ′ = F˜ , h′ = H, g′ = G. Thus from (4.4.6), the definition of ✓k and property (ii), ✓k = ✓k∗,
since they satisfy the same linear ODE with the same data.
Let us prove (4.4.7). By definition it is true that
∂v(✓k
∗) = (∂v✓k)
∗ = (f/2 + F )✓k
∗. (4.4.8)
Let ✓h denote the (2, 0) tensor satisfying ✓h✓k∗ = δab .
4.21 Since ✓k is smooth, so is ✓h. Thus from
(4.4.6)-(4.4.8)
(f ′/2 + F ′) = ✓h(f/2 + F )✓k
∗ = f/2 +✓hF✓k
∗ (4.4.9)
and so taking the trace and tracefree parts shows the regularity statement of (4.4.7a)-
(4.4.7b). Thus, we may divide the trace part by η2 and the tracefree part by η to obtain
f˜ ′ = f˜ , F˜ ′ = ✓hF˜✓k
∗. (4.4.10)
This shows the rest of (4.4.7a). At {η = 0}, F˜ = ∂vT and ✓k = ✁˚g is symmetric. In particular
✓h = ✁˚g
−1
. Recall that the short-pulse tensor T was defined to be ✁˚g-symmetric, and so on
{η = 0}, F˜ is also ✁˚g-symmetric, and so
✁˚gF˜ = (˚✁gF˜ )
∗ = F˜ ✁˚g.
Thus, (4.4.10) implies that F˜ ′ = F˜ , which is the last part of (4.4.7b).
Finally, we show (iv)c. The set of positive, symmetric matrices (0, 2) tensors is open in
symmetric (0, 2) tensors, and disjoint from the set of symmetric nondegenerate (0, 2) tensors
of other signatures. The (0, 2) tensors✓k form a continuous family of symmetric (0, 2) tensors
which is at a point (really along all of {v = 0}∪{η = 0}) positive and symmetric. It follows
that ✓k is positive everywhere.
The combined systems (4.4.3), (4.4.4) are upper triangular, in the sense that (4.4.3a)
is an equation only on f, h, and (4.4.4a) is an equation only for f˜ , h, respectively. It thus
makes sense to solve (4.4.3a)/(4.4.4a) first.
4.21In other words, ✁h = (
˚
✁g✁k
∗
)−1˚✁g, where the inverse is well-defined since its argument is an invertible (1, 1)
tensor. Notice that we need to keep track of “left inverses” of ✁k
∗ and “right inverses” of ✁k
∗ since ✁k
∗ has not
yet been proven to be symmetric.
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Proposition 4.4.7. With the given data, f , h are given explicitly by the formulae
f = 2∂v log̥ = −4η
2E
̥
h = 2∂η log̥ = −
2η
∫ v
0 E
̥
.
Of course, this means
f˜ = f/η2 = −4E
̥
.
In particular, f˜ , h exist and are smooth on {̥ > 0}, and may not be continued past
{̥ = 0}.
Proof. Recalling that ̥ = 4− 2η2 ∫ v0 E, it is clear that f˜ , h have the correct data, and one
may easily verify that f , h solve (4.4.3a).
This is slightly mysterious, however, so we provide a formal derivation. Let us assume
we have a smooth solution (f˜ , h).
The equation
0 = ∂ηf˜ +
1
2
f˜h
is a first order linear ODE for f˜ in terms of h, and therefore by the method of integrating
factors has a solution
f˜(v, η) = f˜(v, 0) exp
(
−1
2
∫ η
0
h(v, t) dt
)
. (4.4.11)
Now ∂vh = ∂ηf by definition, and so
∂v
∫ η
0
h(v, t) dt = f(v, η)− f(v, 0) = η2f˜(v, η).
Thus ∫ η
0
h(v, t) dt =
∫ v
0
η2f˜(s, η) ds+ η2f˜(0, η) =
∫ v
0
η2f˜(s, η) ds
(the term f˜(0, η) vanishes using (4.4.11) because f˜(0, 0) = 0) and so we may write (4.4.11)
as
f˜(v, η) = f˜(v, 0) exp
(
−η
2
2
∫ v
0
f˜(s, η) dt
)
. (4.4.12)
Let us assume that E(v) > 0 on (v0, 1], and E(v) = 0 on [0, v0]. Uniqueness of the
solution shows that f˜ = h = 0 on [0, v0]× [0,∞), so the region v > v0 is the only interesting
region. On this region, we may differentiate (4.4.12) using ∂v to obtain
∂v f˜(v, η) = ∂v(log f˜(v, 0))f˜ (v, η) − η
2
2
f˜2. (4.4.13)
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This is a Bernoulli differential equation, and so we may transform it into a linear equation
by setting Φ = f˜−1 (let us ignore the issue of dividing by zero since we are only providing
a formal derivation; one may simply check directly that the resulting formulae are indeed
solutions). This transforms (4.4.13) into
∂vΦ = −∂v(log f˜(v, 0))Φ + η
2
2
,
which has solution (obtained using the method of integrating factors)
Φ(v, η) =
Φ(v1, η)f˜ (v1, 0)
f˜(v, 0)
+
η2
2f˜(v, 0)
∫ v
v1
f˜(s, 0) ds,
for any v1 > v0. Thus
f˜(v, η) =
4η2f˜(v, 0)
4Φ(v1, η)f˜ (v1, 0) + 2η2
∫ v
v1
f˜(s, 0) ds
= − 4E
4f˜(v1, 0)/f˜ (v1, η) − 2η2
∫ v
v1
E
.
From (4.4.12),
f˜(v1, 0)/f˜ (v1, η) = exp
(
η2
2
∫ v1
0
f(v, t) dt
)
,
and so f˜(v1, 0)/f˜ (v1, η)→ 1 as v1 → 0. Therefore we recover
f = 2∂v log̥ = −4η
2E
̥
.
From the ODE
∂vh = ∂ηf = 2∂v∂η log̥,
we recover
h = −2∂η log̥ =
2η
∫ v
0 E
̥
.
The formulae for f and h can easily be used to proved the formula for det ✁˚g
−1
✓k.
Corollary 4.4.8. The following formula is valid:
det ✁˚g
−1
✓k =
1
16
̥2.
Proof. Set K = det ✁˚g
−1
✓k. From (4.4.5) and proposition 4.4.7,
log detK =
∫ v
0
f(s, η) ds = 2 log̥(v, η) − 2 log 4.
Thus detK = 116̥
2.
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Finally we treat the existence of F˜ and H.
Proposition 4.4.9. With f˜ , h given as above, the solution (F˜ ,H) to (4.4.4b) with the given
data exists on {̥ > 0} and is smooth.
Proof. By lemma 4.3.2, corollary D.1.4 and corollary D.1.6, it suffices to show that if R0 =
[0, v0] × [0, η0] × U ⊆ {̥ > 0}, for v0 > 0, η0 > 0 and U ⊆ S2 compact, then there exists
M > 0 depending only on v0, η0, U , such that if 0 < v1 < v0 and 0 < η1 < η0 and (F˜ ,H) is
any solution to (4.4.4b) on R1 = [0, v1]× [0, η1]× U ⊆ R0 with the given data, then
|F˜ |+ |H| ≤M. (4.4.14)
Indeed, then there would be a solution on R0 for any choice of v0, η0 and compact U ⊆ S2,
and hence on all of {̥ > 0}. Here, we define as our norm for a (1, 1) tensor A by |A| :=
|A|˚
✁g
=
√
Tr(A∗A), where the adjoint of A is taken with respect to ✁˚g.
We will do this in two steps. Observe that by proposition 4.4.6, ✓k exists on R1. We first
show that there is some M ′, not depending on R1 and only on R0, such that
Tr(F˜ 2) + Tr(H2) ≤M ′. (4.4.15)
Since F˜ and H are ✓k-symmetric, the left hand side is the same as
|F˜ |
✁k
+ |H|
✁k
,
where, for a (1, 1) tensor A, |A|
✁k
:=
√
Tr(A∗A), where here the adjoint is taken with respect
to ✓k. In the second step we show that on R1, ✓k and ✁˚g are uniformly equivalent metrics, with
constants depending only on R0, which in turn implies that |A| . |A|✁k uniformly, which
means (4.4.15) implies (4.4.14).
Let us prove (4.4.15). The key observation is that if A,B are (1, 1) tensors, then
Tr(A[A,B]) = 0.
We thus derive from (4.4.4b) the following equations for Tr(F˜ 2) and Tr(H2):
∂η Tr(F˜
2) = −h
2
Tr(F˜ 2)− f˜
2
Tr(F˜H)
∂v Tr(H
2) = −η
2f˜
2
Tr(H2)− ηh
2
Tr(F˜H).
(4.4.16)
Since F˜ ,H are ✓k-symmetric, in fact by the Cauchy-Schwarz inequality
|Tr(F˜H)| = |Tr(F˜ ∗H)| ≤ 1
2
|F˜ |2
✁k
+
1
2
|H|2
✁k
=
1
2
(Tr(F˜ 2) + Tr(H2)).
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Thus we derive the differential inequalities
∂η Tr(F˜
2) ≤
(
1
4
f˜ − 1
2
h
)
Tr(F˜ 2) +
f˜
2
Tr(H2)
∂v Tr(H
2) ≤
(
1
4
ηh− 1
2
η2f˜
)
Tr(H2) +
ηh
2
Tr(F˜ 2).
(4.4.17)
By proposition 4.4.7, on [0, v0] × [0, η0] × U , the coefficients are all uniformly bounded
by some C. Since Tr(F˜ 2),Tr(H2) ≥ 0 (since F˜ and H are ✓k-symmetric), we deduce that
there exists some B depending only on the data for F˜ and H and a constant C so that
Tr(F˜ 2)(v, η) ≤ B + C
∫ η
0
Tr(F˜ 2)(v, t) + Tr(H2)(v, t) dt
Tr(H2)(v, η) ≤ B + C
∫ v
0
Tr(F˜ 2)(s, η) + Tr(H2)(s, η) ds.
Now we may use a result from appendix D.1. Namely, we use a two-dimensional version of
Gronwall’s inequality, proposition D.1.3, to immediately conclude (4.4.15).
Next let us show that ✓k and ✁˚g are uniformly equivalent. Let X ∈ TS2 be a fixed vector.
We first show that ✓k(X,X) . ✁˚g(X,X) where the implied constant does not depend on X.
Let us differentiate
∂v(✓k(X,X)) = (∂v✓k)(X,X)
= (✓k(f/2 + F ))(X,X) = ✓k(X, (f/2 + F )X).
The last equality follows from, denoting A = (f/2 + F ),
(✓kA)(X,X) = (✓kA)abX
aXb
=✓kacA
c
bX
aXb
=✓kacX
a(AX)c = ✓k(X,AX).
Now notice that the operator norm of F with respect to ✓k is at most |F |✁k,
4.22 and so by
(4.4.15), the operator norm is bounded above. By proposition 4.4.7, we know that |f | is
bounded above on [0, v0]× [0, η0]× U , and so we conclude that
∂v✓k(X,X) . ✓k(X,X)
where the constant depends only on R0. Gronwall’s inequality now implies that
✓k(X,X) . ✁˚g(X,X),
4.22This is just the fact that on any Hilbert space, the operator norm is at most the Hilbert-Schmidt norm.
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since ✓k = ✁˚g on {v = 0}. Again the constant depends only on R0. This is one half of
equivalence. To show the other, we need to put a lower bound on the lowest eigenvalue of
K = ✁˚g
−1
✓k, which is a ✁˚g-symmetric matrix. The upper bound we have just proven gives an
upper bound on its largest eigenvalue, so to obtain a lower bound on its lowest eigenvalue,
we need only lower bound its determinant. But this is true by corollary 4.4.8 since ̥2 > 0
and is continuous on R0.
We observe the following important remark, which we will extend in the next chapter.
Remark 4.4.10. ̥f and ̥h continue as smooth functions to all of if .
One has a similar, albeit much weaker, result about F and H. As in the proof of
proposition 4.4.9, denote, for a (1, 1) tensor A, |A|
✁k
=
√
Tr(A∗A), where the adjoint is
taken with respect to ✓k.
Proposition 4.4.11. Fix v0 > 0 and let U be an open subset of S2 on which infθ∈U E(v0) >
0. Then ̥|F˜ |
✁k
and ̥|H|
✁k
are uniformly bounded on compact subsets of {̥ ≥ 0} ∩ {v ≥
v0, θ ∈ U}, even as ̥→ 0.
In particular, the eigenvalues of F˜ and H grow at most like 1
̥
as ̥→ 0.
As we do not need this proposition to prove either theorem 4.3.5 or theorem 9, we delay
its proof until the end of chapter 6, since the techniques to prove it will be similar to those
developed in chapter 5, but will require some techniques from chapter 6, as well.
4.4.3 The behaviour of ω to top order.
Let us finally analyze (4.3.8c) at if to obtain the top-order behaviour of✚ω. We will prove:
Proposition 4.4.12. Suppose ϕ ∈ AEphg(M′). Then there exists a unique smooth ω, defined
on if ∩ {̥ > 0} such that ϕ satisfies (4.3.8a)= 0 on {̥ > 0} and satisfies the compatibility
conditions with the series solutions at bf and lf .
Proof. By proposition 4.4.1 and proposition 4.4.2, we know V = 0 and the uniqueness of ✓k.
With f , h, F , H as in the previous subsection, (4.3.8c) becomes
0 = η∂η∂vω +
1
4
η∂ηf − 1
4
η
16
fh+
η
8
Tr(FH)− 1
4
f.
Using (4.4.3a), one can substitute η∂ηf and rewrite this as
0 = ∂η∂vω − 1
16
fh+
1
8
Tr(FH) +
1
4η
f. (4.4.18)
Recall that f/η ∈ C∞({̥ > 0}), so the last three terms are smooth in {̥ > 0}. Either
by integrating out both derivatives or using corollary D.1.6, it follows that for given data
for ω on {v = 0} ∪ {η = 0} there exists a unique smooth solution on {̥ > 0}. From
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proposition 4.3.14, in order to satisfy the compatibility conditions, ω is 0 to top order at lf
and bf , so this shows uniqueness and the existence of a solution. To show that this solution
satisfies all the compatibility conditions, let ϕ = (✓k, V , ω) be a series solution at bf and
lf , provided by proposition 4.3.14. By proposition 4.4.2 and proposition 4.4.1, ✓k and ✓k,
V and V , respectively, are the same modulo a rapidly vanishing error, and so ω satisfies
(4.4.18) modulo a rapidly vanishing error. Since ω = ω = 0 on {v = 0} ∪ {η = 0}, either by
integrating or using a similar argument to the proof of lemma 4.4.5, it follows that ω = ω
modulo a rapidly vanishing error. This is sufficient to show that the compatibility conditions
hold.
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Chapter 5
Behaviour at ̥ = 0 for generic
commutative data
5.1 Preliminaries
Let us continue to fix short-pulse data, i.e. the short-pulse tensor T, and continue to denote
its energy by E(v) = 12
∫ v
0 |∂sT|2(s) ds. Let g be the formal series solution with short-pulse
data given by T, which is provided by theorem 4.3.5, and let ✓k = ξ−4✁g be the associated
rescaled fibre metric, and ω = logΩ. In section 4.4, we began to examine the behaviour of
ω and the derivatives of ✓k on if ∩ {̥ > 0}. Keeping the notation from that subsection, let
us denote
∂v✓k = ✓k(f/2 + F ), ∂η✓k = ✓k(h/2 +H),
where f , h are scalars, and F , H are tracefree. In this chapter we seek to obtain more detailed
information about how f , h, F , H and ω behave near the boundary of the region {̥ > 0}.
While this is easy for f , h, since they are given by explicit formulae in proposition 4.4.7 it
will be more difficult for F , H and ω.5.1
We will only be able to obtain our most detailed information about F , H and ω under
more restrictive assumptions on T, which we call commutative.
Definition 5.1.1. We will call short-pulse data commutative if T factors as ψ(v)T0(θ), for
a real-valued smooth function ψ on [0, 1] with ψ(0) = 0, not depending on θ ∈ S2, and
a fixed ✁˚g-symmetric tracefree (1, 1) tensor T0 on S
2. We will also call short-pulse tensors
admitting such a factorization commutative.
The upshot of commutative data, and the reason for its name, comes from a simplification
to the equation for F and H, (4.4.3b). Since the data for H is just 0, and the data for F/η
is ∂vT = ∂vψT0, in the case of commutative data, we may write F = F
′T0 and H = H
′T0,
5.1Since V = ξ3ηL ≡ 0, we already know what happens to it, so we will ignore it in this chapter.
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where now (F ′,H ′) satisfy the equation
0 = ∂ηF
′ +
(
1
4
h− 1
η
)
F ′ +
1
4
fH ′
0 = ∂vH
′ +
(
1
4
h− 1
η
)
F ′ +
1
4
fH ′,
(5.1.1)
with initial data H ′|lf = 0, (F ′/η)|bf = ∂vψ. This is the same equation as (4.4.3b), except
the commutator drops out (hence the term “commutative”) and the resulting equation is
linear. We also recall (4.4.18) for ω:
0 = ∂η∂vω − 1
16
fh+
1
8
F ′H ′ Tr(T0)
2 +
1
4η
f (5.1.2)
with data ω|lf = 0, ωbf = 0.
Remark 5.1.2. Due to topological reasons, any tracefree (1, 1) tensor T0 must vanish some-
where. In particular the energy E associated to a commutative short-pulse tensor must
vanish on [0, 1] × {θ0} for at least one θ0. Thus, even though we will prove a curvature
blow-up theorem for such data (theorem 9), Christodoulou does not (and consequently we
do not) prove the formation of trapped surfaces for such data in theorem 2. However, the
work of Klainerman–Luk–Rodnianski [22] deals with the anisotropic formation of trapped
surfaces, so we may appeal to the theorem proved there to show that commutative data also
form trapped surfaces, even though it is not the fibred spheres which become trapped.
In order to undertake the most refined analysis, we will also need to impose two more
restrictions: one on ψ and one on T0. For ψ, we will require that 0 is a simple zero of ψ,
i.e. ∂vψ(0) 6= 0. Since T0 must vanish somewhere, we will impose the condition that all
zeroes of T0 are also simple. This means that in any local trivialization R2 → U ⊆ S2 of
the bundle of tracefree (1, 1) tensors over S2 (a rank 2 bundle), if we consider T0 : U → R2
as a smooth map, then the differential (dT0)p must be non-singular at any point p where
T0(p) = 0. An equivalent way of stating this is that T0 is transverse to the zero section of
the bundle of tracefree (1, 1) tensors.
Remark 5.1.3. While we make these two further restrictions, all the work in this chapter
will also apply to general commutative data, provided we restrict ourselves to examining
regions away from {v = 0, η = ∞} and the zeroes of T0. Indeed, for the second restriction
on the region, the equations are only parametrized by θ ∈ S2, so we can always restrict to an
open set disjoint from the zeroes of T0. For the first restriction on the region, a backwards
domain of dependence of {̥ = 0, η <∞}, only intersects {v = 0} for finite values of η.
Even if we do not restrict our attention to the regions mentioned in the previous remark,
the restrictions on ψ and T0 are not substantial. Indeed,
Lemma 5.1.4. The set of commutative short-pulse tensors ψT0 with 0 a simple 0 of ψ and
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all zeroes of T0 simple is generic in the set of all commutative short-pulse tensors, in the
sense that such tensors form an open dense set (in the C∞ topology).
Proof. Let us first show openness. Fix a commutative short-pulse tensor T = ψT0 satisfying
the restrictions. Let us assume that ∂vψ(0) = 1. Write ψ(v) = vψ˜(v), for ψ˜ ∈ C∞([0, 1])
and ψ˜(0) 6= 0. It suffices to show that if
S = χS0
is a a factorization of any other commutative short-pulse tensor, into a smooth function
χ ∈ C∞([0, 1]) with χ(0) = 0 and a tracefree tensor S0, then χ˜ = χ/v is not 0 at 0 and S0 is
transverse to the zero section. Fix θ0 ∈ S2 for which T0(θ0) 6= 0. If T and S are sufficiently
close in the C∞ topology, then ψ˜(0)T0(θ0) and χ˜(0)S0(θ0) are sufficiently close tensors. In
particular, χ˜(0) 6= 0. Dividing χ˜ by a constant and multiplying S0 by the same constant,
we may assume that χ˜(0) = ψ˜(0). Thus, T0 and S0 are also close in the C
∞ topology.
Since the set of tensors with simple zeroes is certainly open, it follows that if T and S are
sufficiently close, then S0 only has simple zeroes.
Next, let us show density. If T = ψT0 is an arbitrary commutative short-pulse tensor,
then certainly ψ+εv has simple zeroes for ε small and converges to ψ in the C∞ topology as
ε→ 0. Thus to show density, it suffices to show that the set of tensors transverse to the zero
section is dense. But this is a consequence of the parametric transversality theorem.5.2
In order to state the theorem giving the precise behaviours of f , h, F ′, H ′ and ω at
{̥ = 0}, it will be necessary to desingularize if ∩ {̥ = 0} via real blowup. In fact, we will
also be able to examine the corner (v = 0, η = ∞), which means that we will not be able
to only consider if as [0,∞)v × [0,∞)η × S2θ , as we did in section 4.3. Rather, we will also
need to restrict the coordinates (̟, τ, v, θ), which are valid near if ∩ sf , to if (= {̟ = 0}),
and will consider if as
([0, 1]v × [0,∞)η × S2θ ) ⊔ ([0, 1]v × [0,∞)τ × S2θ )/ ∼,
where ∼ is the relation η = 1/τ . We will perform the blowups and state the theorem in
the next section. In the subsequent sections, we prove the theorem, devoting a section for
different regions of the blowup space.
5.2 Blowups and the statement of the main theorem
We perform the blowups necessary to give the precise behaviours of f , h, F ′, H ′. For the
rest of this chapter, let lf , sf , bf denote their intersections with if , rather than the entire
5.2The use of the parametric transversality theorem in this argument is essentially the same as its use in
proving the density of Morse functions.
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sf = {τ = 0}
{̥ = 0}
bf = {η = 0}
lf
=
{v
=
0
}
(a) A view of if at an angle θ for which T0(θ) 6= 0.
sf = {τ = 0}
{
̥
=
0}
(b) An upside-down view of if at some v > 0 near
a θ for which T0(θ) = 0.
Figure 5-1: The reason for blowing up. The closure of {̥ = 0} intersects the boundary at
the corner lf ∩ sf in {T0 > 0}, and meets sf in a cone point at T0(θ) = 0.
face in M.
Let us blow up the sphere S = {v = τ = 0} = sf ∩ lf , forming M1 = [if , S]. This
introduces a front face frf , which separates lf from sf . Two sets of projective coordinates
will be useful for us to cover this blowup: (λ = v/τ, τ, θ) and (v, ζ = τ/v, θ), where θ
parameterizes some coordinate chart on S2. The first is valid near lf , and the second near
sf . Because T0 has zeroes, this is not quite enough. We will need to blow up the zero set
ν2 = sf ∩ {T0 = 0}, which is diffeomorphic to a finite disjoint union of intervals [0, 1]. So
let us set M2 = [M1, ν2]. This introduces several new faces nf i ∼= S2+ × [0, 1] (S2+ ∼= D2
denoting the upper hemisphere of S2), one for each zero of T0, which intersect the lift of sf
transversely.
In order to simplify the computations, we will use special coordinates near each nf i. The
manifold ν2 may be described entirely in (v, ζ, θ) coordinates. We choose special coordinates
θ around the zeroes of T0 in order to choose coordinates on M2. In any stereographic chart,
T0 takes the form
T0 =
(
a b
b −a
)
for smooth functions a, b : U ⊆ R2 → R. Let us assume that z is a zero of T0 and that
z = 0 in U . Since the zeroes of T0 are simple, we may change coordinates again so that
a(θ1, θ2) =
√
2θ1, and b(θ1, θ2) =
√
2θ2 (the normaliztion will be made for convenience,
below).5.3 The advantage is that in these coordinates, Tr(T20) = 2|θ|2 = 2(θ1)2 + 2(θ2)2.
Now, choose coordinates (v, ζ, α1 = θ1/ζ, α2 = θ2/ζ) near nf i. In these coordinates, nf i =
{ζ = 0}. One could also introduce coordinates which are valid near the lift of sf , but we
5.3Observe carefully it is not true in these coordinates that T0 =
(√
2θ1
√
2θ2√
2θ2 −√2θ1
)
. Indeed, changing coordi-
nates would involve conjugating the matrix by the Jacobian. Instead we have identified the rank two bundle
of tracefree symmetric tensors with R2 and have trivialized it as an abstract bundle.
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will not need this.
We will check below that sgf (for singular face), the lift of the set {̥ = 0} intersects the
boundary faces of M2 transversely, and thus we set M =M2 ∩ {̥ ≥ 0}. We will also check
that sf ∩M = ∅, which is why in the previous paragraph we didn’t introduce coordinates
near sf .
bf
lf
frf
nf i
Figure 5-2: A stylized view of the boundary faces of M . The directions in S2 are pictured
as one dimensional and going into the page. The curved lines in the middle of the figure
represent the intersection of the closure of {̥ = 0} with the boundary faces of M2. {̥ = 0}
itself continues as a surface inside the interior. M is the portion of M2 below this surface.
Let us verify the transversality of (the closure of the lift of) {̥ = 0} to the boundary
faces of M2. Is is convenient to introduce the notation
R2 :=
1
2
Tr(T 20 )
1
2
∫ v
0
E(t) dt =
1
2
R2
∫ v
0
∫ s
0
|∂tψ|2(t) dtds =: R2J.
Observe that 0 ≤ J ∈ v2C∞([0, 1]), (J/v2)(0) =: κ2 > 0. Thus we may write √J =
κv(1 + vK) where κ > 0, K is smooth, and 1 + vK > 0. With this notation
1
2
∫ v
0
E(t) dt = κ2v2(1 + vK)2R2
E = 4κ2v(1 + vK)(1 + 2vK + v2∂vK)R
2.
In (v, ζ, θ) coordinates, this mean that
̥ = 4(1 − κ2ζ−2(1 + vK)2R2).
Thus, away from the zeroes of T0 (which are the zeroes of R) the closure of the lift of
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{̥ = 0} is
{ζ − κ(1 + vK)R = 0}.
This is transverse to frf , and the closure of {̥ ≥ 0} does not intersect {ζ = 0} = sf . In
(v, ζ, α) coordinates,
̥ = 4(1− κ2(1 + vK)2|α|2),
and so the closure of the lift is {̥ = 0} is
{1− κ(1 + vK)|α| = 0}
Since |α| is smooth away from α = 0 (which is certainly disjoint from the {̥ = 0}), this
intersects nf i transversely for each i, and the closure of {̥ ≥ 0} does not intersect sf , which
is at |α| =∞ in these coordinates.
M has a number of boundary faces, which we order lf , bf , frf , sgf followed by the faces
nfi. We continue to regard ff = {v = 1} as artificial.
We are now almost in a position to state the theorem about the behaviours on M of f ,
h, F ′, H ′ and ω. For an integer n, let n′ denote the index set
n′ = n ∪ {n+ 1, n + 2, . . .} × {1},
i.e. the index set consisting of those functions which have expansions in integral powers, but
may have up to one logarithm appearing in lower-order terms, and
n′′ = n ∪ {n, n+ 1, . . . , } × {1} ∪ {n+ 1, n + 2, . . .} × {2},
i.e. the index set consisting of those functions which have expansions in integral powers,
but may have a logarithm appearing in the highest power, and up to two logarithms in
lower-order terms.
Theorem 5.2.1. f , h, F ′, H ′ and ω are polyhomogeneous with the following index families:
Ef = (1, 2,−1,−1, 0, . . . , 0)
Eh = (2, 1, 1,−1, 1, . . . , 1)
EF ′ = (0, 1,−1,−1′,−1, . . . ,−1)
EH′ = (1, 0, 1,−1′, 0, . . . , 0)
Eω = (2, 2, 0, 0′′ , 0, . . . , 0).
In other words,
f ∈ AEfphg(M), h ∈ AEhphg(M), F ′ ∈ A
EF ′
phg(M), H
′ ∈ AEH′phg(M), ω ∈ AEωphg(M).
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For most of the proof, it will be convenient to instead work with h˜ = −η2h and H˜ =
−η2H ′. This corresponds to setting
∂τ✓k = −η2∂η✓k = ✓k(h˜/2 + H˜T0).
Since η2 = τ−2 = ζ−2v−2,
E
h˜
= (2, 3,−1,−1,−1, . . . ,−1)
EH˜ = (1, 2,−1,−1′,−2, . . . ,−2),
it is equivalent to show
h˜ ∈ AEh˜phg(M), H˜ ∈ A
E
H˜
phg(M).
The statements for f , h˜, are easy to prove since we have explicit formulae for them from
proposition 4.4.7.
Proof of theorem 5.2.1 for f , h. We cover M by several coordinate charts U and show that
f , h˜ are polyhomogeneous at the faces which lie inside U with the correct index families,
respectively. We will write down the formulae for f , h˜ derived from proposition 4.4.7.
Near bf , where coordinates (v, η, θ) are valid,
f = −4η
2vκ2(1 + vK)[1 + 2vK + v2∂vK]R
2
1− v2η2κ2(1 + vK)2R2
h˜ =
η3v2κ2(1 + vK)2R2
1− v2η2κ2(1 + vK)2R2 .
(5.2.1)
Since v is a bdf of lf and η is a bdf of bf , the desired polyhomogeneity follows.
Let us now turn to (λ, τ, θ) coordinates. In these coordinates, we may use the explicit
formulae to write
f = −4κ
2λ(1 + τλK)[1 + 2τλK + τλ2∂λK]R
2
τ(1− λ2κ2(1 + τλK)2R2)
h˜ =
κ2λ2(1 + τλK)2R2
τ(1− λ2κ2(1 + τλK)2R2) .
(5.2.2)
Since λ is a bdf of lf and τ is a bdf of frf , the desired polyhomogeneity is clear. In (v, ζ, θ)
coordinates, f , h˜ are given by
f = − 4κ
2(1 + vK)[1 + 2vK + v2∂vK]R
2
v(ζ + κ(1 + vK)R)(ζ − κ(1 + vK)R)
h˜ =
κ2(1 + vK)2R2
ζv(ζ + κ(1 + vK)R)(ζ − κ(1 + vK)R) ,
(5.2.3)
and v is a bdf of frf and ζ − κ(1 + vK)R is a bdf of sgf . The desired polyhomogeneity is
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again clear. Finally, in (v, ζ, α) coordinates around the ith zero of T0,
f = − 4κ
2(1 + vK)[1 + 2vK + v2∂vK]|α|2
v(1 + κ(1 + vK)|α|)(1 − κ(1 + vK)|α|)
h˜ =
κ2(1 + vK)2|α|2
ζv(1 + κ(1 + vK)|α|)(1 − κ(1 + vK)|α|) ,
(5.2.4)
and v is a bdf of frf , 1 − κ(1 + vK)|α| is a bdf of sgf and ζ is a bdf of nf i. The desired
polyhomogeneity is clear.
Remark 5.2.2. We point out that the formulae (5.2.2)-(5.2.4) are also important to prove
the remainder of theorem 5.2.1.
Dealing with F ′, H˜ and ω is more difficult, although treating ω will be significantly easier
than dealing with F ′ and H˜. We split the proof into four propositions, the first of which
follows immediately from the results of section 4.4, and the remaining three we split over the
next three sections. Each proposition will consider polyhomogeneity in regions where the
coordinates introduced above are valid: (v, η, θ), (λ, τ, θ), (v, ζ, θ), (v, ζ, α), respectively (the
spherical variables act like parameters in the first three charts so we mostly ignore them).
We start with a proposition about the behaviour away from the new faces.
Proposition 5.2.3. It holds that F ′, H˜, ω ∈ C∞(M◦). Moreover, setting U1 = {̥ > 0, η <
∞} ⊆M ,
(i) F ′ ∈ A(0,1)phg,(lf ,bf)(U1),
H˜ ∈ A(1,2)
phg,(lf ,bf)
(U1);
(ii) ω ∈ A(2,2)phg,(lf ,bf)(U1).
Proof. The smoothness in M◦ follows from proposition 4.4.9 for F ′ and H˜, and proposi-
tion 4.4.12. Now we show that the index families are as described. From the specification of
the initial data, we know F ′|{η=0} = 0, so this shows that F ′ has the correct index family.
H˜ = η2H ′ ∈ η2C∞(U1) and H ′|{v=0} = 0 by assumption, so this shows that H˜ has the
correct index family.
From (5.1.2) and the above,
∂η∂vω ∈ A(1,1)phg,(lf ,bf)(U1).
Since ω = 0 on {v = 0} ∪ {η = 0}, it follows that ω has the desired index family.
Observe that there exists λ0 > 0 sufficiently small so that
U2 = {0 ≤ λ = v/τ = vη ≤ λ0, 0 ≤ τ ≤ 1} ⊆M
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is disjoint from sgf and each nf i. Indeed, if λ0 is sufficiently small, then U2 ⊆M2 is disjoint
from sf , so cannot intersect any nf i, and sgf does not intersect lf , so since λ is a bdf of lf ,
U2 cannot intersect sgf either. With this definition of U2, we have:
Proposition 5.2.4. The following are true:
(i) F ′ ∈ A(0,−1)phg,(lf ,frf)(U2),
H˜ ∈ A(1,−1)phg,(lf ,frf)(U2);
(ii) ω ∈ A(2,0)phg,(lf ,frf)(U2).
Choose any ζ0 > 1/λ0. Let W ⊆ S2 be any open set whose closure is disjoint from the
zeroes of T0. Then the region
U3 = {ζ = τ/v = 1/(vη) ≤ ζ0, θ ∈W, ζ − κ(1 + vK)R ≥ 0} ⊆M
contains part of frf , corresponding to {v = 0}, and part of sgf , corresponding to {ζ−κ(1+
vK)R = 0}. Then:
Proposition 5.2.5. The following are true in U3:
(i) F ′ ∈ A(−1,−1′)phg,(frf ,sgf)(U3),
H˜ ∈ A(−1,−1′)phg,(frf ,sgf)(U3);
(ii) ω ∈ A(0,0′′)phg,(frf ,sgf)(U3).
Finally, we work in a neighbourhood near the zeroes of T0. Let (v, ζ, α) be coordinates
near some face nf i. These are valid provided |α|ζ = |θ| ≤ δi for δi sufficiently small (recall
that a zero of T0 is {θ = 0} in these coordinates) and 1−κ(1+ vK)|α| ≥ 0, the latter being
a bdf of sgf . With ζ0 as above, the region
U4 = {ζ ≤ ζ0, |α|ζ ≤ δi, 1− κ(1 + vK)|α| ≥ 0} ⊆M
contains part of frf , corresponding to {v = 0}, part of sgf , corresponding to {1 − κ(1 +
vK)|α| = 0}, and part of nf i corresponding to {ζ = 0}.
Proposition 5.2.6. The following are true in U4:
(i) F ′ ∈ A(−1,−1′,−1)phg,(frf ,sgf ,nf i)(U4),
H˜ ∈ A(−1,−1′,−2)phg,(frf ,sgf ,nf i)(U4);
(ii) ω ∈ A(0,0′′,0)phg,(frf ,sgf ,nf i)(U4).
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Since M is covered by the union of U1, U2, U3 and all possible U4 for each face nf i, these
propositions together prove theorem 5.2.1.
The general outline for proving proposition 5.2.4, proposition 5.2.5, and proposition 5.2.6
is the same, although the details will differ (sometimes by a little and other times signifi-
cantly). The outline is as follows:
(i) Establish weighted L∞ bounds.
(ii) Commute with b-vector fields and establish conormality, i.e. show that F ′, H˜ and ω
in A.
(iii) Upgrade conormality to full polyhomogeneity.
5.2.1 Specialized notation and polyhomogeneity
Before moving on, we introduce some specialized notation and state some theorems which
will be useful during the rest of the chapter. Let X be a mwc with a tuple F of n boundary
faces, and let ρ = (ρ1, . . . , ρn) be a tuple of bdfs.
For m ∈ N0 let Diffmb denote the set of b-differential operators of order m, i.e. those
which admit a local description in a chart U ⊆ (R+x )k ×Rjy:∑
|β|≤N
aβ(x1∂x1)
β1 · · · (xk∂xk)βk(∂y1)βk+1 · · · (∂yj )βk+j ,
where aβ are smooth functions.
For α ∈ Rn and N ∈ N, we define the L∞ b-Sobolev spaces
WN,αb (X) = {u : X → R measurable : Lρ−α ∈ L∞(X), for all L ∈ DiffNb (X)}.
Of course,
WN,αb (X) = ρ
αWNb (X).
Observe that
⋂
N W
N
b (X) ⊆ A(X), with equality if X is compact.5.4
We will often deal with the Cauchy problem, so for some proofs it will be convenient
at first only to measure regularity tangent to the level sets of sets “parallel” to Cauchy
hypersurfaces surfaces. For this reason, if x is a smooth function with everywhere non-
singular derivative, we define the space
WN,αb,x (X) = {u : X → R measurable : Lρ−α ∈ L∞(X), for all L ∈ DiffNb,x(X)},
where DiffNb,x(X) ⊆ DiffNb (X) is the subset of those b-differential operators which only
5.4In this section, we will only work over compact spaces so that this equality holds. One can of course
define WNb,loc(X) and the intersection of these will be A(X), regardless of compactness.
176
consist of derivatives tangent to the level sets of X. If X admits a product decomposition
[0, 1)x × Y , then
WN,αb,x (X) = L
∞
x W
N,α
b (Y ).
The advantage of the space WN,αb,x is that we do not need to choose an explicit product
decomposition.
We now give a useful equivalent description of polyhomogeneity, which can be found in
[31].
Let E be an index set, and define the polynomial for N ∈ R
b(E,N ; t) =
∏
(z,p)∈E, Re(z)<N
(t− z)
(notice that the multiplicity of the root z is equal to q+1 for q the largest integer such that
(z, q) ∈ E), and b(E,N ; t) ≡ 1 if Re(z) ≥ N for all (z, p) ∈ E.)
For each face Fi ∈ F , we may choose a “radial” vector field νi, i.e. a vector field tangent
to the faces of X such that νi/ρi is transverse to Fi. In local coordinates (x, y) in which x1
is a bdf of Fi, νi = a(x, y)(x1∂x1), where a is smooth and nonvanishing on {x1 = 0}.
We have:
Theorem 5.2.7 ([31]). Suppose E = (E1, . . . , En) is an index family associated to F . Let
(ν1, . . . , νn) be some choice of radial vector fields for the faces Fi. Then u ∈ AEphg(X) if and
only if for all tuples α = (N1, . . . , Nn)
N∏
i=1
b(Ei, Ni; νi)u ∈ ραA(X).
Because of the exact index sets we will use, we give some of these polynomials special
names. Define the sequences of polynomials ak(t) and pk(t) for k = 0, 1, 2, 3, . . . by
1, t+ 1, (t+ 1)(t), (t + 1)(t)(t − 1), . . .
1, t, t(t− 1), t(t − 1)t,−2), . . . .
The ak, pk should be thought of as the polynomials b associated to the index sets −1 and
0, respectively. Indeed, if N ≤ −1 or N ≤ 0, respectively, b(−1, N ; t) = a0(t), b(0, N ; t) =
p0(t), respectively, and if j < N ≤ j+1, for j ≥ −1 or j ≥ 0, respectively, then b(−1, N ; t) =
aj+2(t), b(0, N ; t) = pj+1(t).
We record an elementary but useful observation about applying the product rule with
these polynomials.
Lemma 5.2.8. Suppose A,B ∈ C∞((0,∞)). Then for all j ∈ R, and k, ℓ ∈ R with
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k + ℓ = j,
(x∂x − j)(AB) = ((x∂x − k)A)B +A((x∂x − ℓ)B).
In particular, for all m, there are constants cm,i,1 and cm,i,2 such that
am(x∂x)(AB) =
m∑
i=0
cm,i,1pi(A)am−i(B)
pm(x∂x)(AB) =
m∑
i=0
cm,i,2pi(A)pm−i(B).
The same statements remains true if A, B depend on some parameters.
5.3 The proof of proposition 5.2.4
We use coordinates (λ, τ, θ), for θ in some compact neighbourhood, to cover U2. Let U ⊆ U2
denote an arbitrary such coordinate chart, which is compact. For the rest of this section,
we work only in U . In these coordinates, (5.1.1) becomes
(τ∂τ − λ∂λ)F ′ + τf
4
H˜ +
τ h˜
4
F ′ + F ′ = 0
∂λH˜ +
τf
4
H˜ +
τ h˜
4
F ′ + F ′ = 0.
(5.3.1)
and (5.1.2) becomes
(τ∂τ − λ∂λ)∂λω + τ
2
16
fh˜− τ
2
4
F ′H˜R2 − τ
4
f = 0 (5.3.2)
From proposition 5.2.3, we know smoothness of F ′, H˜ and ω away from the boundary
{τ = 0} (={η = ∞}). Thus we will treat (5.3.1) as an initial value problem with data for
F ′ posed on {τ = 1}, and data for H˜ given by H˜|{λ=0} ≡ 0 coming from the requirement
H|lf ≡ 0, and (5.3.2) as an initial-value problem with data for ω posed on {τ = 1} and given
on {λ = 0} by ω ≡ 0, coming form the requirement that ω|lf = 0. The spherical variables act
like a parameter, so we will usually ignore them unless we are trying to establish regularity
in the spherical directions.
Let us first work on proving part (i) of proposition 5.2.4. We will need to to expand the
type of equations we consider to include an inhomogeneous right-hand side. Such equations
will arise when commuting (5.3.1) with derivatives which we will use to establish regularity.
Let us consider for j, k ∈ N0 the system
(τ∂τ − λ∂λ)A+ a11B + a12A+A = RA
∂λB + a21B + a22A+A = RB ,
(5.3.3)
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{τ = 1}
{τ = 0}
{λ
=
λ
0
}
{λ
=
0
}
Figure 5-3: A view of U = U2 at some θ. Indicated is a sample forwards-directed integral
curve of ∂λ and a backwards-directed integral curve of τ∂τ − λ∂λ.
where ai1 ∈ λL∞(U), ai2 ∈ λ2L∞(U), RA ∈ λk+max(j,1)τk−1L∞(U), RB ∈ λk+jτk−1L∞(U).
and A|{τ=1} ∈ λk+jL∞({τ = 1}), and B|{λ=0} = 0. Set
E =
2∑
i=1
‖ai1‖λL∞(U) + ‖ai2‖λ2L∞(U)
I = ‖A|{τ=1}‖λk+jL∞({τ=1}) + ‖RA‖λk+max(j,1)τk−1L∞(U) + ‖RB‖λk+jτk−1L∞(U).
Then:
Proposition 5.3.1. Suppose A,B ∈ C1({τ > 0}) solves (5.3.3). Then A ∈ λk+jτk−1L∞(U),
B ∈ λk+1+jτk−1L∞(U), and
‖A‖λk+jτk−1L∞(U) + ‖B‖λk+1+jτk−1L∞(U) ≤ CI,
where C = C(E , λ0, j, k) is increasing in all its arguments.
Remark 5.3.2. The reason for max(1, j) appearing is technical. If it were just j, then if
j = 0 one obtains a logarithmic loss in the estimate. This is analogous to how the ODE
(τ∂τ + 1)A = τ
−1−j has a solution in O(τ−1−j) except if j = 0. Since in our applications
either RA ≡ 0 or j > 0, this will not be a cause for concern.
Proof. We will let C denote a constant depending only on λ0, E , and explicit numerical
constants, which may vary from line to line. On a first reading, it is helpful to suppose
k = j = 0, and RA = RB = 0.
We will recast the system as an integral system. Define ϕ, ψ by requiring them to solve
in U
(τ∂τ − λ∂λ)ϕ = ϕ (a12 + 1)
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∂λψ = ψa21,
with ϕ(λ, 1) ≡ 1, ψ(0, τ) ≡ 1. Then
ϕ(λ, τ) = τ exp
(∫ τ
1
a12(λτ/t, t) dt/t
)
ψ(λ, τ) = exp
(∫ λ
0
a21(s, τ) ds
)
.
Since ∣∣∣∣∫ τ
1
a12(λτ/t, t) dt/t
∣∣∣∣ ≤ λ2E ≤ CE∣∣∣∣∫ λ
0
a21(s, τ) ds
∣∣∣∣ ≤ λ2E ≤ CE
we have
(ϕ/τ), (τ/ϕ) ≤ eCE
ψ,ψ−1 ≤ eCE .
Now using the method of integrating factors,
A(λ, τ) = ϕ−1
(
A(λτ, 1) −
∫ τ
1
(ϕa11B) (λτ/t, t) dt/t+
∫ τ
1
(ϕRA) (λτ/t, t) dt/t
)
B(λ, τ) = ψ−1
(
−
∫ λ
0
(ψ (a22A+A)) (s, τ) ds +
∫ λ
0
(ψRB)(s, τ) ds
)
.
(5.3.4)
Observe that the integrals are taken along the flow of τ∂τ − λ∂λ and ∂λ, respectively.
We will use a bootstrap argument, and find constants K1,K2, N1, depending on λ0 and
E (which we will choose later) such that for any 0 < τ∗ ≤ 1 there exists N2 such that for
any ε > 0 such that for τ∗ ≤ τ ≤ 1,
|A| ≤ εIeN2(1+λ−τ) +K1IeN1λ2λj(λτ)kτ−1
|B| ≤ εIeN2(1+λ−τ) +K1K2IeN1λ2λj(λτ)kλτ−1.
(observe that eN2(1−τ) is increasing in the direction in which we are propagating). Since
K1,K2, N1 do not depend on τ
∗ or ε, taking ε→ 0, following by τ∗ → 0 shows the desired
bound. We need only check that the first bound is satisfied for τ close to 1, the second
bound is satisfied for λ close to 0, and if 0 < λ1 ≤ λ0 and τ∗ ≤ τ1 < 1 and the bound is
satisfied for τ1 ≤ τ < 1 and 0 < λ1 ≤ λ, then A and B in fact satisfy an improved bound
on the region.
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By continuity, for any ε > 0 the appropriate bounds are satisfied near the initial surface.
Observe that if (λ, τ) ∈ {0 < λ ≤ λ1, τ1 ≤ τ < 1}, then the arguments of the integrands of
(5.3.4) lie in the same region. Therefore we may plug the bootstrap assumption into (5.3.4)
(and use that τ/t ≤ 1 if τ ≤ t) to see that if 0 < λ ≤ λ1 and τ1 ≤ τ < 1, then
|A|(λ, τ) ≤ Cτ−1|A|(λτ, 1) + εICτ−1
∫ 1
τ
λeN2(λτ/t+1−t) dt/t
+ CK1K2Iτ−1
∫ 1
τ
t(λτ/t)eN1(λτ/t)
2
(λτ/t)j(λτ)k(λτ/t)t−1 dt/t
+ CIτ−1
∫ 1
τ
t(τλ)k+max(1,j)t−1−max(1,j) dt/t
≤ Cλk+jτk+j−1I + ετ−1IC
∫ 1
τ
eN2(1−t) dt
+ CK1K2Iλj+kτk−1
∫ 1
τ
(λτ)2t−3eN1(λτ/t)
2
dt
+ CIλk+max(1,j)τk+max(1,j)−1
∫ 1
τ
t−1−max(1,j) dt
≤ CεI
N2τ∗
eN2(1−τ) + CIλk+jτk−1
(
τ j − K1K2
2N1
+
K1K2
2N1
eN1λ
2
+
λmax(1,j)−j
max(1, j)
)
≤ CεI
N2τ∗
eN2(1−τ) + CIλk+jτk−1
(
C − K1K2
2N1
+
K1K2
2N1
eN1λ
2
)
and
|B|(λ, τ) ≤ CεI
∫ λ
0
eN2(s+1−τ) ds
+ CIK1
∫ λ
0
τk−1sk+jeN1s
2
ds+ CI
∫ λ
0
sk+jτk−1 ds
≤ CεI
N2
eN2(λ+1−τ) + CIλk+j+1τk−1(K1eN1λ2 + 1)
≤ CεI
N2
eN2(λ+1−τ) + CIλk+j+1τk−1eN1λ2K1
Replacing C with max(C, 1), we will improve over the bootstrap assumption provided:
(i) N2 > C(τ
∗)−1;
(ii) K2 > max(C, 2);
(iii) N1 > CK2;
(iv) K1 > max(2N1C/K2, 2).
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The first condition deals with the first term of each bound. The second condition bounds
CK1 < K1K2. The third bounds C
K1K2
2N1
< K1, and the fourth bounds C − K1K22N1 < 0.
With additional regularity assumptions, we have additional regularity of the solution.
Corollary 5.3.3. Let aij (i, j = 1, 2), RA, RB be as in (5.3.3). Fix N ≥ 1 and sup-
pose additionally that ai1 ∈ λWNb (U), ai2 ∈ λ2WNb (U), RA ∈ λk+max(1,j)τk−1WNb (U),
RB ∈ λk+jτk−1WNb (U). If A,B ∈ CN+1({τ > 0}), solve (5.3.3) with data A|{τ=1} ∈
λk+jWNb ({τ = 1}) and B|{λ=0} = 0, then A ∈ λk+jτk−1WNb (U), B ∈ λk+1+jτk−1WNb (U),
with analogous bounds to those in proposition 5.3.1.
In particular, if the assumptions are satisfied for all N (i.e. with A(U) instead ofWNb (U)),
then A ∈ λk+jτk−1A(U), B ∈ λk+1+jτk−1A(U).
Proof. We first show A ∈ λk+jτk−1WN ′b,τ (U), B ∈ λk+j+1τk−1WN
′
b,τ U), for N
′ ≤ N , by
induction on N ′. The case N ′ = 0 is the previous proposition.
Now let us show is for N ′, assuming it is true for N ′′ < N ′.
For all P ∈ DiffN ′b,τ (U) by definition PB|{λ=0} = 0,5.5 and by assumption
PA ∈ λk+jL∞({τ = 1}).
Choosing P as a product of coordinate vector fields λ∂λ, ∂θi , and commuting P with
(5.3.3), we see that PA,PB satisfies and equation of the form (5.3.3), except with some
additional terms on the right-hand side of the form
(Q1a)(Q2S),
where a ∈ λWNb (U), S is A or B, and Q1 ∈ DiffL1b,τ (U), Q2 ∈ DiffL2b,τ (U) for L1 + L2 = N ,
L2 < N . The first factor is in λL
∞(U) by assumption, and the second is in λk+jτk−1L∞(U),
by the inductive hypothesis.
Thus their product is in λk+max(j,1)τk−1L∞(U), and we may apply proposition 5.3.1.
This completes the inductive step.
Now we complete the proof by showing by induction on i that
(τ∂τ )
iA ∈ λk+jτk−1WN−ib,τ (U), (τ∂τ )iB ∈ λk+j+1τk−1WN−ib,τ (U).
The base case i = 0 was treated above. Now let us show it for i, assuming it is true for
i′ < i. Commuting (τ∂τ )
i with (5.3.3), we see that (τ∂τ )
iA, (τ∂τ )
iB satisfies and equation
of the form (5.3.3), except with additional terms on the right hand side of the from
[(τ∂τ )
i−i′a][(τ∂τ )
i′S],
5.5Recall that the derivatives are λ∂λ, not ∂λ.
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where a ∈ λWNb (U), S is A or B, and 0 ≤ i′ < i. By the inductive hypothesis,
(τ∂τ )
i′S ∈ λk+max(1,j)τk−1WN−i′b,τ (U) ⊆ λk+max(1,j)τk−1WN−ib,τ (U).
Now we may argue by induction on the amount of regularity, as in the base case and
conclude, provided that the data is in the right space, i.e. (τ∂τ )
iA is in λk+jWN−ib ({τ = 1})
and (τ∂τ )
iB|{λ=0} = 0. The second of these is true because τ∂τ is tangent to {λ = 0}. To
show the first, use the equation for (τ∂τ )
i−1A to express (τ∂τ )
iA in terms of lower-order τ
derivatives of A and B, to see that
(τ∂τ )
iA ∈ λk+max(j,1)WN−ib ({τ = 1}),
whici is the correct space.
We need one more lemma:
Lemma 5.3.4. For k ∈ N0, ak(τ∂τ )F ′|{τ=1} ∈ λkC∞({τ = 1}).
Proof. It suffices to prove that in a neighbourhood of {τ = 1} F j = ∂jλF ′|{λ=0} and H˜j =
∂jλH˜|{λ=0} have finite expansions in integral powers τ ℓ, without remainder,
F j =
j−1∑
k=−1
F jk τ
k
H˜j =
j−2∑
k=−1
H˜jkτ
k,
where F jk , H˜
j
k ∈ C∞({λ = 0, τ = 1}) (except for j = 0 for H˜j, which we know by assumption
is ≡ 0). Indeed, this implies that ak(τ∂τ )∂jλF ′|{λ=0} = 0 for k ≥ j + 1, and since we know
F ′ is smooth for τ > 0, it follows that ak(τ∂τ )F
′|{τ=1} is smooth in λ and has its first k− 1
∂λ-derivatives vanishing at λ = 0.
Since we know smoothness for τ > 0, F j , H˜j are well-defined, and commuting (5.2.2)
with ∂jλ shows that they satisfy
τ∂τF
j + (1− j)F j +
j∑
ℓ=1
(
j
ℓ
)[
∂ℓλ
(τ
4
f
)
H˜j−ℓ + ∂ℓλ
(τ
4
h˜
)
F j−ℓ
]
= 0 (5.3.5a)
H˜j + F j−1 +
j∑
ℓ=1
(
j
ℓ
)[
∂ℓλ
(τ
4
f
)
H˜j−ℓ + ∂ℓλ
(τ
4
h˜
)
F j−ℓ
]
= 0, (5.3.5b)
except if j = 0, in which case there is no equation available for H˜0. We will show the desired
expansions by induction on j. Observe that by (5.2.2) τf is λ times a smooth function of
λ, λτ , θ. Indeed, K is a function of θ and v = τλ, and this is the only dependence on
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τ . Therefore, at λ = 0, ∂ℓλ(τf) has a finite expansion in powers of τ with powers τ
k,
0 ≤ k ≤ ℓ−1 and coefficients in C∞. Similarly, ∂ℓλ(τ h˜), has an expansion at {λ = 0}, except
with powers τk, 0 ≤ k ≤ ℓ− 2.
For j = 0, (5.3.5a) reads τ∂τF 0 + F 0 = 0, which means F 0 = τ−1F 0|τ=1, which proves
the base case for F 0. Now for higher j, by induction the right-hand side of (5.3.5a) has the
desired series expansion, i.e. has a finite expansion in powers τk for −1 ≤ k ≤ j−2. Equation
(5.3.5b) is just an identity and by induction we have the desired expansion. Equation (5.3.5a)
is of the form
(τ∂τ + (1− j))F j = R,
where R is a series of the desired form, with largest power of τk, that with k = j − 2. Thus
we may solve and obtain
F j(τ) = τ j−1F j(1) + τ j−1
∫ τ
1
t1−jRdt/t,
which we may integrate to show that F j has a representation as a series of the desired form
(no logs appear because the largest power of k in the integrand is t−2.
We may now prove part (i) of proposition 5.2.4.
Proof of proposition 5.2.4:(i). It suffices to show that for all i, k ∈ N0
pi(λ∂λ)ak(τ∂τ )F
′ ∈ λiτk−1A(U), pi(λ∂λ)ak(τ∂τ )H˜ ∈ λi+1τk−1A(U)
While this apparently only proves that H˜ is smooth at {λ = 0}, the assumption that
H˜|{λ=0} = 0 means it actually has index set 1. We will in fact prove the stronger claim that
for i ≤ k
pi(λ∂λ)ak(τ∂τ )F
′ ∈ λkτk−1A(U), pi(λ∂λ)ak(τ∂τ )H˜ ∈ λk+1τk−1A(U)
and for i ≥ k + 1, setting i = k + j that
pi(λ∂λ)ak(τ∂τ )F
′ ∈ λk+jτk−1A(U), pi(λ∂λ)ak(τ∂τ )H˜ ∈ λk+1+jτk−1A(U).
Let us prove this by induction on i+ k. If i+ k = 0, then the initial data falls under the
assumptions of corollary 5.3.3, and so we may conclude. Now if we commute pi(λ∂λ)ak(τ∂τ )
with (5.3.1) and use lemma 5.2.8, we obtain that pi(λ∂λ)ak(τ∂τ )F
′ and pi(λ∂λ)ak(τ∂τ )H˜
satisfy (5.3.1), except there is a right-hand side consisting of sums of terms of the form
[pi−i′(λ∂λ)pk−k′(τ∂τ )(τf)][pi′(λ∂λ)ak′(τ∂τ )(H˜)],
[pi−i′(λ∂λ)pk−k′(τ∂τ )(τ h˜)][pi′(λ∂λ)ak′(τ∂τ )(F
′)]
(5.3.6)
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for 0 ≤ i′ + k′ < i + k. Now observe pi(λ∂λ)ak(τ∂τ )H ′|{λ=0} = 0 and by lemma 5.3.4
ak(τ∂τ )F
′ ∈ λkC∞({τ = 1}) and so
pi(λ∂λ)ak(τ∂τ )F
′ ∈ λmax(k,i)C∞({τ = 1}).
This means, treating the cases i ≤ k and i ≥ k separately, that the initial data verify the
hypotheses necessary to apply corollary 5.3.3. In order to verify the remaining hypothe-
ses, and conclude the inductive step, we just need both types of terms in (5.3.6) to be in
λmax(k+1,i)τk−1A(U).
Let us look at the first type term. The second factor is by induction in
τk
′−1λmax(k
′,i′)A(U).
By (5.2.2), τf is not just a smooth function of λ, τ ; it is in fact λ times a smooth function
of λ and τλ. Thus pk−k′(τ∂τ )(τf) ∈ λk−k′+1τk−k′C∞(U). And so the first factor is in
τk−k
′
λmax(i−i
′,k′−k′+1)C∞(U),
and thus the first type of term is in
τk−1λmax(i−i
′,k−k′+1)+max(i′,k′)A(U).
Since τ h˜ is λ2 times a smooth function of λτ , we similarly have that the second type of term
is in
τk−1λmax(i−i
′,k−k′+2)+max(i′,k′)A(U).
The exponent of τ matches, so we just need to ensure that the exponent of λ is at least as
big asmax(i, k+1). Set x = i′−k′, y = i−(k+1). Use the identity 2max(a, b) = a+b+|a−b|,
for a, b ∈ R to rewrite 2max(i, k + 1) = i+ k + 1 + |y|, and (twice) the exponents of the λ
in the first and second type of terms as
i+ k + 2 + |y − x|+ |x|, i+ k + 2 + |(y − 1)− x|+ |x|,
respectively. Using the reverse triangle inequality establishes that the exponents are big
enough, which allows us to conclude the proof.
We now turn our attention to proving part (ii) of proposition 5.2.4. Let us consider for
j, k ∈ R the equations:
∂λw = S (5.3.7)
and
(τ∂τ − λ∂λ)w = S, (5.3.8)
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where in both cases S ∈ λjτkL∞(U). We start with a general proposition.
Proposition 5.3.5. Suppose w ∈ C1({τ > 0}) solves (5.3.7) with data w|{λ=0} = 0. Then
w ∈ λj+1τkL∞(U) with the bound
‖w‖λj+1τkL∞(U) ≤ C‖S‖λjτkL∞(U),
where C = C(j, k, λ0) is increasing in all its arguments.
Now fix N ≥ 1. If instead w ∈ CN+1({τ > 0}) and S ∈ λjτkWNb (U), then w ∈
λj+1τkWNb (U) with an analogous bound. In particular, if the hypotheses hold for all N ,
then w ∈ λj+1τkA(U).
If w solves (5.3.8) with data w|{τ=1} ∈ λjL∞(U) and k 6= j, then w ∈ λjτmin(j,k)L∞(U)
with the bound
‖w‖λjτmin(j,k)L∞(U2) ≤ C
(
‖w‖λjL∞({τ=1}) + ‖S‖λjτkL∞(U2)
)
,
where C = C(j, k, λ0) is increasing in all its arguments. If instead S ∈ λjτkWNb (U), then
w ∈ λjτmin(j,k)WNb (U) with analogous bounds.
In particular, if the hypotheses hold for all N , then w ∈ λjτmin(j,k)A(U).
Proof. Suppose w solves (5.3.7) with the specified data. The first statement is obvious
by integrating. Since τ∂τ , λ∂λ, ∂θi (i = 1, 2) commute through the equation the second
statement is also true.
Now suppose w solves (5.3.8) with the specified data. Then w admits the representation
formula
w(λ, τ) = w(λτ, 1) +
∫ τ
1
S(λτ/t, t) dt/t.
Since k− j 6= 0, no logs appear when naively bounding the integral, and the first statement
follows. Since τ∂τ , λ∂λ, ∂θi (i = 1, 2) all commute through the equation the second statement
is also clear.
We need one more lemma:
Lemma 5.3.6. For k ∈ N0, pk(τ∂τ )ω|{τ=1} ∈ λk+2C∞({τ = 1}).
Proof. The proof is similar to that of lemma 5.3.4. It suffices to show that for j ≥ 1, in
a neighbourhood of {τ = 1}, ωj = ∂jλ|ω{λ=0} has a finite expansion in integral powers τ ℓ
without remainder
ωj =
j−2∑
ℓ=0
ωjℓτ
j ,
where ωjℓ ∈ C∞({τ = 1, λ = 0}). Indeed, this implies that for j ≥ 1, pk(τ∂τ )∂jλω|{λ=0} = 0
for k ≥ j−1, and hence the all but the zeroth of the first k+1 ∂λ-derivatives of pk(τ∂τ )ω|{τ=1}
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vanish at λ = 0. However, we already know for all k that pk(τ∂τ )ω ∈ λ2C∞({τ = 1}) from
proposition 5.2.3, and so the first k + 1 ∂λ-derivatives of pk(τ∂τ )ω|{τ=1} vanish.
Commuting (5.3.2) with ∂j−1λ shows that for j ≥ 1, ωj satisfies
(τ∂τ + (1− j))ωj = ∂j−1λ
(
τ2
16
fh˜− τ
2
4
F ′H˜R2 − τ
4
f
)∣∣∣∣
{λ=0}
. (5.3.9)
Now by (5.2.2), τ2fh˜ is λ3 times a smooth function of λ, θ, λτ , and thus ∂j−1λ (τ
2fh˜)|{λ=0}
has a series expansion in powers of τ ℓ for 0 ≤ ℓ ≤ j − 4. Similarly, τf is λ times a smooth
function of λ, τλ, θ, and so ∂j−1λ (τ
2f)|{λ=0} has an expansion in powers of τ ℓ for 0 ≤ ℓ ≤ j−2.
From the proof of lemma 5.3.4, we also have that for s ≥ 0, ∂sλF ′|{λ=0} and ∂sλH|{λ=0}
have expansions in τ ℓ for −1 ≤ ℓ ≤ s − 1 and −1 ≤ ℓ ≤ s − 2, respectively. Thus, since
R2 depends only on θ, ∂j−1λ |{λ=0}(τ2F ′H˜)R2 has a finite expansion in powers of τ ℓ for
0 ≤ ℓ ≤ j − 2.
Putting this all together, it follows from (5.3.9) that
(τ∂τ + (1− j))ωj =
j−2∑
ℓ=0
Rℓτ
ℓ,
for some coefficients Rℓ ∈ C∞({τ = 1, λ = 0}). Solving this equation as in the proof of
lemma 5.3.4, it follows that ωj has the desired expansion.
We may now prove part (ii) of proposition 5.2.4.
Proof of proposition 5.2.4:(ii). It suffices to show that for all j, k ∈ N0
pj(λ∂λ)pk(τ∂τ )ω ∈ λmax(j,2)τkA(U), (5.3.10)
the max(j, 2) showing that there are no terms λ0 or λ1 in the polyhomogeneous expansion
of ω at {λ = 0}.
We need to examine the right-hand side of (5.3.2). Observe from (5.2.2) that τ2fh˜ is λ3
times a smooth function of τλ, θ, and λ. Therefore
pj(λ∂λ)pk(τ∂τ )(τ
2fh˜) ∈ λmax(j,k+3)τkA(U). (5.3.11)
Similarly, τf is λ times a smooth function of τλ, θ and λ and so
pj(λ∂λ)pk(τ∂τ )(τf) ∈ λmax(j,k+1)τkA(U). (5.3.12)
Now, R2 is only a function of θ, and the proof of proposition 5.2.4:(i) in fact shows that
pj(λ∂λ)ak(τ∂τ )F
′ ∈ λmax(j,k)τk−1A(U), pj(λ∂λ)ak(τ∂τ )H˜ ∈ λmax(j,k)+1τk−1A(U).
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Observe that for a function X, pj(τ∂τ )(τX) = τaj(τ∂τ )(X). Thus by lemma 5.2.8,
pj(λ∂λ)pk(τ∂τ )(τ
2F ′H˜)
is a sum of terms of the form
τ2(pj−j′(λ∂λ)ak−k′(τ∂τ )F
′)(pj′(λ∂λ)ak′(τ∂τ )H˜)
where 0 ≤ j′ ≤ j, 0 ≤ k′ ≤ k, and such a term is in
λmax(j−j
′,k−k′)+max(j′,k′)+1τkA(U).
Using the reverse triangle inequality as in the proof of proposition 5.2.4:(i) shows that
max(j − j′, k − k′) + max(j′, k′) ≥ max(j, k). Thus
pj(λ∂λ)pk(τ∂τ )(τ
2F ′H˜) ∈ λmax(j,k+1)τkA(U). (5.3.13)
Commuting pj(λ∂λ)pk(τ∂τ ) with (5.3.2) and using (5.3.11)–(5.3.13) shows that
∂λ(τ∂τ − λ∂λ)pj(λ∂λ)pk(τ∂τ )ω ∈ λmax(j,k+1)τkA(U).
Now (τ∂τ − λ∂λ)pj(λ∂λ)pk(τ∂τ )ω = 0 on {λ = 0} since ω is smooth away from {τ = 0}
and vanishes on {λ = 0}. Thus by the first part of proposition 5.3.5,
(τ∂τ − λ∂λ)pj(λ∂λ)pk(τ∂τ )ω ∈ λmax(j,k+1)+1τkA(U).
Lemma 5.3.6 shows that pj(λ∂λ)pk(τ∂τ )ω ∈ λmax(j,k+2)C∞({τ = 1}), and therefore we may
apply the second part of proposition 5.3.5 to conclude (5.3.10).
5.4 The proof of proposition 5.2.5
Let us set
σ = ζ − κ(1 + vK)R, (5.4.1)
a bdf of sgf . We will use coordinates (v, ζ, θ), for θ in some compact neighbourhood, to
cover U3. Let U ⊆ U3 denote an arbitrary such coordinate chart, which is compact. For the
rest of this section, we work only in U . In these coordinates (5.1.1) becomes
0 = ∂ζF
′ +
v
4
fH˜ +
v
4
h˜F ′ +
F ′
ζ
0 = (ζ∂ζ − v∂v)H˜ − v
4
fH˜ − v
4
h˜F ′ − F
′
ζ
(5.4.2)
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and (5.1.2) becomes
0 = ∂ζ(ζ∂ζ − v∂v)ω − v
2
16
fh˜+
v2
4
F ′H˜R2 +
v
4
f. (5.4.3)
(observe that ζ > 0 on U , since σ ≥ 0 implies ζ ≥ κ(1 + vK)R). From proposition 5.2.3,
we know smoothness away from the boundaries {v = 0} and {σ = 0}. Since ζ0 ≥ 1/λ0,
proposition 5.2.4 implies that we know
F ′, H˜ ∈ A(−1)phg,(frf)(U3 ∩ {ζ0 ≤ ζ ≤ 1/λ0, 0 ≤ ζv ≤ 1})
ω ∈ A(0)phg,(frf)(U3 ∩ {ζ0 ≤ ζ ≤ 1/λ0, 0 ≤ ζv ≤ 1}).
Combining these yields
F ′, H˜ ∈ A(−1)phg,(frf)(U3 ∩ {ζ0 ≤ ζ ≤ 1/λ0})
ω ∈ A(0)phg,(frf)(U3 ∩ {ζ0 ≤ ζ ≤ 1/λ0}).
Thus we will treat (5.4.2) and (5.4.3) as initial value problems with data for F ′, H˜ and
ω given on {ζ = ζ0}. The spherical variables continue to act like a parameter, so we will
usually ignore them unless we are trying to establish regularity in the spherical directions.
{ζ = ζ0}
{ζ = 1/λ0}
{v
=
1
}
{v
=
0
}
{σ = 0}
Figure 5-4: A view of U = U3 at an angle θ. Indicated is a sample backwards-directed
integral curve of ∂ζ and ζ∂ζ − v∂v.
Propagating the polyhomogeneity at frf to all of {σ > 0} and then establishing poly-
homogeneity at sgf will require different arguments, to we split proposition 5.2.5 into two
different propositions:
Proposition 5.4.1. For all ε > 0 sufficiently small depending only on ζ0 and the specific
choice (5.4.1) of the bdf σ of sgf :
(i) F ′, H˜ ∈ A(−1)
phg,(frf)
(U ∩ {σ ≥ ε});
(ii) ω ∈ A(0)phg,(frf)(U ∩ {σ ≥ ε}).
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and
Proposition 5.4.2. For all 0 < ε < 1 sufficiently small depending only on ζ0 and the
specific choice (5.4.1) of the bdf σ of sgf :
(i) F ′, H˜ ∈ A(−1,−1′)phg,(frf ,sgf)(U ∩ {σ ≤ ε});
(ii) ω ∈ A(0,0′′)phg,(frf ,sgf)(U ∩ {σ ≤ ε}).
The splitting of proposition 5.2.5 into two makes sense in light of hyperbolic nature of
(5.4.2) and (5.4.3). Indeed, one may compute
∂ζσ = 1
(ζ∂ζ − v∂v)σ = κ(vK + v2∂vK)R+ ζ = κ(1 + 2vK + v2∂vK)R+ σ
= E/P + σ,
where P = 4κv(1 + vK)R > 0. Since E ≥ 0 (with equality only if v = 0) and (E/P )(0) =
κR > 0E/P > 0 on U , and hence (ζ∂ζ − v∂v)σ > 0 on U .
Remark 5.4.3. If one takes a different bdf instead of σ, then this may only be true for σ
sufficiently small rather than on all of U . The choice (5.4.1) is in some sense “lucky.”
Thus σ is increasing along the flows of ∂ζ and ζ∂ζ− v∂v. Notice that we are propagating
backwards along the flow of ∂ζ and ζ∂ζ − v∂v, so a backwards domain of dependence is
forwards along the flow. In particular, {σ ≥ ε} forms a domain of dependence for (5.4.2)
and (5.4.3), and so what happens in {σ ≤ ε} cannot affect what happens in {σ ≥ ε} (as we
are propagating backwards along the flow).
Let us now specify how small ε needs to be in proposition 5.4.1 and proposition 5.4.2.
For proposition 5.4.1, ε should be small enough so ε < inf σ|{ζ=ζ0} and inf ζ|{σ=ε} ≤ ζ0.
This ensures that every backwards-directed integral curve of ∂ζ or ζ∂ζ − v∂v which starts
at {ζ = ζ0} eventually intersects {σ = ε}, and conversely, every forwards-directed integral
curve starting at {σ = ε} intersects {ζ = ζ0}. For proposition 5.4.2, we need to additionally
take ε < 1 (for technical reasons). Notice that every forwards-directed integral curve starting
at {σ = 0} eventually intersects {σ = ε}, so the latter is a Cauchy hypersurface of (5.4.2)
and (5.4.3).
We will prove proposition 5.4.1 and proposition 5.4.2 over the next two subsections,
devoting one subsection to each proposition.
5.4.1 Behaviour away from {σ = 0}.
We first prove part (i) of proposition 5.4.1. For technical purposes, we will need to localize
to domains of dependence of (5.4.2). For our purposes:
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Definition 5.4.4. A domain of dependence for (5.4.2) is subset D ⊆ U for which every
forwards-directed integral curve of ∂ζ or ζ∂ζ − v∂v which starts in D does not exit D until
it intersects {ζ = ζ0}.
We also define:
Definition 5.4.5. For p ∈ U , the backwards domain of dependence of p, denoted B(p), is
the smallest domain of dependence containing p.
One may explicitly describe B(p). If p = (v1, ζ1), then
B(p) = {(v, ζ), : ζ0 ≤ ζ ≤ ζ1, v1ζ1/ζ ≤ v ≤ v1}.
Indeed, one can explicitly check that B(p) is a domain of dependence, and is the smallest set
containing the forwards-directed integral curve of ζ∂ζ starting from p and all the forwards-
directed integral curves of ζ∂ζ−v∂v starting at any point of the previous curve. As remarked
above, observe that if ε < 1, then σ(p) ≥ ε implies σ(q) ≥ ε for all q ∈ B(p), since every
backwards-directed integral curve of ζ∂ζ and ζ∂ζ − v∂v starting at a point q′ with σ(q′) ≤ ε
remains in the region {σ ≤ ε}.
We will need to to expand the type of equations we consider to include an inhomogeneous
right-hand side. Such equations will arise when commuting our original equation with
derivatives which we will use to establish regularity. Let us consider for k ∈ N0 the system
∂ζA+ a11B + a12A = RA
(ζ∂ζ − v∂v)B + a21B + a22A = RB ,
(5.4.4)
where aij ∈ L∞({σ ≥ ε}), RA, RB ∈ vk−1L∞({σ ≥ ε}) and
A|{ζ=ζ0}, B|{ζ=ζ0} ∈ vk−1L∞({ζ = ζ0}).
Set
E =
2∑
i,j=1
‖aij‖L∞({σ≥ε})
I = ‖A|{ζ=ζ0}‖vk−1L∞({ζ=ζ0}) + ‖B|{ζ=ζ0}‖vk−1L∞({ζ=ζ0})
+ ‖RA‖vk−1L∞({σ≥ε}) + ‖RB‖vk−1L∞({σ≥ε}).
Then:
Proposition 5.4.6. Suppose A,B ∈ C1({v > 0}) solves (5.4.4). Then A,B ∈ vk−1L∞({σ ≥
ε}) and
‖A‖vk−1L∞({σ≥ε}) + ‖B‖vk−1L∞({σ≥ε}) ≤ CI,
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where C = C(k, E , ζ0, supσ≥ε ζ−1) (the fourth argument is finite) is increasing in all its
arguments.
Proof. We will let C denote a constant depending only on ζ0, sup ζ−1, E , and explicit
numerical constants, which may vary from line to line. On a first reading, it is helpful to
suppose k = 0 and RA = RB = 0. We recast the system as an integral system. Define ϕ,ψ
by requiring them to solve in U
∂ζϕ = ϕa12
(ζ∂ζ − v∂v)ψ = ψa21
with ϕ|{ζ=ζ0}, ψ|{ζ=ζ0} ≡ 1. Then
ϕ(v, ζ) = exp
(∫ ζ
ζ0
a12(v, t) dt
)
ψ(v, ζ) = exp
(∫ ζ
ζ0
a21(vζ/s, s) ds/s
)
,
and so 1C ≤ ϕ,ψ ≤ C.
Now using the method of integrating factors,
A(v, ζ) = ϕ−1
(
A(v, ζ0)−
∫ ζ
ζ0
(ϕa11B) (v, t) dt+
∫ ζ
ζ0
(ϕRA) (v, t) dt
)
B(v, ζ) = ψ−1
(
B(vζ/ζ0, ζ0)−
∫ ζ
ζ0
(ψa22A) (vζ/s, s) ds/s+
∫ ζ
ζ0
(ψRB)(vζ/s, s) ds/s
)
.
(5.4.5)
Observe that the integrals are taken along the flow of ∂ζ and ζ∂ζ − v∂v, respectively.
We will use a bootstrap argument, and find numerical constants K, N > 0 large that
for any p ∈ U with σ(p) ≥ ε and v(p) > 0, and for and δ > 0 small, then inside B(p)
|A|, |B| ≤ K(I + δ)vk−1eN(ζ0−ζ)
(observe that eN(ζ0−ζ) is increasing in the direction in which we are propagating). Then
taking δ → 0 will prove the proposition, since K, N do not depend upon p. We need only
check that if the bootstrap assumptions are satisfied in a neighbourhood of B(p)∩{ζ = ζ0},
and, for ζ(p) ≤ ζ1 < ζ0, if they are satisfied in B(p) ∩ {ζ1 ≤ ζ < ζ0}, then A,B in fact
satisfy an improved estimate on the region.
By continuity, for any p, the bounds are satisfied near {ζ = ζ0}, provided K > 1.5.6
5.6This is essentially the reason for localizing to B(p). We don’t know that A,B ∈ vk−1C0({σ ≥ ε}) yet,
so in order to perform a bootstrap argument we need to restrict to a domain in the interior where we know
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Observe that if q = (v, ζ) ∈ B(p) ∩ {ζ1 ≤ ζ < ζ0}, then the arguments of the integrands
of (5.4.5) lie in the same region (and in particular in {σ ≥ ε}). Therefore we may plug
in the bootstrap assumptions into (5.4.5) (and use that ζ/s ≤ 1 if ζ ≤ s) to see that if
q ∈ B(p) ∩ {ζ1 ≤ ζ < ζ0}
|A|(v, ζ) ≤ C|A|(v, ζ0) + CK(I + δ)
∫ ζ0
ζ
vk−1eN(ζ0−t) dt+ CI
∫ ζ0
ζ
vk−1 dt
≤ C(I + δ)vk−1
(
C − K
N
+
K
N
eN(ζ0−ζ)
)
.
and
|B|(v, ζ) ≤ C|B|(vζ/ζ0, ζ0) + CK(I + δ)
∫ ζ0
ζ
(vζ/s)ks(vζ)−1eN(ζ0−s) ds/s
+ CI
∫ ζ0
ζ
(vζ/s)ks(vζ)−1 ds/s
≤ CIvk−1 + CK(I + δ)ζ−1vk−1
∫ ζ0
ζ
eN1(ζ0−s) ds+ CIvk−1ζ−1
∫ ζ0
ζ
1 ds
≤ C(I + δ)vk−1
(
1 +
ζ0
ζ
− K
Nζ
+
K
Nζ
eN(ζ0−ζ)
)
≤ C(I + δ)vk−1
(
C − K
Nζ
+
K
Nζ
eN(ζ0−ζ)
)
.
We will improve over the bootstrap assumption provided N > C(1 + sup ζ−1), and
K > CN(1 + ζ−1).
With additional regularity assumptions, we have more regularity of the solution.
Corollary 5.4.7. Let aij (i, j,= 1, 2) RA, RB, be as in (5.4.4). Fix N ≥ 1 and suppose
aij ∈ WNb ({σ ≥ ε}), RA, RB ∈ vk−1WNb ({σ ≥ ε}). If A,B ∈ CN+1({σ ≥ ε, v > 0}) solve
(5.4.4) with data
A|{ζ=ζ0}, B|{ζ=ζ0} ∈ vk−1WNb ({ζ = ζ0}),
then A,B ∈ vk−1WNb ({σ ≥ ε}), with analogous bounds to those in proposition 5.4.6. In
particular, if the assumptions are satisfied for all N (i.e. with A instead of WNb ), then
A,B ∈ vk−1A({σ ≥ ε}).
The proof is the almost the same as that of corollary 5.3.3, so is omitted.
We may use the corollary to prove part (i) of proposition 5.4.1.
Proof of proposition 5.4.1:(i). It suffices to show that for all k
ak(v∂v)F
′, ak(v∂v)H˜ ∈ vk−1A({σ ≥ ε}).
continuity.
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We can easily prove this by induction on k. First, recall from proposition 5.2.4 that F ′, H˜ ∈
A(−1)phg,(frf)({ζ = ζ0}). Thus case k = 0 is handled by corollary 5.4.7. Now for higher k,
commuting ak(v∂v) with (5.4.2), we see that ak(v∂v)F
′, ak(v∂v)H˜ satisfies the same equation
as F ′, H˜ , but with a right-hand side involving terms of the form
(pk−k′(v∂v)ϕ)(ak′(v∂v)A),
where ϕ is smooth, A is one of F ′, H˜ , and 0 ≤ k′ < k. The first factor is in vk−k′C∞({σ ≥
ε}). The second by induction is in vk′−1A({σ ≥ ε}). Thus the right-hand side is in
vk−1A({σ ≥ ε}). By assumption, the data for ak(v∂v)F ′ and ak(v∂v)H˜ is in A(k−1)phg ({ζ =
ζ0}). Thus corollary 5.4.7 applies and we may conclude the inductive step.
We now turn our attention to proving part (ii) of proposition 5.4.1. Let us consider for
k ∈ R the equations:
∂ζw = S (5.4.6)
and
(ζ∂ζ − v∂v)w = S, (5.4.7)
where in both cases S ∈ vkL∞({σ ≥ ε}). We start with a general proposition.
Proposition 5.4.8. Fix k ∈ R. Suppose w ∈ C1({σ ≥ ε, v > 0}) solves (5.4.6) or (5.4.7)
with data w|{ζ=ζ0} ∈ vkL∞({ζ = ζ0}). Then w ∈ vkL∞({σ ≥ ε}) with the bound
‖w‖vkL∞({σ≥ε}) ≤ C(‖w|{ζ=ζ0}‖vkL∞({ζ=ζ0}) + ‖S‖vkL∞({σ≥ε})),
where C = C(k, ζ0, sup{σ≥ε} 1/ζ) is increasing in all its arguments.
Now fix N ≥ 1. If instead w ∈ CN+1({v > 0, σ ≥ ε}) and S ∈ vkWNb ({σ ≥ ε})
and w|{ζ=ζ0} ∈ vkWNb ({ζ = ζ0}), then w ∈ vkWNb ({σ ≥ ε}) with an analogous bound. In
particular, if the hypotheses hold for all N , then w ∈ vkA({σ ≥ ε}).
Proof. The proof is the essentially the same as that of proposition 5.3.5, with the integrals
appearing taken along the flows as in the proof of proposition 5.4.6, so is omitted. We only
mention that since {σ ≥ ε} is disjoint from {ζ = 0}, we do not need to worry about logs
appearing.
We can now prove part (ii) of proposition 5.4.1.
Proof of proposition 5.4.1:(ii). It suffices to show that for all k ∈ N0
pk(v∂v)ω ∈ vkA(U). (5.4.8)
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We need to examine the right-hand side of (5.4.3). Observe from (5.2.3) that v2fh˜ is in
vC∞({σ ≥ ε}) and vf ∈ C∞({σ ≥ ε}). From proposition 5.4.1:(i),
vF ′, vH˜ ∈ A(0)phg,({v=0}({σ ≥ ε}) = C∞({σ ≥ ε}).
It follows from (5.4.3) that
∂ζ(ζ∂ζ − v∂v)ω ∈ C∞({σ ≥ ε}),
and so commuting pk(v∂v) that
∂ζ(ζ∂ζ − v∂v)pk(v∂v)ω ∈ vkC∞({σ ≥ ε}).
Since ω|{ζ=ζ0} ∈ C∞({ζ = ζ0}) because we know ω ∈ A(0)phg,(frf)(U3 ∩ {ζ0 ≤ ζ ≤ 1/λ0}, it
follows that
pk(v∂v)ω|{ζ=ζ0} ∈ vkC∞({ζ = ζ0})
and so we may apply proposition 5.4.8 to conclude (5.4.8).
5.4.2 Behaviour near {σ = 0}.
We begin by showing proposition 5.4.2.
Define
β = (ζ∂ζ − v∂v)σ = κ(1 + 2vK + v2∂vK)R+ σ.
Recall that we have shown that β > 0 at the beginning of this section. Since U is compact,
β is bounded uniformly away from 0. Let us introduce Φ = σH˜ and Ψ = −σ/βF ′. From
(5.2.3),
vf =
−2β
σ
(1 + σC∞(U)), vh˜ =
2
σ
(1 + σC∞(U)).
We focus first on proving part (i) of proposition 5.4.2.
Observe that ζ−1 is smooth for σ ≥ 0, and so (5.4.2) becomes
σ(ζ∂ζ − v∂v)Φ = β
2
(1 + σC∞(U))Φ − β
2
(1 + C∞(U))Ψ
σ∂ζΨ = −1
2
(1 + σC∞(U))Φ +
1
2
(1 + σC∞(U))Ψ
. (5.4.9)
In order to get a sense of this equation, one should think of it as essentially the system
of ODEs
σ∂σ
(
Υ1
Υ2
)
=
(
1/2 −1/2
−1/2 1/2
)(
Υ1
Υ2
)
.
This is in line as thinking of σ(ζ∂ζ−v∂v) and σ∂ζ as “warped” versions of σ∂σ. The presence
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of β accounts for the fact that σ(ζ∂ζ − v∂v)σ = βσ rather than σ. This linear ODE has
its behaviour as σ → 0 determined by the eigenvalues of
(
1/2 −1/2
−1/2 1/2
)
, which are 0 and 1.
Thus one expects solutions to be bounded, and solutions to have series in σn for n ≥ 0 and
σn log σ for n ≥ 1. In other words, one expects polyhomogeneity at {σ = 0} with index set
0′.
As above, we will need to to add an inhomogeneous right-hand side to (5.4.9), and also
extend from a pair of scalar functions to a pair of vector-valued function on Rd (d ≥ 1).
Consider the following 2d× 2d system, for k ∈ N0
σ(ζ∂ζ − v∂v)A = β
2
(1 + σE11)A− β
2
(1 + σE12)B + σRA (5.4.10a)
σ∂ζB = −1
2
(1 + σE21)A+
1
2
(1 + σE22)B + σRB , (5.4.10b)
Where Eij ∈ L∞({0 ≤ σ ≤ ε};Md(R)), and for some RA, RB ∈ vk−1L∞({0 ≤ σ ≤ ε};Rd)
(here Md(R) denotes the space of d × d matrices). Suppose further A|{σ=ε}, B|{σ=ε} ∈
vk−1L∞({σ = ε};Rd).
To define the space L∞({0 ≤ σ ≤ ε};Md(R)) and L∞({0 ≤ σ ≤ ε};Rd), we use any
norm on Rd, and the associated operator norm on Md(R) to simplify our computations.
Henceforth, we will omit Md(R) and R
d from out notation for clarity.
Let
I = max(‖A|{σ=ε}‖vk−1L∞({σ=ε}), ‖B|{σ=ε}‖vk−1L∞({σ=ε}))
R = ‖RA‖vk−1L∞({0≤σ≤ε}) + ‖RB‖vk−1L∞({0≤σ≤ε})
E =
∑
ij
‖Eij‖L∞({0≤σ≤ε}).
Proposition 5.4.9. Suppose A,B ∈ C1({0 < σ ≤ ε, v > 0}) solves (5.4.10). Then A,B ∈
vk−1L∞({0 ≤ σ ≤ ε}) and
‖A‖vk−1L∞({0≤σ≤ε}) + ‖B‖vk−1L∞({0≤σ≤ε}) ≤ C(I +R),
where C = C(k, E , sup β−1) is increasing in all its arguments.
Before proving proposition 5.4.9, we will need some overhead. Fix 0 < ǫ ≤ ε, and
p = (v, ζ, r, u) with σ(p) ≤ ε. Let q1 = (v1, ζ1, r1, u1) be the unique point for which the
integral curve of ζ∂ζ starting from p intersects {σ = ǫ}.5.7 Up to scaling the parameter, an
integral curve starting at p is the curve
t 7→ (v, t, θ).
5.7The integral curve intersects {σ = ǫ} precisely once because σ is strictly increasing along the flow for
{σ ≤ ε}.
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Thus q1 = (v, i(v, θ), θ) for some i = iǫ.
Now, let q2 = (v2, ζ2, θ2) be the unique point for which the forwards-directed integral
curve of ζ∂ζ − v∂v starting from p intersects {σ = ǫ}. Up to scaling the parameter, an
integral curve starting at p is the curve
t 7→ (vζ/t, t, θ).
Thus q = (vζ/j(vζ, θ), j(vζ, θ), θ), for some j = jǫ.
Since
σ(v, i, θ) = σ(vζ/j, j, θ) = ǫ,
the implicit function theorem shows that i, j are smooth and satisfy ∂ζ i = 0, (ζ∂ζ−v∂v)j = 0.
The following lemma will be useful:
Lemma 5.4.10. Let f : (0,∞)→ R be a smooth function, and let f ′ denote its derivative.
Then for 0 < ǫ ≤ ε
∫ ζ
iǫ(v)
f ′(σ(v, t)) dt = f(σ(v, ζ)) − f(ǫ)∫ ζ
jǫ(vζ)
βf ′(σ(vζ/s, s)) ds/s = f(σ(v, ζ))− f(ǫ).
Proof. Observe that since ∂ζ i = 0, (v∂v − ζ∂ζ)j = 0,
∂ζ
∫ ζ
iǫ(v)
f ′(σ(v, t)) dt = f ′(σ(v, ζ))
(ζ∂ζ − v∂v)
∫ ζ
jǫ(vζ)
βf ′(σ(vζ/s, s)) ds/s = βf ′(σ(v, ζ)) +
∫ ζ
j
(ζ∂ζ − v∂v)f(σ(vζ/s, s)) ds/s
= βf ′(σ(v, ζ).
On the other hand,
∂ζ(f(σ(v, ζ))− f(ǫ)) = f ′(σ(v, ζ))∂ζσ = f ′(σ(v, ζ))
(ζ∂ζ − v∂v)(f(σ(v, ζ)) − f(ǫ)) = f ′(σ(v, ζ))(ζ∂ζ − v∂v)σ = βf ′(σ(v, ζ)).
Thus the left-hand and right-hand sides in the lemma statement differ by a function constant
on the integral curves of ∂ζ and ζ∂ζ− v∂v , respectively. Since both sides are 0 if σ(v, ζ) = ǫ,
and both sets of integral curves intersect {σ = ǫ} at some point, it follows that the constant
is 0.
We can now prove proposition 5.4.9.
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Proof of proposition 5.4.9. Fix 0 < ǫ ≤ ε and set i = iǫ, j = jǫ. First of all, conjugating
by v1−k, we may suppose k = 1, since this only changes the σC∞(U) terms. We will let C
denote a numerical constant, depending only on k, which may change from line to line (in
particular for this proof C does not depend on I , E , ε or supβ−1). On a first reading, it is
helpful to suppose Eij = RA = RB = 0. We recast the system as an integral system. Define
ϕ,ψ by requiring them to solve in {0 ≤ σ ≤ ǫ}.
σ(ζ∂ζ − v∂v)ϕ = −ϕβ
2
σ∂ζψ = −ψ1
2
with ϕ|{σ=ǫ}, ψ|{σ=ǫ} ≡ 1. Then,
ϕ(v, ζ) = exp
(∫ ζ
j
− β
2σ
(vζ/s, s) ds/s
)
ψ(v, ζ) = exp
(∫ ζ
i
− 1
2σ
dt
)
.
Thus by lemma 5.4.10,
ϕ =
ǫ1/2
σ1/2
ψ =
ǫ1/2
σ1/2
.
Now using the method of integrating factors,
A(v, ζ) =
σ1/2
ǫ1/2
(
A(vζ/j, j) +
∫ ζ
j
ǫ1/2β
2σ3/2
(−B + σE11A+ σE12B)(vζ/s, s) ds/s
+
∫ ζ
j
(ǫ1/2σ−1/2RA)(vζ/s, s) ds/s
)
B(v, ζ) =
σ1/2
ǫ1/2
(
B(v, i) +
∫ ζ
i
ǫ1/2
2σ3/2
(−A− σE21A+ σE22B)(v, t) dt
+
∫ ζ
i
(ǫ1/2σ−1/2RB)(v, t) dt
)
.
(5.4.11)
Observe that the integrals are along the flow of ∂ζ and ζ∂ζ − v∂v, respectively.
Set O = sup |β−1|. For p ∈ Uo, write
Iǫ = max(‖A‖L∞(B(p)∩{σ=ǫ}), ‖B‖L∞(B(p)∩{σ=ǫ})).
We will use a bootstrap argument to show that there exist constants K1,K2 > 1, κ > 0 such
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that in all of U ∩ {σ ≥ ǫ} such that for any p ∈ Uo, σ(p) ≤ ǫ any δ > 0,
|A|, |B| ≤ (Iǫ + ǫK1OR+ δ)(1 + ǫK2E + 2δ)σ−κǫE−δ .
Taking δ → 0 shows that
|A|, |B| ≤ (Iǫ + ǫK1OR)(1 + ǫK2E)σ−κǫE . (5.4.12)
With ǫ = ε, this is apparently weaker than what we want to prove, since there is mild blow-
up in σ as σ → 0. However, the exponent decreases in ǫ, and so we may iterate this bound
on a sequence of initial surfaces {σ = ǫi} for ǫ0 = ε and ǫi → 0 to derive the conclusion. We
will show how to do this after we prove the bound. We need only check that the bootstrap
assumption is satisfied in a neighbourhood of B(p) ∩ {σ = ǫ}, and for σ(p) ≤ σ0 ≤ ǫ, that
if they are satisfies in B(p) ∩ {σ0 ≤ σ < ǫ}, then A,B in fact satisfy an improved estimate
on the region.
Certainly the assumptions are satisfied in a small neighbourhood of B(p) ∩ {σ = ǫ}, for
any κ,K1,K2 > 0. Observe that if q = (v, ζ) ∈ B(p) ∩ {σ0 ≤ σ ≤ ǫ}, then the arguments
of the integrands in (5.4.11) lie in the same region. There we may plug in the bootstrap
assumptions into (5.4.11) to see that if q ∈ B(p) ∩ {σ0 ≤ σ ≤ ǫ} (using lemma 5.4.10)
|ϕA|(v, ζ) ≤ Iǫ +
∫ j
ζ
ǫ1/2β
2σ3/2+κǫE+δ(vζ/s, s)
(1 + 2ǫE)(Iǫ + ǫK1OR+ δ)(1 + ǫK2E + 2δ) ds/s
+
∫ j
ζ
βǫ1/2σ−1/2R/β ds/s
≤ Iǫ + ǫ
1/2(1 + 2ǫE)(Iǫ + ǫK1OR+ δ)(1 + ǫK2E + 2δ)
1 + 2κǫE + 2δ
(
σ−1/2−κǫE − ǫ−1/2−κǫE
)
+ 2ǫ1/2OR(ǫ1/2 − σ1/2).
Thus,
|A|(v, ζ) ≤ (1 + 2ǫE)(Iǫ + ǫK1OR+ δ)(1 + ǫK2E + 2δ)
1 + 2κǫE + 2δ σ
−κǫE−δ
+ ϕ−1
(
2ǫOR+ Iǫ − (1 + 2ǫE)(Iǫ + ǫK1OR+ δ)(1 + ǫK2E + 2δ)
1 + 2κǫE + 2δ ǫ
−1/2−κǫE−δ
)
.
A similar bound holds for B.
Since ǫ < 1, we will improve over the bootstrap assumptions provided κ > 2, K2 ≥ 2κ,
and K1 ≥ 2.
Now we will show how (5.4.12) implies the desired bounds. We will apply (5.4.12) on a
sequence of initial surfaces: {σ = ǫi} for ǫi = 2−iε for i = 0, 1, 2, . . .. Write
Ii = Iǫi.
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Introduce the shorthand
Πi = (1 +K2E2−iε)(2−iε)−κ2−iεE .
Then the bound (5.4.12) applied to ǫi implies that
Ii ≤ (Ii−1 + ε2−i+1K1OR)Πi−1.
Iterating, we see that
Ii ≤ · · · ≤ Ij
i−1∏
k=j
Πk +
i−1∑
k=j
ε2−kK1OR
i−1∏
ℓ=k
Πℓ
≤ · · · ≤ I0
i−1∏
k=0
Πk +
i−1∑
k=0
ε2−kK1OR
i−1∏
ℓ=k
Πℓ.
Now
∞∏
ℓ=0
Πℓ ≤ e2K2εE210κεEε10κεE ≤ CeCE ,
since ε−ε . 1 for 0 < ε ≤ 1. Thus
Ii ≤ CeCE(I0 + εK1OR) ≤ CeCE(I + εK1OR).
Applying (5.4.12) again shows that on B(p) ∩ {2−i−1ε ≤ σ ≤ 2−iε}
|A|, |B| ≤ (Ii + 2−iεK1OR)(1 + 2−iεK2E)(2−i−1)−κε2−iE) ≤ CeCE(I + εK1OR).
Taking the union over all i proves the proposition.
With additional regularity assumptions, we have more regularity of the solution, although
we may need to take ε slightly smaller.
Corollary 5.4.11. Let Eij (i, j = 1, 2), RA, RB be as in (5.4.10). Fix N ≥ 1 and suppose
Eij ∈ WNb ({σ ≤ ε}), RA, RB ∈ vk−1WNb ({σ ≤ ε}). If A,B ∈ CN+1({0 < σ ≤ ε, v > 0})
solve (5.4.4) with data
A|{σ=ε}, B|{σ=ε} ∈ vk−1WNb ({σ = ε}),
then A,B ∈ vk−1WNb ({σ ≤ ε}), with analogous bounds to those in proposition 5.4.6 (except
now the constant is allowed to depend on β, β−1 and their first N derivatives).
If the assumptions are true for all N , then in particular A,B ∈ vk−1A({0 ≤ σ ≤ ε}).
Remark 5.4.12. It is important to remark that ε does not depend on N .
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Proof. Unlike in the proofs of corollary 5.3.3 and corollary 5.4.7, we may not find a basis
of vector fields tangent to the level sets of σ which commute with both ζ∂ζ − v∂v and ∂ζ ,
so we will need to adopt a different approach. Setting σ = σ(v, ζ, θ), (σ, v, θ) become new
coordinates on U ∩ {σ ≤ ε}. Consider the vector fields
ν0 = σ∂σ, ν1 = v∂v , ν1+i = ∂θi (i = 1, 2).
Observe that in these coordinates ζ∂ζ − v∂v = β∂σ − v∂v and ∂ζ = ∂σ. We record the
commutator formulae
[νi, σ(ζ∂ζ − v∂v)] = νi log βσ(ζ∂ζ − v∂v) + σ(νi log β − δi0)ν1
[νi, σ∂ζ ] = 0,
where δij denotes the Kronecker δ. For τ ∈ N4 a multiindex, set ντ = ντ00 ντ11 ντ22 ντ33 , and for
N ′ ≤ N , set AN ′ to be the vector formed by concatenating each ντA, where the length of τ
is N ′.5.8 Define BN ′ similarly.
Let us first show how to prove the corollary for N = 1. Commuting a νi through (5.4.10)
yields
σ(ζ∂ζ − v∂v)νiA = β
2
(1 + σE11)νiA− σ(νi log β − δi0)ν1A− β
2
(1 + σE12)νiB
+
1
2
νi(σβE11)A− 1
2
νi(σβE12)B + νi(σRA)
σ∂ζνiB = −1
2
(1 + σE21)νiA+
1
2
(1 + σE22)νiB
− 1
2
νi(σβE21)A− 1
2
νi(σβE22)B + νi(σRB).
(5.4.13)
From proposition 5.4.9, A, B ∈ vk−1L∞({σ ≤ ε}). Thus all terms in the second line of both
equations in (5.4.13) are in σvk−1L∞({σ ≤ ε}).
This means (5.4.13) almost has the same form as (5.4.10), except for the presence of the
σ(νi log β)ν1A term in the first line. However, we can combine the equations (5.4.13) for
different i into a single equation for (A1, B1), and incorporate the term σ(νi log β) into the
σE11 term. This equation takes the form
σ(ζ∂ζ − v∂v)A1 = β
2
(1 + σE111)A1 −
β
2
(1 + σE112)B1 + σR
1
A
σ∂ζB1 = −1
2
(1 + σE121)A1 +
1
2
(1 + σE222)B1 + σR
1
B ,
(5.4.14)
where E1ij are linear maps in L
∞({σ ≤ ε}), E1ij for (i, j) 6= (1, 1) is just Eij arranged in
a block-diagonal fashion, and Ei11 has additional components νi log β − δi0 in the column
5.8Notice that the νi commute with each other, so this covers all derivatives.
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corresponding to τ = (1), and R1A, R
2
A are terms involving νi-derivatives of RA, RB of order
at most 1, and of A, B of order at most 0.
Provided we can establish that A1, B1 ∈ vk−1L∞({σ = ε}), then we can apply propo-
sition 5.4.9 and conclude the N = 1 case. This is clear for the components νiA, νiB, for
i ≥ 1 since these involve just tangential derivatives of the initial data for A, B, respectively.
However, using σ∂σ = σ∂ζ and (5.4.10b) shows that σ∂σB ∈ vk−1L∞({σ = ε}), and using
σ∂σ = β
−1((ζ∂ζ − v∂v) + ν1) and (5.4.10a) shows that σ∂σA ∈ vk−1L∞({σ = ε}). Thus we
have established the required regularity of the initial data.
For N > 1, we use induction. The inductive step is similar to what we have already
carried out, so we only provide a sketch. Using induction, one may establish an equation
for (AN ′ , BN ′) for N
′ ≤ N of the following form
σ(ζ∂ζ − v∂v)AN ′ = β
2
(1 + σEN
′
11 )AN ′ −
β
2
(1 + σEN
′
12 )BN ′ + σR
N ′
A
σ∂ζBN ′ = −1
2
(1 + σEN
′
21 )AN ′ +
1
2
(1 + σEN
′
22 )BN ′ + σR
N ′
B ,
(5.4.15)
where EN
′
ij are linear maps in W
N−N ′
b ({σ ≤ ε}),and RN
′
A , R
N ′
B are terms involving only
νi-derivatives of RA, RB of order at most N
′, and of A, B of order at most N ′ − 1.
Thus we can use proposition 5.4.9 provided the data AN ′ and BN ′ have sufficient reg-
ularity. We use a similar argument to the above. Indeed, by assumption AN ′−1, BN ′−1 ∈
vk−1W
N−(N ′−1)
b ({σ = ε}), and so all components νiAN ′−1, νiAN ′−1 ∈ vk−1L∞({σ = ε})
for i ≥ 1. If i = 0, one uses (5.4.15) for AN ′−1 and BN ′−1 to write ν0AN ′−1 and ν0BN ′−1
in terms of AN ′−1, ν1AN ′−1 and BN ′−1, respectively, to establish that ν0AN ′−1, ν0BN ′−1 ∈
vk−1L∞({σ = ε}), too.
We argue polyhomogeneity at sgf = {σ = 0} in two steps. In the first, we show partial
polyhomogeneity, propagating the polyhomogeneity at frf = {v = 0} from {σ ≥ ε} given
by proposition 5.4.1 to all of {σ ≥ 0}, and then improving this to full polyhomogeneity by
treating the behaviour as v → 0 essentially as a parameter.
Proposition 5.4.13. It holds that F ′, H˜ ∈ σ−1A(−1)phg,({v=0})({σ ≤ ε}).
Proof. In light of proposition 5.4.1:(i), we already know that for all ε > 0 sufficiently small,
F ′, H˜ ∈ σ−1A(−1)
phg,({v=0})
(U ∩ {σ ≥ ε/2}). (5.4.16)
Let us return to the coordinates (σ, v, θ) of corollary 5.4.11, and let ν = ν1 = v∂v in
these coordinates. Observe carefully that this is not v∂v in the original coordinates, since
this vector field is not tangent to the level sets of σ. Using that ζ∂ζ − v∂v = β∂σ − ν and
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∂ζ = ∂σ, we may rewrite (5.4.9) as
σ(∂σ − β−1ν)Φ = 1
2
(1 + σC∞(U))Φ − 1
2
(1 + σC∞(U))Ψ
σ∂σΨ = −1
2
(1 + σC∞(U))Φ +
1
2
(1 + σC∞(U))Ψ.
(5.4.17)
It suffices to show that for all k ∈ N0, ak(ν)Φ, ak(ν)Ψ ∈ vk−1A({σ ≤ ε}). We will
prove this by induction on k. First, observe that, because of (5.4.16), ak(ν)Φ, ak(ν)Ψ ∈
vk−1A({σ = ε}). The case k = 0 is handled by corollary 5.4.11. Recall that from (5.2.1),
vf and vh˜ are both smooth. Now for higher k, we can commute ak(ν) through (5.4.17)
and use lemma 5.2.8 to see that ak(ν)Φ, ak(ν)Ψ satisfy (5.4.17), except with a right-hand
side involving terms coming from the commutator of ak(ν) with the σC
∞ error terms and
the commutator with β−1ν. The extra terms resulting from the first commutator are of the
form
σ(pk−k′(ν)ϕ)(ak′(ν)S),
where ϕ is smooth, S is one of Φ,Ψ, and 0 ≤ k′ < k. The extra terms coming from the
commutator with β−1ν are of the form
σ(pk−k′(ν)β
−1)(ak′(ν)νΦ).
Since ϕ, β−1 is smooth, the first factor of both is in vk−k
′
C∞({σ ≤ ε}). By induction, the
second factors are both in vk
′−1A({σ ≤ ε}) (since applying ν does not affect this estimate).
Thus, the error terms are in σvk−1A(U), and we use corollary 5.4.11 to conclude.
Now we can prove part (i) of proposition 5.4.2.
Proof of proposition 5.4.2:(i). It suffices to prove Φ,Ψ ∈ A(−1,0′)phg,({v=0},{σ=0})({σ ≤ ε}). We
continue to work in (σ, v, θ) coordinates (valid for ε small). Define A, B via B − A = Φ,
B + A = Ψ. From proposition 5.4.13, A,B ∈ A(−1)phg,({v=0})({σ ≤ ε}). Using A and B
diagonalizes to top order the coefficient of the zeroth order term in (5.4.9). Explicitly, A, B
satisfy
σ∂σA = σL11A+ σL12B
(σ∂σ − 1)B = σL21A+ σL22B,
(5.4.18)
where Lij ∈ Diff1b({σ ≤ ε}) (i, j = 1, 2).
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We will exhibit a series expansions at {σ = 0} for all ℓ
A = A0,0 + σA1,0 +
ℓ−1∑
i=2
σi(log σAi,1 +Ai,0) +A[ℓ]
B =
ℓ−1∑
i=1
σi(log σBi,1 +Bi,0) +B[ℓ],
(5.4.19)
where Ai,j, Bi,j ∈ A(−1)phg,({v=0})({σ = 0}), and A[ℓ], B[ℓ] ∈ σℓ
−A(−1)phg,({v=0})({σ ≤ ε}).
One this is proven, we may use theorem 5.2.7 to conclude that
A,B ∈ A(−1,0′)phg,({v=0},{σ=0})({σ ≤ ε}).
Indeed, let bk(X), k = 0, 1, 2, . . . be the sequence of polynomials
1,X,X(X − 1)2,X(X − 1)2(X − 2)2, . . . .
Then for all k
bk(σ∂σ)A, bk(σ∂σ)B ∈ σkA(−1)phg,({v=0})({σ ≤ ε}),
and so for all j, k, denoting by ν = v∂v (in (σ, v, θ) coordinates),
aj(ν)bk(σ∂σ)A, aj(ν)bk(σ∂σ)B ∈ vj−1σkA(−1)phg,({v=0})({σ ≤ ε}).
Alternatively, we could expand A, B as series in powers vk with coefficients in A({v = 0})
and remainder in vNA({σ ≤ ε}), and run almost the same argument as the one which we
will use to establish (5.4.19) in order to establish that the coefficients and remainders have
series expansions at {σ = 0} analogous to (5.4.19).
We will show (5.4.19) by induction on ℓ, together with the claim that
A(ℓ−1) := A−A[ℓ], B(ℓ−1) := B −B[ℓ]
solve (5.4.18) modulo σℓ
−A(−1)phg,({v=0})({σ ≤ ε}).
The base case for our inductive step will be to do the cases ℓ = 1, 2. Equation (5.4.18)
implies that σ∂σA ∈ σA(−1)phg,({v=0})({σ ≤ ε}). Thus by lemma 5.4.14, below, A = A0,0+A[1],
where A0,0 ∈ A(−1)phg,({v=0})({σ = 0}), and A[1] ∈ σA
(−1)
phg,({v=0})({σ ≤ ε}). It also implies that
(σ∂σ − 1)B ∈ σA(−1)phg,({v=0})({σ ≤ ε}) ⊆ σ1
−A(−1)phg,({v=0})({σ ≤ ε}),
and so by lemma 5.4.14, B ∈ σ1−A(−1)phg,({v=0})({σ ≤ ε}). This proves the case ℓ = 1.
Denote by Lij(0), (i, j = 1, 2) the restriction of Lij to {σ = 0}. Then L11A0 =
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L11(0)A0 + σA(−1)phg,({v=0})({σ ≤ ε}). Thus
σ∂σ(A[1] − σL11(0)A0) ∈ σ2
−A(−1)phg,({v=0})({σ ≤ ε}),
so since we already know A[1] ∈ σA(−1)phg,({v=0})({σ ≤ ε}), lemma 5.4.14 implies that
A[1] = σL11(0)A0 +A[2],
where A[2] ∈ σ2−A(−1)phg,({v=0})({σ ≤ ε}). Similarly,
(σ∂σ − 1)(B − σ log σL21(0)A0) ∈ σ2−A(−1)phg,({v=0})({σ ≤ ε}),
and so again by lemma 5.4.14
B = σ log σL21(0)A0 + σB1,0 +B[2],
where B1,0 ∈ A(−1)phg,({v=0})({σ = 0}), and B[2] ∈ σ2
−A(−1)phg,({v=0})({σ ≤ ε}). This completes
the base case.
Now assume the claim for ℓ. We prove it for ℓ+ 1. By the inductive hypothesis
σ∂σA(ℓ−1) = σL11A(ℓ−1) + σL12B(ℓ−1) + σ
ℓ−A(−1)phg,({v=0})({σ ≤ ε}).
However, A(ℓ−1), B(ℓ−1) are finite series, so the remainder must be a finite series as well.
Thus in fact the error is of the form −σℓ log σRℓ,1+−σℓRℓ,0+σ(ℓ+1)−A(−1)phg,({v=0})({σ ≤ 0}),
where Rℓ,1 ∈ A(−1)phg,({v=0})({σ = 0}), and similarly for B. Since the pair A,B solve the
equations exactly, we deduce that
σ∂σA[ℓ] = σ
ℓ log σRℓ,1 + σ
ℓRℓ,0 + σL11A[ℓ] + σL12B[ℓ]
= σℓ log σRℓ,1 + σ
ℓRℓ,0 + σ
(ℓ+1)−A(−1)phg,({v=0})({σ ≤ ε}),
and similarly for B, since induction we already know A[ℓ] ∈ σℓ−A(−1)phg,({v=0}). Thus
σ∂σ(A[ℓ] − ℓ−1σℓ log σRℓ,1 − ℓ−1σℓRℓ,0 + ℓ−1σℓRℓ,1) ∈ σ(ℓ+1)
−A(−1)phg,({v=0})({σ ≤ ε}),
and so, setting,
Aℓ,1 = −ℓ−1Rℓ,1, Aℓ,0 = −ℓ−1Rℓ,0 + ℓ−1Rℓ,1 ∈ A(−1)phg,({v=0})({σ = 0}),
it follows from lemma 5.4.14 that
A[ℓ] = σ
ℓ(log σAℓ,1 +Aℓ,0) +A[ℓ+1],
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where A[ℓ+1] ∈ σ(ℓ+1)−A(−1)phg,({v=0})({σ ≤ ε}). A similar thing is true for B. Thus setting
A(ℓ) = A(ℓ−1) + σ
ℓ(log σAℓ,1 +Aℓ,0) and similarly for B completes the inductive step.
Lemma 5.4.14. Choose coordinates (σ, v, θ) on {σ ≤ ε}. Fix k ∈ Z, and fix x, y, z ∈ R,
x < y, y 6= z, and suppose u ∈ σxA(k)phg,({v=0})({σ ≤ ε}), and u solves (σ∂σ − z)u = σyw ∈
σyA(k)phg,({v=0})({σ ≤ ε}) with data u(ε) ∈ A
(k)
phg,({v=0})({σ = ε}).
If y < z, then in fact u ∈ σyA(k)phg,({v=0})({σ ≤ ε}). If y > z, then we distinguish
two sub-cases. If x ≤ z, then u = σzu1 + u2, where u1 ∈ A(k)phg,({v=0})({σ = 0}), and
u2 ∈ σyA(k)phg,({v=0})({σ ≤ ε}). If instead x > z, then the same conclusion holds with u1 ≡ 0.
Remark 5.4.15. The assumption x < y is only needed to ensure that the conclusion is not
vacuous, since in the case x > y, the conclusion of the lemma is weaker than the hypothesis
u ∈ σxA(k)phg,({v=0})({σ ≤ ε}).
Remark 5.4.16. One could extend this lemma to deal with the case y = z and even extend
it to prove theorem 5.2.7. Since this would involve some notational overhead, we content
ourselves with only this lemma.
Proof. Conjugating by vkσz, we may assume k = 0, z = 0. One has the representation
formula
u(σ) =
∫ σ
ε
τy−1w(τ) dτ + u(ε) (5.4.20)
(we suppress the variables v, θ).
Let us first assume y > z, i.e. y > 0.
Set
I :=
∫ σ
0
τy−1w(τ) dτ
J :=
∫ ε
0
τy−1w(τ) dτ
so that u = I − J + u(ε).
Since y > 0, one easily checks that I ∈ σyL∞({σ ≤ ε}). The vector fields v∂v or ∂θi
essentially commute with the integral in the definition of I, so all v∂v and ∂θi derivatives
of I are also in σyL∞({σ ≤ ε}). From this and the fact that σ∂σI = σyw, it follows that
I ∈ σyA({σ ≤ ε}). The differential operator pj(v∂v) also commutes through the integral for
all j, and thus we conclude I ∈ σyA(0)phg,({v=0})({σ ≤ ε}).
Since J does not depend on σ, a similar argument shows that we may interpret J ∈
A(0)phg,({v=0})({σ = 0}). Since u(ε) does not depend on σ, we may also interpret u(ε) ∈
A(0)phg,({v=0})({σ = 0}).
Thus u = σyA(0)phg,({v=0})({σ ≤ ε}) + A
(0)
phg,({v=0})({σ = 0}). If x > z = 0, then the
second term cannot be present, since u ∈ σxA(0)phg,({v=0})({σ ≤ ε}), and we derive u ∈
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σyA(0)phg,({v=0})({σ ≤ ε}). Otherwise, we obtain the conclusion if x ≤ z.
Now assume y < z, i.e. y < 0. Certainly
u(ε) ∈ A(0)phg,({v=0})({σ = ε}) ⊆ σ0A
(0)
phg,({v=0})({σ ≤ ε}) ⊆ σyA
(0)
phg,({v=0})({σ ≤ ε}).
We focus our attention on
I2 :=
∫ σ
ε
τy−1w(τ) dτ,
so that u = I2 + u(ε). We show also that I2 ∈ σyA(0)phg,({v=0})({σ ≤ ε}). Certainly |I2| .
σy + 1 . σy. Now commuting through first v∂v , ∂θi , and then applying σ∂σ as above, it
follows that
I2 ∈ σyA({σ ≤ ε}).
Commuting through pj(v∂v) for all j shows that I2 ∈ σyA(0)phg,({v=0})({σ ≤ ε}). Thus
u = I2 + u(ε) ∈ σyA(0)phg,({v=0})({σ ≤ ε}),
as desired.
We now turn our attention to proving part (ii) of proposition 5.4.2. Fix k, ℓ ∈ R, and
ℓ 6= x ∈ R. Consider the equations for a vector-valued function w:
(σ∂ζ − x)w − σEw = S (5.4.21)
and
(σ(ζ∂ζ − v∂v)− βx)w − σEw = S, (5.4.22)
where in both cases S ∈ vkσℓL∞({σ ≤ ε}) and E ∈ L∞({σ ≤ ε}). We start with a general
proposition.
Proposition 5.4.17. Suppose w ∈ C1({σ ≥ ε, v > 0}) solves (5.4.21) or (5.4.22) with data
w|{σ=ε} ∈ vkL∞({σ = ε}). Then w ∈ vkσmin(x,ℓ)L∞({σ ≤ ε}) with the bound
‖w‖vkσmin(x,ℓ)L∞({σ≤ε}) ≤ C(‖w|{σ=ε}‖vkL∞({σ=ε}) + ‖S‖vkσℓL∞({σ≤ε})),
where
C = C(‖E‖L∞({σ≤ε}), supβ−1, k, ℓ).
Now fix N ≥ 1. If instead w ∈ CN+1({σ ≤ ε, v > 0}) and S ∈ vkσℓWNb ({σ ≤ ε}), E ∈
WNb ({σ ≤ ε}), and w|{σ=ε} ∈ vkWNb ({σ = ε}), then w ∈ vkσmin(x,ℓ)WNb ({σ ≤ ε}) with an
analogous bound. In particular, if the hypotheses hold for all N , then w ∈ vkσmin(x,ℓ)A({σ ≤
ε}).
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Proof. The cases of w solving either of (5.4.21) or (5.4.22) is similar, so we will only treat
the (slightly) harder case of (5.4.22). Conjugating by σxvk, we may assume k = x = 0.
Let ϕ solve
σ(ζ∂ζ − v∂v)ϕ = −σE,
with data ϕ(ε) = 1. Then
ϕ = exp
(∫ ζ
j
−E(vζ/t, t) dt/t
)
.
Since ∫ ζ
j
|E(vζ/t, t)| dt/t =
∫ ζ
j
|E(vζ/t, t)|β/β dt/t .
∫ ζ
j
β dt/t . 1
by lemma 5.4.10, it follows that 1 . ϕ . 1. We use the method of integrating factors to see
that
(ϕw)(v, ζ) = (ϕw)(vζ/j, j) +
∫ ζ
j
(ϕS)(vζ/t, t) dt/t,
and thus
|w(v, ζ)| . |w(vζ/j, j)| +
∫ j
ζ
σ−1|S(vζ/t, t)|β dt/t.
To show the first part of the proposition, it therefore suffices to bound the integral. By
assumption
|S(vζ/t, t)| ≤ ‖S‖σℓL∞({σ≤ε})σ(vζ/t, t)ℓ−1.
Since ℓ 6= 0, it follows from lemma 5.4.10 that∫ j
ζ
σ(vζ/t, t)ℓ−1β dt/t ≤ εℓ − σℓ ≤ 1− σℓ.
Putting this all together completes the proof of the first part of the proposition.
The proof of higher regularity uses the first part in the same manner as the proof of
corollary 5.4.11 uses proposition 5.4.9, so we only provide an outline of the proof, and focus
on the case N = 1 as an example.
Let us return to (σ, v, θ) coordinates, and recall the vector fields ν0, . . . , ν3 as in the proof
of corollary 5.4.11. Then commuting through νi,
σ(ζ∂ζ − v∂v)νiw − σ(Eνi + (δi0 − νi log β)ν1)w = νiS + νi(σE)w. (5.4.23)
All the terms on the right-hand side are in σmin(0,ℓ)L∞({σ ≤ ε}. Writing w1 = (ν0w, . . . , ν3w),
we may combine (5.4.23) over all i to find an equation for w1:
σ(ζ∂ζ − v∂v)w1 = σE1w1 + S1,
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where E1 ∈ L∞({σ ≤ ε})) and S1 ∈ vk−1σmin(1,ℓ). The first part of the proposition, using
(5.4.7) to treat the data, now gives w1 ∈ σmin(ℓ,0)L∞({σ ≤ ε})), which shows the N = 1
case.
We will argue polyhomogeneity {σ = 0} in two steps. First we propagate the polyho-
mogeneity at {v = 0} all the way to {σ = 0}, and then prove full polyhomogeneity.
We may rewrite (5.4.3) as
(σ∂ζ − 1)σ(ζ∂ζ − v∂v)ω = v
2σ2
16
fh˜− v
2σ2
4
F ′H˜R2 − vσ
2
4
f =: S. (5.4.24)
Observe that by proposition 5.2.5:(i) and (5.2.3), S ∈ A(0,0′′)phg,({v=0},{σ=0})(U).
Proposition 5.4.18. It holds that
ω ∈ σ0−A(0)phg,({v=0})({σ ≤ ε}).
Proof. In light of proposition 5.4.1:(ii), we already know that
ω ∈ A(0)phg,({v=0})({σ ≥ ε/2}).
Let us return to (σ, v, θ) coordinates and let ν be the vector field is v∂v . Recall that ∂ζ = ∂σ
and ζ∂ζ − v∂v = β∂σ − ν.
It suffices to show that for all k ∈ N0
pk(ν)ω ∈ σ0−A({σ ≤ ε}).
We will use induction on k in the same way as in the proof of proposition 5.4.13.
Let us start with k = 0. We may apply proposition 5.4.17 to (5.4.24) twice to conclude
that
ω ∈ σ0−A({σ ≤ ε}).
For higher k, we can commute pk(ν) through (5.4.24) and use lemma 5.2.8 to see that pk(ν)ω
satisfies an equation of the form
(σ∂ζ − 1)σ(ζ∂ζ − v∂v)pk(ν)ω = pk(ν)S +R,
where R is an error term consisting of sums of terms of the form
(σ∂ζ − 1)(pk−k′(ν)(β))(pk′(ν)(σ∂σω))
for 0 ≤ k′ < k. By induction this is in vkσ0−A({σ ≤ ε}), so we may again apply proposi-
tion 5.4.17 twice and conclude.
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We can now prove part (ii) of proposition 5.4.2.
Proof of proposition 5.4.2:(ii). We continue to work in (σ, v, θ) coordinates. We may write
(5.4.24) schematically as
(σ∂σ − 1)σ∂σω = σLω + S/β, (5.4.25)
where L ∈ Diff2b({σ ≤ ε}).
We will exhibit a series expansion at {σ = 0} for all ℓ
ω = ω0,1 log σ + ω0,0 +
ℓ−1∑
i=1
2∑
j=0
σi logj σωi,j + ω[ℓ],
where ωi,j ∈ A(0)phg,({v=0})({σ = 0}) and ω[ℓ] ∈ σℓ
−A(0)phg,({v=0})({σ = 0}). We may expand
for all ℓ
S/β = S0,0 +
ℓ−1∑
i=1
2∑
j=0
σi logj σSi,j + S[ℓ], (5.4.26)
where Si,j ∈ A(0)phg,({v=0})({σ = 0}) and S[ℓ] ∈ σℓ
−A(0)phg,({v=0})({σ = 0}) (and S1,2 ≡ 0).
We show this by induction on ℓ, together with the claim that ω(ℓ−1) := ω − ω[ℓ] solves
(5.4.24) modulo σℓ
−A(0)phg,({v=0})({σ ≤ ε}). The base case is ℓ = 1. For this case observe
that proposition 5.4.18 and (5.4.25) implies that
(σ∂σ − 1)(σ∂σ)(ω + log σS0,0) ∈ σ1−A(0)phg,({v=0})({σ ≤ ε}),
and so by lemma 5.4.14,
ω = log σS0,0 + ω0,0 + σ
1−A(0)phg,({v=0})({σ ≤ ε}).
The inductive step follows in almost the same way as the inductive step in the proof of
proposition 5.4.2:(i), finding the ωℓ,j such that
(σ∂σ − 1)(σ∂σ)
ω[ℓ] − σℓ 2∑
j=0
logj σωℓ,j
 ∈ σ(ℓ+1)−A(0)phg,({v=0})({σ ≤ ε})
and then invoking lemma 5.4.14. We omit the details.
5.5 The proof of proposition 5.2.6
We work in (v, ζ, α) coordinates to cover U4. Recall that ζ|α| ≤ δi on U4. Set
σ = 1− κ(1 + vK)|α|, (5.5.1)
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a bdf of sgf . It will be convenient to rescale H˜ by setting H¯ = ζH˜. (5.1.1) takes the form
(ζ∂ζ − (α1∂α1 + α2∂α2))F ′+
vf
4
H¯ +
vζ
4
h˜F ′ + F ′ = 0
(ζ∂ζ − v∂v − (α1∂α1 + α2∂α2)H¯−
vf
4
H¯ − vζ
4
h˜F ′ − F ′ − H¯ = 0
(5.5.2)
and (5.1.2) takes the form
(ζ∂ζ − (α1∂α1 +α2∂α2)(ζ∂ζ − v∂v − (α1∂α1 +α2∂α2))ω−
v2ζ
16
fh˜+
v2ζ2
4
F ′H¯|α|2 + vζ
4
f = 0.
(5.5.3)
From proposition 5.2.3, we know smoothness away from the boundaries {v = 0}, {σ = 0},
{ζ = 0}, and from proposition 5.2.5 we know that
F ′, H¯ ∈ A(−1)phg,(frf)(U4 ∩ {ζ0 ≤ ζ ≤ 1/λ0, 0 ≤ vζ ≤ 1})
ω ∈ A(0)phg,(frf)(U4 ∩ {ζ0 ≤ ζ ≤ 1/λ0, 0 ≤ vζ ≤ 1})
Combining these shows
F ′, H¯ ∈ A(−1)phg,(frf)(U4 ∩ {ζ0 ≤ ζ ≤ 1/λ0})
ω ∈ A(0)phg,(frf)(U4 ∩ {ζ0 ≤ ζ ≤ 1/λ0}).
(5.5.4)
Because of the appearance of the radial vector field α1∂α1 + α
2∂α2 in (5.5.2), it will be
convenient for technical purposes to blow up and set W ′ = [U4, {α = 0}], and cover it by
projective coordinates r = ±αi, u = αj/αi, for i 6= j. To be explicit, we will assume without
loss of generality in this subsection that r = α1 and u = α2/α1. We may assume that in
such a chart |u| ≤ 2. Let U denote the range of such a chart. Since σ ≥ 0 implies that |α|
is bounded, U is compact. On U , σ = 1− κ(1 + vK)r〈u〉, where 〈u〉 = √1 + u2 denotes the
Japanese brackets. On U , we may rewrite (5.5.2) as
(ζ∂ζ − r∂r)F ′ + vf
4
H¯ +
vζ
4
h˜F ′ + F ′ = 0
(ζ∂ζ − v∂v − r∂r)H¯ − vf
4
H¯ − vζ
4
h˜F ′ − F ′ − H¯ = 0.
(5.5.5)
and (5.5.3) as
(ζ∂ζ − r∂r)(ζ∂ζ − v∂v − r∂r)ω − v
2ζ
16
fh˜+
v2ζ2
4
F ′H¯r2〈u〉2 + vζ
4
f = 0. (5.5.6)
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Translating (5.5.4) to the blowup, we have
F ′, H¯ ∈ A(−1,0)phg,(frf ,{r=0})(U ∩ {ζ0 ≤ ζ ≤ 1/λ0})
ω ∈ A(0,0)phg,(frf ,{r=0})(U ∩ {ζ0 ≤ ζ ≤ 1/λ0}).
(5.5.7)
Thus, we will treat (5.5.5) and (5.5.6) as initial-value problems with data for F ′, H¯, ω given
on {ζ = ζ0}.
{ζ = ζ0}
{
r
=
0
}
{ζ = 0}
{
σ
=
0
}
{r
ζ
=
δ i
}
Figure 5-5: A view of U at some u fixed. The horizontal axis is r, the vertical axis is ζ,
and the axis into the page is v. Indicated is a sample backwards-directed integral curve of
ζ∂ζ − r∂r and ζ∂ζ − v∂v − r∂r.
For this section, we will primarily work in U . Since the blowdown W ′ → U4 is a
diffeomorphism away from α = 0, any statement about U which is true away from α = 0 will
carry over automatically to U4. We will need to work a little harder to pass from statements
about U which are true near α = 0 to U4. In U , the variable u acts like a parameter, so we will
usually ignore it unless we are explicitly differentiating ∂u. Propagating polyhomogeneity
at frf to all of {σ > 0} in U4 and then establishing polyhomogeneity at sgf will require
different arguments. Thus, we break proposition 5.2.6 into three propositions:
Proposition 5.5.1. For all ε > 0 sufficiently small depending only on ζ0 and the specific
choice (5.5.1) of the bdf σ of sgf :
(i) F ′, H¯ ∈ A(−1,0,−1)phg,({v=0},{r=0},{ζ=0})({σ ≥ ε} ∩ U);
(ii) ω ∈ A(0,0,0)phg,({v=0},{r=0},{ζ=0})({σ ≥ ε} ∩ U).
Proposition 5.5.2. For all ε > 0 sufficiently small depending only on ζ0 and the specific
choice (5.5.1) of the bdf σ of sgf :
(i) F ′, H¯ ∈ A(−1,−1)phg,({v=0},{ζ=0})({σ ≥ ε} ∩ U4);
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(ii) ω ∈ A(−1,0)phg,({v=0},{ζ=0})({σ ≥ ε} ∩ U4).
and
Proposition 5.5.3. For all 0 < ε < 1 sufficiently small depending only on ζ0 and the
specific choice (5.5.1) of the bdf σ of sgf :
(i) F ′, H¯ ∈ A(−1,−1,−1′)phg,({v=0},{ζ=0},{σ=0})({σ ≤ ε} ∩ U);
(ii) ω ∈ A(0,0,0′′)phg,({v=0},{ζ=0},{σ=0})({σ ≤ ε} ∩ U).
We briefly mention how to derive proposition 5.2.6 from these propositions. As men-
tioned above, the blowdown W ′ → U4 is a diffeormoprhism away from 0. Since α 6= 0 near
σ = 0, proposition 5.5.3 immediately implies that
F ′, H¯ ∈ A(−1,−1,−1′)phg,({v=0},{ζ=0},{σ=0})({σ ≤ ε} ∩ U4)
ω ∈ A(0,0,0′′)phg,({v=0},{ζ=0},{σ=0})({σ ≤ ε} ∩ U4).
It is now clear (after rescaling H¯ back to H˜) that proposition 5.5.2 and proposition 5.5.3
imply proposition 5.2.6. However, as we mentioned, for technical reasons it is convenient to
blow up, so we will first prove proposition 5.5.1 and then use it to prove proposition 5.5.2.
The splitting of proposition 5.2.6 into regions {σ ≤ ε} and {σ ≥ ε} makes sense in light
of the hyperbolic nature of (5.5.5) and (5.5.6). Indeed, one may compute
(ζ∂ζ − r∂r)σ = κ(1 + vK)r〈u〉 = 1− σ
(ζ∂ζ − v∂v − r∂r)σ = κ(1 + 2vK + v2∂vK)r〈u〉
=
1 + 2vK + v2∂vK
1 + vK
(1− σ)
(5.5.8)
If ε < 1, then the first line is strictly positive on {σ ≤ ε}. Since 1 + vK > 0, and in the
beginning of the previous section we established 1 + 2vK + v2∂vK > 0, the second line is
also strictly positive on {σ ≤ ε}.
Thus σ is increasing along the flows of ζ∂ζ − r∂r and ζ∂ζ − v∂v − r∂r for σ ≤ ε. In
particular, {σ ≥ ε} forms a domain of dependence for (5.4.2) and what happens in the
region {σ ≤ ε} cannot affect what happens in the region {σ ≥ ε} (as we are propagating
backwards along the flow).
Let us now specify how small ε needs to be in proposition 5.5.1, proposition 5.5.2 and
proposition 5.4.2. As we’ve mentioned, we need to take ε1. For proposition 5.5.1 and
proposition 5.5.2, ε should be small enough so ε < inf σ|{ζ=ζ0} and inf ζ|{σ=ε} ≤ ζ0. This
ensures that every backwards-directed integral curve of ζ∂ζ − r∂r or ζ∂ζ − v∂v − r∂r which
starts at {ζ = ζ0} eventually intersects {σ = ε}, and conversely, every forwards-directed
integral curve starting at {σ = ε} intersects {ζ = ζ0}. Since ε < 1, every forwards-directed
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integral curve starting at {σ = 0} eventually intersects {σ = ε}, so the latter is a Cauchy
hypersurface of (5.5.5) and (5.5.6).
We will prove proposition 5.5.1, proposition 5.5.2 and proposition 5.5.3 over the next
two subsections. The first subsection will be devoted to proving proposition 5.5.1 and
proposition 5.5.2. The proof of proposition 5.5.1 will follow the same outline as the proofs
of proposition 5.2.4 and proposition 5.4.1, with a few additional difficulties. The second
subsection will be devoted to proving proposition 5.5.3. Because the proof is almost identical
to that of proposition 5.4.2, since in the latter v is treated mostly as a parameter, and in
the former v, r are treated as parameters, we omit most of the details.
5.5.1 Behaviour away from {σ = 0}.
For most of this subsection, we work in U , only returning to U4 when we prove proposi-
tion 5.5.2.
Let us first work on proving part (i) of proposition 5.5.1 and proposition 5.5.2. The
proof of the former is essentially a hybrid between the proofs of proposition 5.2.4:(i) and
proposition 5.4.1:(i).
As in the proof of proposition 5.4.1:(i), for technical purposes, we will need to localize
to domains of dependence of (5.5.5). For our current purposes, we need to redefine:
Definition 5.5.4. A domain of dependence for (5.5.5) is subset D ⊆ U for which every
forwards-directed integral curve of ζ∂ζ − r∂r or ζ∂ζ − v∂v − r∂r which starts in D does not
exit D until it intersects {ζ = ζ0}.
Notice that we are propagating backwards along the flow of ∂ζ and ζ∂ζ − v∂v, so the
backwards domain of dependence is forwards along the flow. We also define:
Definition 5.5.5. For p ∈ U , the backwards domain of dependence of p, denoted B(p), is
the smallest domain of dependence containing p.
One may explicitly describe B(p). If p = (v1, ζ1, r1), then
B(p) = {(v, ζ, r) : ζ0 ≤ ζ ≤ ζ1, rζ = r1ζ1, v1ζ1/ζ ≤ v ≤ v1}.
Indeed, one can explicitly check that B(p) is a domain of dependence, and is the smallest
set containing the forwards-directed integral curve of ζ∂ζ − r∂r starting from p and all the
forwards-directed integral curves of ζ∂ζ − v∂r − r∂r starting at any point of the previous
curve. As remarked above, observe then σ(p) ≥ ε implies σ(q) ≥ ε for all q ∈ B(p), since
every backwards-directed integral curve of ζ∂ζ − r∂r and ζ∂ζ − v∂v − r∂r starting at a point
q′ with σ(q′) < ε remains in the region {σ < ε}.
We will need to to expand the type of equations we consider to include an inhomogeneous
right-hand side. Such equations will arise when commuting our original equation with
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derivatives which we will use to establish regularity. Let us consider for k, j, ℓ ∈ N0 the
system
(ζ∂ζ − r∂r)A+ a11B + a12A+A = RA
(ζ∂ζ − v∂v − r∂r)B + a21B + a22A−A−B = RB ,
(5.5.9)
where aij ∈ r2L∞({σ ≥ ε}),
RA ∈ vℓ−1rk+max(j,1)ζk−1L∞({σ ≥ ε}), RB ∈ vℓ−1rk+jζk−1L∞({σ ≥ ε}),
and A|{ζ=ζ0}, B|{ζ=ζ0} ∈ vℓ−1rk+jL∞({ζ = ζ0}). Set
E =
∑
ij
‖aij‖r2L∞({σ≥ε})
I = ‖A|{ζ=ζ0}‖vℓ−1rk+jL∞({ζ=ζ0}) + ‖B|{ζ=ζ0}‖vℓ−1rk+jL∞({ζ=ζ0})
+ ‖RA‖vℓ−1rk+max(j,1)ζk−1L∞({σ≥ε}) + ‖RB‖vℓ−1rk+jζk−1L∞({σ≥ε}).
Then:
Proposition 5.5.6. Suppose A,B ∈ C1({ζ > 0, v > 0}) solves (5.5.9). Then A,B ∈
vℓ−1rk+jζk−1L∞({σ ≥ ε}) and
‖A‖vℓ−1rk+jζk−1L∞({σ≥ε}) + ‖B‖vℓ−1rk+jζk−1L∞({σ≥ε}) ≤ CI,
where C = C(E , ζ0, supσ≥ε r) (the third argument is finite) is increasing in all its arguments.
Remark 5.5.7. As in proposition 5.3.1 The reason for max(1, j) appearing is technical, as it
was in proposition 5.3.1.
Proof. Let C denote a numerical constant depending only on E , ζ0, j, and sup r <∞ which
may change from line to line.
On a first reading, it is helpful to suppose k = j = ℓ = 0, and RA = RB = 0. We recast
the system as an integral system. Define ϕ,ψ by requiring them to solve in U
(ζ∂ζ − r∂r)ϕ = ϕ (a12 + 1)
(ζ∂ζ − v∂v − r∂r)ψ = ψ (a21 − 1) ,
with ϕ(λ, 1) ≡ 1, ψ(0, τ) ≡ 1. Then
ϕ(v, r, ζ) = exp
(∫ ζ
ζ0
(1 + a12)(v, rζ/s, s) ds/s
)
ψ(v, r, ζ) = exp
(∫ ζ
ζ0
(−1 + a21) (vζ/s, rζ/s, s) ds/s
)
.
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Thus,
(ϕ/ζ), (ζ/ϕ) ≤ C
ζψ, 1/(ζψ) ≤ C.
Now using the method of integrating factors,
A(v, r, ζ)=ϕ−1
(
A(v, rζ/ζ0, ζ0)−
∫ ζ
ζ0
(a11Bϕ) (v, rζ/s, s) ds/s +
∫ ζ
ζ0
(ϕRA)(v, rζ/s, s) ds/s
)
B(v, r, ζ)=ψ−1
(
B(vζ/ζ0, rζ/ζ0, ζ0) +
∫ ζ
ζ0
(−(a22 + 1)Aψ) (vζ/s, rζ/s, s) ds/s
+
∫ ζ
ζ0
(ψRB)(vζ/s, rζ/s, s) ds/s
)
.
(5.5.10)
As always, the integrals are taken along the flow of ζ∂ζ − r∂r and ζ∂ζ − v∂v − r∂r,
respectively.
We will use the same strategy as usual, i.e. a bootstrap argument, and find numerical
constants K1,K2 > 1, N > 0, large, such that for all p ∈ {σ ≥ ε} with ζ(p), v(p), r(p) > 0
and δ > 0, then inside B(p)
|A| ≤ K1(I + δ)vℓ−1ζk−1rk+jeNr2
|B| ≤ K1K2(I + δ)vℓ−1ζk−1rk+jeNr2 .
Taking δ → 0 will prove the proposition, since K1,K2, N do not depend on δ or p. We need
only check that if the bootstrap assumptions are satisfied in a neighbourhood of B(p)∩{ζ =
ζ0} and for ζ(p) ≤ ζ1 < ζ0, if they are satisfied in B(p) ∩ {ζ1 ≤ ζ < ζ0}, then A, B in
fact satisfy an improved estimate on the region. By continuity, these bounds are verified
in a small neighbourhood of B(p) ∩ {ζ = ζ0} if K1,K2 > 1. Observe that if q = (v, ζ) ∈
B(p)∩{ζ1 ≤ ζ < ζ0},then the arguments of the integrands of (5.5.10) lie in the same region
(and in particular in {σ ≥ ε}). Therefore we may plug in the bootstrap assumptions into
(5.5.10) (and use that ζ/s ≤ 1 if ζ ≤ s) to see that if q ∈ B(p) ∈ {ζ1 ≤ ζ < ζ0}
|A|(v, r, ζ) ≤ ζ−1vℓ−1(rζ)k+jCI
+Cζ−1K1(I + δ)K2
∫ ζ0
ζ
(rζ/s)2vℓ−1(rζ)k(rζ/s)js−1eN(rζ/s)
2
s ds/s
+Cζ−1I
∫ ζ0
ζ
vℓ−1(rζ)k+max(j,1)s−1−max(j,1)s ds/s
≤ vℓ−1rk+jζk+j−1CI
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+CK1(I + δ)K2rk+jζk−1vℓ−1
∫ ζ0
ζ
(rζ)2s−3eN(rζ/s)
2
ds
+CIrk+max(j,1)ζk−1vℓ−1
∫ ζ0
ζ
ζmax(j,1)s−1−max(j,1) ds
≤ C(I + δ)rk+jζk−1vℓ−1
(
ζj + 1− K1K2
2N
+
K1K2
2N
eNr
2
)
≤ C(I + δ)rk+jζk−1vℓ−1
(
C − K1K2
2N
+
K1K2
2N
eNr
2
)
and
|B|(v, r, ζ) ≤ CIζ(vζ)ℓ−1(rζ)k+j
+ CζK1(I + δ)
∫ ζ0
ζ
s−1vℓ−1(ζ/s)ℓζ−1(rζ)k(rζ/s)jeN(rζ/s)
2
ds/s
+ CζI
∫ ζ0
ζ
s−1vℓ−1(ζ/s)ℓζ−1(rζ)k(rζ/s)j ds/s
≤ CIvℓ−1rk+jζℓ+k+j
+ C(I + δ)(K1eNr2 + 1)vℓ−1rk+jζk
∫ ζ0
ζ
s−2 ds
≤ C(I + δ)vℓ−1rk+jζk−1
(
ζℓ+j+1 +
ζ
2
(ζ−1 − ζ−10 )(K1eNr
2
+ 1)
)
≤ C(I + δ)vℓ−1rk+jζk−1eNr2(K1 + C).
Replacing C with max(C, 1), we will improve over the bootstrap assumption provided
(i) K2 > max(2, 10C
2);
(ii) N > CK2;
(iii) K1 > max(2NC/K2, 2).
The first condition bounds C(K1+C) < K1K2 (since K1 > 2) the second condition bounds
CK1K2
2N < K1, and the third bounds C − K1K22N < 0.
With additional regularity assumptions, we have additional regularity of the solution.
Corollary 5.5.8. Let aij, RA, RB be as in (5.5.9). Fix N ≥ 1 and suppose aij ∈ r2WNb ({σ ≥
ε}), RA, RB ∈ vℓ−1rk+max(j,1)ζk−1WNb ({σ ≥ ε}), RB ∈ vℓ−1rk+jζk−1WNb ({σ ≥ ε}), If
A,B ∈ CN+1({σ ≥ ε, v > 0}) solves (5.5.9) with data A|{ζ=ζ0}, B|{ζ=ζ0} ∈ vℓ−1rk+jWNb {ζ =
ζ0}), then A,B ∈ vℓ−1rk+jζk−1WNb ({σ ≥ ε}), with analogous bounds to those in proposi-
tion 5.5.6. In particular, if the assumptions are satisfied for all N , then
A,B ∈ vℓ−1rk+jζk−1A({σ ≥ ε}.
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The proof is the almost the same as that of corollary 5.3.3, so is omitted.
We need one more lemma, the analogue of lemma 5.3.4.
Lemma 5.5.9. For k ∈ N0, ak(ζ∂ζ)F ′|{ζ=ζ0}, ak(ζ∂ζ)H¯|{ζ=ζ0} ∈ rkA(−1,0)phg,({v=v0},{r=0})({ζ =
ζ0}).
Proof. Recall that polyhomogeneity with index set 0 is the same as smoothness, and recall
(5.5.7) implies that F ′ and H¯ are well-defined and polyhomogeneous on
{1/λ0 ≤ ζ ≤ ζ0, σ > 0}.
It suffices to prove that for 1/λ0 ≤ ζ ≤ ζ0, F j = ∂jrF ′|{r=0} and H¯j = ∂jrH¯|{r=0} have finite
expansions in integral powers ζℓ, without remainder
F j =
j−1∑
k=−1
F jk ζ
k
H¯j =
j−1∑
k=−1
H¯jkζ
k,
where
F jk , H¯
j
k ∈ A(−1)phg,({v=0})({ζ = ζ0, r = 0}).
Indeed, this implies that
ak(ζ∂ζ)∂
j
rF
′, ak(ζ∂ζ)∂
j
rH¯ = 0, k ≥ j + 1
at r = 0, and so
ak(ζ∂ζ)F
′|{ζ=ζ0}, ak(ζ∂ζ)H¯ |{ζ=ζ0}
have their first k − 1 ∂r-derivatives equal to 0 at r = 0.
Commuting ∂jr with (5.5.5) yields
ζ∂ζF
j + (1− j)F j = −
j∑
ℓ=2
(
j
ℓ
)[(
∂ℓr
vf
4
)
H¯j−ℓ +
(
∂ℓr
vζh˜
4
)
F j−ℓ
]
(ζ∂ζ − v∂v)H¯j − F j − (j + 1)H¯j =
j∑
ℓ=2
(
j
ℓ
)[(
∂ℓr
vf
4
)
H¯j−ℓ +
(
∂ℓr
vζh˜
4
)
F j−ℓ
]
(5.5.11)
(the sum starts at 2 since by (5.2.4) vf and vζh˜ ∈ r2C∞(U)). Also by (5.2.4), vζh˜ and vf
are both r2 times smooth functions of r, ζr, v u. Indeed, the only dependence on ζ comes
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from the dependence of K on
θ = (θ1, θ2) = (ζr, ζru).
Thus, at r = 0, ∂ℓr(vζh˜) and ∂
ℓ
r(vf) have finite expansions in powers of ζ
k, 0 ≤ k ≤ ℓ− 2.
Let us look at j = 0. In this case, ζ∂ζF
0 + F 0 = 0, and so F 0 = ζ0/ζF
0|{ζ=ζ0}, which
is a series of the desired form. Also, H¯0 satisfies (ζ∂ζ − v∂v)H¯0 − F 0 − H¯0 = 0. It will be
useful, both for the base case and the inductive step, to return to (λ, τ, θ) coordinates, so
we provide some overheard. To be consistent with the blowup of r = 0, we will also need to
blow up |θ| = 0, choosing projective coordinates s = θ1, u = θ2/θ1 = α2/α1 (remember we
are working without loss of generality in a coordinate chart in which r = α1, u = α2/α1).
Then at s = 0, ζ∂ζ − v∂v = −λ∂λ. Moreover, setting H˜j = ∂jsH˜|{s=0}, we have that
H¯j = λ−j−1H˜j = ζj+1H˜j , since ∂s = λ∂r. In particular,
(ζ∂ζ − v∂v − (j + 1))H¯j = −λ−j∂λH˜j .
Since H˜|lf ≡ 0 and ∂s is tangential to {λ = 0}, H˜j |{λ=0} = 0, for all j.
Thus, the equation for H¯0 becomes
∂λH˜
0 = −F 0 = τ−1A(λτ, u),
where A ∈ C∞({λ ≤ λ0, s = 0}), since vζF 0 ∈ C∞({λ ≤ λ0}). Thus
H˜0 =
∫ λ
0
τ−1A(µτ) dµ
=
1
τ2
∫ λτ
0
A(t) dt (substituting t = µτ).
Since the integrands are a smooth function of t,
∫ x
0 A(t) dt = xS(x), where S is smooth.
Thus
H˜0 = λ/τS(λτ, u).
Hence, H¯0 = λ−1H˜0 = τ−1S(λτ, u), or in (v, ζ) coordinates, H¯0 = ζ−1v−1S(v, u), where S
is smooth, which is a series of the desired form.
For higher j, we have by induction the right-hand sides of (5.5.11) are finite series in ζ
with polyhomogeneous coefficients, with powers ζk, 0 ≤ k ≤ j − 3.
The equation for F j is
(ζ∂ζ + (1− j))F j = R,
where R is the right-hand side. Integrating as in the proof of lemma 5.3.4, we know that this
means F j has a series of the desired form. Now for H¯j, we switch to (v, λ, s) coordinates,
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where the equation reads
∂λH˜
j = −λjF j + λjR.
The right-hand side of this equation we know is itself a finite series
λj
j−1∑
i=−1
ζ iv−1Ai(v) =
j−1∑
i=−1
λj−i−1τ−1Ai(λτ),
where Ai are smooth. Thus
H˜j =
j−1∑
i=−1
∫ λ
0
µj−i−1τ−1Ai(µτ) dµ
=
j−1∑
i=−1
τ i−1−j
∫ τλ
0
tj−i−1Ai(t) dt (substituting t = µτ).
Since the integrand is a non-negative integral power of t times a smooth function,∫ x
0
tj−i−1Ai(t) = x
j−iSi(x),
for some smooth Si. Thus
H˜j =
j−1∑
i=−1
τ−1λj−iSi(λτ),
and so
H¯j =
j−1∑
i=−1
τ−1λ−i−1Si(λτ) =
j−1∑
i=−1
v−1ζ−iSi(v),
which is a series of the desired form.
We may now prove proposition 5.5.1. The proof is very similar to that of proposi-
tion 5.2.4, so we only indicate what needs to be changed.
Proof of proposition 5.5.1. It suffices to show that for all ℓ, i, k
aℓ(v∂v)pi(r∂r)ak(ζ∂ζ)F
′, aℓ(v∂v)pi(r∂r)ak(ζ∂ζ)H¯,∈ vℓ−1riζk−1A({σ ≥ ε}).
We will in fact prove the stronger claim that for i ≤ k
aℓ(v∂v)pi(r∂r)ak(ζ∂ζ)F
′, aℓ(v∂v)pi(r∂r)ak(ζ∂ζ)H¯,
′ ∈ vℓ−1rmax(i,k)ζk−1A({σ ≥ ε}).
One argues by induction on i + k + ℓ using, corollary 5.5.8 and lemma 5.5.9, in almost the
same manner as in the proof of proposition 5.2.4. We omit the details.
We can now prove proposition 5.5.2.
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Proof of proposition 5.5.2. Let U ′4 the image of U in U4 under the blowdown. It suffices to
show
aj(ζ∂ζ)ak(v∂v)F
′ ∈ ζj−1vk−1A(U ′4 ∩ {σ ≥ ε})
aj(ζ∂ζ)ak(v∂v)H¯ ∈ ζj−1vk−1A(U ′4 ∩ {σ ≥ ε}).
(5.5.12)
In our projective coordinate patch, U , the vector fields ∂α1 and ∂α2 are spanned over C
∞(U)
by ∂r and r
−1∂u. Thus, it suffices to show that for all j
r−j∂juF
′, r−j∂juG¯
′ ∈ A(−1,0,−1)phg,({v=0},{r=0},{ζ=0})({σ ≥ ε} ∩ U). (5.5.13)
Indeed, since polyhomogeneity with index set 0 is the same as smoothness, it follows that
A
(−1,0,−1)
phg,({v=0},{r=0},{ζ=0})({σ ≥ ε} ∩ U)
is stable under differentiation via ∂r, and so (5.5.13) would imply that for all j, k,ℓ1, ℓ2,
aj(ζ∂ζ)ak(v∂v)∂
ℓ1
α1∂
ℓ2
α2F
′ ∈ ζj−1vk−1A({σ ≥ ε} ∩ U)
aj(ζ∂ζ)ak(v∂v)∂
ℓ1
α1∂
ℓ2
α2H¯ ∈ ζj−1vk−1A({σ ≥ ε} ∩ U),
which is the same thing as (5.5.12).
To prove (5.5.13), it suffices for5.9
∂ju∂
i
rF
′|{r=0}, ∂ju∂irH¯|{r=0} ≡ 0, 0 ≤ i ≤ j − 1.
In the notation of the proof of lemma 5.5.9, since ∂u is tangent to {r = 0},
∂ju∂
i
rF
′|{r=0} = ∂juF i, ∂ju∂irH¯|{r=0} = ∂juH¯ i.
Certainly ∂juF i, ∂
j
uH¯ i = 0 for all 0 ≤ i ≤ j − 1 if and only if
∂i+1u F
i, ∂i+1u G¯
i = 0 (5.5.14)
so we have reduced (5.5.12) to (5.5.14).
From (5.5.11) in the proof of lemma 5.5.9, ∂i+1u F
i, ∂i+1u H¯
i satisfy equations of the form
ζ∂ζ∂
i+1
u F
i + (1− i)∂i+1u F i = ∂i+1u RF i (5.5.15a)
(ζ∂ζ − v∂v)∂i+1u H¯ i − ∂i+1u F i − (i+ 1)∂i+1u H¯ i = ∂i+1u RH¯i , (5.5.15b)
5.9Technically, this requires the use of corollary B.2.6. The quoted identity is sufficient to show that the
first few terms in the polyhomogeneous expansion at {r = 0} vanish. However, it is not immediately obvious
that the first few coefficients in the expansions at {r = 0} of the expansions at {ζ = 0} and {v = 0} also
vanish. Cf. footnote 4.10.
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where RF i , RH¯i are sums of terms of the form
∂i−ℓr (ϕ)Φ
ℓ,
for 0 ≤ ℓ < i, where ϕ is either vf, vζh˜, and Φℓ is either F ℓ or H¯ℓ. We will prove (5.5.14)
by induction. For i = 0, (5.5.15a) reads
ζ∂ζ∂uF
0 + ∂uF
i = 0,
and thus
∂uF
0 =
ζ0
ζ
∂uF
0|{ζ=ζ0}. (5.5.16)
We already know that
F ′ ∈ A(−1)phg,({v=0})(U4 ∩ {ζ = ζ0}),
and thus since ∂u = r∂α2(at least in the projective chart r = α1, u = α
2/α1 which covers
U),
∂uF
0|{ζ=ζ0} = ∂uF ′|{ζ=ζ0,r=0} = 0.
Therefore from (5.5.16) that ∂uF
0 ≡ 0, too, which is (5.5.14) in the case i = 0 for F .Similarly,
for i = 0, (5.5.15b) reads
(ζ∂ζ − v∂v)∂uH¯0 − ∂uH¯0 = 0,
and so from (5.5.15)
∂uH¯
0 =
ζ
ζ0
∂uH¯
0(vζ/ζ0, ζ0). (5.5.17)
Since
H¯ ∈ A(−1)phg,({v=0})(U4 ∩ {ζ = ζ0}),
too, in particular for all i, ∂i+1u H¯
i|{ζ=ζ0} ≡ 0, too, and thus by (5.5.17) ∂uH¯0 ≡ 0. This
completes the proof of (5.5.14) in the case i = 0.
Now for higher i, observe that ∂i+1u RF i , ∂
i+1
u RH¯i are sums of terms of the form
[∂i+1−ku ∂
i−ℓ
r (ϕ)][∂
k
uΦ
ℓ], (5.5.18)
eq:C5:ada for 0 ≤ ℓ < i, 0 ≤ k < i + 1, where ϕ and Φℓ are as above. By induction, the
second factor is 0 whenever k ≥ ℓ+ 1. Since ϕ is smooth on the blowdown U4,
∂i+1−ku ∂
i−ℓ
r ϕ = ∂
i−ℓ
r ∂
i+1−k
u ϕ = ∂
i−ℓ
r (r
i+1−k∂i+1−k
α2
)
is 0 on {r = 0} whenever i+1−k ≥ i− ℓ+1. Since one of the conditions i+1−k ≥ i− ℓ+1
and k ≥ ℓ + 1 these two conditions is always met, (5.5.18) is exactly 0, and so ∂i+1u RF i =
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∂i+1u RG¯i = 0. Thus, like in the base case we may argue
∂i+1u F
i =
ζ i−1
ζ i−10
F i|{ζ=ζ0} = 0,
and
∂i+1u G¯
i =
ζ i+1
ζ i+10
G¯i(vζ/ζ0, ζ0) = 0.
This completes the induction, and so (5.5.14) holds for all i.
We may now prove part (ii) of proposition 5.5.1 and proposition 5.5.2. The proof closely
follows that of proposition 5.2.4:(ii). Fix j, k, ℓ ∈ R, and consider the equations:
(ζ∂ζ − r∂r)w = S (5.5.19)
and
(ζ∂ζ − v∂v − r∂r)w = S, (5.5.20)
where in both cases S ∈ vjrkζℓL∞({σ ≥ ε}). We start with a general proposition.
Proposition 5.5.10. Suppose w ∈ C1({σ ≥ ε, v > 0}) solves (5.5.19) with data w|{ζ=ζ0} ∈
vjrkL∞({ζ = ζ0}). Assume also that ℓ − k 6= 0. Then w ∈ vjrkζmin(ℓ,k)L∞({σ ≥ ε}) with
the bound
‖w‖vj rkζmin(k,ℓ)L∞({σ≤ε}) ≤ C(‖w|{ζ=ζ0}‖vjrkL∞({ζ=ζ0}) + ‖S‖vjrkζℓL∞({σ≥ε})),
where C = C(j, k, ℓ, sup{σ≥ε} r) (the last argument is finite) is increasing in all its arguments.
Now fix N ≥ 1. If instead w ∈ CN+1({σ ≥ ε, v > 0}) and S ∈ vjrkζℓWNb ({σ ≥ ε}) and
w|{ζ=ζ0} ∈ vjrkζℓWNb ({ζ = ζ0}), then w ∈ vjrkζmin(k,ℓ)WNb ({σ ≥ ε}) with an analogous
bound. In particular, if the hypotheses hold for all N , then w ∈ vjrkζmin(k,ℓ)A({σ ≥ ε}).
Suppose instead w ∈ C1({σ ≥ ε, v > 0}) solves (5.5.20) with data w|{ζ=ζ0}∈ vjrkL∞({ζ =
ζ0}). Assume also that ℓ− j − k 6= 0. Then w ∈ vjrkζmin(ℓ,k)L∞({σ ≥ ε}) with the bound
‖w‖vj rkζmin(j+k,ℓ)L∞({σ≥ε}) ≤ C(‖w|{ζ=ζ0}‖vjrkL∞({ζ=ζ0}) + ‖S‖vjrkζℓL∞({σ≥ε})),
where C = C(j, k, ℓ, sup{σ≥ε} r, ζ0) is increasing in all its arguments.
Now fix N ≥ 1. If instead w ∈ CN+1({σ ≥ ε, v > 0}) and S ∈ vjrkζℓWNb ({σ ≥ ε}) and
w|{ζ=ζ0} ∈ vjrkζℓWNb ({ζ = ζ0}), then w ∈ vjrkζmin(j+k,ℓ)WNb ({σ ≥ ε}) with an analogous
bound. In particular, if the hypotheses hold for all N , then w ∈ vjrkζmin(j+k,ℓ)A({σ ≥ ε}).
Proof. The proof is nearly the same as that of proposition 5.3.5, and is omitted.
We need one more lemma:
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Lemma 5.5.11. For k ∈ N0,
pk(ζ∂ζ)ω|{ζ=ζ0}, pk(ζ∂ζ)(ζ∂ζ)ω|{ζ=ζ0} ∈ rk+2C∞({ζ = ζ0}).
Proof. The proof is a hybrid of the proof of lemma 5.3.6 and lemma 5.5.9. It suffices to
show that for j ≥ 0, in a neighbourhood of {ζ = ζ0}, ωj = ∂jrω|{r=0} has a finite expansion
in integral powers ζℓ without remainder
ωj =
j−2∑
ℓ=0
ωjℓζ
j,
where ωjℓ ∈ C∞({ζ = ζ0}). We know ω is smooth in a neighbourhood of {ζ = ζ0}, even to
the boundaries, so commuting ∂r with (5.5.3), we obtain the equation
(ζ∂ζ − j)(ζ∂ζ − v∂v − j)ωj = ∂jr
(
v2ζ
16
fh˜− v
2ζ2r2〈u〉2
4
F ′H¯ − vζ
4
f
)∣∣∣∣
{r=0}
. (5.5.21)
Using (5.2.4), one sees that both ∂jr(v2ζf h˜)|{r=0} and ∂jr(vζf)|{r=0} have expansions in
powers of ζℓ for 0 ≤ ℓ ≤ j − 2.
From the proof of lemma 5.5.9, we also have that for i ≥ 0, ∂irF ′|{r=0} and ∂irH¯|{r=0}
have expansions in ζℓ for −1 ≤ ℓ ≤ i− 1, with coefficients in
A(−1)phg,({v=0})({ζ = ζ0, r = 0}).
Thus ∂jr(ζ2v2r2〈u〉2F ′H¯)|{r=0} has a finite expansion in powers of ζℓ for 0 ≤ ℓ ≤ j− 2, with
smooth coefficients (the v2 factor means the index set of the polyhomogeneity at {v = 0} is
0, and hence the coefficients are actually smooth).
Putting this all together, it follows from (5.3.9) that
(ζ∂ζ − j)(ζ∂ζ − v∂v − j)ωj =
j−2∑
ℓ=0
Sℓζ
ℓ, (5.5.22)
for some coefficients Sℓ ∈ C∞({ζ = ζ0, r = 0}). Using the same argument as in the proof of
lemma 5.5.9, one deduces that
(ζ∂ζ − v∂v − j)ωj =
j−2∑
ℓ=0
S′ℓζ
ℓ
for some other coefficients S′ℓ ∈ C∞({ζ = ζ0, r = 0}). We may use coordinates (λ, τ, s, u) as
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in the proof of lemma 5.5.9 to rewrite this equation as
−∂λω˜j =
j−2∑
ℓ=0
S′ℓ(λτ)λ
j−ℓ,
where ω˜j = ∂jλω
j |{s=0}. Since ω|lf ≡ 0, the same argument as in the proof of lemma 5.5.9
shows that that ωj has the desired series expansion.
We may now prove part (ii) of proposition 5.5.1 and proposition 5.5.2.
Proof of proposition 5.2.4:(ii). It suffices to show that for all j, k ∈ N0
pj(v∂v)pk(r∂r)pℓ(ζ∂ζ)ω ∈ vjrmax(k,2)ζℓA(U), (5.5.23)
the max(k, 2) showing that there are no terms r0 or r1 in the polyhomogeneous expansion
of ω at {λ = 0}. The proof is nearly the same as that of proposition 5.2.3:(ii), so we only
provide a sketch.
We need to examine the right-hand side of (5.5.6). Using (5.2.4), one sees that
pj(v∂v)pk(r∂r)pℓ(ζ∂ζ)(v
2ζf h˜) ∈ vjrmax(k,ℓ+4)ζℓA(U) (5.5.24)
pj(v∂v)pk(r∂r)pℓ(ζ∂ζ)(vζf) ∈ vjrmax(k,ℓ+2)ζmax(1,ℓ)A(U). (5.5.25)
The proof of proposition 5.5.1:(i) in fact shows that
aj(v∂v)pk(r∂r)aℓ(ζ∂ζ)F
′, aj(v∂v)pk(r∂r)aℓ(ζ∂ζ)H¯ ∈ vj−1rmax(k,ℓ)ζℓ−1A({σ ≥ ε}).
Therefore
pj(v∂v)pk(r∂r)pℓ(ζ∂ζ)(v
2ζ2r2F ′H¯) ∈ vjrmax(k,ℓ+2)ζℓA({σ ≥ ε}). (5.5.26)
Commuting pj(v∂v)pk(r∂r)pℓ(ζ∂ζ) with (5.5.6) and using (5.5.24)–(5.5.26) shows that
(ζ∂ζ − r∂r)(ζ∂ζ − v∂v − r∂r)pj(v∂v)pk(r∂r)pℓ(ζ∂ζ)ω ∈ vjrmax(k,ℓ+2)ζℓA(U).
Notice that regardless of j, k, ℓ ≥ 0
ℓ−max(k, ℓ+ 2), ℓ−max(k, ℓ+ 2)− j < 0.
Thus we may conclude by lemma 5.5.11 and proposition 5.5.10.
Proof of proposition 5.5.2:(ii). As in the proof of proposition 5.5.2:(i), it suffices to show
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that for all j
r−j∂juω ∈ A(0,0,0)phg,({v=0},{r=0},{ζ=0})({σ ≥ ε}),
which will be implied provided for i ≥ 0 ∂i+1u ωi = 0, where ωi = ∂irω|{r=0} is as in the proof
of lemma 5.5.11. From (5.5.21), and proposition 5.5.2:(i), ∂i+1u ω
i satisfies
(ζ∂ζ − i)(ζ∂ζ − v∂v − i)∂i+1u ωi = ∂i+1u ∂irS|{r=0},
where S is smooth on the blowdown U4 ∩ {σ ≥ ε}. Therefore, the right-hand side is 0 and
so in fact
(ζ∂ζ − i)(ζ∂ζ − v∂v − i)∂i+1u ωi ≡ 0.
Integrating, it follows that
(ζ∂ζ − v∂v − i)∂i+1u ωi =
ζ i
ζ i0
((ζ∂ζ − v∂v − i)∂i+1u ωi)|{ζ=ζ0}.
However, ωi is smooth on the blowdown in a neighbourhood of {ζ = ζ0}, since ω ∈
A(0)phg,({v=0})(U4 ∩ {1/λ0 ≤ ζ ≤ ζ0}). In particular, the right-hand side is just 0. Therefore
(ζ∂ζ − v∂v − i)∂i+1u ωi = 0,
and so integrating
∂i+1u ω
i =
ζ i
ζ i0
∂i+1u ω
i(vζ/ζ0, ζ0),
which is again 0 since ωi is smooth on the blowdown in a neighbourhood of {ζ = ζ0}. This
completes the proof.
5.5.2 Behaviour near {σ = 0}.
For this subsection, we work only in U . The proof of proposition 5.5.3 mirrors very closely
that of proposition 5.4.2, so we only give the indications of what needs to be changed. The
main difference is that in the current setting the vector field −r∂r plays the role of ∂ζ . The
intuition behind this is that the forwards-directed integral curves of r∂r are transverse to
{σ = 0} and cross from {σ > 0} to {σ < 0} in the current setting, while in the proof
of proposition 5.4.2, it is the backwards-directed integral curves of ∂ζ that have the same
property.
Define
β = (ζ∂ζ − v∂v − r∂r)σ
γ = (ζ∂ζ − r∂r)σ,
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which are both positive for {σ ≤ ε} by (5.5.8). Since U ∩ {σ ≤ ε} is compact, β, γ are
bounded uniformly away from 0.
From (5.5.8),
vf =
−2β
σ
(1 + σC∞(U)), vζh˜ =
−2γ
σ
(1 + σC∞)(U).
We first focus on proving part (i) of proposition 5.5.3. Let us introduce Φ = −σ/βH¯
and Ψ = σ/γF ′.
We rewrite (5.5.5)
σ(ζ∂ζ − v∂v − r∂r)Φ = β
2
(1 + σC∞)Φ− β
2
(1 + σC∞)Ψ
σ(ζ∂ζ − r∂r)Ψ = −γ
2
(1 + σC∞)Φ +
γ
2
(1 + σC∞)Ψ.
(5.5.27)
We will need to to add an inhomogeneous right-hand side to (5.4.9), and also extend from
a pair of scalar functions to a pair of vector-valued function on Rd (d ≥ 1). Fix 0 < ε < 1
small enough so that {σ ≤ ε} ⊆ U , and consider the following 2d× 2d system, for k, ℓ ∈ N0
σ(ζ∂ζ − v∂v − r∂r)A = β
2
(1 + σE11)A− β
2
(1 + σE12)B + σRA
σ(ζ∂ζ − r∂r)B = −γ
2
(1 + σE21)A+
γ
2
(1 + σE22)B + σRB ,
(5.5.28)
Where Eij ∈ L∞({0 ≤ σ ≤ ε};Md(R)), and for some RA, RB ∈ vk−1ζℓ−1L∞({0 ≤ σ ≤
ε};Rd) (hereMd(R) denotes the space of d×dmatrices). Suppose further A|{σ=ε}, B|{σ=ε} ∈
vk−1ζℓ−1L∞({σ = ε};Rd).
To define the space L∞({0 ≤ σ ≤ ε};Md(R)) and L∞({0 ≤ σ ≤ ε};Rd), we use any
norm on Rd, and the associated operator norm on Md(R) to simplify our computations.
Henceforth, we will omit Md(R) and R
d from out notation for clarity.
Let
I = max(‖A|{σ=ε}‖vk−1ζℓ−1L∞({σ=ε}), ‖B|{σ=ε}‖vk−1ζℓ−1L∞({σ=ε}))
R = ‖RA‖vk−1ζℓ−1L∞({0≤σ≤ε}) + ‖RB‖vk−1ζℓ−1L∞({0≤σ≤ε})
E =
∑
ij
‖Eij‖L∞({0≤σ≤ε}).
Proposition 5.5.12. Suppose A,B ∈ C1({0 < σ ≤ ε, v > 0}) solves (5.5.28). Then
A,B ∈ vk−1ζℓ−1L∞({0 ≤ σ ≤ ε}) and
‖A‖vk−1ζℓ−1L∞({0≤σ≤ε}) + ‖B‖vk−1ζℓ−1L∞({0≤σ≤ε}) ≤ C(I +R),
where C = C(k, ℓ, E , sup β−1, sup γ−1) is increasing in all its arguments.
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Before proving proposition 5.5.12, we will need some overhead. Fix 0 < ǫ ≤ ε, and
p = (v, ζ, r, u) with σ(p) ≤ ε. Let q1 = (v1, ζ1, r1, u1) be the unique point for which the
integral curve of ζ∂ζ−r∂r starting from p intersects {σ = ǫ}.5.10 Up to scaling the parameter,
an integral curve starting at p is the curve
t 7→ (v, ζr/t, t, u).
Thus
q1 = (v, ζ/i(v, ζr, u), i(v, ζr, u), u)
for some i = iǫ.
Now, let q2 = (v2, ζ2, θ2) be the unique point for which the integral curve of ζ∂ζ−v∂v−r∂r
starting from p intersects {σ = ε}. Up to scaling the parameter, an integral curve starting
at p is the curve
t 7→ (tv/r, ζr/t, t, u)
Thus
q2 = (j(v/r, ζr, u)v/r, ζr/j(v/r, ζr, u), j(v/r, ζr, u), y)
for some j = jǫ.
Since
σ(v, rζ/i, i, u) = σ(v/rj, rζ/j, j, u) = ǫ,
the implicit function theorem shows that i, j are smooth and satisfy (ζ∂ζ − r∂r)i = 0,
(ζ∂ζ − v∂v − r∂r)j = 0.
Lemma 5.4.10 has an analogue in the current setting, whose proofs is the same.
Lemma 5.5.13. Let f : (0,∞)→ R be a smooth function, and let f ′ denotes its derivative.
Then for 0 < ǫ ≤ ε ∫ r
iǫ(rζ)
γf ′(σ(v, rζ/s, s)) ds/s = f(σ(v, r, ζ)) − f(ǫ)∫ r
jǫ(rζ,v/r)
βf ′(σ(sv/r, rζ/s), s) ds/s = f(σ(v, r, ζ)) − f(ǫ).
We can now sketch the proof of proposition 5.5.12, which follows the same steps as the
proof of proposition 5.4.9.
Proof sketch of proposition 5.5.12. Fix 0 < ǫ ≤ ε, and set Set i = iǫ and j = jǫ. Conjugating,
5.10The integral curve intersects {σ = ǫ} precisely once because σ is strictly increasing along the flow for
{σ ≤ ε} since ε < 1.
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we may suppose k = ℓ = 1. Using the method of integrating factors,
A(v, r, ζ) =
σ1/2
ǫ1/2
(
A(jv/r, rζ/j, j) +
∫ r
j
ǫ1/2β
2σ3/2
(−B + σE11A− σE12B)(sv/r, s, rζ/s) ds/s
+
∫ r
j
(ǫ1/2σ−1/2RA)(sv/r, rζ/s, s) ds/s
)
B(v, r, ζ) =
σ1/2
ǫ1/2
(
B(v, rζ/i, i) +
∫ r
i
ǫ1/2γ
2σ3/2
(−A = σE21A+ σE22B)(v, rζ/s, s) ds/s
+
∫ r
i
(ǫ1/2σ−1/2RB)(v, s, rζ/s) ds/s
)
.
The rest of the proof proceeds in an identical fashion to that of proposition 5.4.9.
With additional regularity assumptions, we have more regularity of the solution, al-
though we may need to take ε slightly smaller. The proof is almost the same as that of
corollary 5.4.11
Corollary 5.5.14. Let Eij (i, j,= 1, 2), RA, RB be as in (5.4.10). Fix N ≥ 1 and suppose
Eij ∈ WNb ({σ ≤ ε}), RA, RB ∈ vk−1ζℓ−1WNb ({σ ≤ ε}). If A,B ∈ CN+1({0 < σ ≤ ε, v >
0}) solve (5.4.4) with data
A|{σ=ε}, B|{σ=ε} ∈ vk−1ζℓ−1WNb ({σ = ε}),
then A,B ∈ vk−1ζℓ−1WNb ({σ ≤ ε}), with analogous bounds to those in proposition 5.5.12
(except now the constant is allowed to depend on β, β−1, γ, γ−1 and its first N derivatives).
If the assumptions are true for all N , then in particular A,B ∈ vk−1ζℓ−1A({0 ≤ σ ≤ ε}).
Proof. Setting σ = σ(v, ζ, r, u), (σ, v, ζ, u) becomes new coordinates on {σ ≤ ε}. Consider
the vector fields
ν0 = σ∂σ, ν1 = v∂v , ν2 = ζ∂ζ , ν3 = ∂u.
Observe that in these coordinates ζ∂ζ−r∂r = γ∂σ+ζ∂ζ and ζ∂ζ−v∂v−r∂r = β∂σ+ζ∂ζ−v∂v.
We record the commutator formulae
[νi, σ(ζ∂ζ − r∂r)] = (νi log γ)σ(ζ∂ζ − r∂r)− σ(νi log γ − δi0)ν2
[νi, σ(ζ∂ζ − v∂v − r∂r)] = (νi log β)σ(ζ∂ζ − v∂v − r∂r) + σ(νi log β − δi0)(ν1 − ν2).
Using these identities, one may proceed using nearly verbatim as in the proof of corol-
lary 5.4.11, using proposition 5.5.12 instead of proposition 5.4.9.
To complete the proof of proposition 5.5.3, one first establishes partial polyhomogeneity
i.e.:
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Proposition 5.5.15. It holds that
F ′, H¯ ∈ σ−1A(−1,−1)phg,{v=0},{ζ=0}({σ ≤ ε})
Proof. In light of proposition 5.5.1, we already know that
F ′, H¯ ∈ σ−1A(−1,−1)phg,{v=0},{ζ=0}({σ ≥ ε/2}.
We use coordinates (σ, v, ζ, u). Write ν1 = v∂v and ν2 = ζ∂ζ in these coordinates. We
may rewrite (5.5.27) as
σ(∂σ − β−1(ν1 − ν2))Φ = 1
2
(1 + σC∞(U))Φ− 1
2
(1 + σC∞(U))Ψ
σ(∂σ + γ
−1ν2)Ψ = −1
2
(1 + σC∞(U))Φ +
1
2
(1 + σC∞(U))Ψ.
(5.5.29)
It suffices to show that for all k, ℓ ∈ N0,
ak(ν1)aℓ(ν2)Φ, ak(ν1)aℓ(ν2)Ψ ∈ vk−1ζℓ−1A(σ ≤ ε).
One proceeds by induction on k+ ℓ using corollary 5.5.8 in the exact same way as the proof
of proposition 5.4.13. We omit the details.
Proposition 5.5.3:(i) now follows from proposition 5.5.15 in the same way that proposi-
tion 5.4.2:(i) follows from proposition 5.4.13. We omit the details.
We now turn our attention to proving part (ii) of proposition 5.5.3. Fix j, k, ℓ ∈ R, and
ℓ 6= x ∈ R. Consider the equations for a vector-valued function w:
(σ(ζ∂ζ − r∂r)− γx)w − σEw = S (5.5.30)
and
(σ(ζ∂ζ − v∂v − r∂r)− βx)w − σE = S, (5.5.31)
where in both cases S ∈ vjζkσℓL∞({σ ≤ ε}) and E ∈ L∞({σ ≤ ε}). We start with a general
proposition.
Proposition 5.5.16. Suppose w ∈ C1({σ > 0, v > 0}) solves (5.5.30) or (5.5.31) with
data w|{σ=ε} ∈ vjζkL∞({σ = ε}). Then w ∈ vjζkσmin(x,ℓ)L∞({σ ≤ ε}) with the bound
‖w‖vj ζkσmin(x,ℓ)L∞({σ≤ε}) ≤ C(‖w|{σ=ε}‖vjζkL∞({σ=ε}) + ‖S‖vjζkσℓL∞({σ≤ε})),
where
C = C(‖E‖L∞({σ≤ε}), sup β−1, sup γ−1, j, k, ℓ).
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Now fix N ≥ 1. If instead w ∈ CN+1({σ > 0, v > 0}), S ∈ vjζkσℓWNb ({σ ≤ ε}),
E ∈ WNb ({σ ≤ ε}), and w|{σ=ε} ∈ vjζkWNb ({σ = ε}), then w ∈ vjζkσmin(x,ℓ)WNb ({σ ≤
ε}) with an analogous bound. In particular, if the hypotheses hold for all N , then w ∈
vjζkσmin(x,ℓ)A({σ ≤ ε}).
Proof. Conjugating by vjζkσℓ, we may assume j = k = ℓ = 0. Using the commutator
identities established in the proof of corollary 5.5.8, the proof is now nearly identical to that
of proposition 5.4.17, and is omitted.
To complete the proof, we first propagate polyhomogeneity at {v = 0} and {ζ = 0} to
{σ = 0}, and then develop full polyhomogeneity.
We may rewrite (5.5.6) as
σ(ζ∂ζ − r∂r− γ)σ(ζ∂ζ − v∂v− r∂r)ω = v
2σ2ζ
16
fh˜− v
2r2〈u〉2σ2
4
F ′H¯− vζσ
2
4
f =: S. (5.5.32)
Observe that by proposition 5.2.6:(i) and (5.2.4), S ∈ A(0,0,0′′)phg,({v=0},{ζ=0},{σ=0})(U).
Proposition 5.5.17. It holds that
ω ∈ A(0,0)phg,({v=0},{ζ=0})({σ ≤ ε}).
Proof. The proof is a hybrid between the proof of proposition 5.4.18 and proposition 5.5.15.
In light of proposition 5.5.1:(ii), we already know that
ω ∈ A(0,0)phg,({v=0},{ζ=0})({σ ≥ ε/2}).
Let us return to (σ, v, r, u) coordinates and the vector fields ν1 = v∂v and ν2 = ζ∂ζ in those
coordinates. Recall that ζ∂ζ − r∂r = γ∂σ + ν2 and ζ∂ζ − v∂v − r∂r = β∂σ − ν1 + ν2.
It suffices to show that for all j, k ∈ N0.
pj(ν1)pk(ν2)ω ∈ σ0−A({σ ≤ ε}).
For j = k = 0, this follows by applying proposition 5.5.16 twice to (5.5.32). For j, k > 0,
one now uses induction on j + k and commutes pj(ν1)pk(ν2) through (5.5.32) to see that
pj(ν1)pk(ν2)ω satisfies an equation of the form
σ(ζ∂ζ − r∂r − γ)σ(ζ∂ζ − v∂v − r∂r)pj(ν1)pk(ν2)ω = pj(ν1)pk(ν2)S +R,
where R is an error term consisting of sums of terms of the form
vj−j
′
ζk−k
′
Lj,k,j′,k′pj′(ν1)pk′(ν2)ω,
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where 0 ≤ j′+ k′ < j + k, and Lj,k,j′,k′ ∈ Diff2b({σ ≤ ε}) (the coefficients of Lj,k,j′,k′ depend
on the derivatives of β and γ). By induction this is in vjζkσ0
−A({σ ≤ ε}), so we may again
apply proposition 5.5.16 twice and conclude.
Proof of proposition 5.5.3:(ii). We can rewrite (5.5.32) schematically as
(σ∂σ − 1)σ∂σω = σLω + S/(βγ)
where L ∈ Diff2b({σ ≤ ε}). The proof of proposition 5.4.2:(ii) now applies nearly verbatim.
We omit the details.
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Chapter 6
Curvature blowup for commutative
data.
6.1 Curvature blowup
We are now in a position to state the precise version of theorem 9 which we will prove.
First some preliminaries. Fix a short-pulse tensor T and associated ̥ as defined in
section 4.3. Recall from section 4.3 the manifold M′ =M∩ {̥ > 0}, which we will think
of as
([0, 1]ξ × [0, 1]v × [0,∞)η × S2θ ) ∩ {̥ > 0},
as well as the short-pulse bundle spTM′ from section 4.3 and section 4.2 and the notion of
being in a double-null gauge from section 4.2. Let g be a formal solution to Ric(g) = 0 onM′
in a double-null gauge with some short-pulse data given by T, which exists by theorem 4.3.5.
Denote by
K = K(g) = |Riem(g)|2g = RabcdRabcd
its Kretschmann scalar. Then by corollary 4.3.10, it follows that
K ∈ ξ−12η−4AEphg(M′),
where E = (0, 0, 0, Elog,0). Thus
K˜ := (ξ12K)|if∩{̥>0} ∈ C∞(if ∩ {̥ > 0, η > 0}).
Theorem 6.1.1. Let T be any tracefree ✁˚g-symmetric type (1, 1) tensor on S
2, and let U ⊆
{T 6= 0} be compactly contained. Then for any v0 > 0 there exists a class C of commutative
short-pulse data, open under a class of C∞ perturbations, such that, for the formal solution
g to Ric(g) = 0 with short-pulse data T ∈ C, whose existence is provided by theorem 4.3.5,
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K˜(g)|{v≥v0 ,θ∈U} blows up as ̥→ 0.
More precisely, for δ1, δ2 > 0 let Cδ1,δ2 denote the set of commutative short pulse tensors
T = ψT0 satisfying
suppψ ⊆ [0, δ1]
and
‖T0 − T‖C0(S2) < δ2, |‖∂vψ‖2L2([0,1]) − 1| < δ22
(using ✁˚g to define the C
0 norm). Then for δ1, δ2 sufficiently small depending only on
‖T‖C0(S2), with g the formal solution with short-pulse data given by T, K˜(g)|{v≥v0 ,θ∈U}
blows up as ̥→ 0. In fact,
K˜(g)|{v≥v0 ,θ∈U} & ̥−3
(where the implied constant depends on T).
Observe that the class Cδ1,δ2 consists of data having a very sharp “pulse” near v = 0, and
is open under perturbations supported in [0, δ1].
Before beginning the proof, we need some notation and to state some results about
polyhomogeneity of metric components at {̥ = 0} for non-generic commutative data, which
are of independent interest. These are essentially translations of theorem 5.2.1 to the current
setting (more specifically translations of proposition 5.2.5 since we are away from {v = 0}
and the zeroes of T0) Fix T = ψT0, an arbitrary commutative short-pulse tensor. Set
v∗ = supv{∂vψ(t) = 0 on [0, v]}.6.1 Then on (v∗, 1] × W , the energy E is nonzero. Let
W = {T0 6= 0}. Thus the function γ : if ∩ {θ ∈W} → R defined by
γ(v, θ) =
√
2√∫ v
0 E(s) ds
is well-defined and smooth. The dependence of γ on θ will be treated parametrically, and
we will often omit writing this dependence explicitly. Let us set σ = γ(v) − η, a bdf of
{̥ = 0} for v > v∗, θ ∈ W . Observe that γ,−∂vγ > 0 on {v > v∗, θ ∈ U}, and ∂vσ = ∂vγ,
∂ησ = −1. Let us set X = {v > v∗, σ ≥ 0, θ ∈W}.
Let g denote the solution to Ric(g) = 0 in series with data given by T. Recall from
section 4.3 our notation for the metric components ✓k = ξ−4✁g, ω = logΩ, V = ξ
3η(L − L˚),
and from section 4.4
∂v✓k = ✓k(f/2 + F ), ∂η✓k = ✓k(h/2 +H),
as well as f˜ = η−2f and F˜ = η−1F . Recall also from section 5.2 the index sets
n′ = n ∪ {n+ 1, n + 2, . . .} × {1}
n′′ = n ∪ {n, n+ 1, . . . , } × {1} ∪ {n+ 1, n+ 2, . . .} × {2} × {n + 1, n + 2, . . .}.
6.1Observe that v∗ < 1 if we assume that T0 is not trivial, i.e. is not identically 0.
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Then:
Theorem 6.1.2.
f, h ∈ A(−1)phg,({σ=0})(X)
F,H ∈ A(−1′)phg,({σ=0})(X)
ω ∈ A(0′′)phg,({σ=0})(X).
If T satisfied the assumption of the “generic” commutative data considered in section 5.1,
then this would follow immediately from theorem 5.2.1. The proof of the theorem in general
follows from techniques introduced in section 5.4, except there will be a few details by having
to localize away from {v = v∗}. We postpone the details until section 6.3. For the moment,
however, the skeptical reader may suppose T0 has simple zeroes and replace Cδ1,δ2 with its
intersection with generic short-pulse data. Because they have explicit formulae, the proof
for f and h is easy, however.
Proof of theorem 6.1.2 for f , h. From proposition 4.4.7, f, h have the explicit formulae
f =
4
σ
η2∂vγ
γ2 + ηγ
h = − 4
σ
η
γ + η
,
(6.1.1)
and so the statement about f , h follows.
Remark 6.1.3. All sets and quantities above, X, ̥, σ, f , h, X, etc. ultimately depend only
on the choice of short-pulse tensor T. If we wish to emphasize this dependence, we will
write ̥[T], σ[T], etc.
It is important to examine the top-order behaviour of the metric quantities. From (6.1.1),
f =
2∂vγ
σ
+ C∞(X)
h = − 2
σ
+ C∞(X).
(6.1.2)
From theorem 6.1.2, we may also write
F =
F−1
σ
+AElogphg,({σ=0})(X)
H =
H−1
σ
+AElogphg,({σ=0})(X),
for some tracefree ✁˚g-symmetric F−1, H−1 ∈ C∞(X). However, from (5.1.1), ∂ηF = ∂vH,
and thus there is some tracefree ✁˚g-symmetric Σ ∈ C∞(X) for which F−1 = ∂vγΣ and
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H−1 = −Σ. Of course we may write Σ = Σ′T0 for some smooth function Σ′. Thus
F =
∂vγΣ
σ
+AElogphg,({σ=0})(X)
H =
−Σ
σ
+AElogphg,({σ=0})(X).
(6.1.3)
Using (4.4.18), (6.1.2) and (6.1.3) and the above, we may write
∂η∂vω = −∂vγ
4σ2
+
∂vγ
8σ2
Tr(Σ2) + σ−1AElogphg,({σ=0})(X). (6.1.4)
Using theorem 6.1.2, we know a priori that
ω = ω0,1 log σ + ω0,0 + σAElogphg,({σ=0})(X),
where ω0,1, ω0,0 ∈ C∞(X). It follows that
ω0,1 =
Tr(Σ2)− 2
8
.
Thus
Ω2 = Cσ
1
4
(Tr(Σ2)−2), (6.1.5)
where 1 . C . 1 locally uniformly on X.
We may now outline the proof of theorem 6.1.1. We will start with an examination of
K˜[T].
Proposition 6.1.4. Fix commutative short-pulse data T = ψT0, and let X = X[T]. Let
g = g[T] be the solution metric. Then
K˜(g)|X = (∂vγ)
2
2η2Ω4σ4
(
Tr((1− Σ2)2) + o(1)) , (6.1.6)
where o(1) indicates a quantity converging to 0 as σ → 0 uniformly on compact subsets of
X.6.2
Proving this will require a detailed examination of the Kretschmann scalar in a double-
null gauge and the leading-order asymptotics of various metric components, so we postpone
the proof until section 6.2
From theorem 6.1.1 it is easy to prove:
Corollary 6.1.5. Fix non-trivial commutative short-pulse data T = ψT0, and let v∗ =
v∗[T], and U ⊆ {T0 6= 0} be compact, and fix ε > 0 arbitrary (provided v∗ + ε < 1). Let
6.2K˜ should have scaling η−4 at η → 0, even though (6.1.6) suggests that it has scaling η−2. This scaling
is hidden in the o(1) term, since {̥ = 0} is disjoint from {η = 0}.
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Σ = Σ[T], and suppose that Σ|{σ=0, v≥v∗+ε} does not have eigenvalue ±1.6.3 Then
K˜(g)|{v≥v∗+ε,θ∈U} & σ−3.
In particular K˜(g) blows up as σ → 0.
Proof. Notice that Tr((1−Σ2)2) is only zero if ±1 is an eigenvalue of Σ. Since Σ is smooth,
and does not have ±1 as an eigenvalue, it follows that Tr((1−Σ2)2) & 1 on {v ≥ v∗+ ε, θ ∈
U}. We know from (6.1.5) that Ω4 . σ 12 (Tr(Σ2)−2). Now 12(Tr(Σ2) − 2) ≥ −1, and so
Ω4σ4 ≤ σ3 for σ ≤ 1. The conclusion now follows from proposition 6.1.4.
So, to prove theorem 6.1.1, it suffices to show for 0 < δ1, δ2 small enough and T ∈ Cδ1,δ2 ,
v∗(T) < v0, that Σ[T]|{σ=0} does not have eigenvalue ±1 for v ≥ v0 and θ ∈ U ⊆ {T0 6= 0}
compact.
While this may seem easy to do since the equation for F,H, (5.1.1), is linear in F and
H, the coefficients of the equation, as well as the position of the boundary {σ = 0} depend
on f , h which depend nonlinearly on T0. Thus, changing the data slightly for F,H will
create a corresponding change in the data for f, h, which could a priori have the effect of
cancelling out the change in the data. Thus, we need to understand the linear equation for
F,H (or rather F˜ = F/η,H) for fixed f, h, but with data not necessarily coupled to that of
T0.
Therefore, let us look look at (4.4.4b) for commutative short-pulse data, so that the
commutator drops out. Write F˜ = F˜ ′T0 and H = H
′T0. This is the equation
0 = ∂ηF˜
′ +
1
4η
fH ′ +
1
4
hF˜ ′
0 = ∂vH +
f
4
H ′ +
(η
4
h− 1
)
F˜ ′.
(6.1.7)
with data H|{v=0} = 0 and F˜ |{η=0} = ∂vT = ∂vψT0.
Motivated by this, let us introduce the equation for Ψ,Φ, which we pose for θ ∈ U ⊆ S2
0 = ∂ηΨ+
1
4η
fΦ+
1
4
hΨ
0 = ∂vΦ+
f
4
Φ +
(η
4
h− 1
)
Ψ.
(6.1.8)
We will have reason to specify several different initial data for this equation, so we do not
make any specific assumption at this point.
We may use the results of appendix D.3 to find the integral kernel of the system (6.1.8)
(i.e. the forwards fundamental solution). Namely, we will show in section 6.3:
6.3Since Σ is tracefree, having eigenvalue +1 is equivalent to having eigenvalue −1.
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Proposition 6.1.6. Fix short-pulse data T and U ⊆ S2. Let f = f [T], h = h[T], ̥ = ̥[T]
and let (A(v, η; s, t, θ) = A[T](v, η; s, t, θ), B[T](v, η; s, t, θ) = B(v, η; s, t, θ)) be a solution to
(6.1.8) on
{v ≥ s, η ≥ t, θ ∈ U, ̥(v, η, θ),̥(s, t, θ) > 0}
with data
A(v, t; s, t, θ) ≡ 0
B(s, η; s, t, θ) =
(
−ηh(s, η)
4
+ 1
)√
̥(s, t, θ)
̥(s, η, θ)
(the second set of arguments (s, t, θ) should be thought of as parameters). Then A,B exist
and are smooth and any solution (Ψ,Φ) to (6.1.8) with data Φ{v=0} = 0, Ψ|{η=0} = Ψ0
admits the representation formula
Ψ(v, η, θ) =
2√
̥(v, η)
Ψ0(v) +
∫ v
0
A(v, η; s, 0, θ)Ψ0(s) ds
Φ(v, η, θ) =
∫ v
0
(−B(v, η; s, η, θ) +B(v, η; s, 0, θ))Ψ0(v).
(6.1.9)
Like F and H, σA and σB remain bounded even as σ → 0. Indeed:
Proposition 6.1.7. Fix commutative short-pulse data T = ψT0, and U ⊆ {T0 6= 0}
compact. Suppose v∗ = v∗[T] < 1, and set γ = γ[T], σ = σ[T], etc., as above. Suppose
v0 > v
∗, and v∗ < v1 < v0. Then
sup
{v≥v0,σ≥0,0≤s≤v1,θ∈U}
σ|A[T]|(v, η; s, 0, θ) + σ|B[T]|(v, η; s, 0, θ) ≤ C,
where C depends only on
(v0 − v1)−1, sup
θ∈U
max
(
E(1),E(v1)
−1,
∫ 1
0
E(s) ds,
(∫ v1
0
E(s) ds
)−1)
, (6.1.10)
and is increasing in both its arguments. Observe that since v1 > v∗ and U is compact,
(6.1.10) is finite.
We will prove this as well in section 6.3. We may combine these results to prove theo-
rem 6.1.1:
Proof of theorem 6.1.1. First choose any 0 < v1 < v0, and fix δ1, δ2 > 0 (how small will
become clear during the proof). Notice that for T ∈ Cδ1,δ2 and δ1 sufficiently small, v∗ =
v∗[T] ≤ δ1 < v1, and U ⊆ {T0 6= 0}. Set Y = {v ≥ v0, θ ∈ U, ̥ ≥ 0}. Then from
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proposition 6.1.6, for any T = ψT0 ∈ Cδ1,δ2 :
F (v, η, θ) =
2√
̥(v, η)
∂vψ(v)T0(θ) +
∫ v
0
A(v, η; s, 0, θ)∂vψ(s)T0(θ) ds, (6.1.11)
where A = A[T] is defined in proposition 6.1.6. Notice that for v ≥ δ1, ∂vψ(v) ≡ 0, and so
the first term in (6.1.11) vanishes on Y .
Let us write A′(v, η; s, θ) := σA(v, η; s, 0, θ). It follows from (6.1.3) that on Y ,
∂vγ(v, η, θ)Σ(v, η, θ) =
∫ v
0
A′(v, η; s, θ)∂vψ(s)T0(θ) ds+ o(1),
where the o(1) is uniform in Y as σ → 0 (since Y is compact).
Thus
|Σ(v, η, θ)| ≤ |∂vγ|−1|T0(θ)|
∫ δ1
0
|A′(v, η; s, θ)∂vψ(s)| ds+ o(1)
≤ ‖|∂vγ|−1‖L∞(Y )‖T0‖L∞(U)‖A′(v, η; s, 0)‖L∞(Y )
√
δ1‖∂vψ‖L2([0,δ1]) + o(1)
≤ ‖|∂vγ|−1‖L∞(Y )‖T0‖L∞(U)‖A′(v, η; s, 0)‖L∞(Y )
√
δ1
√
1 + δ22 + o(1).
It follows that if ‖A′(·, ·; s)‖L∞(Y ), ‖|∂vγ|−1‖L∞(Y ) . 1 uniformly for T ∈ Cδ1,δ2 , θ ∈ U ,
and δ1 > 0 small enough, then |Σ|{σ=0}| can be made as small as desired for δ1 sufficiently
small (and δ2 . 1). In particular, Σ it will not have eigenvalue ±1, and thus by corol-
lary 6.1.5, K˜ blows up at least like σ−3 ∼ ̥−3 as σ → 0 (recall that σ and ̥ are bdfs of
the same compact hypersurface).
To control ∂vγ, notice first that
E(v1)(∫ 1
0 E(s) ds
)3/2 . |∂vγ|
for v ≥ v1. To control A′, we use proposition 6.1.7.
Therefore, to control both, it suffices to show that
E(1),
∫ 1
0
E(s) ds, (E(v1))
−1,
(∫ v1
0
E(s) ds
)−1
are all uniformly bounded for T ∈ Cδ1,δ2 , θ ∈ U , and δ2 > 0 small enough. By definition for
v ≥ δ1,
E(v) =
1
2
Tr(T20)‖∂vψ‖2L2([0,δ1]).
Thus
1
2
Tr(T20)
(
1− δ22
)
. E(v) .
1
2
Tr(T20)(1 + δ
2
2). (6.1.12)
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If δ2 is small enough then 1 . Tr(T
2
0) . 1 on U uniformly for T ∈ Cδ1,δ, and so (6.1.12)
shows that E(1), (E(v1))
−1 . 1.
Now ∫ 1
0
E(s) ds ≤ 1
2
Tr(T20)
∫ 1
0
‖∂vψ‖2L2([0,δ1]) ds ≤
1
2
Tr(T20)(1 + δ
2
2),
and so similarly
∫ 1
0 E(s) . 1 if δ2 is small enough. Finally, using (6.1.12),∫ v1
0
E(s) ds ≥
∫ v1
δ1
E(s) ds ≥ 1
2
Tr(T20)
(
1− δ22
)
(v1 − δ1),
and so
(∫ v1
0 E(s) ds
)−1
. 1 for δ2 small enough.
6.2 Analyzing the Kretschmann scalar
We start by describing the Kretschmann scalar in a double-null gauge.
Lemma 6.2.1. Let g be a short-pulse metric on a subset of M in a double-null gauge (with
definitions as in chapter 4). Recall
N = −2Ω2 grad u = ∂u = ξ−2 (η∂η − 1/2ξ∂ξ)
L = −2Ω2 grad u = ∂u = ξ−4η−2(∂v + ξηV ).
Then
K(g) = RabcdRijkl✁gai✁gbj✁gck✁gdl −
4
Ω2
RNbcdRLjkl✁g
bj
✁g
ck
✁g
dl − 1
Ω4
RNLcdRNLkl✁g
ck
✁g
dl
+
2
Ω4
RNbNdRLkLl✁g
bj
✁g
dl +
2
Ω4
RNbLdRNlLj✁g
bj
✁g
dl − 1
Ω6
RNLNdRLNLl✁g
dl +
1
4Ω16
R2NLNL.
(6.2.1)
Here, roman letters denote arguments in the fibred TS2, so Rabcd denotes a type (4, 0) fibre
tensor, RNbcd denotes a type (3, 0) fibre-tensor, etc.
The proof is a routine computation, so is omitted.
We may now prove proposition 6.1.4.
Proof of proposition 6.1.4. Let ✓k0 = ✓k|if . We start off by recording the curvature compo-
nents to top order at if and at {σ = 0} (at least over if ∩X)). We will derive the formulae
from appendix A.5. We will use the notation q ∈ o(σx), for x ∈ R to indicate a quantity q
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such that σ−xq → 0 as σ → 0 uniformly on compact subsets of X. We will show
(ξ−2✓k
−1
0 Rabcd)|if∩X = −∂vγ
η−1
8σ2Ω2
(✓k(1 + Σ)©∧ (✓k(1 + Σ))) + o(σ−2)
(ξ−1RabcL)|if∩X = 0
(ξRabcN )|if∩X = 0
(ξ−2RabNL)|if∩X = 0 + o(σ−2)
(ξ4✓k
−1
0 RaLbL)|if∩X =
1
4
η−4(∂vγ)
2σ−2(1− Σ2) + o(σ−2)
(✓k
−1
0 RaNbN )|if∩X =
1
4
η2σ−2(1− Σ2) + o(σ−2)
(✓k
−1
0 ξ
2RLaNb)|if∩X = −1
4
η−1(∂vγ)σ
−2(1− Σ2) + o(σ−2)
(ξ−5RLNLa)|if∩X = 0
(ξ−3RNLNc)|if∩X = 0
(ξ−2RabNL)|if∩X = 0 + o(σ−2)
(ξ6RNLNL)|if∩X = Ω2
(
1
4
η−1((∂vγ)σ
−2(2− Tr(Σ2))2 + o(σ−2)
)
(6.2.2)
Before we derive these formulas, let us show how to use them to prove proposition 6.1.4.
Since Σ is ✓˚k symmetric, we may plug in the formulae (6.2.2) into the formula given by
lemma 6.2.1 to obtain
(η2ξ12Ω4σ4K)|if∩X = (∂vγ)
2
64
|✓k(1 + Σ)©∧ (✓k(1 + Σ))|2✁k +
(∂vγ)
2
4
Tr((1 −Σ2)2)
+
(∂vγ)
2
16
(2− Tr(Σ2)) + o(1).
(6.2.3)
Let us now simplify the norm of the Kulkarni-Nomizu product in the first term. Since
1 + Σ is ✓k-symmetric, we may at at point p choose a ✓k-orthonormal basis E1, E2 of TpS
2
which diagonalizes 1 +Σ. Write ✓k(1 +Σ) = Υ, a symmetric (1, 1) tensor, for which Υij = 0
if ii 6= j, and Υii = λi, the eigenvalue of 1 + Σ associated to Ei.
Since TpS
2 is two-dimensional, up to symmetry the only non trivial component of Υ©∧ Υ
is
(Υ©∧ Υ)1212.
So in this orthonormal basis,
|(Υ©∧ Υ)|2
✁k
= 4(Υ©∧ Υ)21212.
Using the definition of the Kulkarni-Nomizu product,
(Υ©∧ Υ)1212 = 2Υ(E1)Υ(E2) = 2λ1λ2 = (λ1 + λ2)2 − (λ21 + λ22).
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We recognize this expression as
(Tr(1 + Σ))2 − Tr((1 + Σ)2),
which because Tr(Σ) = 0 simplifies to
2− Tr(Σ2).
Thus
|✓k(1 + Σ)©∧ (✓k(1 + Σ))|2✁k = 4(2− Tr(Σ)
2)2,
and so (6.2.3) simplifies to
(η2ξ12Ω4σ4K)|if∩X = (∂vγ)
2
8
(2− Tr(Σ2)) + (∂vγ)
2
4
Tr((1− Σ2)2) + o(1). (6.2.4)
Since Σ2 is tracefree and S2 is 2-dimensional, Σ2 is a scalar, and so Tr(Σ2) = 2Σ2 and thus
(6.2.4) simplifies to
(η2ξ12Ω4σ4K)|if∩X = (∂vγ)
2
2
Tr((1− Σ2)2),
which is (6.1.6)
Let us now derive the formulae in (6.2.2). Let χN = 12 LN ✁g and χL = 12 LL ✁g denote the
second fundamental forms of ✁g in the N and L directions, respectively. We record first their
top order behaviour, as well as that of [N,L] at if = {ξ = 0}. Recall from section 4.4 that
V |if = 0.
Using lemma 4.3.7 to handle the non-linear operations, we may conclude
χL =
η−2
2
∂v✓k =
η−2
2
✓k0
(
f
2
+ F
)
+ ξη−2AElogphg,(if)(M′; Sym2 T ∗S2)
χN =
ξ2
2
η∂η✓k − ξ2✓k = ξ2✓k0
(
η
h
4
− 1 + ηH
)
+ ξ3AElogphg,(if)(M′; Sym2 T ∗S2)
[N,L] = [N, ξ−3η−1V ] ∈ ξ−4η−1AElogphg,(if)(M′; Sym2 TS2).
(6.2.5)
We now begin the computation, using the previous formulae and appendix A.5.
(i) Rabcd: Notice that R(✁g)abcd = ξ
4
 R(✓k)abcd ∈ ξ4AElogphg,(if)(M′). Thus,
Rabcd =
1
2Ω2
(χL©∧ χN ) + ξ3η−2AElogphg,(if)(M′).
Thus,
(ξ−2✓k
−1
0 Rabcd)|if∩X = −∂vγ
η−1
8σ2Ω2
(✓k(1 + Σ)©∧ (✓k(1 + Σ))) + o(σ−2).
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(ii) RabcL and RabcN : It is clear from (6.2.5) that
(ξ−1RabcL)|if , (ξRabcN )|if = 0.
(iii) RabNL: We have
RabNL = (χ
L × χN − χN × χL) + ξ3η−2AElogphg,(if)(M′),
where × is taken with respect to ✁g. Since on X,
4ξ2η2✓h
−1(χL × χN − χN × χL) = [f/2 + F, ηh/2 − 1 + ηH]
= [F,H]
= −∂vγη
σ2
[Σ,Σ] + o(σ−2) ∈ o(σ−2),
it follows that
(ξ−2RabNL)|if∩X ∈ o(σ−2).
(iv) RaLbL:We have
RaLbL = χ
L × χL − LL χL + ξ−3η−4AElogphg,(if)(M′).
On the other hand, on X,
4η4ξ4✓k
−1
0 (χ
L × χL − LL χL) = (f/2 + F )2 − 2(∂vf/2 + ∂vF )− 2(f/2 + F )2
= (∂vγ)
2σ−2(1− Σ2 + o(σ−2)).
Thus
(ξ4✓k
−1
0 RaLbL)|if∩X =
1
4
η−4(∂vγ)
2σ−2(1− Σ2) + o(σ−2).
(v) RaNbN : In the same fashion as above,
RaNbN = χ
N × χN − LN χN + ξAElogphg,(if)(M′),
and on X
4✓k
−1
0 (χ
N × χN −LN χN ) = η2σ−2(1−Σ2 + o(σ−2)).
Thus
(✓k
−1
0 RaNbN )|if∩X =
1
4
η2σ−2(1− Σ2) + o(σ−2).
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(vi) RLaNb: Notice that✘✘
✘Hess
✁g
=✘✘✘Hess
✁k
, and thus✘✘✘Hess
✁g
Ω2 ∈ AElogphg,(if)(M′). Thus
RLaNb = (χ
L × χN )− 1
2
(LN χL + LL χN ) + ξ−1η−2AElogphg,(if)(M′).
In the same fashion as above, on X,
4ξ2η2✓k
−1
0 ((χ
L × χN )− 1
2
(LN χL + LL χN )) = −η∂vγσ−2(1− Σ2) + o(σ−2).
Thus
(✓k
−1
0 ξ
2RLaNb)|if∩X = −1
4
η−1(∂vγ)σ
−2(1− Σ2) + o(σ−2).
(vii) RLNLa and RNLNc: Since ∇✁g = ∇✁k,
 ∇✁gN ∈ ξ−2AElogphg,(if)(M′),  ∇✁gN ∈ ξ−4A
Elog
phg,(if)(M′).
It follows that
(ξ−5RLNLa)|if∩X , (ξ−3RNLNc)|if∩X = 0.
(viii) RNLNL: Since N = ξ
−2η∂η+ ξAElogphg,(if)(M′) and L = ξ−4η−2v+ ξ−3η−2A
Elog
phg,(if)(M′),
it follows that
ξ6η2(LN +NL) log Ω = 2∂vη∂ηω + ξAElogphg,(if)(M′).
However, from (6.1.4), on X,
2∂vη∂ηω =
η∂vγ
4
σ−2(Tr(Σ2)− 2) + o(σ−2).
Thus
(ξ6RNLNL)|if∩X = Ω2
(
1
4
η−1(∂vγ)σ
−2(2− Tr(Σ2)) + o(σ−2)
)
.
6.3 The integral kernel and other loose ends
We start by proving proposition 6.1.6.
Proof of proposition 6.1.6. This is an application the results of appendix D.3. In the no-
tation of theorem D.3.1, we need to find the Eij (i, j = 1, 2) and I, J , and then apply
theorem D.3.3.
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For clarity, we do not include the parameter θ ∈ S2 in our notation. In our case, I
satisfies
∂ηI(η; s, t) +
h(s, η)
4
I(η; s, t) = 0,
with data I(t; s, t) = 1. Therefore using proposition 4.4.7,
I =
√
̥(s, t)√
̥(s, η)
.
Similarly,
∂vJ(v; s, t) +
f(v, t)
4
J(v; s, t) = 0,
with data J(s; s, t) = 1, and therefore
J =
√
̥(s, t)√
̥(v, t)
.
Now, (E11, E21) solve (6.1.8) with data
E11(v, t; s, t) = 0
E21(s, η; s, t) = −
(
ηh
4
− 1
) √
̥(s, t)√
̥(s, η)
.
Thus by definition, (E11, E21) = (A,B). In particular by lemma D.3.2, A, B are smooth in
the appropriate region.
By assumption Φ|{v=0} = 0, and thus by theorem D.3.3
Ψ(v, η) =
√
̥(v, 0)√
̥(v, η)
Ψ0(s) +
∫ v
0
A(v, η; s, 0)Ψ0(s) ds
Φ(v, η) =
∫ v
0
(−B(v, η; s, η) +B(v, η; s, 0))Ψ0(s) ds.
Since ̥(s, 0) = 4, this shows (6.1.9).
We now start to prove proposition 6.1.7. Until otherwise noted, let hereafter v∗, v1, v0,
U , denote the same quantities as in the statement of proposition 6.1.7. Also set
η∗ = sup
θ∈U
γ(v0) = sup{η : v ≥ v0, σ(v, η) ≥ 0}.
We will prove proposition 6.1.7 by showing two general boundedness statements about ar-
bitrary solutions Ψ, Φ to (6.1.8), one to show boundedness on a region {σ ≤ ε, η ≤ γ(v0)},
and another to show boundedness all the way to σ = 0. We will then apply this to the
particular case of A and B.
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{v
=
0}
{η = 0}
{v
=
1}
{η = γ(v0)}
{v
=
v
1
}
{v
=
v
0
}
{σ
=
0}{σ
=
ε}
Figure 6-1: The regions in the proof of proposition 6.1.7. The light shaded region is the
region in which the estimates from proposition 6.3.1 are valid, and the dark shaded region is
the region in which the estimates from proposition 6.3.3 are valid. In the case of this figure,
it is assumed that v2 = 0.
We start with the first:
Proposition 6.3.1. Fix 0 ≤ v2 ≤ v1, ε > 0 and let (Ψ,Φ) be a bounded solution to
(6.1.8) on Y = Yε,v2 = {v ≥ v2, η ≤ γ(v0), σ ≥ ε, θ ∈ U} with data Ψ|{η=0} = Ψ0 and
Φ|{v=v2,η≤γ(v0)} = Φv2 . Then
‖Ψ‖L∞(Y ) + ‖Φ‖L∞(Y ) ≤ C(‖Ψ0‖L∞({η=0}) + ‖Φv2‖L∞({v=v2 ,η≤γ(v0)})),
where
C = C(η∗, ‖f˜‖L∞(Y ), ‖h‖L∞(Y ))
is increasing in all its arguments. Observe that C does not depend on v2.
Proof. Observe that if (v, η, θ) ∈ Y , then [v1, v] × [0, η] × U ⊆ Y . Therefore we may use
the results of appendix D.1. More precisely, we use a two-dimensional version of Gronwall’s
inequality, proposition D.1.3, which lets us derive the desired bound from the inequalities
|Ψ(v, η, θ)| ≤ ‖Ψ0‖L∞({η=0})+
1
4
(‖f˜‖L∞(Y ) + ‖h‖L∞(Y ))
∫ η
0
|Φ(v, t, θ)|+ |Ψ(v, t, θ)|dt
|Ψ(v, η, θ)| ≤ ‖Φv2‖L∞({v=v2,η≤γ(v0)})
+
1
4
(η∗‖f˜‖L∞(Y ) + η∗‖h‖L∞(Y ) + 1)
∫ v
v2
|Φ(s, η, θ)|+ |Ψ(s, η, θ)|dt.
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Before stating the theorem about boundedness to {σ = 0}, we need to discuss domains
of dependence.
Lemma 6.3.2. For ε > 0 sufficiently small,
Z = Zε = {σ ≤ ε, v ≥ v1, η ≤ γ(v0), θ ∈ U}
is a domain of dependence according to (6.1.8) and
H = Hε = {σ = ε, v ≥ v1, η ≤ γ(v0), θ ∈ U}
is a Cauchy hypersurface for Z, i.e. every backwards-directed integral curve of ∂v or ∂η
starting in Z stays in Z until it intersects H.
Proof. Since γ(1, θ) > 0 for θ ∈ U and γ is strictly decreasing in v, we may find 0 < ε so
that
ε < inf
θ∈U
γ(1)
ε < inf
θ∈U
γ(v1)− γ(v0).
Let us show that for this choice of ε, H is a Cauchy hypersurface for Z. We first show
that σ(v1, η) > ε for any η ≤ γ(v0). Since γ is decreasing as a function of v, so is σ. Then
by definition,
σ(v1, η) = γ(v1)− η > ε+ γ(v0)− η = ε+ σ(v0, η) ≥ ε.
Suppose p = (v, η, θ) ∈ Z. We will now show that a backwards-directed integral curve
of ∂v starting at p remains in Z until it intersects H. Such an integral curve is of the form
t 7→ (v − t, η, θ) for t > 0.
Since σ is increasing along such an integral curve, σ(p) ≤ ε, and limv′→v∗ σ(v′, η) = ∞,
there exists t∗ such that σ(v−t∗, η, θ) = ε. We need to show that v−t ≥ v1 for all 0 ≤ t ≤ t∗.
Indeed, if instead for some t it holds that v − t < v1, then
ε ≥ σ(v − t, η, θ) ≥ σ(v1, η, θ) > ε,
a contradiction.
Next we will show that a backwards directed integral curve of ∂η starting at p remains
in Z until it intersects H. Such an integral curve is of the form t 7→ (v, η − t, θ) for t > 0.
Since σ is increasing along such an integral curve, and σ(p) ≤ ε,
σ(v, η − t, θ) ≥ σ(1, 0, θ) = γ(1) > ε
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, there exists t∗ such that σ(v, η − t∗, θ) = ε. Since certainly
σ(v, η − t, θ) ≤ σ(v, η − t∗, θ) = ε
for 0 ≤ t ≤ t∗, and v ≥ v1 by definition, this means that a backwards-directed integral curve
remains in Z until it intersects H.
From (6.1.2), we know that to top order f is 2∂vγσ and h = − 2σ . We will let f¯ and h¯
denote the “regular” parts of f and h, respectively,which by (6.1.1) are explicitly given by
f¯ :=
1
∂vγ
f − 2
σ
= −6η + 2σ
γ2 + γη
∈ C∞({σ ≥ 0, v > v∗, θ ∈ U})
h¯ := h+
2
σ
= − 2
γ + η
∈ C∞({σ ≥ 0, v > v∗, θ ∈ U}).
(6.3.1)
We now have the statement about boundedness towards σ = 0, together with a statement
about polyhomogeneity which we will use later to show theorem 6.1.2.
Proposition 6.3.3. Fix ε > 0 sufficiently small as specified by lemma 6.3.2. Let (Ψ,Φ) be a
solution to (6.1.8) on with data Ψ|Hε = Ψε and ΦHε = Φε. Assume Ψ,Φ ∈ C1(Z∩{σ > 0}).
Then choosing ε > 0 perhaps smaller (depending only on some numerical constant), the
following bound holds:
‖σΨ‖L∞(Z) + ‖σΦ‖L∞(Z) ≤ C(ε‖Ψε‖L∞(Hε) + ε‖Φε‖L∞(Hε)),
where
C = C
(
η∗, 1/η∗, ‖f¯‖L∞(Z), ‖h¯‖L∞(Z), sup
Z
|∂vγ|, sup
Z
|∂vγ|−1
)
is increasing in all its arguments. If Ψ,Φ ∈ C∞(Z ∩ {σ > 0}), then in fact,
Ψ,Φ ∈ A(−1′)phg,({σ=0})(Z).
Proof. Set S = − ση∂vγΨ and T = σΦ. Then S, T satisfy
−σ∂vT = −∂vγ
2
(
1 +
σf¯
2
)
T − −∂vγ
2
(
1− σh¯
2
+
2σ
η
)
S
−σ∂ηS = −1
2
(
1 +
σf¯
2
)
T +
1
2
(
1 +
σh¯
2
− σ
η
)
S.
(6.3.2)
It suffices to show
‖T‖L∞(Z) + ‖S‖L∞(Z) ≤ C ′(‖T‖L∞(Hε) + ε‖S‖L∞(Hε)),
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where
C ′ = C ′
(
‖f¯‖L∞(Z), ‖h¯‖L∞(Z), sup
Z
|∂vγ|−1
)
is increasing in all its arguments.
The proof of proposition 5.4.9 now applies nearly verbatim to give the desired bounds.
Applying the rest of the propositions in section 5.4 required to prove proposition 5.2.5:(i)
nearly verbatim shows the polyhomogeneity. Indeed, the vector fields are written −σ∂v and
−σ∂η so that they propagate towards {σ = 0}, just like in section 5.4, and −∂vγ > 0, which
is why we insist on writing (6.3.2) in that form. We may need to shrink ε so that ε < 1, for
technical reasons.
We are finally in a position to prove proposition 6.1.7.
Proof of proposition 6.1.7. Fix ε > 0 sufficiently small as in the proposition 6.3.3, and let
Y = Yε,0 be as in proposition 6.3.1, and Z = Zε be as in proposition 6.3.3. Combining propo-
sition 6.3.1 and proposition 6.3.3 and applying them to the pair (A(v, η; s, 0), B(v, η; s, 0))
shows that
sup
{v≥v0,σ>0,s∈[0,v1],θ∈U}
σ|A|(v, η; s, 0, θ) + σ|B|(v, η; s, 0, θ) ≤ C,
where
C = C
(
η∗, 1/η∗, ‖f¯‖L∞(Z), ‖h¯‖L∞(Z), sup
Z
|γ|−1, sup
Z
|∂vγ|, sup
Z
|∂vγ|−1,
‖f˜‖L∞(Y ), ‖h‖L∞(Y ), sup
{0≤s≤v1}
‖B|{v=s}‖L∞({v=s,η≤η∗})
)
.
We need to show that we may control these quantities in terms of (6.1.10).6.4
First, it is clear from its definition that for v1 ≤ v ≤ 1,
1√∫ 1
0 E(s) ds
. |γ| . 1√∫ v1
0 E(s) ds
E(v1)(∫ 1
0 E(s) ds
)3/2 . |∂vγ| . E(1)(∫ v1
0 E(s) ds
)3/2 ,
where the implied constants are numerical constants. Thus |γ|, |γ|−1, |∂vγ|, |∂vγ|−1 on
v1 ≤ v ≤ 1 are all controlled by (6.1.10), and in particular so are their respective suprema
on Z.
Let us now control f¯ and h¯.
6.4For the remainder of this proof, we say that a quantity a is “controlled” by a quantity b if there exists a
non-decreasing, potentially nonlinear, function C such that |a| . C(b). We choose to use the word “control”
instead of “bound” to emphasize that C is not necessarily linear, i.e. it may not be true that a . b.
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Since η∗ = supθ γ(v0), we have also controlled η
∗, 1/η∗.
We will need to control ε. By lemma 6.3.2 and proposition 6.3.3, we may take
ε =
1
2
min
(
c, inf
θ∈U
γ(1), inf
θ∈U
γ(v1)− γ(v0)
)
,
for some numerical constant c. Thus ε is bounded by c. Let us now control ε from below
(equivalently ε−1 from above). We have already controlled γ(1) from below. To control
γ(v1)− γ(v0), we use the mean value theorem
γ(v1)− γ(v0) = ∂vγ(v′)(v1 − v0)
for some v′ ∈ [v1, v0]. Since ∂vγ < 0, and we have controlled |∂vγ| from below, this means
that we have controlled γ(v1)−γ(v0) from below by v0−v1 and the desired energy quantities.
Let us now control f¯ and h¯ on Z. From (6.3.1), these are both controlled from above by
1/γ, η∗ and ε, which we know are controlled by (6.1.10).
Next we control f˜ and h on Y . We first control them on Y ∩ {v > v∗}. By (6.1.1), h is
controlled by ε−1 (since η/(γ + η) ≤ 1). We have already controlled ε−1 by (6.1.10). Since
by definition
∂vγ/γ = −1
4
Eγ2,
it follows from (6.1.1) that
f˜ = −ηE γ
2
σ(γ + η)
.
The first factor is controlled by (6.1.10). To control the second factor, rewrite it as
σ2 + 2ση + η2
σ2 + 2ση
= 1 +
1
σ
η2
σ + 2η
.
Since σ ≥ ε, this is controlled by ε−1 and η, which are in turn controlled by (6.1.10). On
Y ∩ {v < v∗}, f˜ , h ≡ 0, ad so they are certainly controlled.
Now let us control
B(s, η; s, 0) =
(
−ηh(s, η)
4
+ 1
) √
2√
̥(s, η)
for η ≤ γ(v0) and 0 ≤ s ≤ v1. The first factor is already controlled. If s ≤ v∗, then ̥ ≡ 4,
so the second factor is controlled in this case. Now we control the second factor if s ≥ v∗.
By definition
̥(s, η)−1 =
γ2
γ2 − η2 .
We have already shown how to control this quantity. Thus all quantities are controlled by
(6.1.10).
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Now let us prove theorem 6.1.2. Observe that it is sufficient to show that for any
U ⊆ {T0 6= 0} and v0 > v∗,
F˜ ,H ∈ A(−1′)phg,({σ=0})(X ∩ {v ≥ v0, θ ∈ U})
ω ∈ A(0′′)phg,({σ=0})(X ∩ {v ≥ v0, θ ∈ U}).
Let v∗ < v1 < v0 be arbitrary, and set
η∗ = sup
θ∈U
γ(v0),
as in the statement of proposition 6.1.7. Choose any v∗ < v0 < v1. Then the previous
discussion still applies to the quantities v∗, v1, v0, U , η
∗.
Proof of theorem 6.1.2. Let ε > 0 be be provided by lemma 6.3.2, and construct the associ-
ated Cauchy hypersurface Hε and region Zε.
Proposition 4.4.9 implies that F˜ ,H ∈ C∞({̥ > 0}) and so in particular F˜ ,H ∈
C∞(Hε), and we need only show
F˜ ,H ∈ A(−1′)phg,({σ=0})(Zε).
But to do so, we need only use proposition 6.3.3.
Let us now turn our attention to ω. As the case for F˜ andH, we already know ωC∞({̥ >
0}), so in particular ω ∈ C∞(Hε) and we need only show
ω ∈ A(0′′)
phg,({σ=0})
(Zε).
From (4.4.18) we may deduce
(−σ∂η − 1)(−σ∂v)ω = fh
16
+
1
8
Tr(FH) +
1
4η
f := S. (6.3.3)
From the parts of this proposition dealing with f , h, F , and H, we know
S ∈ A(0′′)phg,{σ=0})(Zε).
This is analogous to (5.4.24), and so the steps in section 5.4 in the proof of proposi-
tion 5.2.5:(ii) apply nearly verbatim.
We may also use the techniques of the proof of proposition 5.4.9 and proposition 6.3.3 to
prove proposition 4.4.11. Let v0 > 0 and U ⊆ S2 be open and such that infθ∈S2 E(v0) > 0.
Let X = {v ≥ v0, θ ∈ S2}. Notice that γ and hence σ are well-defined on X. We will show
will prove is:
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Proposition 6.3.4. Let | • |
✁k
denote the norm according to ✓k. Then
|F |
✁k
, |H|
✁k
∈ σ−1L∞loc(X).
Proof. As above, we may restrict to
Y = X ∩ {v ≥ v0, θ ∈ U}.
Define S = − ση∂vγ F˜ = − σ∂vγF and T = σH. Using (6.1.2) (which is valid even in the
non-commutative setting) and (4.4.3b), Φ,Ψ satisfy the equation
−σ∂vS = −∂vγ
2
(1 + σC∞(Y ))S − −∂vγ
2
(1 + σC∞(Y )T +
−∂vγ
2
[S, T ]
−σ∂ηT = −1
2
(1 + σC∞(Y )S +
1
2
(1 + σC∞(Y )T +
1
2
[T, S].
(6.3.4)
Since S, T are ✓k-symmetric, it suffices to show that
A := Tr(S2), B := Tr(T 2) ∈ L∞loc(Y ).
From (6.3.4) we obtain as in the proof of proposition 4.4.9
−σ∂vA = −∂vγ(1 + σC∞(Y )) A− (−∂vγ)(1 + σC∞(Y ))Tr(ΦΨ)
−σ∂ηB = −(1 + σC∞(Y ))Tr(ΦΨ) + (1 + σC∞(Y ))B.
(6.3.5)
Since −∂vγ > 0, we may use the Cauchy-Schwarz inequality
Tr(ΦΨ) = Tr(Φ∗Ψ) ≤ 1
2
(A+B)
on (6.3.4) to obtain, for σ sufficiently small, the differential inequalities
−σ∂vA ≥ |∂vγ|
2
(1 + σL∞(Y ))A− |∂vγ|
2
(1 + σL∞(Y ))B
−σ∂ηB ≥ −1
2
(1 + σL∞(Y ))A+
1
2
(1 + σL∞(Y ))B.
(6.3.6)
Using lemma 6.3.2, we may find ε > 0 small enough and an associated Cauchy hyper-
surface Hε and region Zε.
From proposition 4.4.9, we know that A,B ∈ C∞({̥ > 0}), and so in particular A,B ∈
L∞(Hε), and we need only show A,B ∈ L∞(Zε). If the inequality in (6.3.6) were an equality,
then this would follow from proposition 5.4.9 in the same manner as proposition 6.3.3.
However, the proof of proposition 5.4.9 was via integrating factors and then bounding the
right-hand side above, anyway, and so the presence of the inequality does not affect the
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validity of the result.6.5
6.5The inequality may appear the wrong way, but this is because we are propagating from {σ > 0} to
{σ = 0}, so the inequality must be backwards when using the vector field −σ∂v and −σ∂η, which propagate
in the opposite direction. Alternatively, the inequality is the correct direction if considered propagating
using σ∂v and σ∂η which propagate in the “correct” direction.
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Appendix A
Connections and curvature in a
double-null gauge
A.1 Organization
In this appendix we compute the Ricci curvature of a metric in a double-null foliation,
as defined in chapter 2. Let us introduce some notation. Let (M,g, u, v) be a double-
null foliation, and let ✁g, L, N , Ω are the quantities associated to it, i.e. ✁g = ι
∗g = g|TS ,
−2Ω−2 = g−1(2du, 2dv), N = −2Ω2 grad v, L = −2Ω2 grad u. Let S be the manifold to
which all fibres are diffeomorphic, and write TS for the subbundle of TM of fibre-tangent
vectors.
We will use slash notation to indicate operations performs with respect to ✁g rather than
g. For example✚tr denotes contraction with ✁g and✟
✟div is that ✁g-divergence. We will denote
by ✁d the fibre exterior derivative.
We will denote by capital Greek letters Θ,Σ,Ψ, etc., vectors in TS. ∇ will denote the
connection of g, while ∇ will denote the connection of ✁g. This is the same as the projection
of the connection of g onto the fibres Su,v. More generally, we will denote by  ∇ to be the
projection of ∇ to TS, even when taking an argument which is not in TS. We will denote
for this section
χL(Θ,Ψ) =
1
2
LL ✁g(Θ,Ψ) = g(∇ΘL,Ψ) = g(∇ΨL,Θ)
χN (Θ,Ψ) =
1
2
LN ✁g(Θ,Ψ) = g(∇ΘN,Ψ) = g(∇ΨN,Θ)
the second fundamental forms in the directions L,N , and
HL =✚trχL
HN =✚trχN
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the mean curvature in the same respective directions.
In the second subsection, we will state some tensor identities which will be useful. Since
these are all tensor identities, they are easily proved by picking a local geodesic frame, and
by extending fibre-tangent vector fields defined over a single fibre Su,v for some u, v, to be
0 along the flow of L and N . In the third subsection, we will compute the connection ∇ of
g. In the fourth subsection, we will compute some components of the type (1, 3) curvature
operator of g which we will think of as an operator
R : (TM)⊗3 → TM.
We will compute it acting on vectors spanned by L, N, TS.
We will not compute all of them, only enough to obtain the rank (0, 4) curvature ten-
sor. Since all our formulae are symmetric in L,N , we will in fact compute fewer formulae
explicitly. Recall we use the sign convention for curvature given by
R(X,Y,Z) = (∇Y∇X −∇X∇Y +∇[X,Y ])Z.
In the fifth subsection, we will compute the all components of the curvature tensor
R(X,Y,Z,W ), which for us is defined by
R(X,Y,Z,W ) = g(R(X,Y,Z),W ).
Again, we will compute it in acting between L, N and TS.
In the sixth subsection, we will compute the Ricci curvature
R(X,Y ) = trR(X, ·, Y, ·).
In the seventh subsection, we will compute integrability conditions on the Ricci curvature
implied by the contracted Bianchi identities.
A.2 Tensor calculations
Recall that for symmetric tensors ϕ,ψ on TS,
(ϕ× ψ)ab := ✁gcdϕacψbd.
Stated in a coordinate-free fashion, this is
(ϕ× ψ)(Θ,Σ) = tr(ϕ(Θ, ·) ⊗ ψ(Σ, ·)).
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Lemma A.2.1. For Θ,Ψ ∈ TS,
✁g( ∇ΘL, ∇ΨN) = (χL × χN )(Θ,Ψ)).
The following tensor appears often:
T (Θ,Φ) = ✁g([L, ∇ΘN ],Φ)− χN (Φ, [L,Θ]),
and similar tensors with N and L swapped, or with all L or all N .
Lemma A.2.2. The following formula holds: T = LL χN − 2χN × χL, and similarly if L
replaces N , or with N everywhere instead of L, or L everywhere instead of N .
The following identity also often appears:
Lemma A.2.3. For Θ,Φ,Ψ ∈ TS,
LN χL(Θ,Ψ)− LL χN (Θ,Φ) = 1
2
(
✁g( ∇Θ[N,L],Φ) + ✁g( ∇Φ[N,L],Θ)
)
.
We also have:
Lemma A.2.4. The following formula holds: ✚tr(LL χN ) = LHN+2✁g(χL, χN ), and similarly
if L replaces N , or with N everywhere instead of L, or L everywhere instead of N .
We will denote
 R(Θ,Ψ, N) = ∇Ψ ∇ΘN − ∇Θ ∇Ψ − ∇[Θ,Ψ]N.
Lemma A.2.5. For Θ,Φ,Ψ ∈ TS,
✁g( R(Θ,Φ, N),Ψ) = ( ∇Φ)χN (Ψ,Θ)− ( ∇Θ)χN (Φ,Ψ).
In particular, the 1-form
Θ 7→✚tr✁g( R(Θ, ·), N), ·)
is equal to
✟✟divχN − ✁dHN ,
and similarly if L replaces N .
A.3 The connection
Recall that N = −2Ω2 grad v. Thus,
g(∇ΘN,L) = g(∇Θ(−2Ω2 grad v), L),
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where we can now use the fact the the Hessian is symmetric, i.e.
g(∇Θ grad v, L) = g(∇L grad v,Θ),
to conclude that
g(∇ΘN,L) = g(∇L,Θ)− 2ΘΩ2,
and similarly
g(∇ΘL,N) = g(∇N ,Θ)− 2ΘΩ2.
By metric compatibility of ∇ and the above,
g(∇LN,Θ) + g(∇NL,Θ) = 2ΘΩ2.
Since ∇ is torsion free,
g(∇LN,Θ)− g(∇LN,Θ) = ✁g([L,N ],Θ).
The previous two identities imply
g(∇LN,Θ) = Θ(Ω2) + 1
2 ✁
g([L,N ],Θ)
g(∇NL,Θ) = Θ(Ω2) + 1
2 ✁
g([N,L],Θ).
Now we may compute:
∇ΘΨ = ∇ΘΨ+ 1
2Ω2
χL(Θ,Ψ)N +
1
2Ω2
χN (Θ,Ψ)L
∇ΘN = ∇ΘN +
(
1
4Ω2 ✁
g([N,L],Θ) + Θ log(Ω)
)
N
∇ΘL = ∇ΘL+
(
1
4Ω2 ✁
g([L,N ],Θ) + Θ log(Ω)
)
L
∇NΘ = ∇ΘN + [N,Θ] +
(
1
4Ω2 ✁
g([N,L],Θ) + Θ log(Ω)
)
N
∇NN = (2N log Ω)N
∇NL =✟✟✟gradΩ2 +
1
2
[N,L]
∇LΘ = ∇ΘL+ [L,Θ] +
(
1
4Ω2 ✁
g([L,N ],Θ) + Θ log(Ω)
)
L
∇LN =✟✟✟gradΩ2 +
1
2
[L,N ]
∇LL = (2L log Ω)L
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A.4 The curvature tensor I
We may compute
R(N,L,N) = 2N log Ω✟✟
✟gradΩ2 − (N log Ω)[N,L]− [N,✟✟✟gradΩ2] +
1
2
[N, [N,L]]
+
3
2
 ∇[N,L]N − ∇✘✘gradΩ2N
+
(
LN log Ω +NL log Ω− 2|✁dΩ|2 + 3
8Ω2
|[N,L]|2
)
N
R(N,Θ, N) = 2N log Ω ∇ΘN − ∇✚∇ΘNN − [N, ∇ΘN ] + ∇[N,Θ]N
+
(
ΘN log Ω +
N log Ω
2Ω2 ✁
g([N,L],Θ) − 3
4Ω2
χN ([N,L],Θ)
− x
4Ω2 ✁
g([N, [N,L]],Θ) − ∇ΘN log Ω)
)
N
R(N,Θ, L) = ∇Θ✟✟✟gradΩ2 +
1
2
 ∇Θ[N,L]− ∇✚∇ΘLN − [N, ∇ΘL] + ∇[N,Θ]L
+
1
4Ω2 ✁
g([N,L],Θ)✟✟
✟gradΩ2 +
1
8Ω2 ✁
g([N,L],Θ)[N,L]
−Θ log Ω✟✟✟gradΩ2 −
1
2
Θ log Ω[N,L]
+
(
1
2Ω2
χN (Θ,✟✟
✟gradΩ2) +
3
4Ω2
χN (Θ, [N,L]) − 1
2Ω2
N log Ω✁g([N,L],Θ)
+
1
4Ω2 ✁
g([N, [N,L]],Θ) −ΘN log Ω
)
L
R(N,L,Θ) = ∇✚∇ΘNL− ∇✚∇ΘLN + [L, ∇ΘN ]− [N, ∇ΘL] + ∇[N,Θ]L− ∇[L,Θ]N
−[[N,L],Θ] + 1
2Ω2 ✁
g([N,L],Θ)✟✟
✟grad Ω2 −Θ logΩ[N,L] + ∇[N,L]Θ
+
(
− ∇ΘL log Ω + ΘL log Ω− 1
2Ω2
L log Ω✁g([N,L],Θ)
+
3
4Ω2
χL([N,L],Θ) +
1
4Ω2 ✁
g([L, [N,L]],Θ)
)
N
+
(
 ∇ΘN log Ω−ΘN log Ω− 1
2Ω2
N log Ω✁g([N,L],Θ)
+
3
4Ω2
χN ([N,L],Θ) +
1
4Ω2 ✁
g([N, [N,L]],Θ)
)
L
R(Θ,Φ,Ψ) = R(Θ,Φ,Ψ) +
1
2Ω2
χL(Θ,Ψ) ∇ΦN + 1
2Ω2
χN (Θ,Ψ) ∇ΦL
− 1
2Ω2
χL(Φ,Ψ) ∇ΘN − 1
2Ω2
χN (Φ,Ψ) ∇ΘL
+
(
1
2Ω2 ✁
g( R(Θ,Φ, L),Ψ)− Φ log Ω
2Ω2
χL(Θ,Ψ) +
1
8Ω4
χL(Θ,Ψ)✁g([N,L],Φ)
+
Θ log Ω
2Ω2
χL(Φ,Ψ)− 1
8Ω4
χL(Φ,Ψ)✁g([N,L],Θ)
)
N
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+(
1
2Ω2 ✁
g( R(Θ,Φ, N),Ψ)− Φ log Ω
2Ω2
χN (Θ,Ψ)− 1
8Ω4
χN (Θ,Ψ)✁g([N,L],Φ)
+
Θ log Ω
2Ω2
χN (Φ,Ψ) +
1
8Ω4
χN (Φ,Ψ)✁g([N,L],Θ)
)
L.
We may also compute the formulae which are symmetric in L, N , but we will not record
these.
A.5 The curvature tensor II
From the previous formulae, and using the lemmas about tensors proved in appendix A.2 if
necessary, we may compute:
R(Θ,Φ,Ψ,Σ) = R(Θ,Φ,Ψ,Σ) +
1
2Ω2
(
(χL©∧ χN )(Θ,Ψ,Φ,Σ))
R(Θ,Φ,Ψ, N) =−✁g( R(Θ,Φ, N),Ψ) +(Φ log Ω)χN (Θ,Ψ) +
1
4Ω2
χN (Θ,Ψ)✁g([N,L],Φ)
− (Θ log Ω)χN (Φ,Ψ)− 1
4Ω2
χN (Φ,Ψ)✁g([N,L],Θ)
R(Θ,Φ,Ψ, L) = −✁g( R(Θ,Φ, L),Ψ) + (Φ log Ω)χL(Θ,Ψ)−
1
4Ω2
χL(Θ,Ψ)✁g([N,L],Φ)
− (Θ log Ω)χL(Φ,Ψ) + 1
4Ω2
χL(Φ,Ψ)✁g([N,L],Θ)
R(Θ,Φ, N,L) =
1
2
(✁g(∇Θ[N,L],Φ)− ✁g(∇Φ[N,L],Θ)) + (χL × χN − χN × χL)(Θ,Φ)
+ (Φ log Ω)✁g([N,L],Θ)− (Θ log Ω)✁g([N,L],Φ)
R(Θ, N,Ψ, N) = (2N log Ω)χN (Θ,Ψ) + χN × χN (Θ,Ψ)− LNχN (Θ,Ψ)
R(Θ, N,Ψ, L) =✘✘✘HessΩ2(Θ,Ψ) +
1
8Ω2 ✁
g([N,L],Θ)✁g([N,L],Ψ)
+ (χL × χN )(Θ,Ψ) + 1
2
(Ψ log Ω)✁g([N,L],Θ) −
1
2
Θ log Ω✁g([N,L],Ψ)
− 2Ω2Θ logΩΨ logΩ− 1
2
(LNχL(Θ,Ψ) + LLχN (Θ,Ψ))
+
1
4
(✁g( ∇Θ[N,L],Ψ)− ✁g(∇Ψ[N,L],Θ))
R(Θ, N,N,L) = 2Ω2ΘN log Ω + (N log Ω)✁g([N,L],Θ) −
3
2
χN ([N,L],Θ)
− 1
2 ✁
g([N, [N,L]],Θ) − 2Ω2 ∇ΘN log Ω
R(Θ, L,Ψ, L) = (2L log Ω)χL(Θ,Ψ) + χL × χLΘ,Ψ)− LLχL(Θ,Ψ)
R(Θ, L,N,L) = −2Ω2ΘL log Ω + (L log Ω)✁g([N,L],Θ) −
3
2
χL([N,L],Θ)
− 1
2 ✁
g([L, [N,L]],Θ) + 2Ω2 ∇ΘL log Ω
R(N,L,N,L) = −2Ω2(LN log Ω +NL log Ω) + |✁dΩ2|2 − 3
4
|[N,L]|2.
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A.6 The Ricci curvature
One can now compute the Ricci curvature (for instance by using an orthonormal frame for
TS according to ✁g)
Ric(Θ,Ψ) =✟✟Ric(Θ,Ψ) +
1
2Ω2
(χL(Θ,Ψ)HN + LNχL(Θ,Ψ)
+ χN (Θ,Ψ)HL + LLχN (Θ,Ψ))
− 1
Ω2
((χL × χN )(Θ,Ψ) + (χN × χL)(Θ,Ψ))
− 1
Ω2
HessΩ2(Θ,Ψ)−
1
8Ω4 ✁
g([N,L],Θ)✁g([N,L],Ψ) + 2Θ log ΩΘ logΨ
Ric(Θ, N) = −ΘHN +✟✟divχN (Θ) + 1
2Ω2
χN (Θ, [N,L])
+
1
4Ω2
HN ✁g([N,L],Θ)) −ΘN log Ω−
1
2Ω2
N log Ω✁g([N,L],Θ)
+
1
4Ω2 ✁
g([N, [N,L]],Θ) + (Θ log Ω)HN
Ric(Θ, L) = −ΘHL +✟✟divχL(Θ)− 1
2Ω2
χL(Θ, [N,L])
− 1
4Ω2
HL✁g([N,L],Θ)) −ΘL log Ω +
1
2Ω2
L log Ω✁g([N,L],Θ)
− 1
4Ω2 ✁
g([L, [N,L]],Θ) + (Θ log Ω)HL
Ric(N,N) = 2(N log Ω)HN − |χN |2 −NHN
Ric(L,L) = 2(L log Ω)HL − |χL|2 − LHL
Ric(L,N) = ∆Ω
2 − 1
4Ω2
|[L,N ]|2 − ✁g(χL, χN )
− 1
2
(NHL + LHN )− (LN log Ω +NL log Ω).
A.7 The contracted Bianchi identities
The contracted Bianchi identities,
divRic =
1
2
d tr Ric,
or in abstract index notation
gβγ∇βRγα = ∇αgβγRβγ ,
imply certain integrability conditions on the Ricci curvature. We compute these conditions
in this subsection. First, the scalar curvature is
tr Ric =✚tr Ric−,−− 1
Ω2
RicNL .
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Now we compute enough of ∇Ric to compute divRic.
(∇Ric)(Θ,Φ,Ψ) = ( ∇✟✟Ric)(Θ,Φ,Ψ) − 1
2Ω2
χL(Θ,Φ)Ric(N,Ψ)
− 1
2Ω2
χN (Θ,Φ)Ric(L,Ψ)− 1
2Ω2
χL(Θ,Ψ)Ric(N,Φ)
− 1
2Ω2
χN (Θ,Ψ)Ric(L,Φ)
(∇Ric)(N,L,Ψ) = (LN Ric(L,−))(Ψ)− Ric(✟✟✟gradΩ2 + 1/2[N,L],Ψ)
− Ric(L, ∇ΨN)−
(
1
4Ω2 ✁
g([N,L],Ψ) + Ψ logΩ
)
Ric(N,L)
(∇Ric)(L,N,Ψ) = (LLRic(N,−))(Ψ)− Ric(✟✟✟gradΩ2 − 1/2[N,L],Ψ)
− Ric(N, ∇ΨL)−
(
− 1
4Ω2 ✁
g([N,L],Ψ) + Ψ log Ω
)
Ric(N,L)
(∇Ric)(Θ,Φ, N) = ( ∇ΘRic(N,−))(Φ)− 1
2Ω2
χL(Θ,Φ)Ric(N,N)
− 1
2Ω2
χN (Θ,Φ)Ric(N,L)− Ric(Φ, ∇ΘN)
−
(
1
4Ω2 ✁
g([N,L],Θ) + Θ log Ω
)
Ric(N,Φ)
(∇Ric)(N,L,N) = N Ric(N,L)− Ric(✟✟✟gradΩ2 + 1/2[N,L], N) − 2N log ΩRic(N,L)
(∇Ric)(L,N,N) = LRic(N,N)− 2Ric(✟✟✟gradΩ2 − 1/2[N,L], N)
(∇Ric)(Θ,Φ, L) = ( ∇ΘRic(L,−))(Φ)− 1
2Ω2
χN (Θ,Φ)Ric(L,L)
− 1
2Ω2
χL(Θ,Φ)Ric(N,L)− Ric(Φ, ∇ΘL)
−
(
− 1
4Ω2 ✁
g([N,L],Θ) + Θ logΩ
)
Ric(L,Φ)
(∇Ric)(L,N,L) = LRic(N,L)− Ric(✟✟✟gradΩ2 − 1/2[N,L], L) − 2L log ΩRic(N,L)
(∇Ric)(N,L,L) = N Ric(L,L)− 2Ric(✟✟✟gradΩ2 − 1/2[N,L], L).
Let Ric−,− denote the two fibre two-form obtained by plugging in vectors Θ,Φ ∈ TS into
Ric, let RicN,−, RicL,− denote the fibre 1-forms obtained by plugging in N , L, respectively,
and a vector Θ ∈ TS, into Ric, and let RicNN , RicLL, and RicNL denote the functions
obtained by plugging in (N,N), (L,L), and (N,L) respectively into Ric.
Plugging in each of Ψ, N,L for X in the equation divRic(X) = 12d tr Ric ·X then gives
LLRicN,−+LN RicL,− +HLRicN,−+HN RicL,− = 2Ω2✟✟divRic−,−−Ω2✁d✚tr Ric−,−
+ 2Ric−,− ·✟✟✟gradΩ2 + ✁dRicNL .
LRicNN +H
LRicNN = −Ω2N✚tr Ric−,−−2Ω2✁g(χN ,Ric−,−)−HN RicNL
+ 2Ω2✟✟divRicN,−+2RicN,− ·(✟✟✟gradΩ2)− RicN,− ·[N,L].
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N RicLL+H
N RicLL = −Ω2L✚tr Ric−,−−2Ω2✁g(χL,Ric−,−)−HLRicLN
+ 2Ω2✟✟divRicL,−+2RicL,− ·(✟✟✟gradΩ2) + RicL,− ·[N,L].
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Appendix B
Real blowup and polyhomogeneity
In this appendix give a brief primer on real blowup and polyhomogeneity. Some classic
references for this are [32], [33] and [31]. For a gentle introduction, see [17].
B.1 Real blowup
Let X be a manifold with corners (mwc), i.e. a manifold modelled locally on the product
[0,∞)n−k × Rk, for k ≤ n ∈ N. We always assume that the boundary faces of X are
embedded, as opposed to immersed. Let Y be a “reasonable” submanifold of X. Here
“reasonable” means that Y is a p-submanifold, i.e. there are coordinates (x, y) ∈ U ⊆
[0,∞)n × Rk for X in which Y is the intersection U ∩ S, for some coordinate subspace
S. We seek to define the blowup [X,Y ]. In pedestrian terms, this means we take polar
coordinates around a point in Y in the directions transverse to Y . In more sophisticated
language, one glues in the cosphere bundle SN∗Y in place of Y .
The simplest case is when X = Rnx and Y = {0}. In this case, [X,Y ] ∼= Sn−1 × [0,∞).
Observe that [X,Y ] comes equipped with a natural “blowdown” map β : [X,Y ]→ Rn, which
is the usual map from polar coordinates back toRn. Rather than use spherical coordinates, it
is convenient to cover the space [X,Y ] in 2n “projective” coordinate charts, each valid in the
region ±xi > 0 for some i. These coordinates are given by (without loss of generality fixing
i = 1 and x1 ≥ 0) defining ξj = xj/x1 for j 6= 1 and using (x1, ξ2, . . . , ξn) ∈ [0,∞) ×Rn−1
as coordinates. Here, x1 is the radial variable, and ξk are the angular variables. Naturally,
in these coordinates β(x1, ξ2, . . . , ξn) = (x1, x1x2, . . . , x1xn). Blowing up a point introduces
a boundary face to X, namely the set Sn−1 × {0}. This face is traditionally called the
“front face” and is denoted by ff . In the projective coordinates, ff = {x1 = 0}, and x1 is
a boundary-defining function (bdf) for it (i.e. a function which vanishes on ff but whose
derivative does not). Notice that β : ff → {0}.
One may also perform this construction in the case that X = Rn−k × [0,∞)k, in which
case one replaces Sn−1 (thought of as the unit sphere in Rn) by its intersection with the
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space Rn−k × [0,∞)k.
x
y
xξ
β
Figure B-1: Blowing up {(0, 0)} in [0,∞)2(x,y). The dashed lines are curves in [0,∞)2
and in [[0,∞)2, {0}]. Also labelled are the directions of increase of projective coordinates
(x, ξ = y/x).
If X = Rn × Σ and Y = {0} × Σ for some manifold Σ, then one may define
[X,Y ] = [Rn, 0]× Σ
i.e. by blowing up with the parameter Σ, and the blowdown map is trivial in the direction of
Σ. This construction is in fact coordinate invariant (this is most easily checked in polar coor-
dinates), so allows one to define [X,Y ] for an arbitrary manifold X and Y a p-submanifold,
and the associated blowdown map β : [X,Y ] → X, as well as a front face ff which β maps
to Y .
The purpose of blowups is to “separate” the behaviour of a function f on X as it comes
in radially to the submanifold Y . We illustrate this with a simple example. The function
f(x, y) =
√
x2 + y2 on R2 is not smooth. However, its lift to [R2, 0] is just r, which is
smooth.
A technique we will use in conjunction with blowing up is changing the smooth structure.
Given a mwc X, one may change the smooth structure by requiring an nth root of a bdf to
be smooth, for n ∈ N. In this way, one obtains a new mwc X˜ . While the resulting manifold
is diffeomorphic to the original, one regards them as distinct since the diffeomorphism is not
canonical. However, there is always a smooth map f : X˜ → X which raises the new bdf to
the power of n.
For an example, consider X = [0,∞) and the boundary face {0}. Then one may obtain
a new smooth manifold X˜ by requiring x1/3 to be smooth. Then X˜ ∼= [0,∞), except the
diffeomorphism is not canonical and one instead has a smooth map X˜ → X sending x 7→ x3.
B.2 Polyhomogeneity
We make the definition:
Definition B.2.1. An index set is a discrete subset E ⊆ C×N such that:
266
(i) {(z, p) ∈ E : Re(z) < N} is finite;
(ii) (z, p) ∈ E ⇒ (z + k, p) ∈ E for all k ∈ N;
(iii) (z, p) ∈ E ⇒ (z, q) ∈ E for all q ≤ p.
We make the convention that an integer n stands for the index set {n, n+1, . . .} × {0}.
Let us first define polyhomogeneity of a function on X = [0, 1)t ×Rkx. We say, a little
informally, that a function u : [0, 1) ×Rk → C is polyhomogeneous with index set E if u
admits the expansion
u(t) ∼
∑
(z,p)∈E
uz,pt
z logp(t)
where uz,p ∈ C∞(Rk). Define AEphg(X) to be the set of all functions possessing such expan-
sions. In order to make this precise, we need to make sense of the remainder term.
Definition B.2.2. The conormal space A(X) is the space of all functions u such that
(t∂t)
m∂nxu ∈ L∞loc(X) for all integers m and multi-indices n.
With this definition, we can define:
Definition B.2.3. We say u ∈ AEphg(X) if for all (z, p) ∈ E there are uz,p ∈ C∞(Rk) such
that u admits the expansion for any N
u(t) =
∑
(z,p)∈E
Re(z)<N
uz,pt
z logp(t) + tNA(X). (B.2.1)
Also observe that for the index set E = 0, AEphg(X) = C
∞(X), and the index set E = ∅
corresponds to functions rapidly vanishing at {t = 0}. Observe that part (ii) of the definition
of an index set implies that C∞(X) · AEphg(X) ⊆ AEphg(X).
Now let X = [0, 1)jt ×Rkx, and let E = (E1, . . . , En) be a collection of index sets. We
call E an index family. We seek to define the space AEphg(X). Let Êi denote the index family
obtained from E after removing Ei.
Heuristically, we wish to define AEphg(X) inductively by saying that u ∈ AEphg(X) if for
each 1 ≤ i ≤ j, u admits an asymptotic expansion
u ∼
∑
(z,p)∈Ei
uz,pt
z logp(t),
where each uz,p ∈ AÊiphg({ti = 0}). However, addressing the remainder is a slightly tricky.
To do this, we will in fact inductively define the “partially polyhomogeneous spaces.”
Let F ⊆ {1, . . . , j} and let E be an index family, which we think of as a map F into index
sets (and write Ei for E(i)). We will define by induction on n = #F the space AE ′phg,F (X).
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Intuitively, this is the space of functions which have polyhomogeneous expansions at the
faces in F ′, but are only conormal at all other faces. Of course, in the end, we define
AEphg(X) = AEphg,{1,...,j}(X).
Let us first define the conormal space A(X) to be the collection of those functions u
with (t∂t)
m∂nxu ∈ L∞loc(X) for all multi-indices m,n.
Definition B.2.4. If n = 0, then A∅phg,∅(X) = A(X) (here ∅ is the empty index family, not
the empty index set).
If n ≥ 1, then we say u ∈ AEphg,F(X) for all i ∈ F , the following is true. Denote by
F̂i = F \{i}, and Êi the index family of all index sets in E other than Ei. Then u is required
to have an expansion for all N
u =
∑
(z,p)∈Ei
Re(z)<N
uz,pt
z
i log
p(ti) + t
N
i AÊiphg,F̂i(X),
where each uz,p ∈ AÊiphg,Fˆi({ti = 0}).
In other words, at any face u has a polyhomogeneous expansion where all coefficients are
polyhomogeneous, and a remainder which is decaying at that face, but polyhomogeneous at
the others.
We make a few observations. First, the index family E = (0, . . . , 0) corresponds precisely
to smooth functions, and if Ei = ∅ for some i, then functions in AEphg,J are rapidly vanishing
at {ti = 0}. We will often call say that such functions are “0 in (Taylor) series at {ti = 0},”
since in their expansion as a polyhomogeneous series at {ti = 0} all coefficient are identically
0.
Second, part (ii) of the definition of an index set implies that C∞(X) · AEphg,F (X) ⊆
AEphg,F (X). Third, part (iii) of the definition shows that the class of partially polyhomoge-
neous functions are stable under differentiation via ti∂ti and ∂xi (of course if Ei = 0, then
it is also stable under ∂ti).
Parts (ii) and (iii) of the definition of an index set also imply that AEphg,F (X) is coordinate
invariant.B.1
Thus, if X is a mwc with faces F1, . . . , Fj , and F is a subcollection of the faces, with E
an associated index family, we may define the partially polyhomogeneous spaces (and the
B.1If ϕ : X → X is a diffeomorphism, it necessarily permutes the boundary faces of X. If ϕ maps {ti′ = 0}
into {ti = 0}, it follows that ϕi(t, x) = ti′fi(t, x), where f is smooth and nonvanishing on {ti = 0}. To
show coordinate invariance, it is necessary to prove a more general statement. Suppose j′ ≥ j, and let
X ′ = [0, 1)j
′
s × R
k′
y , and ϕ : X
′ → X be a smooth map for which there is an injection σ : {1, . . . , j} →
{1, . . . , j′} for which ϕi(s, y) = sσ(i)fσ(i)(s, y) and fσ(i)(s, y) is smooth and nonvanishing at {sσ(i) = 0}. Let
F ⊆ {1, . . . , j}, and E be an associated index family. Let F ′ = σ(F)∪{1, . . . , j′}\σ({1, . . . , j}) ⊆ {1, . . . , j′}
and let E ′ be the associated index family defined by E′σ(i) = Ei and E
′
i′ = 0 if i
′ 6∈ σ({1, . . . , j}). In other
words, F ′ corresponds to the union those faces which ϕ maps to a face in F and the faces which do not get
mapped into a face of X, and E ′ is smooth at all faces which do not get mapped into a face of X. Then
if u ∈ AEphg,F (X), ϕ
∗u ∈ AE
′
phg,F′(X
′). This is proved by induction on j. That the index set E′i′ = 0 if
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polyhomogeneous spaces) AEphg,F (X) via a partition of unity.
Let us return to the case X = [0, 1)jt ×Rkx. Suppose u ∈ AEphg(X). Fix i, and let uiz,p,
(z, p) ∈ Ei denote the coefficients in the polyhomogeneous expansion at {ti = 0}. By defini-
tion of polyhomogeneity, for i′ 6= i, uiz,p, is itself polyhomogeneous, and so has an expansion
at {ti′ = 0}. Let ui,i
′
z,p,z′,p′, (z
′, p′) ∈ Ei′ , denote the coefficients of this polyhomogeneous
expansion, which are polyhomogeneous on {ti = ti′ = 0}. One can also reverse this process,
obtaining other polyhomogeneous functions ui
′,i
z′,p′,z,p on {ti = ti′ = 0}. As one expects,
ui,i
′
z,p,z′,p′ = u
i′,i
z′,p′,z,p for any (z, p) ∈ Ei, (z′, p′) ∈ Ei′ . In fact more is true, and there is a
relationship between the expansions of the remainders in these expansions, too. To state
this, let us make some notational definitions. Let Êi denote the index family obtained from
E by removing Ei, and for i′ 6= i let Êi,i′ denote the index family obtained by removing both
Ei and Ei′ . For any i and N we may expand
u =
∑
(z,p)∈Ei
Re(z)<N
uiz,pt
z
i log
p ti + t
N
i R
i
N ,
where RiN ∈ AÊiphg(X), and for i′ 6= i and any N ′ we may expand
uiz,p =
∑
(z′,p′)∈Ei′
Re(z′)<N ′
ui,i
′
z,p,z′,p′t
z′
i′ log
p′ ti′ + t
N
i′ S
i,i′
z,p,N ′,
where Ri,iN ′ ∈ A
Êi,i′
phg ({ti = 0}). Also expand for any N ′
RiN =
∑
(z′,p′)∈Ei′ ,Re(z′)<N ′
Ri,i
′
N,z′,p′t
z′
i′ log
p′ ti′ + t
N ′
i′ T
i,i′
N ′
where T i,i
′
N,N ′ ∈ A
Êi,i′
phg (X). Then:
Lemma B.2.5. For any i 6= i, (z, p) ∈ Ei and (z′, p′) ∈ Ei′ it holds that ui,i
′
z,p,z′,p′ = u
i′,i
z′,p′,z,p.
For any N,N ′ ∈ R if Re(z) < N , Re(z′) < N ′ it holds that Si,i′z,p,N ′ = Ri
′,i
N ′,z,p, and T
i,i′
N,N ′ =
T i
′,i
N ′,N .
We have an important corollary. Let u and E be as above. Fix some i and let E′i ⊆ Ei
denote a sub-index set. Let E ′ denote the index family with Ei replaced by E′i. Then:
i′ 6∈ σ({1, . . . , j}) comes from the fact that
∂si′ϕ
∗u =
j∑
i=1
ϕ∗(ti∂tiu)∂si′ log fσ(i) +
k∑
i=1
ϕ∗(∂xiu)∂si′ϕj+i,
and polyhomogeneity is preserved by taking the b-derivatives ti∂ti and ∂xi , and then iterating with higher-
derivatives. The diffeomorphism case is the case j = j′ and σ is a permutation.
Even more generally, this is a special case of Melrose’s famous pullback theorem.
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Corollary B.2.6. Suppose uiz,p ≡ 0 for (z, p) ∈ Ei \ E′i. Then u ∈ AE
′
phg(X).
A particular important case is the case E′i = ∅. Of course lemma B.2.5 and corollary B.2.6
remain true if the polyhomogeneity is replaced by partial polyhomogeneity, and if X is
replaced by an arbitrary manifold with corners. Corollary B.2.6 may seem obvious. However,
in the definition of polyhomogeneity one also needs to check that the expansions at faces
other than {ti = 0} have their expansions only corresponding to terms in E′i, as well, and
hence the need for lemma B.2.5. Indeed:
Proof of corollary B.2.6. For i′ 6= i, we need to show for all (z′, p′) ∈ Ei′ that ui′z′,p′ , which is
a priori in AEphg{ti′ = 0} is actually in AE
′
phg({ti′ = 0}), and for all N ′ ∈ R that Ri
′
N ′ , which
is a piori in AEphg(X) is actually in AE
′
phg(X). This entails showing that u
i′,i
z′,p′,z,p = 0 and
Ri
′,i
N ′,z,p = 0 if (z, p) 6∈ E′i. But this is true by lemma B.2.5 since uiz,p = 0.
We will prove lemma B.2.5 at the end of this section.
We end this primer by reviewing Borel’s lemma, which allows one to asymptotically sum a
collection of coefficients uz,p, (z, p) ∈ E, for some index set E, obtaining a polyhomogeneous
function. The first version we state is:
Lemma B.2.7 (Borel’s lemma I). Let X = [0, 1)×Rk, and let E be an index set. Suppose
uz,p ∈ C∞(Rk) are given for each (z, p) ∈ E. Then there exists u ∈ AEphg(X) with the
expansion
u ∼
∑
(z,p)∈E
uz,pt
z logp(t).
The proof is routine (although one should use a partition of unity to first reduce to the
cast that all uz,p are compactly supported in the same compact set).
One also has its higher-dimensional version. Let X = [0, 1)jt ×Rk. Let E = (E1, . . . , Ej)
be an index family and for 1 ≤ i ≤ j let Êi be the index family obtained by removing
the index set Ei. Suppose for 1 ≤ i ≤ j and (z, p) ∈ Ei that we are given functions
uiz,p ∈ AÊiphg({ti = 0}). One wishes to find u ∈ AEphg(X) such that for each i
u ∼
∑
(z,p)∈Ei
uiz,pt
z
i log
p(ti). (B.2.2)
However, this is patently not possible in general, since lemma B.2.5 imposes for i 6= i a
condition on the coefficients in the expansions of uiz,p at {ti′ = 0} and the expansions of
ui
′
z′,p′ at {ti = 0}. Indeed, denoting by ui,i
′
z,p,z′,p′ and u
i′,i
z′,p′,z,′p the coefficients in the expansions,
respectively, it must be true that ui,i
′
z,p,z′,p′ = u
i′,i
z′,p′,z,′p if (B.2.2) is to hold. We call this the
the compatibility condition on the coefficients uiz,p. However, the compatibility condition is
the only obstruction to summing coefficients uiz,p asymptotically. Thus we have
Lemma B.2.8 (Borel’s lemma II). Suppose we are given uiz,p as above, and the compatibility
condition is satisfied. Then there exists u ∈ AEphg(X) satisfying (B.2.2) for all i.
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Remark B.2.9. If Ei = 0 for all i, then the compatibility condition is equivalent to ∂mt′i
uiℓ =
∂ℓtiu
i′
m for all i, i
′ and m, ℓ.
Remark B.2.10. Of course, the asymptotic sum is not unique. However, it is however unique
modulo an element of A(∅,...,∅)phg (X). Indeed, if u1 and u2 are two asymptotic sums, then by
definition for all i the coefficients in the polyhomogeneous expansion of v = u1 − u2 at
{ti = 0}, viz,p, are identically 0. Thus by corollary B.2.6 v ∈ A(∅,...,∅)phg (X).
We carry out the proof at the end of this section.
Of course, these lemmas carry through to an arbitrary mwc via partitions of unity.
Lastly, we talk about vector bundles. If X is a mwc and V is a vector bundle over X, then
we may also analogously define AEphg(X;V ), or more simply by tensoring
AEphg(X;V ) = C∞(X;V )⊗AEphg(X).
All lemmas continue to hold in this setting.
B.2.1 Proofs of lemmas
We first prove lemma B.2.5.
Proof of lemma B.2.5. It suffices to fix N,N ′ and show the lemma if Re(z) < N , Re(z′) <
N ′. The notation is cumbersome, even though the idea is clear. We may expand
u =
∑
(z,p)∈Ei
Re(z)<N
tzi log
p ti
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
ui,i
′
z,p,z′,p′t
z′
i′ log
p′ ti′ + t
N ′
i′ S
i,i′
z,p,N ′

+ tNi
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
Ri,i
′
N,z′,p′t
z′
i′ log
p′ ti′ + t
N ′
i′ T
i,i′
N,N ′

=
∑
(z′,p′)∈Ei′
Re(z′)<N ′
tzi log
p ti
 ∑
(z,p)∈Ei
Re(z)<N
ui
′,i
z′,p′,z,pt
z
i log
p ti′ + t
N
i S
i′,i
z′,p′,N

+ tN
′
i′
 ∑
(z,p)∈Ei
Re(z)<N
Ri
′,i
N ′,z,pt
z
i log
p ti + t
N
i T
i′,i
N ′,N
 .
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Subtracting these, one obtains
0 =
∑
(z,p)∈Ei
Re(z)<N
tzi log
p ti
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
(ui,i
′
z,p,z′,p′ − ui
′,i
z′,p′,z,p)t
z′
i′ log
p′ ti′ + t
N ′
i′ (S
i,i′
z,p,N ′ −Ri
′,i
N ′,z,p)

+ tNi
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
(Ri,i
′
N,z′,p′ − Si
′,i
z′,p′,N )t
z′
i′ log
p′ ti′ + t
N ′
i′ (T
i,i′
N,N ′ − T i
′,i
N ′,N )

(B.2.3)
Denote by qiz = max{p : (z, p) ∈ Ei}. Fix some z with Re(z) < N , and consider for
0 ≤ k ≤ qiz the differential operator
P iz,k = (ti∂ti − z)k
∏
w : ∃(w,p)∈Ei
w 6=z,Re(w)<N
(ti∂ti − z)q
i
w+1.
Notice that: Pz,kt
w
i log
p ti = 0 if (w, p) ∈ Ei, w 6= z, Re(z) < N , Pz,ktzi logp ti = 0 if p < k,
and Pz,kt
z
i log
p ti =
p!
(p−k)! if p ≥ k. Define qi
′
z′ and P
i′
z′,k′ analogously. The key idea is that we
can use P iz,k and P
i′
z′,k′ to isolate the correct coefficients in (B.2.3) and show that that are 0.
Also notice that Si,i
′
z,p,N ′, R
i′,i
N ′,z,p, S
i′,i
z′,p′,N , R
i,i′
N,z′,p′ , T
i,i′
N,N ′ and T
i′,i
N ′,N are in wA(X), where w
is a weight w =
∏
j 6=i,i′ t
αj
j , for some αj ∈ R (the αj just need to be large enough to offset
whatever growth can come from the polyhomogeneity at other faces {tj = 0}). Fixing some
z and applying Pz,qiz to (B.2.3) thus yields
0 = tzi log
qiz ti
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
(ui,i
′
z,p,z′,p′ − ui
′,i
z′,p′,z,p)t
z′
i′ log
p′ ti′ + t
N ′
i′ (S
i,i′
z,p,N ′ −Ri
′,i
N ′,z,p)
+tNi wA(X).
Dividing by tzi log
qiz and taking ti → 0 then shows that
0 =
 ∑
(z′,p′)∈Ei′
Re(z′)<N ′
(ui,i
′
z,qiz,z
′,p′ − u
i′,i
z′,p′,z,qiz
)tz
′
i′ log
p′ ti′ + t
N ′
i′ (S
i,i′
z,qiz,N
′ −Ri
′,i
N ′,z,qiz
)
 . (B.2.4)
Fixing some z′ and applying P i
′
z′,qi′
z′
then shows that
0 = ui,i
′
z,qiz,z
′,qi′
z′
− ui′,i
z′,qi′
z′ ,z,q
i
z
+ tN
′
i′ wA(X).
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Taking ti′ → 0 then shows that
0 = ui,i
′
z,qiz,z
′,qi′
z′
− ui′,i
z′,qi′
z′ ,z,q
i
z
.
Now we may apply inductively P i
′
z′,p′ for each q
i′
z′ > p
′ ≥ 0 to (B.2.4) to obtain as above
0 = ui,i
′
z,qiz,z
′,p′ − u
i′,i
z′,p′,z,qiz
for all p′. Since z′ was arbitrary, this is true for all z′, too. With this true, it follows from
(B.2.4) that Si,i
′
z,qiz,N
′ −Ri
′,i
N ′,z,qiz
. This is part of what we need to show, except we only know
now that it is true for when p = qiz . However, we may now apply P iz,k for q
i
z > p ≥ 0
inductively and use the same argument to obtain ui,i
′
z,p,z′,p′ = u
i′,i
z′,p′,z,p and S
i,i′
z,p,N ′ = R
i′,i
N ′,z,p′,
which is what we want. Thus (B.2.3) shows that
0 =
∑
(z′,p′)∈Ei′
Re(z′)<N ′
(Ri,i
′
N,z′,p′ − Si
′,i
z′,p′,N)t
z′
i′ log
p′ ti′ + t
N ′
i′ (T
i,i′
N,N ′ − T i
′,i
N ′,N )
applying the same argument as we did to (B.2.4), we see that Ri,i
′
N,z′,p′ = S
i′,i
z′,p′,N and T
i,i′
N,N ′ =
T i
′,i
N ′,N for all Re(z) > N,Re(z
′) > N .
We may now prove the higher-dimensional Borel’s lemma.
Proof of lemma B.2.8. Using a partition of unity, we may suppose that all uiz,p are compactly
supported in the same compact set. For each n ≤ j, we will prove the theorem is true for
the special index family
E = (E1, . . . , En, ∅, . . . , ∅),
i.e. if everything is rapidly vanishing at the last j−n faces. The case n = j is Borel’s lemma.
We will accomplish this by induction on n.
The case n = 0 is vacuous, since u ≡ 0 works.
For the n = 1 case, set
v =
∑
(z,k)∈E1
tz1 log
k(t1)u
1ϕ(t1/εz,k),
for ϕ a smooth cutoff of {t1 = 0} and εz,k small. Lemma B.2.11, below, implies v ∈
A(E1,∅,...,∅)phg , and has the correct series expansion, which completes the n = 1 case.
Now assume the claim is true for n− 1. We prove it for n. Set
v =
∑
(z,p)∈E1
u1z,pt
z
1 log
p(t1)ϕ(t1/εz,p),
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for ϕ a smooth cutoff of {t1 = 0} and εz,k small. Lemma B.2.11, below, implies v ∈ AEphg(X),
and v has the correct expansion at {t1 = 0}. It has the correct expansions at {ti = 0}
for i > n (since by definition it is polyhomogeneous with empty index set at those faces).
However, v may not have the correct expansion at {ti = 0} for 2 ≤ i ≤ n. Write the putative
asymptotic sum as u = v + w, where w is another polyhomogeneous function. Then u will
satisfy (B.2.2) if for all 1 ≤ i ≤ j and (z, p) ∈ Ei, wiz,p = uiz,p−viz,p. For i = 1 and i > n, this
difference is 0. For 2 ≤ i ≤ n, notice that the compatibility conditions on the coefficients
in the expansion of v are satisfied by assumption, since v is polyhomogeneous, and thus the
compatibility conditions are satisfied for the coefficients of the putative function w. We may
now use the inductive hypothesis to find the polyhomogeneous w, since w is to be rapidly
vanishing at both {ti = 0} for i > n and i = 1.
Lemma B.2.11. Let X = [0, 1)j ×Rk, and let ∅ 6= J ⊆ {1, . . . , j}, and suppose without
loss of generality that 1 ∈ J . Let I = J \ {1}. Let E be the index family corresponding to
the faces in J , and let E ′ be the index family corresponding to I obtained by deleting E1.
Suppose we are given for (z, p) ∈ E1 functions vz,p ∈ AE ′phg,I({t1 = 0}) which are supported
in some compact set K.
Set
v =
∑
(z,p)∈E1
tz1 log
p(t1)vz,pϕ(t1/εz,p), (B.2.5)
where ϕ is smooth cutoff of {t1 = 0} and εz,p are small enough. Then v ∈ AEphg,J(X) and
v ∼
∑
(z,p)∈E1
tz1 log
p(t1)vz,p
at {t1 = 0}. Moreover, the convergence of (B.2.5) is in the topology of∏
i∈J
tρii A(X) =: tρA(X),
where ρi are any real numbers such that
ρi < inf{Re(z) : (z, p) ∈ Ei}.
Proof. This is an extension of the usual proof of Borel’s lemma. By the standard techniques
in proving (ordinary) Borel’s lemma, it is clear that the convergence is in tρA(X), so the
hard part is proving the convergence to a (partially) polyhomogenous function rather than
just a (weighted) conormal function.
We prove this by induction on n = #J . Let us treat the base case n = 1. Near t1 = 0,
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we may write
v =
∑
(z,p)∈E1
Re(z)<N
tz1 log
p(t1)vz,p
+ tN1
∑
(z,p)∈E1
Re(z)≥N
tz−N1 log
p(t1)vz,pϕ(t1/εz,p)
+
∑
(z,p)∈E1
Re(z)<N
tz1 log
p(t1)vz,p(1− ϕ(t1/εz,p)).
If t1 & supRe(z)<N εz,p, then the last sum vanishes. The standard argument shows that if
εz,p are small enough (and not depending on N) then second sum converges in the topology
of tN1 A(X). This completes the proof of the case j = 1. Now assume we have proven it for
n− 1, we prove it for n.
Near t1 = 0, we may again write
v =
∑
(z,p)∈E1
Re(z)<N
tz1 log
p(t1)vz,p
+ tN1
∑
(z,p)∈E1
Re(z)≥N
tz−N1 log
p(t1)vz,pϕ(t1/εz,p)
+
∑
(z,p)∈E1
Re(z)<N
tz1 log
p(t1)vz,p(1− ϕ(t1/εz,p),
where again the last term vanishes if t1 is small enough, so we may ignore it. The first term
is fine since the sum is finite. Thus, we only need to show that∑
(z,p)∈E1
Re(z)≥N
tz−N1 log
p(t1)vz,pϕ(t1/εz,p) ∈ AE ′phg,I(X), (B.2.6)
Let k ∈ J , k 6= 1 and set K = J \ {1, k}, and let E ′′ denote the index family obtained from
E ′ by removing Ek. Also let K˜ = J \ {k} and E˜ ′′ be the index family obtained from E by
removing Ek (equivalently obtained from E ′′ by adding E1). Then we may expand
vz,p =
∑
(w,q)∈Ek
Re(w)<M
vz,p,w,qt
w
k + t
M
k Rz,p,M ,
where vz,p,w,q ∈ AE ′′phg,K({t1 = tk = 0}) and Rz,p,M ∈ AE
′′
phg,K({t1 = 0}). By induction (and
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shrinking the εz,p if necessary)
vkw,q :=
∑
(z,p)∈E1
vz,p,w,qt
z
1 log
p(t1)ϕ(t1/εz,p) ∈ AE˜ ′′phg,K˜({tk = 0}).
In particular, if we denote by E˜ ′′N the index set obtained from E˜ ′′ by replacing E1 with
{(z, p) ∈ E1 : Re(z) ≥ N}, it follows from corollary B.2.6 that∑
(z,p)∈E1
Re(z)≥N
vz,p,w,qt
z
1 log
p(t1)ϕ(t1/εz,p) ∈ AE˜ ′′Nphg,K˜({tk = 0}),
and so
vkw,q,N :=
∑
(z,p)∈E1
Re(z)≥N
vz,p,w,qt
z−N
1 log
p(t1)ϕ(t1/εz,p) ∈ t−NAE˜ ′′Nphg,K˜({tk = 0}) ⊆ A
E ′′
phg,K({tk = 0})
(we can “forget” about the polyhomogeneity at {t1 = 0} and replace it with conormality since
by construction there are no (z, p) with Re(z) < 0 in the expansion of vkw,q,N at {t1 = 0}).
Similarly, by induction (shrinking the εz,p if necessary
B.2)
RkM :=
∑
(z,p)∈E1
Rz,p,Mt
z
1 log
p(t1)ϕ(t1/εz,p) ∈ AE˜ ′′phg,K˜(X)
and so
RkM,N :=
∑
(z,p)∈E1
Re(z)≥N
Rz,p,Mt
z−N
1 log
p(t1)ϕ(t1/εz,p) ∈ AE ′′phg,K(X).
We conclude that∑
(z,p)∈E1
Re(z)≥N
tz−N1 log
p(t1)vz,pϕ(t1/εz,p)
=
∑
(w,q)∈Ek
Re(w)<M
twk log
q(tk)v
k
w,q,N + t
M
k R
k
M,N
∈
∑
(w,q)∈Ek
Re(w)<M
twk log
q(tk)AE ′′phg,K({tk = 0}) + tMk AE
′′
phg,K(X).
Doing this for all k shows (B.2.6).
B.2It appears that we may need to shrink εz,p for each M ∈ R, and so this argument does not close.
However, we can always get away with only shrinking those εz,p with Re(z) ≥ M , since changing the value
of εz,p in finitely many terms does not affect the conclusion. Thus, each εz,p is only shrunk a finite number
of times, and the argument closes.
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Now we need to show that v is polyhomogeneous at the other faces. Fix k ∈ J , k 6= 1,
and let K, E ′′ as above. Expand
vz,p =
∑
(w,q)∈Ek
Re(w)<N
vz,p,w,qt
w
k log
q(tk) + t
N
k Rz,p,N ,
as above (but this time for all (z, p) ∈ E1).
Using the definitions above, we may then write for all N
v =
∑
(w,q)∈Ek
Re(w)<N
vkw,qt
w
k log
q(tk) + t
N
k R
k
N .
Since vkw,q ∈ AE˜ ′′phg,K˜({tk = 0}) and R
k
N ∈ AE˜
′′
phg,K˜
(X), writing this expansion for all k shows
that v ∈ AEphg,J(X).
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Appendix C
The proof of lemma 3.2.16
We restate and prove lemma 3.2.16. Recall that we are working in the case R = [0, a)× [0, b)
for some a, b > 0. Set H1 = u−1(0), H2 = v−1(0), and fix h ∈ Sym2(spTM) which is 0 on
H1 ∪H2. Then:
Lemma 3.2.16. Let (M, g, x, u, v,N) be a short-pulse double-null gauge, and set gx =
g + xh. Fix a′ < a and b′ < b. Then there exists an open set U ⊆ M containing S0,0,0,
ε > 0 and a unique smooth map ϕ : U →M, a diffeomorphism onto its image, the identity
on (H1 ∪ H2) ∩ U and {x = 0} ∩ U , with M([0, a′) × [0, b′)) ∩ {0 ≤ x < ε} in the range of
ϕ, and satisfying ϕ∗x = x, such that ϕ∗gx is in a double-null gauge with x, u, v,N .
Proof. It is slightly inconvenient that (0, 0) does not lie in the interior of [0, a)×[0, b), so, like
in corollary 2.1.14, we will need to extend M. For δ sufficiently small, replace [0, a)× [0, b)
with (−δ, a) × (−δ, b), and using the trivialization
M∼= [0, δ) × ([0, a) × [0, b)) × S0,0,0,
extend M to
M˜ = [0, δ) × ((−δ, a) × (−δ, b)) × S0,0,0,
and extend (u, v) to M˜ so that (M˜, x, u, v) is a doubly-foliated manifold. Extend Hi (i =
1, 2) in the same way. ExtendN , ✁g, and Ω
2 to M˜, which then extends g by proposition 3.2.14.
Extend h to M˜, which then also extends gx.
For this proof, let TM˜ denote the bundle over M˜ consisting of those vectors tangent to
the level sets of x. We also interpret d as taking values in C∞(M˜;T ∗M˜) (i.e. we quotient
by span{dx}).
The metric gx is certainly Lorentzian is x if small enough, provided we restrict to some
compact subset of M˜ (so we may take U to be compactly contained). This also gives gx the
same time-orientation as g.
Uniqueness is clear from proposition 2.1.12.
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The goal now is to find for ε small enough an open set U containing S0,0 ∩ {x ≤ ε},
a pair of optical functions u′, v′ for gx defined over U equal to u, v at x = 0, such that
(x, u′, v′) turns (U, g, x, u′, v′) into a double-null foliation, and such that for some δ′ < δ and
ε sufficiently small, (−δ′, a′)× (−δ′, b′) in the range of (x0, u′, v′) for x0 ≤ ε. If this is true,
we may construct the diffeomorphism ϕ as in proposition 2.1.13 and corollary 2.1.15 to show
that ϕ∗gx is in double-null gauge with u, v, M˜ , and use corollary 2.1.14 to replace M˜ with
M.C.1, That ϕ∗gx is still a short-pulse metric follows from the fact that ϕ|M˜0 = id, and so
for an ordinary vector field X, ϕ∗X = X + xR, for another ordinary vector field R (i.e. xR
is a short-pulse vector field, regardless of what X was).
For the rest of the proof, we will only deal with M˜, so for convenience let us replace M˜
in our notation with just M. The main part of the proof now consists of two steps. In the
first we construct u′, v′ on a large set U using Hamilton-Jacobi theory, and in the second
step we use elementary topology to show that U is in fact large enough (i.e. (u′, v′) has large
enough range).
We may find canonical coordinates u, v, θ1, . . . , θn, x on M for g (not gx) and use them
to construct dual coordinates x, u, v, θ1, . . . , θn, µ, ν, τ1, . . . , τn on T ∗M , with µ dual to u,
ν dual to v, and τ i dual to θi. Write ξ = (µ, ν, τ1, . . . , τn) for a general coordinate on the
fibres. Define
q(ξ) := −Ω2g−1x (ξ, ξ),
a smooth Hamiltonian function on spT ∗M, and hence on T ∗M as well. Notice also that
q(ξ) = 0 if and only if ξ is a null covector.
At x = 0,
g−1 = − 1
2Ω2
(∂u ⊗ ∂v + ∂v ⊗ ∂u)
the θi derivatives dropping out since they come with a factor of x. Thus at x = 0 it follows
that q = µν, and so the Hamiltonian vector field is
Hq = ν∂u + µ∂v. (C.1)
Let us find u′, first. Let H∗1 ⊆ T ∗M be the surface over H1 whose points consist of
(p, dup) for p ∈ H1. We will construct du′ as the flow via Hq of H∗1.
Now, fix δ′ < δ1 < δ and a
′ < a1 < a, and replace H∗1 with H∗1∩{−δ1 ≤ u ≤ a1}, turning
H∗1 into a compact set.
Claim. For for x fixed, H∗1 ∩ T ∗Mx is isotropic (i.e. the symplectic form pulls back to 0),
q|H∗1 = 0, and for x small enough, Hq is transverse to H∗1.
C.1However, unlike in corollary 2.1.14, there is no need to shrink U , since du = du′ and du = dv′ on {x = 0}
implies that for small enough x, g(−2du′, dv) > 0 and d(−2dv′, du) > 0.
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Proof. In canonical coordinates the symplectic form is
ω = dµ ∧ du+ dν ∧ dv +
∑
dτ i ∧ dθi,
and in coordinates
H∗1 = {(x, u, 0, θ, 1, 0, 0)}.
From this, it is clear ω pulls back to 0. From the description of Hq above, it is also clear
that Hq is transverse to H∗1 at x = 0, and thus also for small x, Hq remains transverse to
H∗1. Since g−1x (du, du) = 0 by assumption (even for x > 0) , it follows that q|H∗1 = 0.
Provisionally define for 0 < S ≤ δ1 and 0 < T < b the map
Φ : H∗1 ∩ {x ≤ ε} × [−S, T ]→ T ∗M˜,
the flowout fromH∗1 by Hq (which may not a priori exist for long enough times). Throughout
the proof we will see how small ε needs to be, and how to choose S and T appropriately.
Set Λ to be its image, and π : Λ → M˜ the projection map, and set U1 = π(Λ). Let us
denote κ = π ◦ Φ.
Claim. Suppose 0 < S ≤ δ1, 0 < T < b and ε > 0 is sufficiently small. Then Φ is
well-defined and in fact Φ, κ are diffeomorphisms onto Λ and U1, respectively.
Proof. Let us examine how Φ and κ act at x = 0. In canonical coordinates, fix p =
(0, u, 0, θ, 1, 0, 0) ∈ H∗1 and t ∈ (−δ, b). Over x = 0 it is clear from (C.1) that Φ takes (p, t)
to (0, u, t, θ, 1, 0, 0), which is just du over the point (0, u, t, θ). Thus κ(p, t) = (0, u, t, θ). So
Φ|{x=0} is defined on H∗1× [0, b), and Φ|x=0, κ|x=0 are diffeomorphisms. Using ODE theory,
it follows that if S ≤ δ1, T < b and ε is small enough, Φ is defined on H∗1 ∩ {x ≤ ε}× [0, T ].
Indeed, since H∗1 is compact and is contained inside an open subset of TM˜ , the flow of Hq
exists for time T and the integral curves of Hq for x > 0 stay close to those of Hq at {x = 0}
(since the data are the same).
Now let us show that Φ and κ are diffeomorphisms if ε is small enough. Since they are
diffeomorphisms at {x = 0}, in particular their Jacobians are non-singular there. Since the
domain of Φ, and κ is compact, choosing ε small, it it thus clear that if x0 ≤ ε, the Jacobians
of Φ{x=x0}, κ{x=x0} have full rank. Since Φ, κ also preserve the level sets of x, it follows
that ∂Φ∂x ,
∂κ
∂x are non-zero. Thus the (total) Jacobians of Φ, κ have full rank, and thus Φ and
κ are local diffeomorphisms. Since Φ, κ are proper,C.2 they are covering maps. Since Φ and
κ are diffeomorphisms at x = 0, all points in {x = 0} are covered once, which means that
in fact Φ and κ are global diffeomorphisms.
C.2The preimage of any closed set is a closed subset of a compact set.
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Claim. There exists a closed one-form α (i.e. a section of T ∗M˜ defined on U1) such that
q(α) = 0, and α|H1 = du, and α|x=0 = du.
Proof. Since H∗1 ∩ T ∗Mx is isotropic, and Hq is a Hamiltonian vector field not tangent to
H∗1, the flowout of H∗1 ∩ T ∗Mx is Lagrangian. Thus Λ ∩Mx is Lagrangian for each x. Since
Φ, κ are diffeomorphisms, so is π. Let us define α by α(p) = π−1(p). Then α|H1 = du by
definition. Observe that since we know Φ|x=0, we can deduce that α(p) = du for x(p) = 0.
Since Λ ∩Mx is Lagrangian, dα = 0. We already know q(α) = q(du) = 0 over H1. Let
(x(s), ξ(s)) be a bicharacteristic of Hq starting at H∗1. By definition, α(x(s)) = ξ(s). Also,
d
dsq(x(s), ξ(s)) = Hqq = 0, and thus q(α) = 0 everywhere.
Claim. There exists a function u′ defined over U1 such that du′ = α and u′ = u over H1
and at x = 0.
Proof. We may cover U1 by contractible open sets Vi, obtaining a collection of functions u′i
defined over Vi with du
′
i = α. For each i, j, there is thus a function fij, only a function of
x, defined over Vi ∩ Vj such that u′i − u′j = fij(x). Define
S+ = {t ∈ [0, T ] : u′ exists on a neighbourhood of κ(H∗1 × [0, t])}
S− = {t ∈ [−S, 0] : u′ exists on a neighbourhood of κ(H∗1 × [t, 0])}.
We will show that S± are open, closed and non-empty, and thus u′ exists everywhere. The
proofs for S± are the same, so we only treat the case of S+.
First let us show open. Suppose t ∈ S+. We may cover κ(H∗1 × {t}) by a finite sub-
collection of the open sets Vi (where we require each Vi to actually intersect κ(H∗1 × {t})).
The function u′ is defined on an open subset of each Vi by assumption. On each, we have a
u′i with u
′
i − u′ only depending on x. Modifying this function, we may assume that it is 0.
Thus u′i = u
′ where both are defined, and hence u′i extends u
′ to all of Vi. For different i, j,
u′i−u′j depends only on x (assuming Vi∩Vj 6= ∅). However, both are equal to u′ somewhere,
and hence u′i = u
′
j where both are defined. Thus, we have extended u
′ to a function on the
union of all the Vi, which by compactness cover κ(H∗1 × (t− δ, t+ δ)) if δ is small enough.
Now let us show non-empty. This is practically the same argument as above. Cover
H1 = κ(H∗1×{0}) by a finite subcollection of the open sets Vi. By construction, du′i = α = du
over H1. In particular, their pull-backs to H1 agree, and hence u′i−u is a function depending
only on x, which we can take to be 0. Now continue as above.
Finally let us show closed. Suppose tn ∈ S, and tn → t. We wish to show that t ∈ S.
This is again the same argument, since any open set intersecting κ(H∗1×{t}) also intersects
κ(H∗1 × {tn}) for n large enough.
Thus du′ = α and du′ = du at H1. By construction α = du at x = 0, and so du′ = du,
and hence u′ = u since they agree on H1.
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Now let us do the same thing with v′, establishing an analogous region U2 for its do-
main. Set U ′ = U1 ∩ U2. We may still assume that U ′ contains an open neighbourhood of
M0((−δ1, a1)× (−δ1, b1)), so long as we chose b1 ≤ T to define U1, a1 ≤ T to define U2, and
S = δ1 to define both. Observe that U
′ still depends on ε, and only includes points with
{x ≤ ε}.
Since u′ and v′ are smooth and agree with u and v, respectively, at {x = 0}, it follows
that u′ = u + O(x), v′ = v + O(x), where the O(x) terms represent x times a smooth
function. Since U ′ is compact, if ε is small enough, (x, u′, v′) is a submersion on U ′ and u′, v′
are increasing towards the future. Moreover, (x, u′, v′) is a proper map onto its image.
Let us now show that the range of (x, u′, v′) is large enough.
Claim. The range of U ′ ⊆ M under (x, u′, v′) contains an open neighbourhood of {0} ×
(−δ1, a1)× (−δ1, b1).
Proof. If (α, β) ∈ (−δ1, a1)× (−δ1, b1), then (0, α, β) is in the range of (0, u′, v′) = (0, u, v).
Say (0, u′, v′)(p) = (0, α, β). Then an open set of p in M is contained in U ′, and so using
the submersion property, an open subset of (0, α, β) is contained in the range, too.
Because of this claim, since δ′ < δ1, a
′ < a1 and b
′ < b1, shrinking ε further, we may
assume [0, ε)×(−δ′, a′)×(−δ′, b′) is in the range of (x, u′, v′). Now, set U to be the preimage
of [0, ε)× (−δ′, a′)× (−δ′, b′) under (x, u′, v′), so that U is an open subset of M containing
S0,0 ∩ {x ≤ ε}.
The last thing we need is:
Claim. The quadruple (U, x, u′, v′) is a doubly-foliated manifold.
Proof. We need to check that (x, u′, v′), in addition to being a surjective submersion, is
proper and has compact fibre the same compact manifold S as the fibres (x, u, v), and that
the level sets of (x, u′) and (x, v′) are connected
Being proper (over a path-connected base) implies that all the fibres are diffeomorphic
to S. Indeed, this is a general property of proper submersions. Let us therefore show that
(x, u′, v′) is proper. We know that (x, u′, v′) is proper from U ′ onto its image (since U ′ is
compact). It follows that (x, u′, v′) is proper from U onto its image [0, ε)×(−δ′, a′)×(−δ′, b′).
The fibres of (x, u′) and (x, v′) are connected because we may always lift a path from
the base, now that we know (x, u, v) is a submersion with compact fibre.
Thus (U, gx, x, u
′, v′) is the desired double-null foliation.
283
284
Appendix D
The Goursat problem
In this appendix we study several aspects of the characteristic initial value problem for
hyperbolic equations in spacetime dimension 2. This is classically known as the Goursat
problem. For this appendix, we work in a rectangle R = [a, b]v × [c, d]η . We will use the
notation R(a0, c0) to denote the subrectangle [a, a0]× [c, c0] ⊆ R for a ≤ a0 ≤ b, c ≤ c0 ≤ d.
D.1 The classical Goursat problem
We will work with two sorts of system. The first will be for functions X,Y : R → RN
(N ∈ N)
∂ηX = P (v, η,X, Y )
∂vY = Q(v, η,X, Y )
X(v, c) = X0(v)
Y (a, η) = Y0(η)
(D.1.1)
where P,Q : R×R2N → RN . We will often suppress the explicit dependence of P and Q
on v and η. The second will be for a function Z : R→ RN
∂v∂ηZ = P (v,η, ∂vZ, ∂ηZ,Z)
Z(v, c) = Z0(v)
Z(a, η) = Z1(η),
(D.1.2)
subject to the constraint Z0(a) = Z1(c), where P : R×R3N → RN . We will often not write
explicitly the dependence of P on v and η.
System (D.1.2) may be reduced to (D.1.1) if P , Z0, Z1 have high enough regularity
(which will always be true in practice). We show how to do this. Assume that ∂ηZ1 and
∂vZ0 are continuous.
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Now, let us consider a system of type (D.1.1) for X = (X1,X2), Y = (Y1, Y2) ∈ R2N
described by
∂η(X1,X2) = (P (X1, Y1,X2), Y1)
∂v(Y1, Y2) = (P (X1, Y1,X2),X1)
(X1,X2)(v, c) = (∂vZ0(v), Z0(v))
(Y1, Y2)(a, η) = (∂ηZ0(η), Z1(η)).
(D.1.3)
Let us assume that we have a continuous solution (X,Y ) of (D.1.3), and that P is continuous.
Then ∂ηX1 = ∂vY1, and thus there is some potential function Φ, unique up to constant, for
which ∂vΦ = X1, ∂ηΦ = Y1. The initial data assumptions mean that Φ(v, c) − Z0(v) and
Φ(a, η)−Z1(η) are constants. The constraint Z0(a) = Z1(c) implies that they are the same
constant. Thus we can assume that Φ is chosen so that the constant is 0.
We claim that setting Z := Φ gives a solution to (D.1.2). Indeed, ∂ηΦ = Y1 = ∂ηX2 and
Φ|{η=c} = Z0 = X2|{η=c} by assumption, and similarly ∂vΦ = X1 = ∂vY2 and Φ|{v=a} =
X2|{v=a} by assumption.
Thus, X2 = Φ = Y2, and so with Z = Φ,
∂η∂vZ = ∂ηX1 = P (X1, Y1,X2) = P (∂vZ, ∂ηZ,Z).
With the reduction carried out, we focus most of our attention on (D.1.1). The well-
posedness theory of (D.1.1) is analogous to that of an ODE. The notion of a weak solution
is well-defined by integrating, i.e.:
Definition D.1.1 (Weak solution). Fix a < a0 ≤ b and c < c0 ≤ c. We say a pair
(X,Y ) ∈ L∞(R(a0, c0)) is a weak solution of (D.1.1) on R(a0, c0) if for all (η, v) ∈ R(a0, c0)
X(v, η) = X0(v) +
∫ η
c
P (v, t,X(v, t), Y (v, t)) dt
Y (v, η) = Y0(η) +
∫ v
a
Q(s, η,X(s, η), Y (s, η)) ds.
(D.1.4)
To state a well-posedness theorem, we will need to assume that P (v, η, x, y), Q(v, η, x, y)
are continuous in v, η, locally uniformly in x, y, and are locally Lipschitz in x, y, uniformly in
v, η. This means that P (·, ·, x, y) is continuous, uniformly in x, y (i.e. the modulus of the con-
tinuity in v, η does not depend on x, y in a compact set) and |P (v, η, x1, y1)−P (v, η, x1, y1)| .
|x1 − x2|+ |y1 − y2| uniformly in v, η, if x1, y1, x2, y2 are uniformly bounded (and similarly
for Q).
Theorem D.1.2 (Well-posedness). Consider the system (D.1.1). Assume P , Q satisfy the
previous assumptions and provide continuous data X0, Y0. Then:
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Local well-posedness There exists ε > 0 depending only on
M = max
(
sup
η
|Y0(η)|, sup
v
|X0(v)|
)
,
and the Lipschitz constant of P , Q in a ball of radius 2M centred at the origin such
that there is a (weak) solution (X,Y ) to (D.1.1) on C0(R(ε, ε));
Uniqueness for any a ≤ a0 ≤ b, c ≤ c0 ≤ d, two solutions in C0(R(a0, c0)) agree;
Automatic continuity if (X,Y ) ∈ L∞([a, a0) × [c, c0)) is a weak solution, then in fact
(X,Y ) ∈ C0(R(a0, c0));
Persistence of regularity if X0, Y0 and P, Q are smooth and a (weak) solution (X,Y )
exists in C0(R(a0, c0)), then the solution is a classical solution in C∞(R(a0, c0));
Dependence on parameters If we allow X0, Y0, P,Q, as well as the initial data, to de-
pend in a Ck fashion on a parameter σ ∈ Σ (for some manifold Σ), then all statements
above hold with parameter. For the local well-posedness to hold, we require P,Q, to-
gether with their first k σ-derivatives to be locally Lipschitz in x, y, uniformly in σ, v, η
and continuous in σ, v, η. In fact, if a solution exists in L∞(R(a0, c0)× Σ), then it is
automatically in CkσC
0
v,ηR(a0, c0)), and hence in C∞(R(a0, c0) × Σ) if P,Q, and the
data are all smooth.
Just like Gronwall’s inequality is a key ingredient in the well-posedness theory of ODEs,
we will need a two-dimensional version in order to prove theorem D.1.2.
Proposition D.1.3 (2D Gronwall’s inequality). Let X, Y be non-negative bounded func-
tions on R(a0, c0), for a ≤ a0 ≤ b, c ≤ c0 ≤ d which satisfy for some B ≥ 0, M > 0 and all
(v, η) ∈ R(a0, c0)
X(v, η) ≤ B +M
∫ η
0
X(v, t) + Y (v, t) dt
Y (v, η) ≤ B +M
∫ η
0
X(s, η) + Y (s, η) ds.
Then there is a constant C = C(M,a, b, c, d), increasing in all its arguments, such that
X,Y ≤ CB on all of R(a0, c0).
Proof. Let us assume without loss of generality that a = c = 0. Substituting the second
inequality into the first gives
X(v, η) ≤ B +BMη +M
∫ η
0
X(v, t) dt+M2
∫ η
0
∫ v
0
X(s, t) + Y (s, t) dsdt. (D.1.5)
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Let us denote by C a quantity depending only on a, b, c, d,M , but not B, which is allowed
to change from line to line. Denote by Z(v, η) the double integral in (D.1.5). Then
X(v, η) ≤ CB + C
∫ η
0
X(v, t) dt+ CZ(v, η).
Applying (1D) Gronwall’s inequality gives
X(v, η) ≤ C(B + Z(v, η)). (D.1.6)
Running the same argument gives the same bound for Y . Thus
Z(v, η) ≤ CBηv + C
∫ η
0
∫ v
0
Z(s, t) dsdt.
Plugging this bound back into itself repeatedly gives that for all n ≥ 1
Z(v, η) ≤ B
(
Cηv + · · · + 1
n!
(Cηv)n
)
+ Cn
∫ η
0
∫ v
0
∫ η2
0
∫ v2
0
· · ·
∫ ηn
0
∫ vn
0
Z(s, t) dsdtdvndηn · · · dv2dη2.
Since X,Y are bounded, so is Z. Say Z ≤ A. Then using the previous bound,
Z(v, η) ≤ B
(
Cηv + · · ·+ 1
n!
(Cηv)n
)
+
1
n!
CnA(vη)n.
Taking n→∞ gives
Z(v, η) ≤ B(eCvη − 1) ≤ CB.
Plugging this into into (D.1.6) gives
X(v, η) ≤ C(B +BC) ≤ CB,
and likewise for Y . This completes the proof.
With a two-dimensional version of Gronwall’s inequality proven, it is not hard to prove
theorem D.1.2.
Proof theorem D.1.2. Existence locally in C0 follows from the contracting mapping principle.
For uniqueness, if (X1, Y1) and (X2, Y2) are both weak solutions, then for some constant M
depending on the L∞ norms of X1,X2, Y1, Y2 and the Lipschitz constant of P,Q in a ball of
radius 2M centred at the origin,
|X1 −X2|(v, η) ≤M
∫ η
c
|X1 −X2|(v, t) + |Y1 − Y2|(v, t) dt
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|Y1 − Y2|(v, η) ≤M
∫ v
a
|X1 −X2|(s, η) + |Y1 − Y2|(s, η) ds,
and hence 2D Gronwall’s inequality implies |X1 −X2| ≡ 0 and |Y1 − Y2| ≡ 0.
Now let us prove automatic continuity. Using the weak formulation, it is clear that X is
Lipschitz in η, uniformly in v, i.e.
|X(v, η1)−X(v, η2)| . |η1 − η2|
for any c ≤ η1, η2 ≤ c0, where the implied constant does not depend on η1, η2 or v. Likewise,
Y is Lipschitz in v, uniformly in η. Thus, to show continuity, it suffices to show that X is
continuous in v, uniformly in η (i.e. the modulus of continuity in v does not depend on η)
and vice-versa for Y . Define
P˜ (v, η, x) = P (v, η, x, Y (v, η)).
Since Y is continuous in v, uniformly in η, the function P˜ (η, v, x) is continuous in v, uni-
formly in η, x. Also, P˜ is locally Lipschitz in x, uniformly in v, η. Since
∂ηX = P˜ (X),
(at least weakly), X satisfies an ODE in η depending continuously on a parameter v. Since
X0 depends continuously on the same parameter, it follow from ODE theory that X is
continuous in v, uniformly in η. The same argument works for Y .
Next, let us prove persistence of regularity. This is an extension of the previous argument.
The equations show that ∂ηX exists and is continuous (in both variables), and similarly for
∂vY . Thus P˜ is now C
1 in v. Thus X solves an ODE depending in a C1 fashion on a
parameter v, which means that X is also C1 in v. Thus X ∈ C1(R(a0, c0)). The same
argument works for Y . Iterating, we establish that X,Y are of class C∞.
If we introduce a parameter σ, then for any k we may (by the contraction mapping
principle) obtain local well-posedness in the space CkσC
0(R(εk, εk)), for εk small enough.
The previous statements hold with parameter with proofs almost unchanged, so the only
thing we need to prove is that if a solution is in L∞(R(a0, c0))×Σ), then it is automatically
in CkσC
0
v,ηR(a0, c0)). Differentiating (D.1.1) ∂σ,D.1 we see that
∂σX = (∂σP )(X,Y ) + (∂xP )(X,Y )∂σX + (∂yP )(X,Y )∂σY
∂σY = (∂σQ)(X,Y ) + (∂xQ)(X,Y )∂σX + (∂yQ)(X,Y )∂σY
(or more appropriately, this holds in a weak sense). We already know (by a version of
D.1For simplicity we assume Σ is an compact interval, although the proof in the general case requires only
a small change in notation.
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automatic continuity with parameter) that X,Y ∈ L∞σ C0(R(a0, c0). But this system is
linear, so corollary D.1.5, below, applies, and so there exists a global solution in R(a0, c0).
In particular, solutions of this equation in R(a′, c′), for a ≤ a′ ≤ a0 and c ≤ c′ ≤ c0 are
bounded independent of a′, b′. This allows us to iterate the local well-posedness in C1σC
0
to show that X ∈ C1σC0(R(a0, c0)). Iterating this with more ∂σ-derivatives proves the
claim.
We now state and prove a couple corollaries of the statements of the first three parts of
theorem D.1.2 (since we need them to prove the fourth part).
Corollary D.1.4. Fix continuous initial data X0, Y0 for (D.1.1). If there exists M > 0
such that for any a ≤ a0 ≤ b, c ≤ c0 ≤ d, any bounded (weak) solution (X,Y ) on R(a0, c0)
is bounded above by M , then there exists a global (weak) solution in C0(R(a, b)).
Proof. It suffices to show that the set S of points (a0, c0) for which there is a continuous
solution on R(a0, c0) is open, closed, and non-empty. Non-empty is trivial since (a0, c0) =
(0, 0) is in S. Closed is also clear: if (an0 , cn0 ) → (a0, c0), then by assumption (X,Y ) is
bounded byM on each rectangle [a, a+an0 ]×[c, c+cn0 ], and hence also on [a, a+a0)×[c, c+c0).
By automatic continuity, X,Y exist as bounded and continuous solutions on the closure,
too, so (a0, c0) ∈ S. Now for open. Suppose (a0, c0) ∈ S. It suffices to show that for ε > 0
small (a0+ ε, c0) ∈ S and (a0, c0+ ε) ∈ S, since then we may run local well-posedness again
from (a0 + ε, c0 + ε) to obtain (a0 + ε, c0 + ε) ∈ S, too (perhaps after shrinking ε).
Without loss of generality we show the first. By local well-posedness, we know that
there is ε > 0 small, depending only on the C0 norms of Y on {v = a0} × {c ≤ η ≤ c0} and
X on {η = 0},(which by automatic continuity and our assumption we may bound above
uniformly by M), and the Lipschitz constant of P,Q on a ball of radius 2M centred at the
origin such that the solution continues to [a0, a0 + ε] × [c, c + ε]. Let T denote the set of
c1 ≤ c0 for which the solution continues to [a0, a0+ε]× [c, c+c1]. We have just shown that T
is non-empty. That it is closed follows in the same way that S was closed. Openness is also
easy, since we may just iterate local well-posedness with the same ε, because by assumption
the data are always bounded above by M . Thus T = [c, c0], and so the solution continues
to [a, a+ a0 + ε]× [c, c0], and so (a0 + ε, c0) ∈ S.
An important application of this corollary will be in the case that P and Q are affine lin-
ear, i.e. there exist continuous functions f(v, η), g(v, η), and continuous functions S(v, η, x, y),
T (v, η, x, y) linear in (x, y), such that P = f + S and Q = g + T .
Corollary D.1.5. Suppose that P and Q in (D.1.1) are affine linear. Then there exists a
global (weak) solution (X,Y ) to (D.1.1) defined on all of R.
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Proof. Suppose a weak solution (X,Y ) exists on a subrectangle R(a0, c0). Then, since S, T
are linear, there exists a C, not depending on a0, c0, or v, η,x, y such that
|X(v, η)| ≤ C +C
∫ η
c
|X(v, t)| + |Y (v, t)| dt
|Y (v, η)| ≤ C + C
∫ v
a
|X(s, η)| + |Y (s, η)| ds.
2D Gronwall’s inequality now implies that |X|, |Y | ≤M , where M only depends on C, and
hence not on a0, c0 or v, η, x, y such that |X|, |Y | ≤M . Thus we may invoke corollary D.1.4
to conclude.
Finally, we may use all parts of theorem D.1.2 to conclude:
Corollary D.1.6. Assume that P and Q and the initial data are smooth.
Assume first that the hypotheses of corollary D.1.4 are met. Then there exists a unique
global smooth solution to (D.1.1) (X,Y ) ∈ C∞(R). If P and Q and the data depend smoothly
on a parameter σ ∈ Σ, then (X,Y ) ∈ C∞(R× Σ).
If instead P and Q are affine linear and smooth, then there exists a unique global solution
(X,Y ) to (D.1.1) in C∞(R). If the data and f , g, S, T depend smoothly in a parameter
σ ∈ Σ, then (X,Y ) ∈ C∞(R× Σ).
Finally, suppose we consider system (D.1.2). If the data are smooth and P is smooth and
affine linear (in the sense that P (v, η, x, y, z) = f(v, η)+S(v, η, x, y, z) for smooth f, S, and
S linear in x, y, z), and the data are smooth, then there exists a unique global smooth solution
Z ∈ C∞(R). If the data and f , S depend smoothly on a parameter σ, then Z ∈ C∞(R×Σ).
Proof. The first and second statement follow from corollary D.1.4 and corollary D.1.5, re-
spectively, used in conjunction with the persistence of regularity and dependence on param-
eters statement of theorem D.1.2. The final statement follows from the second statement
together with the reduction carried out at the start of this section.
D.2 The singular Goursat problem
We will have cause as well to treat a singular (albeit linear) version of (D.1.1), where
singularity with respect to a derivative, and a singular version of (D.1.2). We will assume
c = 0, i.e. R = [a, b]v × [0, d]η and consider the problems
η∂ηX + p
1(v, η)X(v, η) + q1(v, η)Y (v, η) = F (v, η)
∂vY + p
2(v, η)X(v, η) + q2(v, η)Y (v, η) = G(v, η)
X(v, 0) = 0
Y (a, η) = Y0(η)
(D.2.1)
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for smooth pi, qi (i = 1, 2), F , G, and
η∂η∂vZ + r
1(v, η)∂vZ(v, η) + r
2(v, η)η∂ηZ(v, η) + r
3(v, η)Z(v, η) = H(v, η)
Z(v, 0) = 0
Z(a, η) = Z1(η),
(D.2.2)
subject to the constraint Z1(0) = 0, for smooth r
i (i = 1, 2, 3), H.
While it is possible to develop a general theory for these systems, we will only need
it for restrictive assumptions on the data and right-hand sides. For any 0 ≤ j ≤ ∞, let
η∞Cj =
⋂∞
k=1 η
kCj.
We prove:
Theorem D.2.1. Consider system (D.2.1), and suppose additionally that F,G ∈ η∞C∞(R),
Y0 ∈ η∞C∞({v = a}). Then there exists a unique solution (X,Y ) ∈ η∞C∞(R). If F,G
and the data depend in a smooth fashion on a parameter σ ∈ Σ (for some manifold Σ), then
so does (X,Y ).
Now consider system (D.2.2), and suppose additionally that H ∈ η∞C∞(R), Z1 ∈
η∞C∞({v = a}). Then there exists a unique solution Z with Z ∈ η∞C∞(R). If H and the
data depend in a smooth fashion on a parameter σ ∈ Σ (for some manifold Σ), then so does
Z.
Remark D.2.2. Notice that we say a unique solution in η∞C∞(R), since we do not preclude
the possibility of other solutions with less decay. For a toy case, consider the ODE η∂ηX −
NX = 0, for N > 0 (with X(0) = 0). Then X = 0 is a solution to this equation, but so is
X = ηN . There will not be a unique solution which is 0 at η = 0, but there will always be
a unique solution which is rapidly vanishing.
Remark D.2.3. Of course, in the special case that Y0 does not depend upon v, and q1, p2, q2 ≡
0, then (D.2.1) is essentially an ODE, and the theorem applies to the ODE case as well. In
fact we prove the theorem first for ODEs in the following proof.
Proof. The reduction from (D.1.2) to (D.1.1) works equally well to reduce (D.2.2) to (D.2.1)
if ∂η is replaced with η∂η and Y1 is replaced with ηY1 (so that the sense that ηY1 = η∂ηZ is
kept), so we will only focus on proving the first statement of the theorem.
Let us first treat the ODE case since the key ideas are already present in the simpler
setting.
ODE case. Consider the equation
η∂ηX + pX = F, (D.2.3)
where p ∈ C∞([0, d]), F ∈ η∞C∞([0, d]). We are searching for a unique solution X ∈
η∞C∞([0, d]).
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We recast the equation as an integral equation
X(η) =
∫ η
0
t−1F (t)− t−1p(t)X(t) dt. (D.2.4)
Let us fix N large (how large will become clear during the proof) and set X˜(η) =
η−NX(η) and F˜ (η) = η−N
∫ η
0 t
−1F (t) dt, which turns (D.2.4) into
X˜(η) = F˜ (η)− η−N
∫ η
0
tN−1p(t)X˜(t) dt =: F˜ (η)− PX˜. (D.2.5)
Observe that F˜ ∈ C∞([0, d]) since F ∈ η∞C∞([0, d]) by assumption.
Now, for C depending only p, d, the estimate
‖PA‖C0([0,d]) ≤
C
N
‖A‖C0([0,d])
holds for any A ∈ C0([0, d]). Thus, for N large, P is a contraction and we conclude that
(D.2.5) has a unique solution in C0([0, d]), and hence for N large there is a unique solution
X ∈ ηNC0([0, d]) to (D.2.3).
Now for smoothness, if N , M are large enough, we may write X = ηN+M
˜˜
X, where˜˜
X ∈ C0([0, d]). Hence X˜ = ηM ˜˜X solves (D.2.5). If M is large enough, we may differentiate
(D.2.5) to conclude that X˜ ∈ C1([0, d]), and hence X ∈ ηNC1([0, d]). Iterating, we conclude
that X ∈ ηNC∞([0, d]) for any N , and hence X ∈ η∞C∞([0, d]).
Next, let us briefly mention how to treat the case with parameter. We simply perform
the arguments in Cσk η
NC0([0, d]), etc.
We move on to proving the 2D case. For simplicity, we ignore the parameter, only
mentioning that treating it requires little change to the argument.
Local existence in C0. We recast the equations as an integral system
X(v, η) =
∫ η
0
t−1(F (v, t) − p1(v, t)X(v, t) − q1(v, t)Y (v, t)) dt
Y (v, η) = Y (a, η) +
∫ v
a
G(s, η) − p2(s, η)X(s, η) − q2(s, η)Y (s, η) ds.
(D.2.6)
Set X˜ = η−NX, Y˜ = η−NY , F˜ = η−N
∫ η
0 t
−1F dt, G˜ = η−N
∫ v
0 G ds. Then
X˜(v, η) = F˜ (v, η) − η−N
∫ η
0
tN−1p1(v, t)X˜(v, t) + tN−1q1(v, t)Y˜ (v, t) dt
Y˜ (v, η) = Y˜ (a, η) + G˜(v, η) −
∫ v
a
p2(s, η)X˜(s, η) + q2(s, η)Y˜ (s, η) ds.
(D.2.7)
As in the ODE case, F˜ , G˜ ∈ η∞C∞(R).
Now, arguing as in the ODE case to treat the first line, if N is large enough, the
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contraction mapping principle provides for ε > 0 small and a unique solution in
C0([a, ε] × [0, d]).
Global existence in C0. We seek to upgrade this to ε = b, provided N is perhaps
larger. Let us define
I(v) = sup
0≤η≤d
|X˜(v, η)|
J(v) = sup
0≤η≤d
|Y˜ (v, η)|.
Assume X˜, Y˜ exist on R(a0, d) for a ≤ a0 ≤ b. We show first that X˜, Y˜ are bounded on
R(a0, d) by a constant independently of a0, and then that X˜, Y˜ are uniformly continuous,
where the modulus of continuity does not depend on a0. This allows us to iterate local
well-posedness and conclude.
The first line of (D.2.7) implies that for some C depending only on p1, q1,
I(v) ≤ ‖F˜ (v, ·)‖C0 + CN−1I(v) + CN−1J(v).
In particular, if N is large enough, we may rearrange to obtain
I(v) . 1 + J(v), (D.2.8)
where the implied constant depends only on ‖F˜ (v, ·)‖C0 , p1, q1. Plugging this into the
second line of (D.2.7) implies that
J(v) . 1 + J(a) +
∫ v
a
I(s) + J(s) ds . 1 + J(a) +
∫ v
a
J(s) ds,
where the implied constants depend only on pi, qi, F˜ , G˜ (i = 1, 2). Thus Gronwall’s inequality
gives the bound J(v) . 1, independently of a0, and hence by (D.2.8) I(v) . 1, too
Now we show uniform continuity, with the modulus of continuity not depending on
a0. For brevity during the proof, we will omit mentioning explicitly that the modulus of
continuity does not depend on a0, and by “uniform continuity” always mean that the modulus
of continuity is independent of a0.
We first show that X˜ is uniformly continuous. As a start, we will show that X˜ is
uniformly continuous in η, uniformly in v. Using the same argument as above, together
with the fact that F˜ and G˜ are in η∞C0(R), and Y˜ (a, η) ∈ η∞C0({v = a}), we may deduce
that
I(v, η0) := sup
η≤η0
|X˜|(v, η)
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J(v, η0) := sup
η≤η0
|Y˜ |(v, η)
are both in oη0(1), where the oη0(1) does not depend on v or a0.
Thus for 0 ≤ η1 < η2, we deduce from (D.2.7) that
|X˜(v, η2)− X˜(v, η1)| ≤ |F˜ (v, η2)− F˜ (v, η1)|+
(
1−
(
η1
η2
)N) C
N
oη2(1), (D.2.9)
where C depends only on p1, q1. The estimate
L(η1, η2) :=
(
1−
(
η1
η2
)N) C
N
oη2(1) ∈ oη2−η1(1) (D.2.10)
holds uniformly for 0 ≤ η1 ≤ η2 ≤ d. Indeed, if not, then there would be ε > 0 and sequences
ηn1 and η
n
2 , in [0, d] such that η
n
1 < η
n
2 and |ηn2 − ηn1 | → 0, but |L(ηn1 , ηn2 )| ≥ ε. Taking a
subsequence, we may assume ηn1 → η1 and ηn2 → η2. Then η1 = η2. If 0 < η1, this is a
contradiction, since for n large
ε ≤ |L(ηn1 , ηn2 )| .η1 (ηn2 )N − (ηn1 )N → 0,
where the constant depends only on η1.
If η1 = 0, then η
n
2 → 0, and
ε ≤ |L(ηn1 , ηn2 )| ∈ oη2(1),
a contradiction.
Using (D.2.9) and (D.2.10) we deduce that X˜ is uniformly continuous in η, uniformly in
v.
We have left to show that X is uniformly continuous in v, uniformly in η. From (D.2.7)
and the bounds on X˜ and Y˜ , it is clear that Y˜ is Lipschitz in v, uniformly in η. For
0 ≤ v1, v2 ≤ a0, set X˜∆(η) = X˜(v1, η) − X˜(v2, η), and similarly for F˜∆, p1∆, q1∆ and Y˜∆.
From (D.2.7),
X˜∆(η) = F˜∆(η)− η−N
∫ η
0
tN−1p1(v1, t)X˜∆(t) + t
N−1p1∆X˜(v2, t)
tN−1q1(v1, t)Y˜∆(t) + t
N−1q1∆Y˜ (v2, t) dt.
(D.2.11)
Set
C∆ = ‖p1∆X˜(v2, ·) + q1(v1, ·)Y˜∆(·) + q1∆Y˜ (v2, ·)‖C0([0,d]).
Since X˜(v2, ·) and Y˜ (v2, ·) are uniformly bounded by a constant independent of a0, C∆ ∈
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o|v1−v2|(1), where the o(1) does not depend on v1, v2 or a0. We conclude from (D.2.11) that
‖X˜∆‖C0([0,d]) ≤ ‖F˜∆‖C0(R) +
1
N
‖p1‖C0(R)‖X˜∆‖C0([0,d]) +
1
N
C∆.
However, N was already chosen large enough so that ‖p1∆‖C0(R)/N < 1, so we may rearrange
to obtain that
|X˜∆| ∈ o|v1−v2|(1),
where the o(1) does not depend on v1, v2 or a0.
With X˜ uniformly continuous, (D.2.7) shows that Y˜ is a (weak) solution to an ODE in v
depending on η in a uniformly continuous fashion. It follows that Y˜ is uniformly continuous.
Thus X˜ and Y˜ are uniformly continuous, with modulus of continuity not depending on
a0. This allows us to iterate well-posedness.
Uniqueness. Global uniqueness follows from the same argument with I, J , except
applied to the difference of two solutions.
Smoothness. Putting everything together, we have established the existence of a unique
solution (X,Y ) in η∞C0(R).
Thus, we may suppose that for M large enough, X˜, Y˜ ∈ ηMC0(R). Differentiating
(D.2.7) shows that X˜ ∈ Cv0Cη1 (R) and Y˜ ∈ C0ηC1v (R).
Y˜ now satisfies an ODE with continuous parameter η, and thus Y˜ ∈ C1(R). Thus X˜
satisfies a singular ODE with C1 dependence on a parameter v, and so X˜ ∈ C1(R) (the right-
hand side is no longer C∞ in η –it is only C1–but this does not affect the proof). Doing this
for all N and shows that X,Y ∈ η∞C1(R). Iterating, we deduce that X˜, Y˜ ∈ η∞C∞(R).
D.3 Riemann’s method and the kernel of the solution operator
Riemann’s method is the classical way to find the forward fundamental solution E(v, η; s, t)
to (D.1.2), and hence the kernel of the solution operator, in the case that P is linear. See
[36], for instance.
We will need an extension of this to (D.1.1). For this section, we work with R =
[a, b]× [c, d] and the operator L = L(X,Y ) = (L1(X,Y ), L2(X,Y )) defined by
L1(X,Y ) = ∂ηX + p
1(v, η)X(v, η) + q1(v, η)Y (v, η)
L2(X,Y ) = ∂vY + p
2(v, η)X(v, η) + q2(v, η)Y (v, η),
(D.3.1)
where pi, qi ∈ C∞(R), (i = 1, 2).D.2 For simplicity, we will only treat the case that X and
Y are scalar-valued, although results and proofs carry over to the setting that X and Y are
D.2One could get away with less regularity, say C0(R), but we will not need this.
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vector-valued.D.3
We first find the forward fundamental solution of L, i.e. the kernel
E(v, η; s, t) =
(
E11(v, η; s, t) E12(v, η; s, t)
E21(v, η; s, t) E22(v, η; s, t)
)
for which
LE = diag(δ(v − s)δ(η − t), δ(v − s)δ(η − t))
(we treat L acting on matrices as acting on the columns as vectors), and suppE ⊆ {v ≥
s, η ≥ t}.
Let us motivate how to find the solution. We will look at the first column of E, since
the second is similar. Make the ansatz
E11(v, η; s, t) = E
1
111{v≥s}1{η≥t} + E
2
11δ(v − s)1{η≥t}
E21(v, η; s, t) + E
1
211{v≥s}1{η≥t} + E
2
211{v≥s}δ(η − t),
where Ekij are all smooth functions. Then
L1E11 = (∂ηE
1
11 + p
1E111 + q
1E121)1{v≥s}1{η≥t}
+ (∂ηE
2
11 + p
1E211)δ(v − s)1{η≥t} + (q1E221 + E111)1{v≥s}δ(η − t)
+ E211δ(v − s)δ(η − t)
L2E21 = (∂vE
1
21 + p
2E111 + q
2E121)1{v≥s}1{η≥t}
+ (∂vE
2
21 + q
2E221)1{v≥s}δ(η − t) + (p2E211 + E121)δ(v − s)1{η≥t}
+ E221δ(v − s)δ(η − t)
In order for L(E11, E21) = (δ, 0), it suffices for:
(i) L(E111, E
1
21) = 0;
(ii) E111(v, t; s, t) = 0;
(iii) E121(s, η; s, t) = −p2(s, η)E211(s, η; s, t);
(iv) E221 ≡ 0;
(v) ∂ηE
2
11(s, η; s, t) + p
1(s, η)E211(s, η; s, t) = 0;
(vi) E211(s, t; s, t) = 1.
The first three conditions specify that the pair (E111, E
1
21) solve the Goursat problem with
certain initial data. The last two specify how to find the initial data for E121 by solving an
ODE along {v = s} with data given at {v = s, η = t}.
D.3Albeit having to change all matrices to block matrices, each block entry taking the place of a scalar.
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This motivates:
Theorem D.3.1 (Forwards fundamental solution). Let I(η; s, t), J(v; s, t) denote the func-
tions satisfying
(i) ∂ηI(η; s, t) + p1(s, η)I(η; s, t) = 0;
(ii) ∂vJ(v; s, t) + q2(v, t)J(v; s, t) = 0
with initial data I(t; s, t) = 1, J(s; s, t) = 1.D.4 Suppose
E(v, η; s, t) =
(
E11(v, η; s, t) E12(v, η; s, t)
E21(v, η; s, t) E22(v, η; s, t)
)
solves LE = 0 on {v ≥ s, η ≥ t} (and is extended to be 0 outside this region) with initial
data
(i) E11(v, t; s, t) = 0;
(ii) E21(s, η; s, t) = −p2(s, η)I(η; s, t);
(iii) E22(s, η; s, t) = 0;
(iv) E12(v, t; s, t) = −q1(v, t)J(v; s, t).
Let (X,Y ) be the unique solution to the Goursat problem
L
(
X
Y
)
=
(
F
G
)
in R with initial data X|{η=c} = 0, Y |{v=a} = 0, and F,G ∈ C∞(R). Then(
X
Y
)
=
( ∫ η
c I(η; v, t)F (v, t) dt∫ v
a J(v; s, η)G(s, η) ds
)
+
∫ v
a
∫ η
c
E(v, η; s, t)
(
F
G
)
(s, t) dsdt. (D.3.2)
We abuse terminology and refer to the triple (E, I, J) as the forward fundamental solu-
tion of L.
In order for this theorem to make sense, we actually need to be able to integrate against
E. We will in fact show E is smooth in a suitable way, even though this doesn’t quite make
sense since they are only really defined on different regions varying in s, t. What we mean
is:
D.4Of course if P 1 and Q2 are any ∂η- or ∂v-primitives for p
1 and q2, respectively, then I(η; s, t) =
exp(P 1(s, t)− P 1(s, η)) and J(v; s, t) = exp(Q2(s, t)−Q2(v, t)).
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Lemma D.3.2. Fix (s0, t0) ∈ [a, b) × [c, d). Then E is jointly smooth in v, η, s, t in the
region (a mwc with piecewise linear boundary)
S = {(s, t) ∈ R(s0, t0), (v, η) ∈ [s0, b]× [t0, d]}.
If pi, qi (i = 1, 2), depend on a parameter σ ∈ Σ, then E is also smooth in the parameter
σ.
Proof. Suppose without loss of generality that a = c = 0. Extend pi, qi (i = 1, 2) to
[0,∞)× [0,∞), and extend E by requiring it to solve the same equation, but now with the
extended coefficients on all of [0,∞) × [0,∞). Set E˜(v, η; s, t) = E(v − s, η − t; s, t). Then
it is easy to check that E˜ satisfies a linear Goursat problem with coefficients smooth in s, t
(and if there is a parameter σ, then it is also smooth in σ) and initial data given on {v = 0}
and {η = 0} which are smooth. Thus by corollary D.1.6, E˜ is smooth on [0,∞)2 × [0,∞)2,
and thus E is smooth on S.
Proof of theorem D.3.1. We compute, where Ei,• denotes the ith row of E (i = 1, 2),
L1X = I(η; v, η)F (v, η) −
∫ η
c
p1(v, η)I(η; v, t)F (v, t) dt+
∫ v
a
E1,•(v, η; s, η)
(
F
G
)
(s, t) ds
+
∫ v
a
L1E(v, η; s, t)
(
F
G
)
(s, t) dsdt
+ p1(v, η)
∫ η
c
I(η; v, t)F (v, t) dt+ q1(v, η)
∫ v
a
J(v; s, η)G(s, η) ds
= F (v, η),
and similarly
L2Y = G.
The initial data are clearly 0.
Equation (D.3.2) allows us to solve the problem L(X,Y ) = (F,G) with trivial data. We
may extend it to solve the equation with data X|{η=c} = X0 and Y |{v=a} = Y0.
Theorem D.3.3. Let (E, I, J) be the forward fundamental solution to L. Let (X,Y ) be the
unique solution to the Goursat problem
L
(
X
Y
)
=
(
F
G
)
in R with initial data X|{η=c} = X0 ∈ C∞({η = c}), Y |{v=a} = Y0 ∈ C∞({v = a}) and
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F,G ∈ C∞(R). Then(
X
Y
)
=
( ∫ η
c I(η; v, t)F (v, t) dt∫ v
a J(v; s, η)G(s, η) ds
)
+
∫ v
a
∫ η
c
E(v, η; s, t)
(
F
G
)
(s, t) dsdt
+
(
I(η; v, c)X0(v)
J(v; a, η)Y0(η)
)
+
(∫ v
a E11(v, η; s, c)X0(s) ds∫ η
c E22(v, η; a, t)Y0(t) dt
)
+
( ∫ η
c (−E12(v, η; v, t) + E12(v, η; a, t))Y0(t) dt∫ v
a (−E21(v, η; s, η) + E21(v, η; s, c))X0(s) ds
)
.
(D.3.3)
Proof. Using the properties of the forward fundamental solution (E, I, J), it is easy to check
that (D.3.3) gives the right initial data for X and Y . Thus we only need to check that
(D.3.3) holds for v > a and η > c.
It suffices to show (D.3.3) in the case (F,G) = (0, 0), because L is linear and we know
by theorem D.3.1 that it is true for the case of trivial data and arbitrary (F,G). Extend X0
to a function defined on all of R so that ∂ηX0 = 0 and Y0 to a function defined on all of R
so that ∂vY0 = 0. Assume we could solve the problem
L
(
X˜
Y˜
)
= −L
(
X0
Y0
)
X˜ |{η=c} = 0
Y˜ |{v=a} = 0.
(D.3.4)
Then X = X˜ +X0 and Y = Y˜ + Y0.
Using theorem D.3.1 we may solve for X˜ and Y˜ via(
X˜
Y˜
)
= −
( ∫ η
c I(η; v, t)L
1(X0, Y0)(v, t) dt∫ v
a J(v; s, η)L
2(X0, Y0)(s, η) ds
)
−
∫ v
a
∫ η
c
E(v, η; s, t)L
(
X0
Y0
)
(s, t) dsdt.
(D.3.5)
Let us analyze the first term. Let (L1)∗, (L2)∗ denote the formal adjoint to L1 and L2, re-
spectively. Explicitly, (L1)∗ and (L2)∗ are given, acting on a function A, and B, respectively,
by
(L1)∗A =
(−∂ηA+Ap1, Aq1)
(L2)∗B =
(
Bp2, −∂vA+Bq2
)
.
Then ( ∫ η
c I(η; v, t)L
1(X0, Y0)(v, t) dt∫ v
a J(v; s, η)L
2(X0, Y0)(s, η) ds
)
=
( ∫ η
c ((L
1)∗I(η; v, t))(X0, Y0)(v, t) dt∫ v
a ((L
2)∗J(v; s, η))(X0, Y0)(s, η) ds
)
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+(
(1− I(η; v, c))X0(v)
(1− J(v; a, η))Y0(η)
)
Now let us analyze the second term in (D.3.5).
Let L∗ denote the formal adjoint of L, which operates on 2× 2 matrices by operating on
each row. Explicitly, L∗ is given, acting on a row vector (A,B), by
L∗(A,B) = (L1)∗ ⊕ (L2)∗ = (−∂ηA+Ap1 +Bp2, −∂vB +Bq1 +Bq2) .D.5
Then∫ v
a
∫ η
c
E(v, η; s, t)L
(
X0
Y0
)
(s, t) dsdt =
∫ v
a
∫ η
c
L∗E(v, η; s, t)
(
X0
Y0
)
(s, t) dsdt
+
∫ v
a
(E•,1(v, η; s, η) −E•,1(v, η; s, c))X0(s) ds
+
∫ η
c
(E•,2(v, η; v, t) − E•,2(v, η; a, t))Y0(t) dt,
where E•,i denotes the ith column of E (i = 1, 2). NowE11(v, η; s, η) = 0 andE22(v, η; v, t) =
0, and so the second line is(
− ∫ va E11(v, η; s, c)X0(s) ds∫ v
a (E21(v, η; s, η) − E21(v, η; s, c))X0(s) ds
)
and the third line is (∫ η
c (E12(v, η; v, t) − E12(v, η; a, t))Y0(t) dt
− ∫ ηc E22(v, η; a, t)Y0(t) dt
)
.
Putting everything together, we deduce that(
X
Y
)
=
(
I(η; v, c)X0(v)
J(v; a, η)Y0(η)
)
+
(∫ v
a E11(v, η; s, c)X0(s) ds∫ η
c E22(v, η; a, t)Y0(t) dt
)
+
( ∫ η
c (−E12(v, η; v, t) + E12(v, η; a, t))Y0(t) dt∫ v
a (−E21(v, η; s, η) + E21(v, η; s, c))X0(s) ds
)
−
( ∫ η
c ((L
1)∗I(η; v, t))(X0 , Y0)(v, t) dt∫ v
a ((L
2)∗J(v; s, η))(X0 , Y0)(s, η) ds
)
−
∫ v
a
∫ η
c
L∗E(v, η; s, t)
(
X0
Y0
)
(s, t) dsdt.
D.5In particular, (L∗)i 6= (Li)∗, i = 1, 2.
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If we can show that the sum of the last two terms are 0, then we will have completed the
proof. In fact, we claim that for any (v0, η0) ∈ R and A,B ∈ L1(R(v0, η0)),
K(v0, η0) :=
( ∫ η0
c ((L
1)∗I(η; v, t))(A,B)(v, t) dt∫ v0
a ((L
2)∗J(v; s, η))(A,B)(s, η) ds
)
+
∫ v0
a
∫ η0
c
L∗E(v, η; s, t)
(
A
B
)
(s, t) dsdt
(D.3.6)
vanishes. Approximating, it suffices to treat the case (A,B) ∈ C∞c (R(v0, η0)◦).
Then, for v ≥ v0, η ≥ η0,( ∫ η
c ((L
1)∗I(η; v, t))(A,B)(v, t) dt∫ v
a ((L
2)∗J(v; s, η))(A,B)(s, η) ds
)
+
∫ v
a
∫ η
c
L∗E(v, η; s, t)
(
A
B
)
(s, t) dsdt
=
( ∫ η
c I(η; v, t)L
1(A,B)(v, t) dt∫ v
a J(v; s, η)L
2(A,B)(s, η) ds
)
+
∫ v
a
∫ η
c
E(v, η; s, t)L
(
A
B
)
(s, t) dsdt =:M(v, η)
Hence, if v ≥ v0, η ≥ η0, then K(v, η) =M(v, η). By theorem D.3.1, M solves the Goursat
problem LM = L(A,B) in all of R with trivial data. Since (A,B) ∈ C∞c (R(v0, η0)◦), it also
has trivial data, and thus by uniqueness, M = (A,B). In particular, for η ≥ η0, v ≥ v0,
K(v, η) =M(v, η) = (A,B)(v, η) = 0.
302
Bibliography
[1] Xinliang An, Formation of trapped surfaces from past null infinity, ArXiv e-prints
(2012), available at 1207.5271.
[2] , Emergence of apparent horizon in gravitational collapse, ArXiv e-prints (2017),
available at 1703.00118.
[3] , A scale-critical trapped surface formation criterion: a new proof via signature
for decay rates, arXiv e-prints (2019), available at 1903.02967.
[4] Xinliang An and Jonathan Luk, Trapped surfaces in vacuum arising dynamically from
mild incoming radiation, Advances in Theoretical and Mathematical Physics 21 (2014).
[5] Xinliang An and Xuefeng Zhang, Examples of naked singularity formation in higher-
dimensional Einstein-vacuum spacetimes, Annales Henri Poincaré 19 (2018), no. 2, 619–
651.
[6] Dean Baskin, András Vasy, and Jared Wunsch, Asymptotics of radiation fields in asymp-
totically Minkowski space, American Journal of Mathematics 137 (2015), no. 5, 1293–
1364.
[7] Yvonne Choquet-Bruhat, Théorème d’existence pour certains systèmes d’équations aux
dérivées partielles non linéaires, Acta Math. 88 (1952), 141–225.
[8] , General Relativity and the Einstein Equations, Oxford University Press, Ox-
ford, 2009.
[9] Yvonne Choquet-Bruhat and Robert Geroch, Global aspects of the Cauchy problem in
general relativity, Comm. Math. Phys. 14 (1969), no. 4, 329–335.
[10] Demetrios Christodoulou, Nonlinear nature of gravitation and gravitational wave exper-
iments, Phys. Rev. Lett. 67 (1991), 1486–1489.
[11] , The formation of black holes and singularities in spherically symmetric gravi-
tational collapse, Commun. Pure Appl. Math. 44 (1991), no. 3, 339–373.
[12] , Bounded variation solutions of the spherically symmetric Einstein-scalar field
equations, Comm. Pure Appl. Math. 46 (1993), 1131–1220.
[13] , The Formation of Black Holes in General Relativity, European Mathematical
Society, ETH-Zentrum, 2009.
[14] LIGO Scientific Collaboration and Virgo Collaboration, Observation of gravitational
waves from a binary black hole merger, Phys. Rev. Lett. 116 (2016).
303
[15] Mihalis Dafermos, The formation of black holes in general relativity, Astérisque 352
(2013).
[16] Dennis DeTurck, Existence of metrics with prescribed Ricci curvature: Local theory.,
Inventiones mathematicae 65 (1981/82), 179–208.
[17] Daniel Grieser, Basics of the b-calculus, Approaches to singular analysis, 2001, pp. 30–
84.
[18] Stephen Hawking and George F. R. Ellis, The large scale structure of space-time, Cam-
bridge Monographs on Mathematical Physics, Cambridge University Press, 1973.
[19] Peter Hintz, Non-linear stability of the Kerr–Newman–de Sitter family of charged black
holes, Annals of PDE 4 (2018Apr), no. 1, 11.
[20] Peter Hintz and András Vasy, The global non-linear stability of the Kerr-de Sitter family
of black holes, Acta Mathematica 220 (201606).
[21] , A global analysis proof of the stability of Minkowski space and the polyhomo-
geneity of the metric, ArXiv e-prints (2017), available at 1711.00195.
[22] Sergiu Klainerman, Jonathan Luk, and Igor Rodnianski, A fully anisotropic mechanism
for formation of trapped surfaces in vacuum, Inventiones mathematicae 198 (2014),
no. 1, 1–26.
[23] Sergiu Klainerman and Francensco Nicolò, The Evolution Equation in General Relativ-
ity, Birkhäuser, Boston, 2003.
[24] Sergiu Klainerman and Igor Rodnianski, On emerging scarred surfaces for the Einstein
vacuum equations, Discrete & Continuous Dynamical Systems - A 28 (2010), 1007.
[25] , On the formation of trapped surfaces, Acta Math. 208 (2012), no. 2, 211–333.
[26] Junbin Li and Pin Yu, Construction of Cauchy data of vacuum Einstein field equations
evolving to black holes, Annals of Mathematics 181 (2012).
[27] Jonathan Luk, On the local existence for the characteristic initial value problem in
general relativity, ArXiv e-prints (2011), available at 1107.0898.
[28] Rafe Mazzeo, Elliptic theory of differential edge operators I, Comm. Partial Differential
Equations 16 (1991), no. 10, 1615–1664.
[29] Rafe Mazzeo and Richard B. Melrose, Meromorphic extension of the resolvent on com-
plete spaces with asymptotically constant negative curvature, Journal of Functional Anal-
ysis 75 (1987), no. 2, 260 –310.
[30] , The adiabatic limit, Hodge cohomology and Leray’s spectral sequence for a
fibration, J. Differential Geom. 31 (1990), no. 1, 185–213.
[31] Richard B. Melrose, Calculus of conormal distributions on manifolds with corners, In-
ternational Mathematics Research Notices 1992 (1992), no. 3, 51–61.
[32] , The Atiyah-Patodi-Singer index theorem, Research notes in Mathematics,
vol. 4, A K Peters, Ltd., Wellesley, MA, 1993.
304
[33] , Differential analysis on manifolds with corners, Book, in preparation, available
online, 1996.
[34] , Spectral and scattering theory for the Laplacian on asymptotically Euclidian
spaces, Spectral and Scattering Theory 161 (1997).
[35] Jürgen Moser, A rapidly convergent iteration method and non-linear partial differential
equations - I, Ann. Sc. Norm. Sup. Pisa 20 (1966), 265–316.
[36] A. M. Nakhushev, Riemann method, 1999. Available at
https://www.encyclopediaofmath.org/index.php/Riemann_method.
[37] Roger Penrose, Gravitational collapse and space-time singularities, Physical Review
Letters 14 (1965), 57–59.
[38] Alan D. Rendall, Reduction of the characteristic initial value problem to the Cauchy
problem and its applications to the Einstein equations, Proc. R. Soc. Lond. Ser. A
Math. Phys. Eng. Sci. 427 (1990), no. 1872, 201–213.
[39] Karl Schwarzschild, Über das Gravitationsfeld eines Massenpunktes nach der Ein-
steinschen Theorie, Sitzungsberichte der Königlich Preußischen Akademie der Wis-
senschaften (Berlin), 1916, Seite 189-196 (1916).
[40] Pin Yu, Dynamical formation of black holes due to the condensation of matter field
(2011), available at 1105.5898.
[41] Xuwen Zhu, The eleven dimensional supergravity equations on edge manifolds, Annales
Henri Poincaré 19 (2018), no. 8, 2347–2400.
305
