This paper considers a discrete dynamic model of profit optimization with risk-free and risk assets. Optimal control strategy is defined by quadratic functional, minimization of which aims at three objectives: tracking of reference portfolio, minimization of investment at each step and maximization of the final income. The mathematical model is a linear-quadratic discrete optimal control problem with control restrictions. By using the approaches proposed in the paper [1] and [2], we deduce necessary Pontryagin-type optimality conditions to obtain a closed form solution for the optimal control via conjugate variables. It enables us to reduce the boundary value problem to a finite system of linear algebraic equations.
Introduction
There are different approaches to mathematical modeling of investment projects. In recent years the dynamic models which take into account movement of finance assets prices have become more popular and demanded. Dynamic models of investment strategies both with discrete and continuous time might be useful tools for decision makers. However, discrete time models are more preferable from computational and practical point of view. The works [3] , [4] , [5] , [6] illustrate some problems and methods of the theory. In papers [3] , [4] , [5] different problems of optimal choices of investment decision have been considered as linear discrete optimal control problems. In paper [6] the investment problem has been examined as dynamic tracking problem of a reference portfolio and modeled as discrete optimal control problem of piecewise linearquadratic type. It allowed the authors to reduce the problem to a problem of quadratic programming.
In this paper we consider a discrete dynamic model of portfolio optimization with risk-free and risk assets. Optimal control strategy is defined by quadratic functional, minimization of which aims at three objectives: tracking of reference portfolio, minimization of investment at each step and maximization of the final income. The mathematical model is a linear-quadratic discrete optimal control problem with control restrictions. By using the approaches proposed in the paper [1] and [2] , we deduce necessary Pontryagin-type optimality conditions to obtain a closed form solution for the optimal control via conjugate variables. It enables us to reduce the boundary value problem to a finite system of linear algebraic equations.
The model
We will consider a portfolio with the total number of assets n. We will assume that the portfolio includes m risk-free and n−m risky assets and that decisions may occur at equally spaced moments t 0 , t 1 , . . . , t N , t k+1 − t k = t, k = 0, . . . , N − 1.
Denote by r i (t k ) the return of i-th asset at the time moment t k . We will assume that assets i = 0, . . . , m are risk-free and assets i = m + 1, . . . , n are risk assets.
Denote by u i (t k ) the proportion invested in i-th asset at the moment t k , i = 0, . . . , n, k = 0, . . . , N − 1.
The income of the i-th asset from the moment t k to t k+1 will be denoted by z i (t k+1 ) = z i (t k + t), i = 0, . . . , n, k = 0, . . . , N − 1.
Then the model of investment growth can be represented by
for all k = 0, . . . , N − 1.
then equation (1) can be presented in the vector form:
The main goal of this study is to find the optimal investment (control) decision U = {u i (t k )} that provide the possibility 1. to track the performance of a given reference portfolio
2. to minimize investments at each moment of decision making, 3. to maximize the final income,
i.e. we are going to examine the following optimization problem:
where functional I is defined by
α, β, ω is weight coefficients, α, ω ≥ 0, β > 0. We will assume that
and
Functional I = I(Z, U ) defined in (3) can be rewritten as
where M = (m ij ) is the n × n-matrix with unit elements
} is a discrete trajectory and U = {u(t 0 ), u(t 1 ), . . . , u(t N −1 )} is a discrete control, and , denotes the scalar vector product.
Solution of Deterministic Optimal Control Problem
Denote S the space of all pairs (Z, U ) equipped with scalar product
Suppose the returns are known at each moment. In this case problem (2), (3), (4), (5) is a deterministic optimal control problem. Moreover, there exists solution of this linear-quadratic problem, since there always exists the minimum of any continuous convex functional on a bounded convex closed set. Notice that an analogous problem for a scalar control has been considered in [2] .
The algorithm for the problem solution is based on the following conditions of optimality. (4), (5), (6), then there exist real nonnegative numbers
with the transversality condition ψ(t N ) = Ω and the complementary slackness conditions
and the optimal control iŝ
Proof. Following ideas of [1] , we will construct the cones of variations corresponding to the functional (6) and the restrictions (2), (4), (5) in the space of all pairs (Z, U ), as well as the dual cones.
The cone of forbidden variations for the functional (6) with vertex at the point (Ẑ,Û ) is the cone
The cone dual to the cone K 0 consists of all the functionals
Tangent cone corresponding to the restrictions (2) and (4) coincides with the set of all pairs (Z, U ) satisfying (2) and (4) . Therefore the value of functional f 1 from dual cone on the set of all such pairs is equal to zero.
The cone of feasible variations corresponding to the restrictions u i (t k ) ≤ q, i = 1, . . ., n is the cone
It should be noted that if Q i is empty then the cone K i 2 coincides with the set of all pairs (Z, U ). The cone dual to the cone K i 2 consists of functionals
The cone of the feasible variations corresponding to restriction u i (t k ) ≥ 0, i = 1, . . . , n is the cone
Note that if W i is empty then the cone K i 3 coincides with the set of all pairs (Z, U ).
The cone dual to the cone K i 3 consists of the functionals
where 
If a pair (Z, U ) satisfies to equation (2) and condition (4) then
Then the pair (Z, U ) satisfies equation (2) and condition (4) and for an arbitrary function ψ(t) : R → R n , we have
Then we can choose such a function ψ(t k ) that both the conjugate system and the transversally conditions are held:
Since we do not impose any restrictions on u(t k ) in (8), we have:
It is obvious that Slater's condition is fulfilled, therefore λ 0 = 0 and equation (7) follows from the last equation.
It can be shown that the necessary conditions proven in the theorem are also sufficient. Thus, the optimal control problem (2), (4), (5), (6) can be reduced to the following boundary value problem:
where [a] i denotes the i-th component of the vector a. Now let us find the solution of the boundary problem. It follows from z(t 0 ) = 0, p(t 0 ) = 0 that ψ(t 0 ) = 0. It follows from (9), (10) that for k = 0, . . . , N − 2
where
We can find from the equations (15), (16) z(t k + t), ψ(t k + t). We have for k = 0, . . . , N − 2
where E is the n × n identity matrix. Since ψ(t N ) = Ω, it follows from (9) that for t = t N −1
Substituting the value ψ(t k + t) into equations (14), (15), we get
It follows from (14), (15) and (12) that
Thus, one can use equations (20), (21), (22), (23) to find γ i (t), µ i (t). Based on nonnegative solutions γ i (t), µ i (t) satisfying the equations, we can calculate conjugate variables using (15) and values of optimal investments at every step using (7) .
Then values of income at each step can be found from (17), (19).
Stochastic model
For each of risky assets j = m + 1, . . . , n, the dynamic of returns
is a random process. We will assume that this process is described by Merton's (1974) model [7] . Discrete version of the model for small t can be written as
where r j (t) = r j (t + t) − r j (t), W t is Brownian motion, W t = ε √ t, ε ∼ N (0, 1) is a normal distributed random variable. It easy to check that the expectation and the variance of r j is equal to E( r j ) = a t and V( r j ) = b 2 respectively, i.e. the parameters a and b characterize the drift and the instantaneous volatility of the process.
For each of risky assets j = m + 1, . . . , n, we have:
We can simulate the processes r j , j = m + 1, . . . , n, by generating ε's, i.e. we will generate a vector with N i.i.d. normal random components, ε = (ε(t 0 ), ε(t 1 ), . . . , ε(t N −1 )). Given an initial values r j (t 0 ) = r 0 j , we can generate the values of returns at every moment using (24).
For fixed ε, the process (2) is determined. Then we can apply the algorithm descried in Section 3 to find the optimal solution (i.e. the final income and the discrete controls). Monte-Carlo simulation allows us to find the mean of the final income and means of discrete controls. 
Using the software M athcad we generated ε for N = 1000 times for input parameters defined by Tables 1, 2 . Figure 1 presents the distribution of the final outcome. Table 3 presents means of optimal investments at the moments t = 0, 1, 2, 3.
The mean of the final income is equal to 
We generated ε N = 1000 times for input parameters presented in Tables  4, 5 . Figure 2 presents the distribution of the final outcome. Table 6 presents means of optimal investments at the moments t = 0, 1, 2, 3. The mean of the final income is equal to n i=1 z i (t N ) = 7.88.
Summary
In this paper we treated a model of optimal investments as a discrete linearquadratic optimal control problem. In this problem investments are considered to be control parameters and the aim is to achieve three goals: to maximize the profit, to minimize the value of investments and to track the profit of a reference portfolio on every step of decision making. In the case of risk-free assets we propose an algorithm based on Pontryagin-type necessity condition of optimality. In the case of risk assets we use Monte Carlo approach assuming that the process of returns dynamics is described by Merton's model. It enable us to find means of optimal investments, as well as means of assets profits, on every step of decision making. 
