The main goal of this article is to describe Bender, a general-purpose social robot with humanrobot interaction capabilities, and to report and analyze its applicability in three different natural environments: (i) home settings, (ii) school classrooms, and (iii) public places. Evaluation of the robot's performance is based on its ability to detect and identify humans in those settings, its ability to express emotions, and its ability to interact naturally with humans. The obtained results, although preliminary, indicate that the robot has great acceptance from expert and non-expert human users alike, and that it is able to interact successfully with humans using human-like interaction mechanisms, such as speech and visual cues (particularly facial information). It is remarkable that the robot even has the potential to teach children in a real classroom setting. Further experiments will be conducted in order to better assess the robot's potential.
Introduction
Social robots are gaining increasing interest in the robotics community. A social robot is a subclass of a mobile service robot designed to interact with humans and to behave as an assisting partner, providing entertainment, companionship, and communication interfaces. Its development is based on the expectation that the morphology and dimensions of social robots allow them to operate adequately in human environments. It is projected that social robots will play a fundamental role as companions for elderly people and as entertainment machines in the coming years.
Among other capabilities, social robots should be able to • move in human environments, • interact with humans using human-like communication mechanisms (speech, body and facial expressions, and hand gestures), • manipulate objects, • determine the identity of the human user (e.g., "owner 1," "unknown user," "Peter") and sense his/her mood (e.g., happy, sad, excited) to personalize their services, • store and reproduce digital multimedia materials (images, videos, music, digitized books), • connect humans with data or telephone networks, • collect and report data from different sensor networks and the Internet, and • be empathic (humans should like and feel understood by them). In addition,
• their usage should be natural without requiring any complex technical or computational knowledge, and • they should be robust enough to operate in natural environments.
Social robots with these abilities can assist humans in different environments such as public spaces, hospitals, home settings, and museums. Furthermore, social robots can be used for educational purposes.
Social robots should be capable of being accepted by different types of human users, including non-expert ones such as children and the elderly. We postulate that, in order to gain acceptance, it is far more important to be empathic and to evoke sympathetic responses from humans than to have an elaborate and elegant design. Moreover, to produce effective interaction with humans, and even to enable humans to behave as if they were communicating with peers, it has been suggested that the robot's body should be "based on a human's" (Kanda, Ishiguro, Imai, & Ono, 2004) or be human-like (Hayashi et al., 2007) . We propose that it is important to have a somewhat anthropomorphic body, but that having a human-like body is not necessary. Many researchers have also mentioned the importance of the robot maintaining eye contact, i.e., tracking or gazing at the face of the speaker when interacting with humans (Ishiguro, Ono, Imai, & Kanda., 2003; Kanda, Ishiguro, Ono, Imai, & Nakatsu, 2002; Matsusaka et al., 1999; Nakadai, Hidai, Mizoguchi, Okuno, & Kitano, 2001) . We agree that these mechanisms for maintaining attention are important for the human user. In particular, face detection of the user allows the robot to keep track of it and face recognition enables the robot to identify the user, to personalize its services and to make the user feel important and emotionally understood (e.g., "Sorry Peter, can you repeat that?"). It is also relevant that interaction with the robot be natural, intuitive, and based primarily on speech and visual cues, as there are individuals who are technologically handicapped.
The question is how to provide all these capabilities. We believe that these capabilities can be achieved if the robot has a simple and anthropomorphic body design, is able to express emotions, and has human-like interaction capabilities, such as speech, and non-verbal communication capacities, such as facial expressions and hand gestures. We also believe that it is important for the cost of a social robot to be reasonable, particularly if our final goal is to introduce it in typical human environments where the users will be normal persons with limited budgets. Taking all the above into consideration, we developed Bender, a general-purpose social robot that incorporates these characteristics, at the Robotics Laboratory of the Department of Electrical Engineering of the Universidad de Chile.
The main goal of this article was to describe this robot and to report and analyze its applicability in three different natural environments: (i) home settings, (ii) school classrooms, and (iii) public places. Evaluation of the robot's performance includes its ability to detect and identify humans in these environments, its ability to express emotions, and its ability to interact with humans naturally. Different features and capabilities of the robot were used in varying degrees in the three different scenarios and evaluated correspondingly. The article is structured as follows: In Section 2, the hardware and software components of the robot are presented. We emphasize the description of the functionalities that allow the robot to provide human-like communication capabilities and to be empathic. Section 3 describes the robot's applicability and functionality in three different natural environments. Finally, in Sections 4 and 5, a discussion and some conclusions of this work are given.
Bender: A General-Purpose Social Robot
The main idea behind the design of Bender (Ruiz-del-Solar et al., 2011) was to have an open and flexible research platform that provides human-like communication capabilities, as well as empathy. Bender has an anthropomorphic upper body (head, arms, chest) and a differential-drive platform that provides mobility (see Figure 1) . The electronic and mechanical hardware components of the robot, as well as its software architecture, are described in the following paragraphs.
Hardware
The main hardware components of the robot are as follows:
-Chest. The robot's chest incorporates an HP 2710p tablet PC as the main processing platform. This device is powered by a 1.2-GHz Intel Core 2 Duo processor with 2 GB of DDR2 667 MHz memory, running the Windows XP Tablet PC edition operating system. The tablet includes 802.11bg connectivity. The screen of the tablet PC allows (i) the display of relevant information Figure 1 . Bender, a general-purpose social robot. The gripper arm is mounted only when required (e.g., for cleaning tasks).
for the user (a web browser, images, videos, etc.) and (ii) data entry by way of the touch-screen capability.
-Head. The robot's head incorporates two cameras, one standard CCD camera (Philips ToUCam III SPC900NC) in the left eye and one thermal camera (FLIR TAU 320 thermal camera (FLIR TAU 320)) in the right eye. The cameras are connected to the tablet PC using USB ports. The head is capable of pan-tilt movements and has several servomotors that move the mouth, eyebrows, and antennae-like ears. In addition, a circular array of red, green, and blue (RGB) LEDs is placed around each eye. The head, mouth, eyebrows, and antennae-like ear movements, as well as the array of RGB LEDs are controlled using dedicated hardware (PIC18F4550-based), which communicates with the tablet PC via a USB port. The head's weight is about 1.6 kg. The robot combines different cues to show emotions. The two eyebrows move independently, and the jaw moves up and down. The two antennae also move independently, and the array of LEDs around the eyes is used with different color configurations to simulate moods. There are three different colors (red, green, and blue), and there are three groups of LEDs-one for each color-that can be switched on and off independently. Figure 2 shows some of the nonverbal expressions that Bender is able to show: happy, surprised, sad, and angry. Note that these expressions are dynamic (e.g., the movement of the antennae; see http://vision.die.uchile.cl/videos/ for some example videos).
-3D Vision. The robot is equipped with a Kinect motion sensing input device placed below the robot's chest (see Figure 1 ). This position allows the device to detect persons and also objects while grasping.
-Arms. The two arms of the robot were designed to allow it to manipulate objects. They are strong enough for raising a large glass of water or a filled coffee cup. Each arm has six degrees of freedom: two in the shoulder, two in the elbow, one in the wrist, and one for the gripper. The actuators consist of eight servomotors (six RX-64 and two RX-28). The arms are controlled directly from the tablet PC via a USB port. Each arm weighs about 1.8 kg.
-Gripper arm. A gripper arm was designed to allow the robot to manipulate objects at the floor level (see Figure 1) . The gripper arm has five degrees of freedom; two in the shoulder, one in the elbow, one in the wrist, and one for a dual-opening gripper. The actuators consist of five servomotors (three RX-64 for the shoulder and elbow, and two RX-28 for the wrist and the gripper). The gripper arm is also controlled directly from the tablet PC via a USB port. The gripper arm weighs about 0.8 kg. It is important to note that this arm is mounted on the robot only in applications where it is required to manipulate objects at the floor level (e.g., cleaning). In most human-robot interaction applications, such as the ones described in this paper, the gripper arm is not mounted.
-Mobile platform. All described structures are mounted on a mobile platform. The platform is a Pioneer 3-AT, which has four wheels, provides skid-steer mobility, and is connected to a Hokuyo URG-04LX laser for sensing. This platform is endowed with a Hitachi H8S microprocessor. A Dell Alienware notebook, powered by an Intel Core i7 processor with 6 GB of DDR3 memory and running Linux, is placed on top of the mobile platform with the task of running the navigation software. A second Dell Alienware notebook, running Windows 7, is in charge of running the vision and manipulation modules. All computers are connected using a local area network (Ethernet 100 Mbps).
Software Architecture
The main components of our software architecture are shown in Figure 3 . Speech synthesis and analysis, as well as vision tasks (general object recognition; face, hand, and gesture recognition), are performed on the Windows 7-based Dell Alienware notebook, whereas the Navigation and Mapping modules are run from the other Dell Alienware notebook (running Linux). The LowLevel Control modules run on dedicated hardware (head and arm control). Both notebooks are connected using URBI, an open-source software platform for controlling robots (http://www.urbiforge.org/). The main goals of URBI are to help make robots compatible and to simplify the process of writing programs and behaviors. All the modules running on the HP 2710p tablet PC are controlled through URBI using UObjects (a C++ component library available in the URBI standard API). The Navigation and Mapping modules that provide self-localization, mapping, path planning, and collision avoidance, among other functionalities, are implemented using the Robot Operating System (ROS, http://www.ros.org/), an open-source meta-operating system for robots. ROS provides different services, including hardware abstraction, low-level device control, implementation of commonly used functionalities, message passing, and package management. It also provides tools and libraries for obtaining, building, writing, and running codes across multiple computer platforms.
The Speech Analysis and Synthesis module provides a speech-based interface to the robot. Speech recognition is based on the use of several grammars suitable for different situations. The Speech Synthesis module uses Festival's text-to-speech tool, dynamically changing certain parameters between words in order to obtain human-like speech. This module is implemented using a control interface built with the CSLU toolkit. The CSLU toolkit (http://www.cslu.ogi.edu/toolkit), developed by the Center for Spoken Language Understanding of the Oregon Health & Science University, uses a graphical user interface for constructing simple spoken dialogue systems. Similarly, the Vision module provides a visual interface to the robot. This module is implemented using our own algorithms (Correa, Hermosilla, Verschae, & Ruizdel-Solar, 2012; Correa, Ruiz-del-Solar, Verschae, Lee-Ferng, & Castillo, 2010; Hermosilla, Ruizdel-Solar, Verschae, & Correa, 2012; . The latest addition to this module is the robust detection and recognition of faces/people using a visual camera and a thermal camera Hermosilla et al., 2012) . It is important to note that the robot can operate without the use of the thermal camera, but at the cost of slightly reducing its human-detection capabilities, which, in particular, could increase the number of false detections generated by the vision module. This is particularly important for scenarios in which many subjects are present at the same time.
The primary task of the Low-Level Control module is to generate control orders to the robot's head, arms, gripper arm, and mobile platform. The Emotions Generator module is in charge of generating the specific orders corresponding to each emotion. Emotions are generated in response to specific situations within the finite-state machine that implements high-level behaviors. Finally, the Strategy module is in charge of selecting the high-level behaviors to be executed. First, the user selects which high-level behavior will be used. This is usually done using the tablet PC on the chest of the robot. Each high-level behavior is previously implemented using a script that indicates the actions and the behavior to be performed by the robot. The definition of the behavior takes into account what sensory inputs will be taken by the robot and what kind of action will be performed, such as speaking, displaying information via the tablet PC, or searching the Internet for information. This script has information about which modules to load, defines the basic functions of the behavior, and, finally, has the sequence of rules that describe the behavior. Most behaviors simply define a sequence of actions to be done after an input from the user (either by speech, a tap on the touch screen of the tablet PC, or after a person or face has been detected by the Vision module). Of special interest for this article are the capabilities for face and hand analysis included in the Vision module. The Face and Hand Analysis module incorporates the following functionalities:
• face detection using boosted classifiers (Verschae & Ruiz-del-Solar, 2003; Verschae, Ruiz-del-Solar, & Correa, 2008 ), • face recognition using a histogram of local binary pattern (LBP) features computed on the visual and thermal cameras Hermosilla et al., 2012; Ruiz-delSolar et al., 2009 ), • person detection using thermal and visual information, as well as face information ), • people tracking using face information and Kalman filters (Ruiz-del-Solar, Verschae, Vallejos, & Correa, 2007) , • gender classification using facial information (Verschae, Ruiz-del-Solar, & Correa, 2006) , and • age classification using facial information, hand detection using skin information, and recognition of static hand gestures Francke, Ruiz-del-Solar, & Verschae, 2007 ). Bender's most important functionalities are listed in Table 1 . All these functionalities have already been tested successfully as single modules. Table 2 shows a quantitative evaluation of the human-robot interaction functionalities, measured using standard databases. As can be observed in these databases, the obtained results are among the best reported. This is an important issue because we would like our social robot to use the best tools and algorithms when interacting with people. For instance, we do not want the robot to have problems when detecting people who are immersed in an environment with variable lighting conditions.
Comparative Analysis
Several social robots were created in the last decade (Breazeal & Scassellati, 1999; Dongwoon et al., 2011; Metta, Sandini, Vernon, Natale, & Nori, 2008; Gouaillier et al., 2009; Stückler et al., 2012; Kaneko et al., 2009 Kaneko et al., , 2011 Movellan, Tanaka, Fortenberry, & Aisaka, 2005; Rusu, Holzbach, Diankov, Bradski, & Beetz, 2009; Sakagami et al., 2002; Tellez et al., 2008; Chen et al., 2011) , all of which focusing on different features and achieving important goals in problems ranging from manipulation of objects to human-like interaction.
In order to interact with humans, two very important features or capabilities that a humanoid robot should possess are non-verbal communication (Tojo, Matsusaka, Ishii, Kobayashi, 2000; Ekman & Friesen, 1969 ) and capacity to evoke empathy. Robots implementing non-verbal communication capabilities tend to express themselves by moving facial parts (mostly the mouth, eyebrows, and eyelids), as well as their body. To be able to evoke empathy, a humanoid robot not only should be humanlike, but also should give the impression of familiarity, but without being eerie (MacDorman & Ishiguro, 2006) ; all these fall under the uncanny valley hypothesis (Mori, 1970) . Appearance and behavior are the two main factors accounting for familiarity and eeriness. 
Hand gesture recognition
Face and hand analysis module General purpose object recognition Some existing robots are not well suited as social robots (e.g., Cosero and PR-2) because they largely lack the ability to evoke emotions (because they do not have facial expressions, and/or their body expression is highly limited) and also because they lack familiarity. Other robots have a human-like body (e.g., Reem-B, KeJia, HRP-4, ASIMO, NAO), but they completely lack facial Note. DR = Detection rate; FP = number of false positives; RR = recognition rate; CR = classification rate; MEP = mean error in pixels; no report = no other reports in the same dataset.
expressions. However, some of them can evoke empathy in humans by means of their body expressions (Beck, Hiolle, Mazel, & Cañamero, 2010) . On the one hand, robots with realistic human faces, such as HRP-4C and EveR-3, can reproduce human-like facial expressions, but they might be eerie. This is because they are human replicas that look and act almost, but not exactly, like actual human beings, thus causing a negative impression on humans (Mori, 1970; MacDorman & Ishiguro, 2006) .
On the other hand, robots with non-realistic human-based faces, such as iCub, Kismet, and Nexi, that can reproduce facial expressions and evoke empathy in humans are better suited for social robotics from the point of view of evoking empathy.
The Bender robot described in this manuscript is a humanoid robot with manipulation and human-like interaction capabilities. Its simple design and expressive face evoke empathy on the users and invite interaction with it, as will be shown in the experiments reported in the next section. Some of the main differences with existing robots regarding its expressiveness are the use of antennae-like ears, the use of an array of colored LEDs around the eyes to simulate moods, and the up-down movement of its jaw. As with most robots expressing emotions, Bender has eyebrows that can change direction and can move its head up and down and from left to right.
Emotions are complex states of the mind, which include social roles and cognitive factors. Some emotions are considered basic (Ekman, 1992) , as they are not reducible to others. Basic emotions seem to be fundamentally universal, and their external manifestation seems to be independent of culture and personal experience (Lane & Nadel, 2000) . For this reason, they can be revealed by facial expressions without the intervention of verbal language (Ekman & Friesen, 1978) . Six basic emotions, with corresponding facial expressions, have been identified: anger, surprise, disgust, sadness, happiness, and fear. In our robot, four of these basic emotions are implemented: anger, surprise, sadness, and happiness.
Moreover, colors play a fundamental role in giving the viewer information about the nature of objects. Colors can also stimulate the viewer to respond in a particular way. Da Pos and GreenArmytage (2012) found a relationship between emotions, facial expressions, and colors in studies using subjects from Australia and Europe; their conclusions therefore may not apply to other cultures. For the four basic emotions implemented in Bender, the corresponding results observed by Da Pos and Green-Armytage are as follows:
• red is the main color related to anger, • blue is the main color related to sadness, • yellow, green, red, and blue are the main colors related to surprise, and • yellow and red are the main colors related to happiness.
There are similarities between the results of Da Pos and Green-Armytage (2012) and the colors used by Bender for three emotions: anger, sad, and surprised. The colors used in happiness are different; Bender uses only green, whereas Da Pos and Green-Armytage show that yellow and red are the colors related to happiness. Happiness is the most difficult emotion to achieve in Bender owing to its incapability to smile.
Applicability in Natural Environments

Home settings
One of the main goals of the development of our social robot is its use as an assistant and companion for humans in their home environments. The idea is that the robot should be able to interact freely with non-expert users in these places. Of course, we realized that we needed to conduct a lengthy process before we could achieve this goal. In 2006, we decided that a very appropriate way to achieve this was to participate regularly in the RoboCup@Home competition. RoboCup@Home focuses on real-world applications and human-machine interaction with autonomous robots in home settings. Tests are related to manipulation of typical objects that can be found in a home-like environment, with navigation and localization inside a home scenario and with interaction with humans. Our social robot has participated in the RoboCup@Home world competition since 2007, and in 2007 and 2008 , it received the RoboCup@Home Innovation Award as the most innovative robot in the competition. The technical committee members of the league decided this award. The robot's capabilities that were appreciated the most were its empathy, ability to express emotions, and human-like communication capabilities.
Bender has also had successful participation in the "Who's Who?" benchmark defined in the RoboCup@Home competition. The main goal of this benchmark is to test the ability of domestic robots "to detect and recognize people autonomously in an unknown environment." In order to accomplish this task, it is expected that "without manual calibration, a robot will introduce itself to a group of people, ask for their names, memorize them, and recognize the people when meeting them again." The test focuses "on human detection/recognition, face detection/recognition, safe navigation, and human-robot interaction with unknown people."
Basically, the test is as follows: The robot enters the arena through the door and stops next to it. Two people enter through the door and introduce themselves to the robot, one by one. The robot asks for their names and memorizes them. During this first interaction, the robot has to speak to the subject, detect the subject's face, and store the face information to recognize him/her later. When told to do so by an operator, the robot goes to the room and starts looking for guests. In the room, there are two other persons who are unknown to the robot. One of them is sitting and the other one is standing. There is also one person standing in the room who is known to the robot. When the robot finds a person, it has to approach and interact with that person in order to get his attention and perform facial recognition, and then indicate whether it has identified that person. In case of positive identification, the robot must state the person's name; otherwise, it states that the person is unknown. The distance from the robot to the person must not exceed 1 m. The robot works autonomously through the whole test. Correa et al. (2012) presented the quantitative results of the use of Bender for solving the "Who's Who?" benchmark, using the functionalities described in Table 2 in a realistic domestic scenario (see Figure 4 for an example). On average, Bender was able to detect 86.6% of the unknown and known persons present at the scene and to determine the identity of the known persons in 92% of the cases.
Classroom Setting
Robotics is a highly motivating activity for children. It allows them to approach technology in both an amusing and an intuitive manner, while discovering the underlying scientific principles. Indeed, robotics has emerged as a useful tool in education because, unlike many other areas, it provides a venue where scientific and technological fields or ideas intersect and overlap (Ruiz-delSolar & Aviles, 2004) . With the objective of studying the use of social robots as a tool for fostering the interest of children in science and technology, we decided to employ our social robot as a lecturer for school children. Since 2007, the robot has given several talks to school children of different ages in different classrooms or auditoriums in different locations.
We shall describe a concrete experience in which the robot gave talks to school children who were 10-13 years old. Altogether, 228 school children participated in this activity, and each time one complete class attended the talk in a multimedia classroom. (More than 10 talks were given by the robot.) The duration of each talk was 55 min, and it was divided into two parts. In the first part, the robot introduced itself and talked about its experiences as a social robot. In the second part, the robot explained some basic concepts about renewable energies and about responsible energy use. After the talk, the students were able to interact freely with the robot, thanks to its face detection and speech recognition capabilities. During these interactions, the robot behaved autonomously, as it did while giving the talk. The talk was given using the multimedia capabilities Figure 4 . Environment of a domestic setting where Bender was evaluated following the "Who's Who?" experimental setup of the RoboCup@Home competition. Examples of (a) a visible image, (b) a thermal image, and (c) an output image showing face detections (blue), face candidate detections (green), and people detections (red). Views from the robot and from above the stage are shown in (d) and (e), respectively. of the robot: speech generation and multimedia presentation (a Microsoft PowerPoint-like presentation). The presentation can be displayed on the robot's chest using the tablet PC or using a standard video projector. In the experiments presented in the following paragraphs, the presentation was given using a standard video projector. During the talk, the robot used mainly its speech generation capabilities and it moved its body to address and face all the audience.
After the robot's lecture, the children, without any previous notification, answered questions from a survey regarding their personal appreciation of the robot as well as regarding some specific topics discussed by the robot. In the robot evaluation part, the children were asked to give an overall evaluation of the robot. On a linear scale of grades going from 1 to 7 (7 being best), the robot was given an average score of 6.4, which is about 90%. In the second part, the children evaluated the robot's presentation by choosing one of five options: Excellent, good, regular, bad, and very bad. As shown in Table 3 , more than half of them chose excellent. The third question was, "Do you think it is a good idea for robots to teach some specific topics to schoolchildren in the future?" For which 92% of the children answered yes. In the technical content evaluation part, five questions were asked using the multiple choice test method with five choices in each case. The first three questions were related to energy sources (classification of different energy sources as renewable or non-renewable, availability of renewable sources, and indirect pollution produced by renewable sources). The fourth question asked about the differences between rechargeable and non-rechargeable batteries, and the fifth question asked about the benefits of efficient energy use. The percentage of correct answers to these five questions is shown in Table 4 . The average percentage of correct answers was 55.4%. All these percentages are better than random choice (20%).
In summary, we observed that children gave a very good evaluation of the robot (6.4 out of 7) and that 87.7% of them evaluated the presentation as excellent or good. They also had very favorable opinions about the use of robots as lecturers in a classroom environment (92%). Moreover, the children were able to learn some basic technical concepts (the overall percentage of correct answers was 55.4%), although they had just heard them once from a robot. The main goal of this evaluation of the technical content was just to see whether the children could learn some basic information from the robot and not to measure how well they learned it. Therefore, control experiments with human instructors were not carried out at that time. This will be part of a future work. Finally, it is important to note that the robot was able to give its talk and to interact with the children without any human assistance. During the last 5 years, Bender has given talks to more than 2,000 school children. The talks have been given in classrooms and laboratories to groups of 20-25 children and in a big auditorium to more than 200 children in one session (see Figure 5) . Figure 5 . Bender giving talks to school children in an auditorium and in different classrooms and laboratories.
Public Setting
We tested the applicability of our social robot in a public setting . The main idea of the experiment was to let humans interact freely with the robot, using only speech and visual cues (face and hand gestures, facial expressions, etc.). The robot was placed in some public spaces inside our university campus (mainly halls of buildings), and the students passing through these public spaces could interact freely with the robot if they wanted to (see Figure 6 ). The robot did not move by itself during the whole experience in order to avoid any risk of collision with the students; therefore it needed to catch people's attention just by using speech, visual cues, and other strategies such as complaining about being alone, being bored, or calling out to people. When the robot detected a student in its vicinity (by using the face and person detection modules), it asked the student to approach it and to have a little conversation: The robot presented itself, asked some basic information about the student, and, afterwards, it asked the student to evaluate its capabilities in expressing emotions. Finally, after the evaluation, the robot thanked the student and the interaction was finished. In the whole process, the robot always behaved autonomously, and the development team did not intervene or communicate with the robot.
During the experiment, the ability of the robot to express emotions was evaluated using the following procedure: The robot expressed an emotion randomly, and then it asked the student to identify it. The student gave its answer using the touch screen (choosing one of four alternatives). This process was repeated four times to allow the student to evaluate the four different emotions. This means that if the user had selected an expression randomly, a 25% recognition rate would have been achieved.
To take advantage of the multimedia capabilities of the robot, we asked users to give their answers using the touch screen to ensure that speech recognition mistakes would not affect the experiment. This was the only instance in which the interaction between the robot and a human was not based on speech or visual cues. No external human assistance was given to the robot's users at any time, and the robot always behaved autonomously; the development team observed the situation from several meters away. After the human-robot interaction had finished, and the humans had left the robot's area, they were asked to evaluate their experience with it using a poll.
Our first observation was that, from the total number of students who passed near the robot, about 37% curiously approached it. Thirty-one percent of those who approached the robot interacted with it; the rest, however, just observed it. The total number of students who interacted with the robot was 83. The age range was 18 to 25 years old, and the gender distribution was 70% males and 30% females. Out of the 83 students, 74.7% finished the interaction and 26.3% left before finishing. The main reasons for leaving prematurely were as follows: (i) the students were not able to interact with the robot satisfactorily (because of speech recognition problems; see the Figure 6 . Bender interacting with students in a public space inside the university.
Discussion section), (ii) they did not have enough time to complete the emotion evaluation, or (iii) they were not interested in making the evaluation. The mean interaction time with the subjects who finished the interaction, including the emotion evaluation, was 124 s.
In Table 5 , the recognition rate of the different expressions is shown. It can be observed that the average expression recognition rate was 70.6%, and that all expressions, except "happy," have a recognition rate greater than 75%. In Tables 6 and 7 , the results of the poll, taken by the users after interacting with the robot, are presented. It should be emphasized that only 74.7% of the users who finished the interaction with the robot answered the poll. As can be seen in Tables 6 and  7 , 83.9% of the users judged the robot's appearance to be excellent or good; 88.5% evaluated the robot's ability to express emotions as excellent or good; and 80.7% rated the robot's ability to interact with humans as excellent or good. In addition, 90% of them thought that it was easy to interact with the robot; 84% believed that the robot would be suitable to be a receptionist, museum guide, or butler; and 67% thought that the robot could be used for educational purposes with children. It should be mentioned that the whole experiment was carried out inside an engineering campus, and, therefore, the participants were engineering students with high probability of enjoying technology and robots. On the other hand, we believe that, as expert users in technology, they can be more critical about robots than standard users.
Human facial expression recognition by both humans and computers has been widely studied in the past (for recent studies, see Bettadapura, 2012; Fasel & Luettin, 2003; Pantic & Rothkrantz, 2000) . It is generally agreed that there are six "archetypal' expressions that are innate and universal (Ekman, 1994; Izard 1994) . They correspond to happiness, sadness, anger, surprise, disgust, and fear. When recognized using computer vision systems, it has been shown that the expressions of surprised, happiness, and disgust have very high recognition rates (100%, 93.4%, and 97.3%, respectively) because of the clear motion of the mouth and the eyebrows (Pardas & Bonafonte, 2002) . In the case when humans perform the recognition, it has been shown (Sebe et al., 2007) that anger is usually confused with disgust and that fear is usually confused with surprise. This is attributed to the fact that there are common facial movements and actions being shared by these expressions. It is important to remember that the four facial expressions implemented by Bender are part of the six archetypal expressions that are innate and universal (Ekman, 1994; Izard, 1994) . The two expressions not implemented by Bender are disgusted and scared. In Bender, the mouth has only one degree of freedom (for moving the jaw up and down), and, as mentioned, in humans the movement of the mouth is the more important cue in expressing/recognizing the expressions of surprise and happiness. The implemented surprise expression in Bender is based on an opening of the mouth (by moving the jaw), which gives a good enough response. On the other hand, movement of the jaw (and the inability to smile) does not clearly imply happiness, and the use of green LEDs around the eyes seems to imply more a neutral/calm expression than a happy expression.
Discussion
Evaluation Methodology
There are different approaches to evaluating the performance of social robots when interacting with humans. Although the performance of isolated algorithms should be measured (e.g., recognition rate of a face recognition algorithm), it is also necessary to analyze the effect robots have on humans. Some researchers have proposed employing quantitative measures of the characteristics of human attention [attitude (Reeves & Nass, 1996) , eye gaze (Ono, Imai & Ishiguro, 2001), etc.] or of the body movement interactions between a human and a robot (Kanda et al., 2004) . We firmly believe that acceptance and empathy are two of the most important factors to be measured in a human-robot interaction context and that these factors can be measured using survey-based methods that express the users' opinions. The social robot described has been evaluated by about 300 people with different backgrounds (228 school children, 62 engineering students, and 5 international researchers from the RoboCup@Home competitions), which indicates the validity of the results obtained and the conclusions reached.
Evaluation of the Robot's Capabilities
As can be observed in Table 2 , the vision-based human-robot interaction functionalities of the robot measured using standard databases are reported to be among the best. This is very important because the robot must have robust tools and algorithms to deal with dynamic conditions in the environment. In addition, the robot has received two innovation awards from the scientific community specializing in domestic service robots, which indicates that the robot theoretically is able to interact with people adequately.
Robot Evaluation When Interacting With People
In our experiments with children in a real classroom setting, we learned that the children gave very good evaluations of the robot, with 87.7% of them evaluating its presentation as excellent or good. They also have a very favorable opinion about the use of robots as lecturers in a classroom environment. We can conclude that the robot was well accepted by this group of children (10-13 years old) who had the opportunity to interact with a robot for the first time. Bender was able to give its talk and to interact with the children without any human assistance. In addition, the children were able to learn some basic technical concepts from it (55.4% correct answers to five technical questions, where five alternative choices were given for answering each question). It should be stressed that the robot's presentation was a standard lecture, without any repetition of its contents. In addition, it should be noted that the robot, unlike a human teacher, cannot detect distracted children in order to call their attention nor can it achieve the same level of expressivity either in speech or in gestures, leaving it only with its empathy and other mechanisms, such as moving the mouth while talking, to catch the listener's attention. These results encourage us to explore further the relevance of an appealing human-robot interaction interface. Naturally, it will be necessary to carry out a comparative study of the performance of robot teachers against human teachers and to analyze the dependence of the results on the specific topics to be taught (technical topics, foreign languages, history, etc.).
In our experiments in public settings, we tested the ability of the social robot to interact with people freely. The experiments were conducted in the halls of different buildings inside our engineering school. Thirty-seven percent of the students passing near the robot approached it, and 31% of them interacted directly with it. In all cases, the robot tried to attract the students actively by talking to them. It was interesting to note that 26.3% of the students who interacted with the robot left before finishing the interaction. One of the main reasons for leaving was that the students were not able to interact comfortably with the robot, because of its speech recognition problems. Our speech recognition module has limited capabilities; it is not able to recognize natural language, and the recognition is perturbed by environmental noise. This is one of the main technical limitations of our robot and, in general, of other service robots as well. Nevertheless, 74.7% of the students completed the emotion evaluation that the robot presented to them, with a mean interaction time of 124 s.
Before carrying out these experiments, we had the intuitive and qualitative impression that the emotions our robot could generate were adequate and that a human could understand them. The quantitative evaluation obtained in the experiments showed us that this perception was correct and that humans can correctly recognize the robot's expressions in 70.6% of the cases. We are in the process of designing a new "happy" expression (for work in progress, see http://vision.die.uchile.cl/videos/very_happy.mp4) in order to replace the evaluated happy expression that was recognized in only 51% of the cases. In our opinion, this expression is still too close to the "neutral expression," basically because of the shape and movement of the mouth, which has only one degree of freedom. The array of LEDs around the eyes and the antennae have balanced this lack of movement of the mouth and seem to be rather effective for the other emotions. Nevertheless, we will replace the current LED array with a new one that can generate a larger amount of color arrangements. In addition, we expect to improve the emotion expression capabilities of the robot. Although the mechanics of the robot's head impose some limits on the expressions that it can generate (limited by the number of degrees of freedom in the face and by the shape and movement of the jaw), we believe the current expressions are rich enough to produce empathy in the users. This confidence has been verified by all the reported experiments and also by unreported interactions between the robot and external visitors to our laboratory.
Acceptance of the robot by the engineering students, as it was in the case of the children, was high (83.9% evaluated the robot's appearance as excellent or good; 88.5% rated the robot's ability to express emotions as excellent or good; and 80.7% judged the robot's ability to interact with humans to be excellent or good). In addition, 90% of the students thought that it was easy to interact with the robot, and 84% and 67% of the students thought that the robot could be used as a household assistant or for educational purposes, respectively.
Currently, Bender very frequently participates in public technology trade fairs and events for promoting technology among children and the general public (see Figure 7) .
As no single feature or capability of the robot can solely account for an effective and affective communication with humans, we plan to improve some of Bender's features that seem to affect this communication; this is part of our future research. In particular, some of the modules that need further work and analysis are the speech recognition module, the speech generation module, and the emotion generation module of the happy expression. In addition, there are several features and modes of interaction that need further investigation and analysis, such as gaze, expression, and recognition of gender and age.
Conclusions
The main goal of this article was to report and analyze the applicability of a general-purpose social robot in three different natural environments: (i) home settings, (ii) school classrooms, and (iii) public spaces. Evaluation of the robot's performance depends on the robot's ability to detect and identify humans in those places, its ability to express emotions, and its ability to interact naturally with humans using human-like expressions. The experiments show that the robot is able to interact successfully with humans using human-like interaction mechanisms, such as speech and visual cues (especially face information). It is notable that children learned some facts from the robot despite its limitations. Nevertheless, this aspect should be further analyzed.
From a technical point of view, the visual-based human-robot interaction functionalities of the robot, as measured using standard databases, are among the best, and the robot has received two innovation awards from the scientific community, which indicate that Bender is able to interact with people adequately. However, one of its main technical limitations is the speech recognition module, which needs to be improved.
As future work, we would like to analyze further the teaching abilities of our robot. In general terms, we believe that more complex methods should be used to measure how much the children learn from the robot and how this learning compares with that from a human teacher. 
