This paper is concerned with the existence of optimal controls for backward stochastic partial differential equations with random coefficients, in which the control systems are represented in an abstract evolution form, i.e. backward stochastic evolution equations. Under some growth and monotonicity conditions on the coefficients and suitable assumptions on the Hamiltonian function, the existence of the optimal control boils down to proving the uniqueness and existence of a solution to the stochastic Hamiltonian system, i.e. a fully coupled forward-backward stochastic evolution equation. Using some a prior estimates, we prove the uniqueness and existence via the method of continuation. Two examples of linear-quadratic control are solved to demonstrate our results.
Introduction
In this paper, we consider an optimal control problem under a stochastic backward system in infinite dimensions. More specifically, the control system is given by a backward stochastic partial differential equation in the abstract evolution form:
dy(t) = [A(t)y(t) + B(t)z(t) + D(t)u(t) + G(t)]dt + z(t)dW (t), y(T ) = ξ,
(1.1)
with the cost functional:
J(u(·)) = E T 0 l(t, y(t), z(t), u(t))dt + h(y(0)) , (1.2) where A is a given stochastic evolution operator, B, D, G, ξ, l and h are given random maps, and W (·) is a one-dimensional standard Brownian motion. The state process (y(·), z(·)) and the control process u(·) take values in Hilbert spaces V × H and U , respectively. The objective of the optimal control problem is to find a control process that minimizes the cost functional (1.2) over the set of admissible controls. The work in [12] established necessary and sufficient maximum principles for a more general backward control system of infinite dimensions. However, the existence of optimal controls was not discussed thoroughly. This paper attempts to fill in the gap in [12] , and establish the existence conditions of an optimal control under system (1.1)-(1.2). The existence of optimal controls for various control systems is a fundamental problem in stochastic optimal control theory which has attracted comprehensive attention in the past years. One approach to study the existence of optimal controls is based on the dynamic programming principle and the solvability of the corresponding HJB equation in a sufficiently regular sense. The work in [9] used the compactness argument and proved the existence of an optimal Markovian relaxed control for systems with degenerate diffusions. Based on an approximation of stochastic control systems with smooth coefficients, the existence of optimal controls for stochastic control systems was investigated in [3] with the cost functional given by a controlled backward stochastic differential equation. Also some earlier works along this research line can be found in [2] and [4] , and the references therein. However, since all the coefficients in system (1.1)-(1.2) are random, the corresponding HJB equation becomes a nonlinear backward stochastic partial differential equation, the solvability of which is still an open problem. Therefore, it is not suitable to follow the dynamic programming principle approach to investigate the underlying problem in our paper.
Another approach relies on the stochastic maximum principle, where the existence of optimal controls is studied through the stochastic Hamiltonian system. Indeed, the stochastic Hamiltonian system is a fully-coupled forward-backward stochastic differential equation (FBSDE), consisting of the state equation, the adjoint equation and the optimality conditions of the optimal control. Even in the finite-dimensional case, the uniqueness and existence of solutions to nonlinear fully-coupled forward-backward systems is a very challenging problem. There has been many works on this topic, see for example, [8, 11, 13, 15] and the references therein. However, very limited works have focused on the solvability of infinite-dimensional FBSDEs. [5] proved that a class of fully-coupled, infinite-dimensional FBSDEs has a local unique solution. [6] considered a stochastic optimal control problem for an heat equation with boundary noise, boundary controls and deterministic coefficients. In [6] , under suitable assumptions on the coefficients, the existence condition of optimal controls was presented in strong sense by solving the associated stochastic Hamiltonian system of infinite dimensions; the bridge method and the auxiliary deterministic Riccati equation were applied to obtain the solution.
In this paper, the stochastic Hamiltonian system is described by the following infinite-dimensional FBSDE:
where A * , B * and D * denote the dual operators of A, B and D, respectively, and γ is a function satisfying suitable conditions, to be specified below in Assumption (A.5). Unlike the Hamiltonian system in [6] , since all the coefficients in (1.3) are random and time-varying, the adaptability of the integrand in the stochastic integral may not be satisfied and the solution of this equation cannot be defined in the mild sense. Instead, we will study FBSDE (1.3) in the sense of weak solution (i.e. in the PDE sense). We first show the existence and uniqueness of a solution to FBSDE (1.3) via using continuous dependence theorems for stochastic evolution equations (SEEs) and backward stochastic evolution equations (BSEEs) in [12] . Then from stochastic maximum principle in [12] , the existence of an optimal control is immediately obtained. Compared with existing works on infinite-dimensional FBSDEs (see e.g. [6] ), the approach developed in our paper is more convenient and much simpler.
The rest of this paper is organized as follows. Section 2 introduces some basic notation, formulates the control problem in an infinite-dimensional backward system and recalls stochastic maximum principles established by [12] . In Section 3, main results in our paper are provided, and two infinite-dimensional linear-quadratic control problems are solved in Section 4. Section 5 concludes the paper with some remarks.
Preliminaries and problem formulation
In this section, we first introduce the basic notation to be used throughout this paper. We formulate the control problem under a state equation descirbed by a backward stochastic partial differential equation (BSPDE) in the abstract evolution form, i.e. a BSEE. At the end of this section, we give necessary and sufficient maximum principles for our control system.
First of all, we fix a complete probability space (Ω, F , P ). Let W (·) {W (t)} t≥0 be a one-dimensional standard Brownian motion defined on (Ω, F , P ). We further equip (Ω, F , P ) with a filtration F {F t } t≥0 , which is the natural filtration generated by W (·) and augmented in the usual way. Denote by P the predictable σ-field on [0, T ] × Ω, B(Λ) the Borel σ-algebra of any topological space Λ, and · H the norm of any Hilbert space H. Let T be a finite time horizon, i.e. 0 < T < ∞. Throughout this paper, we let C and K be two generic constants, which may be different from line to line. We introduce the following spaces on (Ω, F , F, P ) for Hilbert space-valued processes or random variables:
In what follows, we introduce the Gelfand triple, in which SEEs and BSEEs throughout this paper are defined. Let V and H be two separable, real-valued Hilbert spaces such that V is densely embedded in H. We identify H with its dual space by the Riesz mapping. Thus, we can take H as a pivot space and get a Gelfand triple (V, H, V * ) such that
where H * and V * denote the dual spaces of H and V , respectively. Denote by (·, ·) H the inner product in H, and ·, · the duality product between V and V * . Define L (V, V * ) as the space of bounded linear transformations from V to V * . With V and V * being replaced, other spaces of bounded linear transformations can be defined similarly in the sequel.
We consider the following controlled BSEE in the Gelfand triple (V, H, V * ):
2)
Suppose that the control set U is a separable Hilbert space and is a convex set. An
Denote by A the set of all admissible controls.
In Section 4, A and B will be specified by the second-order and the first-order differential operators and, meanwhile, the control problem will turns out to be a Dirichlet problem for BSPDEs. This can facilitate the understanding of the abstract evolution form (2.1)-(2.2). One may also refer to [12] for a Cauchy problem for BSDPEs.
The Hamiltonian function
Let us make the following assumptions on the coefficients of the control system (2.1)-(2.2):
(Ω, F T , P ; H), B and D are uniformly bounded F t -predictable processes, and G is
2) The operator A satisfies the following coercivity and boundedness conditions: (i) there exist constants α > 0 and λ such that
and (ii) there exists a constant C > 0 such that
(A.
3) The map l is P ⊗B(V )⊗B(H)⊗B(U )/B(R)-measurable and for almost all (t, ω) ∈ [0, T ]×Ω, l(t, ω, y, z, u) is convex and Gâteaux differentiable in (y, z, u) with continuous Gâteaux derivatives l y , l z , l u . The map h is F 0 ⊗B(V )/B(R)-measurable and for almost all ω ∈ Ω, h(ω, y) is convex and Gâteaux differentiable in y with continuous Gâteaux derivative h y . Moreover, for almost all (t, ω)
and
For all k 1 , k 2 ∈ V , there exists a constant C > 0 such that
where
In what follows, let Assumption A stand for Assumptions (A.1)-(A.5). Under Assumption A, it follows from Theorem 4.1 in [7] or Theorem 2.2 in [14] that the system (2.1) admits a unique solution (
Whenever we need to stress the dependence on the control u(·), we denote by (y u (·), z u (·)) := (y(·), z(·)) in the sequel. Then, we call (y u (·), z u (·)) the state process corresponding to the control process u(·) and (u(·); y(·), z(·)) the admissible pair. Furthermore, from Assumption A, we can easily check that
We now state the optimal control problem to be considered:
Anyū(·) ∈ A satisfying Eq. (2.8) is called an optimal control of Problem 2.1 and the corresponding state process (ȳ(·),z(·)) is called an optimal state process. Correspondingly, (ū(·);ȳ(·),z(·)) is called an optimal pair of Problem 2.1.
For any given admissible pair (u(·); y(·), z(·)), we consider the following adjoint equation:
denote the dual operators of A and B, respectively. Indeed, the adjoint equation (2.9) is a linear SEE. Under Assumptions A, by Theorem I in [1] , it can be shown that the above adjoint equation admits a unique solution k(·) ∈ M 2 F (0, T ; V ). Theorem 2.2. Given that Assumption A is satisfied. Let (u(·); y(·), z(·)) be an optimal pair of Problem 2.1 and k(·) be the solution of the adjoint equation (2.9) associated with (u(·); y(·), z(·)). Then we have 
is convex in y and the following optimality condition holds
then u(·) is the optimal control of Problem 2.1 and (u(·); y(·), z(·)) is the optimal pair.
Theorems 2.2 and 2.3 are called necessary maximum principle and sufficient maximum principle (or verification theorem) for optimality of the control system (2.1)-(2.2), which were obtained by [12] .
Main Results
In this section, we first prove that the stochastic Hamiltonian system admits a unique solution. Using the maximum principle, then we show that Problem 2.1 has a unique optimal control and thus a unique optimal control pair. This is the main result of our paper.
First of all, we restate the stochastic Hamiltonian system associated with our optimal control problem:
Indeed, the stochastic Hamiltonian system is a forward-backward stochastic partial differential equation (FBSPDE) or a forward-backward stochastic evolution equation (FBSEE), which is fully coupled.
In what follows, we denote by
Clearly, M 2 [0, T ] is a Banach space equipped with the following norm:
The following theorem confirms the existence and uniqueness of a solution to the forward-backward system (3.1). This result will play a vital role in proving the existence of the optimal control. Before proving Theorem 3.1, we state and prove the main result of the paper, i.e. the existence of an optimal control for the BSPDE control system (2.1)-(2.2). Once we have proved Theorem 3.1, the main result is an immediate consequence of Theorem 2.3. The proof of Theorem 3.1 will be postponed after we present the following main result. Proof. From Theorem 3.1, the Hamiltonian system (3.1) admits a unique solution. Let (k(·), y(·), z(·)) be this unique solution. By the definition of the map γ, we know that (γ(D * (·)k(·)); y(·), z(·)) is an admissible pair and k(·) is the corresponding adjoint process. By Assumption A, we have
H(t, y(t), z(t), u, k(t)). (3.2)
Using Theorem 2.3, we conclude that γ(D * (·)k(·)) is the unique optimal control and (γ(D * (·)k(·)); y(·), z(·)) is the unique optimal control pair of Problem 2.1.
To prove Theorem 3.1, we consider the following auxiliary FBSEE:
dy(t) = A(t)y(t) + B(t)z(t) + ρD(t)γ(D
3) 
Proof. For any ρ ∈ [0, 1] other than ρ 0 , we can rewrite FBSEE (3.3) as
dy(t) = A(t)y(t) + B(t)z(t)
Hence, by FBSEE (3.5), we can define a mapping I :
. Next we claim that I is a contraction mapping. In fact, for any Λ 
.
(3.6)
On the other hand, from Assumption A and the continuous dependence theorem for BSEEs (see Lemma 2.5 in [12] ), we have E sup
Furthermore, applying Itô's formula to k 1 (t) − k 2 (t), y 1 (t) − y 2 (t) H (please refer to [10] for a version of Itô's formula in Hilbert spaces) and noting the duality relations between A, B and A * , B * , we deduce
By the monotonicity conditions (see Assumption A), we get
Using the elementary equality 2ab ≤ 1 ε a 2 + εb 2 , where ε is a constant satisfying ε ∈ (0, C), we have
Hence, taking a sufficiently small ε and putting (3.10) into (3.6) give
Here the positive constant K depends only on C, ε, T , α and λ. Putting (3.11) into (3.7), we obtain E sup
Combining (3.11) and (3.12) yields
Recall that K is a positive constant independent of ρ and set δ 0 = (2K) −1 ∧ 1. Then the mapping I is contractive in
This completes the proof.
Proof of Theorem 3.1. Existence. The proof of the existence can be obtained directly by Lemma 3.3. Indeed when ρ = 0, Eq. (3.3) is a decoupled FBSEE, the uniqueness and existence of which is guaranteed by Theorem I in [1] and Theorem 4.1 in [7] or Theorem 2.2 in [14] . Starting from ρ = 0, one can reach ρ = 1 in finite steps by Lemma 3.3. Therefore, setting ρ = 1 and b 0 (·) = g 0 (·) = f 0 (·) = 0 in the auxiliary FBSEE (3.3) proves the existence of a solution to FBSEE (3.1).
), for i = 1, 2, be two solutions of (3.1). Using Itô's formula to
Using the monotonicity conditions in Assumption A and Eq. (3.13) lead to
Thus, y 1 (t) ≡ y 2 (t), z 1 (t) ≡ z 2 (t). Finally, from the uniqueness of SEE (see Theorem I in [1] ), it follows from the forward part of Eq. (3.1) that k 1 (t) ≡ k 2 (t). The proof is complete.
Examples
In this section, we illustrate our results with two example of linear-quadratic stochastic optimal control problems in infinite dimensions. We reiterate that the state of the control system is given by the linear BSEE (2.1), that is,
Moreover, we adopt the following specification:
Then the cost functional is given by
Here M , Q, N and h are given random mappings such that M :
Problem 4.1. Find an admissible controlū(·) such that
subject to (4.1) and (4.3).
To place Problem 4.1 in the general framework considered in Sections 2-3, we impose the following assumptions on the coefficients: The Hamiltonian H of Problem 4.1 is now given by
Since the Hamiltonian is quadratic with respect to u ∈ U and N is strictly positive, the minimum value of the Hamiltonian H with respect to u ∈ U can be reached at −
Clearly, H achieves the minimum value at γ(D * (t)k), i.e. 
Therefore, Assumption (A.5) is satisfied. The stochastic Hamiltonian system of Problem 4.1 becomes
The next theorem gives the optimal solution to Problem 4.1. 
Proof. Since Assumptions (4.1)-(4.2) implies Assumptions (A), the following result is an immediate consequence of Theorem 3.1 and Theorem 3.2.
Having solved the linear-quadratic control problem formulated in the abstract evolution framework, we now turn to an optimal control of a Dirichlet problem for a linear backward stochastic parabolic PDE and a quadratic cost functional. This problem is less abstract and serves as a more specific illustration of our results.
We first state the problem in the specific (stochastic) PDE sense, then reformulate it in our abstract framework using the stochastic evolution equation and the Gelfand triple. Let us introduce some Sobolev spaces on a domain. Let Λ 
The space H m (Λ) is a Sobolev space of order m on Λ. For any u, v ∈ H m (Λ), we define the the scalar product as
It is well-known that the space H m (Λ) endowed with the scalar product (4.10) is a Hilbert space. Define
Denote by H −1 (Λ) the dual space of H 1 0 (Λ). Then we see
is a Gelfand triple. We consider the state y(t, x) ∈ R of a system at time t ∈ [0, T ] and at the point x ∈Λ = Λ ∪ ∂Λ, which is given by the Dirichlet problem for the quasilinear backward stochastic parabolic PDE: To make the control problem well-defined, we now fix some constants K ∈ (1, ∞) and κ ∈ (0, 1) and give the following assumptions on coefficients: 
Conclusion
In this paper, the existence of optimal controls is studied under infinite-dimensional stochastic backward systems. The controlled BSPDEs are represented in the abstract evolution form, i.e. BSEEs. This allows us to show the existence of optimal controls straightforward using the uniqueness and existence of a solution to FBSEE and the maximum principle for the controlled BSEE. Two examples of infinite-dimensional linear-quadratic stochastic control problems are solved to illustrate our results.
