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Learning Non-local Image Diffusion for
Image Denoising
Peng Qiao, Yong Dou, Wensen Feng and Yunjin Chen
Abstract—Image diffusion plays a fundamental role for the
task of image denoising. Recently proposed trainable nonlinear
reaction diffusion (TNRD) model defines a simple but very
effective framework for image denoising. However, as the TNRD
model is a local model, the diffusion behavior of which is
purely controlled by information of local patches, it is prone
to create artifacts in the homogenous regions and over-smooth
highly textured regions, especially in the case of strong noise
levels. Meanwhile, it is widely known that the non-local self-
similarity (NSS) prior stands as an effective image prior for
image denoising, which has been widely exploited in many non-
local methods. In this work, we are highly motivated to embed
the NSS prior into the TNRD model to tackle its weaknesses. In
order to preserve the expected property that end-to-end training
is available, we exploit the NSS prior by a set of non-local filters,
and derive our proposed trainable non-local reaction diffusion
(TNLRD) model for image denoising. Together with the local
filters and influence functions, the non-local filters are learned
by employing loss-specific training. The experimental results
show that the trained TNLRD model produces visually plausible
recovered images with more textures and less artifacts, compared
to its local versions. Moreover, the trained TNLRD model can
achieve strongly competitive performance to recent state-of-the-
art image denoising methods in terms of peak signal-to-noise
ratio (PSNR) and structural similarity index (SSIM).
Index Terms—image denoising, non-local self-similarity, reac-
tion diffusion, loss-based training.
I. INTRODUCTION
IMAGE denoising is one of the most fundamental process-ing in image processing and low-level computer vision.
While it has been extensively studied, image denoising is still
an active topic in image processing and computer vision. The
goal of image denoising is to recover the clean image u from
its noisy observation f , which is formulated as
f = u+ v, (1)
where v is the noise. In this paper, we assume v is the additive
Gaussian noise with zero mean and standard derivation σ.
During the past decades, a large number of new image
denoising methods are continuously emerging. It is a dif-
ficult task to precisely categorize existing image denoising
approaches. Generally speaking, most image denoising ap-
proaches can be categorized as spatial domain and transform
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Fig. 1. A denoising example to demonstrate the superiority of the proposed
nonlocal variant of TNRD over its local version in the case of σ = 25.
(a) TNRD (28.29dB, 0.7758), (b) cropped image. (b) the proposed TNLRD
model (28.39dB, 0.7821), (d) cropped image. The numbers in the blankets are
PSNR and SSIM values respectively. One can see that the nonlocal variant
produces less artifacts in the smooth regions and more tiny details in the
textured region, e.g.the zoomed-in part.
domain based methods. Transform domain based methods first
represent an image with certain orthonormal transform, such
as wavelets [1], curvelets [2], contourlets [3], or bandelets
[4], and then attempt to separate noise from the clean image
by manipulating the coefficients according to the statistical
characteristics of the clean image and noise.
Spatial domain based approaches attempt to utilize the
correlations between adjacent pixels in an image. Depending
on the way how to select those adjacent pixels, spatial domain
based methods can be categorized as local and non-local
methods. In local methods, only those adjacent pixels in a
spatial neighborhood (probably with fixed shape and size)
of the test pixel are investigated. Pixels in this small spatial
range are named as an image patch, and the clean pixel
value is estimated from this local patch. A large number
of local algorithms have been proposed, including filtering
based methods [5], [6], [7], [8], anisotropic diffusion based
methods [9], [10], [11], variational methods with various
image regularizers [12], [13], [14], and patch-based models
via sparse representation [15], [16].
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Local methods concentrate on the modeling of the patch
itself. Nowadays, it is widely-known that another type of
image prior is very effective for image denoising - nonlocal
self-similarity (NSS) prior; that is, in natural images there
are often many similar patches (i.e., nonlocal neighbors) to
a given patch, which may be spatially far from it. Inspired
by the seminal work of nonlocal means [17], the NSS prior
has been widely exploited for image denoising in various
framework, such as K-SVD algorithm with nonlocal modeling
[18], nuclear norm minimization with nonlocal modeling [19],
and Markov Random Fields with nonlocal modeling [20].
Usually, NSS prior based models can significantly improve
their corresponding local versions. As a consequence, many
state-of-the-art image denoising algorithms are built on the
NSS prior, such as BM3D [21], LSSC [18], NCSR [22], and
WNNM [19].
Usually, local methods cannot perform very well when
the noise level is high, because the correlations between
neighboring pixels have been corrupted by the severe noise.
Therefore, it is generally believed that local models are not
expected to compete with those nonlocal models, especially
those state-of-the-art ones, in terms of restoration quality.
However, with the help of techniques from machine learning,
a few local models, such as opt-MRF [23], Cascade Shrinkage
Fields (CSF) [24], and recently proposed Trainable Non-linear
Reaction Diffusion (TNRD) [25], succeed achieving state-of-
the-art denoising performance via appropriate modeling and
supervised learning. It is noticeable that the TNRD model has
demonstrated strongly competitive, even better performance
against the best-reported nonlocal algorithm - WNNM, mean-
while with much higher computational efficiency.
As mentioned earlier, incorporating the NSS prior has suc-
ceeded to boost many image denoising algorithms. Therefore,
we are highly motivated to introduce the NSS prior to the
best-performing diffusion framework - TNRD to investigate
whether it can also boost the TNRD model as usual.
A. Our contributions
The goal of this paper is to embed the NSS prior into the
TNRD model for the task of image denoising. To this end,
we propose trainable non-local reaction diffusion (TNLRD)
models. The contributions of this study are four-fold:
a) We propose a compact matrix form to exploit the NSS
prior, which can facilitate the subsequent formulations and
derivations associated with the nonlocal modeling. In this
work, the NSS prior is defined by a set of non-local filters.
In a TNLRD model, the filter responses of L similar patches
generated by a local spatial filter are further filtered by its
corresponding non-local filter.
b) We construct the nonlocal diffusion process with fixed
T iterations, which is parameterized by iteration-varying
local spatial filters, non-local filters and nonlinear influence
functions. Deriving the gradients of the training loss function
w.r.t those learning parameters is not trivial, due to the
involved nonlocal structure. We provide detailed derivations,
which greatly differ from the original TNRD model.
c) The training phase is accomplished in a loss-specific man-
ner, where a loss function measuring the difference between
clean image ugt and denoised image uT is utilized to opti-
mize the model parameters. In this study, we investigate two
different loss functions, namely PSNR-oriented quadratic
loss and SSIM related loss.
d) We conduct comprehensive experiments to demonstrate the
denoising performance of the proposed TNLRD models.
As illustrated in Section IV, the proposed TNLRD models
outperform recent state-of-the-art methods in terms of PSNR
and SSIM.
The following section are organized as follows. In Section
2, we give a brief review of the related works. In Section 3, we
introduce the proposed TNLRD models and the training issue.
In Section 4, we discuss the influence of the parameters in the
proposed TNLRD models, then show the denoising compar-
ison with the previous state-of-the-arts. Finally in Section 5,
we draw the conclusion.
II. BACKGROUND AND RELATED WORK
In this section, we first give a brief review of the TNRD
model for image denoising, then introduce the NSS scheme.
A. Trainable non-linear reaction diffusion model
Chen et. al [25] proposed a simple but effective framework
for image restoration - TNRD, which is derived from the
following energy functional
E(u|f) = λ
2
||u− f ||22 +
Nk∑
i=1
ρi(ki ∗ u), (2)
where the regularization term
Nk∑
i=1
ρi(ki ∗ u) is a high-order
MRFs - Fields of Experts (FoE) [26], defined by a set of linear
filters ki and the penalty function ρi. Nk is the number of
filters, ∗ denotes the 2D convolution operator. λ is the strength
of data term.
With appropriate modeling of the regularization term, mini-
mizing the energy functional (2) can lead to a denoised image.
The steepest-descent procedure for minimizing the energy (2)
reads as
ut − ut−1
∆t
= −
Nk∑
i=1
k¯i ∗ φi(ki ∗ ut−1)− λ(ut−1 − f), (3)
where convolution kernel k¯i is obtained by rotating the kernel
ki 180 degrees, φi(·) = ρi′(·) is the influence function [27]
or flux function [10], ∆t donates the time step.
The TNRD model truncates the gradient descent procedure
(3) to T iterations, and it then naturally leads to a multi-layer
diffusion network with T layers. This modification introduces
additional flexibility to the diffusion process, as it becomes
easier to train the influence function in this framework. More-
over, as it can be considered as a multi-layer network, we can
exploit layer-varying parameters. Therefore, the TNRD model
is given as the following diffusion network with T layers.
u0 = f, t = 1, · · · , T
ut = ut−1 −
(
Nk∑
i=1
k¯ti ∗ φti(kti ∗ ut−1) + λt(ut−1 − f)
)
.
(4)
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Note that the parameters {kti , φti, λt} vary across the layers.
f is the input of the diffusion network. It is clear that each
layer of (4) only involves a few image convolution operations,
and therefore, it bears an interesting link to the convolutional
networks (CN) employed for image restoration problems, such
as [28].
The parameters of TNRD models in (4) is trained in a
supervised manner. Given the pairs of noisy image f and
its ground-truth ugt, the parameters Θt = {kti , φti, λt} are
optimized by minimizing certain loss function `(uT , ugt),
where uT is given by the inference procedure (4). The training
procedure is formulated as
Θ∗ = argminΘL(Θ) =
S∑
s=1
`
(
usT , u
s
gt
)
s.t.

us0 = f
s
ust = u
s
t−1 −
(
Nk∑
i=1
k¯ti ∗ φti(kti ∗ ust−1) + λt(ust−1 − fs)
)
t = 1 · · ·T ,
(5)
where Θ = {Θt}t=T−1t=0 . The training problem can be solved
via gradient based algorithms, e.g., commonly used L-BFGS
algorithm [29]. The gradients of the loss function with respect
to Θt are computed using the standard back-propagation tech-
nique widely used in the neural networks learning [30]. There
are two training strategies to learn the diffusion processes:
1) the greedy training strategy to learn the diffusion process
stage-by-stage; and 2) the joint training strategy to joint train
all the stages simultaneously. Generally speaking, the joint
training strategy performs better [25], and the greedy training
strategy is often employed to provide a good initialization for
the joint training. For simplicity, we just consider the joint
training scheme to train a diffusion process by simultaneously
tuning the parameters in all stages. The associated gradient
∂`(uT ,ugt)
∂Θt
is presented as follows,
∂`(uT , ugt)
∂Θt
=
∂ut
∂Θt
· ∂ut+1
∂ut
· · · ∂`(uT , ugt)
∂uT
. (6)
B. Non-local self-similarity scheme
Based on the observation that one can always find a few
similar patches to a reference patch in the same image, which
might be significantly apart from the reference patch, an image
prior named non-local self-similarity (NSS) was introduced in
[17]. As described in Fig. 2, similar patches to a reference
patch can be found in a significantly larger spatial range than
the patch size. The non-local similar patches can be collected
by using a k-nearest neighbor (k-NN) algorithm [20] or using
a kernel function to map the patch distance to coefficients [31].
The NSS prior has proven highly effective for many image
restoration problems, and it becomes greatly popular nowa-
days. A lot of state-of-the-art image restoration algorithms
exploit this type of image prior, such as image denoising
algorithms BM3D [21] and WNNM [19], image interpolation
approaches NARM [31] and ANSM [32]. As a consequence,
many local models also attempt to incorporate the NSS prior
to boost the performance of the local versions, such as the
 
 
 
Fig. 2. Non-local similar patches of reference patch from noisy image
corrupted by white Gaussian nise with σ = 25. The reference patch is marked
with ”R”, non-local similar patches are also illustrated in red rectangles.
LSSC method [18], which is a nonlocal extension of the K-
SVD algorithm.
We want to especially emphasize the a NSS prior induced
method - the NLR-MRF model proposed in [20], which
extends the spatial range of the original FoE model [26],
as it is highly related to our work. As described in [20],
in the NLR-MRF model, several similar patches are firstly
collected for each reference patch, and then the responses of
these similar patches to a local filter are filtered by a cross-
patch filter, generating more sparse responses compared with
the local filter responses. With the extend spatial range, NLR-
MRF models surpassed the original FoE models in both quality
and quantity performance.
Our NSS prior extended TNRD model is also derived from
a FoE prior based model. Compared with the TNLRD model
to exploit in this paper, the NLR-MRF model is much more
constrained in two aspects:
a) It employs unchanged parameters for each iteration. How-
ever, our NLRD model makes use of iteration-varying
parameters.
b) Although the penalty functions in the NLR-MRF model are
adjustable, they are functions of fixed shape (heavy-tailed
functions with a single minimum at the point zero), such as
Gaussian Scale Mixtures (GSM) or Student-t distribution.
In the TNLRD model, the influence functions are parame-
terized via radial basis functions, which is able to generate
functions of arbitrary shapes. As demonstrated in [25], those
seemingly unconventional influence functions found by the
training phase play a key role for the success of the TNRD
model.
III. TRAINABLE NON-LOCAL REACTION DIFFUSION
MODELS FOR IMAGE DENOISING
In this section, we first describe the non-local filter, then
introduce the trainable non-local reaction diffusion for image
denoising, coined as TNLRD. Finally we give the gradient
derivation in the training issue.
A. Compact matrix form to model the NSS prior
In this work, we make use of k-NN algorithm to collect a
fixed number of similar patches. Similar patches are collected
by block matching with mean squared error as patch similarity
metrics in a large searching window. For the sake of compu-
tational efficiency, the size of searching window is set to be
several times larger than that of the local spatial filters, as that
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index 1 2 3 · · · n · · · p
Q2 q12 q22 q32 · · · qn2 · · · qp2
Q3 q13 q23 q33 · · · qn3 · · · qp3
· · · · · · · · · · · · · · · · · · · · · · · ·
Qj q1j q2j q3j · · · qnj · · · qpj
· · · · · · · · · · · · · · · · · · · · · · · ·
QL q1L q2L q3L · · · qnL · · · qpL
TABLE I
BLOCK MATCHING RESULTS
in [21], [20], [19]. For each possible patch in an image u of
size N ×M (p = N ×M , and u is represented as a column
vector u ∈ Rp), we collect L similar patches (including the
reference patch itself) via block matching. Therefore, after
running block matching, we can obtain results summarized
in Table I.
In Table I, the numbers in each column indicate the
indexes of the found similar patches to the corresponding
reference patch. For example, in the column n, the numbers
{qn2, qn3, · · · , qnL} indicate the indexes of L − 1 similar
patches to the reference patch n, and the similar patches are
sorted according to the distance to the reference patch, i.e.,
d(Pqn2 , Pn) ≤ d(Pqn3 , Pn) ≤ · · · ≤ d(PqnL , Pn), where Pqn2
denotes an image patch centered at the point qn2, and function
d is a distance measurement of two image patches.
Based on the results in Table I, we construct L highly sparse
matrices of size p × p, namely, {V1, V2, · · · , Vj , · · · , VL} ∈
Rp×p. Vj only involves the information from the jth row of
Table I. Each row of Vj contains merely a non-zero number
(exactly one), and its position is given by one of the indexes
Qj . For example, in the nth row of matrix Vj , only the element
at position qnj is one, and the remaining elements are all zeros.
It is easy to see that matrix V1 is the identity matrix, i.e.,
V1 = I ∈ Rp×p. As shown later, the NSS prior can be easily
embedded into the TNRD framework with the help of matrices
Vj .
In our work, we introduce a set of non-local filters to embed
NSS priors into the TNRD model. A non-local filter is repre-
sented as a vector with L elements, e.g., a = {a1, a2, · · · , aL},
whose jth value aj is assigned to the jth similar patch. In
the TNLRD model, the filter response map vk generated by a
spatial filter k (i.e., vk = u∗k) is further filtered by a non-local
filter a, resulting a response map vka, then for the reference
patch n, its non-local filter response is given as
vka(n) =
L∑
j=1
aj · vk(qnj) .
It turns out that the above formulation can be given in a
more compact way, which reads as
vka = Wa · vk ,
where the matrix Wa is defined by Vj and the non-local filter
a, given as
Wa =
L∑
j=1
ajVj . (7)
In the following subsections, we will see that formulating
the NSS prior in the way of (7) can significantly simplify the
corresponding formulations, thus easier to understand and to
follow, when compared to the formulations in [20]. In addition,
the non-local filter Wa in matrix form is also highly sparse,
as each row of Wa only has L non-zero elements. As a result,
Wa can be efficiently stored via sparse matrix.
B. Trainable non-local reaction diffusion
Following the formulation in the previous subsection to
exploit the NSS prior, it is easy embed the NSS prior into
the TNRD framework, and then we arrive at our proposed
trainable non-local reaction diffusion.
In order to explain our proposed TNLRD model more
clearly, we start from the following energy functional, which
incorporates the NSS prior in a natural way
E(u|f) = λ
2
||u− f ||2 +
Nk∑
i=1
ρi(WiKiu) , (8)
where u, f ∈ Rp is the latent image and the noisy image
respectively, and p is the number of pixels in image. The local
convolution kernel ki in (2) is represented as its corresponding
matrix form Ki ∈ Rp×p that is a highly sparse matrix, such
that
ki ∗ u⇔ Kiu .
Wi is highly sparse matrix defined as in (7) to model the NSS
prior, which is related to a non-local filter.
We follow the basic idea of TNRD that unfolds the gradient
descent process as a multi-layer network model with layer-
varying parameters, to derive the proposed TNLRD model.
It is easy to firstly check that the gradient of the energy
functional (8) with respect to u is given as
∂E
∂u
=
Nk∑
i=1
K¯iWi
>φi(WiKiu) + λ(u− f) , (9)
where function φi is given as φi = ρ′i, matrix K¯i is the matrix
form related to the linear kernel k¯i, which is obtained by
rotating kernel ki 180 degrees 1.
Therefore, our proposed non-local diffusion model is given
as the following multi-layer network with layer-varying pa-
rameters
u0 = f, t = 1, · · · , T
ut = ut−1 −
(
Nk∑
i=1
K¯tiW
t
i
>
φti(W
t
iK
t
iut−1) + λ
t(ut−1 − f)
)
.
(10)
Note that the parameters in layer t include local filters ki, non-
local filters ai (i.e., matrix Wi), nonlinear functions φi and the
trade-off parameter λ. The parameter set in layer t is given as
Θt = {λt, φti,Kti ,W ti }, where i = 1, ..., Nk and t = 1, ..., T .
According to the diffusion process (10), one can see that the
TNRD model can be treated as a special case of the TNLRD
models with L = 1, as the corresponding non-local diffusion
model clearly degenerates to the local version given in (4), if
we set W = a1V1 = I ∈ Rp×p.
1 It should be noticed that the exact formulation for the first matrix in (9)
should be K>i . We make use of K¯i to simplify the model complexity. More
details can be found in [25]
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In this work, we parameterize the local filters, non-local
filters, nonlinear functions in the following way. Concerning
the local filters, we follow the TNRD model, and exploit zero-
mean filters of unit norm. This is accomplished by constructing
the filter ki in the way of
ki = B ci‖ci‖2 , (11)
where ‖ · ‖2 denotes the `2-norm, and B is a filter bank.
Therefore, it is clear that the filter k is a linear combination
of the basis filters in the filter bank. In order to achieve the
property of zero-mean, the filter bank B in this work is chosen
as a modified DCT basis, which is obtained by removing the
filter with constant entries from the complete DCT filters.
The non-local filters in the TNLRD models are vectors with
unit length constraint. Therefore, we construct the non-local
filter ai as
ai =
bi
‖bi‖2 , (12)
where bi is completely free of any constraint.
Following the work of TNRD, the nonlinear functions φi are
parameterized via radial basis function (RBFs), i.e., function
φi is represented as a weighted linear combination of a set of
RBFs as follows,
φi(z) =
M∑
j=1
αijϕ(
|z − µj |
γ
), (13)
where ϕ(·) here is Gaussian RBFs with equidistant centers µj
and unified scaling γ. The Gaussian radial basis is defined as
ϕ
( |z − µ|
γ
)
= exp
(
− (z − µ)
2
2γ2
)
As described above, the proposed TNLRD model contains
plenty of free parameters, which can be learned from training
samples. In this work, we train the TNLRD model parameters
in a loss-based learning manner. Given the pairs of degraded
image f and the ground-truth original image ugt, the pa-
rameters are optimized by minimizing certain loss function
`(uT , ugt), which is defined to measure the difference between
the output uT , given by the inference procedure (10) and the
desired output, i.e., the ground-truth ugt.
In summary, the training procedure is formulated as
Θ∗ = argminΘL(Θ) =
S∑
s=1
`
(
usT , u
s
gt
)
s.t.

us0 = f
s
ust = u
s
t−1 −
(
Nk∑
i=1
K¯tiW
t
i
>
φti(W
t
iK
t
iu
s
t−1) + λ
t(ust−1 − fs)
)
t = 1 · · ·T.
(14)
where the parameters Θ = {Θt}Tt=1. Note that we do not
specify the form of the loss function in the training phase at
present. The basic requirement for the loss function is that
it should be differentiable. In our study, we consider two
different loss functions for training, see Section IV-E.
C. Gradients in the training phase for the TNLRD model
Usually, gradient-based algorithms are exploited to solve
the corresponding optimization problem (14) in the training
phase. Therefore, it is important to compute the gradients of
cost function with respect to model parameters Θ for TNLRD.
The gradient of loss function `(uT , ugt) with respect to
parameters in the layer t, i.e., Θt, is computed using back-
propagation technique widely used in neural networks learning
[30],
∂`(uT , ugt)
∂Θt
=
∂ut
∂Θt
· ∂ut+1
∂ut
· · · ∂`(uT , ugt)
∂uT
. (15)
In the case of quadratic loss function, i.e.,
`(uT , ugt) =
1
2
||uT − ugt||22 , (16)
∂`(uT ,ugt)
∂uT
is directly derived from (16),
∂`(uT , ugt)
∂uT
= uT − ugt. (17)
∂ut+1
∂ut
is computed from (10),
∂ut+1
∂ut
= (1− λt+1)I −
Nk∑
i=1
Kt+1i
>
W t+1i
>
ΛiW
t+1
i (K¯
t+1
i )
>,
(18)
where matrix Λi is a diagonal matrix given as Λi =
diag(φt+1i
′
(z1), · · · , φt+1i
′
(zp)), z = W t+1i K
t+1
i ut.
Combining the result of (18) and (15), we arrive at the result
of ∂`(uT ,ugt)∂ut , denoted by
∂`(uT , ugt)
∂ut
= e .
Now, we focus on the computation of the gradients ∂ut∂Θt ,
which are derived from the diffusion procedure (10).
1) Computing ∂`∂λt :
∂ut
∂λt is computed as
∂ut
∂λt
= −(ut−1 − f)>. (19)
Therefore, ∂`∂λt is given as
∂`
∂λt
= −(ut−1 − f)>e . (20)
2) Computing ∂`
∂cti
: Firstly, ∂ut
∂kti
is computed as
∂ut
∂kti
= −
(
Ξ>invY
> + U>t−1W
t
i
>
ΛiW
t
i (K¯
t
i )
>
)
, (21)
where matrix Λi is a diagonal matrix given as Λi =
diag(φti
′
(z1), · · · , φti ′(zp)), z = W tiKtiut−1. Matrix Ut−1 and
Y are constructed from the images ut−1 and y of 2D form,
respectively. For example, Ut−1 is constructed in the way that
its rows are vectorized local patch extracted from image ut−1
for each pixel, such that
ki ∗ ut−1 ⇔ Ut−1ki .
The matrix Y is defined in the same way, and the image y
is given as y = W ti
>
φti(W
t
iK
t
iut−1). Matrix Ξ
>
inv is a linear
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operator which inverts the vectorized kernel k. In the case of
a square kernel k, it is equivalent to the Matlab command
Ξ>invk ⇐⇒ rot90(rot90(k)) .
As a consequence, ∂`
∂kti
is given as
∂`
∂kti
= −
(
Ξ>invY
> + U>t−1W
t
i
>
ΛiW
t
i (K¯
t
i )
>
)
e . (22)
As the filter ki is parameterized by coefficients of ci, we
need to additionally calculate ∂k
t
i
∂cti
, which is computed from
(11),
∂kti
∂cti
=
1
||cti||2
(
I − c
t
i
||cti||2
· (c
t
i)
>
||cti||2
)
· B>. (23)
Combining the results of (23) and (22), we can obtain the
required gradients ∂`
∂cti
.
3) Computing ∂`
∂αti
: ∂ut
∂αti
is computed from (10) and (13),
∂ut
∂αti
= −G>W ti (K¯ti )>, (24)
where Grc = ϕ(
|zr−µc|
γ ), G ∈ Rp×M , r = 1, · · · , p and
c = 1, · · · ,M , z = W tiKtiut−1.
Therefore, ∂`
∂αti
is given as
∂`
∂αti
= −G>W ti (K¯ti )>e . (25)
4) Computing ∂`
∂bti
: Firstly, wti and w¯
t
i are defined as the
vectorized form of matrix W ti and W
t
i
> respectively, holding
that wti = vec(W
t
i ) ∈ Rp
2
and w¯ti = vec(W
t
i
>
) ∈ Rp2 . The
relation between wti and w¯
t
i reads as
w¯ti = Pw
t
i ,
where matrix P is a rearrange matrix.
∂ut
∂wti
is computed from (10),
∂ut
∂wti
= −∂K¯
t
iW
t
i
>
φti(W
t
iK
t
iut−1)
∂wti
= − ∂y
∂wti
(K¯ti )
>,
where y = W ti
>
h, h = φti(z), z = W
t
i uˆ, and uˆ = K
t
iut−1.
In the computation of ∂y
∂wti
, the following relations are useful,
namely
y = W ti
>
h = Hw¯ti
and
z = W ti uˆ = Uˆw
t
i ,
where matrix H and Uˆt−1 are highly sparse, given as
H =

h1 · · · 0h2 · · · 0 · · ·hp · · · 0
0h1 · · · 0h2 · · · · · · 0hp · · ·
...
0 · · ·h1 0 · · ·h2 · · · 0 · · ·hp

and
Uˆ =

uˆ1 · · · 0 uˆ2 · · · 0 · · · uˆp · · · 0
0 uˆ1 · · · 0 uˆ2 · · · · · · 0 uˆp · · ·
...
0 · · · uˆ1 0 · · · uˆ2 · · · 0 · · · uˆp

respectively.
Given that y = W ti
>
h = Hw¯ti ,
∂y
∂wti
is computed as
∂y
∂wti
=
∂h
∂wti
· ∂y
∂h
+
∂w¯ti
∂wti
· ∂y
∂w¯ti
=
∂h
∂wti
W ti + P
>H>,
where ∂h
∂wti
is given as
∂h
∂wti
=
∂z
∂wti
Λi = Uˆ
>Λi,
where Λi = diag(φti
′
(z1), · · · , φti ′(zp)).
Combining these derivation, ∂ut
∂wti
is computed as
∂ut
∂wti
= −
(
P>H> + Uˆ>ΛiW ti
)
(K¯ti )
>. (26)
As W ti is computed from (7),
∂wti
∂ati
is given as,
∂wti
∂ati
=

v>1
v>2
...
v>L
 , (27)
where vj = vec(Vj) ∈ Rp2 , j = 1, 2, · · · , L. Then, we can
obtain ∂`
∂ati
from (26) and (27), given as
∂`
∂ati
=
∂wti
∂ati
· ∂ut
∂wti
· e . (28)
As the non-local filter ai is parameterized by the coefficients
bi as shown in (12), we need to additionally compute
∂ati
∂bti
∂ati
∂bti
=
1
||bti||2
(
I − b
t
i
||bti||2
· (b
t
i)
>
||bti||2
)
. (29)
Combining the gradients in (29) and (28), we can obtain
the required gradient ∂`
∂bti
.
The direct computation of ∂`
∂ati
is quite time-consuming and
memory-inefficient. Benefit from the sparse matrix structure,
matrix H , Uˆ and ∂w
t
i
∂ati
are not constructed explicitly. Therefore,
the computation of ∂`
∂ati
is quite efficient. As mentioned above,
matrix {Vj}Tj=1 are highly sparse, each row of Vj has precisely
one non-zero value, and others are zeros. Therefore, the
computation of ∂`
∂ati
can be interpreted as picking up values
from ∂`
∂wti
indexed by ∂w
t
i
∂ati
. The computation of ∂`
∂wti
can be
further simplified as
∂`
∂wti
= −heˆ> − (diag(W ti eˆ)h′)uˆ>,
where eˆ = (K¯ti )
>e ∈ Rp, h′ is the derivative of h w.r.t. z.
Considering the sparse structure of Vj , the indexing of ∂`∂wti
is actually the indexing of uˆ and eˆ using ∂w
t
i
∂ati
in forms that
described in Table I. The computational complexity of ∂`
∂ati
can
be greatly reduced.
Implementation will be made publicly available after accep-
tance.
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IV. EXPERIMENTAL RESULTS
A. Training of TNLRD models
Concerning the model complexity 2, the stages of inference
T is set to 5; the local filter size m ×m is set to 5 × 5 and
7 × 7; the number of non-local similar patches L is set to 3,
5, 7, 9. The size of searching window is 31× 31. The size of
block matching is 7× 7.
We trained the TNLRD models for Gaussian denoising
problem with different standard deviation σ. We minimize
(14) to learn the parameters of the TNLRD models with
commonly used gradient-based L-BFGS [33]. The gradient of
loss function with respect to parameters can be derived from
(15) - (29). The training dataset of original and noisy image
pairs is constructed over 400 images as [25] [24]. We cropped
a 180 × 180 region from each image, resulting in a total of
400 training images of size 180× 180. In the training phase,
computing the gradients of one stage for 400 images of size
180 × 180 takes about 480s on a server with CPUs: Intel(R)
Xeon E5-2650 @ 2.00GHz (eight cores). We run 200 L-BFGS
iterations for optimization. Therefore, the total training time
for TNLRD57×7×3 model is 5× (200× 480)/3600 = 133.3h.
Implementation will be made publicly available after accep-
tance.
In order to perform a fair comparison to previous works,
i.e., BM3D [21], WNNM [19], NLR-MRF [20] and TNRD
[25], we used the 68 test images in [25], which are original
introduced by [26] and are widely used in image denoising.
We evaluated the denoising performance using PSNR as
[25] and SSIM as [34]. SSIM provides a perceptually more
plausible image error measure, which has been verified in
psychophysical experiments. SSIM values range between 0
and 1, where 1 is a perfect restoration. We also test TNRD
and our TNLRD models on a 9 image set which are collecting
from web, as shown in Fig. 3. The codes of the comparison
methods were downloaded from the authors’s homepage.
B. Influence of parameters initialization
The TNLRD models with different parameters configuration
are denoted as, TNLRD-methodTm×m×L. The method de-
notes the parameters initialization method, tnrd for initializing
from the TNRD models, and plain for initializing from plain
settings. In [20], the author trained NLR-MRF models starting
from MRF models with local spatial clique, i.e., FoE models,
using NSS setting. We followed the same training scheme as
that in [20] for training NLR-MRF. We started from the local
TNRD models by setting ati1 = 1 and a
t
ij = 0, j = 2, ..., L,
and conducted a joint training for parameters of the T steps
inference (10), denoted as TNLRD-tnrdTm×m×L.
We also trained the parameters of TNLRD models via the
greedy training from plain initialization, then jointly trained
the T steps inference (10), denoted as TNLRD-plainTm×m×L.
Greedy training means a strategy that greedily trains a multi-
layer diffusion network layer by layer. In the plain initial-
ization training, we observed that TNLRD models with joint
2While TNLRD models with more stages provide better denoising perfor-
mance, they cost more time in both training and inference phase.
training surpass models obtained in greedy training by 0.55dB
in average. Therefore, it is recommended that joint training
should be conducted after greedy training.
We trained TNLRD models using both parameters initializa-
tion method, and got two models, namely TNLRD-tnrd57×7×5
and TNLRD-plain57×7×5. We evaluated their denoising per-
formance on the 68 test images. Models trained by tnrd
and plain initialization achieve almost the same denoising
performance, i.e., 29.01dB in average. This conclusion holds
for our models with other model capacities. For the sake
of training efficiency 3, in the following experiments, we
mainly discuss the models trained via TNRD initialization,
which is coined as TNLRDTm×m×L omitting the method in
TNLRD-methodTm×m×L.
C. Influence of number of non-local similar patches
In this subsection, we investigate the influence of different
number of non-local similar patches L for both TNLRD55×5×L
and TNLRD57×7×L.
As described above, the TNRD model can be treated as a
special case of the TNLRD model with L = 1. Therefore, in
the training phase, the TNLRD model can be initialized from
its local version. The denoising performance of the trained
TNLRD models with different configurations are illustrated in
Fig. 4. One can see that the performance of the trained models
is improved when L increases, and is degraded when L contin-
ues to increase. A performance peak exists. for TNLRD55×5×L,
it is L = 5; for TNLRD57×7×L, it is L = 7. While a peak
exists, the performance gap is within 0.05dB. For the sake
of computational efficiency 4, in the rest of this section, we
set L = 5. TNLRD55×5×5 surpasses TNRD
5
5×5 about 0.14dB.
TNLRD57×7×5 surpasses TNRD
5
7×7 about 0.10dB.
Fig. 5 shows the trained local and non-local filters of
TNLRD57×7×5 in the first and last inference stage, in the train-
ing of Gaussian denoising with σ = 25. In most of the non-
local filters, the first element is near 1, while the rest are near
zero, for example [0.999, 0.001,−0.018,−0.010,−0.027]>;
while in some of the non-local filters, the first ele-
ment is of the same scale with the rest, for example
[0.915, 0.185, 0.194, 0.178, 0.243]>. The former non-local fil-
ters are related with simple local filters, for example the
directional derivatives. The later non-local filters are related
with complex local filters, hence all the local filter response
of the similar patches are useful.
D. Influence of filter size
We also investigate the influence of filter size, as shown in
Fig. 4. The increasing of the filter size from 5 × 5 to 7 × 7
brings an average 0.11dB improvement. In the evaluating of
denoising performance, we prefer TNLRD57×7×5 model as it
provides better trade-off between performance and run time.
E. Influence of loss function
In [35], [36], the loss function for discriminative training
is SSIM instead of L2 for image inpainting and denoising
3The plain initialization with greedy and joint training is more time
consuming than the TNRD initialization which only conducts joint training.
4Larger L will take more time for both training phase and test phase.
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Fig. 3. 9 image set which are collecting from web.
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Fig. 4. Influence of the number of non-local similar patches L and filter
size m × m. The green dash line with red diamond markers donates the
performance of filter size with 7× 7, and cyan dash line with magenta circle
markers denates the performance of filter size with 5 × 5. TNRD can be
regarded as a specical case of TNLRD with L = 1.
TABLE II
INFLUENCE OF DIFFERENT LOSS FUNCTION L2 AND SSIM FOR IMAGE
DENOISING WITH σ = 15, 25 AND 50. AVERAGE PSNR (DB) AND SSIM
ON 68 IMAGES FOR EACH σ.
Inference
Training
σ = 15 σ = 25 σ = 50
L2 SSIM L2 SSIM L2 SSIM
PSNR 31.50 0.8852 29.01 0.8201 26.06 0.7094
SSIM 31.31 0.8864 28.83 0.8219 25.80 0.7113
respectively. The trained models with SSIM loss function
may provide visually more plausible results. Inspired by these
works, we trained our TNLRD models using SSIM loss
function as [34]. In the case of σ = 25, the trained TNLRD
models via SSIM loss achieves SSIM result of 0.8219, while
the corresponding average PSNR is 28.83dB, as shown in
Table II. The TNLRD models with the same capacity trained
via the L2 loss, achieves a result of SSIM = 0.8201 and PSNR
= 29.01dB. As shown in Fig. 6, the TNLRD models trained via
SSIM loss offer sharper image than that trained via L2 loss.
SSIM loss function benefits the TNLRD models to produce
more visually plausible denoising results. From Table III, we
note that our TNLRD models trained via SSIM loss achieve
competitive performance with WNNM in terms of PSNR, and
provide better recovered images in terms of SSIM. We also
note that, compared with models trained via SSIM loss, models
trained via L2 loss achieve competitive performance in terms
of SSIM, and superior performance in terms of PSNR. Bearing
these in mind, in the following comparison with other image
denoising methods, we prefer the models trained with L2 loss.
(a) 48 local filters of size 7 × 7 and the corresponding non-local filters of
size 1× 5 in stage 1
(b) 48 local filters of size 7 × 7 and the corresponding non-local filters of
size 1× 5 in stage 5
Fig. 5. Trained local and non-local filters (in the first and last stage) of
TNLRD57×7×5 model for the noise level σ = 25. The 1-D vectors below the
local filters are the corresponding non-local filters. In most of the non-local
filters, the first element is near 1, while rest are near zero.
TABLE III
AVERAGE PSNR(DB) ON 68 IMAGES FROM [25] FOR IMAGE DENOISING
WITH σ = 15, 25 AND 50.
σ
Method
BM3D WNNM NLR-MRF TNRD TNLRD* TNLRD**[21] [19] [20] [25]
15 31.08 31.37 30.97 31.42 31.50 31.31
25 28.56 28.83 28.48 28.91 29.01 28.83
50 25.62 25.83 25.38 25.96 26.06 25.80
* trained with L2 loss.
** trained with SSIM loss.
F. Denoising
The above training experiments are conducted on Gaussian
noise level σ = 25. We also trained the proposed TNLRD
models for the noise level σ = 15 and σ = 50. After training
the models, we evaluated them on the 68 test images used
in [25]. We also tested the TNRD models and our TNLRD
models on the 9 test image set.
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(a) original (b) noisy (c) BM3D (27.98dB, 0.7642) (d) WNNM (28.24dB, 0.7706)
(e) NLR-MRF (27.92dB, 0.7567) (f) TNRD (28.29dB, 0.7758) (g) TNLRD (28.39dB, 0.7821, L2
loss)
(h) TNLRD (28.17dB, 0.7830, SSIM
loss)
(i) original (j) noisy (k) BM3D (27.98dB, 0.7642) (l) WNNM (28.24dB, 0.7706)
(m) NLR-MRF (27.92dB, 0.7567) (n) TNRD (28.29dB, 0.7758) (o) TNLRD (28.39dB, 0.7821, L2
loss)
(p) TNLRD (28.17dB, 0.7830, SSIM
loss)
Fig. 6. Denoising results comparison in 68 test images for σ = 25. From left to right and from top to down, the images are produced by original, noisy,
BM3D, WNNM, NLR-MRF, TNRD, TNLRD trained with L2 loss and TNLRD trained with SSIM loss. The values in the blankets are PSNR and SSIM
values respectively. The recover comparisons of the texture region are marked with red boxes.
The denoising performance on the 68 test images is sum-
marized in Table III and IV, compared with some recent
state-of-the-art denoising algorithms. As illustrated in Table
III and Fig. 12, the proposed TNLRD models outperform the
TNRD models by almost 0.1dB, BM3D by 0.45dB, WNNM
by 0.18dB and NLR-MRF by 0.53dB. In Fig. 6 (i-p), we
can see that our TNLRD models recover more clear stems
in the sea anemone than the TNRD models. While BM3D
and WNNM tend to over-smooth texture regions, our TNLRD
models produce sharper recovered image. In Fig. 7 (i-p),
we can also see that clear and straight steel structures are
recovered by our TNLRD models, while the TNRD models
tends to offer the over-smooth results in the texture regions.
The same phenomenon can be also found in the recovered
image produced by BM3D and WNNM. Taking a close look
at the recovered images produced by BM3D, WNNM and
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(a) original (b) noisy (c) BM3D (27.09dB, 0.8182) (d) WNNM (27.47dB, 0.8326)
(e) NLR-MRF (26.66dB, 0.8015) (f) TNRD (27.34dB, 0.8352) (g) TNLRD (27.61dB, 0.8460, L2
loss)
(h) TNLRD (27.35dB, 0.8480, SSIM
loss)
(i) original (j) noisy (k) BM3D (27.09dB, 0.8182) (l) WNNM (27.47dB, 0.8326)
(m) NLR-MRF (26.66dB, 0.8015) (n) TNRD (27.34dB, 0.8352) (o) TNLRD (27.61dB, 0.8460, L2
loss)
(p) TNLRD (27.35dB, 0.8480, SSIM
loss)
Fig. 7. Denoising results comparison in 68 test images for σ = 25. From left to right and from top to down, the images are produced by original, noisy,
BM3D, WNNM, NLR-MRF, TNRD, TNLRD trained with L2 loss and TNLRD trained with SSIM loss. The values in the blankets are PSNR and SSIM
values respectively. The recover comparisons of the texture region are marked with red boxes.
TNRD, one can see some artifacts in the plain regions.
We also compared our TNLRD model with these methods
for cases of σ = 15 and σ = 50, as shown in Table III.
When the image is heavily degraded by the noise, i.e., σ is
getting larger, the local methods, e.g., the TNRD model, can
not collect enough information for inference, and may create
artifacts and remove textures. On the contrary, the non-local
methods collect more information, and tackle the artifacts and
preserve textures. We show some denoising examples with
σ = 50 in Fig. 8 and 9.
We also compare our TNLRD and TNRD on the 9 test
images collected from web. In Fig. 10 (e-h), we can see that
our TNLRD models recover the vertical lines more clear than
the TNRD models. In Fig. 11 (e-h), we can see that our
TNLRD models recover the window structures more precisely
than the TNRD models. In Fig. 13, we can conclude that our
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TABLE IV
AVERAGE SSIM ON 68 IMAGES FROM [25] FOR IMAGE DENOISING WITH
σ = 15, 25 AND 50.
σ
Method
BM3D WNNM NLR-MRF TNRD TNLRD* TNLRD**[21] [19] [20] [25]
15 0.8717 0.8759 0.8699 0.8821 0.8852 0.8864
25 0.8013 0.8084 0.7972 0.8152 0.8201 0.8219
50 0.6864 0.6981 0.6665 0.7024 0.7094 0.7113
* trained with L2 loss.
** trained with SSIM loss.
(a) original (b) noisy
(c) TNRD (25.05dB, 0.7431) (d) TNLRD (25.25dB, 0.7521)
(e) original (f) noisy (g) TNRD (h) TNLRD
Fig. 8. Denoising results comparison in 68 test images for σ = 50. From left
to right and from top to down, the images are produced by original, noisy,
TNRD and TNLRD. The values in the blankets are PSNR and SSIM values
respectively.
TNLRD models surpass the TNRD models for each test image.
The average PSNR produced by our TNLRD and TNRD
models are 32.46dB and 32.24dB respectively.
From the detailed comparison with some state-of-the-art
denoising methods, especially the newly proposed TNRD, we
can conclude that our TNLRD models offer better quality and
quantity performance in Gaussian denoising.
V. CONCLUSION
In this paper, we propose trainable non-local reaction dif-
fusion models for image denoising. We introduce the NSS
prior as non-local filters to the TNRD models. We train the
models parameters, i.e., local linear filters, non-local filters
and non-linear influence functions, in a loss-based learning
scheme. From the comparison with the state-of-the-art image
denoising methods, we concluded that our TNLRD models
achieve superior image denoising performance in terms of both
(a) original (b) noisy (c) TNRD
(22.43dB, 0.7262)
(d) TNLRD
(22.61dB, 0.7417)
(e) original (f) noisy (g) TNRD (h) TNLRD
Fig. 9. Denoising results comparison in 68 test images for σ = 50. From left
to right and from top to down, the images are produced by original, noisy,
TNRD and TNLRD. The values in the blankets are PSNR and SSIM values
respectively.
(a) original (b) noisy
(c) TNRD (37.82dB) (d) TNLRD (38.41dB)
(e) original (f) noisy (g) TNRD (h) TNLRD
Fig. 10. Denoising results comparison of 2th in 9 test images. From left
to right and from top to down, the images are produced by original, noisy,
TNRD and TNLRD.
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(a) original (b) noisy
(c) TNRD (28.61dB) (d) TNLRD (28.77dB)
(e) origi-
nal
(f) noisy (g)
TNRD
(h)
TNLRD
Fig. 11. Denoising results comparison of 3th in 9 test images. From left
to right and from top to down, the images are produced by original, noisy,
TNRD and TNLRD.
PSNR and SSIM. Our TNLRD models also provide visually
plausible denoised image with less artifacts and more textures.
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