We propose a three-dimensional Gaussian denoising scheme for application to color video frames. The time is selected as a third dimension. The algorithm is developed using fuzzy rules and directional techniques. A fuzzy parameter is used for characterization of the difference among pixels, based on gradients and angle of deviations, as well as for motion detection and noise estimation. By using only two frames of a video sequence, it is possible to efficiently decrease Gaussian noise. This filter uses a noise estimator that is spatio-temporally adapted in a local manner, in a novel way using techniques mentioned herein, and proposing a fuzzy methodology that enhances capabilities in noise suppression when compared to other methods employed. We provide simulation results that show the effectiveness of the novel color video denoising algorithm.
Introduction
All pixels in digital color video frames are commonly affected by Gaussian-type noise due to the behavior of the image acquisition sensor; in accordance with this, we make the following assumptions as to the noise:
where x β represents the original pixel component value, β = {Red, Green, Blue} are the notations on each pixel color component (or channel), and σ is the standard deviation of the noise. In our case, the Gaussian function is independently used on the pixel component of each channel of the frame in order to obtain the corrupted video sequence. A pre-processing procedure to reduce noise effect is the main stage of any computer vision application. It should include procedures to reduce the noise impact in a video without degrading the quality, edges, fine detail, and color properties.
The current proposal is an attempt to enhance the quality while processing the color video sequences corrupted by Gaussian noise; this methodology is an extension of the method proposed for impulsive noise removal [1] . There exist numerous algorithms that perform the processing of 3D signals using only the spatial information [2] . Other applications use only the temporal information [3, 4] ; an example is one that uses wavelet procedures to reduce the delay in video coding [5] . There exist also some interesting applications that use spatio-temporal information [6] [7] [8] [9] [10] [11] [12] [13] . The disadvantage of these 3D solutions is that they often require large memory and may introduce a significant time delay in cases where there is a need for more than one frame to be processed. This is undesirable in interactive applications such as infrared camera-assisted driving or videoconferencing. Moreover, full 3D techniques tend to require more computation than separable ones, and their optimal performance can be very difficult to determine. For example, integrating video coding and denoising is a novel processing paradigm and brings mutual benefits to both video processing tools. In Jovanov et al. [14] , the main idea is the reuse of motion estimation resources from the video coding module for the purpose of video denoising. Some disadvantages of the work done by Dai et al. [15] is that they use a number of reference frames that increases the computational charge; the algorithm MHMCF was originally applied to grayscale video signal; and in the paper referenced [14] , it was adapted to color video denoising, transforming the RGB video in a luminance color difference space proposed by the authors.
Other state-of-the-art algorithms found in literature work in the same manner; for example in Liu and Freeman [16] , a framework that integrates robust optical flow into a non-local means framework with noise level estimation is used, and the temporal coherence is taken into account in removing structured noise. In the paper by Dabov et al. [17] , it is interesting to see how they propose a method based on highly sparse signal representation in local 3D transform domain; a noisy video is processed in blockwise manner, and for each processed block, they form data array by stacking together blocks found to be similar to the currently processed one. In [18] , Mairal et al. presented a framework for learning multiscale sparse representations of color images and video with overcomplete dictionaries. They propose a multiscaled learned representation obtained by using an efficient quadtree decomposition of the learned dictionary and overlapping image patches. This provides an alternative to predefined dictionaries such as wavelets.
The effectiveness of the algorithm designed is justified by comparing it with four other state-of-the-art approaches: 'Fuzzy Logic Recursive Spatio-Temporal Filter' (FLRSTF), where a fuzzy logic recursive scheme is proposed for motion detection and spatio-temporal filtering capable of dealing with Gaussian noise and unsteady illumination conditions in both the temporal and the spatial directions [19] . Another algorithm used for comparison is the 'Fuzzy Logic Recursive Spatio-Temporal Filter using Angles' (FLRSTF_ANGLE). This algorithm uses the angle deviations instead of gradients as a difference between pixels in the FLRSTF algorithm. The 'Video Generalized Vector Directional Filtering in Gaussian Denoising' (VGVDF_G) [20] is a directional technique that computes the angle deviations between pixels as a difference criterion among them. As a consequence, the vector directional filters (VDF) do not take into account the image brightness when processing the image vectors. Finally, the 'Video Median M-type K-Nearest Neighbor in Gaussian Denoising' filter (VMMKNN_G) [21, 22] uses order statistics techniques to characterize the pixel differences.
The proposed algorithm employs only two frames in order to reduce the computational processing charge and memory requirements, permitting one to produce an efficient denoising framework. Additionally, it applies the relationship that the neighboring pixels have to the central one in magnitude and angle deviation, connecting them by fuzzy logic rules designed to estimate the motion and noise parameters. The effectiveness of the present approach is justified by comparing it with four state-of-theart algorithms found in literature as explained before.
The digital video database is formed by the Miss America, Flowers, and Chair color video sequences; this database is well known in scientific literature [23] . Frames were manipulated to be 24 bits in depth to form true-color images with 176 × 144 pixels, in order to work with the Quarter Common Intermediate Format (QCIF). These video sequences were selected because of their different natures and textures. The database was contaminated by Gaussian noise at different levels of intensity for each channel in an independent manner. This was used to characterize the performance, permitting the justification of the robustness of the novel framework.
Proposed fuzzy design
The first frame of the color video sequence is processed as follows. First, the histogram and the mean value x β À Á for each pixel component are calculated, using a 3 × 3 processing window. Then, an angle deviation between two vectors x and x c ð Þ containing components in the Red, Green, and Blue channels is computed as θ c ¼ A
x; x c ð Þ, where θ c ¼ cos
n o is the angle deviation of the mean value vector x ð Þ with respect to the central pixel vector (x c ) in a 3 × 3 processing window. Color-image processing has traditionally been approached in a componentwise manner, that is, by processing the image channels separately. These approaches fail to consider the inherent correlation that exists between the different channels, and they may result in pixel output values that are different from the input values with possible shifts in chromaticity [24] . Thus, it is desirable to employ vector approaches in color image processing to obtain the angle deviations.
The angle interval [0, 1] is used to determine the histogram. The pixel intensity takes values from 0 to 255 in each channel; the angle deviation θ c for any given pixel with respect to another one falls within the interval 0; are not taken into account in forming the histogram. Therefore, the noise estimator is obtained using only values inside this interval; this is to avoid the smoothness of some details and improve the criteria results.
It is common practice to normalize a histogram by dividing each of its components by the total number of pixels in the image; this is an estimate of the probability of occurrence of intensity levels in the image. Using this same principle, we propose the use of a normalized histogram based on angle deviations; this normalized histogram being an estimate of the probability of occurrence of the angle deviations between pixels. The procedure used to obtain the histogram is that of using the vectorial values: if [(F − 1)/255] ≤ θ c ≤ [F/255], the histogram is increased by '1' in the F position; the parameter F increases from 1 to 255; if the aforementioned condition does not hold for the range of F, the histogram remains unchanged for F, where θ c is the angle deviation of the central pixel with respect to one of its neighboring pixel. The parameter F is proposed only to determine to which value of pixel intensity in a histogram the angle deviation belongs.
After obtaining the histogram, the probability of occurrence for each one of the elements of the histogram must be cal- parameter is used as the noise estimator for the purpose of decreasing Gaussian noise only for the first frame of the video sequence. In this step of the algorithm, σ 0 β is the same for all three channels of a color image for the general process of the Gaussian denoising algorithm, as Figure 1 indicates. The SD parameter is used to find the deviations representing the data in its distribution from the arithmetic mean. This is in order to present them more realistically when it comes to describing and interpreting them for decision-making purposes. We estimate the SD parameter of the Gaussian noise from the input video sequence only for the first frame (t = 0) and subsequently try to adapt the SD to the input video and noise changes by spatio-temporal adaptation of the noise estimator SD.
To summarize, we use the SD parameter as an estimate of the noise to be applied in the spatial algorithm, which will be renewed on a temporary adaptive filter in order to ultimately generate an adaptive spatio-temporal noise estimator.
Spatial algorithm
The spatial algorithm allows one to estimate the angle deviation of the neighboring pixels with respect to the central one. The results are adjusted according to the processing windows used (see Figure 2b ). This methodology was developed to effectively identify uniform areas within the image to be processed with a fast processing algorithm, like the 'Mean Weighted Filtering Algorithm' described below.
The [25] is selected, one processes the pixel's intensity components of the 3 × 3 window sample using Equation 2. This procedure is used because the angle deviation between the pixels is very small, which could indicate a uniform region where it is likely that there are no edges and details which may be softened. Thus, the use of the Mean Weighted Filtering Algorithm is proposed. Taking into account the fact that the relationship between a distance measure (angle deviation) is generally exponential, a sigmoidal linear membership function is suggested and a fuzzy weight 
where N = 8 represents the number of data samples to be taken into account and it is in agreement with Figure 2 ; the fuzzy weight computed will produce an output in the interval [0,1], and it corresponds to each angle deviation value computed excluding the central angle deviation. If the Spatial Filtering Algorithm was selected, it probably means that the sample contained edges and/or fine details. To implement this filter, the following methodology is proposed. The procedure consists of computing a new locally adapted SD (σ β ) for each plane of the color image, using a 5 × 5 processing window (see Figure 2a) . In addition, the local updating of the SD should be undertaken according to the following condition:
β was previously defined. This is most likely because the sample has edges and details, presenting a large value of dispersion among the pixels, so the largest SD value describes best this fact.
To provide a parameter indicating the similarity between the central and neighboring pixels, a gradient (∇) was defined. This parameter describes the magnitude differences between pixels, and the gradient is applied to each β component of the noisy color frame independently, as follows:
where the pair (k, l) (with k, l ∈ {−1, 0, 1}) represents each of the eight cardinal directions, and (i, j) is the center of the gradient. This leads to the main values (see Figure 3 ) [19] . The eight gradient values according to the eight different directions (or neighbors) are called main gradient values. To provide more robustness to the algorithm, and avoid image blurring, the use of two related gradient values in the same direction is proposed. We assume that in case an edge like image structure extends in a certain direction γ = {N, S, E, W, SE, SW, NE, NW}, it leads to large derivative values perpendicular to the direction γ at the current pixel position (i, j) and at the neighboring pixels as well, in other words; these values are determined making use of a right angle with the direction of the main gradient. For example (see Figure 3a) , in the SE direction (for (k, l) = (1, 1) and (i, j) = (0, 0)), we calculate the main gradient value
In such a manner, by taking into account those three derivative values for each direction (and combining them in a fuzzy logic manner), we distinguish local variations due to noise from those due to the edge-like image structures. The two derived gradient values are used to distinguish noisy pixels from edge pixels; when all of these gradients are larger than a predefined threshold T β , (i, j) is considered to be a noisy pixel and must be filtered out.
Subsequently, the following condition should be verified: IF ∇ γβ(M,D1,D2) < T β (where T β = 2 · σ β ), THEN a membership value using ∇ γβ(M,D1,D2) is computed; otherwise, the membership value is 0. The threshold value T β is obtained experimentally according to the PSNR and MAE criteria: γ represents each of the eight cardinal points, and ∇ γβ(M,D1,D2) represents each of the values computed for each of the neighboring pixels with respect to the central one, within a sliding window. These gradients are called 'main gradient values'. Two 'derived gradient values' are employed, avoiding the blurring of the image in the presence of an edge instead of a noisy pixel.
The detailed methodological procedures used to compute the main and derived gradient values for the eight cardinal directions are described by Zlokolica et al. [19] . If ∇ γβ(M,D1,D2) < T β for each of the three gradient values (the main and derived according to Figure 3a) , then the angle deviation is calculated in the corresponding direction (γ). This means that if the main and derived gradient values are of a lower value than the threshold (T β ), one gets the angle deviations from the values for the three gradients; however, if any of these values do not satisfy the condition, the angle deviation is set to 0 for the values that do not comply.
Another way to characterize the difference between pixels is by calculating the angle deviation from the central pixel and its neighbors; this is called the main and derived vectorial values. Calculated angle deviations in the cardinal directions are taken as the weight values for each color plane of an image (Equation 3). These weights provide a relationship between pixels in a single plane at a given angle deviation. Equation 3 illustrates the calculation of the angle deviation to obtain the weight values, where
; these values range from 0 to 1 according to Figure 3b .
where x γβ(M,D1,D2) is the pixel component in the associated direction. For example, for the x γβM component of the pixel, the coordinate is (0, 0) as shown in Figure 3a . Therefore, for component x ' γβM , the coordinate should be (1, 1) for the 'SE' cardinal direction, and so on. This parameter indicates that the smaller the difference in angle between the pixels involved, the greater the weight value of the pixel in the associated direction. Finally, the main and derived vectorial gradient values are used to find a degree of membership using membership functions, which are functions that return a value between 0 and 1, indicating the degree of membership of an element with respect to a set (in our case, we define a BIG fuzzy set). Then, we can characterize the level of proximity of the components of the central pixel with respect to its neighbors, and see if it is a noisy or in motion component, or free of motion and/or low noise.
As mentioned above, we have defined a BIG fuzzy set; it will feature the presence of noise in the sample to be processed. The values that belong to this fuzzy set, in whole or in part, will represent the level of noise present in the pixel.
The membership function used to characterize the 'main and derived vectorial gradient values' is defined by:
A fuzzy rule is created from this membership function, which is simply the application of the membership function by fuzzy operators. In this case, fuzzy operator OR is defined as OR(
Each pixel has one returned value defined by the level of corruption present in the pixel. That is, one says 'the pixel is corrupted' if its BIG membership value is 1, and 'the pixel is low-noise corrupted' when its BIG membership value is 0. The linguistics 'the pixel is corrupted' and 'the pixel is low-noise corrupted' indicate the degree of belonging to each of the possible states in which the pixel can be found.
From the fuzzy rules, we obtain outputs, which are used to make decisions. The function defined by Equation 4 returns values between 0 and 1. It indicates how the parameter behaved with respect to the proposed fuzzy set. Finally, the following fuzzy rule is designed to connect gradient values with angle deviations, thus forming the 'fuzzy vectorial-gradient values'.
Fuzzy rule 1 helps to detect the edges and fine details using the membership values of the BIG fuzzy set obtained by Equation 4 . The fuzzy values obtained by this rule are taken as fuzzy weights and used in a fast processing algorithm to improve the computational load. This fast processing algorithm is defined by means of Equation 5 .
Fuzzy rule 1: the fuzzy vectorial-gradient value is defined as ∇ γβ α γβ , so: IF ((∇ γβM , α γβ ) is BIG AND (∇ γβD1 , α γβD1 ) is BIG) OR ((∇ γβM , α γβ ) is BIG AND (∇ γβD2 , α γβD2 ) is BIG), THEN ∇ γβ α γβ is BIG. In this fuzzy rule, the ' AND' and 'OR' operators are defined as algebraic operations, consequently: AND = A · B, and OR = A + B − A · B. The fuzzy weights are used in the fast algorithm as a final step in the noise suppression of the spatial algorithm; the fast algorithm is defined as an averaging procedure with weights as follows:
where x γβ represents each component magnitude of the neighboring pixels around the central pixel within the pre-processing window (Figure 2b ) in the respective cardinal direction, and y βout is the output of the spatial algorithm applied to the first frame of the video sequence. From this, we obtain the first spatially filtered t frame which is then passed to the temporal algorithm, joined to the t + 1 frame according to the scheme described in Figure 1 .
Temporal algorithm
The outlined spatial algorithm smoothes Gaussian noise efficiently but still loses some of the image's fine details and edges. To avoid these undesirable outputs, a temporal algorithm is proposed. To design such an algorithm, only two frames of the video sequence are used. The spatially filtered t frame obtained with the methodology developed in Section 2 is used once in order to provide the temporal algorithm of a filtered t frame to be used for reference to enhance the capabilities of the temporal algorithm from the first frame of the video stream without losing significant results, and the corrupted t + 1 frame of the video sequence. The temporal algorithm, like the spatial algorithm, is governed by fuzzy rules to help detect the noise and motion present between pixels of two frames (t and t + 1), thus avoiding the loss of important features of video frames. The proposed fuzzy rules are used for each color plane of the two frames (t and t + 1) independently. In the same way as the spatial algorithm, the gradient and the angle deviation values are calculated in order to characterize the difference between pixels in the two frames of the video sequence. These values are related to the central pixel x tþ1 βc with respect to its neighbors in frames t and t + 1 and are computed as follows:
i; j ¼ 0; …; N; where N ¼ 8;
This is better understood with an example, as illustrated in Figure 4 , for the case where β = Red (R), and i = j = 2.
Similarly defined as was the BIG fuzzy set, this set is defined as the SMALL fuzzy set. The same meanings for the expressions 'the pixel is corrupted' and the 'the pixel is low-noise corrupted' apply, but in the opposite direction. Assuming that a fuzzy set is totally characterized by a membership function, the membership function μ SMALL (in the SMALL fuzzy set) is introduced to characterize the values associated with no movement and low-noise presence. By doing this, one can have a value between [0, 1] in order to measure the membership value with respect to the SMALL fuzzy set, where the value of 1 implies that the sample has no movement and low noise presence, and the value of 0 implies the opposite.
Thus, two fuzzy sets separately defined as BIG and SMALL are used to characterize the level of noise and/ or movement in the sample processing. The membership functions μ BIG and μ SMALL , for gradients and angle deviations used by the temporal algorithm, are defined by the following expressions [25] :
when χ = θ βγ for angle deviations, one has to select the parameters, standard deviation σ = 0.3163, mean μ 1 = 0.2, and mean μ 2 = 0.615; when χ = ∇ βγ for gradient values, select the parameters, standard deviation σ = 31.63, mean μ 1 = 60, and mean μ 2 = 140. The parameter values were obtained through extensive simulations carried out on the color video sequences used in this study. The idea was to find the optimal parameter values according to the PSNR and MAE criteria. The procedure used to compute the optimal values of the parameters in the event that χ = θ βγ is selected was the beginning and variation of standard deviation starting with the value 0.1, so the PSNR and MAE criteria could reach their optimal values while maintaining the fixed values of μ 1 = 0.1 and μ 2 = 0.1. Once we have the optimal values of PSNR and MAE, the parameter of standard deviation is fixed and μ 1 subsequently increases until it reaches the optimal values for the PSNR and MAE criteria. Finally, upon the fixing of the standard deviation and μ 1 , the μ 2 is varied until it again reaches the optimal values for the PSNR and MAE criteria. The same approach is used to calculate the values of the parameters when the event χ = ∇ βγ is selected, based on the PSNR and MAE criteria. These experimental results were obtained using the well-known Miss America and Flowers color video sequences. The fuzzy rules illustrated in Figure 5 are designed to detect, pixel by pixel, the presence of motion. First, the motion relative to the central pixel in the t + 1 frame is detected, using the pixels in the t frame; then, motion detection is performed on a pixel basis in both frames; and finally, this procedure applies only to the pixels of the t + 1 frame. Following this, the procedure for the proposed fuzzy rules is described in Figure 5 ; these fuzzy rules allow the analyst to characterize the presence of motion and/or noise in the sample in order to determine which procedure to utilize during the image processing.
The fuzzy rules of Figure 5 were designed to characterize, in a fuzzy directional manner, the relationship between pixels in a sliding window using two frames. Hence, the movement and the noise level presence in the central pixel of the sample are found. To understand the meaning of these fuzzy rules, the following situation is assumed: if the fuzzy directional values obtained by the membership function for the SMALL fuzzy set are close to one, then there is neither motion nor low-noise presence in the central pixel component. Conversely, if the values of the membership function are close to one for the BIG fuzzy set, the central pixel component is noisy and/or presents motion. Thus, for fuzzy rule 2, the values SMALL, BIG, and BIG (SBB) characterize a pixel in motion, in such a way that the first value characterizes the closeness of a SMALL component to the central pixel in the t + 1 frame with the pixel component of a neighbor in the t frame; the first BIG value indicates that the component of the pixel in the t frame and the component of the pixel in the t + 1 frame are unrelated; and the second BIG conveys that the value of the component of the pixel of the t + 1 frame, with respect to the component of the central pixel of the t + 1 frame shows some difference, therefore this pixel is highly likely to belong to an edge and/or is in motion. These findings reinforce the correctness of the parameters obtained for other neighboring component pixels. In this way, the relationship of proximity between the central pixel of the t + 1 frame with respect to the neighboring pixels of the t and t + 1 frames is obtained.
This study also aims at improving performance over computational resources of the algorithm making the distinction among different areas, especially, finding areas of an image that could be processed by a magnitude filter without affecting the fine image details and other image characteristics. The procedure to accomplish this is as follows: the sample standard deviation that includes the 3 × 3 × 2 pre-processing window for each color channel in the t and t + 1 frames is calculated, thereby obtaining the parameter σ } β . This is described as the temporal SD because it is calculated over two frames (t and t + 1) of the video sequence. The procedure to calculate σ } β is similar to that used in Section 2 but applied to a 3 × 3 × 2 sample consisting of both frames. Then, it is compared with the SD σ Filter is utilized. The AND operator therein is the 'logical AND'. Here, the value 0.4 in the condition sentence is selected to distinguish different areas containing fine details from those showing a uniform pattern. This value was found experimentally, according to the optimal PSNR and MAE values. Therefore, the application of the Mean Filter Algorithm implies that the uniform area is under processing:
where x βi represents each one of the pixels in a 3 × 3 × 2 pre-processing window, N = 17 is selected to take into account all pixel components in the two frames to be processed. The general standard deviation used in this stage of the algorithm was adapted locally according to the pixels that agree with Figure 5 in the current sample. To acquire a new locally adapted SD, which will be used in the next frame of video sequence, a sensitive parameter α must be introduced describing the current distribution of the pixels and featuring a measure of temporal relationship between the t and t + 1 frames. The main idea of the sensitive parameter is to control the amount of filtering; this parameter modifies its value on its own to agree with the locally adapted SD. The same parameter allows the upgrading of the SD that helps to describe the relationship in the frames t and t + 1, producing a temporal parameter. When the Mean Filter is applied, the sensitivity parameter value is α = 0.125.
In case there is a drastic change in the fine details, edges, and movements in the current samples, these will be reflected in their parameter values -such as the membership functions, the SD, and the sensitivity parameters, as well as in their fuzzy vectorial-gradient values. The consequences, which are applied for each fuzzy rule, are based on the different conditions present in the sample.
The updating of the general standard deviation that should be used in the processing of the next frame is performed according to the expression:
The aim of this equation is to control the locally adapted spatial SD and, in the same manner, control the temporal SD which will, on its turn, control the amount of filtering modifying the T β threshold as will be shown later.
Parameters σ 0 β ; σ 00 β ; and σ total describe how the pixels in the t and t + 1 frames are related to each other in a spatial this is the average value of the temporal SD using the three color planes of the images. This relationship is designed to have the other color components of the image contribute to the sensitivity parameter. The structure of Equation 11 can be illustrated using an example: if the Mean Filter Algorithm was selected for application instead of fuzzy rules 2, 3, 4, and 5, the sensitive parameter α = 0.125 used for the algorithm describes that the t and t + 1 frames are closely related. This means that the pixels in the t frame bear low noise due to the fact that the spatial algorithm was applied to this frame (see Subsection 2.1) and that the pixels in the t + 1 frame are probably low-noise too. However, at this time, because the t frame has only been filtered by the spatial algorithm (see Subsection 2.1), it seems better to increase the weight obtained by the t frame in the spatial SD σ The application of fuzzy rules to pixels allows a better preservation of the inherent characteristics of the color images. The following methodology is based on these concepts, using the pixels indicated by each fuzzy rule in the process of noise suppression. That is: if the number of pixels presented in the next condition, (1) IF {(# pixels SBB > # pixels SSS )AND(# pixels SBB > # pixels BBB ) AND(# pixels SBB > # pixels BBS )}, is the biggest as compared to the other ones in the following IF conditions: (2) IF {(# pixels SSS > # pixels SBB )AND(# pixels SSS > # pixels BBB ) AND(# pixels SSS > # pixels BBS )}, (3) IF {(# pixels BBS > # pixels SBB )AND(# pixels BBS > # pixels SSS )AND(# pixels BBS > # pixels BBB )}, and (4) IF {(# pixels BBB > # pixels SBB )AND (# pixels BBB > # pixels SSS )AND(# pixels BBB > # pixels BBS )}, the following methodology is applied to only those pixels that fulfill the condition:
where x t βi , and x tþ1 βi represent each pixel in the t and t + 1 frames that fulfills the assumed fuzzy rule conditions, respectively, with α = 0.875. For a better understanding of the use of fuzzy rules, see Figure 6 . The following equations are used in cases where the largest number of pixels compared to the others is, for example, in case of the second condition (if #pixels SSS is the biggest, that means: # pixels SSS > # pixels SBB > # pixels BBB > # pixels BBS ) we perform:
where α = 0.125; or for the third condition (# pixels BBS is the biggest):
where α = 0.875. Finally, for the fourth condition (# pixels BBB is the biggest), when the number of pixels (# pixels) with BBB βi value is the biggest, the next algorithm is performed: Procedure 1: consider the nine fuzzy vectorial-gradient values obtained from the BBB βi values. The central value is selected along with the three neighboring fuzzy values in order to detect the motion. The conjunction of the four subfacts is performed, which are combined by a triangular norm [19] . The intersection of all possible combinations of BBB βi and three different neighboring membership degrees
gives 56 values to be obtained:
where N = 9, and with K = 3 elements are to be included in the intersection process. The values are added using an algebraic equation (sum = A + B − A · B) [19] of all instances in order to obtain the motion-noise confidence parameter. The motion-noise confidence parameter is used to update the SD and to obtain the output pixel by means of the next algorithm: Finally, the algorithm employs the above-outlined spatial algorithm for smoothing the non-stationary noise remaining after application of the temporal filter, with the only modification in its threshold value of T β ¼ 0:25σ 0 β , in agreement with Figure 1 .
In summary, all parameters and their optimal values used in the development of this algorithm is given in the Table 1 . All the optimum parameters were found under numerous simulations using different video color sequences with different levels of Gaussian noise and with different criteria to characterize noise suppression (PSNR), details and edges preservation (MAE), and chromaticity preservation (normalized chromaticity deviation (NCD)).
All the other parameters used in the algorithm are locally updated in agreement with the adaptive method; this means that these parameters change locally in all the sequences of the video frames.
Simulation results
The results presented show the effectiveness of the proposed algorithm against others used for comparison.
To accomplish this, video sequences containing different features and textures were used: Miss America, Flowers, and Chair sequences; all of them contaminated by Gaussian noise with a variance (VAR) 0.0 to 0.05. The color video sequences processed for this work were 24-bit true color and 176 × 144 pixels (QCIF format). Figure 7 shows the frames of the original video sequences subjectively used to characterize the noise suppression, detail and edge preservation, and the chromaticity. The filtered frames and complete video sequences were quantitatively evaluated according to the following criteria: PSNR was used to characterize the noise suppression capabilities (a larger PSNR reflects a better preservation of the characteristics of video frames); the MAE was used to numerically measure the level of preservation of edges and fine details; and the NCD was used to characterize the perceptual error between two color vectors, according to the human perception of color [22, 26] . These criteria were applied to the proposed framework and compared with several algorithms that have demonstrated beneficial properties in video denoising. Figure 6 The denoising scheme applied in the temporal algorithm. In the case of movement, uniform region, noise, edge, and fine detail, agrees with Figure 5 . The proposed 'Fuzzy Directional Adaptive Recursive Temporal Filter for Gaussian Denoising' algorithm, referred to as FDARTF_G, was compared with others, the FLRSTF algorithm that uses similar fuzzy techniques [19] , the FLRSTF_ANGLE, the VGVDF_G, and the VMMKNN_G [21, 22] algorithm that uses order statistics techniques for the removal of Gaussian noise. Figure 8 illustrates the denoising capability and preservation ability of all mentioned filters for the 10th frame of the Miss America and Flowers video sequences. This figure shows that the designed framework produces the best results. The criteria applied are the PSNR and MAE. Here, one can observe that the performance of our design is the best for the Miss America frame; on the other hand, for the Flowers frame, the best results are generated by the PSNR criterion for the majority of the noise levels, while for the MAE criterion, the best results are for lownoise levels.
The processing results in the cases of the 20th and 30th frames for the three video sequences with corruption levels of VAR = 0.005 and VAR =0.01 have shown that the best performances in the MAE, PSNR, and NCD criteria are most of the times achieved through applying the proposed algorithm, as shown in Table 2 .
A more sophisticated filter used as a comparison is the CBM3D [17] ; this filter works in other domain, which 
For the 20th and 30th frames of the video sequences used. Numbers in italics indicate best results which agreed with the method and criteria implemented.
consists of two steps in which blocks are grouped by spatio-temporal predictive blockmatching and each 3D group is filtered by a 3D transform domain shrinkage, and the complex 3D wavelet transform method 3DWF shows better results in terms of PSNR and MAE criteria than our proposed filter. For the Flowers sequence, the received results for our algorithm are worse because the performance of the additional time-recursive filtering in pixels where no motion is detected will be reduced for a moving camera. Advantages to take into account in our filtering method are the prevention/avoidance of spatiotemporal blur; one should only consider neighboring pixels from the current frame in case of detected motion. Other advantage is in preserving the details in the frame content; the filtering should not be as strong when large spatial activity e.g., a large variance, is detected in the current filtering window. As a consequence, more noise will be left, but large spatial activity corresponds to high spatial frequencies, where the eye is not sensitive enough to detect this. In the case of homogeneous areas, strong filtering should be performed to remove as much noise as possible.
The performance of our methodology is similar to the achieved in the paper of Mélange et al. [27] , and it was outperformed by CBM3D method too. Table 3 presents average results for all of the proposed criteria from all of the frames that form the video sequences used. Based on these results, one can state that the best performance response is by the proposed filtering algorithm (FDARTF_G) for all the Gaussian noise levels for the Miss America video sequence. In the Flowers video sequence, the best results are achieved by the PSNR criterion for the majority of the noise levels. Additionally, the use of the MAE and NCD criteria achieves very good results in the preservation of details and chromatic properties.
In Figure 9 , we see that for the Chair video sequence, the best performance is given by our proposed method for every frame forming the video at medium and high noise levels. The best results were obtained for all of the criteria used (PSNR, MAE, and NCD). Evidently, the CVBM3D version, to process video color images, [17] filtering method will deliver better results against our suggestion, since 5 dB through 8 dB in the PSNR criterion, because it is more sophisticated and works in different domain and uses complex 3D wavelet transform method 3DWF that makes it powerful even though, until now, algorithms are not more powerful as those suggested in [17] , as the methods proposed by Yu et al. [28] , by Priyam Chatterjee and Milanfar [29] , by Zuo et al. [30] , and by Li et al. [31] . Finally, in Figure 10 , one can see the filtered frames after different algorithms were used to estimate the quality of the subjective vision perception. From the results of the proposed algorithm, it is easy to corroborate that this filter has the best performance in detail preservation and noise suppression. In the FDARTF_G filtered image, one can observe cleaner regions with better preservation of fine details and edges, as compared to other algorithms.
In Figure 11 below, the proposed framework produces the best results in the areas of detail preservation and noise suppression. One can perceive (in the vicinity of the tree) that in the case of the FDARTF_G filtering, the resulting image is less influenced by noise compared to the image produced by other filters. In addition, the new filter preserves more details of the features displayed in the background environment.
From Figure 12 , one can see that the proposed framework achieves the best results in details, edges, and preservation of chromaticity. We can observe that the uniform regions are free from noise influence in the case of the FDARTF_G filtering than with the other filters implemented. Also, the new filter preserves more details in the features seen in the background environment.
Since the proposed algorithm is adaptive, it is difficult to obtain computational information related to how many adds, multiplies, or divisions among other operations like trigonometrical ones were carried out; we provide real-time performance using a DSP from Texas Instruments, Dallas, TX, USA; this was the DM642 [32] giving the following results: for our proposed FDARTF_G, it spent an average time of 17.78 s per frame, but in a complete directional (VGVDF_G) processing algorithm, it spent an average time of 25.6 s per frame, both in a QCIF format.
Conclusions
The fuzzy and directional techniques working together have proven to be a powerful framework for image filtering applied in color video denoising in QCIF sequences. This robust algorithm performs motion detection and local noise standard deviation estimation. These proper video-sequence characteristics have been obtained and converted into parameters to be used as thresholds in different stages of the novel proposed filter. This algorithm permits the processing of t and t + 1 video frames, producing an appreciable savings of time and resources expended in computational filtering.
Using the advantages of both techniques (directional and diffuse), it was possible to design an algorithm that can preserve edges and fine details of video frames besides maintaining their inherent color, improving the preservation of the texture of the colors versus results obtained by the comparative algorithms. Other important conclusion is that for sequences obtained by a still camera, our method has a better performance in terms of PSNR than other multiresolution filters of a similar complexity, but it is outperformed by some more sophisticated methods (CBM3D).
The simulation results under the proposed criteria PSNR, MAE, and NCD were used to characterize an algorithm's efficiency in noise suppression, fine details, edges, and chromatic properties preservation. The perceptual errors have demonstrated the advantages of the proposed filtering approach.
