Let G be a graph of order n. The path decomposition of G is a set of disjoint paths, say P, which cover all vertices of G. If all paths are induced paths in G, then we say P is an induced path decomposition of G. Moreover, if every path is of order at least 2, then we say that G has an IPD. In this paper, we prove that every connected r-regular graph which is not complete graph of odd order admits an IPD. Also we show that every connected bipartite cubic graph of order n admits an IPD of size at most n 3 . We classify all connected claw-free graphs which admit an IPD. *
Introduction
Let G be a simple graph. The vertex set and the edge set of G are denoted by V (G) and E(G), respectively. Also, |V (G)| and |E(G)| are called order and size of G. The degree of v is denoted by d(v). If d(v) = r, for every v ∈ V (G), then G is called an r-regular graph.
A subgraph H ⊆ G is called induced if for every two vertices u, v ∈ V (H), uv ∈ E(H) if and only if uv ∈ E(G). Also, H is called spanning if V (H) = V (G). For two positive integers m and n, K m,n denote the complete bipartite graph with part sizes m and n, respectively. The cycle and the path of order n, denoted by C n and P n , respectively. A graph G of order n is called Hamiltonian if it contains a cycle of order n. A factor F is a spanning subgraph of G. If d F (v) = r, for every v ∈ V (G), then F is called an r-factor. A {C n : n ≥ k}-factor is a factor in which every component is a cycle with at least k vertices.
Let G and H be two graphs. We say that G is H-free, if G contains no induced subgraph
. The block B is called a leaf block, if it contains at most one cut vertex of G.
A path decomposition of G is a set of vertex disjoint paths, say P = {P 1 , . . . , P t }, such
Moreover, if every P i is an induced path, then P is called an induced path decomposition of G. If all paths are induced of order at least two, then we say that G has an IPD. We denote the smallest size of an IPD for G by ρ(G). Induced path number was studied by several authors, for instance see [1] , [2] , [4] , [5] , [6] . We consider the induced path decomposition of graphs. We prove some results concerning the existence of an IPD. We use the following interesting and strong theorem which proved by Egawa et al. to prove the existence of an IPD for an r-regular graph except complete graph of odd order.
Let G be a graph and n ≥ 2 be an integer. Then the following are equivalent:
2. For every S ⊆ V (G), G \ S has at most n|S| components with the property that each of their block is an odd order complete graph.
Also, we show that every Hamiltonian graph G = K 2n+1 , admits an IPD. Moreover, in this paper we prove that for every connected cubic graph G of order n, ρ(G) ≤ n 3 .
Results
We study the existence of IPD for a graph. Note that if G has an IPD, then every path in IPD can be decomposed into paths of length 1 and 2. So, the existence of IPD is equivalent to the existence of an induced {P 2 , P 3 }-decomposition. Since P 2 = K 1,1 and P 3 = K 1,2 , we can use Theorem 1. Now, we prove some results concerning the existence of IPD in graphs. such that G \ S has at least 2|S| + 1 components with the property that any block of each component is a complete graph of odd order. We call these components bad components.
Note that if S = ∅, then there is nothing to prove. So, we may assume that S = ∅.
So, G \ S has at least three bad components and there exists at least one edge between every bad component and S. Now, by pigeon hole principle there exists s ∈ S such that it has at least 3 edges to three distinct bad components. This yields that G has a claw, a contradiction.
For the other side, let every block of G be a complete graph of odd order. We show that V (H i ) and S is at least (2s + 1)(r − 1). Now, by pigeon hole principle, there exists a vertex v ∈ S such that d(v) ≥ 2(r − 1) + 1, a contradiction. Therefore, by Theorem 1 every r-regular graph has an IPD.
Theorem 4. Let G be a Hamiltonian graph which is not a complete graph of odd order.
Then G has an IPD.
Proof. Let C : v 1 , . . . , v n be a Hamiltonian cycle in G. First, notice that if n is even, then we are done. So, we may assume that n = 2t + 1, for some positive integer t. Note that if there exists some positive integer i,
and t − 1 paths of order 2 and so G has an IPD. So, we may assume that v i v i+2 ∈ E(G), (mod 2t + 1), for i = 1, 2, . . . , 2t + 1.
By this method, one can see that
Similarly, one can see that v 1 v 2i ∈ E(G), for i = 1, . . . , t. This implies that v 1 is adjacent to all vertices of graph. Since v 1 is an arbitrary vertex, G = K 2t+1 , a contradiction. This completes the proof. Now, we would like to study the induced path number of cubic graphs. Before proving our last result, we need the following theorem.
Theorem 5.
[7] Every connected cubic bipartite graph has a {C n : n ≥ 6}-factor.
Using Theorem 5, we can prove the following.
Theorem 6. Let G be a connected bipartite cubic graph of order n. Then ρ(G) ≤ n 3 .
Proof. By Theorem 5, G has a {C n : n ≥ 6}-factor, say F . Let C t = v 1 , . . . , v t , v 1 be an arbitrary cycle in F . We show that the induced subgraph on V (C t ) can be decomposed into at most t 3 induced paths and hence we are done. First suppose that t = 3k, for some positive integer k. Since G is triangle-free, C t can be decomposed into k induced paths of length 3. Now, let t = 3k+1. Note that if v 1 v 4 / ∈ E(G),
. This implies that d(v 1 ) ≥ 4, a contradiction.
Finally, assume that t = 3k + 2.
. Now, since G has no C 5 , by considering the paths v t−2 v t−1 v t v 1 v 2 and v 3i v 3i+1 v 3i+2 , for i = 1, . . . , k − 1, we are done. This completes the proof.
