Comparative study of the density matrix embedding theory for the Hubbard
  models by Kawano, Masataka & Hotta, Chisa
Comparative study of the density matrix embedding theory for the Hubbard models
Masataka Kawano∗ and Chisa Hotta
Department of Basic Science, University of Tokyo, Meguro-ku, Tokyo 153-8902, Japan
(Dated: September 25, 2020)
We examine the performance of the density matrix embedding theory (DMET) recently proposed
in [G. Knizia and G. K.-L. Chan, Phys. Rev. Lett. 109, 186404 (2012)]. The core of this method is
to find a proper one-body potential that generates a good trial wave function for projecting a large
scale original Hamiltonian to a local subsystem with a small number of basis. The resultant ground
state of the projected Hamiltonian can locally approximate the true ground state. However, the
lack of the variational principle makes it difficult to judge the quality of the choice of the potential.
Here we focus on the entanglement spectrum (ES) as a judging criterion; accurate evaluation of the
ES guarantees that the corresponding reduced density matrix well reproduces all physical quantities
on the local subsystem. We apply the DMET to the Hubbard model on the one-dimensional chain,
zigzag chain, and triangular lattice and test several variants of potentials and cost functions. It
turns out that a symmetric potential reproduces the ES of the phase that continues from a nonin-
teracting limit. The Mott transition as well as symmetry-breaking transitions can be detected by
the singularities in the ES. However, the details of the ES in the strongly interacting parameter
region depends much on these choices, meaning that the present algorithm allowing for numerous
variants of the DMET is insufficient to fully fix the quantum many-body problem.
I. INTRODUCTION
Quantum entanglement is recognized as one of the
key modern concepts in quantum many-body physics.
In strongly correlated systems, it is an important the-
oretical tool to characterize several classes of phases of
matter. From the scaling behavior of entanglement en-
tropy (EE), one can extract the central charge associated
with the underlying conformal field theory1–3. The resid-
ual constant term in the EE is used to detect the exis-
tence of a so-called topological order characterized by the
long-range nature of the entanglement4–6. The entangle-
ment spectrum (ES) is useful to identify a more subtle
type of topological properties like symmetry-protected
topological phases7–11, and its low-lying levels reflect the
edge modes of the system12–15. While the entanglement-
related properties turned out to serve as a probe for such
unusual phases beyond the Landau’s symmetry-breaking
paradigm, they are also very useful to detect conven-
tional quantum phase transitions as it contains informa-
tion on how the quantum many-body wave function is
constructed from the local basis16–21.
To compute the ES or EE, however, one needs to eval-
uate many-body wave functions with enough accuracy
for a large enough system size. This is generally difficult
for strongly correlated two-dimensional (2D) many-body
systems which are the platform of the above-mentioned
exotic phenomena. So far, numbers of numerical solvers
have been applied or newly developed such as the quan-
tum and variational Monte Carlo simulation22–26, dy-
namical mean-field theory (DMFT)27–29, density matrix
renormalization group (DMRG)30–32, and tensor network
method33–35. They, however, suffer from the negative
sign problems, lack of long-range quantum fluctuation,
or the large numerical cost because of the area law of the
EE. The further improvements of existing approaches as
well as developments of new methods are desired.
In the present paper, we focus on the density matrix
embedding theory (DMET) introduced quite recently in
Ref. [36]. The method tries to find the ground-state
properties of fermionic lattice models with low computa-
tional cost, and has been applied to various problems36–52
including quantum chemistry problems53–63. It is also ex-
tended to the study of finite-temperature and dynamical
properties40,57,64. The key idea is to divide a large system
into a small subsystem called an impurity fragment and
a rest, and to represent the original Hamiltonian by the
small number of basis set consisting of those inside the
impurity and those selected from outside. To properly
select the basis set, a noninteracting reference Hamilto-
nian with a one-body potential is prepared. Among the
constituent of its ground state wave function, the local
basis belonging to the impurity and those outside but
entangled with the impurity basis are chosen to repre-
sent the original Hamiltonian. If this choice is correct,
the projected impurity Hamiltonian will yield the state
that reproduces well the true ground state of the original
Hamiltonian in the impurity region36.
Although the original paper of the DMET by Knizia
and Chan refer to the DMFT as the similar cluster
method36, its construction is completely different: the
DMFT focuses not on the wave function but on the
frequency-dependent Green’s function27–29, and does not
take account of the longer-range fluctuation or correla-
tion effect. The DMET is not a typical cluster method
since the correlation functions inside the cluster does
not depend much on the choices of its shape65, unlike
the cluster-DMFT. From that context, the DMET is
rather built on the similar concept with the ab initio
first-principles method, which assumes the existence of
the one-body potential that exactly reproduces the spa-
tial distribution of the charge density of the true ground
state, and obtains the corresponding wave function based
on the variational principle66,67. The DMET also pre-
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2pares the one-body potential that reproduces the local
one-body density matrix, which includes both the infor-
mation on the charge density of the impurity sites as well
as the other off-diagonal properties.
However, the obtained ground-state energy is not vari-
ational36, and resultantly, the optimization procedures
are not straightforward. Although previous benchmark
studies show highly-accurate ground-state energy and
double occupancy for the Hubbard model on the one-
dimensional (1D) chain and square lattice36,38,51,52, this
does not necessarily guarantee the high performance of
the DMET for obtaining other physical quantities. Dif-
ferent types of one-body potentials generally provide
different physical quantities, but one cannot determine
which type is the best.
The purpose of this paper is to give a comparative
study on several variants of the DMET, where we clarify
the underlying difficulty by systematically examining the
applicability of the method. To judge the quality of the
potential, we focus on the ES, which has a one-to-one cor-
respondence with eigenvalues of the reduced density ma-
trix of the subsystem. If the DMET properly reproduces
the exact ES, the reduced density matrix gives all the
local physical quantities of the subsystem68. Previously
in an interacting spinless fermionic model, the density
embedding theory (DET), one of the simplest variants of
the DMET, is shown to reproduce well the exact ES and
to detect the phase transition65. Here we further exam-
ine the ES systematically by the DET and DMET with
various types of the one-body potential for the Hubbard
model on the 1D chain, zigzag chain, and triangular lat-
tice. By comparing the DMET and DMRG results of the
1D chain and zigzag chain, we find that the symmetric
one-body potential well reproduces the low-level ES in
the phase that continues from the noninteracting limit,
and in other phases the DMET fails to describe the exact
ES. We also find that the proper symmetry-breaking one-
body potential leads to the singularity of the ES, which is
a good indicator of phase transitions. However, we need
to test several variants, since the transition points may
or may not appear depending on the choice of the poten-
tials. Furthermore, the better agreement of the ES with
the exact one does not necessarily match the accuracy
of the ground state energy, indicating that the present
DMET algorithm is insufficient to justify its solutions
for unexplored models.
This paper is organized as follows. In Section II, we
first review the basic algorithm of the DMET and discuss
several variants of the one-body potential. In Section III,
we apply the DMET to the Hubbard model defined on
the 1D chain, zigzag chain, and triangular lattice, and
show their ground-state energy, double occupancy, ES,
and EE. We then give a conclusion in Section IV.
II. DENSITY MATRIX EMBEDDING THEORY
So far, the details of the method are fragmentally mod-
ified and tested from the original paper36,38,43,53, e.g. the
choice of the impurity basis representation, the order of
optimization, whether to include the interaction of a bath
exactly or in a mean-field form. After examining them,
we selected the optimal algorithm which we explain in
this section. Then we introduce several types of the one-
body potential we adopt shortly.
A. Formulation
We deal with the half-filled Hubbard model consisting
of N sites,
Hˆ =
N∑
i,j=1
∑
σ
ti,j cˆ
†
i,σ cˆj,σ + U
N∑
i=1
nˆi,↑nˆi,↓, (1)
where ti,j = tj,i ∈ R is the hopping amplitude between i
and j sites, U is the on-site interaction, cˆ†i,σ (cˆi,σ) denotes
the creation (annihilation) of a fermion at site i with spin
σ =↑, ↓, and nˆi,σ = cˆ†i,σ cˆi,σ. We assume the hopping am-
plitude as ti,j = −t for nearest-neighboring i and j sites,
where the sign of t may change at the boundary, and
ti,j = 0 for others. We adopt an antiperiodic bound-
ary condition which lifts the degeneracy of the one-body
energy of the trial states for a given potential.
The core process of the DMET is to construct an im-
purity model using the Schmidt decomposition of a trial
state |Ψ〉36. We divide the entire system into two sub-
systems A and B consisting of NA and NB = N − NA
sites, and suppose NA  NB. Here the subsystem A
corresponds to an impurity fragment. Then |Ψ〉 can be
written as
|Ψ〉 =
χ∑
n=1
λn(Ψ) |Ψ[A]n 〉 ⊗ |Ψ[B]n 〉 , (2)
where χ = 4NA , λn(Ψ) ≥ 0 is the Schmidt coefficient,
and {|Ψ[X]n 〉}χn=1 forms an orthonormal basis in the sub-
system X=A, B. Here, the DMET takes advantage of
the fact that only a small number of basis from among
those belonging to the large subsystem B is required to
describe the trial state: the set {|Ψ[B]n 〉}χn=1 is called bath
state36. The process is completed by applying a projec-
tion operator
Pˆ = 1ˆ[A] ⊗
(
χ∑
n=1
|Ψ[B]n 〉 〈Ψ[B]n |
)
, (3)
where 1ˆ[A] is the identity operator defined on the subsys-
tem A. The entire system is then reduced to the impurity
fragment (subsystem A) coupled to an external bath, and
3the original Hamiltonian is transformed to an impurity
Hamiltonian,
Hˆimp = PˆHˆPˆ. (4)
Note that the number of bath states is equal to 4NA ,
and accordingly the dimension of the Hilbert space to
be searched for is significantly reduced from the origi-
nal one. One can thus obtain the ground state of the
impurity Hamiltonian, |Φimp〉, using a high-accuracy nu-
merical method such as the exact diagonalization.
The ground state |Φimp〉 of Eq. (4) depends much
on the choice of the trial state. The best choice of the
trial state is the exact ground state, in which case |Φimp〉
matches the exact ground state by definition. However,
the exact solution is a priori unknown. The approxi-
mate trial state shall better reproduce the entanglement
between the impurity and the bath of the exact ground
state, and is prepared as the ground state of the following
reference Hamiltonian36,
Hˆref =
N∑
i,j=1
∑
σ
ti,j cˆ
†
i,σ cˆj,σ +
N∑
i,j=1
cˆ†i (u
0
i,jσ
0 + ui,j · σ)cˆj ,
(5)
where u0i,j and ui,j = (u
x
i,j , u
y
i,j , u
z
i,j) with u
µ
i,j = (u
µ
j,i)
∗
(µ = 0, x, y, z) are the one-body potential puts by hand,
σ0 and σ = (σx, σy, σz) is the unit and Pauli matrices,
and cˆi = (cˆi,↑, cˆi,↓)T . The ground state of the reference
Hamiltonian, |Ψ〉 = |Φref〉, is written as a Slater determi-
nant, which is analytically decomposed69,70 into the form
as Eq. (2), and is improved by optimizing the one-body
potential. We will discuss several types of the one-body
potential in Subsection II C.
The impurity Hamiltonian (4) is explicitly given as
Hˆimp = Hˆ[A] + Hˆbath + Hˆinter, (6)
Hˆ[A] =
NA∑
i,j=1
∑
σ
ti,j cˆ
†
i,σ cˆj,σ + U
NA∑
i=1
nˆi,↑nˆi,↓, (7)
Hˆbath =
2NA∑
α,β=1
t
(bath)
α,β bˆ
†
αbˆβ +
2NA∑
α,β,γ,δ=1
U
(bath)
α,β,γ,δ bˆ
†
αbˆ
†
β bˆγ bˆδ,
(8)
Hˆinter =
NA∑
i=1
∑
σ
2NA∑
α=1
(
t
(inter)
(i,σ),αcˆ
†
i,σ bˆα + h.c.
)
, (9)
where Hˆ[A] is the original Hamiltonian on the subsystem
A, Hˆbath is the Hamiltonian on the bath, and Hˆinter is
the hopping terms between the impurity and bath sites.
Here we omit the constant term in Hˆbath. The opera-
tor bˆα (α = 1, 2, · · · , 2NA) belongs to the bath orbital,
which lives on the subsystem B and is obtained by the
unitary transformation of the site-based one cˆi,σ
43. The
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FIG. 1. (a) Schematic illustration and (b) flowchart of the
DET and DMET scheme. The original system is mapped to
the impurity one by the projection operator, which is con-
structed from the Schmidt decomposition of the ground state
of the reference system. The one-body potential in the refer-
ence system is optimized such that the one-body density or
density matrix of the reference system matches that of the
impurity one. (c) Energy per site as the function of U . The
energy density of the entire system deviates from the DMRG
result as increasing U while that of subsystem A does not.
redundancy of the number of orbitals on the subsystem B
is treated as such that the kinetic and interaction terms
of the bath orbitals are reflected exactly in the impurity
Hamiltonian, and the remaining (2NB − 2NA)-orbitals
are either discarded or treated as mean-field potentials
included in t
(bath)
α,β . The hopping amplitudes and two-
body interaction in Eqs. (8) and (9) are determined from
the matrix elements 〈Ψ[B]n |Hˆ|Ψ[B]m 〉36.
The remaining issue is an optimization of the one-body
potential. In the DMET, the one-body potential is cho-
sen as such that the one-body density matrix obtained
4by the ground state of the reference Hamiltonian matches
the one-body density matrix of the ground state of the
impurity Hamiltonian36,
〈cˆ†i,σ cˆj,σ′〉imp = 〈cˆ
†
i,σ cˆj,σ′〉ref (10)
for i, j = 1, 2, · · · , NA and σ, σ′ =↑, ↓, where 〈Oˆ〉imp =
〈Φimp|Oˆ|Φimp〉 and 〈Oˆ〉ref = 〈Φref |Oˆ|Φref〉 for an opera-
tor Oˆ. The ab initio first-principles method, whose guid-
ing principle shall be compared to the DMET, assumes
the existence of a one-body potential that reproduces the
same charge distribution of the correlated many-body
wave function by the one-body wave function. Similarly,
the present one-body potential is expected to have the
one-body density matrix that mimics the correlated ones.
The measure of optimization is the cost function given as
DDMET =
NA∑
i,j=1
∑
σ,σ′
∣∣∣〈cˆ†i,σ cˆj,σ′〉imp − 〈cˆ†i,σ cˆj,σ′〉ref ∣∣∣2 . (11)
Minimizing DDMET approximately maximizes the over-
lap between the one-body density matrix of the reference
system and the impurity one.
The simpler variant of the DMET is also proposed in
Ref. [38], called DET, in which the one-body potential
is optimized in order to satisfy
〈cˆ†i,σ cˆi,σ′〉imp = 〈cˆ
†
i,σ cˆi,σ′〉ref , (12)
for i = 1, 2, · · · , NA and σ, σ′ =↑, ↓. Equation (12) guar-
antees an exact fitting of a particle and spin density be-
tween impurity system and reference system. The corre-
sponding cost function is
DDET =
NA∑
i=1
∑
σ,σ′
∣∣∣〈cˆ†i,σ cˆi,σ′〉imp − 〈cˆ†i,σ cˆi,σ′〉ref ∣∣∣2 , (13)
and DDET = 0 leads to Eq. (12). Schematic illustration
of the DET and DMET scheme is shown in Fig. 1(a).
Let us add some remarks on further details of the cal-
culation. In the DMET, the particle density in the impu-
rity region,
∑NA
i=1
∑
σ 〈nˆi,σ〉imp /NA, does not necessarily
equal the correct particle density Nf/N . To solve this
issue, a fictitious chemical potential µimp is introduced
in the impurity region as55
Hˆimp → Hˆimp − µimp
NA∑
i=1
nˆi, (14)
where µimp is determined by adjusting the particle den-
sity in the impurity region to Nf/N . Another detail is
how to minimize the cost function. Calculating its deriva-
tive with respect to the one-body potential requires large
computational cost since one needs to solve the impu-
rity model many times in evaluating the derivative of
〈cˆ†i,σ cˆj,σ′〉imp. This process is avoided by performing the
minimization by a self-consistent procedure, whose de-
tail is explained in Ref. [43]. We use either the Broyden-
Fietcher-Goldfarb-Shanno (BFGS) algorithm or the Pow-
ell algorithm instead71, depending on the band structure
of the reference system. The self-consistent loop is iter-
ated until the change of µimp and the maximum value
of uµi,j is below 5 × 10−4. We show the flowchart of the
DMET (DET) calculation in Fig. 1(b).
B. Reduced density matrix
Once the values of the chemical potential and one-body
potential are converged, the ground state of the impurity
Hamiltonian |Φimp〉 can be obtained. Here, we point out
that |Φimp〉 itself is totally different from the true ground
state. We show in Fig. 1(c) the energy densities of the
Hubbard model on the 1D chain obtained by using the
entire wave function and by using only the local sub-
system A, and compare them with the DMRG result.
Here the energy of the entire wave function is given by
〈Hˆ〉imp, and that of the local subsystem A can be eval-
uated as 〈Hˆ[A] + (1/2)Hˆinter〉imp, where the factor 1/2 is
introduced to avoid double counting. We see that the
energy density of the entire wave function significantly
deviates from the DMRG result, while that of the local
subsystem A is in good agreement with it. The DMET
optimizes the bath and the core states that represents
the correlation between the impurity and the rest of the
system, and make the impurity part of |Φimp〉 equivalent
to that of the true ground state53.
The accuracy of |Φimp〉 is physically in one-to-one cor-
respondence with the accuracy of the reduced density
matrix
ρˆ[A] = TrB |Φimp〉 〈Φimp| , (15)
since all the local physical quantities on the subsystem A
represented by the operators Oˆ[A] can be evaluated as
〈Oˆ[A]〉imp = TrA
[
ρˆ[A]Oˆ[A]
]
. (16)
The measures to judge the quality of the reduced density
matrix are the EE and ES; the EE SA between the two
subsystems is given by,
SA = −TrA
[
ρˆ[A] ln ρˆ[A]
]
, (17)
and the ES, ζn (n = 1, 2, · · · , χ), is the set of eigenvalues
of the entanglement Hamiltonian − ln ρˆ[A]12.
The ground state energy E is an extensive quantity,
and is evaluated by assuming that the entire system is
tiled with the same impurity fragment43 as
E =
(
N
NA
)
×
〈
Hˆ[A] + 1
2
Hˆinter
〉
imp
, (18)
where 〈Hˆ[A] + (1/2)Hˆinter〉imp is the energy of each im-
purity fragment as explained above. Therefore, it would
5type potential cost symmetry72
DET-SU(2) u0iσ
0
DDET
SU(2)
DET-Full u0iσ
0 + ui · σ break SU(2)
DMET-SU(2) u0i,jσ
0
DDMET
break TS
DMET-Full u0i,jσ
0 + ui · σ break TS and SU(2)
TABLE I. Four types of the one-body potential. These po-
tentials are defined in the impurity region and periodically
repeated over the entire reference system. TS is an acronym
for translational symmetry.
happen that E including the term outside the impurity
fragment may become less accurate than the other quan-
tities inside the impurity fragment which are solely deter-
mined by ρˆ[A]. In this context, the ground state energy
shall not be the good measure for the accuracy of the
DMET.
C. Symmetry of the one-body potential
We examine several types of one-body potential in the
following. Let us first remark that the one-body poten-
tial generally breaks the translational symmetry of the
reference system by construction, since the potential of
the impurity region is repeated over the entire system,
i.e. uµi+NA,j+NA = u
µ
i,j (µ = 0, x, y, z)
43. The SU(2)
spin-rotational symmetry is also not preserved for the
general form of ui,j in Eq. (5). With this in mind we
deal with four types of one-body potential, and sepa-
rately denote the DMET (DET) algorithm with these
potentials as DET-SU(2), DET-Full, DMET-SU(2) and
DMET-Full, whose details are summarized in Table I.
In the DET-SU(2), the one-body potential has no off-
diagonal terms and preserve the SU(2) spin-rotational
symmetry, i.e. u0i,j = u
0
i δi,j and ui,j = 0. In this case,
the one-body potential is just a site-dependent chemi-
cal potential. We see shortly that the optimized poten-
tial for the DET-SU(2) has a vanishingly small value of
u0i and does not break any symmetry of the reference
system. In the DET-Full, the one-body potential has
a site-dependent “magnetic field”, ui,j = δi,jui, which
breaks the SU(2) spin-rotational symmetry. For both
the DET-SU(2) and DET-Full, we adopt DDET as a cost
function. In the DMET-SU(2) and DMET-Full, the one-
body potential has off-diagonal terms u0i,j (i 6= j) and is
optimized by minimizing DDMET. These off-diagonal el-
ements can modify the kinetic term in the reference sys-
tem. The SU(2) spin-rotational symmetry is preserved
in the DMET-SU(2) while not in the DMET-Full. For
practical reasons, we further assume ui,j = uiδi,j and
Im[uµi,j ] = 0 (µ = 0, x, y, z) for all types, which reduces
the number of elements in uµi,j and simplifies the opti-
mization procedure.
III. RESULTS
In this section, we show the results obtained by the
DET and DMET, where the exact diagonalization is used
to find the ground state of the impurity model. Our
results for the 1D chain and zigzag chain are compared
with the DMRG data.
A. 1D chain
We first consider the Hubbard model on the 1D chain
at half-filling. This model is exactly solved by Bethe
ansatz73; the ground state is an insulator and there is
no phase transition for U > 074. Namely, the system
preserves the full symmetry over the full range of U > 0.
We will see how the choice of the one-body potential
affects the physical quantities, especially the ES.
Here we provide the initial value of ui for the DET-
Full and DMET-Full as ui = 5×10−3(0, 0, (−1)i), which
favors an antiferromagnetic spin configuration. Other el-
ements are initially set to zero. Figure 2(a) shows the
ground-state energy per site for N = 120 and NA = 4, to-
gether with the DMRG data for N = 40 and m = 800 un-
der the antiperiodic boundary condition, where m is the
maximum number of a bond dimension. One can see that
all the results are in good agreement with the DMRG
energy. The difference between the DMET (DET) and
DMRG is at most 5×10−3 as shown in the bottom panel
of Fig. 2(a). We also calculate the double occupancy
defined as
nd =
1
NA
NA∑
i=1
〈nˆi,↑nˆi,↓〉imp . (19)
The increase of on-site correlation suppresses nd
75. In
the exact solution, the double occupancy is related to the
ground-state energy as nd = (∂E/∂U)/N . Figure 2(b)
shows the double occupancy together with the DMRG
data. All types except the DET-SU(2) reproduce the
DMRG result with high accuracy. It is found that in the
case of the DET-SU(2), the optimized one-body poten-
tial becomes exactly zero over the full range of U , which
does not happen for other cases. The symmetry-breaking
of the one-body potential gives higher accuracy for the
above two quantities.
However, the entanglement properties behave contrar-
ily. Figure 3 shows the U -dependent ES, EE, and the av-
eraged values of the optimized one-body potential, which
is defined as
u¯µ =
1
dimuµ
NA∑
i,j=1
|uµi,j |, (20)
where dimuµ is the number of elements in uµi,j (µ =
0, x, y, z). In Fig. 3(b)-3(d), one finds that the ES
and EE no longer shows quantitative agreement with the
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FIG. 2. (a) Ground-state energy per site and (b) double occu-
pancy of the 1D Hubbard chain at half-filling as the function
of U for N = 120 and NA = 4. The bottom panel shows
the error with respect to the DMRG results for N = 40 and
m = 800 under the antiperiodic boundary condition. All
types reproduce the DMRG results with an insignificant er-
ror.
DMRG results at U & 0.9, where the one-body potential
takes finite values (shaded region). The breaking of the
SU(2) spin-rotational symmetry of the potential lifts the
degeneracy in the ES, which can be seen near U = 1.5
in Fig. 3(b) and 3(d). In contrast, for the DET-SU(2)
the overall structures of the low-level ES and EE are in
good agreement with the DMRG results. In the DET-
SU(2) the one-body potential is exactly zero (see Fig.
3(a)), namely the trial wave function has the same sym-
metries with the true ground state. The other types of
potentials break either the SU(2) spin-rotational symme-
try, translational symmetry, or both of them. This sym-
metry breaking starts to occur when the infinitesimally
small charge gap at U = +0 starts to develop rapidly at
around U & 0.9 (see the bottom panel of Fig. 3(d)). In
these regions, the basis taken in by the symmetry break-
ing potentials has counterparts that together recover the
symmetry, while E and nd are more accurately evaluated
by taking only the symmetry broken part. This is simi-
lar to the situation where the open boundary calculation
that breaks the translational symmetry can describe the
ground state with a smaller number of basis than the pe-
riodic boundary ones in a DMRG calculation. Here, one
can conclude that for the ground state that continues
from U = 0 and does not break any symmetry, the DET
with the symmetric potential reproduces well the exact
ES, while the other potentials can describe well the ex-
tensive physical quantities even though the ES does not
match.
B. Zigzag chain
Let us now consider the case of the half-filled zigzag
chain. Previous studies suggest that there is a metal-
insulator transition associated with a dimerization at
U = Uc
76–86. The value of Uc estimated by the finite
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FIG. 3. ES, EE, and the average of the one-body potential
of the 1D Hubbard chain at half-filling as the function of
U for (a) DET-SU(2), (b) DET-Full, (c) DMET-SU(2), and
(d) DMET-Full. Data points are the DMRG results. The
solid and dotted line in each bottom panel correspond to the
SU(2) symmetric (u¯0) and broken (
∑
µ=x,y,z u¯
µ) part of the
one-body potential, respectively. The DET-SU(2), in which
the one-body potential is exactly zero, well reproduces the
overall structure of the exact low-energy ES and EE. While
in other types the ES and EE deviate from the DMRG results
as the one-body potential develops, which can be observed in
the shaded region. This deviation starts to develop when the
charge gap ∆c develops as well, which is shown in the bottom
panel of (d). The charge gap ∆c is obtaned by the Bethe
ansatz.
scaling analysis on the DMRG calculation is Uc = 3.2
79,
and the one by the variational Monte Carlo method is
Uc = 6
86. This discrepancy is possibly because after
the opening of the charge gap in DMRG, its ampli-
tude develops very slowly and becomes visible at around
U = 5 − 686. In the strong coupling limit, the Hubbard
model on the zigzag chain is reduced to the J1-J2 Heisen-
berg model with J1 = J2 = 4t
2/U , whose ground state is
a singlet dimer that accompanies the spontaneous lattice
symmetry breaking87–92. Here we focus on the effect of
this symmetry breaking on the physical quantities.
We set the initial value of ui for the DET-Full and
DMET-Full as ui = 5 × 10−3(cos(ipi/2), sin(ipi/2), 0)
referring to the Hartree-Fock calculation in Ref. [76].
Other initial elements are set to zero. In Fig 4, we plot
7-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
E/N
0 1 2 3 4 5 6 7 8
U
0.00
0.02
er
ro
r
(a) (b)
0 1 2 3 4 5 6 7 8
U
0.00
0.02
er
ro
r
0.00
0.05
0.10
0.15
0.20
0.25
n d DET-SU(2)
DET-Full
DMET-SU(2)
DMET-Full
DMRG
FIG. 4. (a) Ground-state energy per site and (b) double occu-
pancy of the zig-zag Hubbard chain at half-filling as the func-
tion of U for N = 120 and NA = 4. The bottom panel shows
the error with respect to the DMRG results for N = 120 and
m = 1000 under the open boundary condition. For a large U ,
the DET-SU(2) result significantly deviates from the DMRG
results, while the other types reproduce them.
the ground-state energy per site and double occupancy
as functions of U . The DMRG data shown together is
obtained for N = 120 and m = 1000 under an open
boundary condition, which favors one of the symmetry
broken ground states. At around U & 3.0, the ground-
state energy and the double occupancy obtained by the
DET-SU(2) deviate from the DMRG data, where the
metal-insulator transition occurs and a charge gap be-
gins to develop as well76. For other types of potentials,
both the exact ground-state energy and the double oc-
cupancy are well reproduced. These results imply that
a finite one-body potential is essential to describe these
quantities in the presence of the spontaneous symmetry
breaking.
We now turn to the entanglement properties. Figure 5
shows the ES, EE, and the averaged value of the one-body
potential. The DMRG data points are shown together for
comparison. We find that the DET-SU(2) and DET-Full
with zero potentials well reproduce the ES up to U ∼ 3.
At around this point, the mean value of the potential u¯µ
(see Eq. (20)) of the DET-Full and DMET-Full becomes
finite, which is seen in a subtle anomaly of the ES. The
off-diagonal elements of the potential start to develop at
lower U for the DMET-SU(2) as well, which modifies the
kinetic term in the reference system in a way to generate
a spontaneous dimerization. However, the opening of the
charge gap is subtle, and can only be accurately detected
by the onset of u¯µ in the present framework, which is
consistent with the drop in nd. In further increasing U ,
however, ES and EE in all types deviate from the DMRG
results.
These results imply again that the ES of the DET-
SU(2) and DET-Full is reliable in the metallic regime
continuing from the noninteracting point. The symmetry
breaking phase transition is detected by the DMET-Full
and DET-Full through the change in the structure of the
one-body potential, which is not restricted by symme-
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FIG. 5. ES, EE and the average of the one-body potential of
the zigzag Hubbard chain at half-filling as the function of U
for (a) DET-SU(2), (b) DET-Full, (c) DMET-SU(2), and (d)
DMET-Full. Data points are the DMRG results. The DET-
SU(2) reproduces the low-energy ES and EE of DMRG for
the low-U region, while in the high-U region, the ES starts
to deviate from the data points. In other types the ES also
deviates from the DMRG results. The phase transition is
observed as the onset of the u¯µ (µ = x, y, z) in (b) DET-Full
and (d) DMET-Full. This transition is also observed as the
subtle anomaly of the EE in the inset of (d), which is not
observed in the DET-SU(2) results as shown in the inset of
(a). The charge gap ∆c in the bottom panel of (d) is extracted
from Ref. [76].
tries.
C. Triangular lattice
We finally examine the Hubbard model on the trian-
gular lattice. Identifying the nature of its ground state
is a long-standing theoretical challenge. Many numerical
methods have been applied; there are indications that the
nonmagnetic insulating phase is sandwiched between a
metallic and 120◦ magnetically-ordered phase93–113. This
intermediate phase has been considered as a candidate of
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energy near the first-order phase transition. (b) Double occupancy. We observe the first-order phase transition as the drop of
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the quantum spin liquid, whereas its nature, e.g. whether
there exists a spin gap or not, whether there is a coex-
isting nonmagnetic chiral order, what kind of spin liquid
it should be, still remains controversial. Clarifying this
difficult issue is out of the scope of the present paper,
while one can see whether the phase transition is de-
tected within the present scheme. The Mott transition
point Uc1 and the magnetic transition point Uc2 are eval-
uated in various methods; the first path integral renor-
malization group (PIRG) study gives Uc1 = 5.2 ± 0.2
showing a jump in the double occupancy93. Later PIRG
gives Uc1 = 7.4 and Uc2 = 9.2
104. For the variational
cluster approximation (VCA) smaller values, Uc1 = 6.3–
6.7 and Uc2 = 8, are observed
99,109 possibly because
of the cluster-dependent character of the method. The
cylindrical DMRG in Ref. [112] up to 48 sites keeping
the aspect ratio closer to 1 yield Uc1 = 7.55–8.05 and
Uc2 = 9.65–10.15 detected by the discontinuity in nd and
entanglement gap, respectively. Another cylinder DMRG
with a maximum circumference of 6 with an infinitely
long leg using the matrix-product-state construction has
Uc1 = 8.5 and Uc2 = 10.6. From the scaling analysis, it
is empirically known that for the small system size, keep-
ing the aspect ratio uniform gives more accurate/reliable
numerical results114,115. We thus expect these values to
fall at around Uc1 = 7.4–7.8 and Uc1 = 9–10.
We assume ui = h(cosQ · ri, sinQ · ri, 0) and set the
initial value of h for the DET-Full and DMET-Full as
h = 5 × 10−3, which favors the 120◦ spin configuration.
Other initial elements are set to zero. Figures 6(a) and
6(b) show the ground-state energy and the double oc-
cupancy, respectively. Both quantities show singularities
in the DET-Full and DMET-SU(2) results. The discon-
tinuity in Fig. 6(b) indicates the existence of the first-
order phase transitions at Uc2 ' 9.25 and Uc2 ' 11.75
for the DMET-SU(2) and DET-Full, respectively. Note
that the DMET-Full calculation, which can be regarded
as the combination of the DMET-SU(2) and DET-Full,
does not converge for large U .
Figures 6(c)–6(f) show the ES, EE, and average of
the one-body potential. The transition points observed
above manifests themselves as the discontinuities in the
ES and the jump in the EE. Although we do not have
a reference result by other methods, the comparison be-
tween them give some clue to understand their overall
tendency. The ones by the DET-SU(2) and DET-Full
below Uc2 obtained in the absence of the one-body po-
tential are in good agreement with each other, which
should mimic the exact ES of the paramagnetic metallic
phase. The DET-Full detects the direct symmetry break-
9ing from the paramagnetic to the 120◦ phase which can
be interpreted as Uc2, while the ES and EE in the sym-
metry broken 120◦ phase may no longer be reliable. The
DMET-SU(2) and DMET-Full do not give a suitable de-
scription of the paramagnetic metallic phase, but can de-
tect instability to the Mott phase at Uc2. Here, although
the DMET-SU(2) did not adopt the 120◦-type potential,
we interpret its anomalous point as Uc2, because the ES
above this point resembles those of the DMET-SU(2)+pi-
flux which we see shortly. Unfortunately, Uc1 is missing,
since the potentials we have adopted is apparently not
suitable for the description of the intermediate phase.
Referencing the mean-field ansatz for the quantum spin
liquid, we also consider the initial value of the potential in
the DMET-SU(2) as the pi-flux state, which we denote as
DMET-SU(2)+pi-flux; one of the ui,j is set to 2t to intro-
duce the pi-flux on a triangle unit. Figure 6(g) shows the
ground-state energy and double occupancy of the DMET-
SU(2) and DMET-SU(2)+pi-flux. We find that after the
optimization, the resulting potential has no pi-flux but is
still different from that of the DMET-SU(2). The double
occupancy jumps at Uc1 ∼ 7.25, where the singularity of
the ES and EE is also observed in Fig. 6(h). At U & 10,
the ES of the DMET-SU(2)+pi-flux are in good agree-
ment with the DMET-SU(2).
These results indicate that the existence of the phase
transitions and their locations strongly depends on the
choice of the potential. Although, one cannot determine
quantitatively, e.g. by comparing the energy, which type
of the potential describes better the target phase of mat-
ter, one can conclude the following. Even though the ES
differs between potentials and optimizations, the energy
and the double occupancy do not differ much. We also
notice that the anomalies of ES and EE are observed as
some sort of instability to the given types of potentials.
In fact, Uc1 ∼ 7.25 obtained by the pi-flux instability in
the DMET-SU(2)+pi-flux and Uc2 ∼ 9.25 by the DMET-
SU(2) are both in good agreement with the previous re-
ports Uc1 = 7.4− 7.8 and Uc1 = 9− 10.
IV. CONCLUSION
To clarify the applicability and limitation of the
DMET, we have applied several variants of the one-body
potential and optimization scheme to the 1D, zigzag, and
triangular lattice Hubbard models at half-filling. We
tried the potentials not restricted by symmetries and the
SU(2) symmetric ones, and adopted the DET and DMET
with different optimization schemes; the DET tries to fit
only the diagonal elements of the one-body density ma-
trix of the reference Hamiltonian and the impurity Hamil-
tonian, while the DMET considers also the off-diagonal
elements.
By comparing the results with those of DMRG for the
1D and zigzag cases, we have shown that the DET-SU(2)
which practically yields zero-potentials and adopts the
noninteracting basis set reproduces well the ES of the
phases at U > 0 that continues from the noninteracting
limit. The symmetry-breaking transition point with the
subtle charge-gap opening can be detected by the emer-
gent asymmetries in the optimized one-body potentials.
For the triangular lattice where the reference solution is
lacking, one needs to apply several types of potentials
and check the instabilities to the states whose features
are encoded in the shape of the potentials. Such in-
stabilities are detected by the change in the optimized
one-body potentials, and accordingly by the discontinu-
ities in the ES and EE. The structures of the ES often
differ between the DET and DMET-ones as well as by
the choices of the potentials, because the choice of the
basis determined by the potentials break the symmetry
by construction and is picking up only some part of the
whole symmetry-preserved set. Although it is difficult to
judge their quality, the energy and the double occupancy
does not differ much, which may empirically guarantee
their usage.
To summarize, the DET with the symmetric potential
is useful for the description of weakly interacting corre-
lated models, and the systematic trials using different
potentials would serve as a marker for phase transition
points. However, the lack of variational principles still
makes it difficult to judge which of the choices would give
better results, which definitely depend on the models and
their parameter range. For this reason, the method is still
insufficient, namely lacks the quantitative discipline for
the application to models which are unexplored.
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