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Abstract:
Embedded systems have to be more and more adaptive: they must perform reconfigu-
rations in reaction to changes in their environment, related to resources or dependability.
The management of this dynamical adaptivity, as in autonomic systems, can be considered
as a control loop, on continuous or discrete criteria. Embedded systems are also by nature
safety-critical, and must be statically checkable for stringent guarantees of predictability.
This is the goal of the formal techniques for their specification, validation and verification.
The reactive systems approach to this problem exploits models and automated tools based
on state machines. This position paper aims at drawing the attention of the autonomic com-
puting community towards the existence of control solutions in discrete controller synthesis
(DCS), and of programming languages and analysis and synthesis tools to support them.
We use them as a foundation for an approach combining adaptivity and predictability, and
describe a method for the safe design of safe execution systems, relying on a technique for
the static guarantee of dynamic reconfigurations. We base our position on previous work in
reactive and embedded systems, and draw directions detailing opportunities and challenges,
towards the model-based control of adaptive systems.
Key-words: Embedded systems, safe design, adaptive systems, autonomic comput-
ing, behavior enforcement, self-configuration, discrete controller synthesis, reactive systems,
synchronous programming.
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Contrôle réactif de systèmes embarqués adaptatifs
Résumé : Les systèmes embarqués doivent être de plus en plus adaptatifs : ils doivent
se reconfigurer en réaction à des changements dans leur environnement, concernant les res-
sources ou la fiabilité. La gestion de cette adaptativité dynamique peut être traitée, par
exemple dans le calcul autonomique, au niveau de l’intergiciel, en captant l’état du système,
en décidant d’actions de reconfiguration, et en les exécutant. On peut donc considérer qu’il
s’agit d’une boucle de contrôle, sur des critères continus ou discrets. Les systèmes embarqués
sont aussi par nature à sécurité critique. Obtenir une prévisibilité statique est le but des
techniques de spécification, validation et vérification. L’approche des systèmes réactifs ex-
ploite des modèles, par exemple synchrones, et des outils automatiques pour la vérification
ou la synthèse de contrôleurs discrets (SCD). Dans cet article de position, nous proposons
une approche pour combiner adaptativité et prévisibilité, et décrivons une méthode pour
la conception sûre de systèmes à exécution sûre, basée sur une technique pour la garantie
statique de reconfigurations dynamiques.
Mots-clés : Systèmes embarqués, conception sûre, systèmes adaptatifs, calcul autono-
mique, synthèse de contrôleurs discrets, programmation synchrone.
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1 Context and position statement
Context. Embedded systems are proliferating, in a great variety of environments. Their
design involves techniques ranging from application expertise, to software validation, and to
System on Chip design.
Embedded systems have to be more and more adaptive: they must perform reconfigura-
tions in reaction to changes in their environment concerning e.g., power supply, communi-
cation bandwidth, quality of service, or also typically dependability and fault tolerance for
a safe execution. The run-time management of this dynamical adaptivity is the object
of research on ways to design and implement adaptation strategies. One approach is in
autonomic computing, where functionalities are defined, typically at middleware level, for
sensing the state of a system, deciding upon reconfiguration actions, and performing them.
Embedded systems are by nature safety-critical, due to their deep interaction with their
embedding environment, machines, goods or people, and also due to their wide-spread use
and the cost of maintenance or recall of defect products. They have a special requirement
for safe design, which classicaly contradicted dynamical operating system features. Ob-
taining static predictability is the goal of their specification, validation and verification
techniques. The reactive systems approach to this problem exploits finite or bounded mod-
els e.g., synchronous, and automated algorithms for verification e.g., by model checking, or
synthesis e.g., using discrete controller synthesis (DCS).
Statement. An important concern is then to combine these two different requirements for
embedded systems i.e., to be adaptive and predictable. This goal can also be formulated
as: a method for the safe design of safe execution systems, a technique for the static guarantee
of correct dynamic reconfiguration, a tool for the off-line computation of run-time controllers.
In this position paper, we argue that model-based control of adaptive systems can
contribute to this goal, in the following concrete directions:
1. modeling adaptation domains and reconfiguration mechanisms of autonomic systems
in terms of their events and states, as discrete event systems;
2. stating the adaptation strategies and safety features in terms of logical properties;
3. obtaining their correct control using the available techniques for specifying, verifying,
testing, compiling, and also, more originally, by solving the DCS problem thus defined;
4. obtaining control solutions adapted to each application, exploiting their specificities,
thanks to the automation of the method that offers easy modifiability;
5. integrating these formal techniques in a user-aimed tool and method e.g., through the
definition of domain-specific languages, with a compilation involving DCS;
6. and, last but not least, integrating an executable form of the resulting controller into
the execution platform e.g., at middleware-level.
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4 É. Rutten
The scientific interest of the proposal is manifold. Reconfigurable and autonomic sys-
tems could benefit from a set of techniques that are formally-based and mechanical, in the
sense that automatic tools are already available for use, even if they can still be improved
and adapted. Reactive systems models and methods (e.g. DCS) could benefit from being
exposed to new demands, notably concerning: at the front-end, expressivity of models in the
direction of timed or value-dependent behaviours; at the kernel, efficiency of computations
and algorithms implemented in the tools; and also, at the back-end, execution schemes for
the synthesized controllers.
The connection of these areas: formal approaches and middleware-level adaptivity, that
have developed independently until then, can benefit to the global corpus of design methods
for embedded systems. DCS is an opportunity to introduce formal methods in industrial
practice in a user-friendly way, notably through the use of domain-specific languages, familiar
to experts of application fields, non-experts of formal methods.
Sustaining previous work. We base our statement not only on general considerations
arising from a survey of the literature, on the side of autonomic computing [14, 15] and of
discrete event systems and their control [6], but we base it also on experience gathered in
previous work, which, although not explicitly related to autonomic computing, appears to
have been an approach to similar goals.
The focus was on a more specialized application domain, the area of real-time control
systems, particularly the programming of robotic systems. The work aimed at contribut-
ing techniques for the correct control of multi-task systems, with guaranteed safety of the
embedded system, and easy reuseability and modifiability of applications. It resulted on
the one hand in a set of modeling patterns for multi-task systems (typically of resources
capacities and constraints, activities and services available in the system, and applications
making requests). The model patterns can be used as a library to construct a global model
of possible behaviors (as a model of the plant in control theory) and a specification of
their correctness (as a control objective in regulation techniques). On the other hand, and
on these bases, this work resulted in techniques for the automated generation of correct
handlers [19, 20] and property-enforcing layers [1], through the use of discrete controller
synthesis techniques, implemented in a symbolic computation tool [18], and connected to
the synchronous languages and compilers [1].
A further development of our research is the encapsulation of these results into a domain-
specific language framework [7], providing for a tool not requiring the deep formal expertise
involved in automata-based models and synthesis algorithms, and wrapping the formal tech-
niques into a compilation-like process. Examples taken from this work are used to illustrate
our point in Section 2, and a synthetic account of this work is given below in Section 3.
Organization of the paper. This position paper is organized in order to present mate-
rial supporting the statement formulated above. It will provide a review of the respective
backgrounds: adaptive and reconfigurable systems in Section 2.1, and reactive systems and
discrete controller synthesis (DCS) in Section 2.2. It is on these bases that Section 3 for-
INRIA
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mulates our proposal for model-based control of adaptive systems, by precising the position
in this paper, detailing different aspects of the question, recalling useful preliminary work,
and listing some of the opportunities and challenges involved. Section 4 concludes.
2 Review of the backgrounds
The background of our position lies in each of the two concerned areas of, on the one hand,
the middleware-level support of run-time adaptation, reconfiguration and autonomicity, and
on the other hand, the formal approach to reactive systems and the techniques of DCS.
2.1 Adaptive, reconfigurable and autonomic systems
Systems have to be adaptive, especially embedded and portable devices, because of the dy-
namicity of their environment, and in order to avoid manual management of reconfiguration
[15]. They have to be equipped with adaptation mechanisms for sensing and changing con-
figuration, and also for deciding upon the reconfiguration, and controlling the adaptation.
Autonomic systems and computing [14] are an approach to the design of such automatic
adaptation e.g., in the case of self-configuration or self-optimizing.
An example scenario of adaptation can be illustrated by a cellular phone with a video-
streaming application, that enables for visioning of video-on-demand programs, or television
broadcast. Such an application can perform in several different modes for fulfilling this
functionality, differing in: levels of quality of service (QoS); in a view related to fault-tolerance, they can also be
seen as degradation levels, along a degradation axis [22].
In the example of display, we can consider:
– modes: high / medium / low resolution, black and white / colour display, com-
pression level.
– quality levels: indeed, an interesting feature is then to have “graceful” degra-
dation, with gracefulness amenable to be defined in different fashions, according
to criteria from the application domain. Here, criteria have to decide whether
black and white in high resolution is better than colour in medium resolution, or
whether it is preferable to avoid abrupt quality change but remain average, or to
keep quality at the highest. resource consumption, that can have quite different characteristics if several algorithms
versions of the functionality are available, regarding: computing (in terms of worst-case
execution time or CPU load), communication (switching on or off signal compression
according to available bandwidth), memory footprint, access time between main and
secondary memory, and also energy.
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Adaptation policy is, at a different level, also a point of variability. It has to be defined,
how to react to changes in the environment, and what choices to make for a new configuration
or mode. The general goal is:
Whatever the environment changes, functionality must be fulfilled, at a good level.
In our example, if bandwidth goes down because of signal propagation getting weaker
in a badly covered area, then a variety of reactions is possible, including e.g., triggering
compression, but then computing time rises, as well as energy consumption. Another reason
for reacting can be an incoming message, with an image attachment. If the reception mode
involves immediate download, then it could imply degraded video quality in order to free
some computing, memory and bandwidth. Or else, reception can be shut off by the user while
looking at video uninterrupted and undisturbed, and resumed later. This latter point can
illustrate that knowledge of the application state allows for some lookahead in the control.
This example gives an idea of the adaptation criteria, the levels on functionality, the
application-specific aspects, the management policies that have to be considered.
Needs for run-time adaptation more generally concern the use of an execution platform
by applications, which must be able of variation, as transparently as possible. In the case of resource management in distributed systems, adaptation can concern
available memory, computation capacity, critical sections, communication bandwidth,
power supply of portable devices. They can be interrelated, as e.g., processor fre-
quency and voltage, hence power. An example is a component-based approach, with
adaptation mechanisms [22] e.g., for resources disappearing or re-appearing [5]. Fault tolerance and error recovery also can rely on reconfiguration amongst a redun-
dancy of computation resources e.g., task migration [8] , or degraded modes associated
with a management policy. Switching of execution mode at application or deployment level in Systems on Chip
(SoC) or massively parallel architectures can exploit the availability of different im-
plementations (software or hardware) encapsulated under the same API. An example
is in the Gaspard2 framework [24]: modes differ by their characteristics, as quanti-
fied by performance evaluation techniques [2], and control mechanisms are defined at
specification-level [16, 9] to allow for reconfigurations, implemented e.g., on FPGA [17]. At application-level, the application-specific sequencing of functionalities, the inter-
active launching of different tasks dynamically, result in phases with quite different
resource requirements.
Some of the adaptations are of a quantitative nature, that can be modeled as a contin-
uously varying system, and controlled by updating parameters [12]. Others are closer to
reactive systems with discrete states, between witch transitions are switching upon occur-
rence of significant events.
INRIA
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Mechanisms of adaptation must concretely support the automatic reconfiguration, on
the basis of the classical systems management functionalities, the goal of which is to maintain
a system’s ability to deliver its service with a prescribed quality [15]. Functions of system
management typically include observation and monitoring, configuration and deployment,
reconfiguration, resource management, fault tolerance, security. In the framework of the
adaptation control loop, the mechanisms of adaptation must be capable of:
sensing or monitoring the state of the system i.e., to monitor and detect causes of recon-
figuration; this can involve, in the case of reflexive systems, the maintenance of an
explicit model of the state of all concerned entities, at the different levels (hardware,
middleware, application, and even possibly environment, as in the case e.g., of fault
models for fault tolerance);
acting i.e., they must also have functionalities for installing a new configuration, and de-
installing the former one. They can operate at different levels: task allocation and
migration mechanisms, processor frequency control, application-level switch between
degraded modes;
deciding : finally, and most importantly, they must have a component to reason upon the
past sequences of states and compute the next configuration, in order to close the loop
of the adaptive control.
This classical loop is illustrated in Figure 1, reminiscent of the autonomic framework [14].
An autonomic element can be characterized [15] by the application of a control loop, through
the management interface, to a managed element. The definition of this management as a
control theory problem is seen as one of the research challenges of autonomic systems [13].
The autonomic element can itself be equipped with a management interface, and be re-
used in the framework of a composite, also regulated in an autonomic way. Autonomy
consist of functionalities of self-management: typically self-configuration, self-optimization,
self-healing, self-protection [14]. Figure 1 shows how the decision component has to react
to incoming events from the platform or environment, taking into account a knowledge on
the application and on the platform, and produce actions and reports. We will place our
proposal in this framework, in Figure 10.
Approaches to the control of adaptation are explored in different directions, such
as rule-based approaches planning, or neural networks. The emphasis on expressivity and
dynamicity sometimes leads to systems where the policy defining adaptivity can be changed
at run-time. The design of adaptation controllers seems to be often a manual and ad-hoc
work, where predictability is not the main issue. However, research progress in architecural
definition of adaptive systems have lead to the clear positioning of the closed loop control
in the framework of the middleware platforms; it has also begun identifying criteria and
objectives for designing the decision component of the control; and it has clarified what















Figure 1: The control of adaptation.
sense, the definition of adaptive systems is mature and ready for reactive and discrete-event
systems-based approaches to be considered.
Therefore we claim that a model-based approach, for example based on reactive models
and tools, can improve the design of adaptive controllers, for the class of systems where
reliability and verifyability are important.
The previous description of adaptation suggests that it resembles control in the broader
sense of control theory. Applications of continuous control have been explored e.g., for load
management of web servers. We claim here that a parallel approach can be taken fruitfully
when considering more logical aspects of systems, where spaces of configurations, execution
modes, algorithm versions, have a discrete event system (DES) nature, and are amenable to
the application of discrete control notions.
Towards model-based control of adaptation. The proliferation of software, especially
in embedded systems, combined with its safety-criticality, plead for the use of well-founded
design methods and techniques. The complexity of these systems in size and intricacy makes
it essential to have powerful automatic tools for specification, evaluation, verification and
transformation, for the sake of the productivity of design.
Formal methods, particularly those aimed at reactive systems, do possess these qualities,
and some of them are accompanied by mechanical algorithms for verification and transfor-
mation, that are favouring their use by engineers who are experts in the systems to be built,
rather than experts in formal models.
Amongst these, Discrete Controller Synthesis (DCS) presents the advantage of being
constructive, in the sense that it computes a solution to the problem of the correct control
of a system. Indeed, the usability of the approach depends on its understandability, and
here the formal technique can be encapsulated as a component of a compilation.
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Figure 2: A small example of reactive model.
2.2 Reactive systems and discrete controller synthesis (DCS)
Embedded systems, which are in continuous interaction with their environment, and which
have strict safety-criticality constraints, are considered as reactive systems [11]. The syn-
chronous approach to reactive systems [3, 23] provides programmers with concrete tools for
design: programming languages, compilers, code generators, model-checkers and also a DCS
tool [18].
The model-based approach to reactive systems relies on the basic formalism of
labeled transition systems. The finite-state machines are composed of discrete states, that
can abstract significant value domains, and characterize significant dynamical sequences of
events. Transitions between states are labeled with conditions and actions.
Figure 2 gives a small example of an automaton modeling a reactive system, consisting
of a counter of event occurrences modulo four. The left part of the figure shows the parallel
composition of two one-bit counters. The first one starts initially from state 0, and upon
reception of input a makes a transition to state 1. from there, upon a second occurrence of
a, it makes a transition, emitting b, back to 0. It is composed in parallel (with the dotted
line, in a surrounding box) with another similar automaton counting two occurrences of b
to emit c. The composition defines b to be a local event, in the little attached box.
The right part of Figure 2 shows the automaton, a two-bit counter modulo four, resulting
from the synchronous composition, wit input a and output c. We will adopt this graphical
syntax, and the synchronous composition semantics, in the following, without detailing
formalities here [1].
Such modeling formalisms have been applied to described the control behavior of multi-
task systems [19], as illustrated in Figure 3 where a task Ti, initially Idle, receives a request,
and depending upon the control signal ok, can go to a waiting state if it is false, or else
it can go to the active state Act, which is hierarchical: there it can switch between three
modes H, M and L. These multiple modes correspond to different resource management as
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well as quality of service policies. The switches are labelled with conditions that control the
adaptation.
The synchronous languages [3, 23] (Lustre, Esterel, Signal, Lucid Synchrone, or even
Statecharts) provide for high-level language support for the structured construction of such
models, enabling the consideration of large and complex systems, the resulting composition
being computed by the compilers. As an example, Figure 4, taken from the work on domain-














































































s2 ∧ ¬a3 ∧ ¬a1
a1 ∧ ¬a3s2 ∧ a3
s1
s2 ∧ ¬a3 ∧ a1





g ∧ req A/end A, Dg ∧ ¬req A/end A
r ∧ ¬c/D1 r ∧ c/D2
A1 A2
g1 ∧ ¬r/e g2 ∧ ¬r/e
g1 ∧ r ∧ ¬c/e, D1 g2 ∧ r ∧ c/e, D2
g2 ∧ r ∧ ¬c/e, D1









Figure 4: Automaton model of a multi-task application.
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zones indicated sub-automata which were not detailed here. One can notice control schemes
for putting a task in a waiting state, or mode switching management, resembling Figure 3.
This addresses item 1 of our statement (Sect. 1)
Such automata can also be viewed under an equational form, as a sequential transition
function, like in classical Boolean circuits, which is illustrated in Figure 5.
Logical properties of these automata concern typically reachability of states, or invariance
of subsets of the state-space, required or forbidden sequences of transitions.
The resulting transition system formal model is the concrete representation of designs
upon which operations are defined, in the form of algorithms for their analysis (e.g., for
verification or test-case generation) or transformation (e.g., automated partitioning into dis-
tributed communicating processes). They constitute executable formal models in the sense
that code can be generated for efficient simulation purposes, or for execution, in a platform-
dependent way. The underlying models, and their related algorithmic tools, are subject to
complexity and combinatorial explosion problems. However, the size of manageable mod-
els is such that meaningful systems can take advantage of the offered services of analysis.
This is especially true when the models are adequately structured, and the reactive kernel
abstracted from the more computational parts of the system.
Expressivity of the models can be augmented with quantitative information (concerning
time , but also values of variables that can be handled by static analysis, or even hybrid
systems); however, this involves a considerable cost w.r.t. the related algorithms, and the
size of manageable systems is therefore limited.
Discrete controller synthesis (DCS) is one of the automated techniques that can be
defined to exploit transition system models. It consists of considering on the one hand,
the set of possible behaviours of a discrete event system, within which some events are
distinguished as being controllable (they can be inhibited), as illustrated in Figure 6.
On the other hand, it requires a specification of a control objective: a property typically
concerning reachability or invariance. Examples related to the previous ones are: behaviours
should remain within the sub-set of states declared safe, or the termination state of the
application should always be reachable (i.e., avoid entering sub-spaces of states from where
there is no way to termination).
II Xg
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Figure 7: DCS: system under the control of h
This addresses item 2 of our statement (Sect. 1)
DCS consists of the computation of the necessary constraints on controllable events so
that the objective properties are satisfied by the resulting controlled system, for all possible
uncontrollable inputs. When DCS is maximally permissive, the constraint on controllables
is minimal: the most possible behaviors are kept. This can be formulated:
Whatever the uncontrollable inputs sequences, the controlled behavior satisfies
the objectives.
This addresses item 3 of our statement (Sect. 1)
Figure 7 shows how the controller i.e., the synthesized function h, automatically derived
and computed, is such that, in a given state X , given any uncontrollable input Iu, is can
give values to controllables Ic, so that the resulting behavior satisfies the control objectives.
Figures 8 shows, from left to right, an example in terms of automata, with five states,
and two inputs: one controllable c, and one uncontrollable u. The objective is to make this
system invariant w.r.t. the sub-set of state E i.e., to avoid state s3. Given the particular
transitions, only a smaller sub-set E’ can be controlled: it is part of the work of the DCS
algorithm to explore the state space in order to find the controllable transition where control
has to be enforced. the automaton on the right shows the controlled system, where in state
S2 the controllable Boolean c is forbidden to take the value true, and must be false, hence
inhibiting the wrong behavior to be avoided.
DCS was originally defined in the framework of language theory [21], often called supervi-
sory control of discrete event systems, and is related to game theory. It has been formulated
INRIA
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in terms of labeled transition systems, and involves algorithms that explore the state space
in a way resembling that of model-checking verification, symbolically, with complexity issues
and capacities of the same order. Within the synchronous approach, DCS has been defined
and implemented as a tool integrated with the synchronous languages: Sigali [18]. It han-
dles transition systems with the multi-event labels typical of the synchronous approach, and
features weight functions mechanisms to introduce some quantitative information and per-
form optimal DCS [8]. We use a tool set is illustrated in Figure 9: models of behaviours are
synchronous programs written with the Mode automata language; its compiler can produce
a format (called z3z) acceptable by Sigali, which also takes the objectives, and produces
a controller. This latter is combined with an executable form of the mode automaton, for
co-simulation.
DCS techniques have been studied quite less than verification and model-checking, pos-
sibly because they involve a design approach closer to control theory than to computer
programming, with a model of the system and its behaviours separately from its control.
Applications of DCS have classically concerned discrete control theory problems in manu-
facturing systems. Computer science applications are less frequent; variants of controller
synthesis have been applied on timed automata for application-specific scheduling of task
systems, and job-shop scheduling problems.
Despite being less popular than model-checking, it could disseminate at least as broadly,
because it offers features of a different usefulness: it is more constructive, in that instead
of diagnosing bugs, it produces a solution, which is correct by construction, and finds it, if
it exists, even if it is so intricate that a programmer would not have thought of it. Also,
its mechanical nature makes it integrable in tools where final users do not need expertise in
formal technicities.
Towards DCS-based control of adaptive systems. DCS techniques are meant for the
control of reactive systems. They have reached a point of maturity where they are usable as a
foundation for model-based control of adaptive and reconfigurable systems. Their continuing
























































Figure 9: A tool suite for DCS
in a design method that provides users with an automated framework in order to design
decision components of adaptive systems, and have a dynamically reconfiguring run-time
system platform fulfill the application requirements in a transparent way.
3 Proposals for model-based control
Position. We argue that model-based control of adaptive systems can contribute to
the goal of combining adaptivity and predictability in embedded systems, by defin-
ing design methods based on models of the dynamical behaviors involved, and applying
automated tools to obtain safe controllers for run-time adaptation. In this position paper,
we address these questions for a particular class of systems and properties, expressible as
reactive systems and finite-state machines, possibly labeled with some quantitative informa-
tion. Indeed, at the abstraction level of a reactive kernel managing reconfiguration events
and spaces, the adaptation strategy can be formulated as a discrete control problem. DCS
techniques can then provide for concrete automated production of correct controllers, that
can then be integrated in a run-time platform, connecting this decision component with
monitoring and execution facilities.
What: Generating property-enforcing layers.
We propose to contribute to the design, assisted by an automated generation tool, of a
middleware-level component or layer for adaptive task and resource control, enforcing the
properties defining dynamic reconfiguration strategy.
The controller layer is adaptive w.r.t. the state of the run-time execution platform. It
reacts to events concerning the monitoring of resources and activities or requests from the
application. It makes transitions between states of configuration, so that the application can
be fulfilled, while aspects like fault tolerance, power supply, or communication bandwidth
are managed transparently, in an autonomic way.
Using DCS techniques provides us with an automated generation of these controllers.
This feature provides for easy modifiability and re-generation of a controller; it opens the
possibility for taking into account information about the application, in the form of another
transition system model, and generate application-specific solutions, which can make a more
optimal use of the platform.
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Figure 10: Model-based control of adaptive systems
This addresses item 4 of our statement (Sect. 1)
Figure 10 illustrates our point by showing, in the same framework as Figure 1, how the
boxed component at the intermediate layer, at middleware level, interacts with the lower op-
erating system and hardware layer, through monitoring and reconfiguration functionalities,
to form a control loop in order to adapt to application requests and other environmen-
tal events. This component is built upon models of the platform, the available tasks and
services, and also a model of the application, as well as properties defining the control ob-
jectives, as seen previously. A controller obtained with DCS constrains the behaviours w.r.t.
safety-critical properties. It can also produce reporting information towards the application,
such as warning messages, for application-level management.
Why: Safely separating platform control from applications.
The motivation for our work is to alleviate application development from platform details,
while allowing for adaptivity in a safe, predictable way. Basing the method upon models
and associated algorithms and tools ensures the correctness of the computed controller. The
automated tool support enables easy modifyability, and opens the possibility of application-
specific solutions.
The encapsulation of the DCS formal tools corresponds to a motivation of making the
method user-friendly for developers. Specific languages can provide users with constructs in
terms of their expertise, while the compilation cares for the formal technicalities.
This addresses item 5 of our statement (Sect. 1)
How: connecting model-based synchronous tools and reflexive and autonomic
middleware. The identification of adaptive middleware mechanisms, and properties to be
controlled, lead to the modeling the space of configurations and the operations occurring
when making transitions, and of the DCS objectives. The specification of these automata
models is made in synchronous languages. The global model can be compiled into a format
compatible with the DCS tool, which can be applied with the objectives.
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The integration of the resulting controlled system is done in the context of the run-time
executive. Events signaling input reconfiguration needs, or output reconfiguration actions,
are linked to concrete functionalities of the middleware libraries. The execution of the
controller and the reactions of its transition system have to be encapsulated in a reactive
component, iteratively executing the controlled transition function.
This addresses item 6 of our statement (Sect. 1)
Preliminary results. Our proposal builds upon previous work, where some of the
aspects were partly explored in separate ways. The present position tends towards a gener-
alization, and concretization at middleware-level.
The automatic generation of safe handlers is explored for multi-task systems inspired by
robot programming [19, 20], illustrated in Figure 3, in terms of synchronous modeling, fea-
turing notions of resource consumption, and DCS involving some quantitative aspects. This
framework is applied to fault tolerance, in the case of fail-silent faults in a multi-processor
system [10]. Given a model of the tasks, and a model of the considered faults, a controller
automatically migrates tasks, while enforcing essential properties concerning resource usage
and the capacity of the processors, as well as functionality fulfillment, whatever the faults
occurring. An extension of this works makes usage of optimal DCS in the case of tasks
with checkpoints, and the resulting controller optimizes and guarantees adaptivity to the
occurrence of fault events, while guaranteeing a predictable response time [8].
A more general framework is then proposed for the automatic generation of property-
enforcing layers [1]. The delimitation of the control layer as a relatively small sub-component,
at a proper abstraction-level, linked with other, data-oriented code, enables the scalable ap-
plicability of DCS. The method offers a separation of concerns between declarative resource
constraints and imperative application. It resulted in the tools environment illustrated in
Figure 9.
A domain-specific language is proposed upon these bases [7], where multi-task systems
can be defined, with resources declared with their sharing properties and capacities, tasks
with their various resources consumptions, and different modes between which they can
switch. Applications are imperative sequencings of these tasks, with a special alternative
operator, to describe different ways of fulfilling some functionality, leaving the choice to
the controller to be synthesized. The compilation of this simple language is illustrated in
Figure 11. It involves a translation into transition systems, as illustrated in Figure 4, with
weights associated with states, and into synthesis objectives. The DCS phase is encapsulated
into the compilation process, and hidden to the final user.
In the perspective of autonomic systems, our results can be seen as exhibiting capabilities
of self-configuration, in terms of resource usage and task management, of self-optimization
in the sense that control takes into account consumptions and quality aspects, and of self-
healing in the form of fault recovery control.
Ongoing work is taking place in the direction of implementing the automatically synthe-
sized controllers, in the framework of a control systems programming environment, Orccad
[4]. Applications are composed by assembling robot tasks, each equipped by a small activity
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Figure 11: Domain-specific language.
controller modelled as an automaton; the applications are themselves hierarchically control-
ling sub-tasks through a reactive automaton, in a way that originally inpired our work in [7].
we are modifying models of tasks and applications automata in Orccad, in order to identify
controllability, and the resulting controller is designed following the discrete controller syn-
thesis method. The result must then be integrated in the real-time runtime generated by
the Orccad environment, where one of the threads is in charge of executing the controller
transitions upon the arrival of events. Another direction of work is starting in relation with
the Fractal framework [25]. In this component model, components are equipped with con-
trollers, managing typically their life-cycle; composites are themselves components, where
the controller manages amongst others the interactions between sub-components. Our goal
is to approach the desing of adaptation controllers in this framework by assembling local con-
trollers and adaptation policy properties into a reactive system, and automatically deriving
correct controllers.
Opportunities and challenges are examplified by the following research problems and
questions raised.
Modeling of adaptation and reconfiguration mechanisms. An important part of
the work consists in a modeling activity, where we have to explore what systems do, what
we can model properly (i.e., correctly and also efficiently), what we can handle (i.e., what
problems we can contribute to).
More precisely, an analysis of actual reflexive and adaptive platforms must be made to
determine, while having in view the characteristics of the DCS techniques we use, what are
the observation and measure points, what are the control and action points, what are the
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18 É. Rutten
properties and control objectives, and how the functional goals and quantitative/qualitative
properties complement each other.
DCS techniques. The classical DCS algorithms require to have a global view of the
system, which is coherent with a number of adaptive systems, but is not in line with the
desire for decentralized control; however, there exist works on modular control techniques
that should be explored.
The expressivity of models (and related algorithms) can be extended towards quantitative
aspects, like time or value-domains of program variables, or also towards more complex
behaviours and properties, involving control with its own state space in addition to that
of the controlled system; these extensions have to be approached with consideration of the
algorithmic cost that goes with them.
Execution of the controller. Embedding the controller produced by DCS amounts
to linking a decision component with the middleware layer, typically with the monitoring
functions, and with the task and resource management API. The contents of this component
can be optimized by transformation of the synthesized logical constraint in a way that
minimizes size or evaluation time.
This controller is the most permissive, and not necessarily deterministic; it has to be
completed into a function to be executed. This can be seen as a determinization problem, or
one can consider that part of the remaining choices can be done at run-time, on potentially
much richer information: typically, quantitative aspects that were abstracted away in the
discrete model for the off-line work, can be re-coupled here. The question of having a
distributed controller could be approached by using the automated distribution techniques
for synchronous programs.
Integration in a user-aimed tool and method. The nature of DCS, at once auto-
matic and constructive, makes it possible to consider its encapsulation into a compilation-like
process. There, from a description of resources and tasks in presence, and of an imperative
application sequence, the fine-grained, low-level control can be synthesized by a tool, with no
involvement from the final user in the possibly intricate synchronizations. This suggest the
definition of simple, domain-specific languages, which bring user friendliness by proposing
expression in terms familiar to experts of the application fields, and allowing them to remain
non-experts of formal methods. In that sense, autonomic and reconfigurable systems are
a great opportunity for DCS to be applied as a rigorous approach to control. A challenge
coming with this opportunity is that, when no solution is found to the DCS problem, some
kind of diagnostic information should be produced, for the designer to modify the design to
make it controllable.
4 Conclusion
In this position paper, we argue that model-based control of adaptive systems, seen as
reactive or discrete-event systems, can contribute to the goal of improving embedded systems
with adaptivity, while maintaining their safety by continuing ensuring predictability. It
can do so concretely by performing the off-line, statical, formal computation of run-time,
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dynamical, correct controllers. They can handle self-configuration and self-optimization
issues of autonomic systems.
It can be done concretely by the modeling of adaption and reconfiguration functionali-
ties at middleware level in terms of reactive systems, the application of discrete controller
synthesis (DCS) techniques, taking into account application specificities, the integration
of the controller in the run-time executive. The automation of the DCS tools opens the
possibility for their encapsulation in a domain-specific language framework, that ensures
user-friendliness.
Perspectives are in the modeling of actual concrete middleware platforms, the explo-
ration of more powerful DCS techniques while keeping efficient, the exploration of execution
schemes for the generated controllers, and the definition of domain specific languages en-
capsulating all that.
References
[1] K. Altisen, A. Clodic, F. Maraninchi, and E. Rutten. Using controller-synthesis techniques to
build property-enforcing layers. In Proc. of the European Symp. on Programming, ESOP’03,
April 7 - 11, 2003,Warsaw, Poland, pages 174–188, 2003. LNCS nr. 2618.
[2] R. Ben Atitallah, S. Niar, S. Meftali, and J.-L. Dekeyser. An MPSoC performance estimation
framework using transaction level modeling. In The 13th IEEE Int. Conf. on Embedded and
Real-Time Computing Systems and Applications, Daegu, Korea, August 2007.
[3] A. Benveniste, P. Caspi, S.A. Edwards, N. Halbwachs, P. Le Guernic, and R. de Simone. The
synchronous languages twelve years later. Proceedings of the IEEE, 91(1):64–83, January 2003.
Special issue on embedded systems.
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