We consider a collaborative variant of prediction with expert advice. In each round, one user wishes to make a prediction, and must choose which expert to follow. The users would like to share their experiences in order to learn faster-ideally they could amortize the same total regret cross the whole community of users. However, some of the users may behave maliciously, distorting their reported payoffs in order to manipulate the honest users of the system. And even if all users behave honestly, different experts may perform better for different users, such that sharing data can be counterproductive.
Introduction
Modern machine learning systems often aggregate data from many users. This facilitates rapid learning, but leaves these systems vulnerable to manipulation by malicious users. Traditional results in learning theory make very weak guarantees about robustness to manipulation. This is not an abstract concern. Machine learning systems are used to make a range of economically significant decisions, from aggregated ratings that shape what we buy to search rankings that shape what we read, and the incentives to manipulate these systems can be very strong.
We consider a collaborative version of prediction with expert advice, a fundamental problem in online learning. In our collaborative formulation, each round involves a particular user u t , who can make a decision based on all of the information reported by users in previous rounds.
We would like to guarantee that every set of users performs relatively well. That is, if we choose an arbitrary subset H of users, and restrict our attention to the set of rounds involving a user u t ∈ H, we would still like to compete with the best fixed expert. This ensures that adding additional malicious or varied users can't significantly reduce the performance of existing users.
The chief difficulty is achieving this bound for every set H simultaneously. We are not only ignorant of what expert will perform best, we are ignorant of what payoffs we actually care about.
We show how to transform any traditional algorithm for prediction with expert advice into a robust collaborative version. This transformation ensures that the original algorithm's regret bound applies for every subset of users H. It does this at the expense of some additional regret-if there are N users in total, the additional regret is at most O √ T N . The additional regret improves significantly when most users are honest, or when few users are; we present precise statements in Section 3.
The resulting algorithms automatically compete with the best strategy which divides the honest users into m groups and makes a different recommendation for each group. These bounds may be of interest even in domains where there is no adversarial behavior.
We extend our results to general online convex optimization, at the expense of computational tractability. This result indicates that it is statistically possible to implement very efficient robust collaborative learning in a very broad range of settings.
Our model
In this section we present our model for online convex optimization over a convex set S. Online convex optimization is an extremely general learning problem that captures many traditional learning problems as special cases ( [11] ). Throughout, we assume that the losses are in [−1, 1].
Online convex optimization includes prediction with expert advice as a special case. We only consider the decision-theoretic setting for prediction with expert advice ( [7] ). This is the special case of online convex optimization where S is the set of probability distributions over a finite set of "experts" X , and the loss functions ℓ t have the form ℓ t (p) = x∈X ℓ x t p
x . We imagine ourselves in the position of a central recommendation service, which must provide advice to some fixed set of users U, with |U| = N. We make our decisions in a sequence of rounds, t = 1, 2, . . . , T . At the beginning of each round, we are given the identity of a user u t ∈ U. We then choose an element p t ∈ S, and nature reveals a convex loss function ℓ t : S → [−1, 1]. The user u t and loss ℓ t may be adversarial, depending on our choices in previous rounds. The loss ℓ t may also depend on p t .
Our loss in round t is simply ℓ t (p t ). The loss of a set of users H ⊂ U is the total loss in all rounds involving a user u t ∈ H:
To measure our performance, we compare to the performance of the best single point in S:
OPT
We are interested in minimizing the regret ℓ
≤T . We will prove bounds that hold simultaneously for every set H.
Rather than producing algorithms for this problem from scratch, we will implement transformations that start with an algorithm for the single-user case, and produce a robust collaborative version.
Algorithms for online convex optimization typically make some assumption about the loss functions ℓ t , for example that they are Lipschitz in an appropriate norm. Our transformation will apply for any convex optimization problem, under arbitrary assumptions about the loss functions ℓ t . The transformed algorithm will make exactly the same assumptions as the original algorithm.
More precisely, we take as given an algorithm OCO for online convex optimization over the set S, with some set of admissible loss functions ℓ t . Write regret R T (OCO) for the worst-case regret of that algorithm over the first T rounds. We produce an algorithm OCO for collaborative online convex optimization over S, with the same set of admissible loss functions. OCO satisfies a bound of the form
for every set H. We call R ′ T (H) the additional regret of the transformation. Our goal is to prove bounds on the additional regret.
We will also consider a stronger benchmark, in which we divide the honest users into m groups and choose the optimal p for each group:
Regret bounds against this class of strategies will follow automatically from our other results. Many of our bounds include an additive term in O √ T log log T . We write O (·) to hide these additive terms. Typically they will not affect the asymptotics unless T is ω (exp (N)), which is not a regime in which we expect our results to be meaningful. We expect that these terms can be removed with some additional work.
Our contributions
Prediction with expert advice. For prediction with expert advice, we exhibit a transformation that introduces additional regret of O √ T N . The key technical idea is reversing the relationship between the experts and the users: rather than having the experts always offer advice, we have each expert learn which users to offer advice to. The goal of the expert is to offer advice if and only if their advice will be helpful. The resulting experts are "specialists," who sometimes abstain from offering advice, and we can apply a standard technique to compete with the best specialist ( [8] ).
By improving the learning algorithm used by the experts, we can significantly improve this bound when there are either few or many malicious users.
For example, when only an ǫ < 1/2 fraction of users are malicious (respectively honest), and only an ǫ fraction of rounds involve a malicious (respectively honest) user, we prove that the additional regret is O ǫ T N log (ǫ) . The parameter ǫ is not known to the algorithm; the strengthened guarantee still holds simultaneously for every H.
As an immediate consequence, the same algorithm is also competitive with the best strategy that divides the honest users into m > 1 groups and chooses a different expert for each group. In this case, we obtain regret mR T (PEA) + O T N log (m) , where R T (PEA) is the regret of an algorithm for single-user prediction with expert advice over T steps.
Online convex optimization. For online convex optimization with losses in [−1, 1], we exhibit a transformation that introduces additional regret O √ T N . However, this transformation requires exponential time. We demonstrate that there is no statistical obstruction to robust collaborative online optimization, but leave open the problem of designing efficient algorithms.
This result can also be improved whenever H is small or large, and can also be improved if we have side information about the set H.
The key idea behind the transformation is to introduce an expert for every subset of the users. Each expert uses the underlying online convex optimization algorithm to make recommendations to the corresponding subset of users. We then aggregate these recommendations using an algorithm for learning from specialists ( [8] ).
This result can also be applied to the case where we want to divide the honest users into m subgroups. We obtain regret mR T /m (OCO) + O T N log (m) , where R T /m (OCO) is the regret of an algorithm for single-user online convex optimization over T /m steps.
Related work
Collaborative filtering: In the collaborative filtering problem, a set of users interact with a set of resources, and exploit their common tastes to more efficiently predict which resources each of them will rate highly. This problem has been studied at length; see ( [12] ) for an overview. A wide range of theoretical models for this problem have been studied ( [1] , [9] , [2] , [6] ).
Our work differs from this literature in two respects. First, we focus on achieving very strong robustness and non-manipulability guarantees without sacrificing statistical efficiency. Second, we consider the general problem of prediction with expert advice rather than predicting which resources a user will rate highly. As a result, we require completely different techniques. Robust collaborative filtering. The most closely related work is ( [5] ). Their results fit in our model of robust collaborative learning, but they study a different problem (a particular model of the collaborative filtering problem) and use different techniques.
Along similar lines, ( [3] ) provides a robust collaborative algorithm for the multi-armed bandit problem, under an additional stochastic assumption. The multi-armed bandit problem is more similar to, and motivated by, applications to collaborative filtering than to our setting. Moreover, it is not clear how we would apply similar techniques to our setting.
Adversarial learning. Another literature deals with learning problems in which an adversary has some influence over the training or testing data ( [4] ). Robust collaborative learning can be viewed within this framework, as an attack model in which an adversary controls the data associated with some users. The unique characteristic of our model is that we only care about the payoff associated with the uncorrupted users; in our view this is a very natural model of an important class of attacks. This allows us to obtain extremely strong regret bounds, and also leads us to use a novel set of techniques.
Preliminaries: learning algorithms as subroutines
Our results are transformations, from single-user learning algorithms to collaborative versions. The transformed algorithm invokes several learning algorithms as subroutines, (one of which is the algorithm PEA or OCO that we are transforming to a collaborative version). We will typically use the Roman letters A, B, C, . . . to represent these subroutines. Each of them is solving an independent learning problem.
The "outer" learning problem that we are trying to solve proceeds in a series of rounds t = 1, 2, . . . , T, . . .. In general, the "inner" learning problems will proceed more slowly; some but not all of the subroutines will make a prediction and receive a loss function in each round of the outer learning problem. We say that a subroutines is "active" in a given round if it produces an output and receives a loss. Write τ A (T ) = {t ≤ T : A is active}. For t ∈ τ A (T ), we write A t for the output of A, at the beginning of the t th round of the outer learning problem. In the case of prediction with expert advice, A t is a distribution over experts, and we write A t (x) for the probability assigned to expert x.
Similarly, for t ∈ τ A (T ), we write ℓ A t for the loss function observed by A during round t of the outer learning problem. In the case of prediction with expert advice, we abuse notation and write ℓ A t (x) for the loss of expert x, i.e. the loss of the distribution that assigns probability 1 to x.
Many of our subroutines will be algorithms for prediction with expert advice and non-uniform priors. The chief subtlety of such algorithms, compared to classical algorithms for prediction with expert advice, is adapting the learning rate appropriately. We will use the algorithm Squint from ( [10] 
For most of our purposes Squint is overkill, and we could obtain the same results using any algorithm that satisfies a similar non-uniform regret bound. In Section 4, we will make use of the improved bound in terms of the regret variance V , and so we use Squint throughout for simplicity.
Squint is one source of our O T log log (T ) regret term, which we hide in O (·); it is not the only source.
Collaborative prediction with expert advice
Recall the model discussed in section 1.1. N = |U| is the number of users. We will take as given an algorithm PEA for the single-user case, with regret R T (PEA), and exhibit a protocol PEA with the following guarantee: Theorem 1. Let H be any set of users. Then PEA satisfies:
If we write D = U\H and T S = |{t ≤ T : u t ∈ S}|, then PEA satisfies the stronger bounds:
In all of these bounds, O (·) hides additive terms that are O √ T log log T . ≤T which can choose up to m different experts, and then pick a different expert from this set for each user in H.
We can compete with this benchmark without modifying our algorithm. In Appendix C we prove Corollary 1. For any set of users H and any m > 1, PEA satisfies:
It also satisfies the stronger bound:
where as before T H = |{t ≤ T : u t ∈ H}|.
In our result for online convex optimization, we obtain a similar regret bound that depends on mR T /m (PEA) rather than mR T (PEA). However, the algorithm that achieves this bound is not efficient. We leave closing this gap as an open problem. The most likely approach is replacing the term R T (PEA) in Theorem 1 with R T H (PEA).
Basic algorithm
Our basic algorithm is given in Figure 1 . We also informally explain the behavior of the algorithm in this section. The full algorithm, for which we prove Theorem 1, is discussed in the next section and analyzed in Appendix B.
For each x ∈ X and each round t, we compute a quantity, z x t reflecting the probability that expert x should offer advice in round t. We imagine these quantities as being computed "by the experts" but this has no substantive effect on the algorithm. We will describe how the experts compute the quantities z x t later. Once the experts have decided whether to participate in a round, we use a standard algorithm for combining "specialists," experts who are only active in some rounds ( [8] ). In order to make a prediction, we renormalize the weights of the active experts. We compute the losses of the active experts as usual, and for each inactive expert we provide a loss equal to the average loss of the active experts (weighted by their current weights). We then update the weights using the algorithm PEA.
The experts choose z x t in order to minimize their losses and maximize the weight given to them by PEA. Each expert instantiates one Squint instance per user, with one expert that always recommends "active" and one expert that always recommends "inactive." In round t, each expert consults the instance corresponding to u t to decide whether to be active. The loss for the "active" expert is ℓ t (x), while the loss for the "inactive" expert is the average loss of the other experts (weighted by their current weights). To analyze this algorithm, we consider the excess performance of expert x in rounds where they are active:
t z x t (ℓ t (x) − ℓ t (p t )). We show that this quantity is nearly as negative as if we had taken z x t = 1 precisely when u t ∈ H. On the other hand, we show that this quantity can't be more than R T (PEA). This places a bound on the excess performance of expert x in the rounds where u t ∈ H, which is precisely what we want to establish.
Lemma 2.
For every x ∈ X we prove:
Proof. We apply Lemma 1 to each Squint instance B xu , and sum the resulting inequalities. Write h x = 1 if x ∈ H, and 0 otherwise.
Where the last inequality follows by Jensen's.
Proof. First, observe that the loss of A is exactly equal to the loss of p t : We compute the loss of A:
So we can apply the regret bound for A, and obtain:
Combining these lemmas, we have that for any expert x ∈ X :
t≤T :ut∈H
Improving the algorithm
In the previous algorithm, the experts treat each user as a separate learning problem. We can improve the algorithm by having the experts learn what fraction of the users are honest, rather than implicitly expecting half of all users to be honest. We introduce a new learning algorithm A θ for solving a simultaneous prediction with expert advice problem for each user u ∈ U. We instantiate A θ as A ← A θ (U). For each round t, A ut t is a probability distribution over {0, 1}. Write ℓ A t for the loss function given to A in round t. We imagine a separate learning problem for each user u ∈ U, with u t indicating which learning problem is being addressed in round t. However, rather than simply using an independent instance of Squint for each user, A θ learns a parameter θ reflecting a prior distribution over {0, 1}.
In Appendix B, we define A θ and prove the following result:
Theorem 2. Let A be an instance of A θ . For any H ⊂ U, we have:
This bound also holds if we replace each occurrence of H in the regret term with U\H.
With A θ in hand, it is straightforward to improve Algorithm 1. Rather than having each expert instantiate a separate instance B xu of Squint for each user u, we instantiate a single instance B
x of A θ . The analysis of the improved algorithm is then identical to the analysis of Algorithm 1, except that the conclusion of Lemma 2 is strengthened appropriately. The result is precisely the strengthened conclusion in Theorem 1. The full algorithm and analysis are given in Appendix B.
Online convex optimization
In this section, we present a general method for transforming an online convex optimization algorithm OCO into a collaborative version OCO. Both algorithms are optimizing over some convex set S.
OCO maintains a separate instance of OCO for every subset of the users. Each of these instances aggregates data over all users in the corresponding subset. We then use a standard algorithm for sleeping experts to aggregate across these different OCO instances; the experts awake at step t are precisely those corresponding to sets that contain u t .
A←Squint 2
U , where 2 U is the power set of U, with 
where the inequality follows from the convexity of ℓ t . Moreover, by Lemma 1, we have:
We obtain T H in the bound on the first line, rather than T , because ℓ
The second line is valid because ℓ A t (A) = ℓ A t (H) for t such that u t ∈ H. Finally, for any x ∈ S:
Where the inequality is valid because ℓ t = ℓ B H t . Combining these inequalities yields
as desired.
We define OCO by plugging in an appropriate p: first draw θ from the distribution µ defined in Appendix B (roughly log uniform), and then sample a random set with density θ. We obtain: Corollary 2. For every set H, OCO satisfies:
Proof. All we need to show is that
But this is easily verified by direct calculation, as in the proof of Theorem 2.
Finally, in Appendix C we show that OCO competes with OPT H,m ≤T . We assume that R T (OCO) is a convex function of T -this is true for essentially all learning algorithms used in practice.
Corollary 3. For every set H, and any m > 1, OCO satisfies:
is a convex function of T .
Open questions
The robust collaborative learning framework provides a general transformation from single-user learning problem to robust collaborative learning problems. We have answered a few fundamental questions, but we leave many more open.
• Efficient online convex optimization. Our algorithm for online convex optimization is intractable. It may be possible to produce a general transformation from a tractable online convex optimization algorithm to a tractable collaborative online convex optimization algorithm; this would be a major improvement over our results. Even if such a general transformation is impossible, we can seek efficient algorithms for a broader range of online convex optimization problems, for example online learning over combinatorial structures.
• Exploiting information about users. Our additional regret bounds depend on a quantity like |H|, reflecting the prior probability of the set H under an appropriate distribution. If we can find a better probability distribution p over subsets, potentially exploiting other information available about the users, then the statistically optimal additional regret is p(H)T H (as in Theorem 3). For example, if we know that malicious users tend to have few honest friends, then we can use this information to reduce our additional regret bounds, potentially down to negligible levels per user. Our algorithm for online convex optimization is able to make use of this kind of information, but we dont' propose any efficient algorithms that can nor do we consider any promising sources of information.
• Parallel expert problems. Suppose the same set of users participate in many online services 1, 2, . . . , k, with each user participating in some arbitrary subset. We would like to be able to amortize the additional regret over all of these services, rather than running a separate collaborative learning algorithm for each of them. This corresponds to an experts problem with a simple combinatorial structure: an "expert" corresponds to a choice of expert in each of the k underlying problems.
( [5] ) develops robust collaborative algorithms for this problem when the number of experts in each problem is O (1). But their regret bounds are suboptimal, and moreover the general problem remains open.
• Translating results from the single-user setting. The robust collaborative learning framework provides a transformation from singleuser learning problems to collaborative learning problems. It is natural to try to extend desirable properties to the collaborative case, such as performing well on "easy" instances, achieving quantile bounds, or competing with enlarged spaces of of single-user algorithms to the collaborative case. Natural contenders are tighter bounds for "easy" instances, quantile bounds, or competing with enlarged spaces of strategies (such as switching experts).
• Better regret against OPT
≤T . For prediction with expert advice, our regret bounds against OPT H,m ≤T depend on mR T (PEA), while our intractable algorithm for online convex optimization has regret that depends on mR T /m (PEA). For practical learning algorithms this corresponds to a significant √ m slowdown.
• Contextual bandits. Our algorithms all require full feedback. It seems likely that they can be extended to the contextual bandits setting, which would be important for many practical applications. Without some additional stochastic assumptions, we expect that the additional regret will have to likely scale like O √ T AN , where A is the number of available actions; but even this result would be a significant generalization of our algorithm for predicting with expert advice.
• Memory requirements. Our algorithm for prediction with expert advice requires maintaining one weight for each (expert, user) pair. When the number of users and experts is large, this may be infeasible. A more efficient algorithm might only require O (|U| + |X |) storage rather than O (|U| * |X |) storage.
A Defining A θ
We will assume that T is known in advance. This assumption can be removed with a standard doubling trick. Let Θ be the smallest set such that:
and let µ be a uniform distribution over Θ. A θ is defined in Figure 3 . Recall that our goal is to bound the regret of A θ , compared to the best strategy corresponding to a fixed set H, by
A←Squint instance with experts Θ and initial weights
and a similar term with H replaced by U\H.
Theorem 2.
A θ is symmetric under swapping 0 and 1 (since µ is symmetric), and so is symmetric under swapping H and U\H. So it suffices to prove the regret bound with H. Note that A θ has regret of at most O T log log (NT ) with respect to each set of experts B θu . Since O √ T log log T = O (1), and O √ T log log N is dominated by the desired regret bound for every set H, it suffices to prove that at least one of the families B θu has the claimed regret. Write ǫ = 
B Proof of Theorem 1
The algorithm PEA is defined in Figure 4 . The algorithm is precisely analogous to the algorithm in Section 3.1, and its analyis is precisely parallel to the analysis in that section.
On the RHS, for the benchmark terms we obtain i OPT
≤T . For the R T (OCO) terms, we obtain i R T H i (OCO). Under our convexity assumption, this is at most mR T /m (OCO). Adding up these three terms on the RHS, we obtain precisely the desired inequality.
The analysis of PEA is essentially identical. There are two differences:
• The regret term in Theorem 1 depends on R T (PEA) rather than R T H (PEA), and so we obtain mR T (PEA) rather than mR T /m (PEA).
• The regret term in Theorem 1 depends on log N |H| T T H rather than on log N |H| . However, we can split up this log into two summands, and bound each summand in exactly the same way that we bound the sum of regret terms in the proof of Corollary 3.
