Abstract. In this paper, we prove the global uniqueness of determining both the magnetic field and the electrical potential by boundary measurements in two-dimensional case. In other words, we prove the uniqueness of this inverse problem without any smallness assumption.
Introduction. Assume that Ω is a bounded domain in R
2 . In this article, we are interested in the global uniqueness of the inverse boundary value problem for two-dimensional Pauli Hamiltonian system: where φ ∈ C 1 (Ω), φ| ∂Ω and ∇φ| ∂Ω = 0. Therefore, the best we can do is recover the magnetic field and electrical potential from the DN map.
In this article, we consider an inverse problem for the Pauli Hamiltonian. We want to determine rot − → A and q from the boundary measurement. For the dimensions n ≥ 3, an important outcome is given by Sun in 1993 with some smallness assumption, that is, rot − → A is small and q is in an open and dense set in some topology. Later in 1995, the global uniqueness had been solved by Nakamura, Sun and Uhlmann under the smoothness assumption on conductivities and boundary. In 1998, Tolmasky [25] relaxed regularity for − → A j ∈ C smoothness assumption to Dini continuous. Moreover, Salo [18] also presented a constructive result for magnetic field and electrical potential by applying the methods in Nachman [14] . The first result for two-dimensional case was presented by Sun [21] . The magnetic field and electrical potential are uniquely determined under the assumption rot − → A is small and q is in an open and dense set in some topology. In [12] , Kang and Uhlmann applied the result in [7] and used the scattering transform in [4] [5] to determine the magnetic field and electrical potential from the Cauchy data of the Pauli Hamiltonian with q 1 W 1,p (Ω) ≤ ε. Recently, in 2008, in Bukhgeim's paper [3] , the potential is uniquely determined from the Cauchy data without any smallness assumption. In this article, with the help of Bukhgeim's result in [3] , we remove the smallness assumption on the electrical potential in the work of Kang and Uhlmann [12] .
In Bukhgeim's paper [3] , the potential is uniquely determined by the set of Cauchy data for the equation.
∆u + au = 0 (3) in two dimensions without any smallness assumption. Moreover, he considered a first order system instead of ( 3). This result inspires us to use the second order equation which is described in [12] and to get the related first order system. Then, by using Bukhgeim's result, we can determine rot − → A and q from Cauchy data uniquely. For m ∈ Z, we denote
The following is our main result:
In section 2, we will derive a second order equation from the Pauli Hamiltonian and introduce a result for this second order equation. About section 3, we construct CGO solutions and deduce some properties for CGO solutions. Moreover, we get boundary conditions from the Cauchy data through the ideas in [18] and [21] . For section 4, the main theorem is proved in this section by applying Bukhgeim's result. In section 5, we give formulas for the magnetic field and the electric potential by using the method given in [3] . 
then we get
The above equation implies
where a = 1 2 (A 2 + iA 1 ). Hence, we obtain the second order equation
where q = − 1 4 q. The Cauchy data for the equation (9) is defined by
(Ω) is a solution of (9)} (10) Definition 2.1. We define the operator ∂ −1 by
Similarly, ∂ −1 is defined by
Then we introduce the theorem for the second order equation.
, then we obtain
In Section 4, we are going to see that theorem 1.1 is a direct consequence of Theorem 2.2.
A particular case of Theorem 1.1 is when the magnetic field is zero. That is, rot − → A j = 0, j = 1, 2. Thus we have the equation
and get the following result:
Remark 1. The above corollary implies tat Cauchy data determines the electrical potential q uniquely when rot − → A j = 0, j = 1, 2. Furthermore, in corollary 1, − → A j , j = 1, 2 only need one-derivative. This result is different from the one presented by Sun in two-dimensional case.
Construction of CGO solutions. The Pauli Hamiltonian in two dimensions is
We look for the complex geometrical optics (CGO) solutions to (16) in R 2 . We consider the solutions of the form
where ρ ∈ C 2 with ρ·ρ = 0 and ω is decaying in |ρ|. Substituting the above solutions into equation (16), then it deduces the following two equations:
where
c represents the complement of Ω. By using the ideas in [21] , then we have the following special case.
Proof. We have decided the direction of ρ. Thus, from ( 18) , it deduces that
This leads to ( 21).
The following lemma is a special case in [17] , Theorem 2.1 (see [24] for a similar estimate).
Lemma 3.2. (Sylvester and Uhlmann, 1986). Let
By this result, we can deduce the following lemma as in [21] .
δ . By lemma 3.2, it deduces that there exists a unique solution, say φ, satisfies ∂φ = −a. And φ can be written as
Because a has compact support, we get
From ( 26) and ( 27) , the inequality ( 24) follows.
To show that φ L ∞ < ∞.
Since Ω is bounded, we can find a ball B = B(0, M ) with center 0 and radius M with 0 < M < ∞ such that B ⊇ Ω. Then we discuss the following two cases: If |z| ≥ 2M , then |ζ − z| ≥ M for ζ ∈ B and
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To construct the CGO solutions, it is important to know whether the equation ( 20) has a unique solution under some requirements. From [18] , Salo proved the uniqueness and existence of ( 20) 
Here is Salo's result in [18] .
where C is independent of ρ and f .
With the above lemma, we show that H− → A ,q u = 0 has the CGO solutions with specific form.
Theorem 3.5. Let ρ = t(1, i), t ∈ R and −1 < δ < 0. Suppose that
For |ρ| large enough, there exists a unique CGO solution u of H− → A ,q u = 0 with the form
where ω is the solution of ( 20) and is decaying in |ρ|, that is ,
Proof. For any ρ ∈ C 2 with ρ · ρ = 0. Considering this kind of solutions
to the equations H− → A ,q u = 0. Thus, it can deduces that
. First, we take ρ = t(1, i) where t ∈ R, then ( 32) can be rewritten as ∂φ = −a,
. From lemma 3.3, it implies that we can find unique solution φ ∈ H 2 δ (R 2 ) of ∂φ = −a with the form
Furthermore, φ satisfies the inequalities
From the fact that
. Thus, from lemma 3.4, for |ρ| large enough, there exists a unique solution ω ∈ H 1 δ (R 2 ) of the equation
where ω satisfies
To show the form( 31) for u is the CGO solution. We follow similar argument to the ones given in [18] . Considering u(x, ρ) = e ρ·x (1 +ω) whereω = e φ(x) − 1 + ω(x, ρ). Since e φ(x) − 1 and ω are in H 1 δ , we obtainω ∈ H 1 δ . Moreover,ω satisfies this equation
. Therefore, from lemma 3.4,ω is unique and has the properties
Hence, u is the unique solution of H− → A ,q u = 0 with the form u(x, ρ) = e ρ·x (e φ(x) + ω(x, ρ)).
With the help of the above lemma, it provides us a key to get the boundary information of ∂ −1 a.
Proof. From theorem 3.5, for any ρ = t(1, i) ∈ C 2 , t ∈ R. Considering the CGO solutions u j (x, ρ) = e ρ·x (e φj (x) + ω j (x, ρ)), j = 1, 2 (47) to the equation H− → Aj ,qj u = 0, respectively. Thus, it can deduces that
Following similar argument to the ones given in [21] , we can prove that
Before proving ( 51),we first show the following identity: 
Denote the function u 3 by
Since C a1,q1 = C a2,q2 , it implies u 3 is a solution of H− → A 2,q2 u = 0 in R 2 . Thus u 3 can be written as
ρ·x (e φ2(x) + ω 3 (x, ρ)).
Hence, ω 3 must satisfies
Suppose that we can show that
is also a solution of equation ( 53). From the lemma 3.4, we know that there exists a unique solution in H 1 δ (R 2 ) of equation ( 53) if |ρ| is large enough, then it can deduce ω 3 = ω 2 . Therefore, we obtain u 3 = u 2 in R 2 . Since u 3 = u 1 in Ω c , we have u 1 = u 2 in Ω c for |ρ| large enough. Now, we start to show
. Considering
which implies ω 3 = e φ1 − e φ2 + ω 1 .
. By ( 44) and ( 52), it follows that φ 1 = φ 2 in Ω c , as |ρ| → ∞. From lemma 3.2, φ j can be expressed as
Thus
4.
Proof of the main theorem. In this section, we firstly introduce the uniqueness identifiability for a first order system which is proven by Bukhgeim [3] . Later, we reduce the Pauli Hamiltonian to a second order equation and obtain a similar first order system as the one in [3] . Let
where a, b are complex functions. Denote
The set of Cauchy data for P u = 0 is defined by
In [3] , Bukhgeim obtained the following result. ( 57) is
(Ω) is a solution of (57)} (58) Let ω := (∂ − a)u, then by ( 57) we obtain
, then we rewrite ( 59) to the form Therefore, we obtain te first order system which is similar to the one in [3] . This Cauchy data for Pũ = 0 is also defined by
The following is the proof of Theorem 2.2.
Proof of Theorem 2.2. The first step is to prove that
Consequently, C Q1 = C Q2 . Using Theorem 4.1, we conclude that
That is, e −T a1 = e −T a2 ; e T a1 q 1 = e T a2 q 2 in Ω.
Hence, T a 1 = T a 2 and q 1 = q 2 in Ω. From the definitions of T a j , j = 1, 2, it implies
In Vekua [28] , we have the following lemma.
. Then we have
, then we obtain the following result:
With the result of Theorem 2.2, we have
Let the operator ∂∂ acts on both sides of ( 64). Therefore, by lemma 4.2, we obtain
For j = 1, 2, we have the equalities
Then, it can be deduced that
According to the above observation, Theorem 1.1 is a direct consequence of Theorem 2.2.
5.
Reconstruction of the magnetic field and the electric potential. To reconstruct the magnetic field and the electric potential, Salo used a similar method as in Nachman [14] . But, here we applied the new result from Bukhgeim [3] to reconstruct both of them. We have mentioned the following operator in the above section. We recall, without proof, the following result proved in [3] . Since v satisfies
there exists an explicit solution for ( 67). More precisely, v can be expressed as
where c 1 , c 2 ∈ R. See [28] for details. We follow the lines parallel to [3] . Considering the first order system P =D − Q withD
which is discussed in Section 3. We still consider the problem
with the solution u of the form
Here we give a special case. Let f = e 1 = (1, 0). We have v| ∂Ω = e 1 + ic and ω| ∂Ω = ig(x, τ ), where c and g(x, τ ) ∈ R 2 . Considering the image part of e −τ Φ u, we obtain
Im(e −τ Φ u)| ∂Ω = Im(e 1 + ic + ω)| ∂Ω = c + g(x, τ ).
Given µ = e −τ Φ e 2 . Denote ν = (ν 1 + iν 2 ) be the unit outer normal to ∂Ω. By Green's formula, since ∂ψ = 0, we obtain Since e −τ Φ u = (e −τ ψ u 1 , e −τ ψ u 2 ), we obtain e −τ ψ u 2 = v 2 + ω 2 . Then As in [3] , e −T a(x0) can be approached by Because ∂a + ∂a = Therefore, we get a formula to compute the magnetic field rot − → A in Ω. To give a formula to the electric potential q. Considering f = e 2 = (0, 1) and η = e −τ Φ e 1 . Following similar process, we obtain 
