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LONGTIME DYNAMICS OF THE OREGONATOR SYSTEM
YUNCHENG YOU
Abstract. In this work the existence and properties of a global attractor for the solu-
tion semiflow of the Oregonator system are proved. The Oregonator system is the math-
ematical model of the famous Belousov-Zhabotinskii reaction. A rescaling and grouping
estimation method is developed to show the absorbing property and the asymptotic com-
pactness of the solution trajectories of this three-variable reaction-diffusion system with
quadratic nonlinearity from the autocatalytic kinetics. It is proved that the fractal di-
mension of the global attractor is finite. The existence of an exponential attractor for
this Oregonator semiflow is also shown.
1. Introduction
The Belousov-Zhabotinskii (BZ) reaction is a class of oxidation reactions of organic com-
ponents catalyzed by bromate ions, which exhibits oscillatory phenomena. The temporal
oscillations of the reaction was first reported by B.P. Belousov in 1958 and the develop-
ment of oscillatory spatial structures was reported later by Zhabotinskii in 1967, cf. [35].
Since then the BZ reaction has been extensively studied by physical chemists on its kinetic
behavior [6, 18, 26] and by mathematicians on the dynamics and patterns of the solutions
of the associated mathematical model [7, 9, 16,19,28].
Field, Ko¨ro¨s, and Noyes [8] developed a detailed chemical mechanism for the BZ reac-
tion and later Field and Noyes [9] derived a simplified model as a reaction-diffusion system
(originally an ODE system) consisting of three unknowns, which retains most of the im-
portant features of the FKN mechanism. This Field-Noyes model is called Oregonator, the
name coined by J.J. Tyson [25], which refers to the working place of the two scholars.
The chemical reaction scheme of this Field-Noyes model is given by
A + Y −→ X, X + Y −→ P, B + X −→ 2X + Z, 2X −→ Q, Z −→ κY,
where A and B are reactants, P and Q are products, κ is a stoichiometric constant, and X,
Y, and Z are the three key intermediate substances representing HBrO2 (bromous acid),
Br− (bromide ion), and Ce(IV) (Cerium), respectively. Under the assumption that the
concentrations of the reactants A and B as well as the catalytic H+ ion are held constant,
the dimensionless form of the diffusive Oregonator system is given by
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∂u
∂t
= d1∆u+ a1u+ b1v − Fu2 −G1uv, (1.1)
∂v
∂t
= d2∆v − b2v + c2w −G2uv, (1.2)
∂w
∂t
= d3∆w + a3u− c3w, (1.3)
where u(t, x), v(t, x) and w(t, x) represent the concentrations of X, Y, and Z, respectively,
for t > 0, x ∈ Ω, and Ω is a bounded Lipschitz domain in Rn (n ≤ 3), with the homogeneous
Dirichlet boundary condition
u(t, x) = v(t, x) = w(t, x) = 0, t > 0, x ∈ ∂Ω, (1.4)
and an initial condition
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x), x ∈ Ω. (1.5)
The diffusive coefficients d1, d2, d3 and the reaction rate constants a
′
is, b
′
is, c
′
is, F and G
′
is
are all positive constants. In this work, we shall study the asymptotic dynamics of the
solution semiflow generated by this problem.
The diffusive Oregonator system is a prototype of many quadratic autocatalytic reaction-
diffusion systems served as mathematical models in physical chemistry and in mathematical
biology, especially the kinetic biochemical reactions in cell and molecular biology. For the
cubic autocatalytic reaction-diffusion systems such as the Brusselator system [18], Gray-
Scott equations [10,11], Schnackenberg equations [20], and Selkov equations [21], after the
seminal publications [13, 17] there have been extensive studies by numerical simulations
and by mathematical analysis on spatial patterns (including but not restricted to Turing
patterns) and complex bifurcations as well as asymptotic dynamics, see the references
in [29–33].
For the Oregonator system, the global existence of classical solutions in the continu-
ously differentiable function spaces and the stability of steady-state positive steady-state
solutions are studied in [16,19,28]. In [3, Section II.4.4] it is shown that under the condition
c22 < 4b2c3, (1.6)
there exists a solution semiflow for the evolutionary equations formulated from (1.1)–(1.3)
with the homogeneous Dirichlet or Neumann boundary conditions in the positive invariant
region of the product L2 space and that solutiion semiflow has a global attractor.
In this paper, we shall remove the rerstriction (1.6) and prove the existence of a global
attractor in the product L2 phase space for the semiflow of the weak solutions of the
Oregonator system (1.1)–(1.3) with the homogeneous Dirichlet boundary conditions (1.4).
The results are also valid for the corresponding Neumann boundary conditions. We shall
also study the properties and the fractal dimension of the global attractor. Furthermore,
we shall prove the existence of an exponential attractor for this solution semiflow.
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For most reaction-diffusion systems consisting of two or more equations arising from
the scenarios of autocatalytic chemical reactions or biochemical activator-inhibitor reac-
tions, such as the Brusselator system and the Oregonator systems here, the asymptotically
dissipative sign condition in vector version,
lim
|s|→∞
f(s) · s ≤ C,
where C ≥ 0 is a constant, is inherently not satisfied by the nonlinear part of the equations,
see (1.9) later. Besides there is a coefficient barrier caused by the arbitrary and different
coefficients in the linear terms of the three equations. These are the obstacles for showing
the absorbing property and the asymptotically compact property of the semiflow of the
weak solutions of the Oregonator system.
The novel feature in this paper is to overcome these obstacles and to make the a pri-
ori estimates by a method of rescaling and grouping estimation that proves the globally
dissipative and attractive longtime dynamics in terms of the existence of a global attractor.
We start with the formulation of an evolutionary equation associated with the initial-
boundary value problem (1.1)–(1.5). Define the product Hilbert spaces as follows,
H = [L2(Ω)]3, E = [H10 (Ω)]
3, and Π = [(H10 (Ω) ∩H2(Ω))]3.
The norm and inner-product of H or the component space L2(Ω) will be denoted by ‖ · ‖
and 〈 ·, · 〉, respectively. The norm of Lp(Ω) will be denoted by ‖ · ‖Lp if p 6= 2. By the
Poincare´ inequality and the homogeneous Dirichlet boundary condition (1.4), there is a
constant γ > 0 such that
‖∇ϕ‖2 ≥ γ‖ϕ‖2, for ϕ ∈ H10 (Ω) or E, (1.7)
and we shall take ‖∇ϕ‖ to be the equivalent norm ‖ϕ‖E of the space E or the component
space H10 (Ω). We use | · | to denote an absolute value or a vector norm in a Euclidean
space.
It can be checked easily that, by the Lumer-Phillips theorem and the analytic semigroup
generation theorem [22], the linear differential operator
A =


d1∆ 0 0
0 d2∆ 0
0 0 d3∆

 : D(A)(= Π) −→ H (1.8)
is the generator of an analytic C0-semigroup on the Hilbert space H, which will be denoted
by {eAt, t ≥ 0}. By the fact that H10 (Ω) →֒ L6(Ω) →֒ L4(Ω) is a chain of continuous
embeddings for n ≤ 3 and using the Ho¨lder inequality,
‖uv‖ ≤ ‖u‖L4‖v‖L4 , ‖u2‖ = ‖u‖2L4 , for u, v ∈ L4(Ω),
one can verify that the nonlinear mapping
f(g) =


a1u+ b1v − Fu2 −G1uv
−b2v + c2w −G2uv
a3u− c3w

 : E −→ H, (1.9)
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where g = (u, v, w), is well defined on E and the mapping f is locally Lipschitz continuous.
Thus the initial-boundary value problem (1.1)–(1.5) is formulated into an initial value
problem of the Oregonator evolutionary equation,
dg
dt
= Ag + f(g), t > 0,
g(0) = g0 = col (u0, v0, w0).
(1.10)
where g(t) = col (u(t, ·), v(t, ·), w(t, ·)), simply written as (u(t, ·), v(t, ·), w(t, ·)). We shall
accordingly write g0 = (u0, v0, w0).
The following proposition will be used in proving the existence of a weak solution to this
initial value problem. Its proof is seen in [3, Theorem II.1.4] and in [2, Proposition I.3.3].
Proposition 1. Consider the Banach space
W (0, τ) =
{
ζ(·) : ζ ∈ L2(0, τ ;E) and ∂tζ ∈ L2(0, τ ;E∗)
}
(1.11)
with the norm
‖ζ‖W = ‖ζ‖L2(0,τ ;E) + ‖∂tζ‖L2(0,τ ;E∗).
Then the following statements hold:
(a) The embedding W (0, τ) →֒ L2(0, τ ;H) is compact.
(b) If ζ ∈W (0, τ), then it coincides with a function in C([0, τ ];H) for a.e. t ∈ [0, τ ].
(c) If ζ, ξ ∈W (0, τ), then the function t→ 〈ζ(t), ξ(t)〉H is absolutely continuous on [0, τ ]
and
d
dt
〈ζ(t), ξ(t)〉 =
(
dζ
dt
, ξ(t)
)
+
(
ζ(t),
dξ
dt
)
, a.e. t ∈ [0, τ ],
where (·, ·) is the (E∗, E) dual product.
By conducting a priori estimates on the Galerkin approximate solutions of the initial
value problem (1.10) and through extracting the weak and weak* convergent subsequences
in the appropriate spaces, we can prove the local and then global existence and uniqueness
of the weak solution g(t) of (1.10) in the next section, also the continuous dependence of
the solutions on the initial data and the regularity properties satisfied by the weak solution.
Therefore, the weak solutions for all initial data in H form a semiflow in the space H.
We refer to [12, 22, 24] and many references therein for the concepts and basic facts in
the theory of infinite dimensional dynamical systems.
Definition 1. Let {S(t)}t≥0 be a semiflow on a Banach space X. A bounded subset B0 of
X is called an absorbing set in X if, for any bounded subset B ⊂ X, there is a finite time
t0 ≥ 0 depending on B such that S(t)B ⊂ B0 for all t ≥ t0.
Definition 2. A semiflow {S(t)}t≥0 on a Banach space X is called asymptotically compact
if for any bounded sequences {xn} in X and {tn} ⊂ (0,∞) with tn → ∞, there exist
subsequences {xnk} of {un} and {tnk} of {tn}, such that limk→∞ S(tnk)xnk exists in X.
Definition 3. Let {S(t)}t≥0 be a semiflow on a Banach space X. A subset A of X is called
a global attractor for this semiflow, if the following conditions are satisfied:
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(i) A is a nonempty, compact, and invariant subset of X in the sense that
S(t)A = A for any t ≥ 0.
(ii) A attracts any bounded set B of X in terms of the Hausdorff distance, i.e.
dist(S(t)B,A ) = sup
x∈B
inf
y∈A
‖S(t)x− y‖X → 0, as t→∞.
The following proposition states concisely the basic result on the existence of a global
attractor for a semiflow, cf. [12, 22,24].
Proposition 2. Let {S(t)}t≥0 be a semiflow on a Banach space or an invariant region X
in it. If the following conditions are satisfied :
(i) {S(t)}t≥0 has a bounded absorbing set B0 in X, and
(ii) {S(t)}t≥0 is asymptotically compact in X,
then there exists a global attractor A in X for this semiflow, which is given by
A = ω(B0)
def
=
⋂
τ≥0
ClX
⋃
t≥τ
(S(t)B0).
In Section 2 we prove the local existence and uniqueness of the weak solutions of the
Oregonator evolutionary equation (1.10) and in Section 3 we shall prove the global existence
of the weak solutions and the absorbing property of this solution semiflow. In Section 4 we
shall prove the asymptotic compactness of this solutions semiflow and show the existence
of a global attractor in the space H for this Oregonator semiflow. In Section 5 we show
that the global attractor has a finite Hausdorff dimension and a finite fractal dimension. In
Section 6 we prove some regularity properties of this global attractor. Finally, in Section
7, the existence of an exponential attractor for this solution semiflow is shown.
2. The Local Existence of Weak Solutions
In this paper, we shall write u(t, x), v(t, x), w(t, x) simply as u(t), v(t), w(t) or even as
u, v, w. Similarly for other functions of (t, x).
The local existence and uniqueness of the solution to a system of multi-component
reaction-diffusion equations such as the IVP (1.10) with certain regularity requirement
is not a trivial issue. There are two different approaches to get a solution in a Sobolev
space. One approach is the mild solutions provided by the ”variation-of-constant formula”
in terms of the associated linear semigroup {eAt}t≥0, but the parabolic theory of mild
solutions requires that g0 ∈ E instead of g0 ∈ H assumed here. The other approach is the
weak solutions obtained through the Galerkin approximations and the Lions-Magenes type
of compactness treatment, cf. [3, 14].
Definition 4. A function g(t, x), (t, x) ∈ [0, τ ]×Ω, is called a weak solution to the IVP of
the parabolic evolutionary equation (1.10), if the following two conditions are satisfied:
(i) ddt(g, φ) = (Ag, φ) + (f(g), φ) is satisfied for a.e. t ∈ [0, τ ] and for any φ ∈ E;
(ii) g(t, ·) ∈ L2(0, τ ;E) ∩ Cw([0, τ ];H) such that g(0) = g0.
Here (·, ·) stands for the (E∗, E) dual product.
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For reaction-diffusion systems with more general nonlinearity that may be of higher
degrees and may involve transport terms, the definition of corresponding weak solutions is
made in [3, Definition XV.3.1].
Lemma 1. For any given initial datum g0 ∈ H, there exists a unique, local, weak solution
g(t) = (u(t), v(t), w(t)), t ∈ [0, τ ] for some τ > 0, of the Oregonator evolutionary equation
(1.10) such that g(0) = g0, which satisfies
g ∈ C([0, τ ];H) ∩ C1((0, τ);H) ∩ L2(0, τ ;E). (2.1)
Proof. Using the orthonormal basis of eigenfunctions {ej(x)}∞j=1 of the Laplace operator
with the homogeneous Dirichlet boundary condition:
∆ej + λjej = 0 in Ω, ej|∂Ω = 0, j = 1, 2, · · · , n, · · · ,
we consider the solution
gm(t, x) =
m∑
j=1
qmj (t)ej(x), t ∈ [0, τ ], x ∈ Ω, (2.2)
of the approximate system
∂gm
∂t
= Agm + Pmf(gm), t > 0,
gm(0) = Pm g0 ∈ Hm,
(2.3)
where each qmj (t) for j = 1, · · · ,m is a three-dimensional vector function of t only, corre-
sponding to the three unknowns u, v, and w, and Pm : H → Hm = Span{e1, · · · , em} is
the orthogonal projection. Note that for each given integer m ≥ 1, (2.3) can be written as
an IVP of a system of ODEs, whose unknown is a 3m-dimensional vector function of all
the coefficient functions of time t in the expansion of gm(t, x), namely,
qm(t) = col (qmju(t), q
m
jv(t), q
m
jw(t); j = 1, · · · ,m).
The IVP of this ODE system (2.3) can be written as
dqm
dt
= Λmq
m(t) + fm(q
m(t)), t > 0,
qm(0) = col(Pmu0j, Pmv0j , Pmw0j ; j = 1, · · · ,m).
(2.4)
Note that Λm is a matrix and fm is a 3m-dimensional vector of quadratic polynomials
of 3m-variables, which is certainly a locally Lipschitz continuous vector function in R3m.
Thus the solution of the initial value problem (2.4) exists uniquely on a time interval [0, τ ],
for some τ > 0. Substituting all the components of this solution qm(t) into (2.2), we obtain
a unique local solution gm(t, x) of the initial value problem (2.3), for any m ≥ 1.
By the multiplier method we can conduct a priori estimates based on
1
2
‖gm(t)‖2Hm + 〈d∇gm(t),∇gm(t)〉Hm = 〈Pmf(gm(t)), gm(t)〉Hm , t ∈ [0, τ ],
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where d = diag(d1, d2, d3) is a diagonal matrix. These estimates are similar to what we
shall present in Lemma 2 in the next section. Note that ‖gm(0)‖ = ‖Pmg0‖ ≤ ‖g0‖ for all
m ≥ 1. It follows that (see the proof of Lemma 2)
{gm}∞m=1 is a bounded sequence inL2(0, τ ;E) ∩ L∞(0, τ ;H),
and, since A : E → E∗ is a bounded linear operator,
{Agm}∞m=1 is a bounded sequence inL2(0, τ ;E∗), whereE∗ = [H−1(Ω)]3.
Since f : E → H is continuous,
{Pmf(gm)}∞m=1 is a bounded sequence inL2(0, τ ;H) ⊂ L2(0, τ ;E∗). (2.5)
Therefore, by taking subsequences (which we will always relabel as the same as the original
one), there exist limit functions
g(t, ·) ∈ L2(0, τ ;E) ∩ L∞(0, τ ;H) and Φ(t, ·) ∈ L2(0, τ ;H) (2.6)
such that
gm −→ g weakly in L2(0, τ ;E),
gm −→ g weak* in L∞(0, τ ;H),
Agm −→ Ag weakly in L2(0, τ ;E∗),
(2.7)
and
Pmf(gm) −→ Φ weakly in L2(0, τ ;H), (2.8)
as m→∞. To estimate the (distributional) time derivative sequence {∂tgm}∞m=1, we take
the supremum of the (E∗, E) dual product of the equation (2.3) with any η ∈ E and use
the fact that (h, η) = 〈h, η〉 for any h ∈ H to obtain
‖∂tgm(t)‖E∗ ≤ C (‖Agm(t)‖E∗ + ‖Pmf(gm(t))‖H) , t ∈ [0, τ ], m ≥ 1,
where C is a uniform constant for all m ≥ 1. Thus by the boundedness in (2.7) and (2.8)
it holds that
{∂tgm}∞m=1 is a bounded sequence inL2(0, τ ;E∗),
and, by further extracting of a subsequence if necessary, it follows from the uniqueness of
distributional time derivative that
∂tgm −→ ∂tg weakly in L2(0, τ ;E∗), as m→∞. (2.9)
In order to show that the limit function g is a weak solution to the IVP (1.10), we need
to show Φ = f(g). By Proposition 1, item (a), the boundedness of {gm} in L2(0, τ ;E) and
{∂tgm} in L2(0, τ ;E∗) implies that (in the sense of subsequence extraction)
gm −→ g strongly in L2(0, τ ;H), as m→∞. (2.10)
Consequently, there exists a subsequence such that
gm(t, x) −→ g(t, x) for a.e. (t, x) ∈ [0, τ ] × Ω, as m→∞. (2.11)
Due to the continuity of the mapping f , we have
f(gm(t, x)) −→ f(g(t, x)) for a.e. (t, x) ∈ [0, τ ] × Ω, as m→∞. (2.12)
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According to [14, Lemma I.1.3] or [3, Lemma II.1.2] and by the triangle inequality in terms
of the H-norm, the two facts (2.5) and (2.12) guarantee that
Pmf(gm) −→ f(g) weakly in L2(0, τ ;H), as m→∞. (2.13)
By the uniqueness, (2.8) and (2.13) imply that Φ = f(g) in L2(0, τ ;H).
With (2.7), (2.9) and (2.13), by taking limit of the integral of the weak version of (2.3)
with any given φ ∈ L2(0, τ ;E),∫ τ
0
(
∂gm
∂t
, φ
)
dt =
∫ τ
0
[(Agm, φ) + (Pmf(gm), φ)] dt, as m→∞,
we obtain∫ τ
0
(
∂g
∂t
, φ
)
dt =
∫ τ
0
[(Ag, φ) + (f(g), φ)] dt, for any φ ∈ L2(0, τ ;E). (2.14)
Let φ ∈ E be any constant function. Then we can use the property of Lebesgue points for
each integral in (2.14) to obtain
d
dt
(g, φ) = (Ag, φ) + (f(g), φ), for a.e. t ∈ [0, τ ] and for any φ ∈ E. (2.15)
Next, ∂tg ∈ L2(0, τ ;E∗) shown in (2.9) implies that g ∈ Cw([0, τ ];E∗). Since the em-
bedding H →֒ E∗ is continuous, this g ∈ Cw([0, τ ];E∗) and g ∈ L∞(0, τ ;H) shown in (2.7)
imply that
g ∈ Cw([0, τ ];H).
due to [3, Theorem II.1.7 and Remark II.1.2]. Now we show that g(0) = g0. By Proposition
1, item (c), for any φ ∈ C1([0, τ ];E) with φ(τ) = 0, we have∫ τ
0
(−g, ∂tφ) dt =
∫ τ
0
[(Ag, φ) + (f(g), φ)] dt+ 〈g(0), φ(0)〉,
and ∫ τ
0
(−gm, ∂tφ) dt =
∫ τ
0
[(Agm, φ) + (Pmf(gm), φ)] dt+ 〈Pmg0, φ(0)〉.
Take the limit of the last equality as m → ∞. Since Pmg0 → g0 in H, we obtain
〈g(0), φ(0)〉 = 〈g0, φ(0)〉 for any φ(0) ∈ E. Finally the denseness of E in H implies that
g(0) = g0 in H. Then by checking against Definition 4, we conclude that the limit function
g is a weak solution to the initial value problem (1.10).
The uniqueness of weak solution can be shown by estimating the difference of any two
possible weak solutions with the same initial value g0 through the weak version of the
evolutionary equation (or the variation-of-constant formula) and the Gronwall inequality.
By Proposition 1, item (b), and the fact that the weak solution g ∈ W (0, τ), the space
defined in (1.11), we see that g ∈ C([0, τ ];H), which also infers the continuous dependence
of the weak solution g(t) = g(t; g0) on g0 for any t ∈ [0, τ ].
Moreover, since g ∈ L2(0, τ ;E), for any t ∈ (0, τ) there exists an earlier time t0 ∈ (0, t)
such that g(t0) ∈ E. Then the weak solution coincides with the strong solution expressed
by the mild solution on [t0, τ ], cf. [3, 22], which turns out to be continuously differentiable
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in time at t strongly in H, cf. [22, Theorem 48.5]. Thus we have shown g ∈ C1((0, τ);H)
and the weak solution g satisfies the properties specified in (2.1). 
3. Absorbing Properties
In this section, we shall prove the global existence of the weak solutions and investigate
the absorbing properties of the solution semiflow.
The following proposition [3, Theorem II.4.2] provides the necessary and sufficient con-
ditions for a semilinear parabolic system
∂ξ
∂t
= A0∆ξ + ψ(ξ) + θ(x), t > 0, x ∈ Ω, (3.1)
on a bounded Lipschitz domain Ω ⊂ Rn with the homogeneous Dirichlet (or Neumann)
boundary condition to have the positive cone RN+ as an invariant region [23]. Here A0
is an N × N symmetric and positive definite matrix, ξ(t, x) = col (ξ1, ξ2, · · · ξN ), θ(x) =
col (θ1, θ2, · · · , θN ) ∈ [L2(Ω)]N is a given vector function, and ψ = col (ψ1, ψ2, · · · , ψN ) :
[H10 (Ω)]
N (or [H1(Ω)]N )→ [L2(Ω)]N is locally Lipschitz continuous.
Proposition 3. The positive cone RN+ = {ξ ∈ RN : ξi ≥ 0, i = 1, · · · , N} is an invariant
region for (3.1) if and only if the following two conditions are satisfied:
(i) A0 is a diagonal matrix; and
(ii) for every i = 1, 2, · · · , N , it holds that
ψi(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξN ) + θi(x) ≥ 0, (3.2)
for any x ∈ Ω and ξj ≥ 0, j 6= i.
Define H+ and E+ to be the cones in the space H and E, respectively, as follows,
H+ = {ϕ(·) = (ϕ1, ϕ2, ϕ3) ∈ H : ϕi(x) ≥ 0, x ∈ Ω, i = 1, 2, 3},
E+ = {ϕ(·) = (ϕ1, ϕ2, ϕ3) ∈ E : ϕi(x) ≥ 0, x ∈ Ω, i = 1, 2, 3}.
Lemma 2. For any initial datum g0 = (u0, v0, w0) ∈ H+, there exists a unique, global, weak
solution g(t) = (u(t), v(t), w(t)), t ∈ [0,∞), of the initial value problem of the Oregonator
evolutionary equation (1.10) and it becomes a strong solution on the time interval (0,∞).
Moreover, there exists an absorbing set B0 in H+,
B0 =
{
g ∈ H+ : ‖g‖2 ≤ K1
}
, (3.3)
where K1 is a positive constant, for the solution semiflow {S(t)}t≥0 of this evolutionary
equation (1.10) on the cone H+.
Proof. It is easy to see that by Proposition 3 the cone R3+ is an invariant region for the
Oregonator system (1.1)–(1.3). Without any further specification, we shall always assume
that any initial data satisfies g0 = (u0, v0, w0) ∈ H+. By Lemma 1, there is a maximal
interval of existence, denoted by Imax = [0, τmax), τmax > 0, for the corresponding weak
solution g(t) = g(t; g0) such that for any [0, τ ] ⊂ Imax,
g ∈ C([0, τ ];H+) ∩ C1((0, τ);H+) ∩ L2(0, τ ;E+). (3.4)
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By rescaling w(t, x) and letting
W (t, x) =
c2
b2
w(t, x), (3.5)
the system (1.1)–(1.3) becomes
∂u
∂t
= d1∆u+ a1u+ b1v − Fu2 −G1uv, (3.6)
∂v
∂t
= d2∆v − b2v + b2W −G2uv, (3.7)
b2
c2
∂W
∂t
=
d3 b2
c2
∆W + a3u− c3 b2
c2
W. (3.8)
Take the inner-products 〈(3.6), u(t, x)〉, 〈(3.7), v(t, x)〉, 〈(3.8), c2W (t, x)/c3〉 and add up the
resulting equalities to obtain
1
2
d
dt
(
‖u‖2 + ‖v‖2 + b2
c3
‖W‖2
)
+
(
d1‖∇u‖2 + d2‖∇v‖2 + d3 b2
c3
‖∇W‖2
)
=
∫
Ω
(
a1u
2 + b1uv +
a3 c2
c3
uW
)
dx−
∫
Ω
(
Fu3 +G1u
2v +G2uv
2
)
dx
− b2
(
‖v‖2 −
∫
Ω
vW dx+ ‖W‖2
)
≤
∫
Ω
(
a1u
2 + b1uv +
a3 c2
c3
uW
)
dx−
∫
Ω
Fu3 dx− b2
2
(‖v‖2 + ‖W‖2)
≤
∫
Ω
(M1u
2 − Fu3) dx =
∫
Ω
(
F−2/3M1F
2/3u2 − Fu3
)
dx
≤ 2
3
∫
Ω
Fu3 dx+
M31
3F 2
|Ω| −
∫
Ω
Fu3 dx ≤ M
3
1
3F 2
|Ω|,
(3.9)
where
M1 = a1 +
1
2b2
(
b21 +
(
a3 c2
c3
)2)
,
and Young’s inequality is used. Therefore, by (1.7) and letting
d0 = min{d1, d2, d3}, M2 = c
2
2
b2 c3
, (3.10)
we get
d
dt
(
‖u(t)‖2 + ‖v(t)‖2 + b2
c3
‖W (t)‖2
)
+2γd0
(
‖u(t)‖2 + ‖v(t)‖2 + b2
c3
‖W (t)‖2
)
≤ 2M
3
1
3F 2
|Ω|, for t ∈ Imax.
By (3.5) and the Gronwall inequality it yields that for t ∈ Imax,
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min{1,M2}‖g(t; g0)‖2 ≤‖u(t)‖2 + ‖v(t)‖2 +M2‖w(t)‖2
= ‖u(t)‖2 + ‖v(t)‖2 + b2
c3
‖W (t)‖2
≤ e−2γd0t
(
‖u0‖2 + ‖v0‖2 + b2
c3
‖W (0)‖2
)
+
M31
3γd0F 2
|Ω|
= e−2γd0t
(‖u0‖2 + ‖v0‖2 +M2‖w0‖2)+ M31
3γd0F 2
|Ω|.
(3.11)
This shows that the weak solution g(t; g0) never blows up at any finite time and Imax =
[0,∞) for every initial datum. Moreover, it follows that
lim sup
t→∞
‖g(t; g0)‖2 ≤ M
3
1
3γd0F 2min{1,M2}|Ω|. (3.12)
Therefore, (3.3) hols with
K1 =
M31
γd0F 2min{1,M2}|Ω|. (3.13)
The proof is completed. 
The solution semiflow {S(t)}t≥0 of the Oregonator evolutionary equation (1.10) on H+
will be briefly called the Oregonator semiflow. In the next lemma, we show that the
Oregonator semiflow has the absorbing property further in the product Banach spaces
[L2p(Ω)]3 for 1 ≤ p ≤ 3.
Lemma 3. For any integer p, 1 ≤ p ≤ 3, there exists a positive constant Kp such that the
Oregonator semiflow {S(t)}t≥0 satisfies the absorbing inequality
lim sup
t→∞
‖S(t)(u0, v0, w0)‖2pL2p < Kp, (3.14)
for any initial datum g0 = (u0, v0, w0) ∈ H+. Therefore, the Oregonator smiflow {S(t)}t≥0
has the absorbing property in the space [L2p(Ω)]3, 1 ≤ p ≤ 3.
Proof. The case for p = 1 has been proved in Lemma 2. Now we show the lemma for p = 3.
It then implies that the lemma also holds for p = 2.
According to the property (2.1) of the weak solution of the evolutionary equation (1.10),
here Tmax =∞ for all solutions, we see that for any given initial status g0 = (u0, v0, w0) ∈
H+ there exists a time t0 ∈ (0, 1) such that
S(t0)g0 ∈ E+ = [H10 (Ω)]3 ⊂ [L6(Ω)]3.
Then the regularity of solutions of parabolic evolutionary equations shown in [22, theorem
47.6] ensures that
S(·)g0 ∈ C([t0,∞), E+) ⊂ C([t0,∞), [L6(Ω)]3),
for space dimension n ≤ 3. Based on this observation, without loss of generality, in
considering the longtime behavior of the solution trajectories we can assume that g0 =
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(u0, v0, w0) ∈ E+ ⊂ [L6(Ω)]3. Moreover, by the bootstrap argument using the regularity of
strong solutions of the parabolic evolutionary equation (1.10), we have
S(t)g0 ∈ D(A) ⊂ [L8(Ω)]3, for t > 0.
Taking the L2 inner-product 〈(3.6), u5(t, ·)〉, for t > 0, we get
1
6
d
dt
∫
Ω
u6(t, x) dx+ 5d1‖u2(t, ·)∇u(t, ·)‖2
= a1
∫
Ω
u6(t, x) dx+ b1
∫
Ω
u5(t, x)v(t, x) dx − F
∫
Ω
u7(t, x) dx −G1
∫
Ω
u6(t, x)v(t, x) dx.
Taking the L2 inner-product 〈(3.7), v5(t, ·)〉, for t > 0, we get
1
6
d
dt
∫
Ω
v6(t, x) dx + 5d2‖v2(t, ·)∇v(t, ·)‖2
= − b2
∫
Ω
v6(t, x) dx + b2
∫
Ω
v5(t, x)W (t, x) dx −G2
∫
Ω
u(t, x)v6(t, x) dx.
Taking the L2 inner-product 〈(3.8), c2W 5(t, ·)/c3〉, for t > 0, we get
b2
6 c3
d
dt
∫
Ω
W 6(t, x) dx+
5 d3b2
c3
‖W 2(t, ·)∇W (t, ·)‖2
=
a3 c2
c3
∫
Ω
u(t, x)W 5(t, x) dx − b2
∫
Ω
W 6(t, x) dx.
Add up the above three equalities to obtain
1
6
d
dt
(
‖u(t, ·)‖6L6 + ‖v(t, ·)‖6L6 +
b2
c3
‖W (t, ·)‖6L6
)
+ 5
(
d1‖u2∇u‖2 + d2‖v2∇v‖2 + d3b2
c3
‖W 2∇W‖2
)
≤ a1
∫
Ω
u6 dx+ b1
∫
Ω
u5v dx− F
∫
Ω
u7(t, x) dx+
a3 c2
c3
∫
Ω
uW 5 dx
− b2
∫
Ω
(v6 − v5W +W 6) dx,
(3.15)
where, by Young’s inequality,
−b2
∫
Ω
(v6 − v5W +W 6) dx ≤ −b2
∫
Ω
(v6 − 5
6
v6 − 1
6
W 6 +W 6) dx = −b2
6
∫
Ω
(v6 + 5W 6) dx,
and
b1
∫
Ω
u5v dx ≤ b2
6
∫
Ω
v6 dx+
5 b
6/5
1
6 b
1/5
2
∫
Ω
u6 dx,
a3 c2
c3
∫
Ω
uW 5 dx ≤ 5 b2
6
∫
Ω
W 6 dx+
1
6 b52
(
a3 c2
c3
)6 ∫
Ω
u6 dx.
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Substituting the above three inequalities into (3.15), we have
1
6
d
dt
(
‖u‖6L6 + ‖v‖6L6 +
b2
c3
‖W‖6L6
)
+
5
3
(
d1‖∇(u3)‖2 + d2‖∇(v3)‖2 + d3 b2
c3
‖∇(W 3)‖2
)
≤
∫
Ω
(
M3u
6 − Fu7) dx ≤ M73
7F 6
|Ω|+ 6
7
∫
Ω
Fu7 dx− F
∫
Ω
u7 dx ≤ M
7
3
7F 6
|Ω|,
(3.16)
where
M3 = a1 +
5 b
6/5
1
6 b
1/5
2
+
1
6 b52
(
a3 c2
c3
)6
.
It follows that, by (1.7) and (3.10),
d
dt
(
‖u‖6L6 + ‖v‖6L6 +
b2
c3
‖W‖6L6
)
+ 10 γ d0
(
‖u‖6L6 + ‖v‖6L6 +
b2
c3
‖W‖6L6
)
≤ d
dt
(
‖u‖6L6 + ‖v‖6L6 +
b2
c3
‖W‖6L6
)
+ 10
(
d1‖∇u3‖2 + d2‖∇v3‖2 + d3 b2
c3
‖∇W 3‖2
)
≤ 6M
7
3
7F 6
|Ω| < M
7
3
F 6
|Ω|, t > 0.
By (3.5), we have
b2
c3
‖W‖6L6 =M4‖w‖6L6 , whereM4 =
c62
b52 c3
,
and, by the Gronwall inequality, we end up with
‖(u(t, ·), v(t, ·), w(t, ·))‖6L6
≤ max{1,M4}
min{1,M4} e
−10γd0t‖(u0, v0, w0)‖6L6 +
M73
10γd0F 6min{1,M4}|Ω|, t ≥ 0,
(3.17)
so that
lim sup
t→∞
‖S(t)(u0, v0, w0)‖6L6 < K3, (3.18)
where
K3 =
M73
γd0F 6min{1,M4}|Ω|.
Similarly, or as a consequence of (3.18), one can show that there exists a positive constant
K2 > 0 such that
lim sup
t→∞
‖S(t)(u0, v0, w0)‖4L4 < K2. (3.19)
Thus the proof is completed. 
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4. Asymptotic Compactness and Global Attractor
In this section we shall prove that the Oregonator semiflow is asymptotically compact
in H and has a global attractor.
Lemma 4. The Oregonator semiflow {S(t)}t≥0 is asymptotically compact in the invariant
cone H+ of the phase space H.
Proof. Taking the L2 inner-product 〈(3.6),−∆u〉, by the homogeneous Dirichlet boundary
conditions, we get
1
2
d
dt
‖∇u‖2 + d1‖∆u‖2
= −
∫
Ω
(a1u+ b1v)∆u dx− 2F
∫
Ω
u|∇u|2 dx+G1
∫
Ω
uv∆u dx
≤
(
d1
4
+
d1
4
+
d1
2
)
‖∆u‖2 + 1
d1
∫
Ω
(
a21u
2 + b21v
2 +
G21
2
u2v2
)
dx
≤ d1‖∆u‖2 + 1
d1
(a21 + b
2
1)(‖u‖2 + ‖v‖2) +
G21
4d1
(‖u‖4L4 + ‖v‖4L4) , t > 0.
(4.1)
Taking the L2 inner-product 〈(3.7),−∆v〉, similarly we get
1
2
d
dt
‖∇v‖2 + d2‖∆v‖2
= − b2
∫
Ω
(|∇v|2 −∇v · ∇W ) dx+G2
∫
Ω
uv∆v dx
≤ − b2
∫
Ω
(|∇v|2 −∇v · ∇W ) dx+ d2
2
‖∆v‖2 + G
2
2
2d2
∫
Ω
u2v2 dx
≤ − b2
∫
Ω
(|∇v|2 −∇v · ∇W ) dx+ d2
2
‖∆v‖2 + G
2
2
4d2
(‖u‖4L4 + ‖v‖4L4) , t > 0.
(4.2)
Taking the L2 inner-product 〈(3.8),−c2∆W/c3〉, we have
b2
2c3
d
dt
‖∇W‖2 + d3 b2
c3
‖∆W‖2
= − a3 c2
c3
∫
Ω
u∆W dx− b2
∫
Ω
|∇W |2 dx
≤ c2
c3
(
d3b2
c2
‖∆W‖2 + c2
4d3b2
∫
Ω
a23u
2 dx
)
− b2
∫
Ω
|∇W |2 dx
=
d3 b2
c3
‖∆W‖2 + a
2
3 c
2
2
4d3 b2 c3
∫
Ω
u2 dx− b2
∫
Ω
|∇W |2 dx, t > 0.
(4.3)
Since ‖∇W‖2 = (c2/b2)2‖∇w‖2 and
−b2
∫
Ω
(|∇v|2 −∇v · ∇W + |∇W |2) dx ≤ 0,
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summing up (4.1), (4.2) and (4.3) we obtain the following inequality
d
dt
(
‖∇u‖2 + ‖∇v‖2 + c
2
2
b2 c3
‖∇w‖2
)
≤ 2
d1
(a21 + b
2
1)(‖u‖2 + ‖v‖2) +
a23 c
2
2
2d3 b2 c3
‖u‖2 +
(
G21
2d1
+
G22
2d2
)(‖u‖4L4 + ‖v‖4L4) ,
(4.4)
for t > 0. Note that we have taken ‖∇ϕ‖ as the norm of E and there is a positive constant
η > 0 associated with the Sobolev imbedding inequality
‖ϕ‖L4(Ω) ≤ η‖ϕ‖E = η‖∇ϕ‖, for any ϕ ∈ E. (4.5)
Since B0 in (3.3) is an absorbing ball, there is a finite time T0 > 0 depending only on B0
such that S(t)B0 ⊂ B0 for all t > T0. Moreover, from (3.11) with t ∈ [0,∞) and (3.13) we
can assert that there exists a finite time T1 > 0 depending only on B0 such that
‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2 = ‖g(t; g0)‖2 ≤ K1, for any t > T1, g0 ∈ B0. (4.6)
Then (4.4) along with these facts shows that for any initial datum g0 ∈ B0 one has
d
dt
‖(∇u,∇v,
√
M2∇w)‖2
≤
(
G21
2d1
+
G22
2d2
)
η4(‖∇u‖4 + ‖∇v‖4) +
(
2
d1
(a21 + b
2
1) +
a23 c
2
2
2d3 b2 c3
)
K1
≤
(
G21
2d1
+
G22
2d2
)
η4‖(∇u,∇v,
√
M2∇w)‖4 +
(
2
d1
(a21 + b
2
1) +
a23 c
2
2
2d3 b2 c3
)
K1, t > T0 + T1,
(4.7)
where M2 is shown in (3.10). The differential inequality (4.7) can be written as
d
dt
β ≤ ρ β + h, for t > T0 + T1, g0 ∈ B0, (4.8)
where
β(t) = ‖(∇u,∇v,
√
M2∇w)‖2, ρ(t) =
(
G21
2d1
+
G22
2d2
)
η4β(t),
and
h(t) = K1
(
2
d1
(a21 + b
2
1) +
a23 c
2
2
2d3 b2 c3
)
.
From (3.9), (3.10) and (4.6) we see that, for any given initial status g0 = (u0, v0, w0) ∈ B0,∫ t+1
t
β(s) ds ≤ 1
d0
(
max{1,M2}‖(u(t), v(t), w(t))‖2 + M
3
1
F 2
|Ω|
)
≤ 1
d0
(
K1max{1,M2}+ M
3
1
F 2
|Ω|
)
, for t > T0 + T1, g0 ∈ B0.
(4.9)
Let
M5 =
1
d0
(
K1max{1,M2}+ M
3
1
F 2
|Ω|
)
. (4.10)
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Then we can apply the uniform Gronwall inequality, cf. [22,24], to (4.8) and use (4.9) and
(4.10) to get
‖(∇u(t, ·),∇v(t, ·),∇w(t, ·))‖2 ≤ 1
min{1,M2} β(t)
≤ 1
min{1,M2}
(
M5 +K1
(
2
d1
(a21 + b
2
1) +
a23 c
2
2
2d3 b2 c3
))
exp
(
η4M5
(
G21
2d1
+
G22
2d2
))
,
(4.11)
for any t > T0 + T1 + 1, g0 ∈ B0.
The boundedness shown by (4.11) combined with the absorbing property shown in
Lemma 2 confirms that, for any given bounded set B ⊂ H, there exists a finite time
T (B) > 0 such that {S(t)B : t > T (B)} is a bounded set in E, which in turn is a pre-
compact set in H due to that E is compactly imbedded in H. Therefore, the Oregonator
semiflow {S(t)}t≥0 is asymptotically compact in H+. 
Finally we can prove the main result on the existence of a global attractor for {S(t)}t≥0.
Theorem 1. Given any positive parameters in the Oregonator system (1.1)–(1.3) with
the Dirichlet boundary condition (1.4), there exists a global attractor A in H+ for the
Oregonator semiflow {S(t)}t≥0 generated by (1.10).
Proof. Lemma 2 and Lemma 4 demonstrate that the two conditions in Proposition 2 are
satisfied by the Oregonator semiflow {S(t)}t≥0, where we let X = H+. Therefore, we reach
the conclusion. 
We emphasize that here the existence of global attractor in H+ is established uncondi-
tionally for any given positive parameters involved in this Oregonator system.
5. Finite Dimensionality of the Global Attractor
Consider the Hausdorff dimension and fractal dimension of the global attractor A of
the Oregonator semiflow {S(t)}t≥0 in H+. Let qm = lim supt→∞ qm(t), where, cf. [24],
qm(t) = sup
g0∈A
sup
gi∈H,‖gi‖=1
i=1,··· ,m
(
1
t
∫ t
0
Tr
(
A+ f ′(S(τ)g0)
) ◦Qm(τ) dτ
)
, (5.1)
in which Qm(t) stands for the orthogonal projection of space H on the subspace spanned by
G1(t), · · · , Gm(t), with Gi(t) = L(S(t), g0)gi, i = 1, · · · ,m. Here f ′(S(τ)g0) is the Fre´chet
derivative of the map f at S(τ)g0, and L(S(t), g0) is the Fre´chet derivative of the map S(t)
at g0, with t fixed. The definitions of Hausdorff dimension and fractal dimension can be
seen in [24, Chapter 5] as well as the following proposition.
Proposition 4. If there is an integer m such that qm < 0, then the Hausdorff dimension
dH(A ) and the fractal dimension dF (A ) of A satisfy
dH(A ) ≤ m, and dF (A ) ≤ m max
1≤j≤m−1
(
1 +
(qj)+
|qm|
)
≤ 2m. (5.2)
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It is standard to show that for any given t > 0, S(t) on H+ is Fre´chet differentiable and
and its Fre´chet derivative at g0 is given by
L(S(t), g0)Z0
def
= Z(t) = (U(t),V(t),W(t)),
for any Z0 = (U0,V0,W0) ∈ H, where (U(t),V(t),W(t)) is the weak solution of the following
initial-boundary value problem of the variational system associated with the trajectory
{S(t)g0 : t ≥ 0},
∂U
∂t
= d1∆U+ a1U+ b1V− 2Fu(t)U−G1v(t)U−G1u(t)V,
∂V
∂t
= d2∆V− b2V+ c2W−G2v(t)U−G2u(t)V,
∂W
∂t
= d1∆W+ a3U− c3W, t > 0, x ∈ Ω,
U |∂Ω= V |∂Ω= W |∂Ω= 0, t > 0,
U(0) = U0, V(0) = V0, W(0) = W0.
(5.3)
Here (u(t), v(t), w(t)) = g(t) = S(t)g0 is the weak solution of (1.10) satisfying the initial
condition g(0) = g0. The initial-boundary value problem (5.3) can be written as
dZ
dt
= (A+f ′(S(t)g0))Z, t > 0,
Z(0) = Z0.
(5.4)
Theorem 2. The global attractors A for the Oregonator semiflow {S(t)}t≥0 has a finite
Hausdorff dimesion and a finite fractal dimension.
Proof. By Proposition 4, we shall estimate Tr (A + f ′(S(τ)g0)) ◦ Qm(τ). At any given
time τ > 0, let {ϕj(τ) : j = 1, · · · ,m} be an H-orthonormal basis for the subspace
Qm(τ)H = Span {Z1(τ), · · · , Z,(τ)}, where Z1(t), · · · , Zm(t) are the weak solutions of (5.4)
with the respective initial data Z1,0, · · · , Zm,0 and, without loss of generality, assuming that
Z1,0, · · · , Zm,0 are linearly independent in H.
Note that Z1(t), · · · , Zm(t) turn out to be strong solutions for t > 0. By Gram-Schmidt
orthogonalization, ϕj(τ) = (ϕ
1
j (τ), ϕ
2
j (τ), ϕ
3
j (τ)) ∈ E for τ > 0, j = 1, · · · ,m, and ϕj(τ)
are strongly measurable in τ . Recall that d0 = min{d1, d2, d3}. Then
Tr (A+ f ′(S(τ)g0) ◦Qm(τ) =
m∑
j=1
(〈Aϕj(τ), ϕj(τ)〉+ 〈f ′(S(τ)g0)ϕj(τ), ϕj(τ)〉)
≤ −d0
m∑
j=1
‖∇ϕj(τ)‖2 + J1 + J2 + J3, τ > 0,
(5.5)
where the three terms J1, J2, J3 are given by
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J1 = −
m∑
j=1
∫
Ω
(2Fu(τ) +G1v(τ))|ϕ1j (τ)|2 dx−
m∑
j=1
∫
Ω
G1u(t)ϕ
1
j (τ)ϕ
2
j (τ) dx
≤ −
m∑
j=1
∫
Ω
G1u(t)ϕ
1
j (τ)ϕ
2
j (τ) dx,
J2 = −
m∑
j=1
∫
Ω
G2v(τ)ϕ
1
j (τ)ϕ
2
j (τ) dx −
m∑
j=1
∫
Ω
G2u(τ)|ϕ2j (τ)|2 dx
≤ −
m∑
j=1
∫
Ω
G2v(τ)ϕ
1
j (τ)ϕ
2
j (τ) dx,
and
J3 =
m∑
j=1
∫
Ω
(
a1|ϕ1j (τ)|2 + b1ϕ1j (τ)ϕ2j (τ)− b2|ϕ2j (τ)|2
)
dx
+
m∑
j=1
∫
Ω
(
c2ϕ
2
j (τ)ϕ
3
j (τ) + a3ϕ
1
j (τ)ϕ
3
j (τ)− c3|ϕ3j (τ)|2
)
dx
≤
m∑
j=1
∫
Ω
(
a1|ϕ1j (τ)|2 + b1ϕ1j (τ)ϕ2j (τ) + c2ϕ2j (τ)ϕ3j (τ) + a3ϕ1j (τ)ϕ3j (τ)
)
dx.
By the generalized Ho¨lder inequality, we get
J1 ≤ G1
m∑
j=1
‖u(τ)‖‖ϕ1j (τ)‖L4‖ϕ2j (τ)‖L4
≤ G1
m∑
j=1
‖S(τ)g0‖‖ϕ1j (τ)‖L4‖ϕ2j (τ)‖L4 ≤ G1
√
K1
m∑
j=1
‖ϕj(τ)‖2L4 ,
(5.6)
for any τ > 0 and any g0 ∈ A . Now we apply the Garliardo-Nirenberg interpolation
inequality, cf. [22, Theorem B.3],
‖ϕ‖W k,p ≤ C‖ϕ‖θWm,q‖ϕ‖1−θLr , for ϕ ∈Wm,q(Ω), (5.7)
provided that p, q, r ≥ 1, 0 < θ < 1, and
k − n
p
≤ θ
(
m− n
q
)
− (1− θ)n
r
, where n = dimΩ.
Here let W k,p(Ω) = L4(Ω),Wm,q(Ω) = H10 (Ω), L
r(Ω) = L2(Ω), and θ = n/4 ≤ 3/4. It
follows from (5.7) that
‖ϕj(τ)‖L4 ≤ C‖∇ϕj(τ)‖
n
4 ‖ϕj(τ)‖1−
n
4 = C‖∇ϕj(τ)‖
n
4 , j = 1, · · · ,m, (5.8)
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since ‖ϕj(τ)‖ = 1, where C is a uniform constant. Substitute (5.8) into (5.6) to obtain
J1 ≤ G1
√
K1C
2
m∑
j=1
‖∇ϕj(τ)‖
n
2 .
Similarly we can get
J2 ≤ G2
√
K1
m∑
j=1
‖ϕj(τ)‖2L4 ≤ G2
√
K1C
2
m∑
j=1
‖∇ϕj(τ)‖
n
2 .
Moreover, we have
J3 ≤
m∑
j=1
(a1 + b1 + c2 + a3)‖ϕj(τ)‖2 = m(a1 + b1 + c2 + a3).
Substituting the above three inequalities into (5.5), we obtain
Tr (A+ f ′(S(τ)g0) ◦Qm(τ)
≤ − d0
m∑
j=1
‖∇ϕj(τ)‖2 + (G1 +G2)
√
K1C
2
m∑
j=1
‖∇ϕj(τ)‖
n
2 +m(a1 + b1 + c2 + a3).
(5.9)
By Young’s inequality, for n ≤ 3, we have
(G1 +G2)
√
K1C
2
m∑
j=1
‖∇ϕj(τ)‖
n
2 ≤ d0
2
m∑
j=1
‖∇ϕj(τ)‖2 +K(n)m,
where K(n) is a positive constant depending only on n = dim Ω and the involved constants
d0, C,K1, G1 and G2. Hence, for any τ > 0 and any g0 ∈ A , it holds that
Tr (A+ f ′(S(τ)g0) ◦Qm(τ) ≤ −d0
2
m∑
j=1
‖∇ϕj(τ)‖2 +m (K(n) + a1 + b1 + c2 + a3) .
According to the generalized Sobolev-Lieb-Thirring inequality [24, Appendix, Corollary
4.1], since {ϕ1(τ), · · · , ϕm(τ)} is an orthonormal set in H, there exists a constant Ψ > 0
only depending on the shape and dimension of Ω such that
m∑
j=1
‖∇ϕj(τ)‖2 ≥ Ψm
1+ 2
n
|Ω| 2n
. (5.10)
Therefore, for any τ > 0 and any g0 ∈ A ,
Tr (A+ f ′(S(τ)g0) ◦Qm(τ) ≤ − d0Ψ
2|Ω| 2n
m1+
2
n +m (K(n) + a1 + b1 + c2 + a3) . (5.11)
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Then we conclude that
qm(t) = sup
g0∈A
sup
gi∈H,‖gi‖=1
i=1,··· ,m
(
1
t
∫ t
0
Tr
(
A+ f ′(S(τ)g0)
) ◦Qm(τ) dτ
)
≤ − d0Ψ
2|Ω| 2n
m1+
2
n +m (K(n) + a1 + b1 + c2 + a3) , for any t > 0,
(5.12)
so that
qm = lim sup
t→∞
qm(t) ≤ − d0Ψ
2|Ω| 2n
m1+
2
n +m (K(n) + a1 + b1 + c2 + a3) < 0, (5.13)
if the integer m satisfies the following condition,
m− 1 ≤
(
2(K(n) + a1 + b1 + c2 + a3)
d0Ψ
)n/2
|Ω| < m. (5.14)
According to Proposition 4, we have shown that the Hausdorff dimension and the fractal
dimension of the global attractor A are finite with the upper bounds given by
dH(A ) ≤ m and dF (A ) ≤ 2m,
respectively, where the integer m satisfies (5.14). 
6. (H+, E+) Global Attractor and L
∞ Regularity
In this section we show that the global attractor A of the Oregonator semiflow is an
(H+, E+) global attractor with the regularity A ⊂ [L∞(Ω)]3. The following concept was
introduced in [1].
Definition 5. Let X be a Banach space or a closed invariant cone in a Banach space and
{Σ(t)}t≥0 be a semiflow on X. Let Y be a compactly imbedded subspace or sub-cone of X.
A subset A of Y is called an (X,Y) global attractor for this semiflow if A has the following
properties,
(i) A is a nonempty, compact, and invariant set in Y.
(ii) A attracts any bounded set B ⊂ X with respect to the Y -norm, namely, there is a
time τ = τ(B) such that Σ(t)B ⊂ Y for t > τ and distY(Σ(t)B,A)→ 0, as t→∞.
Lemma 5. Let {gm} be a sequence in E such that {gm} converges to g0 ∈ E weakly in E
and {gm} converges to g0 strongly in H, as m→∞. Then
lim
m→∞
S(t)gm = S(t)g0 strongly in E,
where the convergence is uniform with respect to t in any given compact interval [t0, t1] ⊂
(0,∞).
The proof of this lemma is seen in [33, Lemma 4.2].
Theorem 3. The global attractor A in H+ for the Oregonator semiflow {S(t)}t≥0 is indeed
an (H+, E+) global attractor.
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Proof. By the proof of Lemma 4 and (4.11), we find that
B1 = {ϕ ∈ E+ : ‖ϕ‖E = ‖∇ϕ‖2 ≤ KE}, (6.1)
where
KE =
1
min{1,M2}
(
M5 +K1
(
2
d1
(a21 + b
2
1) +
a23 c
2
2
2d3 b2 c3
))
exp
(
η4M5
(
G21
2d1
+
G22
2d2
))
,
(6.2)
is an absorbing set for the Oregonator semiflow {S(t)}t≥0 in E+. Indeed, for any E-
bounded subset B ⊂ E+, B must also be bounded in H+ so that there is a finite time
T 0(B) ≥ 0 such that S(t)B ⊂ B0 for all t > T 0. Then (4.11) implies that
S(t)B ⊂ B1, for any t > T 0 + T0 + T1 + 1, (6.3)
where T0 and T1 have been specified in the proof of Lemma 4.
Next we show that the Oregonator semiflow {S(t)}t≥0 is asymptotically compact with
respect to the strong topology in E. For any time sequence {tn}, tn → ∞, and any E-
bounded sequence {gn} ⊂ E+, there exists a finite time t0 ≥ 0 such that S(t){gn} ⊂ B0,
for any t > t0. Then for an arbitrarily given T > t0+T0+T1+1, there is an integer n0 ≥ 1
such that tn > 2T for all n > n0.
By Lemma 4, it holds that
{S(tn − T )gn}n>n0 is a bounded set in E+.
Since E is a Hilbert space, there is an increasing sequence of integers {nj}∞j=1, with n1 > n0,
such that
lim
j→∞
S(tnj − T )gnj = g∗ weakly in E.
By the compact imbedding E →֒ H, there is a subsequence of {nj}, which is relabeled as
the same as {nj}, such that
lim
j→∞
S(tnj − T )gnj = g∗ strongly in H+,
because H+ is a closed invariant cone of H. Moreover, the uniqueness of limit implies
that g∗ ∈ E+. Then by Lemma 5, we have the following convergence with respect to the
E-norm,
lim
j→∞
S(tnj )gnj = lim
j→∞
S(T )S(tnj − T )gnj = S(T )g∗ strongly in E+. (6.4)
This proves that {S(t)}t≥0 is asymptotically compact on E+.
Therefore, by Proposition 2, there exists a global attractor AE for this Oregonator
semiflow {S(t)}t≥0 in the invariant cone E+. Note that B1 attracts the H-absorbing ball
B0 in the E-norm as demonstrated earlier in this proof, we see that this global attractor
AE is an (H+, E+) global attractor according to Definition 5. Thus the invariance and the
boundedness of A in H and of AE in E imply that
A attracts AE in H+, so that AE ⊂ A ,
AE attracts A in E+, so that A ⊂ AE .
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Therefore, A = AE and, as a consequence, the global attractor A in H+ is itself an
(H+, E+) global attractor for this Oregonator semiflow {S(t)}t≥0. 
Theorem 4. The global attractor A of the Oregonator semiflow is a bounded subset in
[L∞(Ω)]3.
Proof. By the (Lp, L∞) regularity of the analytic C0-semigroup {eAt}t≥0, cf. [22, Theorem
38.10], one has eAt : [Lp(Ω)]3 → [L∞(Ω)]3 for t > 0, and there is a constant C(p) > 0 such
that
‖eAt‖L(Lp,L∞) ≤ C(p) t−
n
2p , t > 0, where n = dimΩ. (6.5)
By the variation-of-constant formula satisfied by the mild solutions, certainly valid for the
strong solutions associated with any g ∈ A (⊂ E+), we have, for n ≤ 3,
‖S(t)g‖L∞ ≤ ‖eAt‖L(L2,L∞)‖g‖ +
∫ t
0
‖eA(t−σ)‖L(L2,L∞)‖f(S(σ)g)‖ dσ
≤ C(2)t− 34‖g‖ +
∫ t
0
C(2)(t− σ)− 34L(
√
KE)‖S(σ)g‖E dσ, t ≥ 0,
(6.6)
where C(2) is specified in (6.5) with p = 2, and L(
√
KE) is the Lipschitz constant of the
nonlinear map f on the closed bounded ball in E centered at the origin and with radius√
KE shown in (6.2). Also note that f(0) = 0. By the invariance of the global attractor
A , surely we have
{S(t)A : t ≥ 0} = A ⊂ B0 ⊂ H+ and {S(t)A : t ≥ 0} = A ⊂ B1 ⊂ E+.
Then from (6.6) we get
‖S(t)g‖L∞ ≤ C(2)
√
K1t
− 3
4 +
∫ t
0
C(2)L(
√
KE)
√
KE(t− σ)−
3
4 dσ
= C(2)[
√
K1 t
− 3
4 + 4L(
√
KE)
√
KE t
1
4 ], for t > 0.
(6.7)
Specifically one can take t = 1 in (6.7) and use the invariance S(t)A = A to obtain
‖g‖L∞ ≤ C(2)(
√
K1 + 4
√
KEL(
√
KE)), for any g ∈ A .
Thus the global attractor A is a bounded subset in [L∞(Ω)]3. 
7. The Existence of Exponential Attractor
In this section, we prove the existence of an exponential attractor for the Oregonator
semiflow {S(t)}t≥0 in the invariant cone H+.
Definition 6. Let X be al Banach space or a closed invariant cone in it and let {Σ(t)}t≥0
be a semiflow on X. A set E ⊂ X is an exponential attractor for the semiflow {Σ(t)}t≥0 in
X, if the following conditions are satisfied:
(i) E is a nonempty, compact, positively invariant set in X,
(ii) E has a finite fractal dimension, and
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(iii) E attracts every bounded set B ⊂ X exponentially: there exist positive constants
µ and C(B) which depends on B, such that
distX(Σ(t)B,E ) ≤ C(B)e−µt, for t ≥ 0.
The basic theory and construction of exponential attractors were established in [5] for
discrete and continuous semiflows on Hilbert spaces. The existence theory has been general-
ized to semiflows on Banach spaces in [4] and extended to some nonlinear reaction-diffusion
equations on unbounded domains.
Here we prove the existence of exponential attractor for the Oregonator semiflow by
using the following lemma, Lemma 6, which is a modified version of the result shown
in [34, Lemma 6.3], whose proof was based on the squeezing property [5, 15] and the
constructive argument in [15, Theorem 4.5]. This lemma provides a way to directly check
the sufficient conditions for the existence of an exponential attractor of a semiflow on a
positively invariant cone in a Hilbert space.
Definition 7. For a spectral (orthogonal) projection PN relative to a nonnegative, self-
adjoint, linear operator Λ : D(Λ) → H with a compact resolvent, which maps the Hilbert
space H onto the N -dimensional subspace HN spanned by a set of the first N eigenvectors
of the operator Λ, we defined a cone
CPN = {y ∈ H : ‖(I − PN ) (y)‖H ≤ ‖PN (y)‖H} .
A continuous mapping S∗ satisfies the discrete squeezing property relative to a set B ⊂ H
if there exist a constant κ ∈ (0, 1/2) and a spectral projection PN on H such that for any
pair of points y0, z0 ∈ B, if
S∗ (y0)− S∗ (z0) /∈ CPN ,
then
‖S∗ (y0)− S∗ (z0)‖H ≤ κ ‖y0 − z0‖H .
Lemma 6. Let X be a Hilbert space and X ⊂ X be an open cone with the vertex at the
origin and Xc be the closure of X in X. Consider an evolutionary equation
dϕ
dt
+ Λϕ = Φ(ϕ), t > 0, (7.1)
where Λ : D(Λ)→ X is a nonnegative, self-adjoint, linear operator with compact resolvent,
and Φ : Y = D(Λ1/2)→ X is a locally Lipschitz continuous mapping, where Y is a compactly
imbedded subspace of X. Suppose that the weak solution of (7.1) for each initial point
ϕ(0) = ϕ0 ∈ Xc uniquely exists and is confined in Xc for all t ≥ 0, which turn out to be a
strong solution for t > 0. All these solutions in Xc form a semiflow denoted by {Σ(t)}t≥0.
Assume that the following conditions are satisfied:
(i) There exist a compact, positively invariant, absorbing set Bc in Xc with respect to
the topology of X.
(ii) There is a positive integer N such that the norm quotient Γ(t) defined by
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Γ(t) =
∥∥Λ1/2 (ϕ1(t)− ϕ2(t))∥∥2X
‖ϕ1(t)− ϕ2(t)‖2X
(7.2)
for any distinct trajectories ϕ1(·) and ϕ2(·) starting from the set Bc\CPN satisfies
dΓ
dt
≤ ρ (Bc) Γ(t), t > 0,
where ρ (Bc) is a positive constant only depending on Bc.
(iii) For any given finite T > 0 and any given ϕ ∈ Bc, Σ(·)ϕ : [0, T ] → Bc is Ho¨lder
continuous with exponent θ = 1/2 and the coefficient of Ho¨lder continuity, Kθ(ϕ) :
Bc → (0,∞), is a bounded function.
(iv) For any t ∈ [0, T ] where T > 0 is arbitrarily given, Σ(t)(·) : Bc → Bc is Lipschitz
continuous and the Lipschitz constant L(t) : [0, T ]→ (0,∞) is a bounded function.
Then there exists an exponential attractor E in Xc for this semiflow {Σ(t)}t≥0.
Theorem 5. Given any positive parameters in the Oregonator system (1.1)–(1.3), there
exists an exponential attractor E in H+ for the Oregonator semiflow {S(t)}t≥0.
Proof. By Theorem 3, there exists an (H+, E+) global attractor A for the Oregonator semi-
flow {S(t)}t≥0. Consequently, by Corollary 5.7 of [34], there exists a compact, positively
invariant, absorbing set BE in H+, which is a bounded set in E+, for this semiflow.
Next we prove that the second condition in Lemma 6 is satisfied by this Oregonator
semiflow. Consider any two points g1(0), g2(0) ∈ BE and let gi(t) = (ui(t), vi(t), wi(t)),
i = 1, 2, be the corresponding solutions of (1.10) , respectively. Let y(t) = g1(t) − g2(t),
t ≥ 0, where g1(0) 6= g2(0). The associated norm quotient of (g1(t), g2(t)) is given by
Γ(t) =
∥∥(−A)1/2y(t)∥∥2
‖y(t)‖2 , t ≥ 0.
For t > 0, we can calculate
1
2
d
dt
Γ(t) =
1
‖y(t)‖4
[
〈(−A)1/2y(t), (−A)1/2yt〉‖y(t)‖2 − ‖(−A)1/2y(t)‖2〈y(t), yt〉
]
=
1
‖y(t)‖2 [〈(−A)y(t), yt〉 − Γ(t)〈y(t), yt〉]
=
1
‖y(t)‖2 〈(−A)y(t)− Γ(t)y(t), Ay(t) + f (g1(t))− f (g2(t))〉
=
1
‖y(t)‖2 〈(−A)y(t)− Γ(t)y(t), Ay(t) + Γ(t)y(t) + f (g1(t)) − f (g2(t))〉
=
1
‖y(t)‖2
[−‖Ay(t) + Γ(t)y(t)‖2 − 〈Ay(t) + Γ(t)y(t), f (g1(t))− f (g2(t))〉]
≤ 1‖y(t)‖2
[
−1
2
‖Ay(t) + Γ(t)y(t)‖2 + 1
2
‖f (g1(t)) − f (g2(t))‖2
]
(7.3)
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where we used the identity −〈Ay(t) + Γ(t)y(t),Γ(t)y(t)〉 = 0. Note that the compact,
positively invariant, H-absorbing set BE described earlier in this proof is a bounded set in
E+ and that E+ →֒ [L4(Ω)]3 is a continuous imbedding. Hence there is a constant R > 0
only depending on BE such that
‖(u, v, w)‖2L4(Ω) ≤ R, for any (u, v, w) ∈ BE . (7.4)
It is seen that
‖f(g1(t))− f(g2(t))‖2 =
∥∥a1(u1 − u2) + b1(v1 − v2)− F (u21 − u22)−G1(u1v1 − u2v2)∥∥2
+ ‖−b2(v1 − v2) + c2(w1 − w2)−G2(u1v1 − u2v2)‖2
+ ‖a3(u1 − u2)− c3(w1 − w2)‖2 .
(7.5)
Using the Cauchy-Schwarz inequality, (1.7), (4.5) and (7.4), we have
‖f (g1(t))− f (g2(t)) ‖2
≤ (4a21 + 4b21 + 3b22 + 3c22 + 2a23 + 2c23)‖y(t)‖2 + 4F 2‖u1 − u2‖2L4‖u1 + u2‖2L4
+ 8(G21 +G
2
2)
(‖u1‖2L4‖v1 − v2‖2L4 + ‖u1 − u2‖2L4‖v2‖2L4)
≤ γ(4a21 + 4b21 + 3b22 + 3c22 + 2a23 + 2c23)‖∇y(t)‖2 + 16RF 2η2‖∇(u1 − u2)‖2
+ 8R(G21 +G
2
2)η
2
(‖∇(v1 − v2)‖2 + ‖∇(u1 − u2)‖2)
≤ (γ(4a21 + 4b21 + 3b22 + 3c22 + 2a23 + 2c23) + 16RF 2η2 + 8R(G21 +G22)η2) ‖∇y(t)‖2,
(7.6)
for t > 0. Let
N(R) = 4γ(a21 + b
2
1 + b
2
2 + c
2
2 + a
2
3 + c
2
3) + 16RF
2η2 + 8R(G21 +G
2
2)η
2. (7.7)
In view of (1.8), from (7.3) and (7.6) it follows that
d
dt
Γ(t) ≤ 1‖y(t)‖2 ‖f(g1(t))− f(g2(t))‖ ≤ N(R)
‖∇y(t)‖2
‖y(t)‖2
≤ ρ(BE)‖(−A)
1/2y(t)‖2
‖y(t)‖2 = ρ(BE)Γ(t), t > 0,
(7.8)
where N(R) shown in (7.7) is a constant only depending on R which in turn depends on
BE , and
ρ(BE) =
N(R)
d0
.
where d0 is given in (3.10). Thus the second condition in Lemma 6 is satisfied.
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Now check the Ho¨lder continuity of S(·)g : [0, T ] → BE for any given g ∈ BE and any
given compact interval [0, T ]. For any 0 ≤ t1 < t2 ≤ T , we get
‖S (t2) g − S (t1) g‖ ≤
∥∥∥(eA(t2−t1) − I) eAt1g∥∥∥+ ∫ t2
t1
∥∥∥eA(t2−σ)f(S(σ)g)∥∥∥ dσ
+
∫ t1
0
∥∥∥(eA(t2−t1) − I) eA(t1−σ)f(S(σ)g)∥∥∥ dσ.
(7.9)
Since BE is positively invariant with respect to the Oregonator semiflow {S(t)}t≥0 and BE
is bounded in E+, there exists a constant KBE > 0 such that for any g ∈ BE, we have
‖S(t)g‖E ≤ KBE , t ≥ 0.
Since f : E → H is locally Lipschitz continuous, there is a Lipschitz constant LBE > 0
of f relative to this positively invariant set BE . Moreover, by [22, Theorem 37.5], for the
analytic, contracting, linear semigroup {eAt}t≥0, there exist positive constants N0 and N1
such that ∥∥eAtg − g∥∥
H
≤ N0 t1/2‖g‖E , for t ≥ 0, g ∈ E,
and ∥∥eAt∥∥
L(H,E)
≤ N1 t−1/2, for t > 0.
It follows that ∥∥∥(eA(t2−t1) − I) eAt1g∥∥∥ ≤ N0 (t2 − t1)1/2KBE
and ∫ t2
t1
∥∥∥eA(t2−σ)f(S(σ)g)∥∥∥ dσ ≤ ∫ t2
t1
N1LBEKBE√
t2 − σ
dσ = 2KBELBEN1 (t2 − t1)1/2 .
Moreover,∫ t1
0
∥∥∥(eA(t2−t1) − I) eA(t1−σ)f(S(σ)g)∥∥∥ dσ ≤ N0 (t2 − t1)1/2
∫ t1
0
N1LBEKBE√
t1 − σ
dσ
= 2KBELBEN0N1
√
T (t2 − t1)1/2 .
Substituting the above three inequalities into (7.9), we obtain
‖S (t2) g − S (t1) g‖ ≤ KBE
(
N0 + 2LBEN1(1 +N0
√
T )
)
(t2 − t1)1/2 , (7.10)
for 0 ≤ t1 < t2 ≤ T . Thus the third condition in Lemma 6 is satisfied. Namely, for any
given T > 0, the mapping S(·)g : [0, T ] → BE is Ho¨lder continuous with the exponent
θ = 1/2 and with a uniformly bounded coefficient independent of g ∈ BE .
We can use Theorem 47.8 (specifically (47.20) therein) in [22] to confirm the Lipschitz
continuity of the mapping S(t)(·) : BE → BE for any t ∈ [0, T ] where T > 0 is arbitrarily
given. Thus the fourth condition in Lemma 6 is also satisfied. Finally, we apply Lemma 6 to
reach the conclusion that there exists an exponential attractor E in H+ for the Oregonator
semiflow {S(t)}t≥0. 
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