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I. INTRODUCTION 
For a sequence {X.} of independent identically distributed 
(iid) random variables (rv's) with cumulative distribution function 
(cdf) F(X) , define the sequences of rv's 
Xg^ ***^ X^) 
= iiiin(X^  ^X2 ^ ' ' '} X^ ) n = 1, 2, ... 
Their respective cdf's are 
P(M^  < x) = F^ (x) 
P(W^  < x) = 1 - {1 - F(x)}^  . 
Since = - maxC-X^ , -Xg, —, -X^ ) , extreme value theory is con­
cerned mainly with the maxima. 
A distribution function F(x) belongs to the domain of attraction 
of a non-degenerate distribution function G(x) (notation F e ^ (G)) ^ 
if there exist real sequences [a^  > 0} and [b^  ^ such that 
lim F°(a^ x + b^ ) = G(X) 
n  — C D  
for all X in the continuity set of G(X) - The cdf G(x) is called 
an (asymptotic) extreme distribution and the sequences {a^  > 0} and 
2 
{b^ } are called norming constants. 
In the above, we use the term non-degenerate to avoid distribution 
functions H(X) of the form 
f 0 , 
H(x) = ( 
The limit condition is usually denoted by 
F°(A^ x + B^ ) —G(X) • 
Several authors have studied the problem of finding conditions for 
F(X) to belong to the domain of attraction of an extreme distribution. 
Gnedenko (19^ 3) developed a complete solution following the work of 
Fisher and Tippett (1928), who showed that an extreme distribution must 
be one of the following types : 
a > 0 
a > 0  
A(x) = exp(-e , -o < x < + <= . 
x < x 
o 
X > Xo 
f 0 , X < 0 
1 expC-x"^ ') , X > 0 , 
f exp {-(-x)'^ } , X < 0 , 
1 , X > 0 
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However, as Gnedenko himself stated it, his results concerning the 
domain of attraction of A(x) cannot be considered very satisfactory 
from a practical point of view. A related result which is easier to 
to use in practice since the norming constants rely on the inverse 
function of the function 1 - F(x) . In Chapter II, Theorem 2.15, we 
give a criterion which in some way is included in a result by Balkema 
and de Haan (1972), but nevertheless is presented here since the norming 
constants are plainly stated without going about finding any inverse 
function. We believe this result is useful because it includes a wide 
class of functions in the domain of attraction of A(x) • 
Chapter III is devoted to the problem of determining the domain 
of attraction to which the convolution of two given cdf's belongs. 
We search for the extreme distribution that attracts F *G(X) when 
F(X) and G(X) are each attracted to any of the three different 
extreme distributions- This problem is analogous to the one studied 
by Tucker (1968) on attraction of convolutions to stable laws for 
sums of random variables-
In Chapters IV through VII we treat the bivariate extreme value 
problem: let {(X^ , Y^ )} be a sequence of bivariate rv's, and define 
the sequences of rv's 
apply was given by de Mises ( 1939); but still it is sometimes difficult 
< (1.1) 
max(Y^ , ^ 2' '''' ^ n^  ' % = 1, 2, 
k 
then the problem is to find the limit distribution of 
properly normalized as n tends to infinity. 
Along these lines, Geffroy (1959) and Sibuya (196O) proved 
that if the bivariate rv's (X^ , Y^ )' are iid and their distribution 
function (^x, y) is a bivariate normal distribution with correla-
tion coefficient p such that |p| <1 , then and are 
asymptotically independent. 
It can be shown (Lemma $.1) that if F^  ^ (x, y) is a bivariate 
normal distribution with | p| <1 , then there exist independent nor­
mally distributed rv's U, V and W such that y) is the cdf 
A, X 
of (U -r W, V -r pw) for some real g . That is, if U, V and W have 
cdf's G(U), J(V) and F(w), respectively, then we can express 
+C3 
y(x; y) = J G(x - 0) H(y, 0) dF(0) (1.2) 
-CO 
where 
H(y, 0) = J(y - p0) • 
These properties of the bivariate normal distributions suggested 
the study of finding conditions to obtain the limit distribution of 
when F^  ^ (x, y) can be expressed as (1.2) with the 
cdf's G(U), H(V) and F(w) not necessarily of the same form. The 
rv's X and Y are called conditionally independent on a location 
parameter when their joint distribution Fy ^ (x, y) admits representa-
tion (1.2). 
In a more general context, we consider bivariate distributions with 
cdf 
5 
-rco 
F (x, y) = J G(x, 0) H(y, 0) ap(0) (1.3) 
—CO 
where F(0) is any cdf, G(x, G) and H(y, 0) are cdf s in x and y, 
respectively, for every 0 in the support of F(0) , with G(X, 0) 
and H(y, 9) Borel measurable functions in 0 for every x and y . 
The random variables X and Y are called conditionally independent 
when representation (I.3) holds (Loeve, 1963)» 
Chapter IV is concerned with iid bivariate rv's Y^ )' with 
cdf {^x, y) • It is verified in this chapter that for certain 
A, I 
classes of bivariate distributions, as well as for bivariate distribu­
tions of the form (I.3) under some conditions, and are 
asymptotically independent- Hence, the limit distribution of 
)' properly normalized is the product of two extreme distributions. 
Chapter V is aimed towards finding conditions to obtain the 
asymptotic independence of and where the underlying dis­
tribution is of the form (1.2). Applying the results of Chapter III, 
we are able to get the limit distribution of the maxima properly 
normalized. We apply the results to a problem approached by David 
(1973). 
For a sequence {(X^ , Y^ )'} of iid bivariate rv's with distribution 
function F„ „(x, y) , we can see that the joint distribution function 
X 
of and is 
n n 
6 
< X, < y) - y) . 
The bivariate distribution function F (x, y) is in the domain 
X,i 
of attraction of a non-degenerate bivariate distribution function 
G(%, y) if there exist real sequences [a^  > 0] , [c^  > 0} , {b^ } 
and {d^ } such that 
 ^^,Y<V + V + y) 
n —>• CO 
for all (x; y) in the continuity set of G(x, y) • The cdf G(x, y) 
is called a bivariate extreme distribution, and the sequences {a^  > 0} , 
{c^  > 0], [b^ J and {d^ ] are called norming constants-
As in the univariate case, the above limit condition is denoted by 
V + '•n' V * ^n> —^  G(x, y) • 
Unlike the univariate case, in the bivariate case we do not have 
only three types of extreme distributions, but an infinite number 
(de Oliveira, 1959? Sibuya, 196b). Perhaps this is why the domain of 
attraction aspect of the theory in the bivariate case has not received 
much attention. We present in Chapter VJ sufficient conditions for 
attraction to some known bivariate extreme distributions, as well as 
characterizations of the domains of attraction of some others. It is 
also shown that the bivariate negative exponential distribution of 
7 
Marshall and Olkin (1967) is a bivariate extreme distribution, and suffi­
cient conditions for attraction to it are given- Furthermore, a bivari­
ate negative Weibull distribution is found as an extreme distribution. 
Chapter VII deals with the case when the bivariate rv's (X^ , 
are not iid but are exchangeable. That is, the sequence {(X^ , Y^ )'} 
of pairs of rv's defined on a probability space (Q, C, P) is such 
that the joint distribution function of any m of these pairs can be 
represented as 
I Hjxi, y^ ) y^ ) ... y^ ) 
0 
where for fixed (x, y) H (x, y) is a random variable, and for each 
tu 
u) H^ (x, y) is a bivariate distribution function. Conditions are 
given to obtain the limit distribution of properly 
normalized. The results are extensions of some of the findings of • 
Herman (1962) in the univariate case. We apply the extended results 
to the solution of a general problem formulated by David (1973). 
The relationship among the chapters is indicated by the following 
diagram: 
I 
I 
I I VI 
VII 
We indicate the end of a proof with the symbol Q . 
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II. SURVEY OF LITERATOBE AND PRELIMIMRIES 
Many authors have contributed to the development of the Extreme 
Value Theory since the early 1920's. Among the relevant pioneer works 
are those of Frechet (1927)^  who found the limit lavs 9^ (x) and 
; and Fisher and Tippett (I928) who established that the limit 
laws for the maximum properly normalized are reduced to only the 
types of 0^ (x) ; and A(x) -
In 1939 de Mises studied the problem systematically and found the 
following sufficient conditions for the parent distribution to be attrac­
ted to each of the three limit laws. 
The (right) endpoint of a cdf F(x) is defined by 
XG(F) = sup {x: F(X) < 1} 
Theorem 2.1. Suppose that F(X) is a cdf with X^ (F) = » and 
derivative F'(x) for all x greater than some value x_ • If 
° ' 0 < « < = 
X as 
then 
where 
9 
= inf {x; 1 - F(x) < ^  , n = 1, 2, ... 
Theorem 2.2. Suppose that F(X) is a cdf with x^ (P) = X^  < Œ 
and derivative F'(x) for all x in some interval (xg, x^ ) . If 
(x - x) F'(x) 
X i!: X- 1 - F(x) ' cc, 0<a<^  
o 
then F(X) belongs to the domain of attraction of I{,^ (X) . 
Theorem 2.3- Suppose that F(x) is a cdf with X^ (F) = ® and 
second derivative F"(x) for all x greater than some value • If 
^ Wp) = °  
X > CO 
then 
5i%;7 + 
where 
= inf {x: 1 - F(x) , n = 1, 2, ... 
Gnedenko (19^ 3) made the remark that a theorem analogous to Theorem 
2.3 can he stated when x^ (F) = x^  < o: Suppose that F(x) is a cdf 
10 
with Xg(F) = Xg < a and second derivative F"(x) for all x in some 
interval (x^ , x^ ) • If 
o 
then F(X) belongs to the domain of attraction of A(x) . 
It was in 19^ 3 when Gnedenko presented the first characterizations 
of the domains of attraction of the three limit laws. He also gave some 
results which would become very helpful in the development of the theory. 
Some of his results which will be needed later are quoted here. 
The next theorem was formulated originally in Fisher and Tippett 
(1928). Here we quote it in the form in which Gnedenko (1^ 3) pre­
sented it. 
Theorem 2.4. The class of the limit laws for F°(a^ x + b^ ) , where 
a^  > 0 and b^  are conveniently chosen constants, consists only 
of the laws of the types #^ (x), and A(x) -
The following well-known theorem of Gnedenko (19^ 3) is presented 
in its extended form as given by Feller (1966). 
Theorem 2.$. Let G^ (x) and G2(x) be two non-degenerate cdf's. 
If for a sequence [F ] of cdf's and constants a > 0 , b and 
 ^n- n n 
* ("g) " > Ggfx) . (2.1) 
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Then 
a 
cc 
n 
n 
> A > 0  ^B (2 .2)  
and 
Gg(x) = G^ (AX + B) . (2.3) 
Conversely, if (2.2) holds then each of the two relations (2.1) implies 
the other and (2.3). 
This theorem leads to the following formal definition of the con­
cept of type. 
Definition 2.1. The cdf G^ (x) is said to he of the same type 
as the cdf G2(x) if there exist two constants a > 0 and b such 
that 
This relation between G^ (x) and G2(x) is symmetric, reflexive 
and transitive. Hence, it provides us with equivalence classes of 
distribution functions. These classes are called types. Sometimes a 
type is indicated by one representative of the equivalence class. 
The subsequent lemma is used in several places in this disserta­
tion. 
Lemma 2.1. Suppose that {a^  > 0} and {b^ } are sequences of 
G2(X) = G^ (ax + b) for all real x . 
12 
real nimbers. For cdf's F(x) and G(X) we have for a real x with 
0 < G(X) < 1 
lim F'^ (a x + b ) = G(X) 
n  — C O  °  ^  
if and only if 
lim n [1 - F(a^ x + b^ )} = - log G(x) . 
n —^  CO 
In 1970 de Haan approaches the works of Gnedenko and de Mises by 
means of regular variation theory and adds other characterizations 
of the domain of attraction of A(x) • Here we recall several results 
in the way he presented them since they will be very usefuJ. in the 
development of this thesis. 
• Let r"*" be the set of positive real numbers, let R be the set 
of all real numbers and let R = R U {-co} U {+0=} . 
For X > 0 the following convention is adopted 
X < 1 
X = 1 
X > 1 
X < 1 
X = 1 
X > 1 
x 
for 
for 
for 
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Definition 2.2. A function U: R"*" —> R"*" varies regularly at 
infinity if there exists a p e R such that for all x e 
M  -
This number p is called the exponent of regular variation for U • 
In the particular case when p = 0 , U is often called slowly varying 
at infinity. 
Definition 2.3- A function U: R —> R varies rapidly at 
infinity if for all x e R"^  
where p = +<= or p = -o . 
For brevity the expression p-varying (at infinity) will "be used 
also for functions satisfying Definition 2.2 or Definition 2-3 (hence 
P e R). 
Theorem 2.6. a) If a function U: R^  —^  r"^  is Lebesgue-summable 
on finite intervals and regularly varying with exponent p , then there 
exist functions a: r"*" —R and c: r"^  —>- r"^  with 
< lim c(x) = c (O < c < co) 
o o X > CO 
< (2.4) 
lim a(x) = p J 
V 
14 
such that for all positive x 
U(x) • = c(x) exp { J 4^^  dt] . (2.5) 
b) Every function of the form (2.5) where the auxiliary functions 
c(x) and a(x] satisfy (2.4) with finite or infinite p , is p-
varyiijg. 
Corollary 2.1. If U is p-varying at infinity (-œ < p < -ha) 
then 
and hence 
if p < 0 
lim U(x; 
X > œ 0^0 if p > 0 
The next theorem was first formulated in Feller 
(1966). 
Theorem 2-7-  A distribution function F(x) belongs to the domain 
of attraction of §^ (x) if and only if 1 - F(x) is (-a)-varying at 
infinity. 
Corollary 2.2. If F e ; then 
î^ (anX)  ^> §Jx) 
15 
with . 
= inf {x: 1 - F(X)  ^ n = 1, 2, 3, ... 
Theorem 2.8. A distribution function F(x) belongs to the domain 
of attraction of if and only if F(x) has a finite endpoint 
x^  and the function U defined by U(x) = 1 - F(x^  - x for all ' 
x e is (-a)-varying at infinity. 
Corollary 2.3» If F e ; then 
"o) 
with 
n^ " {x: 1 - F(x) < ^  } , n = 1, 2, 3, ... 
Theorem 2.9» A distribution function F(x) is in the domain of 
attraction of A(x) if and only if there exist functions a: R — 
and b : R —>• R such that 
lim s [1 - F(a(s)x + b(s))} = e ^  for ail x e R- (2.6) 
s  ^CO 
Moreover, then (2.6) holds with 
16 
b(s) = u( ^  ) 
i(s) = u( ^  ) - U( ^  ) for all s e / 
(2.7) 
where U: r"'" —>- R is defined by 
U(x) = inf {y: 1 - F(y) < x] . 
Theorem 2.10. A distribution function F(X) belongs to the domain 
of attraction of A(x) if and only if there exists a function 
f : F —> r"*" such that 
lâjn _  ^ for all x 0 R . 
Here x^  is the endpoint of F(X) . 
Theorem 2.11. A distribution function F(X) belongs to the domain 
of attraction of A(x) if and only if 
lim _  ^ for all x e R 
with 
x^  
J [1 - F(s)} ds 
f(t) =  ^_ 2^ )^ for all real t < x^  
17 
Here is the endpoint of F(X) • 
Corollary 2'h. If F e ^ A) ; then 
F^( A^ X +  B^ ) — A ( X) 
with 
\ = inf {x: 1 - F(x) < ^  } 
X 
J [1 - F(t)l dt 
n 
n 1 - n\ )  n = 1, 2, 
Theorem 2.12. A distribution function F(x) belongs to Ma) if 
and only if there exist a real constant c^  and real-valued functions 
c, a and f defined on (-m, x^ ) with 
c(x) > 0 for all x < x^ j lim c(x) = c^  > 0 
lim a(x) = 1 
f(x) positive and differentiable for all x < x^  and 
lim f'(x) = 0 
x-^x; 
moreover lim f(x) =0 if x < oo 
V X —> x_ 
o 
18 
such that for all x < 
1 - F(X) = c(x) exp {- J dt] 
1^ 
Here x^  is the endpoint of F(x) and 
1^ 
if X^  = œ 
o 
X - 1 if X < CO . 
o o 
Corollary 2.^ . If F e , then 
lim 
X Œ 
log [1 - F(x)l  ^
log X 
- CO if X = CD O 
log {1 - F(x)} 
O 
IF X <03 
0 
where x is the endpoint of F(X) . (Hence, if x = <= , 
lim X {l - F(X)} = 0 for all a > 0 and thus J" x dF(x) < <= 
x —yco 0 
for all Q: > 0 . ) 
Balkema and de Haan (1972) presented an additional characterization 
19 
of the domain of attraction of A(x) • It is given in terms of de Mises' 
functions-
Suppose that F(x) is a cdf with density f(x) which is positive 
and differentiable on a left neighborhood of x^  = sup {x: F(x) < 1} • 
If 
 ^ ( 4^  ^) = 0 , 
then F(X) is called a de Mises' function. 
Theorem 2.13- A cdf F(x) belongs to the domain of attraction 
of A(X) if and only if there exists a de Mises function F^ (x) such 
that X (F) = X (F„) = X and 
o 0 * o 
o 
Next we quote a result of Eesnick (1971) that has to do with tail 
equivalence and domains of attraction. 
Two cdf s F(X) and G(X) are tail equivalent if and only if 
XO(F) = Xg(G) = Xg and 
20 
Resnick makes the remark that for two arbitrary distributions 
the ratio of the tails need not have a limit as x —v x 
o 
Theorem 2.1^ . Let F(x), G(x) be distribution functions and let 
$^ (^x) be an extreme value distribution- Suppose F e and 
let F^ (a^ x + b^ ) —ô^ (^x) for norming constants a^  > 0 and b^  , 
n  >  1  .  T h e n  G ^ ( a ^ x  +  b ^ )  — n o n - d e g e n e r a t e ,  
if and only if for some A > 0, B: 
$(2)(x) = §^ (^Ax + B) , 
Xo(F) = x^ (G) = , 
- 1 Z G^xj ^ 
X >• X  ^
o 
and if 
(i) ô^ j^(x) = 5^ (x), a > 0, then B = 0 and 
lim (1 - F(X))/(1 - G(X)) = A ; 
X > CD 
(ii) = $Q,(x), cc > 0, then B = 0 and 
Im (1 - F(x))/(1 - G(x)) = A~°^  
X — x "  
o 
(iii) §/2j(x) = A(x), then A = 1 and 
lim (l - F(X))/(1 - G(X)) = E^  . 
21 
Notice that if a cdf F^ (x) is a de Mises' function, then by 
Theorem 2.3, e J&{^ ) • Therefore, by Theorem 2.1k-, the limit rela­
tion (2.8) implies that for the convergence of the cdf's F^ (x) and 
F^ (x) the same nonning constants a^  > 0 and b^  may be used. 
So far we have seen that all the characterizations of the domain 
of attraction of A(x) and sufficient conditions for a distribution to 
belong to such a domain make use of the inverse function of the tail 
function 1 - F(x) to construct the appropriate norming constants 
a >0 and b for 
n n 
F°(a^ x + b^ ) —A(x) . 
In some instances, however, the inverse function of 1 - F(x) is 
practically impossible to obtain. As an example, consider the cdf 
defined by 
2 
1 - (x + l) e if X > 1 
F(x) = < (2.9) 
0 if x < 1 . 
We can see that the conditions of Theorem 2.3 are satisfied, so F(x) 
belongs to the domain of attraction of A(x) . However, we cannot know 
which is the linear function of (defined in Chapter l) whose 
distribution tends to A(x) as n tends to infinity. 
22 
This problem is solved for a wide class of distributions in our 
following result. 
Theorem 2.1$. Let F(x) be a cdf with endpoint at infinity. 
For some real constants o: > 0 and g 
a. 
lim e^  [1 - F(X)} = c , 0 < c < 
X >» CO 
if and only if 
(2.10) 
F^ (a^ x + b^ )  ^> A(x) (2.n) 
with 
g-l -1 
a. 
a = (a {log n c]• ) 
Qp [log n cf 
(2.12) 
For the proof of this theorem, see Part A of the Appendix. 
Corollary 2.6. Let F(x) be a cdf with endpoint at infinity. 
For some real constants a > 0, k > 0, p and Z 
lim (kx + I)^  [1 - F(X)} = b, 0 < b < 
X >• C3 
23 
if and only if 
î^ Ca^ x + b^ )  ^> A(x) 
with 
r g-l 
a 
-1 
a^  = (ok {log n b] ) 
{log n b] S log log n b 
n 
Qp k {log n b] a 
Z 
k 
For the distribution defined in (2-9) we can easily see that 
lim X e^  {1 - F(X)} - 1 
X  ^Œ 
Then; from Theorem 2.1^ ; the norming constants are 
n 
I {log n}  ^
< 
b^  = {log nf + , 
 ^{log n} 
hence 
lim P(2 /log n - 2 log n - log /log n < x) = A(x) 
n —^  cs 
2k 
for all X e R • 
As applications of Corollary 2.6, we furnish the following examples. 
Example 2.1. Let F(X) be the normal distribution with mean p. 
and variance . 
If X > (i. then 
Hence 
lim ( ^  ) e  ^^ 
y/2 a X —^  œ 
[1 - F(x)} = > 0 
2 /IT 
Then, by Corollary 2.6 with a = 2 , k = —-— , g = 1, 4 
/F a f2 a 
F^ ( a^ x + b^ )  ^> A(x) 
with 
a {2 log } 
2 y IT 
1 
2 
n 
I log log -
C T  { 2  l o g  — }  _  + 
2 /TT 
" (log -4= f 
/Ta 2 /T 
25 
That is 
lûn P( i [2 log —M. - 2 log + I log log 
N  ^CO 2 y TT 2 y/ TT 2 I/ IT 
-  ^[2 log ]^  < x) = A(x) 
2 JIT 
for all X e R • 
Example 2.2. Let F(X) be the gamma(v^  y)-distribution with v 
an integer. 
Notice that using integration by parts 
hence 
lim {1 - F(X)} =  ^^  > 0 . 
X > 00 Y V r(v) 
Then by Corollary 2.6 with a = 1, k = l /y, g = 1-v, Ji = 0 
F°(a^ x + b^ )  ^> A(x) 
where 
26 
a Y n 
b 
n 
That is 
lim P( — M - log 
Y n 
n 
- (v - l) log log < x) = A(x) 
yv r(v) -n CO 
for ail X e H • 
Next we state two lemmas suggested by Lamperti (1966). These 
lemmas are useful since the norming constants are given without going 
about determining the inverse function of the tail function. 
Immma 2.2. Let F(x) be a cdf with endpoint at infinity. For a 
real constant cc > 0 
lia x°^  {1 - F(x)} = b , 0 < b < = 
X CO 
if and only if 
F^ (a^ x)  ^> ô^ (x) 
with 
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To illustrate the practical use of Lemma 2.2 in comparison to 
Theorem 2.1 and Corollary 2.2, consider the cdf defined by 
1 2 1 - ^ - —  i f  x > 2  
F(x) = ' 
if X < 2 . 
We can see that to obtain the inverse function of 1 - F(X) = — + — 
 ^ x^  
not an easy task, while applying Lemma 2.2, since lim x {l - F(x 
X V CO 
1, we have that 
lim P( i < x) = §^ (x) for all x e R • 
n —> 03 
Lemma 2.3- Let F(X) be a cdf with X^ (F) = X^  < Œ . For a 
real constant a > 0 
lim  ^ = b , 0 < b < œ 
if and only if 
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with 
_ 1 
= (lib)  ^. 
For the case when the random variables of the seq.uence {X^ } are 
dependent, several authors have studied the problem for different kinds 
of dependence. 
Watson (195^ ) and then Newell (196^ ) showed that if the sequence 
{X^ } is m-dependent (i.e., X^  and X^  are independent when 
I i - j I > m) then the limit distribution of suitably normalized 
is the same as in the case when the X^ 's are independent. 
For mixing sequences of random variables, Loynes (I965) found 
similar results. 
In a recent paper, Galambos (1972) proved a more general result 
for dependent sequences. Under weaker conditions on dependence and 
without stationarity, he obtained the same limit distribution as if 
the X^ 's were independent. Consequently, Galambos' result includes 
the previous ones along the same lines. 
For another sort of dependence, Berman (I962) found the class of 
limit distributions that can be obtained by using the norming constants 
for iid random variables in sequences of exchangeable random variables-
Unlike the above cases of dependence, these limit distributions are 
mixtures of the limit distributions for the case when the random 
variables are iid. 
For further references, see Gumbel (1958) who collected most of 
the important results in univariate extreme value theory subsequent to 
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the works of Fisher and Tippett (I928) and Gnedenko (19^ 3)» Also see 
the book by David (1970) for a more recent bibliography. 
The latest studies of the theory have been mainly on the multi­
variate case, particularly on the bivariate extreme value problem. 
A general form of the limit distribution of 
(defined in Chapter l), properly normalized, has been obtained by 
Finkelstein (1953), Geffroy (1959); <3-6 Olive ira (1959) and Sibuya 
(i960). These forms include all possible bivariate extreme distribu­
tions. Gumbel (1962) has shown that all these generalized forms are 
mutually consistent-
Geffroy (1959) also proved that and are asymptotically 
independent when the parent bivariate distribution is normal. This, same 
result was found by Sibuya (1960). 
Berman (I961) presents necessary and sufficient conditions for a 
bivariate cdf to be attracted to a bivariate asymptotic extreme dis­
tribution of the form given by Sibuya (I96O). He imposes the assump­
tion that the marginal distributions are attracted to seme univariate 
asymptotic extreme distributions. In. the same article, Berman presents 
a sufficient condition for the asymptotic independence of the maxima 
in the multivariate case. This condition is the generalization of the 
condition given by Geffroy (1959) for the bivariate case. 
de Oliveira (1961) gives another representation of his general 
form of the bivariate asymptotic extreme distribution. This representa­
tion is unique and depends on a distribution function and a bounded 
parameter; in the absolutely continuous case the representation is 
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given by an almost arbitrary density function and a bounded parameter. 
In 1962 de Oliveira makes a review of the theory of bivariate 
asymptotic extreme distributions. He gives a unification of the theory 
up to that time, presenting more simple proofs and adding seme proper­
ties of the extreme distributions. 
Campbell and Tsokos (1973) found the form of the bivariate asymp­
totic extreme distribution when the parent bivariate distribution admits 
a certain canonical expansion and under the assumption that its marginal 
distributions are attracted to some univariate asymptotic extreme dis­
tributions. They also proved that when the parent distribution is the 
Kibble (19^ 1) bivariate gamma distribution or the compound correlated 
Poisson distribution, then and M^ ^^ are asymptotically indepen­
dent. 
Galambos (1973) gives a necessary and sufficient condition for a 
multivariate distribution to be attracted to his generalized asymptotic 
extreme distribution which is similar to that of Fihkelstein (1953)-
Galambos' condition relies heavily on the norming constants of the 
univariate marginal distributions; from this we deduce that it is 
necessary for the univariate marginal distributions to be attracted to 
some asymptotic extreme distributions. Because of the involvement of 
the norming constants, we might say that this is not a domain of 
attraction type condition. In the same article he presents a sufficient 
condition for the asymptotic independence. This condition also relies 
on the norming constants. 
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Some more references can be found in the book by Johnson and Kotz 
(1972). 
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III. catîvonjTioNS MD DOMAINS OF ATTRACTION 
Suppose that we are observing a sequence of random variables [X^ } , 
and let be a sequence of random errors associated with {X^ } • 
That iS; instead of observing {X^ } we are actually observing [X^  + . 
This chapter is concerned with determining the asymptotic extreme dis­
tribution of the sequence {max(X^  + Y^ , ., X^  + Y^ )} . 
We assume that the X^ 's are independent identically distributed 
rv's and independent of the independent identically distributed rv*s 
{Y^ }. Under these assumptions, if the {X^ } and {Y^ } have distributions 
F(X) and H(x), respectively, then we know that the convolution of 
F(X) and H(X) , denoted by F *H(X) , is the common distribution of 
the independent identically distributed rv's [X^  + Y^ } • Then the 
problem is reduced to establishing the domain of attraction in which 
the convolution lies. 
We investigate the problem for all different cases when F(x) and 
H(X) belong to the domain of attraction of each of the three asymptotic 
extreme distributions. The results of this chapter will be applied to 
the bivariate case later. 
The first lemma is helpful in proving a result with some applica­
tions of interest through its corollary. 
Lemma 3.1. Suppose.that F(X) and H(X) are cdf's with common 
endpoint x^  = œ . Let G(X) be an asymptotic extreme distribution. 
If F(X) belongs to the domain of attraction of G(X) and there exist 
real constants a > 0 and b such that 
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0 < L < ^  
X œ 
then H(X) belongs to the domain of attraction of G(x) • 
Proof: Since F e ^  (G) , there exist sequences of real constants 
fa >0} and fb } such that 
 ^ n  ^ n-* 
F^ (A^ X + B^ ) ••  ^> G(X) . 
Define the distribution F„(x) by 
F„(x) = F(ax + b) . 
Then, if we let 
% bn - b 
a = — and g = for n = 1, 2, 
n a n a 
we have that 
F^ (a x + S ) = F^ (a X + b ) > G(x) i-e- F e J- (G) -
* n n n n  ^
On the other hand 
1 - F*(x)  ^_ 1 _ F(ax + b) 1 
,2:. 1 :H(x) =ï' 
0 < L < OD 
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Thus, by Theorem 2.1^ , H(x) belongs to the domain of attraction of 
G(X) . D 
Theorem 3-1• Suppose that F(x) and H(X) are cdf's with common 
endpoint x^  = Œ • Let G(X) be an asymptotic extreme distribution. 
If (l) F(X) belongs to the domain of attraction of G(X) , (2) there 
exist constants & > 0, a > 0, b, p and a cdf J(x) with endpoint 
at x = œ such that 
o 
1 - F*H(x) = K {1 - F(ax + b)] J(QX + P) + R(X) (3-1) 
with 0 < K < œ and (3) 
 ^ = 0 • 
. 1 - F(ax + b) X —Œ ' 
Then F *H(x) belongs to the domain of attraction of G(x) • 
Proof: Since F(x) and H(X) have endpoint at infinity, it 
follows that the endpoint of F *H(X} is at infinity. From (2) and 
(3) we have that 
l-F*H(x) , , RCX) 
p fx) 
= K lim J(QX + 3)+ lim 
X  ^CO X —> CO l-F(ax+b) 
= K 
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From this and hypothesis (l), we have by Lemma that F *H(X) belongs 
to the domain of attraction of G(x) • 0 
As a direct application of this theorem consider the following 
example• 
Example 3-1- Suppose that F(X) is a stable distribution with 
endpoint x^  = œ and F(x) belongs to the domain of attraction of an 
asymptotic extreme distribution G(X) . Then there exist constants 
a > 0 and b such that 
1 - F *F(X) = 1 - F(ax + b) . 
Therefore, taking 3 = » we have by Theorem 3*1 that F *F(X) belongs 
to the domain of attraction of G(x) . 
Corollary 3«1 » Suppose that F(x) is a gamma(v, p)-distribution 
with V an integer and H(X) is a cdf with endpoint at x = » . If 
o 
the density function h(x) of H(x) is such that 
e*/P h(x) = K j(x) 
where K is a positive constant and j(x) is a probability density 
with (v-l)-st finite moment, then F *H(x) belongs to the domain of 
attraction of A(x) • 
Proof: (l) By Example 2.2 Fe-^ (A)- (2) By integration by 
parts we have for x > 0 
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1 - F(x) = g F'(x) [1 + + (v-l}(v-2)p^  + ... + 
 ^  ^  ^ X Y2 V-1 
* X 
-^x/p IX/ÊV 
£o 
Hence 
+C0 
1 - F *H(x) = J {1 - F(x-y)} dH(y) 
—CO 
4-05 
= J {1 - F(x-y)} dH(y) + f {1 - F(x-y)}dH(y) 
X 
X .^1  ^
J- g 3 Z '•''-yf dH(y) + {1 - H(x)) 
jR=o 3^  r. 
e r 2 h(y) dy + [1 - H(x)} 
£=0 £1 
K e"*/^ R Z j(y) dy + {1 - H(X)} 
4=0 £! 
—CO 
Let J(y) be the cdf of j(y) , and since 
(x-y)^  = Z ( ^ ) x^ -k (_!)% / 
k=0 
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we have 
l-F*H(x) = K ; 
X v-1 
2 
Ji=0 il 
£ 
2 ( 
k=0 
y^ d J(y) + {l-H(x)] 
/a "^ -1 ^ X 
= K 2 J dj(y) 
4=0 pA 4J 
+ K ,-x/P  ^(_l)k ( 2 ) ^,-k j.:: 
£=1 Jil k=l 
+ [1 - H(x)} 
= K {1 - F(x)] J(x) + E(x) 
where 
R(x) = K e-*/9 S  ^)x^ "''rVaj(y) + Cl-E(x)} 
£=1 3^  J&; k=l 
(3) Notice that by L'Hospital's rule 
r(v) pv-i 
Then 
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1 - F(x) 
K e 
-x/p v-1 
£=i p" k=i 
i  (-1)'^ ( I  J y^dj(y) 
v^-1 g-x/P (v-l)e , (v-l)(v-2)3" 
r(v) gv-l X af 
+ • # • + (v-l)«S 
v-1 
v-l 
since the largest power of x in the numerator of the first term is 
v-2 , and 
X , +05 , 
lim J y d J(y) = J y dJ(y) < => 
X > CO 
for all k < v-1 • 
Therefore, by Theorem 3'1, F *H(X) belongs to the domain of 
attraction of A(x) • Q 
As an illustration of the last corollary, consider the following 
examples for the classes of normal and gamma distributions. 
Example 3'2. Let F(x) be a gamma(v, p)-distribution and let 
H(X) be the normal (JI, A^ )-distribution. Then since 
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(X  ^ - —^  (x 
2a^ 
"IT + p + #ë ) 
(/g h(x) = e 
1 / _^ (r \ 
2a" 
(x-n-y )^ 
-/^ o 
= K j(x) 
where j(x) is the probability density of the normal(p. + ^  cr^ )-
distribution and it has all finite moments. Then^  by Corollary 3-1, 
F *H(X) belongs to the domain of attraction of A(x) . 
Example 3»3- let F(X) be the gamma(v, 3)-distribution with 
V an integer and let H(x) be the gamma(cZ; 6 )-distribution with 
6 < P • Then 
h(x) = 
r(cd 6 a 
_g_ a exp {- %/( ^  )1 
- r(a) ( ^ f 
= K j(x) 
where the j(x) is the probability density of the gamma(o:^  )-
distribution and it has all finite moments- Therefore, by Corollary 
ho 
3.1, F *H(X) belongs to the domain of attraction of A(x) . 
Remark 3-1- In Example 3-3 when 6 = 3 we know that F *H(X) 
is the gamma(v+a, 3)-distribution which by Example 2.2, belongs to the 
domain of attraction of A(x) provided v + o: is an integer. 
Next we present a lemma which provides us with bounds for the tail 
function of the convolution of two distributions. These bounds were 
found by Feller (1966). Here we present a slightly different proof 
from his. 
Lemma 3*2. If F(x) and H(x) are two distribution functions, 
then for t > 0. and e > 0 
{1 - F(t(l+e))} {H(ts) - H(-te)} + {1 - H(t(l+e))} [F(te) - F(-te)} 
< 1 - F *H(t) < {1 -F(t(l-e))} + {1 - H(t(l-e))} + {l - F(te)}{l -H(te)]•' 
Proof: Suppose that X and Y are two independent-random vari­
ables with distribution F(x) and H(X), respectively. Consider the 
events 
A = [X + Y > t], B = [X > t(H- e), |Y| < te] and 
C = [Y > t(l + e), |X| < te] . 
Suppose that m e B D C . Then X(uj) > t(l + e) and -te < X(w) < te 
which is impossible since t >0 Therefore B and C are disjoint. 
Now suppose that cu e B U C . Then (u e B or u) e C . IfcoeB 
then X(co) > t(l t e) and -te < Y(to) < te • This implies X(tu) + Y(iu) 
> t . That, is, w e A • Similarly, if cu e C then u) e A . Therefore, 
B U CCA. Hence, since B and C are disjoint, 
P(A) > P(B) + P(C) . 
Therefore, since X and Y are independent, 
P(X + Y > t) > P(X > t(l+s)) P(|Y| < te) + P(Y > t(l+e))P( l x l  < te) . 
(3.2) 
On the other hand, notice that 
[X I Y > t] - [X + Y > t, X > t(l-e)] U [X + Y > t, Y > t(l-e),X <t(l-e)] 
U [X + Y>t, Y<t(l-e), X < t(l-e)], 
where it is clear that the events on the right side are disjoint. Now, 
since 
[X + Y > t, X > t(l-e)] c [X >t(l-e)] 
and 
[X + Y > t, Y > t(l-e), X < t(l-e)l c [y > t(l-e)] , 
P(X + Y > t) < P(X > t(l-e))+ P(Y > t(l-e)) + P(X + Y > t, Y < t(l-e), 
X < t(l-e)) . 
k2 
Consider the events 
D - r x  +  Y > t ,  Y <  t ( l - e ) ,  X  <  t ( l - e ) l  
and 
E = [X > te, Y > te] . 
Suppose that (JU e 0 D - Then X(u)) < te and Y(U)) < t(l-e) • This 
implies X(uj) + Y(UJ) < t which is impossible since ou e D implies 
X(cu) + Y(CO) > t . Therefore FL D = 0 . This implies E*^  C and 
hence D c E . Therefore, since X and Y are independent, 
P(X ) Y > t) < P(X > t(l-e)) 1- P(Y > t(l-e)) + P(X > te)P(Y > te)- (3-3) 
Using the independence of X and Y once more, we have that 
1 - F *H(t) = P(X + Y > t) . 
Thus, from (3-2) and (3-3) we have the desired conclusion- Q 
We are interested in knowing about the behaviour of the tail func­
tion of the convolution related to the convolutant functions- The 
subseq.uent theorem gives insight into such a relation. 
Theorem 3-2- Suppose that F(x) and H(x) are distribution 
functions- If F(x) belongs to the domain of attraction of §^ (x) and 
1 Z F?xj ' ^ ' 0 < L < = 
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then F * H(X) belongs to the domain of attraction of -Q,(X) • 
Proof: Since F e , by Corollary 2.2, there exists a 
sequence {a > 0} with a —and such that 
n —> 00 
> 5Q;(X) • 
For any 0 < e < 1 let = a^ (l+ e) and = a^ (l- e) • Then 
a a' 
— > 14- e and —  ^1 - e 
a a 
n n —> œ n n —>• <x> 
Hence, by Theorem 2-5 
F^ (a^ x) > #^ ((l+e)x) and F'^ (c^ x)  ^9^ ((l-e)x) . (3 
Note that by Lemma 3*2 
n {l-F*H(a^ t)} > n {1 - F(a^ t(l+e))] ^[H(ta^ e) - H(-ta^ E)} 
1-H(ta^ (l+e))  ^
+ I-F(tajl^ e)) • 
and 
C 1-H(ta (1-e)) 
n {l-F»H(a^ t)l < n (1 - F(a^ t(l-e))} i 
kk 
1 - F(ta e) 
+ 1 - F(ta^ (l-c)) • 
From the first relation in (3*^ ) and. Lemma 2-1 we have that for all x 
for which 0 < ®^ ((l+e)x) < 1 ; 
11m n {1 - F(a (l+e)x)} = - log § ((l+e)x) -
n —^  00 
Since, by hypothesis, 
1 - H(ta^ (l+e)) 
and. the fact that 
lim {F(ta^ e) - F(-ta^ e)} = 1 
n —^  CO 
.^ nd. 
lim {H(ta^ e) - H(-ta^ e)] = 1 , 
n  — C O  
we have, from the first ineq.uality, that 
lim n {l-F*H(a^ t)} > - (1+L) log 5^ ((l+e)t) 
n —^  as 
^5 
On the other hand; from the second relation in (3-^ ) and Lemma 2.1 we 
have that for all x for which 0 < s^ ((l-e)x) < 1 ; 
lim n {1 - F(a^ (l-e)x)} = - log 9^ ((l-e)x) • 
n —>• CO 
Since F e , by Theorem 2-7? 1 - F(x) is (-a)-varying, hence 
l-F(te^ e) l-F(ta^ (l-0) ) -a 
Also, by hypotheses, 
lim 1 - H(ta^ (I-.)) 
n —>• œ 1 - F(ta^ (l-e)) 
and 
lim {1 - H(ta e)} = 0 . 
n > 00 
Therefore, from the second inequality, we have that 
ïïm n {l-F*H(a t)] < - (l+L) log 9 ((l_e)t) • 
n —^  OS 
Since lim < lim and s^ (x) is a continuous function, letting e 
tend to zero we conclude that 
h6 
lim n {1 - F*H(a^ t)} = - (l+L) log $^ (t) . 
n —^  00 
By Lemma 2.1 
lim (F*Hf (a^ t) = • 
n —^  CO 
Since and g^ Xx) are of the same type, F *H(X) belongs to 
the domain of attraction of ô^ (x) . 0 
This result can be stated in other words by an application of 
Theorem 2.7- That is, for two distributions F(X) and H(X) , if 
1 - F(X) is (-Q:)-varying at infinity with a > 0 and 
lim {1 - H(X)V{1 -  F(x)} = L ,  0 < L < co then 1-F*H(X) is X > CO 
(-a)-varying. 
Remark 3-2. Feller (1966) proved that if 1 - F(X) and 
1 - H(X) are p-varying at infinity then so is 1 - F *H(X) . This 
implies Theorem 3-2 when L / 0 . 
The following corollaries to Theorem 3-2 give a solution to part 
of the proposed problem-
Corollary 3*2. If F(x) belongs to the domain of attraction of 
#^ (X) and H(X) belongs to the domain of attraction of Ê^ /X) then 
F*H(X) belongs to the domain of attraction of where 
Y = min(a, g) . 
Proof: a) Suppose A < G • By Theorem 2-7? 1 - F(X) is (-cc)-
varying at infinity and 1 - H(X) is (-G)-varying at infinity. Then 
if we let 
we have that for all x > 0 
R(tx) _ 1 -H(tx) / 1 -H(t) _ 1 -H(tx) / 1 -F(tx) . -(p-a) 
WtT  ^ï~^ nt) l-H(t) ' l-F(t)  ^  ^
That is, R(X) is {-(G-A)]-varying at infinity. Hence, by Corollary 
2.1 
lim R(x) = lim  ^~ = 0 . 
X-^m X^= 
Therefore, by Theorem 3-2, F *H(x) belongs to the domain of attraction 
of  ^(x) . 
a 
b) Suppose that a = p • By Remark 3-2, l-F*H(x) is (-a)-varying 
at infinity. Then by Theorem 2.7, 1 - F * H(X) belongs 
to the domain of attraction of 9^ (x) . Q 
Corollary 3-3. If F(x) belongs to the domain of attraction of 
$ (x) and H(X) belongs to the domain of attraction of A(x) then 
F *H(X) belongs to the domain of attraction of ô^ (x) . 
Proof: a) Suppose that x^ (H) = sup {x: H(X) < 1} < Œ . Then 
it is clear that 
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II" 1 : F - ° • 
X > CO 
b) Suppose that x^ (h) = œ . By Theorem 2.7 , 1 - F(x) is (-a)-
varying at infinity. Hence, by Corollary 2.1 
log [1 - F(x)} 
On the other hand, by Corollary 2.5 
log [1 - H(x)} 
Therefore, 
2 _ PJXJ " (log {1 - H(X)] - log [1 - F(X)}) 
log {1 - F(X)1 log {1 - H(X)] 
exp ( log x I log X log X 
> 0 . 
X > 00 
Thus, from a) and b) and Theorem 3-2, F *HCx) belongs to the domain 
of attraction of #^ (x) • Q 
h9 
Corollary 3.^ - If F(X) belongs to the domain of attraction of 
5^ (X) and H(X) belongs to the domain of attraction of *p(X) then 
F *H(X) belongs to the domain of attraction of $^ (X) • 
Proof: By Theorem 2.8, x^ (H) = sup {x: H(X) < 1} < Œ . Then it 
is clear that 
^ = ° • 
Therefore, by Theorem 3-2, we have the desired conclusion. Q 
]ji order to develop further the solution of our problem, we 
need to define the concept.of regular variation at the origin. • 
Definition 3-1' A function U:  ^ varies regularly at 
zero if there exists p e R such that for all x e R^  
For brevity the expression p-varying at zero will be used for 
functions satisfying Definition 3*1-
The concepts of regular variation at infinity and regular variation 
at zero are very related. In fact, consider the following lemma. 
Lemma 3» 3- A function U: r"*" >- R^  is p-varying at zero if and 
only if the function V: R"*" >• R^  defined by V(x) = U( ) is 
(-p)-varying at infinity. 
Proof: a) Suppose that U(x) is p-varying at zero. Then 
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That is, V(x) is (-p)-varyirig at infinity-
b) Suppose that V(x) = U( ^  ) is (-p)-varying at infinity. Then 
That is, U(x) is p-varying at zero. Q 
Under a rather weak condition, it is possible to determine the 
extreme distribution to which the convolution is attracted, when one 
of the convolutants is attracted to ,if (x) and the other one to ^  (x) . 
CK p 
Theorem 3-3- Suppose that F(X) belongs to the domain of attrac­
tion of and H(X) belongs to the domain of attraction of 
g^(x) with right-endpoints and y^  respectively. If 
1 - F *H(x^  + y^  - x) 
lim 
x —> 0^  {1 - F(x - x)} {1 - H(y^  - x)} 
exists, then F *H(x) belongs to the domain of attraction of (^x) QJ+p 
Proof : Let 
XG = inf {x: F(X) >0} > - co 
and 
yg = inf {x: H(X) >0} > - CO . 
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If X' and Y' are rv's with cdf's F(x) and H(X) , then X 
and Y = - y have cdf's F^ (x) and H^ (x) where 
F^ (x) = 
0 , X < 0 
1 - F(x^  - x) , 0 < X < Xg-Xg < „ • 
X > X - X_ 
o 2 
0 , X < 0 
H^ (x) =  ^1 - H(y^  - x) , 0 < X < -yg 
1 , X > - Yg 
Then note that for all x such that 0 < x < min(x^  -Xg, y^  
F^  *Hj^ (x) = J Hj^ (x-0)dF^ C6) = J {1 " H(y^ -x + ©)} dF^ (9) 
0 0 
= {1 - F(XQ - X)} + J H(y^ - x + 9) dF(x^ - 9) 
0 
let 9 - x -t 
° x^ -x 
o 
= [1 - F(Xg -x)] + J H(y^ - X + Xg - t) dF(t) 
=0 
=0 
= {1 - fCX  ^ - x)} - J H(y^ + - X - t) dF(t) 
XQ-X 
= 1 - J dF(t) - J H(XQ + y^  - X - t) dF(t) 
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= 1 - J H(Xq + Yq - X - t) dF(t) 
= 1 - F *H(Xg + - x) • 
Suppose that X and Y are two independent random variables with dis­
tributions F^ (x) and Hj^ (x), respectively. Then, since P(X > O) = 
P(Y > 0) = 1 , for all t > 0 
P(X < |t) P(Y < |t) < P(X + Y < t) < P(X < t) P(Y < t) . 
Hence, since *H^ (t) = P(X + Y < t) , 
F^ (|t) H^ (|t)  ^ F^ *H^ (t) 
Fl(t} H^ (t) - F^ (t} H^ (t) - ^  * 
By Theorem 2-8 and Lemma 3-3 , F^ (x) is a-varying at zero and H^ (x) 
is p-varying at zero. Then 
fl( # t) 1 a H,(|t) p 
On the other hand, since 
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 ^0+ F^ (t)H3_(t) lim 
1 - F *H(x^  I y,, - t) 
[1 - F(Xg-t)l{l - H(y^ -t)} 
exists, say equal to L , we conclude that 
1 0 < { j) < 1 < 1 that is 0 < L < 1 . 
Therefore, it is easy to see that 
F^  *H^ (t) = 1 - F *H(x^  + Fo - t) 
is (oi-p)-varying at zero. Then by Lemma 3*3 , 1 - F *H(X^  + y^  - ^  ) 
is {-((%4-p)]-varying at infinity. Thus, by Theorem 2.8 , F *H(x) 
belongs to the domain of attraction of IIT^ QCX) . [] Cn"p 
As an application of Theorem 3*3 , consider the following example. 
Example 3'^ ' For real numbers a, b, c and d where a < b and 
c < d, let F(X) be the uniform (a, b)-distribution and let H(X) be 
the •uniform(c, d)-distribution. Then 
X < a 
a < X < b , 
X > b 
X < c 
c < X < d 
X > d 
F(x) = 
H(x) = X - c d - c 
1 
5^ 
Note that 
li» = bT% and  ^
X —• b X —>• d 
Then, by lemma 2. 3, F(x) and H(x) are members of ^  • 
Wow, without loss of generality, assume b - a < d - c • Then, for 
Al l  X  s u c h  t h a t  a  +  d  < x  < b + d  
b x-d b c, 
F*H(x) = J H(x-0)dF(0) = J dF(0) + J dF(0) 
a a x-d 
x-d 
= À J" , (b-aKd-c) / d8 
x-d 
x-d-a 
b-a 
+ c I 
Hence, for all x such that 0 < x < b - a , 
x2 
1 - F *H(b + d-x) . g(t-a)(a-c) 
On the other hand, for 0 < x < b - a 
{1 - F(l.-x)} (1 - H(d-x)} . (b-aKd-c) 
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Therefore 
1 - F*H(b + d-x) 1 
lim  ^ '• - p 
X —0 [l-F(b-x)} {l-H(d-x)} 
Thus, by Theorem 3-3 ; F *H(x) belongs to the domain of attraction 
of tgfx) • 
In seeking the extreme distribution which attracts the convolution 
of two given distributions, each attracted to a ilr^ -type distribution, 
we obtained the following result. 
Theorem 3'^ - If F(x) belongs to the domain of attraction of 
I^ (^x) and H(X) belongs to the domain of attraction of ^^ (x) , then 
if F *H(X) belongs to any domain of attraction it is that of 
Proof: By Theorem 2.8, the endpoints x^  = sup {x: F(X) < 1] 
and y^  = sup {x: H(x) < 1} are finite. Hence F *H(x) has finite 
endpoint XQ + y^  . Therefore, by Theorem 2-7 , F*H / for all 
p > 0 . 
Now suppose that F *H e ^  (A) • Then, by Corollary 2-5 
log {1 - F*H(X)} 
lim = CO . 
On the other hand, if X' and Y' are rv's with cdf's F(x) «nH H(x), 
then X = X' - x^  and Y = Y' - y^  have cdf's F^ (x) and H^ (x) where 
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0 
F(X^  + x) 
X < Xg -Xo 
*2 "*o - * < ° ' 
X > 0 
0 
H^ (x) = H(y^  + x) 
X < Yg-yo 
yg; -Po - * < ° 
X > 0 
where 
XP = inf [x: F(X) >0} > - Œ 
and 
y_ = inf {x: H(x) >0} > - œ 
Note that for all x such that max(xg - ^ , Yg - 3^  ) <x<0 
0 X 0 
Fi*Hi(x) = J H^ (x-t)dF^ (t) = J dF^ (t) + J HCy^ +x-t) dF^ (t) 
*2-=o X 
0 
= F^ (x) + J H(y^  + X - t) dFj_(t) 
X 
0 
= F(X^  + X) + J H(Y^  + X - t) dF(x^ + t) 
X 
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let t = © - X 
= F(Xg + x) 1- J H(yg + X - © + x^) dF(0) 
X +x 
o 
x^ +x x_ 
J dF(0) + J H(Xq + Yo + X - G) dF(G) 
X, x^ +x 
= F *H(Xg + + x) . 
Also note that by Theorem 2. 8 and Corollary 2-1 
log [1 - F^ (x)} log {1 - F(XQ + X)} 
lira : 7 ( = lim log (-x)  ^n- log (-x) X —^  0  ^ X —>• 0 
log {1 - F(X - T~^ )L 
—^-
- C% ; 
similarly 
log {1 - fi^ (x)} 
- log (-x) ~  ^X —0
Suppose that X and Y are two independent random variables, with 
distribution F^ (x) and H^ (x), respectively. Since P(X < O) = 
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P(Y < O) = 1 , we have that for all t < 0 
P(X > I t) P(Y > I t) < P(X +-Y > t) < P(X > t) P(Y > t) -
Since P(X + Y > t) = 1 - *H^ (t) , we then have that for all t < 0 
log [1 - P^ ( t)} + log {1 - H^ ( |t)} 
< log {1 - F^ *H^ (t)} < log {1 - F^ (t)] + log [1 - H^ Ct)} • 
For -1 < t < 0 we have that log(-t) < 0 , hence 
log {l-F^ (t)} log {1-Hj_(t)} log {1-F^  *Hj_(t)"} 
log (-t) log (-t) - log (-t) 
log [1 -F^ ( ^  t)l log (- ^ t) log {1-Hj_(|t)] log(- i t) 
- log (-|t) (-t) log (- I t) ISTRT-
Since 
log (- I t)  ^ log ( I ) 
log (-tj - 1 + log i-t) ^ Q- ^ ' 
we conclude that 
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log [1 - F^ *H^ (t)} 
Since for all x such that maxCx^ -x^ , yg-Yo) < x < 0 , *Hj^ (x) = 
F *H(XQ + Yo + x) , 
log {1-F*H(X)} log{l-F *H(x^ +y^ +t)} 
log (x^ +y^ -x) t CT °^S (-t) 
x -^  (x^ +y^ ) 
lim 
log[l-F^  *Hjt)] 
t—•o ~ww 
= a + 3 • 
This contradicts the supposition that F *H ®  ^(A) • Therefore, by 
Theorem 2.4, if F *H(x) belongs to any domain of attraction, it is 
that of iji^ Cx) for some y > 0 . Hence, by Theorem 2.8 and Corollary 
2.1 
log {1 - F*H(X)] 
By the above, we conclude that y = a + ^ • Q 
We proceed to prove theorems similar to the last one for the con­
volution of F(X) and H(X) in the cases when F E^ (A), H e 
and F e .B (a), H S^ (A) . 
6o 
Theorem 3.5. If F(X) belongs to the domain of attraction of 
A(X) and H(X) belongs to the domain of attraction of %^ (X) then 
if F *H(X) belongs to any domain of attraction, it is that of A(X) • 
Proof: a) Assume that XQ = sup [x: F(X) < 1} = Œ . Since 
F *H(X) has endpoint at infinity, F *H for all y >0 (see 
Theorem 2.8). 
Suppose that F *H e some p > 0 . Then by Theorem 
2.7 and Corollary 2.1 , 
log {1 - F *H(X)] 
On the other hand, suppose that X and Y are two independent random 
variables, with distribution F(X) and H(X), respectively. Consider 
the followii]g events 
A = [X + Y>x], B = [X > x], C = [Y > ^  x] . 
Assume w e A; that is, X(cu) + Y(uj) >X • Then either X(ai) > ^  x 
or Y(UJ) > ^  X , because if X(M) < ^  x and Y(M) < ^  x then 
X((u) + Y(U)) < t which contradicts the assumption that co e A • 
Therefore 
A c B U C 
Hence 
6l 
P(A) < P(B U C) < P(B) + P(C) 
Since 1 - F *H(X) = P(A) , we have that 
1 - F *H(x) < {1 - F( I x)} + {1 - H( i x)} 
n 1 - H( i x) 
< {1-F(|x)} [1 + T } 
1 - F( i x) 
Therefore, since for x > 2 , T—^ —^ , 
- log^x 
1 - H( I x) 
log [1 + T } 
log {1 - F *H(x)] log [1-F( ix)] 1 - F( ^  x) 
 ^ log ( ^ x) log ( i x) 
Since, by Corollary 2.5 
log {1 - F(x)] 
and, by Theorem 2-8 , y = sup [x: H(X) < 1} is finite and hence 
1 - H( I x) 
lim 2 ~ ; 
X *• Œ 1 - F( T" x) 
we conclude that 
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log {1 - F *H(x)} 
This contradicts the supposition that F *H e • Thus, by Theorem 
2.4, if F*H(X) belongs to any domain of attraction, it is that of 
A(x) . 
b) Assume < » . By Theorem 2.8 , y^  = sup [x: H(x) < l] is 
finite. Then F *H(X) has finite endpoint X^  + Y^  . Hence, 
F *H / for all y > 0 (see Theorem 2.7)" 
Suppose that F for some y > 0 . Then, by Theorem 
2.8 and Corollary 2.1 , 
log {l-F*H(x)} log [l-F*H(x^ -y^ -t"^ )} 
lim —-, —— rrv = lim 
x — 
Y 
On the other hand, define the distributions F^ (x) and H^ (x) as in 
the proof of Theorem 3-^  • Note that by Corollary 2-5 
log {1 - F^ (x)} log {1 - F(XQ + x)} 
log {1 - F(t)} 
o 
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Also, note that by Theorem 2 . 8  and Corollary 2.1 , 
log [1 - H^ (x)] log {1 - Hfyg + x)} 
X^0- 'x^o-
log [l-H(y^ -t 
= lim : 7 = 
Now let X and Y be two independent random variables with distribu­
tion F^ (x) and H^ (x), respectively. Since P(X < O) = P(Y < O) = 1, 
for all t < 0 
P(X + Y > t) < P(X > t) P(Y > t) . 
Hence, since 1 - = P(X + Y > t) 
log [1 - F^ *H^ (t)} < log {1 - F^ (t)] + log [1 - H^ (t)} . 
For -1 < t < 0 we have that iQg(-t) < 0 , hence 
log {1 - F^ *H^ (t)} log [1 - F^ (t)} log [1 - I^ (t)} 
log (-tj - log (-t; • log i-t) 
Since the right-hand side tends to infinity as t tends to zero from 
the leftJ we conclude that 
6k 
log {1 - F^ *Hj_(t)] 
Therefore, since we saw in the proof of Theorem 3-^  that for 
max(xg - ) < X < 0 we have *H^ (x) = F *H(x^  + y^  + x) , 
log [1 - F*H(x)} log {l-F*H(x^  + + t)} 
X 't ^  0" ÎSTRI 
log {1 - F^ *H^ (t)] 
% ^ o -  '  "• 
This contradicts the supposition that F *H e • Thus, by Theorem 
2.4, if F *H(X) belongs to any domain of attraction, it is that of 
A(X) . D 
Next, we prove a mathematical result which will be used to show 
that, if the convolution of two distributions in  ^(A) is attracted to 
any asymptotic extreme distribution, it has to be that of A(x) • 
Lemma 3 •4» let f : A —> B and g; B —^  C be two functions 
with A, B and C intervals of the real line. If g(x) is a strictly 
increasing homeomorphism (g(x) and its inverse g ^ (x) are continuous) 
then 
(a) g(f(x)) = g( f(x)) 
X —> y X —> y 
and 
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(b) lim g(f(x)) = g( lim f(x)) . 
X —*• y X —> y 
Proof: (a) lim f(x) = L then there exists a sequence 
X —> y 
[x } such that x —y as n —>• <= and lim f (x^ ) = L . Since 
n —> = 
g(x) is continuous, lim g(f(x^ )) = g(L) . Therefore = 
n > œ 
1im g(f(x)) < g(L) . On the other hand, there exists a sequence 
X —> y 
[y } such that y —> y as n —and lim g(f(y^ )) = • 
n —^  CO 
Since g~^ (x) is continuous, lim g"'^ (g(f(y^ ) )) = g~^ (L^ )î that is 
n —> 00 
lim f(y^ ) = g~^ (L^ ) . Therefore g~^ (L^ ) > L . Since g(x) is 
n —^  CO 
increasing, g(g" (L^ )) > g(L) ; that is > g(L). Thus, we have 
that - g(L). 
(b) The proof is similar to that of (a). Q 
We conclude this chapter with the following theorem. 
Theorem 3-6. If F(x) and H(x) belong to the domain of attrac­
tion of A(x) then if F*H(x) belongs to any domain of attraction, it 
is that of A(x) . 
Proof: a) Assume that x^  = sup {x; F(x) < 1] = oo and y^  = 
sup [x: H(X) < 1} < CO . This case is identical to part a) of the 
proof of Theorem 3-5> 
b) Assume that x^  < co  ^ y^  < œ . This case is similar to part b) of 
the proof of Theorem 3-5 except for 
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log [1 - Hj_(x)] 
which is obtained in the same way as that for F^ (x) . 
c) Assume that = <= . As in part a), F *H for all 
y > 0 since F*H(x) has endpoint at = . 
Suppose that F*H e for some 3 > 0 . Then by Theorem 2.7 
and Corollary 2.1, 
log {1 - F *H(x)} 
On the other hand, as in part a) , 
1 - H( i x) 
l-F*H(x) < {1-F(ix)}{l + f } 
1 - F( I x) 
1 - H( J x) 
Since for x > 2e, —^- < 1 and -f~T > ° ' 
X log ( I x) 1 - F( i x) 
we have that for x > 2e 
log [1-F *H(x)} log {1-F( ^ x)} 1-H(|x) 
 ^- log ( i x) " ' l-P(èx) ' 
2 " \ 2 
(3-5) 
(l) Consider the case when lim y = L < <= 
X —> ® 1 - F( 5" x) 
1 - H( I x) 
T 
2 
6? 
1 - H( I s) 
Note that if we let g(t) = log t and f(s) = 1 + 1 
1 - F( 2 s) 
then by Lemma 3-^  
1 - H( i x) 
lim log [1 + ; } = log (l + L) • 
—V CO 1 - F( 2* x) 
Since by Corollary 2-5 
log [1 - F(y)] 
yi!:. logy 
we have that 
log {1-F*H(X)] log {1-F( ^  x)] 
^  log ( i x )  
I - HC ^  x) 
+ log {1 + f ] ) 
1 - F( I x) 
log {1 - F( ^  x)] 
< lim  ^
X > CO log ( - x) 
1-H(|x) 
+ lim log [1 + ; } 
X —>- œ 1 -F( x) 
<C — CO • 
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This contradicts the supposition that F *H e • 
1 - H( I x) 
(2) Consider the case when lim z - œ . Then there 
X —^  œ 1 _ F( _ x) 
exists a sequence such that x > «> and 
n —>• CO 
l-E(|x^) 1-F(|x^) 
lira T = œ . This implies that lim j = 0 
n —*• œ 1 - F( 2 x^ ) n —^  CO 1 - H( 2 x^ ) 
1 - F( I x) 1 - F( I x) 
Since z > 0 , we have that lim ; = 0 . 
1 - H( 2 x) X —y CO 1 - H( 2 x) 
1 - F( I s) 
Hence, if we let g(t) = log t and f(s) = 1 + ; , then 
1 - HC I s) 
by Lemma 3-^ , 
1 - F( i x) 
lim log [1 + Y } = 0 . 
X CO 1 - H( % x) 
Interchanging F(X) and H(X) in the steps to obtain the inequality 
(3-5), we have that for x > 2e 
log [1 - F *H(X)} log {1 - hC È x)} 1 - F( ^  x) 
< + log {1 + f—- } 
* log ( I x) 1 - H( I x) 
Since by Corollary 2-5 
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lim 
log {1 - H(y)} 
y->- 1=8 y 
we have that 
lim 
log {1 - F *K(X)} 
ic „ I°s % 
< lig ( 
X -
log {1-H(|X)} 
œ 10g( |-x) 
1 - F( i x) 
+ log {1 + T }) 
1 - H( I x) 
log {1 - H( I x)} 
< lim 
X > CO log ( ^  x) 
1 - F( I x) 
+ lim log {l + 
X > eo 1 - H( — x) 
^ — CO • 
This also contradicts the supposition that F*He^ 9p) • Therefore, 
Theorem 2.4, if F *H(X) belongs to any domain of attraction, it is 
that of A(x) . 0 
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IV- ASYMPTOTIC INDEPENDENCE 
T.«t Y^ )'] be a sequence of bivariate random variables with 
joint distributions y)} • 
Definition 4.1. The random variables and Y^  are 
asymptotically independent if 
F^ (x; y) >- F(x, y) = F^ (x) Pg(y) 
where Fj^ (x) and F2(y) are distribution functions. 
Here we consider sequences {(X_, Y^ )*} of independent identically 
distributed bivariate random variables with common cumulative distribu­
tion Fy ^ (x, y) • Suppose that F^  _(x, y) has marginal distributions 
y X iv ^  i 
Fj^ (x) and Fy(y) each attracted to some extreme distribution. 
We define the random variables 
= max(X^ , X^ , X^ ) 
= max(Y2^  ^ 2' "'*' ^ n^ ' n = 1^  2^  ... 
A sufficient condition for the asymptotic independence of 
and was found by Geffroy (1959) even though F^  -(x, y) 4 
nu A ; 1 
Fjç(x) Fy(y) . We will use this result to identify some classes of 
bivariate distributions for which and are asymptotically 
independent -
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Theorem 4.1. Suppose that and y are the right endpoints 
of F^ (x) and F^ (j) , respectively- If 
1 - F (x) - F (y) + F (x, y) 
then and are asymptotically independent. 
For the proof of this theorem^  see either Geffroy (1959) or 
Herman (I961) or de Oliveira (I962). 
We first consider the class of bivariate distributions of bounded 
dependence• 
Definition 4.2. The random vector (X, Y)' or its distribution 
y) is of bounded dependence if 
p(x:^ TplY>yj < -
X 
o 
yô 
where x^  and y are the essential supremums of X and Y, respec­
tively. 
Theorem 4.2. If F^  ^ x^, y) is a distribution of bounded depen-
I 
dence, then and are asymptotically independent. 
Proof: Let x and y be the essential suuremums of X and Y 
0 0 
Note that F^  ^ (x, y) = P(X < x, Y < y) < P(X < x) . Hence 
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1 - Fx^y(x, y) = < =0' y < yo -
Then 
1 - F^ (x) - Fy(y) + y(x, y) p(x > x, Y > y) 
1 - F^  y(x, y) - P(X > x) 
' p(xVx)'p|Y7y) • > y) • 
This implies that 
0 < lim 
1 - F^ (x) 
1 -
FyCy) + F^ ^^ (x, y) 
y)' 
< lim 
X —>- X 
P(X > X, Y > y) 
p(r> X)'P(yv;) • ) 
< 
X 
 ^- P(x^ > x) P(Y > yj  ^
Hence, Condition (4-1) of Theorem 4.1 holds, thus and are 
asymptotically independent. 0 
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ïïow we consider the class of bivariate distributions which are 
negatively quadrant dependent- This class was defined by Lehmann 
(1966). 
Definition 4-3- The random vector (X, Y)' or its distribution 
F (x,y) is negatively quadrant dependent if 
A, I 
P(X < X, Y < y) < P(X < x) P(Y < y) for all x,y . (4-2) 
Corollary 4.1. If F (x, y) is negatively quadrant dependent, 
X 
then and are asymptotically independent-
Proof : Note that every negatively quadrant dependent distribution 
is of bounded dependence- Then by Theorem 4-2, the result follows- 0 
Next we present three more classes of bivariate distributions-
Definition 4.4. The random vector (X, Y)' or its distribution 
F (x, y) is negatively associated if 
A, I 
cov [f(X, Y), g(X, Y)] < 0 (4.3) 
for all functions f(x, y) and g(x, y) which are non-decreasing in 
each argument, and for which the covariance is defined. 
Definition 4.5- For a random vector (X, Y)' , Y is negatively 
regression dependent on X if 
P(Y < y 1 X = x) (4.4) 
Ik 
is non-decreasing in x . 
Definition h- . 6 -  The random vector (X, Y)' or its distribution 
F (x, y) is negatively likelihood ratio dependent if 
A, I 
f(x^ y) f(x',y') < f(x^ y') f(x',y) for all x < x', y < y' (^ -5) 
where f(x,y) is the density function. 
In the papers of Lehmann (1966) and Esary, Proschan and 
Walkup (1967)7 it was shown for bivariate distributions, that 
negative quadrant dependence, negative association, negative regression 
dependence, and negative likelihood ratio dependence are successively 
stronger properties- That is, (4.$) (4.^ ) =^ (^ .3) ==^  (4.2). 
Therefore, using Corollary 4.1, we have the following remark. 
Remark 4.1. and are asymptotically independent for all 
classes of bivariate distributions defined above. 
By reversing the inequalities in (4.2), (4.3), (4.5) and replacing 
non-decreasing in x by non-increasing in x in (4.4), we have the 
definitions of positive quadrant dependence, positive association, 
positive regression dependence and positive likelihood ratio dependence, 
respectively. These properties are also successively stronger. However, 
it is not true in general that if (x, y) is a positive quadrant 
Ay 1 
dependent distribution then and are asymptotically indepen­
dent. Consider the following counterexample. 
Counterexample 4.1. Suppose that §(x) is a univariate asymptotic 
extreme distribution. Let X be a random variable with distribution 
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F e ^ (5) • Consider the vector (X; X)* • Then its distribution is 
given by 
X^ " F(X < X, X < y) = P(X < min(x, y)) . 
Without loss of generality, assume that x < y • Then, since 
1 > P(X < y) , 
P(X < X, X < y) - P(X < x) > P(X < x) P(X < y) • 
That is, (^x, y) is positive quadrant dependent. Now, note that A 
if {(X^ , Y^ )'] is a sequence of independent identically distributed 
bivariate random variables with common cumulative distribution 
Fx y(x, y) then 
P(M(1) < X, «[(2) < y) = p(Xi < X , < y; Xg < x, Yg < y; 
Xg^  < X, Yg^  < y) 
= {P(Xi < X, Y^  < y)}° = F%yy(x, y) . 
Therefore, if we let F (x, y) be the underlying distribution, then 
A 
we have 
P(M^ ^^  < X, < y) = F^  y) = F°(min(x, y)) -
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Since F e ^ (§) , there exist sequences {a^  > 0} and [b^ } of real 
constants such that 
(a^ z + b^ )  ^>• $(z) . 
Hence, since min(a^ x + b^ , a^ y + b^ ) = a^  min(x, y) + b^  ; 
F ^ < V = F^ (min(a^ x + b^ , a^ y + b^ )) 
= F^ (a^  min(x, y) + b^ )) 
——$(min(x; y)) . 
Thus, since the limit distribution is not the product of two univariate 
distributions, we conclude that and are not asymptotically 
independent-
Whether the other forms of positive dependence imply the 
asymptotic independence of and still remains to be investi­
gated. 
In what follows, we concentrate our attention on the class of 
bivariate distributions of the form 
y) = J G(x, 0) H(y, 0) dF(0) 
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where F(0) is any distribution and G(x, 6) and H(y, ©) are distrl 
butions in x and y for every 0 in the support of F(Q) , with 
G(X, S) and H(y, 6) Borel measurable in G for every x and y . 
The random variables X and Y will be called conditionally independ­
ent when the representation (4.6) holds (see Loeve, 1963)-
It will be shown that for these bivariate distributions; 
and are asymptotically independent when F(6) has a compact 
support. The following lemma is needed in the proof of this assertion-
Lemma 4.1. Suppose that the distribution F(x) has a compact 
support I , and let 
{cp^ : I > (0, + co) 1 t e Tc R} 
be a family of continuous functions which are non-increasing in t . 
If • 
lim cp. (G) = 0 for all 0 e I 
t sup T 
then 
J cp| (G) dF(G) 
lim — = 0 . 
t ? ; St (9) dF(Q) 
I 
Proof; ByDini's theorem, (see Roydcn, I968, p. 162), we have that 
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as t —> sup T ; cp^  —^  0 uniformly on I . Hence 
M, = sup CD, (0) > 0 
Gel 
as t —> sup T . Therefore 
J cpj(e) dF(0) 
0 < — < M, > 0 
J cp^ (O) dF(0) 
I 
as t —> sup T . Then, the desired result follows. 0 
At this stage, we remind the reader that we are under the assump­
tion that yCx, y) has marginal distributions E^ (x) and F^ Cy) 
each attracted to some extreme distribution. 
Theorem ^ .3* Suppose that F,, ,,(x, y) is a bivariate distribution 
A, I 
of the form (4.6) and x^  and y^  are the right endpoints of F^ (x) 
and Fy(y) • Assume F(0) has compact support I and for each ©el, 
G(X, ©) is a distribution. If G(X, 0) is continuous in 0 on I 
for each x, then and are asymptotically independent. 
Proof: Notice that F^ (x) = J G(X, ©) dF(0) and Fy(y) = 
J H(y, 0) dF(0) , hence 
1 - F„(x) - Fy(y) + Fy y(x, y) 
° - 1 - y) ' = 
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r {1 - G(x, 9)] {1 - H(y, 9)] dF(9) 
. ^ . (4.7) 
J [1 - G(x, 0) H(y, 0)} dF(0) 
By Cauchy-Schwarz inequality 
J {1 - G(x, 0)] {1 - H(y, ©)} dF(0) 
/ U/2 
<  ^J {1 - G(x, 0)]2 dP(0) j y {1 - H(y, 0)]2 dF(0)j 
On the other hand, 1 - G ( x,  G )  H(y, Q )  >  1  -  G (x, 9 )  and 
1 - G(x, 0) H(y, 0) > 1 - H(y, ©) , hence 
J {1 - G(x, 0) H(y, 0)} dF(0) 
> (j {1 - G(x, 0)} dF(0)) ^  ( J {1 - H(y, ©)} dF(0)) ^  ' 
Therefore, the right-hand side of (4-7) is dominated by 
\l/2, \l/2 
(j" {1 - G(x, G)}= dF(0)j ^ J  {I -  H ( y , 9)}^  dF(9)j 
(j {1 - G(x, 0)} dF(©)) ( j {1 - H(y, ©)} dF(©)j 
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< 
J [1 - G(x, e)]2 dF(0) 
J {1 - G(x, 0)] dF(0) 
1/2 
since {1 - H(y, 0)]^  < 1 - H(y, 0) . 
•we put cp^  (S) = 1 G(t, 0) , we have that all the conditions of 
Lemma ^-1 are satisfied for the family of functions : t < x^ l • 
Therefore 
J [1 - G(x, 0)]2 dF(0) 
J [1 - G(x, 0)} dP(0) X X 
Thus 
1 - F (x) - F (y) + F (x, y) 
x^x- :  - ° ° 
o 
Then, by Theorem ^ .1, and are asymptotically independent. Q 
We might be tempted to believe that Theorem 4. 3 holds without 
the compactness of the support of F(0) . However; it is not so, since 
consider the following. 
Counterexample h.2. Take the conditionally independent random 
variables X and Y with joint distribution function 
= J (1 - e~®^ )(l - e~®^ ) d0 , x,y > 0 
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Here G(x, ©) - H(X, 9) ^ 1 - ; x > 0 and F(G) is the uniform 
(0, l)-distribution. Notice that 
P(X >x, Y > y) =  ^g-Gx 2-ey aG i g-8(x+y) 
x+y ] 
0 
1 - e -(x^ y) 
x+y 
Then, as we will see in Example 6.1, and are not asymptoti­
cally independent. 
If we have some knowledge on the "behavior of the mixing parameter 
9 in distributions of the form (^ .6), we still obtain the asymptotic 
independence of and • 
Theorem 4.^ . Suppose that /^x, y) is a bivariate distribution 
A, I 
of the form (4.6).  If 9^  = sup {©: F(9) < 1} is finite, G(x, 0^ ) is 
a distribution with X^ (G(., 0^ )) = x^ (ï^  ) and G(x, 0) is a non-
increasing function in 9 , then and are asymptotically 
independent. 
Proof: As we saw in the proof of Theorem 4.3, 
1 - F (x) - F (y)+ F y(x,y) 
° < 1. % jr— ^ 
0 
Q 
J 
—CO 
- G(x, 9)1= dF(9) 
0 0 
J 1 (D
 
dF(0) 
-co 
1/2 
82 
< {1 - G(x, 
since G(x, 0) is non-increasing in 9 . 
Let = X (F ) and y = x (F ) • Then, since 1 - G(x, 9 ) 
O O A G O I V 
—>• 0 as X —? X , i-re conclude that 
o 
lim 
X —> X. 
1 - F^ (x) - F^ (y) + F^  .^ (x, y) 
1 - y) ' 
= 0 
y 
Then, by Theorem ^ .1, and are asymptotically independent. 
D 
Now, we look into a different class of bivariate distributions. 
Let U, V and W be independent random variables with distribution 
G(U), H(V) and F(w) , respectively. Define the pair of random 
variables 
X = max (U, W) 
Y = max (V, W) . 
Then their joint distribution is 
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" Kmax (u, w) < x, inax(V, W) < y) 
P(U < X, V < y, W < min(x, y)) • 
By independence, we obtain 
F^ y^(x; y) = G(x) H(y) F(min(x, y)) • (4.8) 
Bivariate distributions of this form are constructed in Arnold 
(1967). 
Recall that 
X^ (F) = sup [x: F(X) < 1} 
Theorem 4.^ . Suppose that F^  y) is a bivariate distribu-
K, 1 
tion of the form (4.8). If 
then and are asymptotically independent. 
Proof: Note that F^ (x) = G(x) F(x) , Fy(y) = H(y) F(y) and 
XQ " X^ (F^ ) = max (X^ (G), X^ (F)), Y^  = ^ (^F^ ) = max (X^ (H), X^ (F)) . 
Also, note that (4-9) imolies x (F) < x (G); hence, x = x (G) . 7 V • / o — o o o 
Then 
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1 - F^ (x) - F^ Cy) + F (x, y) 
1 - G(X) F(X) - H(y) F(y) + G(x) H(y) F(min (x, y)) 
< 1 - G(x) F(x) - H(y) F(y) + G(X) H(y) F(y) 
< [1 - G(X)} [1 + G(x) I _ gM } - H(y) F(y) {l 
< {1 - GCX)] {1 - H(y) F(y) + G(X)  ^~ } . 
On the other hand, G(X) H(y) F(min (x,y)) < G(X) implies 
1 - G(x) 
1 - G(x) H(y) F(min(x, y)) -
Therefore 
0 < 
1 - F^ (x) - Fyfy) + F^  y(x, y) 
(x; y5 
s 1 - G(x)'H(yfg(Un(x, y)) rfoT 
< 1 - H(y) F(y) + G(X)  ^  ^0 
X —^  X 
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That is 
1 - F (x) - F (y) + F (x, y) 
^ ° ' 
y —^  y% 
thus, by Theorem ^ -1, and are asymptotically independent. 0 
The result of Theorem U.5 was obtained under the supposition that 
the marginal distributions E^ (x) and F^ (y) are each attracted to an 
extreme distribution. On this, we make the following remark-
Remark k,2. If ,^ (x, y) is a bivariate distribution of the A, X 
form (4.8), where G(X), H(y) and F(z) are each attracted to an 
extreme distribution, lim (^ = L , 0 < L < œ and 
x^x^(H)- ^ - -
(4.9) holds, then the marginal distributions F^ (x) and F^(y) are 
each attracted to an extreme distribution-
In fact, this can be seen by using Lemma 2.1 and the equalities 
1 - F^ (x) = [1 - G(x)} {1 + G(x) I } 
1 - F^ (y) = [1 - H(y)] {l + H(y)  ^
= [1 - F(y)} [1 + F(y)  ^ } 
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V. CONDITIONAL INDEPENDENCE ON A LOCATION PARAMETER 
In this chapter we investigate the asymptotic independence of 
and as defined in Chapter IV, for the case when © is a 
n n ' 
location parameter in distributions of the form (4.6). More specifi­
cally, these distributions are of the form 
y) = J G(x - 0) H(y, 0) dF(0) . (5.I) 
A pair of random variables (X, Y) with Joint distribution of 
the form (5*1) will be called conditionally independent on a location 
parameter. 
The corresponding marginal distributions of (5-1) are 
F^ (x) J G(x - 0) dF(0) = C-*F(x) 
and 
Fy(y) = J H(y, © ) dF(0). 
It is assumed throughout this chapter that, F^ (x) and F^ (y) 
are each attracted to an extreme distribution. In some cases, as we 
will point out, this assumption is superfluous. 
Observation $.1. If U, V and W are independent random variables 
with distributions G(U), J (v) and F(W) , respectively, then the 
bivariate random variable 
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u + w 
V + ¥ 
has a distribution function of the form (5*1) with H(y, 0) = J(y - 6). 
It was shown in Lehmarm (1966) that the pair of random variables 
(U + W, V + W) is positive quadrant dependent (see Chapter 17). Hence, 
in general, we cannot obtain the asymptotic independence of and 
(2) 
from the results in Chapter IV. In fact, it will not be true, 
in general, that and are asymptotically independent when 
the underlying distribution is of the form (5*l)' Consider the follow­
ing counterexample. 
Counterexample $.1. Suppose that U, V and W are independent 
identically distributed with distribution 
1 - ^  , X > 1 
F(x) = 
X 
0 , X < 1 
By Observation $.1, (U + W, V + W)' has distribution of the form (5-1) 
with identical marginals 
F (^x) = F*FCX) . 
Notice that for x > 2 
Hence 
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+C0 
F*F(x) = J {1 - F(x - ©)} dF(0) 
dQ f —^  + r dF(9) 
rx - olgz 
x-l 
[- È - J  ^' R&Î 
; (- + # ICB (% - 1) + 1 ) 
lim X [1 - F^ (x)} = 2 . 
X  ^CO 
Therefore, by Lemma 2.2 and Lemma 2.1 
lim nP(X > x^ ) =  ^
n —> 05 
where 
X = 2nx 
n 
On the other hand, from (5-l) we have that 
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P(X > X, Y > y) = J [1 - F(x - 0)} {1 - F(y - 9)}dP(0) . 
Without loss of generality, assume that x < y • Then, when x < y 
and X > 2 
x-1 y-1 <= 
P(X > X, Y > y) = r — + J — + r dF(0) . 
/ (x -9)(y (y -9),?: 
Using integration tables (Gradshteyn and Ryzhik, I965) 
x-1 f> d9 _ X +y ^  0 1 
 ^ (x-9)(y-0)92 " 2xV ® (x-0)(y-Gj xy0 
+ (x+y)^  - 2xy 
2x2y2 y-x 
x-1 
X 
2x' 
" y (x-i)2 1 
2^ 2 (y-x+l) ~ xy(x-l) 
2x^ y^  
_1_ _ (x+y)^  - 2xy 
 ^ 2x^ y^  (y -x) 
log Zzi 
x-1 
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Now 
y-1 
f 
x-l 
d0 
(y-G) y 
1 1 , y-9 
- ;; %ir- J 
y-i 
x-l 
5^  -  ^log ^  
And 
J dF(0) 
y-1 
y-1 
Therefore, for x^  2nx and •- 2ny 
nP(X > x^ , Y > y^ ) = —log n ^^ -y-
n^ l6x^ y^  2y-2x+— Un^ xy(2x -
+ log „{2y-2x + i ) 
8n^ x^ y^ C2y-2x} 
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(x4-y)^  - 2xy E 
8n^ x^ y^ (2y - 2x) 2x - — 2ny(2y 
+ —i— log n (2y - ^  + 
Ij-ny^   ^ 2ny(2x - - ) 
1 , 2y - 2x . i 
log 
2x - ^  2y - ^  n 
Now, when x = y > 2 
y-l " 
P(x > X, Y > y) - r — + r dF(9) 
1 G" yil 
+ -% log (y-l) + 
y3 y-l 
Therefore, for y^  = 2ny 
92 
nP(X > y , Y > y ) - - [ - — } + log n(2y-| ) 
2yn(2y -^) 2%/ 
+ i  ^— 
2y - i n —> 00 2y 
Thuc 
^ „P(X>x„, Y>yJ . 2 y) 
n >• œ \ ;> vi / 
It follows from a theorem by Galambos (1973) (see Theorem 6.1) that 
if 5'„) = exp {- i - i + 2 maxL y) ' ' 
That is, and. are not asymptotically independent-
Under some conditions on F(x) or on the behavior of the tail 
functions 1 - F(x) and 1 - G(x) we will show that the asymptotic 
independence of and can be obtained. 
n n 
We first consider the case when F(0) has a finite right endpoint-
Theorem $.1. Suppose that ,r(x, y) is a bivariate distribution 
A, Ï 
of the form ($.l). If 9^  = sup [0: F(0) < 1} is finite and G(x) and 
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H(y, 0) are any distributions, with G(X) non-degenerate, then 
and are asymptotically independent. 
n n 
Proof; Since 9^  < Œ , notice that G(X - G^ ) is a distribution-
Also, we have that G(X - 0) is non-increasing in 0 . Therefore, 
by Theorem 4.4, and are asymptotically independent. Q 
Corollary $.1. Let X^ , X^ , — be iid rv's with distribution 
F(X) and Y^ , Yg, — be iid rv's with distribution G(y) • Suppose 
that the X^ 's are independent of the Y^ 's . If x^  = sup {x: F(x) 
< 1] is finite and G(y) is non-degenerate, then = max (X^ , Xg, 
..., X^ ) and = max(X^  + Y^ , Xg + Yg, ., X^  + Y^ ) are asymptoti­
cally independent. 
Proof: If we consider the degenerate distribution 
z > 0 
z < 0 
then the common distribution of the bivariate random variables 
(X. + Y., X.)' is 
F y(x, y) - J G(x - 0) H(y - 0) dF(0) . 
Since the bivariate random variables (X^  + Y^ , X_)' are independent, 
we have by Theorem ^ -1 that M and M* are asymptotically independent. 
0 
H(z) = 
for 
for 
9^ 
Remark $.1. If F(x) is a member of either or M.h) 
with finite right endpoint, and G(y) is a member of either 
or or A^) in Corollary 5.I, then, from the results in 
Chapter III, the limit distribution of (M^ , M^ )' properly normalized 
is given by the entries of the following table 
^\G 
F N, ^(A) 
ta(x)*y(y) *Q,(x)A(x) 
Mli) A(x)A(y) A(x)§^(y) A(x)A(y) 
# The assumption that G *F(x) is attracted to an extreme distribution 
is superfluous• 
Example $.1. Suppose that F(x) is a uniform(a, b) - distribution 
(a < b), and G(y) is a unifoim(c, d) -distribution (c < d). Note 
that 
lim ~— > 0 and lim ' = _i— > q . b - X b - a - d - y d - c 
Then, by Lemma 2-3, F,G e • Therefore, from the table above, the 
limit distribution of (M^ , ' properly normalized is * 
The result of this example was first obtained by David (1973) using 
a different approach. 
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In order to have an idea of the kind of results we should expect, 
we refer to Observation $.1. We notice that to obtain the asymptotic 
independence of and , it would be sufficient that for 
n n 
large values of x , the weight of the tail 1 - G(x) should be heavier 
than that of 1 - F(x) . Because in this case, intuitively for large 
values of x the tail of the distribution of U + W will be explained 
by the tail of the distribution of U (see Lemma 3- 2 ). Hence, since 
U and V + W are independent, we expect the asymptotic independence of 
and . 
n n 
In fact, as seen in the theorem below, even for the general case 
of a distribution of the form (5-1), the asymptotic independence 
follows under certain conditions. 
Theorem $.2. Suppose that (^x, y) is a bivariate distribution 
of the form (5.I), where G(x), H(y, 9) and F(0) have endpoint at 
infinity. If G(x) and F(0) are non-degenerate distributions such 
that for some 0 < e < 1 
lim 1 - g[T)^  = ° (5-2) 
and H(y, 0) is any distribution, then and are 
asymptotically independent. 
Proof: As in the proof of Theorem 4.3, we can see that 
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1 - F (x) - F (y) + F (x, y) 
° - 1 - F^ ^^ (x, y) ' 
[ J {1 - G(x - 9)]2 dF(0) 1 
< ( > • (5-3) 
J [1 - G(x - 9)} dF(9) J 
Notice that for ail real e 
+CO 
J {1 - G(x - 9)]2 dF(0) 
xe +=° 
= J {1 - G(x - e)]2 aF(g) + J {1 - G(x - 0)]2 dF(0) 
-œ XG 
xe +œ 
< [1 - G(x(l - e))] J {1 - G(x - 9)} dF(9) + J dF(0) 
-œ xe 
On the other hand 
+C0 
{1 - G(x)l {1 - F(0)} < J {1 - G(x - 9)} dF(G) < J {l - G(X - 9)}dF(9) 
0 -œ 
and 
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XS -L-CO 
J {1 - G(x - 0)} (iF(0) < J [1 - G(x - 0)] dF(0) 
Hence 
+00 XS 
J {1-G(X-0)}2 dF(0) J [1-G(X-9)] dF(9) 
< [1 - G(X(1 - e) )} 
+00 — "fco 
J [l-G(x-G)] dF(0) J" {l-G(x-9)} dF(0) 
+ 1 - F(xe) 
[1 - G(x)} {1 - F(0)} 
< [1 - G(x(l - e))} 4. 
Therefore, by (5-2) and inequalities (5*3)? we conclude that 
1 - F (x) - F (y) + F (x, y) 
y)' ' ° 
Thus, by Theorem 4.1, and are asymptotically independent. 
0 
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Corollary 5-2. let — be iid rv's with distribution 
FCX) and Y^ , YG, ... be iid rv's with distribution G(X) . Suppose 
that the * s are independent of the Y^ 's . If for some 0 < e < 1 
then = max(X^  ^Xg, . X^ ) and = inax(Xj^  + Y^ , Xg + Yg, . , 
+ Y^ ) are asymptotically independent. 
Proof: Similar to the proof of Corollary $.1 applying Theorem 
5-2. D 
Related to conditions on domains of attraction, we have the subse­
quent result. 
Theorem 5-3- Suppose that (x, y) is a bivariate distribution 
X 
of the form (5*1)• If G e , either F e M.ô ) , a < g or 
Cc p 
F e ) and H(y, 9) is any distribution, then and are 
asymptotically independent. 
Proof: By Theorem 2.7, 1 - G(x) is (-a)-varying at infinity. 
Assume F e , a < 3 • Then 1 - F(X) is (-g)-varying at infin­
ity. Hence, i [-(p-a)]-varying at infinity. Since 
p-a > 0 , by Corollary 2.1 , 
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Therefore, for all e > 0 
e# ^ • K-# —^  . 0 = 0 . 
X 
Thus, by Theorem 5-2, IVr"'''' and are asymptotically independent. 
Assume F e ^ (A) • If F(x) has a finite right endpoint, the 
result follows from Theorem $.1. If F(X) has right endpoint at 
infinity, then by Corollary 2-5 
log {1 - F(x)} 
Since 1 - G(x) is (-a)-varying at infinity, by Corollary 2.1 
log {1 - G(x)} 
= - • 
Therefore, for all s > 0 
2 I G[X)^  = exp [log {1 - F(xe)} - log {l - G(X)}} 
log {l-F(xe)} log {1-G(X)} 
= exp [- log xe( + logx 
°^g ^  )1 
log xe 
100 
> 0 . 
X —> <=> 
Thus, by Theorem $.2, and are asymptotically indepen­
dent . Q 
Corollary 5-3- let Xg, ... be iid rv's with distribution 
F(X) and 1^ , ... be iid rv's with distribution G(y) . Suppose 
that the X^ 's are independent of the Y^ 's • If G e and 
either F e a < 3 or F e ^ (A) , then = max(X^ , X^ , ..., X^ ) 
# . \ 
and = max(X^  + Y^ , X^  + Yg,  ^ asymptotically inde­
pendent . 
Proof: Similar to the proof of Corollary $.1 applying Theorem 
5-3- D 
Remark $.2. From the results in Chapter III, the assumption that 
G *F(X) is attracted to an extreme distribution is superfluous in 
/ *\, Corollary 5-3j and the limit distribution of (M^ , properly 
normalized is given by the entries of the following table 
G J%A) 
JXeg) épCx)ô^ (y) A(x)ë^ (y) 
If the distribution H(y, O) is such that H(y, O) = F(y - 0) and 
G(X) = F(X) in a bivariate distribution of the form ($.1), Theorem 5*2 
gives no information about the asymptotic independence of and 
when F e J' (ë^ ) or F (A) • This is because: 
101 
If F e ) then, by Theorem 2.?, 1 - F(x) is (-a)-varying 
at infinity, hence for e > 0 
ii? 1 : - c-° > 0 . 
X > CO 
If F e ^ (A) , de Haan (1970) proved that 1 - F(x) is (-«)-varying 
at infinity, hence for 0 < e < 1 
1 - F(xe) 
1 - F x) ' ° • X —°=> 
Therefore, Condition (5*3) of Theorem $.2 does not hold. 
In fact, when F e ; the asymptotic independence of 
(2) 
and does not hold for all a > 0 . This is seen "by Counterexample 
5.1 where the F(X) considered there is in • 
In the following we will see that in some cases, even though 
H(y, G) = F(y - 0) and G = F in ($.1), the asymptotic indepen­
dence of and can be verified. 
of the form (5.I). If G(X) is a normal (v,t^ )-distribution, F(9) is 
a normal (p )-distribution and H(y, 6) is any distribution, then 
(2) 
and are asymptotically independent-
Although for some cases Theorem $.4 is included in Theorem 5-2, 
here we present a proof without applying Theorem $.2 to illustrate. 
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once more, the good behavior of the normal distributions. 
Proof: As in the proof of Theorem 4.3, we have that 
1 - F (x) - F (y) + P (x, y) 
° - 1 - (x, y) ' 
A  •  X  
1/2 
r {1 - G(x - 9)]2 dF(e) 1 
< I ) . (5-4) 
J {1 - G(x - ©)} dF(.e) 
Note that G *F(x) is a normal (p + v, + t^ )-distribution; hence 
r G'(x - 9) dF(0) = (G *F)'(x) = c exp | ] 
2 of + tS 
•where c is a constant. Consider 
J {1 - G(x - 0)} G'(x - 0) dP(0) 
J G'(x - 0) dF(0) 
c, r {1 - G(X - 9)} exp c- i ( ) 1 dO 
£ of 
(5-5) 
where c^  is a constant. Notice that 
w 
? 
a 
+1^ 
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Hence, expression (5.5) is equal to 
( JL + !i±v 2^ 
exp< - i (  + 2Î i aaf ) 
t^  + _1^  + t^  
2L + H±v / _ 1 
X J {1-G(X-0)] exp/ - 0+v - — — + ^ 
2 
1 , 1 V/ Lt^ aZ 
? ? 
( JL + H±y )2 
c. exp. - I ( ÏÎ +  ^
2 t 2 I tf a2 -^  + A gS + t^  
t^  (f 
X j' [1 - G(x-9)] dFx(9) 
where c_ is a constant and F (0) is a normal ( -v + 
JL + H±y 
J-
t^  gS 
— V I -distribution. Kow, notice that the argument of 
exp { • } is equal to 
Ip5 
f _ ÏEtvlî + ( + xf + 2x(p+v) + (M+v)^  ) 
t CJ^  cr 
(x^  - 2x(n+v) t- Cn+v)^ ) 
a2 + 
( ) (p+v)( 
^2 4.2 - -2.0"^  t ' +1^  t^  
(fi+v)^ ( — + — ) 
-1 
) 
a2 + t2 
+ 
2ct 
(u +v)^  
2(CT2 + t^ ) 
( - -
( -i. i )• 
0= 
cr^  + 
iî.i 
a® 
1 + — =P- t2( — + — ) 
02 + t2 
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( - + - ) -1 (  — +  -  )  -1 
= 1 
+ tz 
Therefore, (5-5) is equal to 
J {1 - G(x - 0)} dFjQ) 
where is a constant. Since the convolution operation is commuta­
tive, (5*5) equals 
c ^ [1 - F (x - g)] dG(@) 
. 2 - 1  - ,  - ,  - 1  
If we let Q: - (l + — ) , p - ( )( — + — ) and 
of Cf tf *2 t2 
1 1 
^ { — + — ) , then F (0) is a nomal(QX+3, t^ ) 
t^  * 
with CK / 1 . Then by Example 2.1 we have that 
( X -QX - g 
e CI- F fx)} ^  
J^~2 Q X —> 05 2 -/IT 
Hence 
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1 - F Cx)  ^0 . 
^ X Œ 
Thus, by the Bounded Convergence Theorem 
lim c- J [1 - F^(x - e)}dG(0) = 0 . 
X —9- 00 
By L'Hospital's rule, we have that 
J {1 - G(X - 0)]2 dF(0) 
lim 
X —^  CD J {l - G(X - 0)} dF(0) 
2j' [1 - G(x - e)}  G'(x - 0) dF(0) 
lim 
X ^  œ J G'(x - 0) dF(0) 
lim 2c_ J {1 - F^ (x - 0)} dG(0) = 0 • 
X ^ Œ 
By inequalities ($.4), we conclude that 
1 - F Cx) - F (y) + F (x, y) 
x!:. : - Y) ' ' ° 
y —» <= 
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f 1 ) f 2 ) 
Therefore, by Theorem ^ .1, and are asymptotically 
independent• D 
As a corollary, we obtain a well-known result for the bivariate 
normal distributions. The following lemma is needed. 
Lemma $.1. If y) is a bivariate normalCp., Z) - distribu­
tion with correlation coefficient p such that jp| <1 and p / 0 , 
then there exist normally distributed independent random variables U, 
V and W such that (U + W, V + gW)' has distribution F.^  (x, y) 
A , I  
for some p g R . 
For the proof, see Part B of the appendix. 
Corollary If F.^  „(x, y) is a bivariate normal distribution A,I 
with correlation coefficient p such that | p} <1 , then and 
(2) 
are asymptotically independent. 
Proof: Suppose that F^  ^ (x, y) has mean n' = Hg) and 
/ *12 \ 
variance-covariance matrix Z = I J . Note that the marginal 
I "12 i I 
distributions F^ (x) and Fy(y) are normal and hence, by Example 2.1, 
are attracted to the extreme distribution A(x) • 
If <yj2 = 0 then, as we know, y) = F^ (x) F^ Cy) and the 
result follows obviously. 
If / 0 then, by Lemma 5-1, we can see that (^x, y) 
admits the representation (5-1) where G(X), H(y, 0) and F(©) are 
normal distributions. Therefore, by Theorem 5-^  ^the result 
follows. D 
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Corollary 3-3- Let be iid rv's with distribution 
F(X) and Y^ , Y^ , ••• be iid rv's with distribution G(y) • Suppose 
that the X.'s are independent of the Y^ 's . If F(x) is a normal 
(p., cT^ )-distribution and G(y) is a normalCv, t^ ) - distribution, then 
- maxCX^ j^ Xg, • •• ? X^ ) and = iiiax(X2 Y^ , 2^' ''' > n^^ n^^  
are asymptotically independent. 
Proof: Similar to the proof of Corollary $.1, applying Theorem 
5.4. D 
Remark 3-3- Since G *P(x) is a normal distribution in Corollary 
5.5? by Example 2.1, G *F(x) is attracted to the extreme distribution 
A(X) . That is, the assumption that G *F(X) is attracted to an 
extreme distribution is superfluous- And, clearly, the limit distribu­
tion of (M^ , ÎÎ*)' properly normalized is A(x)A(y) since, by 
Example 2.1, F e .^ A) • 
Under the additional condition that t^  < , Corollary 5.5 was 
proved in David (1973) using a different method. 
Now we look at the class of gamma distributions. 
Theorem 5.5. Suppose that F,, ,,(x, y) is a bivariate distribution A, I 
of the form (5*l)* If G(x) and F(©) are the same gamma(v, g)-
distribution with v a positive integer, and H(y,0) is any distribution, 
then and are asymptotically independent. 
Proof: As in the proof of Theorem 4.], we have that 
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1 - F^ (x) - Fy(y) + y(x, y) 
° - 1 - F^  y(x, y) 
2 
r r [1 - F(x - 9)}2 dF(0) \ 
< / > . (5-6) 
J {1 - F(x - 0)} dF(e) J 
Integrating by parts, we have for x > 0 
i-FW = p r(x) {1 ,  (v-l)(v-2)p^  , ... + (v-i)= p"- 3 
^ '• X ^ V-1 
. e" 5  ^
z=o V-
(a) Consider the distribution function 
1 - [1 - F(x)}2 , X > 0 
J(x) = 
, X < 0 
Then dJ(x) = 2 [l - F(X)} dF(x) . Now, for x > 0 
Ill 
X +00 
1 - F * J(x) = J {l - F(x - y)} dJ(y) = J [l - F(x - y)] dJ(y) + J dj(y) 
Since 
X - v-1 f \JL 
. r e P Z dj(y) + {1 - J(x)} 
Jl=0 PT il 
e" P J-'' ( x - d J ( y )  +  { 1  -  J ( x ) ]  .  
J&=0 2,1 
—CD 
(x - y)' = z { I) (-l)k y*: , 
k=0 
X 
l-F*J(x) = e  ^r ""z S (-l)k ( ^  y^  dJ(y) 
1=0 £l k=0 
+ {1 - J(x)] 
- 6 v-1 £ X J 
e 9 Z --2-- f ef dj(y) 
2=0 3^  £I 
+ e" e "Ê" ^  Ê (-l)l^  ( i )x^ -'= f y'^  eP aj(y) 
j&=l P k=l 
[1 - J{x)1 
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X ^ 
{1 - F(x)l J dJ(y) + R(x) + {l - Ffx)]^  
—CO 
where R(x) is the second term in the preceding expression- Hence 
1 - F*j(x) 
1 - P(x) ; .3 dJ(y) B(x) 1 - F(x) + {1 - F(x)l 
Notice that 
x 
; dJ(y) J eP 2 [1 - F(y)} dF(y) = 
X v-1 Z 
2 r Z dF(y) 
Ji=0 H 
v-1 
= 2 Z 
z=0 il o 
—CO 
r y^  dF(y) 
v-1 
> 22 
CO i=0 3^  £1 
where 
"foD 
= J y <iF(y) < 
Also notice that 
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1 - F(x) 
X , 
e" ; f Ï (-1)' ( p J y" eP dJ(y) 
0=1 e  k=l 
v^-lg-x/p  ^(v-l)3 ^  (v-l)(v-2)p-
X _2 
r(v) 3 v-1 
+ hzDiËZ^ -, 
v-l 
since the largest power of x in the numerator is v-2 and 
X  ^ X 
J e^  dJ(y) - J 2 {l-F(x)] dP(y) = 2 
X , v-l 
 ^Z J y y'^ dF(y) jg=0 P" £ !  
v-l 
2 Z SL 2=0 g* ll J 
dF(y) 
X 
v-l 
2 2 
i=0 
k+f 
e* 4: 
where 
k^+jî " I df(y) < " • 
—CO 
Therefore 
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1 - F *j(x) 
1 - F(x} 
v-1 
2 Z 
£=0 
that is 
J {1 - F(x - 8)}2 dF(9) 
1 - F(x) 
v-1 
2 2 
Z=0 i-
(b) Since F *F(x) is a gamma(2v, p) - distribution, 
1 - F * F(x) 
1 - F(x) 
Px^ ^"^e  ^r. ^  (2v-1)3 ^  (2v-l)(2v-2)3^  ^   ^(2v-l).' gfv-l 
r(2v) 6^  ^ ! xf 
X 
e  ^n ^  (v-l)9  ^(v-l)(v-g)  ^  ^(v-1)! , 
r(v) pV-1 ^ "" x^-i 
rU).vj,,l2^ . ... * } 
2i  ^= 
r(2v)pV (1 + Ivzljg,  ^ ] x-^  = 
X^  
that is 
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J [1 - F(x - 0)] dF(9) 
Thus, from (a) and (b) 
J [1 - F(x - 9)}2 dF(0) 
> 0 
J {1 - F(x - 0)} dF(0) X —> CO 
Hence, by inequalities ($.6), we conclude that 
1 - F (x) - F (y) + F (x, y) 
y ?• œ 
Therefore, by Theorem 4.1, and are asymptotically inde­
pendent. 0 
Corollary $.6. Let X^ , X^ , — and Y^ , Y^ , ... be two inde­
pendent sequences of iid rv's with distribution F(x) • If F(x) 
a gamma(v, p) - distribution with v a positive integer then = 
max(X^ , Xg, . , X^ ) and = max(X^  + Y^ , Xg + Yg, %% + Y^ ) 
are asymptotically independent. 
Proof: Similar to the proof of Corollary $.1 applying Theorem 
5-5- 0 
Remark 5•4. The assumption that F *F(x) is attracted to an 
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extreme distribution is superfluous since F *F(x) is a ganuna(2v, p)-
distribution, and by Example 2.2 it is attracted to A(x) • The limit 
distribution of (M^ , M*) ' properly normalized is A(x)A(y) since, 
by Example 2.2, F e ^ A) . 
We consider now the class of increasing hazard rate (IKR) distribu­
tions. That is, distribution functions F(x) with derivative F'(x) 
for which the function q(x) , defined for F(x) <1 by q(x) = 
F^(x) / \ 
Y — ,  i s  n o n - d e c r e a s i n g  ( s e e  J o h n s o n  a n d  K o t z ,  1970? Vol. 3)» 
Theorem $.6. Suppose F^  y(x, y) is a bivariate distribution of 
the form ($.1). If H(y,G) is any distribution and G(X) = F(x) is an 
IHR distribution such that q(x) —>• =. as x —> » , then and 
(2) ° • 
are asymptotically independent. 
Proof: We have the inequalities 
1 
1 - F_(x)-F (y)+F (x,y)  ^T fl-F(x-8)fdF(9)l^  
Note that for any e > 0 there exists M = M(e) > 0 such that 
0 < 1 - F(M) < e . 
On the other hand, we have that 
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+00 X-M +CO 
J {l-F(x-0)]2dP(9) - J {l-F(x-0)}2dF(9) 1 J [1 - F(x-9)}2dF(e) 
-03 —CO X—M 
X-M +03 
< [1 - F(M)} J {1-F(x-0)}dF(9) + J dF(0) 
-03 X-M 
X-M 
< [1 - F(M)] J {1 - F(x-0)}dP(9) + {l-F(x-M)] 
On the other hand; since q.(x) is non-decreasing, for x > 2M 
+03 X-M 
J {1 - F(x - 9)} dF(0) > J {1 - F(x-9)] F'(9) d9 
-œ x/2 
X-M 
> J {1-F(x-0)}{1-F(9)]g(0)d9 
x/2 
X-M 
> {l - F(x-M)}q.(x/2) J {l-FCx-9)}d0 
x/2 
x/2 
> {l-F(x-M)}(i(x/2) J [1-F(t)}dt 
M 
by the change of variable t = x - 9 . Therefore, since 
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4-03 X~M 
J {1 - F(x - 0)} dF(0) > J {1 - F(x - 0)}dF(0) , 
J {l-F(x-0)}2dF(©) J {l-F(x-G)}dF(0) 
< {l-F(M)} 
+05 +03 
J {l-F(x-0)} dF(©) J [1 - F(x-0)}dF(0) 
1 - F(X-M) 
J [1 - F(x - 0)} dF(0) 
< {I-F(M)} + 1 - F(x-M) 
X72 
{l-F(x-M)]q(x/2) J* {l-F(t)} dt 
M 
< ® • 
q(x/2) J {1 - F(t)} dt 
M 
x/2 
Since q.(x) —><» as x —> » and lim J {l - F(t)}dt > 0 
M 
since F is continuous and 1 - F(M) > 0 , we have by inequalities 
(5.7) that 
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0 < lim 
1 - F^ (x) - Fy(y) + y(x, y) 
1 -
< •^ ~ë' 
for any e > 0 . Therefore, condition (4.1) of Theorem 4.1 holds, and 
the desired result follows. [] 
We finish this chapter with the corresponding corollary of Theorem 
5.6 for (M^ , M*)' . 
Corollary 5-1- Let ... and Y^, ... be two inde­
pendent sequences of iid rv's with distribution F(x) • If F(x) is 
an ZHR distribution such that the first moment exists and q.(x) —> œ 
as X —>05 , then = max(Xj^ , X^ ) and = max(X^  + 
+ Yg; ... ; X^  + Y^ ) are asymptotically independent. 
Proof: Similar to the proof of Corollary $.1 applying Theorem 
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VI. NO ASYMPTOTIC INDEEENDENCE : DOMAINS OF ATTRACTION 
Domains of attraction in the bivariate case have not received much 
attention. It is known that the class of types of bivariate extreme 
distributions is infinite (see de Olivelra, 1959; Sibuya, I960), so we 
will restrict our attention to some subclasses of interest. In this 
chapter we present sufficient conditions for a bivariate distribution 
to be attracted to some bivariate extreme distributions, as well as 
characterizations of the domains of attraction of some others. These 
results are extensions of some of those in the univariate case. 
Let Y^ )'] be a sequence of independent identically distribu­
ted bivariate random variables with distribution (^x, y) • For 
1 
as defined in Chapter IV, we can see that 
< X, < y) = ' 
Definition 6.1. A bivariate distribution function ,r(x, y) 
A, 1 
belongs to the domain of attraction of a non-degenerate bivariate dis­
tribution function G(x, y) , (notation F^  ^  e .5-(g)) if there exist 
A, 1 
sequences of real numbers {a^  > 0} , {c^  > 0} , {b^ } and [d^ } 
such that 
V n^^   ^^ G(x, y) .  (6.1) 
G(X, y) is called a bivariate extreme distribution. 
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Let X be fixed and. let y tend to infinity in (6.l), then the 
sequences of constants [a^  > 0} and [b^ } are to be determined by 
the corresponding univariate limit distribution. From the work of 
Smirnov (1952) we have that the sequences [a^  > 0] and {b^ } are 
such that 
lim n P(X > a^ x + b^ ) = g(x) 
n —^  03 
exists-
Galambos (1973) proved a multivariate result whose bivariate ver­
sion is as follows. 
Theorem 6.1. The limit distribution 
V ^ "n' V * 
n —*- 00 
exists if and only if (l) lim n P(X > a^ x + b^ ) = g(x) , 
n  — 0 3  
(2) lim n P(Y > C y + d^ ) = h(y) and (3) LIM n P(X > a^ x + 
n —^  CO n —> OS 
b^ ;, Y > c^ y + d^ ) = w(x, y) exist. When the limits (l), (2) and (3) 
exist, 
G(x, y) = exp {- g(x) - h(y) + w(x, y)} . 
The following convention will help to ease the notation in some 
places-
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Convention 6.1. Under the assumption that the marginal distribu­
tions of y) are such that ® "^ -^(l)^  and e 
where i = 1, 2 are extreme distributions, we have, by Lemma 
2.1, that the limits (l) and (2) of Theorem 6-1 hold with g(x) = 
-log and h(y) = -log G^ g^ fy) , respectively. Then in this 
case, we will say that F^  ^ (x, y) is in the domain of attraction of 
A, X 
w(x, y) (notation F  ^e .&(w(x, y))) if limit (3) of Theorem 6-1 holds. A, I 
Note that F^  ^  e J{w(x, y)) if and only if F^  ^  e .^ (G) where 
G(X, y) exp {- g(x) - h(y) + w(x, y)} . Hence, if w(x, y) = 0 then 
and are asymptotically independent. 
We proceed to give sufficient conditions for attraction to a class 
of bivariate extreme distributions introduced by de Oliveira (1959)-
These extreme distributions are also described in Gumbel (1965)- The 
following lemma helps to present the result. 
Lemma 6.1. Let -(i) i = 1, 2 be two extreme distributions and 
let F y(X, y) be a bivariate distribution with H(X, y) - P(X > x, 
A, I 
Y > y) . Suppose that F^  ^ (x, y) has marginal distributions F^ (x) 
and F^ Cy) with right endpoints x^  and y^  , respectively and such 
that : 
(1) lim _ a(x) [1 - F^ (x)} = 1 and F^  e 
X —^ X 
(2) lim _ p(y) {1 - F^ (y)] = 1 and F^  e Xê/g)) 
y 
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If 
lim _ (a(x) + 3(y)) H(x, y) = c < = , 
X —> X 
o 
y-^yg 
then for all x and y such that 0 < < 1 and 0 < <1, 
H(x^ , y^ ) -c ( log l^ )(x) ^ log S^ g^ ty) ^  
where x = a x + b and y = c y + d for some real sequences 
n n n  " ' n n  n  
{a^  > 0], {c^  > 0], [b^ ] and {d^ } • 
Proof: From (l) e ^ (^i)^  * Then there exist real sequences 
{a > 0} and {b } such that f"(x ) —o, Jx) where x = 
n n A,n ^ jL y n  
a^ x + b^  . Then by Lemma 2.1, for 0 < ç^ ^^ (x) < 1 
n {1 - F^ (x^ )} > - log g^ j^(x) . 
Hence, from (l), 
"(%n) otxp) P -  ^ 1 
" ' n {1 - F^ (x^ )} 
Similarly, there exist real sequences [c^  > 0} and [d^  ^ such that 
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for 0 < < 1 ; 
3(^  _ P(y^ ) {1 -  ^ 1 
" n [1 - Fy(y^ )] n œ " (^2)^ ^^  
Therefore, for all x and y such that 0 < < 1 and 
0 < $(2)(y) < 1 ; 
a(x ) p(y ) 
where x = a x + b and y = c y + d . Q 
nn n nn n 
Theorem 6.2. Let i = 1, 2 be two extreme distributions 
and let (x, y) be a bivariate distribution with H(x, y) = 
A,1 
P(X > X, Y > y) . Suppose that „(x, y) has marginal distributions A, X 
F^ (x) and F^ (y) with right endpoints x^  and y^  , respectively 
and satisfying (l) and (2) of Lecma 6.1 with the functions Q:(X) and 
P(y) • If 
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lim (A(x) + P(y)) H(X, y) = c < = 
y -»y; 
then 
1 2 
X^,Y ^  log  ^ log §(2)(yJ  ^  ^
Proof: From (l) and (2) of Lemma 6.1 we have^  by Lemma 2.1, that 
there exist real sequences {a^  > 0}, [c^  > 0], and [d^ ] such 
that for 0 < 9^ j^(x) < 1 and 0 <  ^1 ; 
n P(X > a^ x + b^ ) = n [1 - F^ (a^ x + b^ )} > -log $^ j^(x) 
n —^  CO 
n P(Y > c^ y + d^ ) = n {l - F^ (c^ y + d^ )} > -log * 
n —>• CO 
That is, limits (l) and (2) of Theorem 6.1 hold. By Lemma 6.1, the 
limit (3) of Theorem 6.1 holds also. Therefore, by Convention 6.1, the 
desired result follows. Q 
Notice that when c = 0 in Theorem 6.2, we get the asymptotic 
independence of and -
In many cases. Lemma 2-2, Lemma 2-3 and Corollary 2.6 are very use­
ful to find the sequences {a^  > 0], [c^  > 0}, {b^ } and {d^ } 
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provided we know the functions a(x) and 3(y) of Lemma 6.1, and 
thereby obtain the extreme distributions g^ (^x) and ' 
We next illustrate this procedure. 
Example 6.1. Consider the bivariate distribution (^x, y) with 
H(x, y) = P(X > X, Y > y) = ' x, y > 0 . 
Fy y) has identical marginal distributions 
A ,  1  
1 -X 
F(x) = 1 - , X > 0 . 
Note that lim x {1 - F(x)] = lim (l - e ^ ) = 1 . That is 
X > CO X ^ Œ 
a(x) = 3(x) = X . Therefore, by Lemma 2.2, we have that 
F ^ ( n x )  — e  ^  
Then (l) and (2) of Lemma 6.1 hold with a(x) = g(x) = x and g(x) = 
h(x) = X ^  . 
Now note that 
(A(x) + P(y)) H(X, y) = 1 - >• 1 • 
X > CO 
y —> =° 
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Thus, by Theorem 6.2 we have that ^ e (x + y) • 
Now we deal with the case when the underlying distribution has 
identical marginal distributions which belong to the domain of attrac­
tion of A(x) - We present a characterization of the domain of attrac­
tion of the bivariate extreme distributions of the form 
G(x, y) = exp {- e~^ - e ^ + w(x, y)} • (6-2) 
Theorem 6.3. Suppose that the bivariate distribution y) 
with H(X, y) = P(X > x, Y > y) has identical marginal distributions 
F e XA) with right endpoint x^ • yCx, y) belongs to the domain 
of attraction of w(x; y) if and only if there exists a function 
f: R —> such that 
H(t + xf(t), t + yf(t)) 
lim _ = w(x, y) for all x, y • 
t —> X 1 - F(t) 
(6.3) 
Moreover, then (6.3) holds with 
J [1 - F(s)} ds 
f(t) = 
1 - F(t) 
Proof: Suppose that (6.3) holds. Substitution of t(s) = U( — ) 
s 
for t in (6.3) where U(x) = inf {y: 1 - F(y) < x} , gives 
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H(t(s) + xf(t(s)), t(s) + yf(t(s))) 
lim w(x, y) for all x, y 
s CO 1 - F('t(s)) 
Since F e ^(A) , by Theorem 2.10, there exists a function f^: R —> R"^ 
such that 
1 - F(t + xf^(t)) 
lim T TTTTT = e for all x 
t %- ^ 
o 
By definition of t(s) we have for all e > 0 
1 - F(t(s)) < I < 1 - F(t(s) - 0) < 1 - F(t(s) - e f^(t)) 
or 
1 - F(t(s} - < s [1 - F(t(s))} < 1 . 
Hence, for all e > 0 , e ^ < lim s {l - F(t(s))} < 1 , that is 
s  ^co 
s {1 - F(t(s))} ^ 1 . 
s > 00 
Therefore 
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s H(f(t(s))x + t(s), f(t(s))y + t(s)) 
H(f(t(s))x + t(s), f(t(s))y + t(s)) 
. s {1 - F(t(s))l 
1 - F(t(s)) 
>• w(x, y) for ail x, y . 
s —> o 
Thus 
n H(a^x + a^y + b^) > w(x, y) for ail x, y 
n —> CO 
•with a^ = f(t(n)) and b^ = t(n) . Thus, by Convention 6.1, 
Y e ^(w(X; y)) . Conversely, suppose that F^ ^  e -?(w(x, y)) . 
By Theorem 2.11, F e implies that 
lim ^ •= for ail x 
•with f(t) defined as in (6.4). Hence, substituting ^ -^F(t) ^ ' 
f(t) for a and t for b in Lemma 2.1, we have that 
^ ' n n 
1 
{F(t + X f(t))}^"^^^^ >• exp {- e""^} = A(x) . -X-, 
t —  ^X 
o 
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Therefore, since the norming constants for F (x, y) are determined 
A, 1 
by the corresponding univariate limit distributions, and F^. ^  e 
j?(w(x, y)) , we have by Convention 6.1, that 
H(t 4- x^fW^^t H- y f(t}) y) for all X, y 
Consider the following applications of Theorem 6.3-
Example 6.2. Look at the bivariate distribution 
y(x, y) = 1 - e"^ - e"^ + (e^ + e^ - l)"^ , x,y > 0 
Note that F^ ^ (x, y) has identical marginal distributions A, 1 
F(x) = 1 - e~^ , x > 0 
and 
H(x, y) = P(X > x, Y > y) = (e^ + - l) ^  
By Theorem 2.15, F e ^(A) . Also notice that 
J (1 - F(s)) ds J e"^ ds 
— 
f(t) = = = = 1 
1 - F(t) e" 
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Therefore we have that 
H(t -t. X f(t), t + y f(t)) _ - 1) ^  . X  +  
1 - F(t} -t ^ ^ 
^ e 
>• (e^  + e^ ) 
t '""'V CO 
Then, by Theorem 6.3 we have that „ e -^((e^ + e^) . 
A, 1 
Example 6.3- Consider Gumbel's bivariate exponential distribution 
(Gumbel, I960) 
y(x, y) = 1 - e"^ - e~y + e" 0 < 9 < 1; x, y > 0 . 
Fy y(x, y) has identical marginal distributions A, I 
F(X) = 1 - e~^ , X > 0 . 
Notice that 
H(x; y) = P(X > X, Y > y) = . 
As in Example 6.2, F e ^(A) and f(t) = 1 . Then 
H(t + X f(t), t + y f(t)) _ e x p  { - ( t + x  +  t +  y +  Q ( t  +  x ) ( t  +  y ) ) }  
1 - nt) ~ exp {-t} 
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= exp {- (t + X + y + 0(t + x)(t + y))} 
> 0 . 
t > es 
Therefore, by Theorem 6.3, and are asymptotically inde­
pendent. 
For the case when ^(x, y) has marginal distributions F, (x) 
and Fgfyj (not necessarily identical) which are attracted to A(x) , 
we have another characterization of the domain of attraction of the 
distributions of the form (6.2). 
Theorem 6.4. Suppose that the bivariate distribution F^ ^ (x, y) A, 1 
with H(X, y) = P(X > X, Y > y) has marginal distributions F^; e 
^{h) . F„ ^ (x. y) belongs to the domain of attraction of w(x, y) if A, X 
and only if there exists functions a, c: R —> R"^ and b,d: R —» R 
such that 
lira s H(a(s)x + b(s), c(s)y + d(s)) = w(x,y) for all x,y . 
s > co 
(6.5) 
Moreover, then (6.5) holds with 
- M è ) - V ? > c(s) = i ) - ugc i ) 
(6.S) 
b(s) = Ui( § ) d(s) = Ug ( ^  ) 
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where for i = 1, 2, : R"'"'—> R such that 
U^(y) = inf {x: 1 - F^(x) < y} . 
Proof; Suppose that e ^w(x, y)) • By Theorem 2.9, 
A, 1 
e J- (A)  implies 
s {l - F^(a(s)x + b(s))} > e ^ for all x 
S • >• CO 
s {1 - F2(c(s)y 4- d(s))} > e ^ for all y 
s co 
where a(s) , b(s), c(s) and d(s) are given by (6.6). Hence, 
substituting first s for n , a(s) for a^ and b(s) for b^ 
and then c(s) for and d(s) for b^ in Lemma 2.1, we have that 
F^(a(s)x + b(s)) >• exp {-e = A(x) 
S > CO 
Fgfcfsjy + d(s)) ^ exp {-e = A(y) -
S > CO 
Therefore, since the norming constants for F„ „(x, y) are determined 
a,1 
by the corresponding univariate limit distributions, and F^ ^  e 
^(w(x, y)) , we have, by Convention 6.1, that 
13^ 
s H(a(s)x + b(s), c(s)y + d(s)) ^ w(x, y) for ail x, y -
s œ 
The converse is simple. Q 
Corollary 6.1. Suppose that the bivariate distribution 
F (x, y) with H(x, y) = P(X > x, Y > y) has marginal distributions 
K, 1 
G .^(A) - F^ y) belongs to the domain of attraction of 
9(e^ + e^) if and only if 
s ^  ^ ^  l-F^(a(s)x+b(s)} ^  1 -Fg(c(s)y+ d(s)j ^ 
• H(a(s)x + b(s), c(s)y + d(s)) = 0 (6-7) 
for ail x^y with the functions a,c: R —*• R"*" and b,d: R —> R as 
defined in (6-6). 
Proof: By Theorem 2.9, F^,Fg e ^(A) implies 
s [1 - F^(a(s)x + b(s))} >• e ^ for ail x 
s *• 03 
S {1 - F2(c(s)y + d(s))] e ^ for ail y 
s ex> 
where a(s), b(s), c(s) and d(s) are given by (6.6). Suppose that 
(6.7) holds with (6.6). Then 
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s H(a(s)x + b(s), c(s)y + à(s)) 
= < l-F^(a(i)x^-D(s)) + l-?^(c(s)yH-d(s)) )H(a(s)x+b(s),c=Cs)y+d(s)) 
, 1 , 1 
^ s [1 -F^(a(s)x + b(s))} s [1 - Fg(c(8)y + d(s))} 
5»- 0 (e^  + e^ ) 
s œ 
Thus, by Theorem ô.k, ^ e ^(0(e^ + e^) -
-1 
Now suppose that F^ ^  e ^(6 {e^ + e^} ) • Then, by Theorem 6.4, A, I 
—1 
s H(a(s)x + b(s), c(s)y + à(s)) >- ©(e^ + e^) 
s y œ 
where a(s), b(s), c(s) and d(s) are given by (6.6). Therefore 
( l-F^(a(^)xH-b(3)) + 1-Fg(c(^)ytd(s)) ' H(a(s)x+b(s),=(s)y + d(s)) 
, 1 1 . 
s{l - Fj^(a(s)x+b( s))} s [1-F^CcCsjy+ d(s))] 
X s H(a(s)x + b(s), c(s)y + d(s)) 
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-1 
>• (e^  + e^ ) 0(e^  + e^ ) = 0 • q 
s ^ 00 
As an illustration of Corollary 6.1, we take the distribution of 
Example 6-2. 
Example 6.k. Consider the bivariate distribution of Example 6.2. 
Fy y(x, y) has identical marginal cdf's A, Ï 
F(X) = 1 - e , X > 0 
—1 
which is in M.A) , and H(X, y) = P(X > x, Y > y) = (e^ + - L) 
Since U(x) = inf [y: 1 - F(y) < x] = -log x we have that a(s) = c(s) 
1 and b(s) • d(s) = log s • Therefore 
^ 1 - F(x + log s) ^  l-F(y + log s) ^ s, y + log s) 
•= (e* + e^ )(e^  + e^  - ^  1 
s > co 
-1 
Then by Corollary 6.5, F^ ^  e .^((e^ + e^) ) as we expected from 
Example 6.2. 
Now we search for the extreme distributions that attract 
-1 
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distributions of the form 
y(x, y) = F^(x) FgCy) F^(min(x; y)) (6-8) 
where F^(x) i = 1, 2, 3 are distribution functions. These distribu­
tions have already been treated in Chapter 17-
We have seen in Theorem 4.$ that for distributions of the form 
(6.ô), if 
1 - F (x) 
(f.r ° ° ' 
o^  1 
then asymptotic independence of and is obtained- The 
following theorem shows that when the F^(x) i =1, 2, 3 are tail 
equivalent (see Chapter II), the asymptotic independence is not obtained-
Theorem 6-5- Let 5(x) be an extreme distribution- Suppose that 
F^ y(x, y) is of the form (6-8) with x^ = XQ(F^) i = 1, 2, 3- If 
F^ € -5-(5) and 
lim 
x —> X 
1 - F^(x) 
1 - fgfx) = a 0 < a < 
lim 
X —^ X. 
1 - f2(x) 
1 - f3(x) 
= b 0 < b < OS 
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then 
Y e ^(®(x) §(Ay + B) Ô(C min(x, y) + D)) 
where if 
(i) $(x) = ?Q,(x) then A = ; B - 0 ^ C = (ab)^'^'^ and D = 0 
(ii) ®(x) = ,|;^(x) then A = a B = Oj C = (ab) and D = 0 
(iii) 5(x) = A(X) then A = 1, B = log a , C = 1 and D = log ab • 
Proof: Since e there exist sequences [a^ > 0} and 
fb ] such that 
'• n^  
F^(a^x + b^) —^ $(x) 
Therefore; since 
1 - F^(x) 1 - F^(x) 
- 1 - P,(x) = ^ li» - 1 - F,{x) = =•'= ' 
X —*• X X —>- X 3 
o o 
by Theorem 2-lh, there exist constants A > 0, C >0, B and D 
given by either (i) or (ii) or (iii) such that 
F^(a^x +  B ^ )  — ® ( A X  +  B ) and î^(a^x + B )^ — § ( C x  +  D) 
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Thus, since min(a^x + a^y + b^) = inin(x, y) + b^ , we have that 
®(x) §(Ay+B) ë(C min(x,y)+D) • 0 
The following corollaries give more insight into the result of 
Theorem 6.5-
Corollary 6-2. Suppose that y(x, y) is of the form (6.8) 
where the F.(x) i ^1, 2, 3 have finite common right endpoint x^ . 
If for some o: > 0 
1 - F (x) 
lim = X. , 0 <X, < = , i = 1, 2, 3 
x x- (xg _ x)a 1 
then Fy y) belongs to the domain of attraction of I 
G(x, y) = exp {-(-x)°^ - ^  (-y)°^ - ^  (-minCx^y))*^}, x,y < 0 • 
à1 
Proof: By Lemma 2-3, F^ e 
1 - F^(x) 1 - Fgfx) Xg 
luo 
Therefore, by Theorem 6.5, F (x, y) belongs to the domain of attrac-
a,i 
tion of 
X-, -l/a X. -l/ct 
•J ( x; 5 y» 
= exp ^ ^ (-minCx, y))^} , x,y < 0 . Q 
ai aj_ 
Remark 6.1. If a = 1 in Corollary 6.2, then ^/x, y) belongs 
a, 1 
to the domain of attraction of the well-known bivariate negative expo­
nential distribution of Marshall and Olkin (Marshall and Olkin, 1967)-
That is, this distribution is a bivariate extreme distribution. 
Corollary 6.3- Suppose that F,^ ir(x, y) is of the form (6.8) 
a,i 
where the F^(x) i = 1, 2, 3 have common right endpoint x^ = = . 
If for some a > 0 
lijn x°^ {l-F.(x)} = X. , 0 < Xi < i = 1, 2, 3 
x > co 
then F^ (x, y) belongs to the domain of attraction of A, I 
G(x, y) = exp {-x~°^ - y"°^ - (min(x,y)) ^], x,j > 0 
ai 
Proof: Applying Lemma 2.2 and Theorem 6.5* 0 
1^4-1 
Corollary ô.k. Suppose that y) is of the form (6.8) 
x 
where the F\(x) i = 1, 2, 3 have common right endpoint = « . 
If for some a > 0 and g 
a 
-Lim x r T -rr. 
X 
<-i < CO 2, 
then F (x, y) belongs to the domain of attraction of 
A. ^   ^
G(x, y )  =  e x p  { - e ^ - ^ e ^ - ^ e  ,  x,y e  R  •  
3 2 
Proof: Applying Theorem 2.15 and Theorem 6.5- D 
For the other possibilities regarding the behavior of the tails of 
F.(x) i = 1, 2, 3 where x^ = Xg(F\) i = 1, 2, 3 and ê(x) is an 
extreme distribution, we have: 
(I) If Fg G ^($) and 
l - F ( x )  l - F ( x )  
- i-:^  = o ,  ^_ _^_ = b , o<b<. , 
x —^  x 3 x —> x 3 
then F e ^(§(Ay + B) g(min(x,y))) for some real constants A > 0 
a, i 
and B • 
]ji fact, since F^ e .5-(ô) , there exist real sequences {a^ > 0} 
and [b ] such that F?(x ) —©(x) where x = a x + b . Then 
n ' 3 n n n n 
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by Lemma 2.1, n {1 - F_(x )] > - log $(x) • On the other hand, 
n > œ 
by Theorem 2.l4, there exist real constants A > 0 and B such that 
î^(y^) —^ > 5(Ay + B) where y^ = a^y + b^ • Now note that 
(1-{1-f^ (x^ )})" = i 1 
1 - ficx^ ) 
n 1 _ F^Cx^j 
n 
n 
n 
1 - f. (x^ ) , ^  
since n [1 - F (x )} % _ / \ > [- log ®(x)} -0 = 0. 
^ n X - f n —^ œ 
Therefore, for x and y as above and z = a min(x, y) + b 
n n n n n 
(*n' ^ n) " F^(Xn) F^(yn) $(Ay + B) $Cmin (x, y)) . 
(II) If F_ e ^(9) and 
„1 - F.(x) 
x^x; 
= 0 , lim 
X —X 
1 - fg(x) 
1 - f^cx) = 0 
then F e ^(o(min(x, y))) • 
A. X 
In fact, as in (l), F^(x^) > 1 and Fg(y^) ^ 1 
n > CO n > ® 
1U3 
therefore, 3^ y^) - Fg(y^) F^(z^) ^ > $(min(x, y)) . 
We have seen in Remark 6.1 that the bivariate negative exponential 
distribution of Marshall and Olkin shows up as an extreme distribution. 
For a better understanding of this distribution, we provide in Theorem 
6.6 a characterization which is the counterpart to the folloifing 
characterization of the univariate negative exponential distribution. 
Let X and Y be independent identically distributed random 
variables with distribution F(x) for x < 0 . The conditions 
2 max(X, Y) has distribution F(X) , 
1 - F(x) 
lim = X , 0<X<o3 
X —^  0~  
are necessary and sufficient for 
F(x) = e^^ , X < 0, X > 0 . 
Theorem 6.6. Suppose that X' = (X^, Xg) and Y' = (Y^, Y^) are 
independent identically distributed bivariate random variables with 
distribution F (x, y) for x, y < 0 . The conditions: A , I 
(2 jmax(X^, Y^), 2 max^Xg, Y^))* has distribution F^ ^ (x, y) (6-9) 
1 - Fy y(x, y) 
lim _ ^ =- X , 0 < X < œ (6.10) 
X —^ 0~ -{62_x4-6gy4-6^miii(x;y)] 
y —*• 0 
are necessarj'' and sufficient for 
^(x, y) = exp {X(5^x + + 6gmiii(x,y))}, x,y <0 (6.11) 
6^  ^sg; 6^  ^ 0 " 
Proof: Suppose that (6.9) and (6.10) hold. Then 
y(x, y) = P(2 max (X^, Y^) < x, 2 max {X^, Yg) < y) 
= pfxl <1 . *2 <1 . ï1 <1 > ï2 <1 ) 
= p(x^<|,x3<|)p(y^<|,y2<|) 
2 ' 2 
Hence, for any positive integer k 
y) gk " ^ 
11^5 
1 + (6.12) 
Note that by (6.10) 
1 - fl. 4; , 4- ) 
- ^ x,ï' ^  ^  = (six+ggy+g^ miafx.y);-^ -^^  
x,y> gk ' ,k 
> X (6^x + ôgy + 6,min(x,y)) . 
k —*• CO 
Therefore, as k —> œ expression (6.12) tends to 
exp {X (6]_x+ Sgy + 6gmin(x;y))] , x,y <0; > 0 • 
Conversely : Note that 
F^^y(x, y) = exp { X(6^x + Sgy + 5^ inin(x, y))} 
= exp {2X(6j_ I" + Sg 2 + 6g'min( p ))] 2 ' 2 
• p(x^  < i , xg < i ) pcy, < i , < i ) 
= P{x^<|, Y^<|, X2<|. Ï2<i) 
ik6 
P(2 msx(X^; Y^) < X, 2 max(Xg, Yg) < y) 
That is, (6.9) holds. 
Now, by L'Hospital's rule 
1-exp{X(6,x+6py+ô,iniii(x,y))} . _ Xz 
lira _ ^ S i = lim _ 
X —> 0 - {a^^x 4- 6GY + 6  ^ min(x,y)} 2 —>0 ^ 
y —>• 0" 
lim X e^^ = X 
That is, (6.10) holds. 0 
Remark 6.2. Let F^(x) and F^(y) be the marginal distributions 
of y(x, y), X, y < 0 . Then the conditions: 
1 - F (x) 
lim _ — — = X , 0 <X < = (6.13) 
X —> 0~ -(62+6g)x 
1 - F (x, y) 
lim _ ^ exists (6.l4) 
X —>0 - {6^x 4- 6gy + 6^min(x,y)] 
y  — 0 ~  
are equivalent to Condition (6.IO). Therefore, Conditions (6.9), 
(6.13) and (6.l4) provide another characterization for (6.11), which 
is in terms of the marginal distributions. 
1^7 
In the forthcoming theorems, and as a by-product of the characteri­
zation in Theorem 6.6, we find a sufficient condition for attraction to 
extreme distributions of the form 
G(x, y) = exp [-2 x - y - min(x, y))*^} , <0; a > 0- (6.I5) 
The marginal distributions of G(x, y) are identical to , 
which is the negative Weibull distribution. And, if a = 1 then 
G(X, y) is the bivariate negative exponential distribution of Marshall 
and Olkin. So, as in the univariate case, the distribution (6.I5) might 
be called "the bivariate negative Weibull distribution. " 
Theorem 6.7. Suppose that F,, „(x, y) is a bivariate distribution 
a,1 
which has identical marginal distributions F(X) with finite right 
endpoint . If for a >  0 
1 - F (x, y) 
lim 2 — = X, 0 < X < a ; (6.16) 
X  — x ^  {3 x ^  -  X  -  y  -  m i n ( x ,  y ) }  
y x; 
a 
then F (x, y) belongs to the domain of attraction of A, Ï 
G(x,y )  =  exp {-2 x - y - min(x, y))^} , x,y <0, a >  0 
Proof; Since we have that for y < 
1^8 
. ' " , (6.17) 
X — { 3 XQ - X - y - jnin(x, y)} 2 (x^ - y) 
then 
lU. _ " - f(y) . lim . lim ^ 
y —> 2"(x^ - y)*^ y x —>x^ {3x^ - x-y-inin(x,y)}" 
1 - F (x, y) 
lim ^ = X • 
X —^ x~ {3Xg - X - y - min(x, y)} 
y —> x" 
That is 
a 
1 - F(y) _ ^cc 
Then, by Lemma 2-3 
with 
f^ (a^ y + x^ )  ^> i/J.7) 
= (n 2% 
Now, by (6.l6), we have for x, y < 0 that 
1^9 
n {1 - Fx yfagX + x^, a^r + =0)) 
a tsxg - (e^ x + x^ ) - (a^ y - minca^ x + x^ , a^ y + x^ )} 
X 
^X.Y^ V * "o' V ^p) 
{3%o - (v + *0' - (v + ''o) - ain(a^ x + x^ , b.^  + x^ )} a 
^ 2 X - y - min(x, y))"^, 
n —> CO 
since 
" T3XO - (SYX + x^ ) - (a^ y + x^ ) - minfa^ x + x^ , a^ y + x^ jjo 
= n a^(-x - y - min(x; y))^ 
-Q: 
(-X - y - min(x, y)) a 
Therefore, for x, y < 0 
v . .  • -  •  • '  -  v  •  • • "  ,• 
> exp{-2 ^ (-x - y - min(x, y))°] . Q 
n —>• a 
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Remark 6.3* Let F,, ,Xx, y) have identical marginal distributions A, X 
F(X) with finite right endpoint • Then, the conditions: 
lijj  ^ = 2" X, o<x<" (6.18) 
y (^ o - y) 
1 - F (x, y) 
lim _ 2 — exists (6.1$) 
X —> x~ [3x^ - X - y - min(x, y)] 
y 
are equivalent to (6.I6) by (6.I7). Therefore, Conditions (6.I8) 
and (6.19) are also sufficient conditions for attraction to (6.I5). 
We illustrate Theorem 6.7 with the following examples. 
Example 6.5- Consider any bivariate distribution of the form 
Fx y(x,y) = exp { * 1 ^ ^ < 0 
_ _ 
with identical marginal distributions, and where v: R x R —> R is 
such that 
lim _ v(x, y) = 0 . 
X —> 0 
y —> 0 
Then 
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^ I - exp ; - ] X 
- [x -I- y + min(x, y)} r x + y + min(x. y) -• 1 i- v(x, y) 
1 + v(x, y) 
X —f 0 
y —> 0 
1 
1 - 2 
since by L'Hospital's rule — >- 1 • 
z O" 
Therefore, by Theorem 5.7, Ey (x, y) belongs to the domain of 
A, 1 
attraction of 
G(x,y) = exp {2"^(x + y + min(x, y))], x, y < 0 . (6.21) 
Example 6.5.1. Consider the bivariate negative exponential dis­
tribution of Marshall and Olkin 
= exp [x + y + min(x, y)} , x, y < 0 . 
Then F (x, y) is of the form (6.20) with v(x, y) = 0 • Therefore, A, I 
F y(x, y) is attracted to (6.21) which is a Marshall and Olkin A, I 
exponential distribution also. 
Example 6.5.2. Consider the function in two variables ^(x, y) 
Ay 1 
of the form (6.20) where 
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r(x, y) = y- (x + y) 
F (x, y) has identical marginal functions A, I 
exp [ —— } , X < 0 
f(x) - / 1 + 
1 ; x > 0 , 
which is a well-defined distribution function. Notice that: 
(a) y(x, y) 1 as min(x;, y) > 0 ; 
(b) Since for x, y < 0 , x + y + min(x; y) < x + y , 
X + y + min(x, y) ^ ^ + y ^ 
1 + /-(x + y) /-(x + y) (1 + {-(x + y)l 
- /-(x + y) 
- 1 + [-(X .  ^
as x —> - œ or y —> - œ> , hence 
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as X —> - 00 or y —^ - m . Therefore, ^(x, y) —0 as 
X or y —- œ . 
(c) It is clear that _ is continuous from the right in each 
argument. 
(d) It can be seen that the measure (i„ associated with 
x,y 
F^ y(x, y) , assigns positive measure to every set of the form 
a, i 
{(x, y): a <x < b, c < y < d} • Therefore F^ y(x, y) is a well-
defined bivariate distribution; and by Example 6-5, F„ „(x, y) is I 
attracted to (6.21) since v (x, y) ^_0 • 
X —> 0 
y —?» 0" 
Example 6.6. Consider the function of two variables 
1 - (x + y + min(x, y)) ' ^ ^  ° 
F^ ^ (x, y) has identical marginal functions given by 
1 - 2x ' 
F(x) 
X < 0 
1 , X > 0 
which is a well-defined distribution function. Also notice that 
(a) F^ yCx, y) —> 1 as min(x, y) —> O" 
(b) F^ yCx, y) —> 0 as X or y —>-
l^h 
(c) (x, y) is continuous from the right in each argument. 
X,i 
(d) It can be seen that the measure associated with 
X,Y 
Fy (x, y) ; assigns positive measure to every set of the form A, X 
{(x. y): a < x <b, c < y < d] -
Therefore, F (x, y) is a well-defined bivariate distribution-
x,i 
New notice that 
1 - F^ y(x, y) 1 - {1 - (x + y + min(x, y))} ^  
- {x + y + min(x, y)] - (x + y + min(x, y)) 
-(x+y H-min(x,y)) [1 - (x + y+ min(x,y) )} ^  
- (x + y + min(x; y)) 
= [1 - (x + y + min(x; y))} ^  1 
X —^ 0~ 
y  — 0 ~  
Hence, by Theorem 6.7, F„ ^ (x, y) is attracted to 
a, 1 
G(x, y) = exp [2 ^(x + y + min(x, y))} , x, y < 0 
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vii. dependent bivariate samples 
This chapter is devoted to finding the limit distribution of 
properly normalized in sequences {(X_, Y^)'} of bivari-
ate random variables subject to a kind of dependence. That iS; ïiot: the 
random vectors Y^)' are not independent identically distributed 
but exchangeable. The problem was studied by Berman (1962) in the 
univariate case. Here we will present an extension of some of his 
results to the bivariate case. The extended results are applied in the 
solution of a general problem which was treated by David (1973) under 
particular distributional assumptions. 
Let (fi, G, P) be a probability space : 0 is a set of points m , 
G is a Borel field of subsets of n and P is a probability measure 
on G • 
Definition 7-1- A sequence Y^)'] of pairs of random 
variables defined on (Q, G, P) is called exchangeable if the joint 
distribution function y^; ... ^ x^;, y^) of any m of these 
pairs can be represented as 
yi' = i ap(w) (7.1) 
n 
where for fixed (x, y) , I^(x, y) is a random variable, and for each 
m , H^(x; y) is a bivariate distribution function in (x, y) . 
From the representation (j.l), the distribution function of 
is 
^ n - n 
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< X, <y) = H^(x, y, x, y) 
= J lg(x, y) dP(u)) = E y)] . 
The limit distributions considered are those that can be obtained 
by using the same norming constants as the ones used to obtain the limit 
distribution in the iid case. In other words, the norming constants 
we will use are the sequences {a^ > 0}, {c^ > 0], {b^} and [d^] 
for which there exists a bivariate distribution ^{x, y) such that A, X 
+ V V " G(x, y) (7-2) 
where G(x, y) is a bivariate extreme distribution. 
The following theorem provides sufficient conditions for attraction 
to bivariate extreme distributions described in the preceding paragraph. 
Theorem T'l- Let [(X^, be a sequence of exchangeable pairs 
of random variables on { C l ,  G . ,  P) such that the joint distributions 
have the representation (7*1)• Suppose that there exist real sequences 
[a > 0}, {c >0], [b ] and {d } , and a distribution ^(x, y) 
n ' il IX n ' À ^ X 
in the domain of attraction of a bivariate extreme distribution G(x, y) 
such that (7.2) holds. If there exists a non-degenerate distribution 
A(Z) concentrated on (0, 0=) and such that for all 2 in its 
continuity set 
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log H (u, v) 
^ ^ \ log F% Ju,v) < ^ (7-3) 
U —>• 1 X,Y 
v^y-
(=0' ^ 0= ^ x,y<=c.' " < >=0' '' < ^o' 
< 00, y < eo) then 
—  ^ o — 
lim < a^x+b^, < c^y + d^) = J {G(X, y)f dA(z) 
n —> œ 
Proof: Following the proof of Berman (1962) for the univariate 
case, we have that if (7-3) holds then, by the extended Helly-Bray 
Lemma (see Loeve, I963, page I81), for every s > 0 , 
/ J log H (u, v) 1 \ = 
^  E J exp s = S e- aA(z) . (T-M 
v-»yj 
The left side of (7-^) is the limit of a double sequence of monotone 
functions in s and the right side is a continuous function in s; 
hence, the convergence is uniform in s on each closed and bounded 
interval (see Rudin, I9A, page I56). For (x, y) such that 0 < G(x,y) 
<1, we have from (7-2) that for all sufficiently large n 
0 < - log + b^, c^y + a^) < = . 
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It follows from these facts that 
lim E o^y + d^)} 
n  — 0 0  
f eip ^  liM E x I log y(a^x + c^y + d^) 
n  — C O  •  I  
log H/a^x + + '^n' 
X log F^_^(a^x+b^, V + 
J exp {z log G(x, y)} dA(z) = J {G(x, y)}^ dACz) . Q 
0 0 
In the univariate case we have that, if {X^] is a sequence of 
exchangeable random variables on (O, G, P) , then according to the 
theorem of de Finetti (see Loeve, I963, page 3^5), the joint distribu­
tion G^(x^; ..., x^) of any number m of these random variables has 
the representation 
GnCxi, x*) = I Gy(xi) ... G^Cx^) dP(w) (7.5) 
n 
where for fixed x , G^(x) is a random variable, and for each m , 
G (x) is a distribution function in x • lu 
The following lemma is needed in the proof of a corollary to 
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Theorem 7.1. 
If mm A. 7«1- If [X^} is a sequence of exchangeable random variables 
such that the joint distributions have the representation (7.5), and 
{Y^} is a sequence of independent identically distributed random 
variables with distribution F(y) , then the sequence [(X^ + X^)'} 
of bivariate random variables is exchangeable and the joint distribu­
tions have the representation 
y^ , .... yj . ; y^ ) ... y„) dP(„) , 
q 
where 
H (x, y) = r G (min(x - t; y)) dF(t) 
to  ^ CI) 
—CD 
with G^(x) of representation (7-5)* 
Proof : 
^1' •••' v 
J" 
f? 
\ < =1, < yi, .. v xj, + < >=„, x„ < y„) 
X dF(t^) ... dF(t^) 
i6o 
j p(xi < min(xi - t^ , yi), < min(x^  - y^ ;) 
if 
X dF(t^) ... dF(t^) 
i i g^ (min(xi - t^ , y^ )) ... g^ (mia(x^  - y^ )) 
if n 
X dP(uj) dF(t^) ... 
by Tonelli's theorem 
J J G^OalnfXi - y^)) ... G^(min(x^ - yj) 
i ff 
X dF(t^) ... dF(t^) dP(cu) 
+CO 
J J G^(inin(x^ - t^, y^)) dF(t^) ... 
0 -co 
j" - V V) 
= J ••• '•«'V 
n 
where 
l6l 
+C0 
H (x, y) = r G (min(x - t, y)) cLF(t) - 0 
u) <j co 
-OS 
Remark 7-1 • If W and Y are two random variables with distribu­
tion functions G^(w) and F(y); respectively^, then the joint distribu­
tion of W + Y and W is 
+C0 
P(w I Y < X, W < y) - J P(W + t < X, W < y) dF(t) 
—CO 
+C0 
J PCW < min(x - t, y)) dF(t) 
—CO 
4-00 
r G (min(x - t, y)) dF(t) = K {x, y) . 
v (u cu 
-co 
In what follows, if Y and Z are two random variables, then we 
will denote the joint distribution function of Z + Y and Z by 
As an application of Theorem 7.1, the following corollary presents 
the solution for a general problem which was approached by David (1973) 
under the assumption of normality of the distributions involved. 
Corollary 7'1- let {X^} be a seauence of exchangeable random 
variables on (n, G, P) such that the joint distributions have the 
representation (7-5), let [Y^] be a sequence of independent identi­
cally distributed random variables with distribution Fy(y) and let 
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= max(X^, X^) and = max(X^ + + Y^, ..., X^ + Y^). 
Suppose that there exist real sequences {a >0], [c >0], {b } and n 
{d^} , and a random variable Z such that 
®z+ï,z( v v * g(%' y) 
where G(x, y) is a bivariate extreme distribution. If there exists 
a non-degenerate distribution A(t) concentrated on (O, o) and such 
that for all t in its continuity set 
+C0 
log J G  (min(u - y, v)) dF^(y) 
lim _ P \ — ; < t / = A(t) ( 7 . 6 )  
V —> y: 
^^^o i fz+t,z(%, v) 
(=0/ rcr Fz+Y,z(=o' Fo) = 1: Fz+Y,z(*' v) < 1 for u < x^, v < y^; 
Xg < Po <") , then 
lim P(M* < a^x + < c^y + b^^ = J' {G(X, y)}'^dA(t) . 
n —0
Proof: By Lemma 7-1, the sequence {(X^ + Y., X.)'} is exchange­
a b l e  a n d  s u c h  t h a t  t h e  j o i n t  d i s t r i b u t i o n s  B  ( x ^ ,  y L ,  . x  ,  y  )  21 J.  ^ 211 21 
for any number m of these bivariate random variables have the 
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representation 
q 
where 
H^(x, y) = J G (min(x - t ,  y)) dF^(t) . 
—CO 
Therefore, since all conditions of Theorem 7-1 are satisfied for the 
The following examples give an idea of the applications of the above 
results. 
Example 7•1• Let [Y^] and {Z^} be two independent sequences 
of independent identically distributed random variables with distribu­
tions normal(tJ, cr^) and normal(v, t^) , respectively. Then, by 
Corollary = max(Z^, Z^, •••, Z^) and = max(Z^ + 
Zp + Yg. —, Z^ + Y^) are asymptotically independent. So there exist 
real sequences {a^ > 0], [c^ > 0], {b^} and {d^} such that 
sequence {(X^ + Y^, , the desired result follows- 0 
+ b^, c^y + d^) ^ > A(x) A ( y )  
since the normal distributions are attracted to the extreme distribu­
tion A(X) (see Example 2.1). Therefore, if we have a sequence 
of exchangeable random variables on (n, G, P) such that the joint 
l6k 
distributions have the representation (7.5), and condition (7-6) holds 
for a non-degenerate distribution function A(t) concentrated on 
(0; 00) J then, by Corollary 7-1, 
lim P(M <ax+b,M <cy + d) = J {A(x) A(y)l^ dA(t) 
n  — O S  
where M -- max(X-, + Y,, X + Y ) and M = max(X,, . ., X )• 
n 1 1 n n n ±  n  
This result was obtained in David (1973) under a condition similar 
to (7-d) 
Example 7*2• Let [Y^] and be two independent sequences 
of independent identically distributed random variables with a gamma 
(v, 3)-distribution with v an integer. Then, by Corollary 5.6, 
max(Z^, Z^) and = max(Z^ + Y^, Zg + Yg, Z^+Y^) 
are asymptotically independent- Then, since the gamma(k, 3)-
diotrxbutions with k an integer are attracted to the extreme dis­
tribution A(X) (see Example 2.2), there exist real sequences {a^ > 0], 
[c > 0}, [b } and [d } such that 
'z+y,z<^v + V + A(x) A(y) . 
Therefore, if we have a sequence {X^} of exchangeable random vari­
ables on (n, G) P) such that the joint distributions admit the 
representation (7-5), and condition (7'6) holds for a non-degenerate 
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distribution function A(t) concentrated on (O, ^ then, by 
Corollary 7-1, 
lim P(M* < a^x + b^, < c^y + d^) = J {A(x) A(y)]^ dA(t) 
n-^-o 0 
where M* = max(X^ + + Yg, \ and Xg, 
•  " }  x^ ) • 
Some more examples similar to Examples 7-1 and 7»2 can be obtained 
by means of Remark 5-1 and Remark 5-2. 
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X- APPEHDIX 
A- Proof of Theorem 2-15 
(a) Suppose that (2.10) holds. Let 
Then for all real x 
 ^ (1 - " - "'Y ' )' . (A.1) 
Note that 
n {1 - F(2.gX + + 6%)} 
= n(a^x + Yn + exp {(a^x + " ^(a^x + Y^ + 6^)} 
(a^x + Yn + 6%)^ exp {(a^x + Y^ + 5^)%] 
(A.2) 
Kow we have that 
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' n 
. {log n c}P/= (1 + , b 
On the other hand^ since —^ — = (P/^) ^ ^ > 
^ a. log n c 
as n —> 0= ;, for n sufficiently large we can apply the Binomial 
theorem, so 
' V + Yn + «n' a 
a X + 
n 
6 q: 
n 
= yg [1 + ( u ) a v + \ 
Y. 
CO 
+ z 
k=2 
( ; ) ( 
a X + 
n n 
a ^ a-l, 
Y + Q: Y„ (a^x + 
'n n n n^) " z ( n k=2 
(a^ x + k 
Y, 
k-a 
n 
= log n c + X ê 
a 
log log n c + s^(x) 
where 
sjx) 
cd 
Z 
k=2 
a . 'v + 5n) 
k k-a 
Y n 
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y { °^ ) (x - (g/g) log log n c)'^ . fa.ll 
k=2 - of (log n c)k-l 
Hence 
exp {(a^x + + 6^)"^ = n c{log n c] e ^ 
Therefore, (A.2) is equal to 
(a^ x + yn + 5^ )^  =*9 ((an* + + 6%)°! [1 - f(asx + ya + 6^ )] 
1 
n ^ - (^/°:) loK log a c 
^ a log n c ^ 
(a.4) 
Assuming that s^(x) —*- 0 as n —> <» for ail real x , and since 
a x + ^ ^ °= as n —^ œ , we have that as n tends te infinity 
expression (A.h) tends to e ^ • That is. 
n{l-F(ax + Y + 6 )} > e ^ for ail real x 
n —^ =0 
Thus, using equality (A.l), we have that 
F^(a^x +b^) ^ exp {-e = A(x) for all real x 
17^ 
That is, (2.11) holds with (2.12). In order to complete this part of 
the proof, we still have to show that 
lim s (x) = 0 for all real x • 
n —^ œ ^ 
For any real x , notice that if we let k = 4 + 2 in (A.3), then 
s 
.'•>  ^h ' « > " .y I 
where 
k (x) = (x - (e/o:) log log n c)^ 
^ oF log n c 
c. = ( ) , 
'4 \ 4+2 
, („) = X - (p/o:) log log n c 
"n a log n c 
Consider the power series Z c y . Note that 
jm) 
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i+1 
'^ ,+1 
I 4+2 / 
y| a - JL -2 j2+3 lyl ji 
Then, by the ratio test, the series converges for jy] < 1 . Since 
g (x) —> 0 as n —». CO ^ there exists N = W(x) such that for all 
n 
n W we have [g^C^) | < 1 - Hence, for each x the series 
2 c.(g (x))^ converges for all n > W - Therefore, since k (x) 
4-0 4 " G 
as n —> CO for all x , 
sa(x)  ^ =4 (sn(x)) --
4=0 * n 
0 for all real x 
(b) Suppose that (2.11) holds with (2.12). Denote a^x + b^ by 
. Consider the function U: , co) —>- defined by 
U(x) = X e -P> -X 
a 
|p| l/o 
where ) • Notice that 
a 
U'(x) =- ("3 - ct x*^) X ^ ^  e ^ <0 for all x e , ») 
Since U(x) is a continuous function, we have then that U(x) is 
non-increasing on (xg(p), co) . 
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New, define for t > 0 the integer n n(t) by 
n = min [m: > t} • 
Then 
2 t < 
Since U(x) and 1 - F(x) are positive, non-increasing function on 
=) 
^ ~ F(*n+l) 1 - F(t) ^ 
U(x^) - U(t) - U(x^^^) 
Therefore 
• ""X K -
n [1-F(x )] 
i (n.l) • (A.;) 
New, since (2.11 ) holds with (2.12), by Lemma 2.1, i-re have that 
m {1 - F(X^)} ^ - log A(X) = e ^  . 
m —>• a 
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On the other hand, as we saw in part (a). 
m U(x ) = ™ 
(amX + + 5^)9 exp + Ym + G*)*! 
P X +s^(x) 
c e 
Cl + X - (p/g) log log m c \ 
a log m c 
m —»- CO 
_ -1 -X 
c e 
Therefore, since x^ —*• a as m —?-co , if t tends to infinity 
then n = n(t) tends to infinity, and the extreme sides of the in­
equalities (a.5) tend to c • Thus 
a 
9 et [1 - F(t)] 
B- Proof of Lemma $.1 
Suppose that 
1^ \ / i 1^2 
(J. = I 1 and Z = j 
2^ / \ ''12 2^ 
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Without loss of generality, assume that • Consider the tri-
variate random variable S' = (U, Y, ¥). with normal(v, Z*)-distribu-
tion where 
I ^ 
V = and 
13 
0 
\"3 
lake the 2x3 matrix 
D = 
0 
which has rank 2. Then (see Anderson, 1958, page 25) Z = has 
a normal(Dv, D Z D' )-distribution. Hence, Z has a normal(, Z)-
distribution if and only if Dv = |i and D 2 " D' = Z , that is, if 
and only if 
vi + v3 = hi , vg + v3 = hg (B.l) 
and 
= tj +1| + 2t^ 3 
< i = i + i (B.2) 
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On one hand, if we let ~ ^ 2 = 0 , Equations 
(B-I) are satisfied. On the other hand, since |p| <1 , we have that 
- *1 *2  ^*12  ^°ï °2 ' (b.3) 
We consider two cases: 
First suppose that > 0 . Then, from Inequalities (B.3) we have 
that 
!IÂ < I 
"^ 12 
Therefore, there exists g g E such that 
0 < < p < 
a2 ^^ 12 
Hence, we can see that 
I " 1 2 ^ °  
i = cj| - > 0 
i = 
satisfy Equations (B.2). 
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Second suppose that < 0 . Then from Inequalities (B.3) we have 
that 
"12 af 
Therefore there exists p s R such that 
"12 
— < s < — < 0 . 
1^2 
Hence we can see that 
i = *1 - p *12 > 0 
= cr| - > 0 
"^ 3 ë °12 > 0 
satisfy Equations (B.2). Now, since 
cov(U, V) = 0, cov J W) = 0, ccv(V, W) = 0 
and (U, V, W)' is normally distributed, we have that, U, V and W 
are independent. Therefore since Z' = (U + W, V + pw), the proof is 
complete. 
