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Abstract
Recently, real world networks having constant/shrinking diameter along
with power-law degree distribution are observed and investigated in litera-
ture. Taking an inspiration from these findings, we propose a deterministic
complex network model, which we call Self-Coordinated Corona Graphs
(SCCG), based on the corona product of graphs. As it has also been estab-
lished that self coordination/organization of nodes gives rise to emergence
of power law in degree distributions of several real networks, the networks
in the proposed model are generated by the virtue of self coordination
of nodes in corona graphs. Alike real networks, the SCCG inherit motifs
which act as the seed graphs for the generation of SCCG. We also analyt-
ically prove that the power law exponent of SCCG is approximately 2 and
the diameter of SCCG produced by a class of motifs is constant. Finally,
we compare different properties of the proposed model with that of the
BA and Pseudofractal scale-free models for complex networks.
1 Introduction
Networks are everywhere around us. Due to their inherent non-trivial topologi-
cal and functional characteristics, some of them are called complex networks, for
instance, biological networks, food webs, internet, the world wide web, financial
markets and social networks [1, 2, 3, 5, 4]. The study of the facts responsible
for structural and dynamical behaviour of these networks has generated a lot
of interest in recent past. Several deterministic and stochastic models are pro-
posed to replicate the structure and dynamics of real world complex networks
supported with empirical data [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. The comparison
of these models with real networks is done usually by comparing different prop-
erties of the networks including degree distribution, diameter or average path
length, average clustering coefficient, frequencies of triangles, degree-degree cor-
relation etc.
The Erdo˝s Re´nyi model (henceforth denoted by ‘ER’) [2, 16] is regarded as
one of the earliest random network models proposed in the literature. In this
model, a fixed set of nodes N is chosen as input and then M edges are carved out
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Table 1: A statistical snapshot of the few published real world networks
having shrinking diameter as investigated in [18] where N , E, C, r and γ
represents number of nodes, edges, average clustering coefficient, assortativity
coefficient and power law exponent respectively. Collaboration network
(AstroPh, cond-mat), citation network (cit-HepPh, cit-HepTh), autonomous
systems(caida20071105) and US Patents are the used datasets. Blank entries
indicate the data is unavailable.
Datasets N E C r γ Ref(s).
AstroPh 18K 198K 0.63 0.2 2.86 [19, ?]
cond-mat 38K 58K −0.12 2.8 [41, 42]
HepPh 34K 420K 0.3 −0.006 3.04 [19, ?]
HepTh 27K 352K −0.03 3.12 [43]
caida20071105 26K 53K 0.21 −0.19 2.09 [19, 47]
US Patents 3, 774K 16, 518K 0.16 4 [45, 44]
randomly from these nodes while restricting multi-edges. However, it lacks the
features of the real world networks, for example, power law degree distribution.
A preliminary model exhibiting the power law degree distribution was proposed
by Baraba´si et al., known as the Baraba´si-Albert (henceforth denoted by ‘BA’)
model [10]. This is a stochastic model generated by two steps: (1) growth of the
network with the addition of new nodes (2) probabilistic preferential attachment
of the new nodes to the existing nodes based on their degree. This model lacks
the degree-degree correlation of the nodes [17] which is a genuine property of
most of the real networks, and frequencies of triangles(responsible for network
transitivity) in the model is very less [19] which contradicts the property of
most real networks. In [9], the authors remarked that stochastic models lack
any visual understanding of the scale-freeness and hence they introduced a hi-
erarchical deterministic scale-free model. However, this model lacks clustering
property of real-world networks. Another hierarchical deterministic scale-free
model was presented in [7] with high clustering coefficient, however other im-
portant properties are unexplored. Pseudo-fractal scale free model(henceforth
denoted by ‘PFSF’) is an another deterministic scale free model introduced in
[6], in which, the network starts from a single edge at time t = −1 and at each
timestep t, (∀ t ≥ 0) new nodes are added to the network corresponding to
each edge of the network generated at time t − 1. All the above mentioned
models except ER model has increasing diameter with the addition of the new
nodes to the existing network which is being contradicted by an observation
of constant/shrinking diameter phenomenon of certain real networks reported
in [18]. In [12], the authors have presented a deterministic and a stochastic
model having the constant and shrinking diameter property respectively based
on Kronecker product of graphs. Such networks are called Kronecker graphs
(henceforth denoted by ‘KG’).
In this paper, we propose a deterministic complex network model by gainfully
using the concept of self co-ordination of nodes in a corona graph which is
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proposed in [22, 23]. The corona graphs are modelled by using corona product
of two graphs [20, 21, 22, 23]. It is proved in [23] that the degree distribution of
corona graphs do not follow power law, however, the degree distribution decays
exponentially when the seed graph is regular. Also, the diameter of a corona
graph increases in each iteration of the formation of the corona graph for any
seed graph. As it is observed that self coordination among the nodes help emerge
the scale-free degree distribution in real world networks [10], we show that self
coordination of nodes in corona graphs produces networks with hubs having a
power-law degree distribution. We assume that the nodes which get linked to
the network after each corona product, self-coordinate among themselves and
select hubs from the nodes added in the preceding step of the formation of the
corona graph. To the best of our knowledge, this is the first model of its kind
to model complex networks which uses self-coordination as the prime concept
for emergence of power law degree distribution. We call the complex networks
generated by this method as self-coordinated corona graphs (‘SCCG’). We show
that the power law exponent of degree distribution in SCCG is approximately
2. It is interesting to observe that SCCG inherit motifs, for instance, the seed
graph, which defines the SCCG, is a motif. We further show that SCCG have
other significant properties of real networks including high clustering, constant
diameter, disassortative behaviour, and high frequency of triangles. We mention
that several real world networks, for example, the networks mentioned in Table
1 are having power law degree distribution with shrinking diameter [19, 18]
phenomena. In addition, the assortativity and disassortativity mixing pattern
have also been observed in these networks. Thus, SCCG can be a potential
model to capture various structural and dynamical properties of these networks.
We have also compared the above mentioned properties of the SCCG with the
properties of networks generated by BA and PFSF models.
We organize the paper as follows. In Sec. 2, we describe the corona graphs
proposed in [22]. Sec. 3 and Sec. 4 include the algorithm for generation of
SCCG, proof of the degree sequence of the hubs in SCCG, an analytic proof of
the power law exponent of the hubs, and the constant diameter phenomena. In
Sec. 5, we conclude the content of the paper.
2 Corona graphs
In this section, we discuss the generation of corona graphs and their properties.
It should be noted that the corona graphs and the subsequent improvement of
this model in the next section are only applicable for simple graphs.
Let G = (V,E) be a graph with the node set V = {v1, ..., vn} such that
|V | = n, and E the set of edges. The adjacency matrix A(G) = [avivj ] of
dimension |V | × |V | associated with G is defined by avivj = 1 if (vi, vj) ∈ E,
and avi,vj = 0 otherwise. The columns and rows of A(G) are labelled by the
nodes of G.
Let G(0) = G be the fixed seed graph for the corona graphs [22, 23] to be
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generated by defining
G(m+1) = G(m) ◦G (1)
where m(≥ 0) is a large natural number and ◦ denotes the corona product of
graphs.
The properties of the corona graphs are as follows
1. The number of nodes in G(m) for any positive integer m is [22, 23]
|V (m)| = n(n+ 1)m. (2)
2. The number of nodes added in G(i) = G(i−1) ◦ G is n2(n + 1)i−1 where
i ≥ 1.[23]
3. If |E| and n are the number of edges and nodes in the seed graph G(0)
respectively, then the number of edges in G(m) is [22, 23]
|E(m)| = (|E|+ (|E|+ n)((n+ 1)m − 1)). (3)
4. It is evident from the [23] that the diameter of a corona graph (G(m)) is
D(0) + 2m where D(0) is the diameter of the corresponding seed graph
G(0).
Although the corona graph model has fat tailed degree distribution, which
is found abundantly in many real world networks, it lacks the power-law degree
distribution which is a non-trivial characteristic associated with most of the real
world networks [10, 22, 23, 24, 25]. Moreover, as it follows from above that the
diameter of corona graphs is monotonically increasing, it contradicts the recent
observation of constant/shrinking diameter in real world networks [18]. These
drawbacks in the model of corona graphs motivated us to introduce the idea of
self-coordination in corona graphs.
3 Self-coordinated corona graphs
In this section, we first discuss the concept of self-coordination and its signif-
icance in real world networks. We elaborate this concept in the context of
self-coordination of nodes in the corona graphs. The self-coordination refers
with the links made by the new nodes added in a network with the existing
nodes, especially hubs, in such a manner that leads to the emergence of em-
pirically observed properties of real world networks, for example, in power law
degree distribution. This power-law behaviour is observed, for instance, in col-
laboration networks, citation network, autonomous systems etc. as mentioned
in Table 1.
Let the self-coordination after every G(i) = G(i−1) ◦ G (where i ≥ 1) be
denoted by SC(i). By taking an inspiration of the self-coordination described
above, we propose the algorithm such that the nodes of the corona graphs self-
organize among themselves after each G(i) (∀ i ∈ [1,m]). The self-organization
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Figure 1: A small section of well-labelled corona graph generated with seed
graph G(0) = K3.
happens between n2(n+ 1)i−1 nodes added in the ith step during formation of
G(m) ∀ i ≤ m of G(i) and the selected hub nodes which are chosen based on
their popularity in the existing network. We consider popularity as the degree
of the node. If all nodes have same degree then any node could be designated
as a hub.
We discuss few preliminaries that would help in comprehending the ter-
minologies used in the algorithm, for instance, the concept of immediate an-
cestor hubs. Let the seed graph be G(0) = K3 for generation of the corona
graphs. Fig. 1 represents a small section or part of these corona graphs. Let
nodes 3, 12, 15, 18, 20 be the hubs to which new nodes attach during the self-
organization step. Nodes 4, . . . , 12 have the immediate ancestor hub as 3 while
the nodes 13, . . . , 21 have 3, 12 as ancestor hubs. Similarly, nodes 22, . . . , 30
have 3, 12, 20; 31, . . . , 39 have 3, 12, 18; and 40, . . . , 48 have 3, 12, 15 as ancestor
hubs respectively.
The second concept that we use in the algorithm is the set of skeletal(SK)
and the offshoot(OS) nodes. The nodes of G(0) in Step 0 of the algorithm
are considered as skeletal nodes. The nodes which get attached first time to
a skeletal node in a G(i) (where i ≥ 1) will be considered as skeletal nodes
whereas the new nodes which get attached to the skeletal node second time
onwards will be considered as offshoot nodes. The nodes which get linked with
an offshoot node will always be the considered as offshoot nodes. We elaborate
this in Fig. 2. We denote the set of skeletal nodes by SK and off-shoot nodes
by OS respectively.
Suppose an arbitrary skeletal node is denoted by nx and initially SK =
OS = ∅. Consider the seed graph G(0) = K3. Initially, in G(0), nodes SK = SK⋃ {1, 2, 3} and OS = ∅. In G(1), (3, nx) = 0, hence, SK = SK ⋃ {4, 5, 6} and
OS = ∅. Similarly, in G(2), (4, nx) = (5, nx) = (6, nx) = 0, hence SK = SK
⋃
{7, . . . , 15}. But (3, nx) = 1, hence OS = OS
⋃ {16, 17, 18}. Similarly, in G(3),
(7, nx) = (8, nx) = (9, nx) = 0, (4, nx) = 1 and (3, nx) = 1, hence SK = SK⋃ {19, . . . , 27}, OS = OS ⋃ {28, 29, 30} and OS = OS ⋃ {31, 32, 33}. Now,
nodes A = {34, . . . , 42} are connected to the offshoot nodes, hence, OS = OS⋃
A. The enrichment of sets SK and OS would be continued in the same way
for future G(i).
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(a) (b) (c) (d)
Figure 2: A small section of corona graphs (a) G(0) = K3 (b) G
(1) (c) G(2) (d)
G(3).
(a) (b) (c)
(d) (e)
Figure 3: (a) In G(0) = K3, all are simple nodes. (b) In G
(1), all nodes are
simple nodes. (c) In SC(1), node 3 is hub, node 1 is non-hub and rest are
simple nodes. (d) This sub-figure is showing a small part of G(2) with nodes
{4, 5, . . . , 9} and the corresponding edges to hubs and non-hubs are removed to
avoid complexity. (e) Node set A = {13, 14, 15, 19, 20, 21} and B = {16, 17, 18}
select node 12 as hub and node 10 as non-hub. A
⋃
B would also connect with
immediate ancestor hub 3. Since, node {3} and {1} are already decided as hub
and non-hub by the node set C = {4, 5, . . . , 12} and hence, {22, 23, . . . , 30} are
connected to them accordingly. The red, green and blue colour nodes in the
figure are hubs, non-hubs and simple nodes respectively.
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The third concept is that there are 3 types of nodes in SCCG – (1) hubs
(2) non-hubs and (3) simple nodes. We would elaborate about them with the
help of Fig. 3 which is again generated with G(0) = K3 as the seed graph.
Initially, in G(0), all nodes are considered as simple nodes (shown in blue colour
in Fig. 3a). In G(1), all nodes are again considered as simple nodes (as in
Fig. 3b). Now, during SC(1), node 3 is selected as hub (shown in red colour in
Fig. 3c) and hence, nodes B = {4, 5, . . . , 9} are connected to it. Since, nodes
C = {10, 11, 12} are already connected to the hub, so it will get linked with
any other node choosing from {1, 2}. This choice could be done again based
on degree or randomly or deterministically. Since we are generating SCCG
deterministically, we have chosen node {1} deterministically and hence, elements
of C would connect with {1} and this node is to be designated as non-hub (shown
in green colour in Fig. 3c) while node {2} and {4, 5, . . . , 12} would remain as
simple nodes (as in Fig. 3c). The same methodology would be followed for
any G(i) followed by SC(i). This hub or non-hub selection process is done
only by skeletal nodes and those offshoot nodes which are connected directly
with the skeletal nodes (shown in Fig. 3d and Fig. 3e and the explanation is
provided under the figure). For instance, in G(i) (where i ≥ 3), the offshoot
nodes attached to nodes {10}, {11} and {12} would be connected to the their
skeletal hubs {3, 12}. Those offshoot nodes which are connected to offshoot
nodes only would be connected to their immediate ancestor hubs of the skeletal
nodes. For instance, in G(i) (where i ≥ 3), any node attached to offshoots nodes
{22, 23, 24}, {25, 26, 27} and {28, 29, 30} (shown in Fig. 3e) would be connected
to {2}, {1} and {3} respectively which are their immediate ancestor hubs in the
skeletal. Hence, all the offshoot nodes are always simple nodes.
Let V (i) denote the node set associated with the corona graph G(i) = G(i−1)◦
G such that |V (i)| = n2(n+1)i−1. Suppose the set of all nodes linked to skeletal
nodes in G(i) is denoted by X while the set of all offshoot nodes connected to
skeletal nodes directly (i.e. adjacently) in G(i) is denoted by Y . We now provide
our algorithm comprised of the above concepts as follows.
Algorithm
(1) Perform G(1) = G(0) ◦ G(0). In SC(1), the new |V (2) − V (1)| = n2 nodes
self coordinate by selecting the hubs and non-hubs among the old nodes
and get linked with them.
(2) Perform G(i) = G(i−1) ◦ G(0) (where i ≥ 2). In SC(i), nodes in G(i) self
coordinate by the steps below
(a) nodes in the skeletal node set X and off-shoot node set Y that ap-
peared in the i-th step of the corona product select the hubs and
non-hubs from the nodes appeared in the step (i− 1) (of the corona
product) and get linked with them.
(b) The nodes in X and Y also get linked with their immediate ancestors
hubs of the skeletal nodes appeared in step i−1 (of the corona prod-
uct). The remaining offshoot nodes (i.e. n2(n+ 1)i−1 − (|X|+ |Y |))
7
which appeared in the i-th step of the corona product (but not di-
rectly linked with skeletal nodes of i − 1-th step), get linked with
their immediate ancestor hubs of the skeletal nodes in G(i−1).
We mention that the idea of self coordination step as described in the algo-
rithm above is inspired by the phenomena of existence of motifs in real world
networks. Recall that, a motif is a small graph which is present frequently in
the entire network and motifs are considered as the building blocks of a complex
network [26, 27]. Motifs are identified in different real networks including tran-
scription networks, worldwide web networks, and social networks as mentioned
in [26] and the references therein. In [28, 29], the authors generalized the con-
cept of network motifs by referring them as graphlets and mentioned different
types of graphlets having number of nodes |V | ∈ {2, 3, 4, 5} [27, 28, 29]. In
the proposed model, a motif is the seed graph which defines the corona graphs.
Hence, if one starts constructing SCCG by considering the seed graph as a
clique(Kn, ∀n ≥ 2), tree(Sn, ∀n ≥ 3), circuit(Cn, ∀n ≥ 4), path(Pn, ∀n ≥ 4) or
any arbitrary graph, the SCCG would inherit the chosen seed graph as a motif.
4 Properties of the SCCG
In this section, we prove that the hubs of SCCG follow power law degree distri-
bution with exponent approximately 2. We will also present here the diameter
of SCCG (along their analytical proof) generated by a few special types of seed
graphs.
4.1 Degree Distribution
The probability distribution of the degree of the nodes in a graph is considered
as the degree distribution of the graph. In the proposed model, we describe
the degree distribution in accordance with the degree of the hubs because the
probability distribution of the graph largely depends on the degree of the hub
nodes. First, we determine the degree sequence of the hubs of SCCG.
Consider G(m) constructed by the seed graph G(0) of order n. Suppose k0max
is the maximum degree of a node in G(0). Then, a node h in SC(m) is considered
as a hub if the degree of h lies in the interval [k0max + m + n
2, k0max + n((n +
1)m − 1)].
Note that there is only one hub in SC(m) of degree k0max + n((n+ 1)
m − 1)
and this node is appeared in G(0). Further, the increment in the degree of hub
nodes for any hub in SC(i) is
i∑
l=1
n2(n + 1)l−1. We will use these facts while
determining the degree of hubs as follows.
(a) Hubs of degree k0max + n((n+ 1)
m − 1) :
This node is selected as the only hub in SC(1). In each SC(i), i ≥ 1 the
degree of this hub would be increased by n2(n+1)i−1. Hence, the degree of
this hub in SC(m)= (Degree of node in G(0))+(Edges from V (1))+(Edges
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from V (2))+ . . .+(Edges from V (m)) = (k0max)+(n
2)+(n2(n+1))+ . . .+
n2(n+ 1)m−1 = k0max + n((n+ 1)
m − 1).
(b) Hubs having degree k0max+(m−j+1)+n((n+1)j−1) where 1 ≤ j ≤ m−1 :
Let v be a hub appeared in the (m− j)th step of the network formation.
Since a hub should be the node of maximum degree of the seed graph, the
number of edges connected to a hub node is given by
(k0max + 1) + (Number of hubs up to (m− j)thstep) + (Number of links from the nodes
appeared added after from (m− j + 1)th to mth)
= k0max + 1 + (m− j) +
m−j∑
l=1
n2(n+ 1)l−1 +
j∑
l=1
n2(n+ 1)l−1
= k0max + (m− j + 1) + n((n+ 1)j − 1).
It may be noted that for any hub h ∈ V (0) of SCCG, all the nodes added in
the corona product process G(i), i ≥ 2, are adjacent to h. Thus, for SCCG with
seed graph G(0) = {Kn, Sn}, where n is the number of nodes in G(0), any hub
in SC(1) is adjacent to all the nodes of the SCCG. In general, if G(0) is any seed
graph having a node h of degree (n − 1), h is adjacent to all the nodes in the
resultant SCCG.
It is also easy to verify that the number of skeletal nodes, which appear in
the i-th step of the corona graph during the process of generating SCCG and
get linked with skeletal nodes which appeared in the i− 1-th step, is ni+1. Con-
sequently, the frequency of hubs which appear in the i-th step of the formation
of SCCG is ni−1, i ≥ 1 where n represents the nodes in the seed graph G(0).
It follows from the above that there is a large difference between the de-
grees of the hubs. Thus, the power-law exponent could be calculated by using
the cumulative degree distribution which can be derived from the cumulative
frequency. If k and k
′
are the degree instances of any two hubs of a resultant
SCCG such that k
′ ≥ k, then the cumulative frequency of the hubs is given by
ν(k
′
, k) =
n(nm−j − 1)
n− 1
where j ∈ [1,m− 1].
Let j be a hub of degree dj . Probability that a node having degree k = dj is
(k = dj) =
n(nm−j − 1)
(n− 1)
n(n+ 1)m
=
(nm−j − 1)
(n− 1)(n+ 1)m
Now, as we had determined above the degree of hubs,
dj = k
0
max + (m− j + 1) + n((n+ 1)j − 1).
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Claim:
(k0max + (m− j + 1) + n((n+ 1)j − 1))1−γ =
(nm−j − 1)
(n− 1)(n+ 1)m
If m  1 and j → (m − 1), (n
m−j − 1)
(n− 1)(n+ 1)m ≈ (n + 1)
−m and n(n + 1)j 
(k0max + (m− j + 1)− n). Hence,
(n(n+ 1)j)1−γ ≈ (n+ 1)−m.
Taking logarithm in both sides, we get
(1− γ) = −m ln(n+ 1)
lnn+ j ln(n+ 1)
Since m  1 and j → (m − 1), hence j  1, j ln(n + 1)  lnn and mj → 1.
Therefore,
(1− γ) ≈ −m ln(n+ 1)
j ln(n+ 1)
γ ≈ 2.
4.2 Density of SCCG
Density of a network is an important concept to determine the sparsity of the
network. The density of an undirected network G = (V,E) is defined by [39]
d =
2|E|
|V |(|V | − 1) (4)
where |E| and |V | represent the number of edges and nodes respectively in G.
It is evident that 0 < d ≤ 1. If d  1, then the network is sparse. It is noted
in [36] by the authors that many real world network have d ∈ [10−5, 10−1]. In
[37], the authors remarked by specifying the example of neural networks that
sparsity saves the energy of the network without effecting its functionality. The
network sparsity is also observed in other biological networks like metabolic
network ([38] and the references therein).
Here, we numerically calculate the densities of different SCCG generated by
a few seed graphs (Fig. 4) having 12, 000 nodes in Table 2. The Table shows that
sparsity of SCCG is similar to that of real networks. The Fig.5 is displaying
the density of the SCCG, BA and FSF model with G(0) = K3 as the seed graph.
4.3 Diameter
Diameter of a network is the longest shortest path between any pair of nodes
in the network. As usual, finding the exact formula of the diameter of SCCG
10
(a) G1 (b)
G2
(c)
G3
(d)
G4
(e)
G5
(f)
G6
Figure 4: Seed graphs used for determining the density in Table 2.
Table 2: Density(d) of different SCCGs (having 12, 000 nodes) generated by
seed graphs of Fig. 4.
G(0) Density(d) G(0) Density(d) G(0) Density(d)
G1 8.46× 10−4 G2 7.92× 10−4 G3 8.4× 10−4
G4 8× 10−4 G5 8.8× 10−4 G6 8.4× 10−4
generated by any seed graph G(0) is not an easy task. In this section, we
determine diameter of SCCG generated by a few special seed graphs.
We use the notation G
(0)
ki to denote the k
th seed graph G(0) (having n nodes)
added in the i-th (i ≤ m) step in the formation of the corona graph G(m). The
j-th node in G
(0)
ki is denoted by v
(i)
kj where j = 1 : n. Then we have the following
lemma.
Lemma 1. Let V (i) be the set of nodes added in SCCG G(m) in the i-th (0 ≤
i ≤ m) step of its formation. Then the longest shortest distance between a pair
of nodes in
⋃m
a=0 V
(a) − V (0) is 2.
Proof. Let the hub selected in SC(1) be h
(0)
1 . We prove the lemma by determin-
ing the shortest distance between a node in G
(0)
ki (k is fixed but i ∈ [1,m]) and
any other node in G
(0)
lj (j ∈ [1,m]). Now we consider the following cases.
(a) k 6= l : since each node of V (i) is connected to h(0)1 , any node of G(0)ki and
G
(0)
li is connected to h
(0)
1 . Hence, the shortest distance between the nodes
(a) (b)
Figure 5: Comparison of the density of the SCCG, BA and FSF model (a)
Linear plot (b) Loglog plot.
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of G
(0)
ki and G
(0)
li is of length 2.
(b) k = l and G(0) = {Kn, Sn} : it is evident the shortest distance between
nodes of G
(0)
ki is 1 since the hub h
0
1 is connected to all the nodes.
(c) k = l and G(0) be any seed graph: let v
(i)
kj and v
(i)
kj
′ be any two nodes of
G
(0)
ki . Now, there are two sub-cases as follows.
(i) if (v
(i)
kj , v
(i)
kj
′ ) = 1 then the shortest distance is evidently 1.
(ii) if (v
(i)
kj , v
(i)
kj
′ ) = 0, since (v
(i)
kj , h
(0)
1 ) = 1 and (v
(i)
kj
′ , h
(0)
1 ) = 1, the short-
est distance between the nodes is 2 only.
Hence, the desired result follows.
Theorem 1. Let G(0) be a graph such that degree of at least a single node of
the graph is (n− 1). Then, the diameter of SCCG generated by G(0) is 2.
Proof. Let the hub selected in S(1) be h
(0)
1 . Since each node in the SC
(i) is
connected to h
(0)
1 , every node is reachable from every other node in maximum
2 steps for all S(i) after G(i) where i ∈ [1,m].
Since Kn and Sn are also the graphs having the above property as stated in
Theorem 1, the diameter of any SCCG whose seed graph is Kn or Sn is also 2.
In Fig. 6, we validate the above result for G(0) = S3. We now derive the
diameter of a SCCG when G(0) = {n, Cn}. Note that, we need to consider the
shortest distance between any nodes of the node sets V (0) and
⋃m
a=0 V
(a)−V (0)
in order to determine the formula for the diameter.
Theorem 2. The diameter of SCCG generated by G(0) = Cn is given as follows.
(a) if n = 4: the diameter is 2 after SC(1), and 3 after SC(i) when i ≥ 2.
(b) if n ∈ [5, 7] : the diameter is 3.
(c) if n ≥ 8 : the diameter is 4.
Proof. Let the hub selected in SC(1) be h
(0)
1 .
(a) For C4 : the longest shortest distances for each of the cases discussed above
are as follows
(1) Any pair of nodes in V (0) : Let v
(0)
0j ∈ V (0) and v
(0)
0k
∈ V (0) be two
diametrically opposite nodes of V (0) such that (v
(0)
0j , v
(0)
0k
) = 0. Then
the shortest distance is 2 in between these nodes.
(2) Any pair of nodes in
⋃m
a=0 V
(a) − V (0) : The proof is similar to the
proof of Lemma 1 and hence, the shortest distance is 2.
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(a) (b) (c)
Figure 6: Example of diameter of SCCG (a) S3 having its diameter as 2.(b)
In SC(1), the diameter is 2 (here h1 and n are the hub and non-hub nodes
respectively). (c) In SC(2), the diameter again is 2. Here, each node has either
two or one stub attached with them. Nodes attached to skeletal nodes have
two stubs which are shown as {α, β}, {α, γ}, {α, β′}, {α, γ′}, {α, β′′}, {α, γ′′}
while nodes attached to offshoots are shown as δ, δ
′
, δ
′′
.The stubs ({β, γ}),
({β′′ , γ′′}) and ({β′ , γ′}) are connected to their pair of hubs and non-hubs as
(h
′
2, n
′′′
2 ), (h
′′′
2 , n
′′
2 ) and (h
′′
2 , n
′
2) respectively (edge from stubs to the nodes are
not shown here to avoid visual complexity). The α stub is connected to hub
h1. The stubs δ, δ
′
and δ
′′
are connected to the pair of hub and non-hub as
(h1, n). The red, green and blue colour nodes in the figure are hubs, non-hubs
and simple nodes respectively.
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(3) Between a node in
⋃m
a=0 V
(a) − V (0) and a node in V (0) : Let v(1)kj ∈
V (1) be a fixed node. Consider two cases as follows. Case I: a = 1
and Case II: a ≥ 2.
We prove Case I as follows. Let v
(0)
0j ∈ V (0) and v
(0)
0k
∈ V (0) be two
nodes of V (0) that are not hubs. Let (v
(1)
kj , v
(0)
0j ) = 1. We now want to
find out the shortest distance between v
(1)
kj and v
(0)
0k
. If (v
(0)
0j , v
(0)
0k
) = 1,
then the shortest distance is 2. If (v
(0)
0j , v
(0)
0k
) = 0, then both of the
assumed nodes of V (0) are linked with h
(0)
1 and since (h
(0)
1 , v
(1)
kj ) =
1, the shortest distance between the desired nodes is 2. A similar
reasoning could be used to prove the shortest distance as 2 when one
of the above assumed nodes of V (0) is a hub and the other node is
either adjacent to it or not adjacent.
We now prove Case II i.e. a ≥ 2. Let v(2)kj ∈ V (2), v
(0)
0j ∈ V (0), v
(1)
lj ∈
V (1) such that (h
(0)
1 , v
(0)
0j ) = 0 and (v
(1)
lj , v
(0)
0j ) = 1. The shortest path
would be traced from v
(2)
kj to v
(0)
0j as: (v
(2)
kj , h
(0)
1 , v
(1)
lj , v
(0)
0j ). Hence, the
longest shortest distance is 3.
(b) For n ∈ [5, 7], the longest shortest distance for each of the cases discussed
above are as follows.
(1) A pair of nodes in V (0) : Let v
(0)
0j ∈ V (0) and v
(0)
0k
∈ V (0) be two
diametrically opposite nodes of V (0). The shortest distance is 2, 3
and 3 in between these nodes of C5, C6 and C7 respectively.
(2) A pair of nodes in
⋃m
a=0 V
(a)−V (0) : The proof is similar to the proof
of Lemma 1 and hence, the shortest distance is 2.
(3) Between a node in
⋃m
a=0 V
(a) − V (0) and a node in V (0) : Suppose
v
(a)
kj ,v
(a)
lp ∈ V (1) and v(0)0c , v(0)0b ∈ V (0), such that (v
(a)
lp , v
(0)
0b
) = 1 and
(v
(a)
kj , v
(0)
0b
) = 0. Now, we want to find out the shortest distance
between v
(a)
kj and v
(0)
0b
. If v
(0)
0b
is a hub, shortest distance is 1, if it is
adjacent to a hub, the distance is 2. Otherwise, the shortest distance
would be traced as: (v
(a)
kj , h
(0)
1 , v
(a)
lp , v
(0)
0b
). Hence, shortest distance is
3.
Hence, the diameter of SCCG where G(0) = Cn for n ∈ [5, 7] is 3.
(c) For n ≥ 8 : The longest shortest distance for each of the cases discussed
above are as follows.
(1) A pair of nodes in V (0): Suppose v
(a)
kj ,v
(a)
lp ∈ V (1), v(0)0c , v(0)0b ∈ V (0),
such that (v
(a)
kj , v
(0)
0c ) = 1, (v
(a)
lp , v
(0)
0b
) = 1, v
(0)
0c and v
(0)
0b
are two di-
ametrically opposite nodes of V (0). Now, we want to find out the
shortest distance between v
(0)
0c and v
(0)
0b
. If v
(0)
0b
is hub, shortest dis-
tance is 1, if it is adjacent to hub, the distance is 2. Otherwise,
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(a) (b) (c) (d) (e) (f) (g)
Figure 7: Examples of seed graphs having constant diameter (other than of
cliques, trees, paths and circuits). Seed graphs in 7c, 7d, 7e, 7f and 7g are
isomorphic forms of G10, G12, G13, G14 and G16 respectively as given in
[28, 29].
the shortest distance would be traced as: (v
(0)
0c , v
(a)
kj , h
(0)
1 , v
(a)
lp , v
(0)
0j ).
Hence, the shortest distance is 4.
(2) A pair of nodes in
⋃m
a=0 V
(a)−V (0) : The proof is similar to the proof
of Lemma 1 and hence, the shortest distance is 2.
(3) Between a node in
⋃m
a=0 V
(a) − V (0) and a node in V (0) : The proof
of diameter is similar as above of part (3) of (b).
Hence, the desired result follows.
Theorem 3. The diameter for all SCCG generated by the seed graph G(0) =n
are as follows.
(a) the diameter is 3 if n = 4.
(b) for n ∈ [5, 7], the diameter is 3 if the hubs which are selected at each step
of the SC are adjacent to lowest degree nodes, otherwise the diameter is 4.
(c) for n ≥ 8 the diameter is 4.
Proof. The proof is similar to the proof of Theorem 2.
Remark 1. The SCCG generated by seed graphs as mentioned in of Theorem
1, Theorem 2 and Theorem 3 exhibit constant diameters (except in C4 where
the constant diameter is observed after first step of the corona graph).
We illustrate this remark with an example as shown in Fig. 6. However, it
is difficult to verify the constant diameter phenomena comprehensively for any
arbitrary connected seed graph (for all n) empirically and analytically. We have
verified this property empirically for a few other seed graph (for instance, the
seed graphs of Fig. 7). We further verified empirically that constant diameters
are 2, 2, 3, 3, 3, 2 and 3 for the seed graphs shown in Fig. 7a, Fig. 7b, Fig. 7c,
Fig. 7d, Fig. 7e, Fig. 7f and Fig. 7g respectively. Note that, the seed graphs
(in Fig. 7) i.e. Fig. 7c, Fig. 7d, Fig. 7e, Fig. 7f and Fig. 7g are isomorphic
to G10, G12, G13, G14 (although diameter of G14 could be proved analytically
by Theorem 1) and G16 in [28, 29]. It is also evident that the seed graphs
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Figure 8: Comparison of diameter of the SCCG with BA model and
seudofractal scale-free (FSF).
(a) (b)
Figure 9: Comparison of the (a) Clustering coefficient (b) frequencies of
triangles for SCCG, BA and FSF models. Both the results are calculated with
the help of Gephi [30].
given in Theorem 1, Theorem 2 and Theorem 3 include the few Graphlets as
given in [28, 29] except G10, G12, G13, G16, G19, G20, G21, and G25. Here, one
interesting point is to be reiterated that the SCCG model shows the property
of constant diameter which is also a property of deterministic Kronecker graphs
[12] and a few real world networks (with shrinking/constant diameters) [18].
We compared the diameter of SCCG derived by G(0) = K3 with that of
networks generated by the BA and FSF models (as in Fig. 8). However, it
is evident that the diameter of the BA and FSF models are always increasing
like corona graphs while for Kronecker graphs generated with a variation of S3
having self-loops, the diameter is 2.
In the following sub-sections, we compare the clustering coefficient, number
of triangles and degree-degree correlation of SCCG generated by a triangle with
that of networks generated by BA and FSF models.
4.4 Clustering Coefficient and Frequency of triangles
The clustering coefficient(Cv) of a node v in a network is defined as the probabil-
ity that the neighbours of v are themselves connected to each other. The average
clustering coefficient(C) of a network is the average of the clustering coefficient
of all nodes of the network [1, 3]. In [31], the authors noted that social networks
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(a) (b)
Figure 10: Comparison of the degree-degree correlation for (a) SCCG, BA
and FSF models with G(0) = K3 as the seed graph. (b) SCCG and KG model
where SCCG is generated with G(0) = S3 while KG is generated with a seed
graph S3 having self-loop at each node.
have high clustering in comparison to other networks, for instance, in the net-
works of movie actors [32], company directors [33], co-authorship networks [34]
etc.
We numerically compute the clustering coefficient of SCCG determined by
G(0) = K3 as the seed graph and compare it with that of other models (shown
in Fig. 9a). Since clustering coefficient reflects the frequency of the triangles
in a network which is studied extensively in social network research [19], we
also compare the frequency of triangles in networks generated by BA and FSF
models in Fig. 9b. It shows from the results that the frequency of triangles in a
SCCG is higher compared to other models.
4.5 Degree-degree correlation
The degree-degree correlation of nodes in a network defines the notion of assorta-
tivity and disassortativity [14] of a network. Assortativity signifies the existence
of links between nodes of similar degrees whereas the existence of links between
nodes of dissimilar degrees is known as disassortativity. Thus, disassortativity
implies the propensity of connection of nodes of different types in a network.
The correlation coefficient or assortativity coefficient (r) [35] is evaluated as
r =
∑
ij(A(G)ij − kikj2m kikj)∑
ij(kiδij − kikj2m kikj)
(5)
where A(G)ij represents the ij
th entry of adjacency matrix of the network, ki is
the degree of node i in the network, m is the number of edges in the network, and
δij is the Kronecker delta function. If r is positive, the network follows assorta-
tive mixing pattern of nodes whereas negative value of r implies disassortative
mixing of nodes in the network. As we calculate the assortativity coefficient
numerically for SCCG with K3 as the seed graph and for networks generated by
BA and FSF models, we observe that SCCG is showing disassortative mixing
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(Fig. 10a) while it goes to zero for networks produced by BA and FSF models.
However, the KG model shows disassortative mixing as given in Fig. 10b. Note
that, in Fig. 10b the KG is derived by the initial graph S3 with self-loop at each
node, and SCCG is produced by the seed graph S3.
5 Conclusion
Recently, the phenomena of constant/shrinking diameter is observed in certain
real networks. In this work, we mathematically modelled networks which inherit
the property of power law degree distribution and constant diameter. We call
these networks as Self-coordinated Corona Graphs (SCCG). Further, we numer-
ically investigated the property of high clustering and disassortative mixing in
these networks.
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