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Abstract
Let A be an associative and unital algebra over a commutative ring k, such
that A is k-projective. Further, let Aev := A⌦kAop be the enveloping algebra of A.
The Hochschild cohomology ring HH•(A) of A is, as a graded algebra, isomorphic
to the Ext-algebra Ext•Aev(A,A). In 1963, M.Gerstenhaber established a graded
Lie bracket on HH•(A) of degree  1 which he described in terms of the so called
bar resolution. While the multiplication admits an intrinsic description (Yoneda
product), this Lie bracket has resisted such an interpretation at first. A serious
attempt to find a categorical description of the Lie bracket was given by S. Schwede
in 1998. By using the monoidal structure on the category of left modules over
Aev, he was able to formulate Gerstenhaber’s bracket in terms of self-extensions
of A. The present thesis extends Schwede’s construction to exact and monoidal
categories. Therefore we will establish an explicit description of an isomorphism
by A.Neeman and V.Retakh, linking Ext-groups with fundamental groups of cat-
egories of extensions.
Our main result shows that our construction behaves well with respect to struc-
ture preserving functors between strong exact monoidal categories. We use our main
result to conclude, that the graded Lie bracket on HH•(A) is an invariant under
Morita equivalence. For quasitriangular Hopf algebras over k, we further determine
a significant part of the Lie bracket’s kernel.
Beside the isomorphism of A.Neeman and V.Retakh, we use the so called
Quillen groupoid to formulate and prove our results. The Quillen groupoid enables
us to describe the fundamental group of a (small) category by means of morphisms
inside the category. Furthermore, we introduce so called n-extension closed and
entirely extension closed subcategories of abelian categories.
Zusammenfassung
Sei A eine assoziative und unita¨re Algebra u¨ber einem kommutativen Ring k,
so dass A k-projektiv ist. Ferner sei Aev := A⌦k Aop die einhu¨llende Algebra von
A. Der Hochschildkohomologiering HH•(A) von A ist als graduierte Algebra iso-
morph zur Ext-Algebra Ext•Aev(A,A). Im Jahr 1963 erkla¨rte M.Gerstenhaber eine
graduierte Lie-Klammer auf HH•(A) vom Grad  1, die er mittels der so genan-
nten Bar-Auflo¨sung formulierte. Wa¨hrend die Multiplikation eine intrinsische In-
terpretation zula¨sst (Yoneda-Produkt), hat sich die Lie-Klammer einer solchen For-
mulierung zuna¨chst entzogen. Ein ernsthafter Versuch eine kategorielle Beschrei-
bung der Lie-Klammer zu finden, wurde von S. Schwede im Jahr 1998 unternommen.
Indem er die monoidale Struktur der Kategorie der Linksmoduln u¨ber Aev verwen-
dete, gelang es ihm, Gerstenhabers Klammer durch Selbsterweiterungen von A zu
beschreiben. Die vorliegende Arbeit dehnt Schwedes Konstruktion auf exakte und
monoidale Kategorien aus. Hierfu¨r etablieren wir eine explizite Beschreibung eines
Isomorphismuses von A.Neeman und V.Retakh, der Ext-Gruppen mit Fundamen-
talgruppen von Kategorien von Erweiterungen in Verbindung setzt.
Unser Hauptresultat zeigt, dass unsere Konstruktion mit strukturerhaltenden
Funktoren zwischen starken exakten monoidalen Kategorien vertra¨glich ist. Wir
verwenden unser Hauptresultat, um zu schließen, dass die graduierte Lie-Klammer
auf HH•(A) eine Invariante unter Morita-A¨quivalenz ist. Fu¨r quasitriangula¨re Hopf-
Algebren u¨ber k bestimmen wir ferner einen erheblichen Teil des Kerns der Lie-
Klammer.
Um unsere Ergebnisse zu formulieren und zu beweisen, bema¨chtigen wir uns,
neben des bereits benannten Isomorphismuses von A.Neeman und V.Retakh, des
so gennanten Quillen-Grupoids, mit Hilfe dessen sich die Fundamentalgruppe einer
(kleinen) Kategorie durch Morphismen in der Kategorie beschreiben la¨sst. Daru¨ber
hinaus fu¨hren wir so genannte n-erweiterungsabgeschlossene und vollsta¨ndig er-
weiterungsabgeschlossene Unterkategorien abelscher Kategorien ein.
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Introduction
Background
In 1945, G.Hochschild published the first out of a consecutive sequence of
three articles ([Ho45], [Ho46], [Ho47]), where he introduced the fundamental co-
homology theory one now refers to as the theory of Hochschild cohomology. It
became a major tool in, for instance, the study of associative algebras and their
representations, and was extended to various other algebraic fields. In the past
decades, Hochschild’s cohomology theory has been studied deeply by a large num-
ber of authors approaching the topic with very di↵erent backgrounds and hence
leading to multifaceted developments; just to mention a few, P.A.Bergh ([Ber07]),
R.-O.Buchweitz ([Bu03]), H.Cartan and S. Eilenberg ([CaEi56]), M.Gerstenhaber
([Ge63]), D.Happel ([Ha89]), T.Holm ([Holm00]), B.Keller ([Ke04],), J.-L. Lo-
day ([Lo98]), S.MacLane ([MaL58]), D.Quillen ([Qu68]), S. Schwede ([Schw98]),
N. Snashall and Ø. Solberg ([SnSo04]), R.Taillefer ([Ta04]), M. van den Bergh
([VdB98]), S.Witherspoon ([Wi04]) and A. Zimmermann ([Zi07]) are amongst
those. Since it seems that G.Hochschild did not notice all higher structures ap-
pearing in his theory in the early stages, he restricted himself to the study of the
behavior of the resulting abelian groups. The present thesis focusses on a specific
type of algebraic structure that naturally arises within the theory of Hochschild
cohomology, namely its Gerstenhaber algebra structure (cf. [Ge63], [GeSch86]).
Let A be an associative and unital algebra over a commutative ring k, and let
Aev = A ⌦k Aop be its enveloping algebra. It is easy to see that A-A-bimodules
with central k-action are equivalent to left Aev-modules. The bar resolution
· · · b2 // A⌦k A⌦k A b1 // A⌦k A b0 // A // 0 ,
denoted by BA ! A! 0 for short, resolves A as an Aev-module. Let us assume that
A is projective over k. Then BA is even a resolution of A by projective Aev-modules.
For an Aev-module M , the n-th cohomology of the complex HomAev(BA,M), de-
noted by HHn(A,M), computes the module ExtnAev(A,M). It is the n-th Hochschild
cohomology group of A (with coe cients in M). One easily verifies, that HH0(A,A)
is the center of A. If HH1(A,M) = 0, then any derivation A ! M has to be an
inner one. Without relying on the k-projectivity of A, G.Hochschild further proved
that A is separable over k if, and only if, HHn(A,M) = 0 for all n > 0 and all
bimodules M . This is the same as saying that A is a projective Aev-module.
The Hochschild (co)complex HomAev(BA, A) carries a rich structure. To begin
with, the assignment
(f [ g)(a1 ⌦ · · ·⌦ am+n+2) = f(a1 ⌦ · · ·⌦ am ⌦ 1A)g(1A ⌦ am+1 ⌦ · · ·⌦ am+n)
i
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for Aev-linear homomorphisms f : A⌦km ! A, g : A⌦kn ! A, turns HomAev(BA, A)
into a di↵erential graded k-algebra. Thus, it defines a product on the graded module
HH•(A,A), the so called cup product. It seems that, for the most part, the cup
product in Hochschild cohomology is quite well understood. Although it is still
very hard to calculate in concrete examples, there are several equivalent abstract
descriptions. Classically, the cup product on HH•(A,A) is (as explained above)
defined in terms of the bar resolution BA. However, given any other projective
resolution PA ! A! 0, one may express the cup product by means of a Hochschild
diagonal approximation PA ! PA ⌦A PA. The conceptually right way though is to
see the cup product as the Yoneda product on Ext•Aev(A,A), or, equivalently (but
more intuitively), as the composition of morphisms inside the graded endomorphism
ring HomD(Aev)(A,A[•]) of A in the derived category D(Aev) of left Aev-modules;
note that HomD(Aev)(A,A[•]) is the graded endomorphism ring of the unit object in
the tensor triangulated category (D(Aev),⌦LA, A). From an abstract point of view,
the cup product’s latter interpretation is a very satisfying one, since it is an intrinsic
formulation that does not rely on any choices. No matter which way of approaching
it, the cup product has an important property: it is graded commutative in the sense
that x [ y = ( 1)|x||y|y [ x for all homogeneous x, y 2 HH•(A,A), a result, which
is attributed to M.Gerstenhaber (see [Ge63], and also [Su02]).
It seems that, for reasons that are still very unclear, the actual mystery of
Hochschild’s theory lies in the additional piece of structure living on the Hochschild
complex HomAev(BA, A). A part of this extra structure has been discovered by
M.Gerstenhaber in 1963 which he presented in his ground-breaking article [Ge63].
In this article, he defined the so called circle product on HomAev(BA, A), which
we (in divergence to Gerstenhaber’s classical terminology) will denote by •. This
product is, in general, highly non-associative and does not commute with the di↵er-
entials, but, interestingly enough, gives rise to a well-defined bilinear map { , }A
of degree  1 on HH•(A,A). Representativewise, it is given by the graded commu-
tator
{f, g}A = f • g   ( 1)(m 1)(n 1)g • f
with respect to the circle product, where f : A⌦k(m+2) ! A, g : A⌦k(n+2) ! A are
Aev-linear maps. Thanks to this bracket, the shifted module HH•+1(A,A) becomes
a graded Lie algebra over k. And even more than that, the Lie bracket is linked to
the cup product on HH•(A,A) through the graded Poisson identity (i.e., for any ho-
mogeneous element x 2 HH•(A,A), the k-linear map {x, }A is a graded derivation
on HH•(A,A) of degree |x|  1). Thus, the triple (HH•(A,A),[, { , }A) became
the prototype of what we call a Gerstenhaber algebra today. As it turned out, it
unfortunately might also be one of the most di cult to understand incarnations
of its kind. In what follows, the map { , }A is referred to as the Gerstenhaber
bracket on HH•(A,A).
Various authors bemoaned the inaccessibility of Gerstenhaber’s bracket in Hoch-
schild cohomology. For instance, A.A.Voronov o↵ers the following complaint in his
lecture notes for a graduate course on Topics in mathematical physics (cf. [Vo01]):
The formula for this bracket, defined by M.Gerstenhaber, is not
really inspirational to me, in spite of all those years I have spent
staring at it.
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J. Stashe↵ tries to demystify the unapproachability of the bracket by wondering if
the issue might be that the Hochschild complex itself is not a di↵erential graded
Lie algebra on its own (cf. [St93]):
In his pioneering work on deformation theory of associative al-
gebras, Gerstenhaber created a bracket on the Hochschild coho-
mology HH•(A,A), but this bracket seemed to be rather a tour
de force since it was not induced from a di↵erential graded Lie
algebra structure on the underlying complex.
In his notes on di↵erential graded categories, B.Keller introduces Hochschild co-
homology for dg categories A as the cohomology of the di↵erential graded endo-
morphisms IdA ! IdA of the identity functor of A. He makes the following crucial
observation (cf. [Ke06]):
The Hochschild cohomology is naturally interpreted as the homol-
ogy of the complex Hom(IdA, IdA) computed in the dg category
RHom(A,A), where IdA denotes the identity functor of A [. . .].
Then the cup product corresponds to the composition (whereas
the Gerstenhaber bracket has no obvious interpretation).
A related remark may be found in an article by A.V. Shepler and S.Witherspoon,
wherein the authors state the following when analyzing the Gerstenhaber bracket
in Hochschild cohomology for skew group algebras (cf. [ShWi12]):
The cup product has another description as Yoneda composition
of extensions of modules, which can be transported to any other
projective resolution. However, the Gerstenhaber bracket has re-
sisted such a general description.
Indeed, a big part of the mysteriousness of the Gerstenhaber bracket lies in the
fact, that it could only be understood in terms of the bar resolution and the result-
ing Hochschild complex for a long time. Results like the theorem of Hochschild-
Kostant-Rosenberg (see [HKR62]) led to first attempts to unearth the bracket in
the special case of smooth commutative algebras. It was then Stashe↵ (see [St93]),
who described the Gerstenhaber bracket in Hochschild cohomology in terms of
coderivations and the canonical bracket given in this situation. More explicitly, he
interpreted the Hochschild complex by means of a di↵erential graded tensor coal-
gebra T = Tk(A); the di↵erential D( ) = b• 2      ( 1)| |    b• 2 turns the graded
module Coder•k(T ) ✓ End•k(T ) of k-linear graded coderivations into a di↵erential
graded one. In fact, thanks to the graded commutator, (Coder•k(T ), D) is a dif-
ferential graded Lie algebra. A more enhanced interpretation was introduced by
S. Schwede in [Schw98] describing the Gerstenhaber bracket in terms of bimodule
extensions, that is, in terms of sequences of morphisms in the abelian monoidal
category (Mod(Aev),⌦A, A). Finally, B.Keller o↵ers in [Ke04] an interpretation
of the bracket in terms of the Lie algebra associated to the derived Picard group
DPic•A being the first and single attempt known to the author trying to describe the
Gerstenhaber bracket in the world of triangulated categories. Keller’s result implies
that the Gerstenhaber bracket is a derived invariant, which (in finite characteristic)
has been extended to the whole restricted Lie algebra structure on HH•+1(A,A) (see
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[Zi07]). However, it is still widely open, how one may intrinsically see the Gersten-
haber bracket in the derived category D(Aev), that is, how to see the morphism
{f, g}A : A ! A[m + n   1] for given morphisms f : A ! A[m], g : A ! A[n].
This thesis does not deal with this question, but will provide a generalization of
Schwede’s construction for exact and monoidal categories, and state some of its
applications – both of which we will expose in the following section.
Methods and results
Let A be an associative and unital algebra over a commutative ring k which
is projective as a k-module. In 1998, Stefan Schwede gave an interpretation of
the Gerstenhaber bracket in Hochschild cohomology by means of extensions in the
abelian category of left modules over Aev (cf. [Schw98]). By regarding Mod(Aev)
as a monoidal category with monoidal product functor ⌦A and unit object A, he
introduced a map on self-extensions of the Aev-module A (i.e., on self-extensions of
the unit object),
⇥A : ExtmAev(A,A)⇥ ExtnAev(A,A)  ! Extm+nAev (A,A),
leading to the following diagram of (m+ n)-self-extensions of A
⇠ ⇥A ⇣
""||
⇠   ⇣ ( 1)mn⇣   ⇠ ,
where ⇠   ⇣ denotes the Yoneda product of the m-self-extension ⇠ and the n-self-
extension ⇣. By mirroring the diagram, Schwede obtained a loop
⇠ ⇥A ⇣
""||
⇠   ⇣ ( 1)mn⇣   ⇠
( 1)mn⇣ ⇥A ⇠
<<bb
which he denoted by ⌦(⇠, ⇣). Observe that if we let ExtnAev(A,A) be the category
of n-extensions (the morphisms are morphisms of complexes (fn)n2Z whose border-
ing morphisms f 1 and fn equal the identity of A), we therefore have obtained an
element ⌦(⇠, ⇣) inside ⇡1(Extm+nAev (A,A), ⇠   ⇣) (this requires to reinterpret the fun-
damental group of a category in terms of the Quillen groupoid ; see [Qu72, §1]). To
turn this loop into a (m+n 1)-self-extension of A, Schwede used the fundamental
isomorphism
µ : Extn 1Aev (A,A)
⇠ // ⇡1ExtnAev(A,A) (for n   1)
established by V.Retakh. In fact, Retakh stated it in the following significantly
stronger version (cf. [Re86]): Let A be an abelian category. Then for X,Y 2 ObA,
Extn iA (X,Y )
⇠ // ⇡iExtnA(X,Y ) (for n   1 and 0  i  n).
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S. Schwede explicitly described the isomorphism µ by using the fact that Mod(Aev)
has enough projective objects. Finally, the composition [ , ]A = µ 1⌦( , )
defines a map
[ , ]A : ExtmAev(A,A)⇥ ExtnAev(A,A)  ! Extm+n 1Aev (A,A),
called the loop bracket. Schwede proved that, under the canonical isomorphism
HH• ⇠= Ext•Aev(A,A), his loop bracket on Ext•Aev(A,A) agrees with the Gersten-
haber bracket on HH•(A,A) (up to a sign; cf. [Schw98, Thm. 3.1]). This thesis
is aiming for widening Schwede’s construction to monoidal categories (remember,
that the category of Aev-modules is such a category) that do not necessarily have
enough projective objects.
To do so, we first find that a generalization of Retakh’s isomorphism to Wald-
hausen categories was presented by A.Neeman and V.Retakh in [NeRe96]. Both
of the results [Re86] and [NeRe96] are proven from a homotopy theoretical point
of view and rely on maps that are given very abstractly. Inspired by some of their
ideas, and by generalizing several of S. Schwede’s observations, we will prove the
following theorem.
Theorem 1 (= Lemmas 3.1.6, 3.1.7, 3.1.10 and Theorem 3.1.8). Fix an integer
n   1. Let C be a factorizing exact category, let X,Y be objects in C, and let ⇠ be
an admissible n-extension of X by Y . Then there there are explicit and mutually
inverse isomorphisms
NR+C : Ext
n 1
C (X,Y )  ! ⇡1(ExtnC(X,Y ), ⇠)
and
NR C : ⇡1(ExtnC(X,Y ), ⇠)  ! Extn 1C (X,Y ).
See Definition 2.1.11 for an explanation of the term factorizing exact cate-
gory. For now, we only remark that every abelian category is factorizing. Now
assume that C is not only exact, but also monoidal, i.e., that it comes equipped
with monoidal product functor ⌦C : C ⇥ C ! C and a unit object C (with re-
spect to ⌦C). Furthermore, we have to assume that C is (what we call) a strong
exact monoidal category (see Definition 3.3.3). By basically copying S. Schwede’s
construction (however, one has to put some thought into the exact details), we
construct a loop ⌦C(⇠, ⇣) in Extm+nC ( C, C) based at the Yoneda composition ⇠   ⇣
of ⇠ and ⇣, as well as a loop ⇤C(⇠) based at ⇠   ⇠ if n is even and m = n. Thus, we
obtain maps
[ , ]C : ExtmC ( C, C)⇥ ExtnC( C, C)  ! Extm+n 1C ( C, C)
sqC : Ext
2n
C ( C, C)  ! Ext4n 1C ( C, C)
by assigning
[⇠, ⇣]C = NR
 
C (⌦C(⇠, ⇣)) and sqC(⇠) = NR
 
C (⇤C(⇠)),
where equivalence classes are implicitly taken when needed. As expected, our con-
struction recovers Schwede’s original one (see Lemma 5.3.3). The following obser-
vation is inspired by [Ta04].
Proposition 1 (✓ Theorem 5.2.7). Assume that the strong exact monoidal
category C is lax braided. Then the map [ , ]C is constantly zero.
vi INTRODUCTION
For another strong exact monoidal category D, we show the following main
result. The proof heavily relies on the explicit form of the morphisms NR+C and
NR C exposed in Theorem 1.
Theorem 2 (= Theorem 5.2.12 and Remark 5.2.13). Let L : C ! D be an
exact and almost strong (or costrong) monoidal functor. Then the induced graded
algebra homomorphism Ext•C( C, C)! Ext•D( D, D) makes the diagrams
ExtmC ( C, C)⇥ ExtnC( C, C)
[ , ]C
//
✏✏
Extm+n 1C ( C, C)
✏✏
ExtmD ( D, D)⇥ ExtnD( D, D)
[ , ]D
// Extm+n 1D ( D, D)
and
Ext2nC ( C, C)
sqC //
✏✏
Ext4n 1C ( C, C)
✏✏
Ext2nD ( D, D)
sqD
// Ext4n 1D ( D, D)
commutative for all integers m,n   1.
The proof of Theorem 2 is involved and requires a lot of tedious calculations.
That the e↵ort pays o↵ is illustrated by the upcoming Theorem 3, stating that
the Gerstenhaber bracket is invariant under Morita equivalence. Recall that the
Gerstenhaber bracket is already known to even be a derived invariant thanks to
B.Keller. However, the methods Keller uses to manifest his result are completely
di↵erent from ours.
Theorem 3 (= Theorem 5.4.17). Assume that A and B are Morita equiva-
lent k-algebras of which one, and hence both, is supposed to be k-projective. Then
there is an exact and almost strong monoidal equivalence inducing an isomorphism
HH•(A)! HH•(B) of graded k-algebras such that the diagrams below commute for
any choice of integers m,n   1.
HHm(A)⇥HHn(A) { , }A //
⇠=
✏✏
HHm+n 1(A)
⇠=
✏✏
HHm(B)⇥HHn(B) { , }B // HHm+n 1(B)
HH2n(A)
sqA
//
⇠=
✏✏
HH4n 1(A)
⇠=
✏✏
HH2n(B)
sqB
// HH4n 1(B)
In order to show the result, we use the fact, that Morita equivalent algebras
are characterized in terms of finitely generated projective generators, i.e., progen-
erators. Given such a progenerator for a pair of Morita equivalent algebras, we
construct a progenerator for the corresponding enveloping algebras, which also is a
comonoid in the category of bimodules it is living in. Thus, it will give rise to the
desired monoidal functor.
In view of Proposition 1 and our Main Theorem 4, our attention is drawn to-
wards the kernel of the Gerstenhaber bracket in Hochschild cohomology. Additional
motivation is given by the following question raised by R.-O.Buchweitz.
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Can we determine the kernel of the adjoint representation (mapping
an element x 2 HH•(A,A) to ad(x) = {x, }A), or, less re-
strictively, elements x such that { , }A : HHm⌦k HHn(A) !
HHm+n 1(A) vanishes on x⌦ x?
Indeed, this is an intriguing problem. To begin with, g• = (HH•+1(A), { , }A)
is of course a graded Lie representation over itself, and hence, one is interested
in describing the annihilators Anng•(x) = Ker(ad(x)) (for x 2 HH•(A,A)) and
Anng•(g•) = Ker(ad( )) (the latter is sometimes also called the center Z(g•) of
the Lie algebra g•). On the other hand, one knows that a deformation of the algebra
A arises from a so called (non-commutative) Poisson structure, that is, an element
x 2 HH2(A,A) with {x, x}A = 0 (see [Ber12], [Cr11], [HaTa10] and, above all,
[BlGe91], [Kon03], [Xu94]). Thus, a first step in understanding an algebra’s
deformation theory lies in understanding the Gerstenhaber bracket’s kernel. We
will do so for a particular class of Hopf algebras over k, as the following theorem
exhibits.
Theorem 4 (= Theorem 6.4.4 and Corollary 6.4.5). Let H = (H,r, ⌘, , ", S)
be a quasitriangular (e.g., a cocommutative) Hopf algebra over k such that H is
k-projective. Then H•(H, k) = Ext•H(k, k) is a subalgebra of HH
•(H,H) and the
Gerstenhaber bracket { , }H on HH•(H,H) vanishes on H•(H, k), i.e.,
H•(H, k)⌦k H•(H, k) ✓ Ker({ , }H).
M.Linckelmann proved that if H is a commutative Hopf algebra such that it
is a finitely generated projective k-module, then HH•(H,H) ⇠= H ⌦k H•(H, k).
We combine Linckelmann’s observation with Theorem 4 to obtain the following
intriguing insight. It is inspired by supportive examples which easily can be found
in related literature (see for instance [LeZh13]; we will, however, elaborate on these
examples in the respective section of this thesis).
Corollary (= Corollary 6.5.7). Let H = (H,r, ⌘, , ", S) be a commutative
and quasitriangular Hopf algebra over k, such that H is finitely generated projective
over k. The Gerstenhaber bracket { , }H on HH•(H,H) is completely determined
by the induced action of the center Z(H) = H on the cohomology ring H•(H, k).
If A is an abelian k-category, the category Endk(A) of all k-linear endofunctors
on A is a monoidal category in a natural way. The unit object, given by IdA, gives
rise to the Ext-algebra Ext•Endk(A)(IdA, IdA) which one may (and we will do so) call
the Hochschild cohomology ring of A. If A is the category of left modules over an
algebra, we prove the proposition below, which also shows, that the terminology is
a sensible one.
Proposition 2 (= Proposition 7.4.3 and Corollary 7.4.4). Let A be a k-algebra
and let A be the category Mod(A). If A is k-projective, then the left adjoint ev A
of the evaluation functor evA : Endk(A) ! Mod(Aev) defined by evA(X) = X(A)
induces an isomorphism
HH•(A) ⇠ // Ext•Endk(A)(IdA, IdA)
of graded k-algebras taking { , }A to [ , ]Endk(A).
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Outline
In Chapter 1, we are going to recall the basic notions of Quillen exact categories
and monoidal categories, including various relaxations of the standard definitions.
Further, we will state some elementary observations on homological properties of
exact categories, such as the existence of certain pullbacks and pushouts, and how
functors between exact categories interact with them. We will conclude the chapter
by a couple of examples being relevant for future investigations. Amongst those,
the category of bimodules over a ring, and certain full subcategories of it will occur.
Chapter 2 focusses on the study of categories of admissible extensions over
a fixed exact category C. Following [Schw98], we will discuss some homotopical
properties of those extension categories. The fundamental group of a (small) cat-
egory admits a description as morphisms in the Quillen groupoid associated to it.
We will recall the necessary setup to understand these constructions, and apply
them to the categories of admissible extensions over C. Before closing the chap-
ter by defining n-extension closed subcategories, we will recall the so called Baer
sum which turns ExtnC( , ) into a bifunctor with values in the category of abelian
groups.
In [Re86], V.Retakh described isomorphisms, relating the (n  1)-st extension
group with the fundamental group of the category of n-extensions (for all n   1). In
Chapter 3, we are going to reestablish those isomorphisms in a very explicit manner,
provided that the underlying exact category C is “nice” enough. We will further
discuss how these isomorphisms interact with functors between exact categories. If
C is not only exact, but also monoidal, the corresponding monoidal product functor
yields a candidate for an external operation on the category of n-extensions. We
will discuss the interplay between this candidate and Retakh’s isomorphisms.
Chapter 4 addresses the classical theory of Hochschild cohomology. We will
briefly define the cup product and the Gerstenhaber bracket at the level of the
Hochschild complex, and explain why the Hochschild cohomology ring of an algebra
is not only graded commutative, but in fact a so called strict Gerstenhaber algebra.
We conclude the chapter by an example, which is widely known as the theorem of
Hochschild-Kostant-Rosenberg.
Chapter 5 introduces a bracket and a squaring map on the Ext-algebra of the
tensor unit of a given exact and monoidal category. We will show that, firstly
by an argument presented in [Ta04], the bracket is constantly zero if the given
monoidal category admits a braiding, and that, secondly, by the results obtained
in Chapter 2, the bracket and the squaring map behave nicely with respect to
exact and monoidal functors. Afterwards, we will compare our construction with
the original one by S. Schwede. As a result, we will conclude that if we apply our
construction to the special case of bimodules over an algebra, we indeed recover
Schwede’s map (up to minor di↵erences). This insight will enable us to prove that
the Gerstenhaber bracket is an invariant under Morita equivalence. We are going
to end the chapter by a short survey on the existence of braidings on the monoidal
category of bimodules over an algebra.
In Chapter 6, we are going to describe parts of the kernel of the Gerstenhaber
bracket in Hochschild cohomology for quasitriangular Hopf algebras. The key ingre-
dients leading to the result were developed in Chapter 5, and its preceding chapters,
CONVENTIONS ix
and will be combined here. If H is a finite dimensional commutative Hopf algebra
over a field k, M. Linckelmann described its Hochschild cohomology ring in terms
of its cohomology ring: HH•(H,H) ⇠= H ⌦k H•(H, k). By previous considerations
on the kernel of the Gerstenhaber bracket on HH•(H,H), we will deduce that it is
determined by the images of the adjoint representation ad(h) = {h, }H , h 2 H, if
H is quasitriangular.
Finally, in Chapter 7, we will concern ourselves with Hochschild cohomology
for abelian categories A, provide a bracket in this setting (by using Chapter 5), and
conclude that it is the usual Gerstenhaber bracket in Hochschild cohomology if A
is the category of left modules over an algebra being projective over the base ring.
Conventions
We will not pay attention to set theoretical issues that can appear when ap-
plying constructions that rely on a base category (for instance, forming homotopy
groups of a category, or the derived category of an abelian category). To feel more
comfortable, the reader might want to assume that all occurring categories are
(skeletally) small. For the entire thesis at hand, we further agree on the following
notations.
• The term ring (algebra) shall always stand for associative and unital ring (alge-
bra). If R is a ring, we denote its (additive and multiplicative) units by 0R and
1R or, for short (if there is no ambiguity), by 0 and 1. The opposite ring of R, de-
noted by Rop, has the same underlying abelian group as R, but its multiplicative
structure is given by r ? s := sr (for r, s 2 R).
• If not stated otherwise, k will always denote a commutative ring.
• The term module will always mean left module.
• For two integers n1  n2 we put [n1, n2] := {n1, n1 + 1, . . . , n2}. We let
Sn := {  : [1, n]  ! [1, n] |   is bijective}
be the symmetric group on n letters.
• Let V1, . . . , Vn be k-modules. Every element   of the symmetric group Sn gives
rise to a k-linear map V1 ⌦k · · ·⌦k Vn ! V (1) ⌦k · · ·⌦k V (n) by
 (v1 ⌦ · · ·⌦ vn) = v (1) ⌦ · · · v (n),
where vi 2 Vi for i = 1, . . . , n. In the particular case of n = 2, the symmetric
group has just one non-trivial element. We denote the corresponding twist map
by ⌧ = ⌧V1,V2 :
⌧ : V1 ⌦k V2  ! V2 ⌦k V1, ⌧(v1 ⌦ v2) = v2 ⌦ v1.
• If R is a ring, let Mod(R) be the category of all R-modules, mod(R) be the
full subcategory of all finitely generated R-modules and let mod0(R) be the full
subcategory of all R-modules of finite length. Accordingly, we use the notation
Proj(R), proj(R), proj0(R) and Inj(R), inj(R), inj0(R) for the corresponding full
subcategories of all projective and injective R-modules. Likewise, Flat(R), flat(R)
and flat0(R) denote the full subcategories of all flat R-modules (being finitely
generated/of finite length over R).
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• If C is a category, we let ObC be the class of all objects in C and MorC the class
of all morphisms in C. For objects X and Y in C, let HomC(X,Y ) (IsoC(X,Y ))
be the set of all morphisms (isomorphisms) between X and Y in C. Further, we
put EndC(X) := HomC(X,X) and AutC(X) := IsoC(X,X). If C is a category of
modules over a ring R, we write HomR, EndR, AutR and IsoR. We denote by
idX 2 EndC(X) the identity morphism of X; alternative notions will be 1EndC(X)
or, for short, 1X . The opposite category of C, denoted by Cop, is defined by
ObCop := ObC and HomCop(X,Y ) := HomC(Y,X) (for objects X,Y 2 C).
• Let C be a category with a zero object (that is, an initial and terminal object)
and f 2 HomC(X,Y ). If f has a kernel in C, we denote it by (Ker(f), ker(f)),
where Ker(f) 2 ObC and ker(f) is the defining morphism ker(f) : Ker(f)! X.
Similarly, we denote a cokernel of f (if existent) by (Coker(f), coker(f)). If X 0 !
X  X 00 and X 0  X ! X 00 are diagrams in C that admit a pullback/pushout
in C, we denote by X 0⇥XX 00 the pullback of the first diagram, and by X 0 XX 00
the pushout of the second.
• The term functor shall always stand for covariant functor. If X : C ! D is a
functor, we denote by Im(X) = XC its essential image, i.e., the full subcategory
{D 2 D | D ⇠= X(C) for some object C 2 C} ✓ D.
• If C is a category with a zero object, we use blackboard bold letters for complexes
over C. (Recall that a complex is a sequence · · · ! Xi+1 ! Xi ! Xi 1 ! · · ·
of morphisms in C, indexed over Z, such that the composite of two successive
morphisms is zero.) If X is a complex, we let Xi be the object in degree i,
and let xi : Xi ! Xi 1 be the corresponding morphism in X (i 2 Z). We
abbreviate this by X = (Xi, xi)i. We let C(C) be the category of complexes over
C. For cocomplexes over C (i.e., complexes in C(Cop)), we use upper indices:
X = (Xi, xi)i.
• If C and D are categories, we let C ⇥ D be the corresponding product category.
Its objects are pairs (X,Y ), where X runs through the objects of C and Y runs
through the objects of D; its morphism sets are given by
HomC⇥D((X,Y ), (X 0, Y 0)) := HomC(X,X 0)⇥HomD(Y, Y 0).
If X : C⇥ D! T is a functor to some target category T, then we write
X(f, Y ) := X(f, idY ) and X(X, g) := X(idX , g),
where X 2 ObC, Y 2 ObD and f 2 MorC, g 2 MorD. For
X = HomC( , ) : Cop ⇥ C  ! Sets
we also introduce the notation
f⇤ = f⇤Y := HomC(f, Y ) and g⇤ = g
X
⇤ := HomC(X, g).
In terms of this convention, we get f⇤ g⇤ = g⇤ f⇤ : HomC(Y 0, X)! HomC(Y,X 0)
if f : X ! X 0 and g : Y ! Y 0.
• Let C be a category with finite biproducts (denoted by  ). If A and B are objects
in C, we let
jA : A  ! A B, qA : A B  ! A,
jB : B  ! A B, qB : A B  ! B
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be the canonical morphisms. Remember that they satisfy the following equations:
qA   jA = idA, jA   qA + jB   qB = idA B
qB   jB = idB .
Further, we let dA : A! A A and dA : A A! A denote the unique morphisms
with
qA   dA = idA = qA   dA and dA   jA = idA = dA   jA.
More generally, if A1, . . . , Ar and B1, . . . , Bs are objects in C, j` : A` !
L
iAi,
and qk :
L
iBi ! Bk are the canonical morphisms, and if fk,` : A` ! Bk (for
` = 1, . . . , r, k = 1, . . . , s) are morphisms in C, then the matrix
M :=
26664
f1,1 f1,2 · · · f1,r
f2,1 f2,2 · · · f2,r
...
...
. . .
...
fs,1 fs,2 · · · fs,r
37775 :
rM
`=1
A`  !
sM
k=1
Bk
is defined to be the unique morphism in C with
qk  M   j` = fk,` (for ` = 1, . . . , r, k = 1, . . . , s).
If r = 1, we will also use the notation26664
f1,1
f2,1
...
fs,1
37775 = f1,1   f2,1   · · ·  fs,1.
Occasionally, a slightly more ambiguous notation will be employed in the case
s = 1: ⇥
f1,1 f1,2 · · · f1,r
⇤
= f1,1 + · · ·+ f1,r.

CHAPTER 1
Prerequisites
Within this chapter we will recall definitions and results being crucial for the
observations we will make in the consecutive chapters. Thereunder, basics from the
theory of (Quillen) exact categories and monoidal categories. Bialgebras and, more
specifically, Hopf algebras will give rise to examples of (braided and symmetric)
monoidal categories. Further examples will be stated in the chapter’s final section.
1.1. Exact categories
1.1.1. Exact categories were introduced by D.Quillen in [Qu72] in oder to
study the K-theory of additive categories which are not necessarily abelian. He
defines them as full subcategories of abelian categories such that their image in
the abelian category defines an extension closed subcategory. Equivalently, exact
categories may be defined (without explicitly naming an ambient abelian category)
as additive categories equipped with a distinguished class of sequences which are
subject to certain axioms. In [Ke90] B.Keller discusses these axioms, discovers
some redundancy, and hence is able to restate the classical definition in a very
concise way. In what follows, we will consider exact categories as (extension closed)
subcategories of abelian categories. Let k be a commutative ring.
Definition 1.1.2. Let C be a full subcategory of an abelian category A. The
subcategory C is called extension closed (in A), if whenever
0  ! C 0  ! A  ! C 00  ! 0
is a short exact sequence in A with C 0 and C 00 in C, then A belongs to C.
Definition 1.1.3. Let C be an additive k-category and let iC : C ! AC be a
full and faithful k-linear functor into an abelian k-category AC.
(1) The pair (C, iC) is an exact k-category (or a Quillen exact k-category) if the
essential image Im(iC) = iCC of iC is an extension closed subcategory of AC.
(2) A sequence 0 ! E0 ! E ! E00 ! 0 in C is called an admissible short exact
sequence (or a conflation) provided its image under iC is a short exact sequence
in AC. We denote the class of all admissible short exact sequences in C by  (C).
(3) A morphism E0 ! E in C is an admissible monomorphism (or an inflation) if
it fits inside an admissible short exact sequence 0! E0 ! E ! E00 ! 0.
(4) A morphism E ! E00 in C is an admissible epimorphism (or a deflation) if it
fits inside an admissible short exact sequence 0! E0 ! E ! E00 ! 0.
Let A be an abelian k-category, and let D be a full subcategory of A. We call D an
exact subcategory of A, if D together with the inclusion functor D ! A defines an
exact k-category.
1
2 1. PREREQUISITES
Remark 1.1.4. (1) When denoting an exact k-category, we will frequently
suppress the structure giving inclusion and write C instead of (C, iC).
(2) Evidently, extension closed subcategories are closed under taking finite biprod-
ucts. Note that if A is an abelian category and C is an extension closed subcat-
egory of A containing a zero object and being closed under isomorphisms, then
the pair (C, iC), where iC = inc : C ! A denotes the inclusion functor, is an
exact category. In particular any abelian category A is Quillen exact, in such a
way that  (A) coincides with the class of all short exact sequences in A (which
is obvious from the definition).
Proposition 1.1.5 ([Qu72]). Let C be an exact k-category and i = iC : C! AC
its defining embedding into the abelian k-category A = AC.
(1) For every object E in C, the identity morphism idE is an admissible monomor-
phism and an admissible epimorphism.
(2) The class  (C) of all admissible short exact sequences is closed under isomor-
phisms and finite direct sums (taken in the category of chain complexes over
C).
(3) The composite of two admissible monomorphisms (admissible epimorphisms)
is an admissible monomorphism (admissible epimorphism).
(4) In every admissible short exact sequence 0! E0 ! E ! E00 ! 0 in C, E0 ! E
is a kernel of E ! E00, and E ! E00 is a cokernel of E0 ! E.
(5) Let 0! E0 f ! E g ! E00 ! 0 be an admissible short exact sequence in C and let
p 2 HomC(E0, X), q 2 HomC(X,E00) be morphisms in C. The pair (f, p) has a
pushout in C, while the pair (g, q) has a pullback in C.
Proof. The assertions (1) and (2) are valid for trivial reasons, and basically
just use the fact that i is an additive functor. In order to prove (3), let f : E0 ! E
and g : E ! E00 be admissible monomorphisms. We obtain a commutative diagram
0 // iE0
i(f)
✏✏
iE0 //
i(g f)
✏✏
0 //
✏✏
0
0 // iE
i(g)
//
✏✏
iE00 //
✏✏
Coker(i(g)) // 0
Coker(i(f))   // Coker(i(g   f))   // Coker(i(g))
where the highlighted arrows come from the universal property that cokernels carry.
An application of the Snake Lemma yields the exactness of
0 // Coker(i(f)) // Coker(i(g   f)) // Coker(i(g)) // 0
and hence g   f is admissible since iC is extension closed. Analogously, g   f is an
admissible epimorphism, if g and f are. The second statement is obvious. To see
(5), we remark that in A, we are allowed to complete the following diagram given
by the labeled arrows via the unlabeled ones such that the lower row is also a short
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exact sequence in A:
0 // iE0
i(f)
//
i(p)
✏✏
iE
i(g)
//
✏✏
iE00 // 0
0 // iX // P // iE00 // 0 .
Since C is exact, the pushout P = iX  iE0 iE belongs to the essential image of i.
Its fibre clearly is a pushout of (f, p). In a similar way, the pullback along g and q
exists in C, too. ⇤
Definition 1.1.6. Let C and D be exact k-categories. A (not necessarily
k-linear) functor X : C ! D is called exact if it carries admissible short exact
sequences in C to admissible short exact sequences in D, that is, if X induces a map
 (C)!  (D). Assume that D = A is abelian. The functor X : C! A is called
(1) left exact if any admissible short exact sequence 0 ! E0 ! E ! E00 ! 0 in C
is carried to an exact sequence
0  ! X(E0)  ! X(E)  ! X(E00)
in A.
(2) right exact if any admissible short exact sequence 0 ! E0 ! E ! E00 ! 0 in
C is carried to an exact sequence
X(E0)  ! X(E)  ! X(E00)  ! 0
in A.
The k-linear left (right) exact functors C ! A form a full subcategory Fun k(C,A)
(Fun%k(C,A)) of the category of k-linear functors Funk(C,A). Their intersection,
Funk(C,A) := Fun
 
k(C,A) \ Fun%k(C,A),
is the full subcategory of Funk(C,A) containing all exact k-linear functors C! A.
Remark 1.1.7. Let C be an additive k-category equipped with a class  (C) of
sequences 0 ! E0 f ! E g ! E00 ! 0 of morphisms in C (where f is an “admissible
monomorphism” and g is an “admissible epimorphism”) having the properties (1)–
(5) of Proposition 1.1.5, and moreover, fulfilling the following two conditions.
(i) If E ! E00 is a morphism in C that possesses a kernel in C, and if D ! E is
a morphism in C such that D ! E ! E00 is an admissible epimorphism, then
E ! E00 is an admissible epimorphism.
(ii) If E0 ! E is a morphism in C that possesses a cokernel in C, and if E ! F
is a morphism in C such that E0 ! E ! F is an admissible monomorphism,
then E0 ! E is an admissible epimorphism.
Consider the category AC := Fun
 
k(C
op,Mod(k)) of left exact k-linear functors
X : Cop ! Mod(k) (left exact in the sense that a distinguished sequence 0! E0 !
E ! E00 ! 0 in  (C) is mapped to an exact sequence 0! X(E00)! X(E)! X(E0)
in Mod(k)). As exhibited in [Qu72], one can show, that C embeds into AC via the
Yoneda functor and that AC is k-linear abelian. Furthermore, the essential image
of C in AC is an extension closed subcategory and  (C) is precisely the class of
sequences in C which are carried over to short exact sequences in AC. Thus C is
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exact in the sense of Definition 1.1.3. B.Keller observed that, in fact, it su ces to
assume that  (C) satisfies 1.1.5(1)–(3) and 1.1.5(5).
Proposition 1.1.8 ([Ke90]). Let C be an additive k-category equipped with
a class  (C) of sequences 0 ! E0 ! E ! E00 ! 0 of morphisms in C fulfilling
the properties (1), (2), (3) and (5) of Proposition 1.1.5. Then also 1.1.5(4) and
1.1.7(i)–(ii) hold true. ⇤
Lemma 1.1.9. Let C and D be exact k-categories. Let X : C! D be an exact
k-linear functor. Then X preserves pushouts along admissible monomorphisms and
pullbacks along admissible epimorphisms.
Proof. If f : X ! Y is an admissible monomorphism in C, then it fits inside
some admissible exact sequence
0  ! X  ! Y  ! Coker (f)  ! 0
in C. Pushing out along any other morphism f 0 : X ! Y 0 in C yields a sequence
(0  ! Y 0  ! Y  X Y 0  ! Coker (f)  ! 0) 2  (C).
Furthermore, the sequence
0 // X

f
 f 0
 
// Y   Y 0 // Y  X Y 0 // 0
is an admissible exact one in C and hence will stay so in D after applying X. By
dualizing this simple argument, we also obtain that X preserves pullbacks along
admissible epimorphisms. ⇤
1.2. Monoidal categories
In this section we will recall the notions of monoidal categories and structure
preserving functors (monoidal functors) between them. We mainly follow the text-
books [AgMa10] and [MaL98].
Definition 1.2.1. Let C be a category, ⌦ : C ⇥ C ! C be a functor, be an
object in C,
↵ :  ⌦ ( ⌦ )  ! ( ⌦ )⌦  ,
  : ⌦   ! IdC ,
% :  ⌦  ! IdC
be isomorphisms of functors and let  X,Y : X ⌦ Y ! Y ⌦X (for X,Y 2 ObC) be
natural morphisms.
(1) The 6-tuple (C,⌦, ,↵, , %) is a monoidal category provided that the following
diagrams commute:
X ⌦ ( ⌦ Y ) ↵X, ,Y //
X⌦ Y
✏✏
(X ⌦ )⌦ Y
%X⌦Y
✏✏
X ⌦ Y X ⌦ Y
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and
W ⌦ (X ⌦ (Y ⌦ Z)) ↵W,X,Y⌦Z //
W⌦↵X,Y,Z
✏✏
(W ⌦X)⌦ (Y ⌦ Z) ↵W⌦X,Y,Z // ((W ⌦X)⌦ Y )⌦ Z
W ⌦ ((X ⌦ Y )⌦ Z) ↵W,X⌦Y,Z // (W ⌦ (X ⌦ Y ))⌦ Z ,
↵W,X,Y ⌦Z
OO
whereW,X, Y, Z 2 ObC. In this situation, ⌦ is a tensor (or monoidal) product
functor for C and is the (tensor) unit of ⌦.
(2) The 7-tuple (C,⌦, ,↵, , %,  ) is a pre-braided monoidal category, provided that
(C,⌦, ,↵, , %) is a monoidal category and   is an isomorphism such that
%     , =   . In this case,   is a pre-braiding on the monoidal category C.
(3) The 7-tuple (C,⌦, ,↵, , %,  ) is a lax braided monoidal category provided that
(C,⌦, ,↵, , %) is a monoidal category such that %     , =   and such that
the diagrams
X ⌦ (Y ⌦ Z) ↵X,Y,Z //
X⌦ Y,Z
✏✏
(X ⌦ Y )⌦ Z  X⌦Y,Z // Z ⌦ (X ⌦ Y )
↵Z,X,Y
✏✏
X ⌦ (Z ⌦ Y ) ↵X,Z,Y // (X ⌦ Z)⌦ Y  X,Z⌦Y // (Z ⌦X)⌦ Y ,
and
(X ⌦ Y )⌦ Z ↵
 1
X,Y,Z
//
 X,Y ⌦Z
✏✏
X ⌦ (Y ⌦ Z)  X,Y⌦Z // (Y ⌦ Z)⌦X
↵ 1Y,Z,X
✏✏
(Y ⌦X)⌦ Z ↵
 1
Y,X,Z
// Y ⌦ (X ⌦ Z) Y⌦ X,Z // Y ⌦ (Z ⌦X)
commute for all X,Y, Z 2 ObC. These diagrams define the so called triangle
equations. In this case,   is a lax braiding on the monoidal category C.
(4) The 7-tuple (C,⌦, ,↵, , %,  ) is a braided monoidal category provided that
(C,⌦, ,↵, , %) is a monoidal category and   is an isomorphism satisfying the
triangle equations. In this case,   is a braiding on the monoidal category C.
(5) A braided monoidal category is called a symmetric monoidal category, if
( X,Y ) 1 =  Y,X for all X,Y 2 ObC. In this case,   is a symmetry on the
monoidal category C.
Remark 1.2.2. Let (C,⌦, ,↵, , %) be a monoidal category.
(1) We will often suppress a huge part of the structure morphisms and simply write
(C,⌦, ) instead of (C,⌦, ,↵, , %); if they are needed without explicitly being
mentioned, we will refer to them as ↵C,  C and %C.
(2) Note that in the definition of a lax braided monoidal category we do not require
that   is an isomorphism.
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(3) It follows from the axioms (cf. [JoSt93, Prop. 1.1]) that the following diagrams
commute for all X,Y, Z 2 ObC.
⌦   //
⌦ % // ,
X ⌦ (Y ⌦ ) X⌦% //
↵
✏✏
X ⌦ Y
(X ⌦ Y )⌦ % // X ⌦ Y ,
⌦ (X ⌦ Y )   //
↵
✏✏
X ⌦ Y
( ⌦X)⌦ Y
 ⌦Y
// X ⌦ Y .
(4) Let   be a braiding on (C,⌦, ,↵, , %). The following diagrams commute (cf.
[JoSt93, Prop. 2.1]).
⌦X  X //
  ,X
✏✏
X
X ⌦ %X // X ,
X ⌦ %X //
 X,
✏✏
X
⌦X
 X
// X .
In particular,   is a pre-braiding and a lax braiding on the monoidal category
C.
(5) Note that if (C,⌦, ,↵, , %) is a monoidal category (with braiding  ), then so
is Cop together with the structure morphisms ↵ 1,   1 and % 1 (with braiding
  1).
Definition 1.2.3. A monoidal category (C,⌦, ) is called tensor k-category,
if C is k-linear and the tensor product functor ⌦ : C ⇥ C ! C is k-bilinear on
morphisms, that is, it factors through the tensor product category C⌦k C which is
defined as follows:
Ob(C⌦k C) := Ob(C⇥ C),
HomC⌦kC(X,Y ) := HomC(X1, Y1)⌦k HomC(X2, Y2)
for objects X = (X1, X2) and Y = (Y1, Y2) in C ⇥ C. A tensor k-category is
pre-braided (lax braided, braided, symmetric) if its underlying monoidal category is
pre-braided (lax braided, braided, symmetric).
Definition 1.2.4. Let (C,⌦C, C) and (D,⌦D, D) be monoidal categories. Let
L : C! D be a functor,
 X,Y : LX ⌦D LY  ! L(X ⌦C Y ),
 X,Y : L(X ⌦C Y )  ! LX ⌦D LY,
be natural morphisms in D (X,Y 2 ObC), and let
 0 : D  ! L C,  0 : L C  ! D
be morphisms in D.
(1) The triple (L, , 0) is called lax monoidal functor if the following diagrams
commute for all X,Y, Z 2 ObC:
1.2. MONOIDAL CATEGORIES 7
LX ⌦D (LY ⌦D LZ)LX⌦D Y,Z //
↵DL
✏✏
LX ⌦D L(Y ⌦C Z)
 X,Y⌦CZ // L(X ⌦C (Y ⌦C Z))
L↵C
✏✏
(LX ⌦D LY )⌦D LZ
 X,Y ⌦DLZ
// L(X ⌦C Y )⌦D LZ
 X⌦CY,Z
// L((X ⌦C Y )⌦C Z)
D ⌦C LX
 0⌦DLX
✏✏
 D,LX
// LX
L C ⌦D LX
 
C,X
// L( C ⌦C X)
L( C,X)
OO LX ⌦D D
LX⌦D 0
✏✏
%D,LX
// LX
LX ⌦D L C
 X, C
// L(X ⌦C C)
L(%C,X)
OO
(2) The triple (L, , 0) is called colax monoidal functor if the functor Lop : Cop !
Dop gives rise to a lax monoidal functor (Lop, , 0).
(3) The 5-tuple (L, , 0, , 0) is called bilax monoidal functor if (L, , 0) is a lax
monoidal functor and (L, , 0) is a colax monoidal functor such that  0   0 =
id D and the following diagrams commute for all objects X,Y in C.
D
 0
//
 D, D
✏✏
L C
L( C, C ) // L( C ⌦C C)
 
C, C
✏✏
D ⌦D D  0⌦D 0 // L C ⌦D L C
D L C
 0
oo L( C ⌦C C)
L(  1C, C )oo
D ⌦D D
  1D, D
OO
L C ⌦D L C
 
C, C
OO
 0⌦D 0
oo
L(X ⌦C C)⌦D L( C ⌦C Y )
 X, C⌦D C,Y //
 X⌦C C, C⌦CY
✏✏
(LX ⌦D L C)⌦D (L C ⌦D LY )
 X, C⌦D  C,Y
✏✏
L(X ⌦C C ⌦C C ⌦C Y )
 X⌦C C, C⌦CY // L(X ⌦C C)⌦D L( C ⌦C Y )
(4) The triple (L, , 0) is called an almost strong monoidal functor if it is a lax
monoidal functor and  0 is invertible. The triple (L, , 0) is called an almost
costrong monoidal functor if (Lop, , 0) is an almost strong monoidal functor
(that is, (L, , 0) is colax and  0 is invertible).
(5) The triple (L, , 0) is called a strong monoidal functor if it is an almost strong
monoidal functor and   is invertible. The triple (L, , 0) is called a costrong
monoidal functor if it is an almost costrong monoidal functor and  is invertible.
(6) The 5-tuple (L, , 0, , 0) is called a bistrong monoidal functor if it is a bilax
monoidal functor such that  ,  0,  and  0 are invertible.
Remark 1.2.5. (1) In [AgMa10] the authors define bilax monoidal functors
for functors between braided monoidal categories. Since the applications we are
interested in frequently address the interplay of (ordinary) monoidal categories
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and monoidal categories that admit a braiding, we will stick to the weaker
definition made above.
(2) If (L, , 0) is a strong monoidal functor, then (L,  1,  10 ) is costrong. It
is easily checked that (L, , 0,  1,  10 ) in fact is even bistrong. One can
show that if (L, , 0, , 0) is a bistrong monoidal functor, then  =   1 and
 0 =  
 1
0 is necessarily implied (compare the proof of [AgMa10, Prop. 3.41]
and the statement [AgMa10, Prop. 3.45]).
Definition 1.2.6. Let (C,⌦, ) be a monoidal category.
(1) Assume that C is an exact k-category. An object X 2 ObC is called flat
(respectively coflat), if X⌦  (respectively  ⌦X) is an exact functor. Denote
by Flat(C) (Coflat(C)) the full subcategory of C consisting of all flat (coflat)
objects.
(2) The monoidal category (C,⌦, ) is a weak exact monoidal k-category (coweak
exact monoidal k-category) if C is an exact k-category and every object in C is
flat (coflat).
Lemma 1.2.7. Let (C,⌦, ) be a monoidal category, such that C is an exact
k-category. Then Flat(C) and Coflat(C) are monoidal categories whose monoidal
structure is inherited from C.
Proof. By definition, the functors ⌦   ⇠= IdC ⇠=   ⌦ are exact. Hence
is flat and coflat. If X, Y are flat, and X 0, Y 0 are coflat, then
(X ⌦ Y )⌦  ⇠= X ⌦ (Y ⌦ ) ⇠= (X ⌦ )   (Y ⌦ )
and
 ⌦ (X 0 ⌦ Y 0) ⇠= ( ⌦X 0)⌦ Y 0 ⇠= ( ⌦ Y 0)   ( ⌦X 0)
imply that X ⌦ Y is flat and X 0 ⌦ Y 0 is coflat. ⇤
1.3. Examples: Exact and monoidal categories
Example 1.3.1 (Chain complexes). Let C be an exact k-category with defining
embedding i = iC : C ! AC into the abelian k-category A = AC. Denote by C(C)
the category of chain complexes in C and by C(A) the category of chain complexes
in A. BothC(C) andC(A) are k-linear, additive categories and the functor i induces
a k-linear, full and faithful functor C(i) : C(C) ! C(A). By taking kernels and
cokernels degreewise, C(A) is abelian, and the image of C(i) defines an extension
closed subcategory of C(A). For this reason, C(C) is an exact category. In fact,
a map in C(C) is an admissible monomorphism (admissible epimorphism) if and
only if it is an admissible monomorphism (admissible epimorphism) in C in every
degree.
Example 1.3.2 (Functors). Let P be a (small) preadditive category and let
(C, iC) be an exact k-category. The additive k-category of additive functors P! C,
CP = FunZ(P,C) = Add(P,C),
embeds into the abelian category APC = Add(P,AC) via i
P
C. C
P is extension closed
because C is. Thus CP is a k-linear exact category. This construction enables us to
recover the exact category of chain complexes over C.
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Let
 !
  be the infinite quiver
· · · a 1 // • 1
a0 // •
0
a1 // •
1
a2 // · · · .
We let W !
 
be the category with objects  0 (the vertices of
 !
 ) and, for i, j 2  0,
with morphisms
HomW !
 
(i, j) = k (i, j)/k 2(i, j),
where  r(i, j) is the set of all paths w form i to j of length length(w)   r, and
 (i, j) :=  0(i, j). In particular, HomW !
 
(i, j) 6= 0 if, and only if, j = i or j = i+1.
It is obvious that C(C) ⇠= Add(Wop !
 
,C) = C
Wop !
  .
Example 1.3.3 (Bimodules). Let A be a k-algebra. Then the categories
Mod(A), mod(A), Proj(A), proj(A) are k-linear and exact in the evident way. More
generally, every abelian category A is exact, and so are its full subcategories Proj(A)
and Inj(A). Let Aev = A ⌦k Aop be the enveloping algebra of A. We regard A as
an Aev-module through
(a1 ⌦ a2)a := a1aa2 (for a, a1, a2 2 A).
Every Aev-module M may be turned into a left and right A-module (with central
k-action) via
am := (a⌦ 1A)m, ma := (1A ⌦ a)m (for a 2 A, m 2M).
Therefore we have three forgetful functors:
LA : Mod(A
ev)  ! Mod(A), RA : Mod(Aev)  ! Mod(Aop),
XAev : Mod(A
ev)  ! Mod(k).
Observe that XAev factors through both LA and RA. Denote by P(A) and p(A) the
full subcategories of Mod(Aev) respectively mod(Aev) consisting of all A-modules
which are A-projective on both sides, that is,
P(A) =
 
M 2 Mod(Aev) | LA(M) 2 Proj(A), RA(M) 2 Proj(Aop)
 
and
p(A) =
 
M 2 mod(Aev) | LA(M) 2 Proj(A), RA(M) 2 Proj(Aop)
 
.
The adjunction isomorphism HomA(A ⌦k A, ) ⇠= Homk(A,HomA(A, )) implies
Proj(Aev) ✓ P(A) and proj(Aev) ✓ p(A) in case A is projective over k. But since,
for example, A does not need to be projective as an Aev-module, the other inclusion
will not hold in general, even if A is k-projective. In fact, G.Hochschild showed in
[Ho45] that, if k is a field, A being projective over Aev is equivalent to A being
separable over k.
The tensor product ⌦A over A defines a functor Mod(Aev) ⇥ Mod(Aev) !
Mod(Aev). For every Aev-moduleM , there are natural Aev-module homomorphisms
M ⌦A A ⇠=M ⇠= A⌦AM
and hence it is easy to believe, that (Mod(Aev),⌦A, A) is a monoidal category.
The functor ⌦A restricts to P(A)⇥P(A)! P(A) (since, for instance, HomA(P ⌦A
Q, ) ⇠= HomA(P,HomA(Q, )) for all Aev-modules P,Q). It follows that the triple
(P(A),⌦A, A) is a monoidal category. Since projective A-modules are flat over A,
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every object in the monoidal category (P(A),⌦A, A) is flat and coflat. The category
P(A) is going to reappear in various stages of this thesis.
Example 1.3.4 (Endofunctors). Let A be a k-linear abelian category. The
category Endk(A) = Funk(A,A) of all k-linear endofunctors of A is k-linear and
abelian, hence exact. The category Endk(A) has the structure of a monoidal cat-
egory; with respect to this monoidal structure, every endofunctor of A is coflat,
and every exact endofunctor of A is flat and coflat (see Chapter 7). The monoidal
product functor is given by the composition of functors:
  : Endk(A)⇥ Endk(A)! Endk(A), (X,Y) 7! X   Y.
The associativity isomorphism is simply given by the associativity of the composi-
tion of functors, whereas the left and right unit morphisms are given by the identity
morphisms (e.g., IdA  X = X = X   IdA clearly does hold for evey k-linear func-
tor X : A ! A). Hence (Endk(A),  , IdA) is a monoidal category whose monoidal
structure is strict (that is, the structure morphisms are the identity morphisms).
In Chapter 7 we are going to investigate the category of k-linear endofunctors on
an abelian k-linear category in further detail.
Example 1.3.5 (Bialgebras). Let B = (B,r, ⌘, , ") be a bialgebra over k
(see Section A.2 of the appendix of this thesis for examples and further details on
bialgebras). Thanks to the comultiplication map  , the k-module M ⌦k N is a
B-module for every pair of B-modules M and N . More concretely, the B-action
on M ⌦k N is given by
b(m⌦ n) :=  (b) · (m⌦ n) =
X
(b)
b(1)m⌦ b(2)n (for b 2 B, m 2M and n 2 N).
The B-module that arises in this way will be denoted by M ⇥kN . It is not di cult
to see that (Mod(B),⇥k, k) carries the structure of a monoidal category. In the
special case when k is a field,   ⇥k M and M ⇥k   are exact functors, i.e., every
object in (Mod(B),⇥k, k) is flat and coflat. In general we have to pass to smaller
categories to achieve flatness (respectively coflatness) for objects. For instance, let
⌃ ✓ Flat(k) be a subclass of objects, such that {0, k},⌃ ⌦k ⌃ ✓ ⌃ and such that
the full subcategory of Mod(k) defined by ⌃ is closed under isomorphisms and an
extension closed subcategory of Mod(k). Then the full subcategory
C⌃(B) :=
 
M 2 Mod(B) | XB(M) 2 ⌃
 ✓ Mod(B)
is closed under isomorphisms and an extension closed subcategory ofMod(B) which
contains 0, k and also C⌃(B) ⇥k C⌃(B), and whose objects are flat and coflat.
Here XB : Mod(B) ! Mod(k) denotes the forgetful functor. By specializing to
⌃ = Proj(k), we get the exact and monoidal k-category (CProj(k)(B),⇥k, k). It is
closed under taking direct summands, and will be of particular interest in Section
6.3.
CHAPTER 2
Extension categories
For a given exact category C, and for fixed objects X and Y , one may consider
the class of admissible short exact sequences 0 ! Y ! E ! X ! 0 in C. It gives
rise to a subcategory of C(C) by putting X in degree  1, and Y in degree 1. The
morphisms are obtained by just allowing chain morphisms, that are the identity
morphisms in degrees  1 and 1. In an analogous way, the category of admissible
n-extension of X by Y arises. Within this chapter, we will study some homotopical
properties of those categories, leading to the insight, that their (lower) homotopy
groups can be identified (see Chapter 3). The content of the following two chapters
is strongly related to [Bu13], [NeRe96], [Re86] and [Schw98].
2.1. Definition and properties
2.1.1. In what follows, we let C be an exact k-category with defining embedding
i = iC : C ! AC into the abelian k-category A = AC. Let X and Y be two objects
in C, and let n   1 be an integer. Within this section, we introduce and investigate
the category of admissible n-extensions in C. It should be pointed out that most of
the observations presented here are direct generalizations of the ones in [Schw98].
Definition 2.1.2. A sequence
⇠ ⌘ 0 // Y // En 1 // · · · // E1 // E0 // X // 0
of morphisms in C is called an admissible n-extension of X by Y (or an admissible
exact sequence of length n) if there exist factorizations
Kn 2 · · · K2
✏✏
0 // Y // En 1
✏✏
// En 2
OO
// · · · // E1 //
✏✏
E0 // X // 0
Kn 1 Kn 1
OO
K1 K1
OO
in C such that the sequences
0 // Ei // Ki // Ei 1 // 0
0 // Y // En 1 // Kn 1 // 0,
0 // K1 // E0 // X // 0,
(for 1  i  n  1),
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are admissible short exact sequences in C.
Definition 2.1.3. Let ExtnC(X,Y ) denote the category whose objects are the
admissible n-extensions ⇠ of X by Y in C:
⇠ ⌘ 0 // Y en // En 1 en 1 // · · · e2 // E1 e1 // E0 e0 // X // 0 .
A morphism in ExtnC(X,Y ) is given by a commutative diagram in C of the following
shape:
⇠
↵
✏✏
⌘ 0 // Y // En 1 //
✏✏
En 2 //
✏✏
· · · // E0 //
✏✏
X // 0
⇣ ⌘ 0 // Y // Fn 1 // Fn 2 // · · · // F0 // X // 0 .
Let Ext0C(X,Y ) be the category with object set HomC(X,Y ) and trivial morphisms.
Notation 2.1.4. We will abbreviate the middle segment of an admissible n-
extension ⇠ of X by Y by E and use the shorthand notation
⇠ ⌘ 0 // Y // E // X // 0 .
E may be regarded as a complex concentrated in degrees 0 up to n   1. Clearly,
every morphism ↵ : ⇠ ! ⇣ in ExtnC(X,Y ) gives rise to a morphism ↵ : E ! F of
complexes.
Lemma 2.1.5. Let ↵ : ⇠ ! ⇣ be a morphism in ExtnC(X,Y ).
(1) If ↵ is an admissible monomorphism in C(C), the pushout of any diagram of
the form
⇣ 0 ⇠ ↵ //oo ⇣
exists in ExtnC(X,Y ).
(2) If ↵ is an admissible epimorphism in C(C), the pullback of any diagram of the
form
⇠0 // ⇣ ⇠↵oo
exists in ExtnC(X,Y ).
Proof. We only prove (1) since (2) follows similarly. The pushout P of the
described diagram surely exists in C(C) for C(C) is exact. Since an admissi-
ble monomorphism in C(C) is given by a chain morphism being an admissible
monomorphism in every degree and, furthermore, a pushout is nothing other than
a cokernel of a certain morphism, it is taken degreewise. But if A is an object in
C, the pushout of
A A
idA //
idAoo A
clearly is A together with the identity morphisms. So the diagram
⇠
↵ //
✏✏
⇣
✏✏
⇣ 0 // P
in C(C) actually belongs to ExtnC(X,Y ). ⇤
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Definition 2.1.6. The exact category C is
(1) closed under kernels of epimorphisms if for a morphism f in C the following
condition is satisfied:
f is an admissible epimorphism in C () i(f) is an epimorphism in A.
That is, i detects admissible epimorphisms.
(2) closed under cokernels of monomorphisms if for a morphism f in C the following
condition is satisfied:
f is an admissible monomorphism in C () i(f) is a monomorphism in A.
That is, i detects admissible monomorphisms.
Examples 2.1.7. (1) Clearly, if C is closed under kernels of epimorphisms
(cokernels of monomorphisms), then Cop is closed under cokernels of monomor-
phisms (kernels of epimorphisms).
(2) Every abelian category is closed under kernels of epimorphisms and under cok-
ernels of monomorphisms.
(3) Let A be a k-algebra. The exact category P(A) (cf. Example 1.3.3) is closed
under kernels of epimorphisms: Let f : P ! Q be a surjective map between
objects in P(A). Then Ker(f) is, as a left A-module, a direct summand of P ,
and therefore A-projective on the left. Similarly, Ker(f) is also A-projective on
the right and hence belongs to P(A).
(4) Let B be a bialgebra over k. The exact category CProj(k)(B) (see Example 1.3.5)
is closed under kernels of epimorphisms.
2.1.8. Let   : ⇠ ! ⇣ be a morphism in ExtnC(X,Y ), and assume that ⇠ and ⇣
are given as follows.
⇠ ⌘ 0 // Y en // En 1 en 1 // En 2 en 2 // · · · e1 // E0 e0 // X // 0
⇣ ⌘ 0 // Y fn // Fn 1 fn 1 // Fn 2 fn 2 // · · · f1 // F0 f0 // X // 0
The objects
Xp =
8><>:
En 2, if p = n  1,
Ep   Ep 1, if 1  p  n  2,
E0, if p = 0,
in C form a complex X whose di↵erentials xp : Xp ! Xp 1 are given by xp = 0 for
p /2 [1, n  1] and
xp : Ep   Ep 1 can // Ep 1 can // Ep 1   Ep 2 (for 2  p  n  2),
whereas xn 1 : En 2 ! En 2   En 3 and x1 : E1   E0 ! E0 are given by
the canonical morphisms. The complex X 2 C(C) is such that ⇣   X belongs to
ExtnC(X,Y ). Let us define a morohism b  : ⇠ ! ⇣   X in ExtnC(X,Y ); degreewise, it
is given by b n = idY , b  1 = idX ,b n 1 : En 1  ! Fn 1   En 2, b n 1 =  n 1   en 1,b p : Ep  ! Fp   Ep   Ep 1, b p =  p   idEp  ep (for 1  p  n  2),
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and b 0 : E0  ! F0   E0, b n =  0   idE0 .
One immediately verifies that b  is a morphism of chain complexes (see [Schw98]
for the case of modules over a ring).
Lemma 2.1.9. The morphisms b  and   := i(b ) are degreewise monomor-
phisms (in particular, they are respective monomorphisms in C(C) and C(A)).
Proof. For every  1  p  n, p 6= n 1,  p is a monomorphism by definition.
This also holds true for p = n   1: We have to show that if t is a morphism in
A with  n 1   t = 0, then t = 0. In the abelian category A,  n 1 has a kernel
Ker( n 1); let ker( n 1) be the corresponding universal morphism. In particular,
we get that
i( n 1)   ker( n 1) = 0 = i(en 1)   ker( n 1).
The latter equality yields a unique morphism h : Ker( n 1)! iY with i(en)   h =
ker( n 1) (remember, that ⇠ is admissible exact, and thus i(en) is the kernel of
i(en 1)). Therefore
i(fn)   h = i( n 1   en)   h = i( n 1)   i(en)   h = 0,
and thus h = 0 (since i(fn) is a monomorphism). Hence the kernel of  n 1 =
i(b n 1) is trivial. Since i is injective on morphisms, also b  is a monomorphism in
every degree. ⇤
Lemma 2.1.10. Consider the following statements.
(1) C is closed under kernels of epimorphisms.
(2) C is closed under cokernels of monomorphisms.
(3) The morphism b  is an admissible monomorphism in C(C).
Then the implications (1)) (3) and (2)) (3) hold true.
Proof. Assume that C is closed under kernels of epimorphisms. First of all,
note that, since i(b ) is a monomorphism between acyclic complexes in C(A), its
cokernel in C(A) will also be acyclic. Let 1  p  n   2. We have the following
commutative diagram in A, having exact rows.
0 // iEp
i(b p)
// iFp   iEp   iEp 1 //
"
id  i( p) 0
0 id 0
0  i(ep) id
#
✏✏
Coker(i(b p)) //
✏✏
0
0 // iEp // iFp   iEp   iEp 1 // iFp   iEp 1 // 0
Here the dashed arrow is induced by the universal property of Coker(i(b p)). By the
5-Lemma, this morphism is already an isomorphism and therefore Coker(i(b p)) 2
iC. Similarly, Coker(i(b 0)) 2 iC. It follows, that
Ker
⇣
Coker(i(b 1))! Coker(i(b 0))⌘ 2 iC
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since C is closed under kernels of epimorphisms. By induction, we obtain:
Ker
⇣
Coker(i(b p))! Coker(i(b p 1))⌘ 2 iC (for all 1  p  n  2).
But, notably, this means that
Coker(i(b n 1)) = Ker⇣Coker(i(b n 2))! Coker(i( bfn 3))⌘ 2 iC
and we are done. Since we as well could have investigated the cokernels instead of
the kernels of the morphisms occuring in Coker(i(b )), the same proof works in case
C is closed under cokernels of monomorphisms. ⇤
Definition 2.1.11. The exact k-category C is called factorizing if for any
choice of n   1, X,Y 2 ObC and any morphism   in ExtnC(X,Y ), the morphism b 
is an admissible monomorphism in C(C).
By Lemma 2.1.10 the exact category C is factorizing if it is closed under ker-
nels of epimorphisms or under cokernels of monomorphisms. The terminology is
motivated by the following lemma.
Lemma 2.1.12 ([Schw98, Lem. 4.4]). If C is factorizing, then there is an
admissible monomorphism ◆ and a split epimorphism ⇡ in C(C), both belonging to
ExtnC(X,Y ), such that the morphism   : ⇠ ! ⇣ factors as   = ⇡   ◆.
Proof. Let ⇡ : ⇣  X! ⇣ be the canonical projection and put ◆ = b . Clearly,
⇡ is a split epimorphism and ⇡ ◆ =  . Moreover, b  is an admissible monomorphism
since C is factorizing. ⇤
2.2. Homotopy groups
2.2.1. Let C be a small category. Recall that the classifying space B(C) of C is
given by the geometrical realization of the nerve NC of C. The i-th homotopy group
⇡iC of C then arises as the i-th homotopy group of the classifying space of C, that
is, ⇡iC := ⇡i(B(C)) for i   0. The 1st homotopy group of C (i.e., ⇡1C) is also called
the fundamental group of C (or, to be more precise, the fundamental group of C at
some (suppressed) base point X 2 ObC). We will explain how to understand ⇡0C
and ⇡1C in terms of morphisms in C.
2.2.2. Let X,Y be objects in C. A path w = w(X,Y ) from X to Y in C is a
sequence of objects X0, X1, . . . , Xn 2 C and morphisms a0, a1, . . . , an 1 in C with
ai 2 HomC(Xi, Xi+1) or ai 2 HomC(Xi+1, Xi) (for 0  i  n  1),
and X0 = X and Xn = Y . We will denote such a path w by
X = X0 oo
a0 // X1 oo
a1 // · · · oo an 2 // Xn 1 oo an 1 // Xn = Y .
The length of the path w is length(w) := n. A path from X to X in C is called
a loop based at X. Let PathC(X,Y ) be the set of all paths form X to Y in C.
Clearly, PathC(X,Y ) 6= ; if HomC(X,Y ) [ HomC(Y,X) 6= ;. Moreover, note that
the assignments
Xi 7! Yn i = Xi, ai 7! bn i = ai (for 0  i  n)
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induce a bijection PathC(X,Y ) ! PathC(Y,X). If w is a path from X to Y in C,
we will denote its image under this map by (the formal symbol) w 1. Henceforth,
X! Y () PathC(X,Y ) 6= ;
defines an equivalence relation on the set of objects of C. Let ⇡0C be the set
of equivalence classes with respect to !. If D is another small category and if
X : C ! D is a functor, then X will respect the relation !, i.e., X ! Y in C
will imply XX ! XY in D. This shows that X gives rise to a well-defined map
X] = ⇡0X : ⇡0C! ⇡0D. The category C is called connected if PathC(X,Y ) 6= ; for
every choice of objects X and Y . The path category of C is the category ⇧(C) given
by the data
Ob(⇧(C)) = Ob(C)
Hom⇧(C)(X,Y ) = PathC(X,Y ) (for X,Y 2 C).
The composition of morphisms in ⇧(C) is given by splicing paths together (in the
evident way). It is apparent that C faithfully embeds into ⇧(C). Let w and w0 be
paths from X to Y such that length(w) = length(w0)   1. We say that w and w0
are elementary homotopic if there is a commutative diagram
  ⌘
X1
X2
??
// X3
__
in C such that one arrow occurs in w0 and w arises from w0 by replacing this
arrow by the other two. Let ⇠ be the smallest equivalence relation on PathC(X,Y )
such that two paths of length di↵erence 1 are equivalent if, and only if, they are
elementary homotopic. If w ⇠ w0 for some paths w and w0, we say that w and w0
are homotopically equivalent. Put
PathC(X,Y ) :=
PathC(X,Y )
⇠ .
Since composition of paths respects the elementary homotopic relations, it induces
a well defined map modulo ⇠, i.e., we obtain a category G(C):
Ob(G(C)) = Ob(C)
HomG(C)(X,Y ) = PathC(X,Y ) (for X,Y 2 C).
Definition 2.2.3. Let G be a category. We call G a groupoid if every morphism
in G is invertible.
2.2.4. The category G(C) clearly is a groupoid and we call it the Quillen (or
fundamental) groupoid associated to C. By mapping a morphism f : X ! Y
in C to the equivalence class of f in HomG(C)(X,Y ), we obtain a dense functor
gC : C! G(C). This functor is in general neither full nor faithful. For instance, if C
has an initial or a terminal object, then C is contractible by [Qu72, §1, Cor. 2], and
hence EndG(C)(X) is trivial for every object X (since it is isomorphic to ⇡1(C, X)
by the following proposition), whereas EndC(X) does not have to be. However, the
pair (G(C), gC) has the following universal property: If X : C! D is a functor such
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that X(f) is invertible in D for every morphism f in C, then X uniquely factors
through gC.
Proposition 2.2.5. Let C be an essentially small category. Then, for every
object X in C, ⇡1(C, X) ⇠= EndG(C)(X) as groups. Therefore every element of
⇡1(C, X) may be considered as a loop based at X (up to homotopy).
Proof. See [Qu72, Prop. 1]. ⇤
2.2.6. Let X : C ! D be a functor into a small category D. By the universal
property of the Quillen groupoid, we obtain a commutative diagram
C
X //
gC
✏✏
D
gD
✏✏
G(C)
X[ // G(D)
telling us that X induces a group homomorphism
⇡1(X, X) : ⇡1(C, X) ⇠= EndG(C)(X)  ! EndG(D)(XX) ⇠= ⇡1(D,XX)
for every object X in C.
2.2.7. Let X 0 and Y 0 be objects in C and w1 and w2 be paths from X 0 to X
and Y 0 to Y respectively. The map
PathC(X,Y )  ! PathC(X 0, Y 0), w 7! w1ww 12
induces an isomorphism of groups:
cw1,w2 : PathC(X,Y )  ! PathC(X 0, Y 0).
For w1 = w2 = w we will denote cw,w by cw; it is simply conjugating with the
group element defined by w. In particular, we obtain an isomorphism
cw : ⇡1(C, X) ⇠= EndG(C)(X)  ! EndG(C)(Y ) ⇠= ⇡1(C, Y ),
if w is a path from Y to X in C.
Lemma 2.2.8. Let X : C ! D be a functor and let X and Y be objects in C.
Let v, w 2 PathC(Y,X). Then the diagram
(2.2.1)
⇡1(C, X)
⇡1(X,X)
//
cv,w
✏✏
⇡1(D,XX)
cXv,Xw
✏✏
⇡1(C, Y )
⇡1(X,Y )
// ⇡1(D,XY )
commutes.
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Proof. This is almost obvious, since the following extended version of the
diagram (2.2.1) is commutative.
HomG(C)(X,X)
X[X,X
//
HomG(C)(X,w
 1)
✏✏
HomG(D)(XX,XX)
HomG(D)(XX,Xw
 1)
✏✏
HomG(C)(X,Y )
X[X,Y
//
HomG(C)(v,Y )
✏✏
HomG(D)(XX,XY )
HomG(D)(Xv,XY )
✏✏
HomG(C)(Y, Y )
X[Y,Y
// HomG(D)(XY,XY )
Observe that the compositions of the vertical arrows correspond to cv,w and cXv,Xw
respectively. ⇤
2.3. Lower homotopy groups of extension categories
2.3.1. Throughout this section, let C be an exact k-category and n   1 be an in-
teger. We fix objects A,B,X, Y in C. The k-modules HomC(A,X) and HomC(Y,B)
(externally) act on the category ExtnC(X,Y ). In order to be more specific, let
⇠ ⌘ 0  ! Y  ! E  ! X  ! 0
be an admissible n-extension in ExtnC(X,Y ) and let f 2 HomC(A,X) and g 2
HomC(Y,B). We obtain admissible n-extensions ⇠ a g in ExtnC(A, Y ) and f ` ⇠
in ExtnC(X,B) through the following commutative diagram (arising by respectively
taking the pullback and the pushout of the obvious morphisms).
⇠ a f ⌘ 0 // Y // En 1 // En 2 // · · · // E1 // Pf
✏✏
// A //
f
✏✏
0
⇠ ⌘ 0 // Y
g
✏✏
en // En 1
✏✏
// En 2 // · · · // E1 // E0 e0 // X // 0
g ` ⇠ ⌘ 0 // B // Qg // En 2 // · · · // E1 // E0 // X // 0
In fact, by the universality of pullbacks and pushouts, we get functors
( ) a f : ExtnC(X,Y )  ! ExtnC(A, Y ),
g ` ( ) : ExtnC(X,Y )  ! ExtnC(X,B).
Assume that f and g are isomorphisms. Then ⇠ a f and g ` ⇠ are of the following
form:
(2.3.1)
0 // Y
en // En 1
en 1
// · · · e1 // E0 f
 1 e0
// A // 0 ,
0 // B
g 1 en
// En 1
en 1
// · · · e1 // E0 e0 // X // 0 .
Now assume that A = X and B = Y . Since EndC(X) and EndC(Y ) are k-algebras,
we obtain two k-actions on ExtnC(X,Y ) which we also denote by a and `. They are
equivalent in the following sense:
8a 2 k : ⇠ a (a idX) = (a idY ) ` ⇠ in ⇡0ExtnC(X,Y ).
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If a 2 k is an invertible element, the n-extensions ⇠ a (a idX) and (a idY ) ` ⇠ appear
as the rows of the following commutative diagram (compare with (2.3.1)):
0 // Y
en // En 1
en 1
//
a 1
✏✏
· · · e1 // E0 a
 1e0 //
a 1
✏✏
X // 0 ,
0 // Y
a 1en // En 1
en 1
// · · · e1 // E0 e0 // X // 0 .
Let us remark that if C is abelian and ⇠ is a short exact sequence 0 ! Y ! E !
X ! 0 in C, then f 7! ⇠ a f and g 7! ( g) ` ⇠ are precisely the connecting
homomorphisms
HomC(A,X)  ! Ext1C(A, Y ), HomC(Y,B)  ! Ext1C(X,B)
in the long exact sequences corresponding to ⇠ (cf. [Bou07, §7, Prop. 6.5] and
[CaEi56, XIV.1]).
2.3.2. We are going to endow ⇡0ExtnC(X,Y ) with the structure of an abelian
group. Let ⇠ and ⇣ be objects in ExtnC(X,Y ):
⇠ ⌘ 0  ! Y  ! E  ! X  ! 0 ,
⇣ ⌘ 0  ! Y  ! F  ! X  ! 0 .
For n = 1, we let ⇠   ⇣ be the lower row of the following diagram:
0 // Y   Y // E0   F0 // X  X // 0
0 // Y   Y
[ 1 1 ]
✏✏
// P
✏✏
//
OO
X
[ 11 ]
OO
// 0
0 // Y // Q // X // 0
If n   2 we define ⇠   ⇣ to be the equivalence class of the lower row of the commu-
tative diagram
0 // Y   Y // En 1   Fn 1 // · · · // E0   F0 // X  X // 0
0 // Y   Y //
[ 1 1 ]
✏✏
En 1   Fn 1 //
✏✏
· · · // P //
OO
X
[ 11 ]
OO
// 0
0 // Y // Q // · · · // P // X // 0 .
Here, in both situations, P denotes the pullback and Q the pushout of the obvious
diagrams. Clearly, the above construction is functorial. Therefore we obtain a
bifunctor
  : ExtnC(X,Y )⇥ ExtnC(X,Y )! ExtnC(X,Y )
and hence a well defined map
+ : ⇡0ExtnC(X,Y )⇥ ⇡0ExtnC(X,Y )  ! ⇡0ExtnC(X,Y ), ([⇠], [⇣]) 7! [⇠   ⇣].
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There is a distinguished admissible n-extension  n(X,Y ) in ExtnC(X,Y ). Namely,
if n = 1, let  n(X,Y ) be the split admissible short exact sequence
0 // Y // Y  X // X // 0 .
In all other cases,  n(X,Y ) is defined to be the admissible n-extension
0 // Y Y // 0 // · · · // 0 // X X // 0 .
It is apparent that [⇠    n(X,Y )] = [⇠] = [ n(X,Y )   ⇠] for every admissible
n-extension ⇠ of X by Y .
Lemma 2.3.3 ([MaL95, III.5]). The functors   and ` turn ⇡0ExtnC(X,Y ) into
a k-module. The identity element with respect to + is given by the equivalence class
of the sequence  n(X,Y ), whereas the inverse element of the equivalence class of
some admissible n-extension ⇠ is given by the equivalence class of  ⇠ = (  idY ) ` ⇠.
2.3.4. The operation + on ⇡0ExtnC(X,Y ) is commonly known as the Baer sum.
We will denote the k-module obtained from ⇡0ExtnC(X,Y ) by ExtnC(X,Y ) and call
it the k-module of admissible n-extensions of X by Y . Recall that if C is an abelian
category with enough projectives, ExtnC(X,Y ) coincides with the value of the n-th
right derived funtor of HomC( , Y ) at X:
ExtnC(X,Y ) ⇠= RnHomC( , Y )(X) = Hn(HomC(PX , Y )),
where X ! X ! 0 is some projective resolution of X in C.
2.3.5. For later usage, we will convince ourselves that, for given ⇠ 2 ExtnC(X,Y ),
⇠   ( ⇠) is equivalent to  n(X,Y )
which precisely means that [⇠] + [ ⇠] = [ n(X,Y )]. In Section 3.2 it will be helpful
to have a concrete path between ⇠   ( ⇠) and  n(X,Y ) at hand.
To begin with, we consider the case n = 1. We have the following extended
commutative diagram defining ⇠   ( ⇠)
⇠ ⌘ 0 // Y // E0 e0 // X // 0
⇠   ( ⇠) ⌘ 0 // Y   Y
[ 1 1 ]
OO
// E0   E0
[ 1 1 ]
OO
h
e0 0
0  e0
i
// X  X
[ 1  1 ]
OO
// 0
0 // Y   Y
[ 1 1 ]
✏✏
// P
u
\\
✏✏
//
OO
X
[ 11 ]
OO
// 0
⇠   ( ⇠) ⌘ 0 // Y f // Q g // X // 0 ,
where the blue arrow u is induced by the universal property of the kernel of e0
(the kernel of e0 is given by the pair (Y, e1)). But now one easily checks that left
diagram below commutes, which yields a unique morphism s : Q ! Y completing
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it to the commutative diagram on the right hand side.
Y   Y
[ 1 1 ]
✏✏
// P
u
✏✏
✏✏
Y
idY //
f
// Q
Y
Y   Y
[ 1 1 ]
✏✏
// P
u
✏✏
✏✏
Y
idY //
f
// Q
s
  
Y
Therefore, f is a split monomorphism and the desired isomorphism Q ⇠= Y  X is
given by
h
f s
idQ f s
i
: Q! Ker(g) Ker(s) ⇠= Y  X.
Suppose that n   2. The above considerations tell us, that the lower sequence in
the diagram
0 // Ker(e0) Ker(e0) // E0   E0
h
e0 0
0  e0
i
// X  X // 0
0 // Ker(e0) Ker(e0)
[ 1 1 ]
✏✏
// P
v
✏✏
//
OO
X
[ 11 ]
OO
// 0
0 // Ker(e0) // eQ eg // X // 0
is split. Let r : X ! eQ be such that eg   r = idX . We obtain the following
commutative diagram
0 // Y   Y // En 1   En 1 // · · · // E0   E0 // X  X // 0
0 // Y   Y //
[ 1 1 ]
✏✏
En 1   En 1
[ 1 1 ]

//
✏✏
· · · // P //
OO
X
[ 11 ]
OO
// 0
0 // Y // Q
t
✏✏
// · · · // P
v
✏✏
// X // 0
0 // Y // En 1 // · · · // eQ // X // 0
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wherein the arrow t is induced by the universal property of Q. (Observe that the
squares in between the last two rows really do commute.) We end up with the path
⇠   ( ⇠)
✏✏
⌘ 0 // Y // Q
t
✏✏
// · · · // P
v
✏✏
// X // 0
e⇠ ⌘ 0 // Y // En 1 // · · · // eQ // X // 0
 n(X,Y )
OO
⌘ 0 // Y Y
OO
// · · · // X
r
OO
X // 0
and hence we are done.
For extension categories, the 0-th and the i-th homotopy groups are linked in
the following manner.
Proposition 2.3.6 ([Re86, Thm. 1]). Let A be an abelian category. Then, for
every n   1 and i = 0, . . . , n,
Extn iA (B,A) ⇠= ⇡iExtnA(B,A) (for A,B 2 ObA),
as groups. In particular, ⇡iExtnA(B,A) is abelian for all A,B 2 ObA.
We will (explicitly) reestablish this isomorphism for i = 1 in the case of exact
k-categories which are factorizing (in the sense of Definition 2.1.11). This recovers
a generalization of Proposition 2.3.6 stated in [NeRe96]. A key ingredient will be
the following result.
Lemma 2.3.7 ([Schw98, Proof of Lem. 4.5]). Assume that C is factorizing.
Let ⇠, ⇠0 2 ExtnC(X,Y ) be admissible n-extensions and let w be a path in ExtnC(X,Y )
from ⇠ to ⇠0. Then w is homotopically equivalent to a path of the form
⇠ // ⇣ ⇠0 .oo
Proof. If two adjacent arrows in w point in the same direction, we may com-
pose them to obtain a homotopically equivalent loop w0. So, without loss of gener-
ality, it can be assumed that two adjacent arrows in w point in opposite directions.
In this case, w locally looks as follows:
· · ·  i 1↵i 1oo ↵i //  i  i+1↵i+1oo ↵i+2 //  i+2 · · · .↵i+3oo
We factorise ↵i+1 = ⇡   ◆, where ◆ is an admissible monomorphism in C(C) and
⇡ is a split epimorpism (as described in Lemma 2.1.12). Since ⇡ splits, there is a
morphism q in ExtnC(X,Y ) such that ⇡   q = id i . So w is homotopically equivalent
to
· · ·  i 1↵i 1oo q ↵i //    i+1◆oo ↵i+2 //  i+2 · · · .↵i+3oo
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But, since ◆ is an admissible monomorphism, the pushout of ◆ and ↵i+2 exists, and
lies in ExtnC(X,Y ) (by Lemma 2.1.5). Therefore, we have a commutative diagram
 i+1
◆
✏✏
↵i+2
//  i+2
p2
✏✏
  p1
// P
yielding the loop
· · ·  i 1↵i 1oo p1 q ↵i // P  i+3p2 ↵i+3oo ↵i+4 // · · ·
which is homotopically equivalent to ! and has length length(w) 2. By proceeding
in this manner, we either end up with one of the following types of loops.
⇠ //   ⇠0oo
⇠ //  1  2oo // ⇠0
⇠  1oo //  2 ⇠0oo
⇠  1oo //  2  3oo // ⇠0
If the resulting loop is the first one, we are done. If it is one of the others, we just
have to insert id⇠ : ⇠  ! ⇠ pointing in the appropriate direction, and move on with
the algorithm described above. ⇤
2.4. n-Extension closed subcategories
2.4.1. Let k be a commutative ring. Throughout this section, fix an abelian
k-category A and a full additive subcategory C ✓ A. Let j : C ! A be the
corresponding inclusion functor. For objects C and D in C and an integer n   1,
we let ExtnC(D,C) ✓ ExtnA(D,C) be the full subcategory of n-extensions 0! C !
E! D ! 0 in A whose middle term E belongs to C(C). We let ExtnC(D,C) denote
⇡0ExtnC(D,C) which is consistent with the definition for exact subcategories C.
2.4.2. Let 0 ! C 0 ! A ! C 00 ! 0 be a short exact sequence in A, whose
bordering terms C 0 and C 00 are objects in C. Then A belongs to the essential image
of j in A if, and only if, there is a short exact sequence 0! C 0 ! C ! C 00 ! 0 in
A with C in C such that it is isomorphic to the one we have started with. It follows
that the essential image of j is an extension closed subcategory of A if, and only if,
j induces a bijection Ext1C(C
00, C 0) ! Ext1A(C 00, C 0) for all C 0, C 00 2 ObC. In this
section, we will study subcategories C which give rise to a bijection ExtnC(C
00, C 0) ⇠=
ExtnA(C
00, C 0) for n   2.
Definition 2.4.3. Let n   1 be an integer.
(1) The full subcategory C of A is n-extension closed if the induced maps
j]m : Ext
m
C (X,Y )  ! ExtmA (X,Y ) (for m  n)
are bijective for any pair of objects X,Y in C.
(2) The category C is entirely extension closed if it is n-extension closed for all n.
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Remark 2.4.4. (1) From 2.4.2 the following observation is immediate: The
subcategory C is 1-extension closed if, and only if, the essential image of j is
extension closed, and thus, (C, j : C! A) is a Quillen exact k-category if, and
only if, C is 1-extension closed.
(2) Assume that C is 1-extension closed (i.e., that it is an exact subcategory of
A). The maps j]m : Ext
m
C (X,Y ) ! ExtmA (X,Y ) are k-linear for all m   0,
and all X, Y in C. This follows from the fact that j preserves pushouts (along
admissible monomorphisms) and pullbacks (along admissible epimorphisms).
We get the following obvious consequence.
Lemma 2.4.5. Assume that C is entirely extension closed. For every X,Y 2
ObC, the inclusion j : C! A defines an isomorphism
j]• : Ext
•
C(X,Y )  ! Ext•A(X,Y )
of graded k-modules. ⇤
Proposition 2.4.6. Let X and Y be in C. Assume that X admits a projective
resolution · · ·! P2 ! P1 ! P0 ! X ! 0 in A. Further, assume that
(1) C is 1-extension closed,
(2) Pi belongs to C for every i   0, and
(3) for every object A 2 ObC, every i   0 and for every epimorphism f : Pi ! A
in A, the kernel Ker(f) of f lies in C (up to isomorphism).
(For instance, one may assume that C is closed under kernels of epimorphisms to
ensure that (3) holds.) Then the inclusion functor j : C ! A induces an isomor-
phism Ext•C(X,Y )! Ext•A(X,Y ).
Proof. Let X,Y 2 ObC and let n   1 be an integer. We show that j]n is
surjective. To this end, let ⇠ : 0! Y ! En 1 ! · · ·! E0 ! X ! 0 be an exact
sequence in A. If n = 1, the equivalence class of ⇠ already belongs to Ext1C(X,Y ).
Hence let us assume that n   2. There is a morphism of complexes in C(A) lifting
the indetity of X:
· · · // Pn+1 //
✏✏
Pn //
'n
✏✏
Pn 1 //
'n 1
✏✏
Pn 2 //
'n 2
✏✏
· · · // P0 //
'0
✏✏
X // 0
· · · // 0 // Y // En 1 // En 2 // · · · // E0 // X // 0 .
Now, consider the pushout diagram
· · · // Pn+1 //
✏✏
Pn //
'n
✏✏
Pn 1 //
✏✏
Pn 2 // · · · // P0 // X // 0
· · · // 0 // Y // Pn 1  Pn Y // Pn 2 // · · · // P0 // X // 0 ,
wherein the lower row defines an n-extension ⇠0 of X by Y which is equivalent to
the n-extension ⇠. By (2), P0, . . . , Pn 2 2 ObC. Moreover, by (3) and induction,
Ker(Pi  ! Pi 1) 2 ObC for i = 0, . . . , n  2,
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where P 1 = X. Hence Pn 1  Pn Y 2 ObC since it occurs as a 1-extension of
objects in C:
0  ! Y  ! Pn 1  'n Y  ! Ker(Pn 2  ! Pn 3)  ! 0 .
Therefore ⇠0 is an admissible n-extension of X by Y in C, whose equivalence class
in ExtnC(X,Y ) is mapped, via j
]
n, to the equivalence class of ⇠ in Ext
n
A(X,Y ). To
deduce the injectivity of j]n, we claim that the above construction is functorial in
the following weak sense.
Claim: Let ⇠ ! ⇣ be a morphism in ExtnA(X,Y ). Then there is a morphism
⇠0 ! ⇣ 0 in ExtnC(X,Y ).
For the moment, let us assume that the claim is valid. Take an admissible n-
extension ⇠ in ExtnC(X,Y ) which is equivalent to the trivial n-extension in ExtnA(X,Y );
say ⇠ is connected to  n via a sequence (↵0,↵1, . . . ,↵r 1) of morphisms in ExtnA(X,Y )
with
↵i : ⇠i  ! ⇠i+1 or ↵i : ⇠i+1  ! ⇠i (for i = 0, . . . , r   1),
where ⇠add = ⇠ and ⇠r =  n. What we want to show is that ⇠ is linked to  n
by a sequence of morphisms in ExtnC(X,Y ). By the claimed weak functoriality,
morphisms
↵0i : ⇠
0
i  ! ⇠0i+1 or ↵0i : ⇠0i+1  ! ⇠0i (for i = 0, . . . , r   1),
will be given. The morphisms  0 := ↵⇠ : ⇠0 ! ⇠,  r+1 := ↵ n :  0n !  n and  i =
↵0i 1 (for i = 1, . . . , r) then define the desired connecting sequence ( 0, 1, . . . , r+1)
in ExtnC(X,Y ) and we are done.
Let us prove the claim. Let ↵ : ⇠ ! ⇣ be a morphism in ExtnA(X,Y ). As before,
there is a morphism of complexes,
P
'
✏✏
· · · // Pn+1 //
✏✏
Pn //
'n
✏✏
Pn 1 //
'n 1
✏✏
Pn 2 //
'n 2
✏✏
· · · // P0 //
'0
✏✏
X // 0
⇠ · · · // 0 // Y // En 1 // En 2 // · · · // E0 // X // 0 ,
which, when composed with ↵, yields a morphism  = ↵  ' of complexes between
the projective resolution of X and ⇣ which lifts the identity of X. We have the
commutative diagram
0 // Y // Fn 1 // Fn 2 // · · · // F0 // X // 0
0 // Y // En 1 //
↵n 1 ??
En 2
??
// · · · // E0
??
// X // 0
· · · // Pn
✏✏
//
 n
OO
Pn 1
OO
✏✏
// Pn 2
OO
// · · · // P0
OO
// X // 0
· · · // Pn
✏✏
//
'n
OO
Pn 1
OO
//
✏✏
Pn 2
OO
// · · · // P0
OO
// X // 0
0 // Y // Q // Pn 2 // · · · // P0 // X // 0
0 // Y // P //
f
??
Pn 2 // · · · // P0 // X // 0
wherein P = Pn 1  'n Y , Q = Pn 1   n Y and the red arrow f is induced by
the universal property of Pn 1  'n Y . It completes the diagram to a commutative
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one and hence gives rise to a morphism ↵0 : ⇠0 ! ⇣ 0 which di↵ers from the identity
morphism precisely in degree n  1, where it is given by ↵0n 1 = f . ⇤
Remark 2.4.7. The statement of Proposition 2.4.6 remains valid if one re-
places condition (3) by the following one: For every A 2 ObC, every i   0 and
every monomorphism f : A! Pi in A, the cokernel Coker(f) of f lies in C (up to
isomorphism). This is guaranteed, if C is closed under cokernels of monomorphisms.
Corollary 2.4.8. Assume that A has enough projective objects. Further, as-
sume that
(1) C is 1-extension closed,
(2) Proj(A) ✓ C, and
(3) for every object A 2 ObC and for every epimorphism f : P ! A in A with
P 2 ObProj(A), the kernel Ker(f) of f lies in C (up to isomorphism).
Then C is entirely extension closed. ⇤
Lemma 2.4.9. Let A be a k-algebra and consider the full subcategory P(A) of
Mod(Aev) defined in Example 1.3.3. Then P(A) contains Proj(Aev) if, and only if,
A is projective as a k-module.
Proof. Every projective Aev-module belongs to P(A) if, and only if, the mod-
ule A⌦k A belongs to P(A) which holds true if, and only if,
HomA(A⌦k A, ) ⇠= Homk(A,HomA(A, )) ⇠= Homk(A, )
and
HomAop(A⌦k A, ) ⇠= Homk(A,HomAop(A, )) ⇠= Homk(A, )
are exact. But the latter (by definition) is valid if, and only if, A is a projective
k-module. ⇤
Corollary 2.4.10. Let A be a k-algebra . If A is k-projective, then P(A) is
entirely extension closed, i.e., the inclusion functor j : P(A) ! Mod(Aev) induces
an isomorphism of graded k-modules
j]• : Ext
•
P(A)(M,N)  ! Ext•Aev(M,N)
for all objects M and N in P(A). (It is an isomorphism of graded algebras in case
M = N .)
Proof. If A is k-projective, then Proj(Aev) ✓ P(A) by Lemma 2.4.9. The
assertion now follows from Corollary 2.4.8, because P(A) is closed under kernels of
epimorphisms. (Since j is an exact functor, it will preserve the Yoneda product on
Ext•P(A)(M,M) which we will introduce later; see Section 5.1.) ⇤
CHAPTER 3
The Retakh isomorphism
In [Re86] V.Retakh established a connection between the extension groups
and the homotopy groups of extension categories over a fixed abelian category A.
More precisely, he showed that for every pair of objects A,B in A, and integers
n   1 and i = 0, . . . , n, there is an isomorphism Extn iA (B,A) ⇠= ⇡iExtnA(B,A) of
(abelian) groups. In what follows, we will focus on the case i = 1. While S. Schwede
gave an explicit description of these isomorphisms for the category of left modules
over a ring (cf. [Schw98]), we will do so for any exact category which is factorizing.
3.1. An explicit description
3.1.1. Let k be a commutative ring. Throughout this section we fix an integer
n   0 as well as an exact k-category C with defining embedding i = iC : C ! AC
into the abelian k-category A = AC. Moreover, we fix objects X,Y 2 ObC and
an automorphism a 2 AutC(X). We assume that C is factorizing. Recall our
convention that for objects A and B in C,
jA : A  ! A B, qA : A B  ! A,
jB : B  ! A B, qB : A B  ! B
denote the canonical morphisms.
3.1.2. The main result of the following two sections, namely, that ExtnC(X,Y )
and ⇡1(Extn+1C (X,Y ), ⇠) are isomorphic groups for any base point ⇠, was (as men-
tioned above) proven by V.Retakh in [Re86] for abelian categories and A.Neeman
and V.Retakh in [NeRe96] in the more general context of so called Waldhausen
categories. However, their proofs involve a good amount of abstract homotopy the-
ory and therefore are not quite concrete. In contrast to their approach, we will
construct the desired isomorphism explicitly.
The first step in doing so, is to acquire a group homomorphism
ua,+C : Ext
n
C(X,Y )  ! ⇡1(Extn+1C (X,Y ), n+1(X,Y ))
which will be vital for our further investigations. In fact, ua,+C will turn out to be
bijective. In the following, we denote the equivalence class of a loop w in ExtnC(X,Y )
based at  n(X,Y ) by [w] 2 ⇡1(ExtnC(X,Y ), n(X,Y )).
3.1.3. Let us define for each ⇠ in ExtnC(X,Y ) a loop w(⇠) in Extn+1C (X,Y )
based at  n+1(X,Y ). To begin with, consider the case n = 0, and recall that
Ext0C(X,Y ) = HomC(X,Y ) by definition. For a given morphism g 2 HomC(X,Y ),
the matrix
La(g) =

idY g   a
0 idX
 
: Y  X  ! Y  X
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gives rise to a morphism ↵ :  1(X,Y ) !  1(X,Y ), i.e., a loop w(g) of length 1
based at  1(X,Y ). Suppose that n   1. Let
⇠ ⌘ 0 // Y en // En 1 en 1 // · · · e1 // E0 e0 // X // 0
be an admissible n-extension of X by Y . For a morphism f : A! X in C letMa(f)
be the matrix
Ma(f) =

a   f
 a   f
 
: A  ! X  X.
It gives rise to an admissible (n+ 1)-extension 0! Y ! E+ ! X ! 0 in C:
⇠+ ⌘ 0 // Y en // En 1 en 1 // · · · e1 // E0Ma(e0)// X  X [ 1 1 ] // X // 0 .
The extension ⇠+ fits into the commutative diagram
0 // Y Y
en
✏✏
// 0 //
✏✏
· · · // 0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y
en // En 1
en 1
// En 2
en 2
// · · · e1 // E0Ma(e0)// X  X [ 1 1 ] // X // 0
0 // Y Y
en
OO
// 0 //
OO
· · · // 0 //
OO
X
[ 01 ]
OO
X // 0
which is a loop w(⇠) in Extn+1C (X,Y ) based at  n+1(X,Y ). Note that any morphism
⇠ ! ⇣ in ExtnC(X,Y ) will give rise to a morphism ⇠+ ! ⇣+. Hence the assignment
ua,+C ([⇠]) = [w(⇠)] yields a well-defined map
ua,+C : Ext
n
C(X,Y )  ! ⇡1(Extn+1C (X,Y ), n(X,Y )).
Lemma 3.1.4. The map ua,+C : Ext
n
C(X,Y )! ⇡1(Extn+1C (X,Y ), n(X,Y )) is
a group homomorphism.
Proof. First of all, assume that n = 0 and let g, g0 2 HomC(X,Y ) = Ext0C(X,Y ).
Since 
idY g   a
0 idX
 
·

idY g0   a
0 idX
 
=

idY (g + g0)   a
0 idX
 
it follows that ua,+C (g + g
0) = ua,+C (g)u
a,+
C (g
0). For the remainder of the proof, let
n   1 and ⇠ and ⇣ be admissible n-extensions in ExtnC(X,Y ). Let us first investigate
the case n = 1; we will deduce the general result from it. The sum [⇠] + [⇣] is given
by the equivalence class of the lower sequence in the diagram
0 // Y   Y // E0   F0 // X  X // 0
0 // Y   Y
[ 1 1 ]
✏✏
// P
✏✏
//
OO
X
[ 11 ]
OO
// 0
0 // Y
d1 // Q
d0 // X // 0
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being obtained by successively taking a pullback and then a pushout. On the other
hand, ua,+C ([⇠])u
a,+
C ([⇣]) is represented by the loop
 2(X,Y )
✏✏
⌘ 0 // Y Y
e1
✏✏
0 //
✏✏
X
[ 10 ]
✏✏
X // 0
⇠+ ⌘ 0 // Y e1 // E0 Ma(e0) // X  X [ 1 1 ] // X // 0
 2(X,Y )
OO
✏✏
⌘ 0 // Y Y
e1
OO
0 //
OO
f1
✏✏
X
[ 10 ]
✏✏
[ 01 ]
OO
X // 0
⇣+ ⌘ 0 // Y f1 // F0 Ma(f0) // X  X [ 1 1 ] // X // 0
 2(X,Y )
OO
⌘ 0 // Y Y
f1
OO
0 //
OO
X
[ 01 ]
OO
X // 0
which, after pushing out ⇠+   2(X,Y ) ! ⇣+, is homotopically equivalent to a
loop of the form
(3.1.1)
0 // Y Y
p e1
✏✏
0 //
✏✏
X
0
0
1
 
✏✏
X // 0
0 // Y // bP // X  X  X [ 1 1 1 ] // X // 0
0 // Y Y
q f1
OO
0 //
OO
X

0
1
0
 OO
X // 0 .
In order to see this, one has to take the following pushout diagrams in C into
account:
Y
e1 //
f1
✏✏
E0
p
✏✏
F0
q
// bP ,
X
[ 10 ] //
[ 01 ]
✏✏
X  X
1 0
0 1
0 0
 
✏✏
X  X

0 1
0 0
1 0
 
// X  X  X .
The universal property of Q yields the (uniquely determined) blue arrow in the
commutative diagram
0 // Y   Y
[ 11 ]
✏✏
// P //
✏✏
E0   F0
[ p q ]
✏✏
0 // Y
d1 // Q // bP
0 // Y
h e1
f1
i
// E0   F0 ,
[ p q ]
OO
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and this arrow Q! bP is such that
0 // Y Y
✏✏
0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y // Q
Ma(d0)
//
✏✏
X  X
0 0
0 1
1 0
 
✏✏
[ 1 1 ]
// X // 0
0 // Y // bP // X  X  X [ 1 1 1 ] // X // 0
0 // Y // Q
OO
Ma(d0)
// X  X

0 0
0 1
1 0
 OO
[ 1 1 ]
// X // 0
0 // Y Y
OO
0 //
OO
X
[ 01 ]
OO
X // 0
commutes. But this diagram is a loop which is homotopically equivalent to the
loop (3.1.1) above, and to
0 // Y Y
d1
✏✏
0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y
d1 // Q
[Ma(d0) ]
// X  X [ 1 1 ] // X // 0
0 // Y Y
d1
OO
0 //
OO
X
[ 01 ]
OO
X // 0
which defines ua,+C ([⇠]+ [⇣]). We get u
a,+
C ([⇠]+ [⇣]) = u
a,+
C ([⇠])u
a,+
C ([⇣]) as required.
Now, finally, assume that n   2. The product ua,+C ([⇠])ua,+C ([⇣]) is represented
by the loop
 n+1(X,Y )  ! ⇠+     n+1(X,Y )  ! ⇣+     n+1(X,Y )
which expands as
0 // Y Y
✏✏
// 0 //
✏✏
· · · // 0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y
en // En 1
en 1
// En 2
en 2
// · · · e1 // E0Ma(e0)// X  X [ 1 1 ] // X // 0
0 // Y Y
OO
//
✏✏
0
✏✏
//
OO
· · · // 0 //
OO
✏✏
X
[ 01 ]
OO
[ 10 ]
✏✏
X // 0
0 // Y
fn
// Fn 1
fn 1
// Fn 2
fn 2
// · · · f1 // F0Ma(f0)// X  X [ 1 1 ] // X // 0
0 // Y Y
OO
// 0 //
OO
· · · // 0 //
OO
X
[ 01 ]
OO
X // 0 .
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As above, we take the pushout of ⇠+   n+1(X,Y ) ! ⇣+ to obtain a loop of
shorter length. Degreewise, the pushout is given by
Y
en //
fn
✏✏
En 1
r
✏✏
Fn 1
s // Q ,
0 //
✏✏
Ei
[ 10 ]
✏✏
Fi
[ 01 ] // Ei   Fi ,
X
[ 10 ] //
[ 01 ]
✏✏
X  X
1 0
0 1
0 0
 
✏✏
X  X

0 1
0 0
1 0
 
// X  X  X ,
where i = 0, . . . , n  2. The resulting loop, denoted by w, looks as follows:
0 // Y Y //
✏✏
0
✏✏
// · · · // 0 //
✏✏
X
0
0
1
 
✏✏
X // 0
0 // Y // Q // En 2   Fn 2 // · · · // E0   F0 // X  X  X
[ 1 1 1 ]
// X // 0
0 // Y Y
OO
// 0 //
OO
· · · // 0 //
OO
X

0
1
0
 OO
X // 0 .
Now consider the pullback diagram
E0   F0
h
e0 0
0 f0
i
// X  X
P
[ v1v2 ]
OO
v // X .
[ 11 ]
OO
It gives rise to factorizations of the morphisms in the loop w:
0 // Y Y //
✏✏
0
✏✏
// · · · // 0 //
✏✏
Xh
1
0
i
✏✏
X // 0
0 // Y // Q // En 2   Fn 2 // · · · // P //h v1
v2
i
✏✏
X  X
0 0
0 1
1 0
 
✏✏
[ 1 1 ]
// X // 0
0 // Y // Q // En 2   Fn 2 // · · · // E0   F0 // X  X  X
[ 1 1 1 ]
// X // 0
0 // Y // Q // En 2   Fn 2 // · · · // P //
h v1
v2
iOO
X  X

0 0
0 1
1 0
 OO
[ 1 1 ]
// X // 0
0 // Y Y
OO
// 0 //
OO
· · · // 0 //
OO
X
h
0
1
iOO
X // 0 .
But this loop is homotopically equivalent to ua,+C ([⇠] + [⇣]) since the diagram
Y   Y
h
en 0
0 fn
i
//
[ 1 1 ]
✏✏
En 1   Fn 1
[ r s ]
✏✏
Y
r en // Q
defines a pushout. This completes the proof. ⇤
3.1.5. In order to see that ua,+C is a bijection, we will construct its inverse map
ua, C : ⇡1(Extn+1C (X,Y ), n+1(X,Y ))  ! ExtnC(X,Y ).
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Assume that n = 0 and let w be a loop in Ext1C(X,Y ) based at  1(X,Y ). Since
every morphism in Ext1C(X,Y ) automatically is an isomorphism (due to the 5-
Lemma), w is homotopically equivalent to a morphism ↵ :  1(X,Y )!  1(X,Y ) in
Ext1C(X,Y ), which, for its part, is again an isomorphism. By assumption, we have
that qX   (↵0   idY X) = 0, so there is a unique morphism f(w) : Y  X ! Y in
C such that ↵0   idY X = jY   f(w). Hence the morphism
ua, C ([w]) := f(w)   jX   a 1
belongs to HomC(X,Y ) = Ext0C(X,Y ). Now let us suppose that n   1 and that
w is a loop in Extn+1C (X,Y ) based at  n+1(X,Y ). By Lemma 2.3.7 we know that
there is a loop w0 = ( n+1(X,Y )
↵ ! ⇠      n+1(X,Y )),
0 // Y Y
↵n
✏✏
// 0 //
↵n 1
✏✏
· · · // 0 //
↵1
✏✏
X
↵0
✏✏
X // 0
0 // Y
en+1
// En
en // En 1
en 1
// · · · e2 // E1 e1 // E0 e0 // X // 0
0 // Y Y
 n
OO
// 0 //
 n 1
OO
· · · // 0 //
 1
OO
X
 0
OO
X // 0 ,
such that [w] = [w0]. Without loss of generality, we may assume that w = w0. By
forming the di↵erence ↵   , we obtain a commutative diagram
X
↵0  0
✏✏
X
0
✏✏
E0
e0 // X
telling us, that e0   (↵0  0) = 0. Therefore there is a unique morphism w  : X !
Ker(e0) such that ker(e0)   w  = ↵0    0. We get the following pullback diagram.
(3.1.2)
0 // Y
en+1
// En
en // · · · e3 // E2 // P
✏✏
// X
w  a
✏✏
// 0
0 // Y
en+1
// En
en // · · · e3 // E2 e2 // E1 e1 // Ker(d0) // 0
The upper sequence, denoted by ⇠(w), is an admissible n-extension and hence
belongs to ExtnC(X,Y ). Thus we put
ua, C ([w]) = [⇠(w)].
We will divide the proof of ua,+C and u
a, 
C being mutually inverse into two parts.
Lemma 3.1.6. The composition ua, C   ua,+C is the identity. Hence ua,+C is
injective.
Proof. We start by looking at the case n = 0. Let g 2 HomC(X,Y ). One
easily checks that f(w(g)) coincides with g   a   qX and thus
(ua, C   ua,+C )(g) = f(w(g))   jX   a 1
= g   a   qX   jX   a 1 = g.
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Now let n   1 and choose an admissible n-extension ⇠ in ExtnC(X,Y ). By definition,
ua,+C ([⇠]) is represented by the loop w(⇠) given by
0 // Y Y
en 1
✏✏
// 0 //
✏✏
· · · // 0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y
en // En 1
en 1
// En 2
en 2
// · · · e1 // E0Ma(e0)// X  X [ 1 1 ] // X // 0
0 // Y Y
en 1
OO
// 0 //
OO
· · · // 0 //
OO
X
[ 01 ]
OO
X // 0
and the corresponding morphism w(⇠)  is simply the automorphism a 1. So in
this situation, the upper row in (3.1.2) displays itself as
0 // Y
en // En 1
en 1
// En 1
en 2
// · · · e1 // E0 e0 // X // 0
which verifies that (ua, C   ua,+C )([⇠]) = [⇠]. ⇤
Lemma 3.1.7. The composition ua,+C   ua, C is the identity. Hence ua,+C is
surjective.
Proof. First of all, we turn our attention towards the case n = 0. Let w be
a loop in Ext1C(X,Y ) based at  1(X,Y ) which is homotopically equivalent to an
isomorphism ↵ :  1(X,Y )!  1(X,Y ). By definition, ua, C ([w]) = f(w)   jX   a 1
for a map f(w) such that ↵0   idY X = jY   f(w). From the latter formula we
deduce the following equalities:
qX   ↵0   jX = idX , qY   ↵0   jX = f(w)   jX ,
qY   ↵0   jY = idY , qX   ↵0   jY = 0 .
Therefore the morphism Y  X ! Y  X given by the matrix
La(f(w)   jX   a 1) =

idY f(w)   jX
0 idX
 
coincides with
↵0 =

qX   ↵0   jX qY   ↵0   jX
qX   ↵0   jY qY   ↵0   jY
 
and hence (ua,+C   ua, C )([w]) = ua,+C (f(w)   jX   a 1) = [w].
Now let us consider the case n   1. Let w be a loop in Extn+1C (X,Y ) based
at  n+1(X,Y ). We claim that (u
a,+
C   ua, C )([w]) = ua,+C ([⇠(w)]) = [w]. Remember
that ⇠(w) is given by the upper sequence in the following pullback diagram:
0 // Y
en+1
// En
en // · · · e3 // E2 e2 // P
h
✏✏
e1 // X
w  a
✏✏
// 0
0 // Y
en+1
// En
en // · · · e3 // E2 d2 // E1 e1 // Ker(e0) // 0 ,
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where w  : X ! Ker(e0) is such that ker(e0)  w  = ↵0   0. There is a loop w0 of
the form  n+1(X,Y )
↵ ! ⇠      n+1(X,Y ) which is homotopically equivalent to w:
0 // Y Y
↵n
✏✏
// 0 //
↵n 1
✏✏
· · · // 0 //
↵1
✏✏
X
↵0
✏✏
X // 0
0 // Y
en+1
// En
en // En 1
en 2
// · · · e2 // E1 e1 // E0 e0 // X // 0
0 // Y Y
 n
OO
// 0 //
 n 1
OO
· · · // 0 //
 1
OO
X
 0
OO
X // 0 .
Since e0   ↵0 = idX = e0    0 and⇥
↵0  0
⇤    a   e1 a   e1
 
= (↵0    0)   a   e1 = ker(e0)   w    a   e1 = e1   h
the diagram
0 // Y Y
en+1
✏✏
// 0 //
✏✏
· · · // 0 //
✏✏
X
f0
✏✏
X // 0
0 // Y
en+1
// En // En 1 // · · · // E1 e1 // E0 // X // 0
0 // Y
en+1
// En
en // En 1
en 1
// · · · e2 // P
h
✏✏
h
OO
Ma(e1)
// X  X [ 1 1 ] //
[↵0  0 ]
OO
[↵0  0 ]
✏✏
X // 0
0 // Y
en+1
// En // En 1 // · · · // E1 e1 // E0 // X // 0
0 // Y Y
en+1
OO
// 0 //
OO
· · · // 0 //
OO
X
 0
OO
X // 0
is commutative and hence defines a loop w00 based at  n+1(X,Y ) which is homo-
topically equivalent to w0. Since the equalities⇥
↵0  0
⇤   idX
0
 
= ↵0,
⇥
↵0  0
⇤    0
idX
 
=  0
hold for trivial reasons, w00 is homotopically equivalent to
0 // Y Y
en+1
✏✏
// 0 //
✏✏
· · · // 0 //
✏✏
X
[ 10 ]
✏✏
X // 0
0 // Y
en+1
// En
en // En 1
en 1
// · · · e2 // P Ma(e1)// X  X [ 1 1 ] // X // 0
0 // Y Y
en+1
OO
// 0 //
OO
· · · // 0 //
OO
X
[ 01 ]
OO
X // 0
which represents the equivalence class ua,+C ([⇠(w)]). Therefore we are done. ⇤
We subsume our observations in the following theorem.
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Theorem 3.1.8. For every integer n   0, the map
ua,+C : Ext
n
C(X,Y )! ⇡1(Extn+1C (X,Y ), n+1(X,Y ))
is an isomorphism of groups whose inverse map is given by ua, C . In particular,
⇡1(Extn+1C (X,Y ), n+1(X,Y )) is abelian. ⇤
3.1.9. Let ⌧ and ⇠ be addmissile n-extension of X by Y . If w is a loop in
ExtnC(X,Y ) based at ⌧ , we may regard it as a diagram in ExtnC(X,Y ) to which one
may apply the functor    ⇠. Thus we obtain a loop w   ⇠ based at ⌧   ⇠. Recall
that, for fixed ⇠, we have a canonical path ⌧ ⇠ ( ⇠)! ⌧ e⇠  ⌧  n(X,Y ) ⇠=   ⌧
in ExtnC(X,Y ) (cf. the exposition in subparagraph 2.3.5).
Lemma 3.1.10. Let n   1 be an integer and ⌧, ⇠ 2 ExtnC(X,Y ) be two admis-
sible n-extensions. The map
vC(⌧, ⇠) : ⇡1(ExtnC(X,Y ), ⌧)  ! ⇡1(ExtnC(X,Y ), ⌧   ⇠), [w] 7! [w   ⇠]
is an isomorphism of groups.
Proof. We show that
vC(⌧   ⇠, ⌧   ⇠   ( ⇠))   vC(⌧, ⇠) = cv,
where cv is conjugation by the path v given by ⌧   ⇠   ( ⇠) ! ⌧   e⇠  ⌧ . Put
⇠add := ⇠   ( ⇠) for short, and let w be a loop in ExtnC(X,Y ) based at ⌧ . Assume
that w is given as follows:
⌧ =  0  !  1     2  ! · · ·    r 1  !  r = ⌧.
We show, by induction on i, that the loop
(3.1.3)
⌧   ⇠add  ! ⌧   e⇠    ⌧ =  0  !  1     2  ! · · ·
    r 1  !  r = ⌧  ! ⌧   e⇠    ⌧   ⇠add
is homotopically equivalent to the loop
⌧   ⇠add  !  1   ⇠add     2   ⇠add  ! · · ·
    i   ⇠add  !  i   e⇠     i  !  i+1    · · ·
 !  r = ⌧  ! ⌧   e⇠    ⌧   ⇠add
for any i   0. It then follows that the loop w ⇠  ( ⇠) is homotopically equivalent
to the conjugate of w by v. Let us just deal with the case i = 0. The induction
step then is an easy exercise. Since       is a bifunctor, we get the commutative
diagram
⌧   ⇠add // ⌧   e⇠ ⌧ //oo
✏✏
 1
✏✏
 2oo
⌧   e⇠ //  1   e⇠
⌧   ⇠add
OO
//  1   ⇠add
OO
36 3. THE RETAKH ISOMORPHISM
Thus it follows that the loop (3.1.3) is homotopically equivalent to
⌧   ⇠add  !  1   ⇠add  !  1   e⇠     1     2  ! · · ·
    r 1  !  r = ⌧  ! ⌧   e⇠    ⌧   ⇠add .
⇤
By combining Theorem 3.1.8 with Lemma 3.1.10 we instantaneously get.
Theorem 3.1.11. For any integer n   1 and any admissible n-extension ⇠ of
X by Y , the group ⇡1(ExtnC(X,Y ), ⇠) is isomorphic to Extn 1C (X,Y ). Therefore,
⇡1(ExtnC(X,Y ), ⇠) is abelian. ⇤
3.2. Compatibility results
Within this section, we discuss reformulations of the isomorphisms introduced
priorly, and study their behavior with respect to exact functors between exact
categories. We keep the notations and conventions of the previous section.
3.2.1. Let b 2 AutC(Y ) be an automorphism of Y . We obtain additional maps
ub,+C : Ext
n
C(X,Y )! ⇡1(Extn+1C (X,Y ), n+1(X,Y )) (for n 2 Z 0),
by dualizing the loop construction made for ua,+C : In the case n = 0, the loop
 1(X,Y ) !  1(X,Y ) a morphism g 2 HomC(X,Y ) will be mapped to by ub,+C is
given by the matrix
Lb(g) =

idY b   g
0 idX
 
: Y  X  ! Y  X.
For n   1 consider the matrix
M(f) =M b(f) =

f   b
 f   b
 T
: Y   Y  ! B
defined for any morphism f : Y ! B in C; given some admissible n-extension
⇠ 2 Ob ExtnC(X,Y ), we obtain a loop in the following manner:
0 // Y Y // 0 // · · · // 0 // X X // 0
0 // Y
[ 11 ] // Y   Y
[ 1 0 ]
OO
[ 0 1 ]
✏✏
M(en)
// En 1
OO
✏✏
en 1
// · · · e2 // E1
OO
✏✏
e1 // E0
e0 //
e0
OO
e0
✏✏
X // 0
0 // Y Y // 0 // · · · // 0 // X X // 0 .
Unsurprisingly, ub,+C is bijective, and its inverse map u
b, 
C may be constructed in
a very similar fashion as the one for ua,+C . We will elaborate on the correlation
between the maps ua,+C and u
b,+
C .
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Definition 3.2.2. Let ↵,  : ⇠ ! ⇣ be morphisms in ExtnC(X,Y ). We say that
↵ and   are homotopic if there exist morphisms si : Ei ! Fi+1 for 0  i  n   2
such that
f1   s0 = f0    0,
fi   si + si 1   ei = ↵i    i (for 1  i  n  2),
sn 2   en 1 = ↵n 1    n 1.
Such a family (si)i is then called a (chain) homotopy between ↵ and  .
Remark 3.2.3. Observe that ↵ and   being homotopic precisely means that
the induced morphisms ↵\ and  \ between the middle segments E and F are homo-
topic in the usual sense (cf. [Wei94, Sec. 1.4]).
Lemma 3.2.4 ([Schw98, Lem. 4.2]). Let ↵,  : ⇠ ! ⇣ be homotopic morphisms
in ExtnC(X,Y ). Then ↵ and   are homotopically equivalent (when regarded as paths
in ExtnC(X,Y )).
Proof. We recall (and adapt) S. Schwede’s proof for convenience of the reader.
Fix a chain homotopy si : Ei ! Fi+1, i = 0, . . . , n   2, between ↵ and  . Assume
that there is an admissible n-extension C in ExtnC(X,Y ) admitting morphisms
◆0, ◆1 : ⇠ ! C, ⇡ : C ! ⇠ and ⌃ : C ! ⇣ such that ⇡   ◆0 = id⇠ = ⇡   ◆1 and
⌃   ◆0 =  , ⌃   ◆1 = ↵. (Such a C is the admissible extension analogue of a cylinder
object for complexes; cf. [GeMa03, III.2 and V.2.7].) It then follows that the path
represented by ↵ is homotopically equivalent to
⇠
◆1 // C ⌃ // ⇣ .
Because of ⇡   ◆0 = id⇠ = ⇡   ◆1 this path is homotopically equivalent to
⇠
◆0 // C ⌃ // ⇣ ,
that is, it is homotopically equivalent to  . Thus it su ces to construct an extension
C having the properties above.
Define C to be the following complex (C•, c•): Let it be concentrated in degrees
 1, . . . , n, wherein it is given by
Ci :=
8>>>>>><>>>>>>:
Y if i = n,
Coker( ) if i = n  1,
Ei   Ei 1   Ei if 0 < i < n  1,
E0   E0 if i = 0,
X if i =  1.
Here   is the morphism idEn 1  en 1   (  idEn 1) : En 1 ! En 1  En 2  En 1
(i.e., Cn 1 is the pushout of (idEn 1  en 1, idEn 1), which is an object of C). The
di↵erential c0 : E0   E0 ! X is given by the matrix
⇥
e0 e0
⇤
, whereas cn : Y !
Coker( ) is simply induced by the inclusion
Y
en // En 1
jEn 1
// En 1   (En 2   En 1)
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into the first summand. For i > 1, the morphisms eci : Ei   Ei 1   Ei ! Ei 1  
Ei 2   Ei 1 defined by
eci =
24ei ( 1)n i idEi 1 00 ei 1 0
0 ( 1)n i 1 idEn 1 ei
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give rise to the di↵erentials ci for i > 2; namely, set ci := eci for i 6= n 1 and cn 1 is
the unique morphism Coker( )! En 2 En 3 En 2 with cn 1  coker( ) = ecn 1
(note that ecn 1     = 0). Finally, c1 : E1   E0   E1 ! E0   E0 is the morphism
c1 =

e1 ( 1)n 1 idE0 0
0 ( 1)n idE0 e1
 
.
It is not hard to see that the identity morphism of iCC in C(A) is null-homotopic,
and thus iCC is exact. By construction, C is hence admissible exact. The maps ◆0
and ◆1 are induced by the inclusions of Ei into the outer summands of Ci. Consider
the morphisms e⇡i : Ei   Ei 1   Ei ! Ei,e⇡i = ⇥idEi 0 idEi⇤ (for 0 < i < n  2).
Put ⇡i := e⇡i for 0 < i < n  1, and let ⇡n 1 be the morphism which is induced bye⇡n 1. Further, let ⇡0 : E0   E0  ! E0 be given by the matrix
⇡0 =
⇥
idE0 idE0
⇤
.
The morphism ⌃ : C! ⇣ of admissible n-extensions may be realized as the matrices
⌃0 =
⇥
 0 ↵0
⇤
,
⌃i =
⇥
 i ( 1)n isi 1 ↵i
⇤
(for 0 < i < n  1)
and ⌃n 1 is induced bye⌃n 1 = ⇥ n 1  sn 2 ↵n 1⇤ .
Clearly ◆0, ◆1, ⇡ and ⌃ have the desired properties. ⇤
Proposition 3.2.5. Let n   0 be a fixed integer. Consider the automorphisms
a = ( 1)n+1 idX and b = ( 1)n+1 idY . Then uidX ,+C = ub,+C and ua,+C = uidY ,+C
(and therefore, uidX , C = u
b, 
C and u
a, 
C = u
idY , 
C ).
Proof. We merely show the first equation; the second one follows similarly.
For any morphism g : X ! Y in C we have
LidX (g)
 1 =

idY g
0 idX
  1
=

idY  g
0 idX
 
= Lb(g)
Therefore uidX ,+C = u
b,+
C follows immediately if n = 0.
Let n   1 and let ⇠ be an admissible n-extension of X by Y in C. By taking the
previous lemma into account, we see that it su ces to show that the morphisms in
the diagram
 n+1(X,Y )
↵1 // ⇠+
⇠+
 1
OO
 2
//  n+1(X,Y ) ,
↵2
OO
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resulting out of the loops defining uidX ,+C and u
b,+
C , are such that ↵1   1 and ↵2   2
are homotopic. Put   := ↵1    1   ↵2    2 and M(e0) := MidX (e0). Clearly,   is
given by
0 // Y //
0
✏✏
Y   Y M(en) //
[ en  en ]
✏✏
En 1
0
✏✏
// · · · // E1
0
✏✏
// E0h e0 e0 i
✏✏
// X
0
✏✏
// 0
0 // Y // En 1 // En 2 // · · · // E0 M(e0) // X  X // X // 0
and the maps
si = ( 1)i idEi (for 0  i  n  1),
satisfy
M(e0)   s0 =  0,
ei   si + si 1   ei =  i (for 1  i  n  1),
sn 1  M(en) =  n.
Therefore we are done. ⇤
We close this section with a compatibility result relating the functors ⇡0, ⇡1
with the maps ua,+C and vC(⇠) := vC( n(X,Y ), ⇠) defined previously.
Lemma 3.2.6. Let X : C ! D be a k-linear exact functor between exact k-
categories and let n   0 be an integer. Let X and Y be objects in C and ⇠ be an
object in ExtnC(X,Y ).
(1) X induces a functor Xn : ExtnC(X,Y ) ! ExtnD(XX,XY ) with Xn( n(X,Y )) =
 n(XX,XY ). Hence we obtain group homomorphisms
X]n = ⇡0Xn : Ext
n
C(X,Y )  ! ExtnD(XX,XY )
and
X[n = ⇡1(Xn, ⇠) : ⇡1(ExtnC(X,Y ), ⇠)  ! ⇡1(ExtnD(XX,XY ),Xn⇠).
(2) Assume that C and D are factorizing and set ⇠0 := Xn⇠. Then the following
diagrams commute:
⇡1(ExtnC(X,Y ), n(X,Y ))
vC(⇠)
//
⇡1(Xn, n(X,Y ))
✏✏
⇡1(ExtnC(X,Y ), ⇠)
⇡1(Xn,⇠)
✏✏
⇡1(ExtnD(XX,XY ), n(XX,XY )) vD(⇠0)
// ⇡1(ExtnD(XX,XY ), ⇠0)
and, for every automorphism a 2 AutC(X),
ExtnC(X,Y )
ua,+C //
X]n
✏✏
⇡1(Extn+1C (X,Y ), n(X,Y ))
X[n
✏✏
ExtnD(XX,XY )
uXa,+D
// ⇡1(Extn+1D (XX,XY ), n(XX,XY )) .
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Proof. By applying it degreewise, the functor X induces a functor Cb(C) !
Cb(D) that sends admissible extensions to admissible extensions (for X is ex-
act). Hence we obtain the functor Xn by simply restricting to the subcategory
ExtnC(X,Y ) of Cb(C). The maps X]n and X[n come for free as explained in section
2.2, and X[n is a group homomorphism. Since X preserves pushouts along admissi-
ble monomorphisms and pullbacks along admissible epimorphisms by Lemma 1.1.9,
X]n : Ext
n
C(X,Y )! ExtnD(XX,XY ) will respect the Baer sum.
Let us prove the claimed commutativity of the diagrams. Since X is exact,
Xn(⇠    n(X,Y )) ⇠= Xn⇠   Xn n(X,Y ) = Xn⇠    n(XX,XY ).
When combining this with Lemma 2.2.8, we see that the diagram
⇡1(ExtnC(X,Y ), n(X,Y ))
⇡1(⇠  , n(X,Y ))
ww
⇡1(Xn, n(X,Y ))
''
vC(⇠)ss
⇡1(ExtnC(X,Y ), ⇠    n(X,Y ))
cw
✏✏
⇡1(ExtnD(XX,XY ), n(XX,XY ))
⇡1(⇠
0  , n(XX,XY ))
✏✏
vD(⇠
0)
✏✏
⇡1(ExtnC(X,Y ), ⇠)
⇡1(Xn,⇠)
''
⇡1(ExtnD(XX,XY ), ⇠0    n(XX,XY ))
cXw
ww
⇡1(ExtnD(XX,XY ), ⇠0)
commutes (insert the morphism X[n = ⇡1(Xn, ⇠    n(X,Y )),
X[n : ⇡1(ExtnC(X,Y ), ⇠    n(X,Y ))  ! ⇡1(ExtnD(XX,XY ), ⇠0    n(XX,XY )),
at the right place), where w is the natural isomorphism ⇠ ! ⇠    n(X,Y ). For
the second diagram, we just remark that, for any n-extension ⇠ in ExtnC(X,Y ), the
(n+ 1)-extension X(⇠+) is given by
0 // XY
Xen // · · · Xe1 // XE0MXa(Xe0)// XX   XX [ 1 1 ] // XX // 0
which coincides with (X⇠)+ (see 3.1.3 to bring the definitions of ⇠+ and (X⇠)+ back
to mind). ⇤
3.3. Extension categories for monoidal categories
3.3.1. Throughout the following paragraph, let C and D be exact k-categories
together with their defining embeddings iC : C! AC, iD : D! AD into the abelian
k-categories AC and AD. Furthermore, fix objects X,X 0, Y, Y 0 2 ObC and integers
m,n   1. Let
(C,⌦C, C) and (D,⌦D, D)
be fixed monoidal structures on C and D respectively. We abbreviate ⌦C and C
by ⌦ and . Recall that a monoidal category is a tensor k-category if its monoidal
product functor is k-bilinear on morphisms.
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3.3.2. Let ⇠ be an admissiblem-extension of X by Y and let ⇣ be an admissible
n-extension of X 0 by Y 0:
⇠ ⌘ 0 // Y // E // X // 0 ,
⇣ ⌘ 0 // Y 0 // F // X 0 // 0 .
We define their monoidal product ⇠ ⇥C ⇣ (which will turn out to be an object in
Extm+nC (X ⌦ X 0, Y ⌦ Y 0) if C is adequately chosen) to be the (usual) monoidal
product of the truncated complexes ⇠\ : 0 ! Y ! E and ⇣\ : 0 ! Y 0 ! F (as
described in, for instance, [Ben98, Sec. 2.7]) followed by e0⌦f0 : E0⌦F0 ! X⌦X 0.
More explicitly, ⇠ ⇥C ⇣ is given by
(⇠ ⇥C ⇣)i :=
iM
p=0
Ep ⌦ Fi p (for 0  i  m+ n),
and (⇠ ⇥C ⇣) 1 := X ⌦X 0 along with the di↵erentials @i : (⇠ ⇥C ⇣)i ! (⇠ ⇥C ⇣)i 1,
@i :=
iX
p=1
 
ep ⌦ Fi p + ( 1)pEp ⌦ fi p
 
(for 1  i  m+ n)
and @0 := e0⌦ f0 2 HomC(E0⌦F0, X ⌦X 0). Be aware of the fact, that if one does
not assume that (C,⌦, ) is a tensor k-category, then the above construction does
not even need to yield a complex, much less an admissible extension.
Definition 3.3.3. The triple (C,⌦, ) is
(1) an exact monoidal category if ⇠ ⇥C ⇣ is an admissible (m+ n)-extension for all
m,n 2 Z 1 and all ⇠ 2 ExtmC ( , ), ⇣ 2 ExtnC( , ).
(2) a strong exact monoidal category if it is an exact monoidal category and the
exact k-category C is factorizing.
(3) a very strong exact monoidal category if the exact category C is factorizing, and
⇠⇥C⇣ is an admissible (m+n)-extension for allm,n 2 Z 1, X,X 0, Y, Y 0 2 ObC
and all ⇠ 2 ExtmC (X,Y ), ⇣ 2 ExtnC(X 0, Y 0).
Lemma 3.3.4. Let A1,A2 and B be abelian categories. Let C1 ✓ A1 and
C2 ✓ A2 be exact subcategories. Assume that X : C1⇥C2 ! B is an additive functor
which is bilinear on morphisms. Then, for given bounded complexes X 2 Cb(C1),
Y 2 Cb(C2) with Xp = Yp = 0 for p   2, the bounded complex TX(X,Y) defined
by TX(X,Y) 1 = X(X 1, Y 1) and
TX(X,Y)i := Tot(X(X 0,Y 0))i =
iM
p=0
X(Xp, Yi p) (for i   0),
with the usual di↵erentials @i for i 6= 0 and @0 = X(x0, y0), is acyclic in the following
two situations.
(1) The complexes X and Y are acyclic, and the functors X(X, ) (for all X in C1)
and X( , Y 1) are exact.
(2) The complexes X and Y are acyclic, and the functors X(X 1, ) and X( , Y )
(for all Y in C2) are exact.
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Proof. Let us only show that (1) implies the acyclicity of TX(X,Y) (dual
arguments apply when (2) is assumed). In the following we will write |X(C,D)| for
Tot(X(C,D)). Without loss of generality, we may assume that both complexes X
and Y are di↵erent from the zero complex. If C is any exact k-category, r 2 Z is
an integer, and C is a complex in C(C), then it yields a commutative diagram
...
✏✏
...
✏✏
...
✏✏
0 // 0 //
✏✏
Cr+2 //
✏✏
Cr+2 //
✏✏
0
0 // 0 //
✏✏
Cr+1 //
✏✏
Cr+1 //
✏✏
0
0 // Cr //
✏✏
Cr //
✏✏
0 //
✏✏
0
0 // Cr 1 //
✏✏
Cr 1 //
✏✏
0 //
✏✏
0
...
...
...
in C(C) and hence an admissible short exact sequence
⇠rC ⌘ 0  ! Cr  ! C  ! C r+1  ! 0
in C(C). With this observation at hand, we are going to divide the proof into two
intermediate steps.
(a) We show that the induced sequences
0  ! |X(X 1,C)|  ! |X(X,C)|  ! |X(X 0,C)|  ! 0 ,
0  ! |X(D,Y 1)|  ! |X(D,Y)|  ! |X(D,Y 0)|  ! 0
are short exact ones in Cb(B) for every C 2 Cb(C2) and D 2 Cb(C1).
(b) By using (a) we deduce that X(X 0,Y 0) has trivial homology in positive,
non-zero degrees if X and Y are acyclic.
Observe that for every i 2 Z,
0  ! |X(X 1,C)|i  ! |X(X,C)|i  ! |X(X 0,C)|i  ! 0
and
0  ! |X(D,Y 1)|i  ! |X(D,Y)|i  ! |X(D,Y 0)|i  ! 0
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simply are the split exact sequences
0  ! X(X 1, Ci+1)  !
M
p  1
X(Xp, Ci p)  !
M
p 0
X(Xp, Ci p)  ! 0 ,
0  ! X(Di+1, Y 1)  !
M
p  1
X(Dp, Yi p)  !
M
p 0
X(Dp, Yi p)  ! 0 .
Hence assertion (a) follows immediatly. Let us prove (b). The complex |X(X 0,Y)|
is acyclic: There is a convergent spectral sequence for the double complex X(X 0,Y)
with E2- and E1-terms
E2p,q = H
h
pH
v
qX(X 0,Y) =) Hp+q |X(X 0,Y)| = E1p,q
(cf. [Wei94, Sec. 5.6]); here Hvq denotes the homology with respect to the vertical
di↵erentials, and Hhp denotes the homology with respect to the horizontal di↵eren-
tials. Since Y is acyclic and X(X, ) is exact for all objects X in C1, it follows that
HvqX(X 0,Y) = 0 for all q 2 Z and thus
0 = E2p,q = E
3
p,q = · · · = Erp,q = · · · = E1p,q (for all p, q 2 Z and r   2)
by [MaL95, Prop. 5.1]. In particular, Hn |X(X 0,Y)| = 0 for all n 2 Z. Therefore
the long exact sequence in homology (see [Rot09, Thm. 6.10]),
· · · // Hn+1 |X(X 0,Y 0)| // Hn |X(X 0,Y 1)| // Hn |X(X 0,Y)|
// Hn |X(X 0,Y 0)| // Hn 1 |X(X 0,Y 1)| // · · · ,
yields that Hn |X(X 0,Y 0)| ⇠= Hn 1 |X(X 0,Y 1)|, where the right hand side is
zero for n 6= 0. Hence the second claim follows.
Conclusion
We have proven that Hn |X(X 0,Y 0)| = 0 for all n 6= 0. Moreover,
H0 |X(X 0,Y 0)| ⇠= H 1 |X(X 0,Y 1)| ⇠= X(X 1, Y 1).
The universal property of the cokernel provides the commutative diagram
· · · // |X(X,Y)|1 // |X(X,Y)|0 // // H0 |X(X 0,Y 0)|
✏✏
// 0
· · · // |X(X,Y)|1 // |X(X,Y)|0
X(x0,y0)
// X(X 1, Y 1) // 0
where the induced dotted arrow has to be an isomorphism. Indeed, it is an epi-
morphism right away, since X(x0, y0) = X(x0, Y 1)   X(X0, y0) is epimorphic. The
following observation will immediately imply that it is also monomorphic, and hence
the lemma is proven.
(c) Let ⇠ ⌘ 0 ! A f ! B g ! C ! 0 be an admissible short exact sequence in
C1 and ⇣ ⌘ 0 ! X s ! Y t ! Z ! 0 be an admissible short exact sequence
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in C2. Assume that X( , Z) is an exact functor C1 ! B. Then |X(⇠, ⇣)| is a
2-extension in B.
In degrees di↵erent form zero, the di↵erentials in |X(⇠, ⇣)| are given by  2 =
X(f,X)   X(A, s) and  1 =  X(B, s) + X(f, Y ). Thus, we have the commuta-
tive diagram
0 // 0 //
✏✏
X(B,X)
can
✏✏
X(B,X) //
X(B,s)
✏✏
0
✏✏
// 0
0 // X(A,X)
 2 // X(B,X)  X(A, Y )  1 //
can
✏✏
X(B, Y )
X(g,t)
//
X(B,t)
✏✏
X(C,Z) // 0
0 // X(A,X)
X(A,s)
// X(A, Y )
X(f,t)
// X(B,Z)
X(g,Z)
// X(C,Z) // 0
which, when read from top to bottom, defines a short exact sequence in C(B),
and in which the upper row and the lower row are exact in B. But then, also the
middle row |X(⇠, ⇣)| has to be exact (for instance, by the long exact sequence in
homology). ⇤
Corollary 3.3.5. Consider the following statements on (C,⌦, ).
(1) The exact k-category C is closed under kernels of epimorphisms.
(2) The exact k-category C is closed under cokernels of monomorphisms.
(3) (C,⌦, ) is a tensor k-category, and every object is flat.
(4) (C,⌦, ) is a tensor k-category, and every object is coflat.
(5) (C,⌦, ) is a very strong exact monoidal category.
(6) (C,⌦, ) is a strong exact monoidal category.
(7) (C,⌦, ) is an exact monoidal category.
Then the implications
(1) + (3)) (6), (1) + (4)) (6), (2) + (3)) (6), (2) + (4)) (6)
(1) + (3) + (4)) (5), (2) + (3) + (4)) (5) and (5)) (6)) (7)
hold true.
Proof. The implications (5)) (6)) (7) are clear. All others are immediate
consequences of Lemma 3.3.4 and Lemma 2.1.10 (since every acyclic complex in A
with terms in C will be, by the assumptions made, admissible exact in C; see the
arguments inside the proof of Lemma 2.1.10). Notice that the tensor unit is, by
definition, both flat and coflat in C. ⇤
Definition 3.3.6 (Translation functor). Let f : X ! X 0 and g : Y 0 ! Y be
isomorphisms in C. The translation functor Tr = Trf,g (with respect to f and g)
Tr : ExtnC(X,Y )  ! ExtnC(X 0, Y 0)
is given by the assignment
Tr( 0 // Y // En 1 // · · · // E0 // X // 0 )
= 0 // Y 0
g
// Y // En 1 // · · · // E0 // X f // X 0 // 0 .
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It is an isomorphism of categories with inverse functor Trf 1,g 1 .
3.3.7. Assume that (C,⌦, ) is an exact monoidal category, and let Tr be
Tr  1,  . We obtain a family of bifunctors
⇥C : ExtmC ( , )⇥ ExtnC( , )! Extm+nC ( , ) (m,n   1).
In fact, ⇥C sends (⇠, ⇣) to Tr(⇠⇥C ⇣). By the usual abuse of notation, we are going
to use the identification ⇠ ⇥C ⇣ = Tr(⇠ ⇥C ⇣) for simplicity.
3.3.8. Assume that both (C,⌦C, C) and (D,⌦D, D) are exact monoidal cat-
egories. Let (L, , 0) : C ! D be an exact and lax monoidal functor such that
 0 : D ! L C is an isomorphism (i.e., (L, , 0) is exact and almost costrong).
Note that since
D ⌦D L C
 L C //
 0⌦L C
✏✏
L C
L C ⌦D L C
 
C, C
// L( C ⌦C C)
L( 
C
)
OO
commutes, this forces   C, C : L C ⌦D L C ! L( C ⌦C C) to be an isomorphism,
too. The lax monoidal functor (L, , 0) gives rise to the following morphisms in
D:
  : D ! L C ⌦D L C,   = ( 0 ⌦ L(id C))     1L C    0,
  : D ! L( C ⌦C C),   = L(  1C )    0
as well as
r : L C ⌦D L C ! D, r =   10   L(  C)     C, C ,
r : L( C ⌦C C)! D, r = r     1C, C =   10   L(  C).
One may ask oneself, if the induced diagram
(3.3.1)
ExtmC ( C, C)⇥ ExtnC( C, C)
⇥C
yy
Lm⇥Ln
%%
Extm+nC ( C, C)
Lm+n
✏✏
ExtmD (L C,L C)⇥ ExtnD(L C,L C)
⇥D
✏✏
Extm+nD (L C,L C)
Tr
 0, 
 1
0 %%
Extm+nD (L C ⌦D L C,L C ⌦D L C)
Tr ,r
yy
Extm+nD ( D, D)
is going to commute then. In general, this cannot be expected. Nevertheless, we
have the following su ciently nice statement.
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Proposition 3.3.9. Let (L, , 0) : C ! D be an exact and almost strong
monoidal functor. Then, with the notations made above, the diagram (3.3.1) com-
mutes on the level of ⇡0.
Proof. Fix two sequences ⇠ 2 ExtmC ( C, C) and ⇣ 2 ExtnC( , ),
⇠ ⌘ 0 // C // E // C // 0 ,
⇣ ⌘ 0 // C // F // C // 0 .
It su ces to name a morphism
# : Tr ,r(Lm⇠ ⇥D Ln⇣)  ! Tr 0,  10 (Lm+n(⇠ ⇥C ⇣))
within the category Extm+nD ( D, D). Let the i-th component of # be given by the
following diagonal matrix:
#i :=
2666664
 E0,Fi 0 · · · 0 0
0  E1,Fi 1 · · · 0 0
...
...
. . .
...
...
0 0 · · ·  Ei 1,F1 0
0 0 · · · 0  Ei,F0
3777775 (for 1  i  m+ n  1).
We convince ourselves that this actually gives rise to the desired morphism. The
commutativity of
LE0 ⌦D LF0 //
✏✏
L C ⌦D L C //
✏✏
L( C ⌦C C) // L C // D
L(E0 ⌦C F0) // L( C ⌦C C) L( C ⌦C C) // L C // D
is automatic. The same holds for the diagrams
LEp ⌦D LFq //
✏✏
(LEp 1 ⌦D LFq)  (LEp ⌦D LFq 1)
✏✏
L(Ep ⌦C Fq) // L(Ep 1 ⌦C Fq)  L(Ep ⌦C Fq 1) ,
(for 1  p  m and 1  q  n with p+ q < n+m). Finally, set
  := ( 0 ⌦ L C)     1L C
and consider the diagram
D
 0
// L C
  // L C ⌦D L C //
 
C, C
✏✏
(L C ⌦D LFn 1)  (LEm 1 ⌦D L C)
✏✏
D
 0
// L D
L(  1
C
)
// L( C ⌦C C) // L( C ⌦C Fn 1)  L(Em 1 ⌦C C)
wherein the very leftmost squre evidently is commutative. The very rightmost
square commutes because   is a morphism of functors. Since L is a lax monoidal
functor,
 L C = L(  C)     C, C   ( 0 ⌦D L C),
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so the middle square commutes, too. This proves the claim. ⇤
Remark 3.3.10. Note that by a similar argument, Proposition 3.3.9 also holds
true, if one replaces the exact and almost strong monoidal functor (L, , 0) by an
exact and almost costrong monoidal functor (L, , 0).

CHAPTER 4
Hochschild cohomology
4.1. Basic definitions
4.1.1. In this section, we will recall the definition of Hochschild cohomology as
it was introduced by G.Hochschild in [Ho45]. To this end, we fix a commutative
ring k and a k-algebra A. If B is any other k-algebra, the k-module A⌦k B is an
associative k-algebra via
(a⌦ b)(a0 ⌦ b0) = aa0 ⌦ bb0 (for a, a0 2 A, b, b0 2 B)
with unit given by 1A ⌦ 1B . Hence Aev := A ⌦k Aop is a k-algebra, the so called
enveloping algebra of A. Note that every left module M over Aev is an A-A-
bimodule (with central k-action) thanks to
am := (a⌦ 1A)m (for a 2 A, m 2M)
and
ma := m(1A ⌦ a) (for a 2 A, m 2M).
In fact, the hereby defined assignment AevM 7! AMA establishes an equivalence
between the category of Aev-modules and the category of A-A-bimodules on which
k acts centrally:
Mod(Aev)
⇠ // Bimodk(A,A) .
4.1.2. There are two natural k-algebra homomorphisms:
e  : A  ! A⌦k Aop, e (a) = a⌦ 1A
and
e% : A
op  ! A⌦k Aop, e%(a) = 1A ⌦ a.
They give rise to two forgetful functors e⇤  = Res(e ) : Mod(A
ev) ! Mod(A),
e⇤% = Res(e%) : Mod(Aev)! Mod(Aop). The functors coincide with the ones defined
in Example 1.3.3.
4.1.3 (The Hochschild complex). Let M be an Aev-module. For any inte-
ger n   0, let Sn(A) = A⌦kn be the n-fold tensor product of A with itself over
k. Furthermore, put Cn(A,M) = Homk(Sn(A),M). Together with the maps
@n : Cn(A,M)! Cn+1(A,M),
(@nf)(a1 ⌦ · · ·⌦ an+1) = a1f(a2 ⌦ · · ·⌦ an+1)
+
nX
i=1
( 1)if(a1 ⌦ · · ·⌦ aiai+1 ⌦ · · ·⌦ an+1)
+ ( 1)n+1f(a1 ⌦ · · ·⌦ an)an+1
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(for a1, . . . , an+1 2 A) the k-modules Cn(A,M), n   0, form a complex C(A,M).
Indeed, we have
(@n+1   @n)(f) = 0 8f 2 Cn(A,M).
If eSn(A) denotes the module A⌦k(n+2) we clearly geteSn(A) ⇠= Aev ⌦k Sn(A).
The following definition is fundamental.
Definition 4.1.4. Let M be an Aev-module. The n-th Hochschild cohomology
of A with coe cients in M is
HHn(A,M) := Hn(C(A,M)) = Ker(@
n)
Im(@n 1)
.
4.1.5. Let M be an Aev-module. Denote by MA the set of all elements m 2
M with am = ma for all a 2 A. It is well known (and easily verfied), that
HH0(A,M) ⇠=MA. In particular, HH0(A,A) is isomorphic to the center of A.
4.1.6 (The cup product). LetM , N be twoAev-modules, and let f 2 Cm(A,M),
g 2 Cn(A,N) for given integers m,n   0. The homomorphism f [g : A⌦R(m+n) !
M ⌦A N ,
(f [ g)(a1 ⌦ · · ·⌦ am+n) = f(a1 ⌦ · · ·⌦ am)⌦ g(am+1 ⌦ · · ·⌦ am+n),
is an element of Cm+n(A,M ⌦A N), and thus we get a map
[ : Cm(A,M)⇥ Cn(A,N)! Cm+n(A,M ⌦A N).
It turns C(A,A) into a di↵erential graded (dg) algebra (after, of course, using the
standard identification A⌦A A ⇠= A). The product on C(A,A) reads as follows
(f [ g)(a1 ⌦ · · ·⌦ am+n) = f(a1 ⌦ · · ·⌦ am)g(am+1 ⌦ · · ·⌦ am+n)
for f 2 Cm(A,A), g 2 Cn(A,A) and a1, . . . , am+n 2 A. The fact that C(A,A) is a
dg algebra ensures that the cup product on C(A,A) passes down to a well-defined
product map on HH•(A,A) :=
L
n 0HH
n(A,A):
[ : HHm(A,A)⇥HHn(A,A)! HHm+n(A,A).
Lemma 4.1.7. (HH•(A,A),+,[) is an associative and unital graded k-algebra.
Its unit is given by the unit map k ! A.
In view of the considerations above, we make the following definition.
Definition 4.1.8. The graded k-algebra
HH•(A) := HH•(A,A) =
M
n 0
HHn(A,A)
is the Hochschild cohomology ring of A.
4.1.9 (Hochschild cohomology and extension groups). Chose a projective res-
olution PA ! A! 0 of A as an Aev-module. Then, by taking the n-th cohomology
of HomAev(PA,M) for an Aev-module M , we obtain the group of n-extensions of
A by M over Aev,
ExtnAev(A,M) = H
n(HomAev(PA,M)) =
KerHomAev(pn+1,M)
ImHomAev(pn,M)
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(p• denotes the di↵erential on PA). This group does not depend on the chosen
projective resolution in the sense that if one takes another projective resolution of
A over Aev, then the result will be isomorphic to the group above. The graded k-
module Ext•Aev(A,A) is a graded k-algebra by the Yoneda product (see also Section
5.1). For every Aev-module M there is a map
 M : HH
•(A,M)  ! Ext•Aev(A,M)
which is a homomorphism of graded k-algebras in case M = A. To define it, we
recall a standard bimodule resolution of A. The bar resolution BA = (B•, b•) of
A is given by Bn = A⌦k(n+2) = eSn(A) for n   0 and B 1 = A. Furthermore, let
bn : Bn ! Bn 1 for n   0 be given as
bn(a0 ⌦ · · ·⌦ an+1) =
nX
i=0
( 1)ia0 ⌦ · · ·⌦ aiai+1 ⌦ · · ·⌦ an+1,
where a0, . . . , an+1 2 A. Provided by
(a⌦ b)(a0 ⌦ · · ·⌦ an+1) = aa0 ⌦ · · ·⌦ an+1b, a, b, a0, . . . , an+1 2 A,
each Bn, n    1, is a left Aev-module, and the maps bn, n   0, are Aev-linear
homomorphisms. It is not hard to see that
BA : · · · b2 // B1 b1 // B0 b0 // A // 0
is an acyclic complex. BA ! A! 0 will be a projective resolution of A as an Aev-
module, if A is projective over k. This follows by putting together the following
facts:
(1) A⌦k A is a projective Aev-module.
(2) If P and Q are projective Aev-modules, and if A is projective over k, then
P and Q are also k-projective, since Aev is. Hence
HomAev(P ⌦k Q, ) ⇠= Homk(Q,HomAev(P, ))
is an exact functor and consequently, P ⌦k Q is a projective left Aev-
module.
(3) If n   0 is even, then Bn ⇠= (Aev)⌦k(n2+1) as left Aev-modules.
(4) If n   0 is odd, we have Bn ⇠= (Aev)⌦k(n+12 ) ⌦k A and
HomAev(Bn, ) ⇠= Homk(A,HomAev((Aev)⌦k(n+12 ), ).
When applying HomAev( ,M) to BA we obtain the cocomplex HomAev(BA,M)
whose di↵erential is given by HomAev(b•,M). By the adjointess of the functors
Aev ⌦k   and HomAev(Aev, ), we obtain the chain
Homk(S
n(A),M) ⇠= Homk(Sn(A),HomAev(Aev,M))
⇠= HomAev(Aev ⌦k Sn(A),M)
⇠= HomAev(eSn(A),M)
= HomAev(Bn,M)
of isomorphisms. Hence we see that the n-th degree of HomAev(BA,M) coincides
with Cn(A,M) for every n   0. The following result is well-known.
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Lemma 4.1.10. Let M be an Aev-module. The adjunction isomorphism cor-
responding to the adjoint pair (Aev ⌦k  ,HomAev(Aev, )) gives rise to an isom-
rophism C(A,M) ⇠= HomAev(BA,M) of complexes.
Under the above isomorphism the cup product translates to the following mul-
tiplication on HomAev(BA, A): For integers m,n   0 and f 2 HomAev(Bm,M),
g 2 HomAev(Bn,M) the homomorphism f [ g 2 HomAev(Bm+n, A) is given by
(f [ g)(a0 ⌦ · · · am+n+1) = f(1A ⌦ a0 ⌦ · · ·⌦ an)⌦ g(an+1 ⌦ · · ·⌦ am+n+1 ⌦ 1A),
where a0, . . . , am+n+1 2 A.
We are now ready to establish the morphism  M . By Lemma A.1.8 there is a
morphism
BA ⌘ · · · // B2 // B1 // B0 // A // 0
PA
 PA
OO
⌘ · · · // P2 //
OO
P1 //
OO
P0 //
OO
A // 0
of complexes over Aev. Hence (by applying the functor HomAev( ,M) to the
diagram) we get a morphism
 ⇤PA = HomAev( PA ,M) : HomAev(BA,M)  ! HomAev(PA,M).
The desired map  M is now obtained by taking the cohomology of HomAev( PA ,M):
 M = H
•( ⇤PA) : HH
•(A,M)  ! Ext•Aev(A,M).
Note that by the uniqueness statement in Lemma A.1.8, the map  M does not
depend on the chosen chain map  PA . Moreover, if QA ! A ! 0 is another
resolution of A by projective Aev-modules, then there is a (in a certain sense unique)
isomorphism  n : Hn(HomAev(PA,M)) ! Hn(HomAev(QA,M)) for every integer
n   0 such that  n  Hn( ⇤PA) = Hn( ⇤QA). Since BA ! A! 0 is a Aev-projective
resolution of A if A is k-projective,  M will be an isomorphism for every Aev-module
M in that case.
4.2. Gerstenhaber algebras
A satisfying definition of a Gerstenhaber algebra over the commutative ring k
is, at least to the knowledge of the author, nowhere written up properly. Following
M.Gerstenhaber and S.D. Schack [GeSch86] we make the following attempt (see
also [Lei80] and [QFS99] for several remarks on Z2-graded, i.e., super Lie algebras,
which can be easily transferred to the general graded case).
If M =
L
n2ZM
n is a graded k-module, and if i, j 2 Z, we let M i•+j be the
graded k-module with
(M i•+j)n =M in+j (for n 2 Z).
Definition 4.2.1. Let A =
L
n2ZA
n be a graded k-algebra. Further, let
[ , ] : A⇥A! A be a k-bilinear map of degree  1 (that is, [a, b] 2 A|a|+|b| 1 for
all homogeneous a, b 2 A).
(1) The pair (A, [ , ]) is a Gerstenhaber algebra (or G-algebra) over k if
(G1) A is graded commutative, i.e., ab = ( 1)|a||b|ba for all homogeneous a, b 2
A;
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(G2) [a, b] =  ( 1)(|a| 1)(|b| 1)[b, a] for all homogeneous a, b 2 A;
(G3) [a, a] = 0 for all homogeneous a 2 A of odd degree;
(G4) [[a, a], a] = 0 for all homogeneous a 2 A of even degree;
(G5) the graded Jacobi identity holds:
[a, [b, c]] = [[a, b], c] + ( 1)(|a| 1)(|b| 1)[b, [a, c]]
for all homogeneous a, b, c 2 A;
(G6) the graded Poisson identity holds:
[a, bc] = [a, b]c+ ( 1)(|a| 1)|b|b[a, c]
for all homogeneous a, b, c 2 A.
(2) Assume that (A, [ , ]) is a Gerstenhaber algebra over k. We call (A, [ , ]) a
strict Gerstenhaber algebra over k if there is a map sq : A2• ! A4• 1 of degree
0 such that
(G7) sq(ra) = r2sq(a) for all r 2 k and all homogeneous a 2 A2•;
(G8) sq(a+ b) = sq(a) + sq(b) + [a, b] for all homogeneous a, b 2 A2•;
(G9) [a, sq(b)] = [[a, b], b] for all homogeneous a, b 2 A2•;
(G10) sq(ab) = a2sq(b) + sq(a)b2 + a[a, b]b for all homogeneous a, b 2 A2•.
The map [ , ] is called a Gerstenhaber bracket for A, whereas sq is a squaring
map for the Gerstenhaber algebra (A, [ , ]). Note that any graded commutative k-
algebra can be viewed as a (strict) Gerstenhaber algebra over k with trivial bracket
(and trivial squaring map).
Remark 4.2.2. Fix a Gerstenhaber algebra (A, [ , ]) over k.
(1) Assume that 2 is a unit in k. Then the Gerstenhaber algebra (A, [ , ]) be-
comes a strict one via
sq(a) = 2 1[a, a], (for a 2 A2n, n   1).
In fact, there is even no other choice due to the next statement.
(2) Let n 2 N and let (A, [ , ]) be a Gerstenhaber algebra over k. Let sq : A2• !
A4• 1 be a map satisfying (G7) and (G8). For any homogeneous a 2 A of
degree |a| 2 2N we get:
2sq(a) = sq(2a)  2sq(a) = [a, a].
Consequently, there is at most one map sq such that (A, [ , ], sq) is a strict
Gerstenhaber algeba if 2 is not a zero devisor in A.
4.2.3. A familiy (Cn)n2Z of k-modules is called a pre-Lie system if there exist
k-bilinear maps •i : Cm ⇥ Cn ! Cm+n, where m,n   0 and 0  i  m, such that
(f •i g) •j h =
(
(f •j h) •i+p g, if 0  j  i  1
f •i (g •j i h), if i  j  n+ 1
for all f 2 Cm, g 2 Cn and h 2 Cp. Put
f • g =
mX
i=0
( 1)inf •i g (for f 2 Cm, g 2 Cn).
Several considerations of M.Gerstenhaber on this topic ([Ge63, Sec. 2, Thm. 1] and
[Ge63, Sec. 6, Thm. 2]) give the following result.
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Theorem 4.2.4. Let A =
L
n2Z C
n. Then the assignment
[f, g] = f • g   ( 1)mng • f (for f 2 Cm, g 2 Cn),
yields a graded Lie bracket on A.
4.2.5. The (shifted) Hochschild complex of A carries the structure of a pre-
Lie system. For an A-A-bimodule M (with central k-action), and f 2 Cm(A,M),
g 2 Cn(A,A) define
(f•ig)(a1 ⌦ · · · am+n 1)
= f(a1 ⌦ · · ·⌦ ai ⌦ g(ai+1 ⌦ · · ·⌦ ai+n)⌦ ai+n+1 ⌦ · · ·⌦ am+n 1),
where 0  i  m   1. The k-bilinearity of •i : Cm(A,M) ⇥ Cn(A,A) ! Cm+n 1
is obvious. It is easy to see, that C•+1(A,M) becomes a pre-Lie system. Hence
C•+1(A,A) is a graded Lie algebra with Lie bracket { , } = { , }A obtained
from Theorem 4.2.4. For this reasons the following equations hold true for any
f 2 Cm(A,A), g 2 Cn(A,A) and h 2 Cp(A,A):
(4.2.1) {f, g} = f • g   ( 1)(m 1)(n 1)g • f ;
(4.2.2)
( 1)(m 1)(p 1){{f, g}, h}+ ( 1)(m 1)(n 1){{g, h}, f}
+ ( 1)(n 1)(p 1){{h, f}, g} = 0
Lemma 4.2.6 ([Ge63]). Let M be an A-A-bimodule and f 2 Cm(A,M), g 2
Cn(A,A). We have
(4.2.3) @m+n 1(f • g) = ( 1)n 1@m(f) • g + f • @n(g) + ( 1)n[f, g][,
where [f, g][ = f [ g   ( 1)mng [ f .
If we take M = A and f 2 Ker(@m), g 2 Ker(@n), an immediate consequence
of the lemma above is
f [ g   ( 1)mng [ f = [f, g][ = ( 1)n@m+n 1(f • g) ⌘ 0 (mod Im(@m+n 1)).
So at the level of cohomology, the cup product is graded commutative, and therefore
we get the following well known result.
Corollary 4.2.7 ([Ge63]). The Hochschild cohomology ring HH•(A) of a k-
algebra A is graded commutative.
We observed that the shifted Hochschild complex of an algebra A is a graded
Lie algebra, with Lie bracket { , }A. The fundamental formula stated in Lemma
4.2.6 ensures, that { , }A is a well-defined map on HH•+1(A), and thus, also
HH•+1(A) is a graded Lie algebra over k. The following even stronger statement
holds true.
Theorem 4.2.8 ([Ge63]). For any k-algebra A, the triple
(HH•(A), { , }A, sqA)
is a strict Gerstenhaber algebra over k.
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The squaring map sqA : HH
2• ! HH4• 1 arises as follows. The fundamental
formula (4.2.3) shows, that if f 2 C2n(A,A) is a cocycle (for some n   1), then
so is f • f . Moreover, f • f will be a coboundary if f was. Hence the assignment
f 7! f • f establishes the (well-defined) map sqA.
Example 4.2.9. Let k be a field of characteristic zero and let R be a commu-
tative ring. Let g be a Lie algebra over R, with Lie bracket [ , ]. The exterior
algebra ⇤•R(g) of g over R is a (strict) graded commutative R-algebra (see Section
A.3). Thanks to the Schouten–Nijenhuis bracket, it also carries the structure of a
graded Lie algebra over R. More precisely, let g1 ^ · · · ^ gm and h1 ^ · · · ^ hn be
homogeneous elements in ⇤•R(g). The element
[g1 ^ · · · ^ gm, h1 ^ · · · ^ hn]
=
mX
s=1
nX
t=1
( 1)s+tg1 ^ · · · ^ bgs ^ · · · ^ gm ^ [gs, ht] ^ h1 ^ · · · ^ bht ^ · · · ^ hn
sits inside ⇤m+n 1R (g) (where bgs and bht stand for the omission of gs and ht). In
fact, it can be shown that (⇤•R(g),^, [ , ]) is a Gerstenhaber algebra over R.
Now let A be a commutative algebra over k. The k-linear derivations Derk(A)
form, via the commutator, a Lie algebra over k, but in general not over A. However,
Derk(A) is an A-A-bimodule and we can still apply all constructions mentioned
above. In particular, the Schouten–Nijenhuis bracket can be used to produce a
Gerstenhaber algebra
(⇤•ADerk(A),^, [ , ]).
In fact, the bracket [ , ] is the unique extension of [D, a] = D(a) and [D,E] =
D  E E  D (for a 2 A and D,E 2 Derk(A)) such that (⇤•ADerk(A),^, [ , ]) is
a Gerstenhaber algebra. We have a canonical homomorphism into the Hochschild
complex:
⇤•ADerk(A)  ! C•(A,A).
The map is given by the assignment
D1 ^ · · · ^Dn 7! 1
n!
X
 2Sn
( 1)sgn( )D (1) [ · · · [D (n),
where D1, . . . , Dn 2 Derk(A). It is well-known that this map can be used to
compute the Gerstenhaber algebra HH•(A), if A is smooth over k:
A k-algebra   is called smooth over k if it is a perfect complex in D(Mod( ev))
(i.e., it is quasi-isomorphic to a bounded complex of finitely generated projective
 ev-modules). One may think of smooth algebras as having finite projective di-
mension over their enveloping algebra; see [Gi05, Thm. 9.1.2] for a more “classi-
cal” definition of smoothness. In this context, it is also worth recalling that (a` la
J. Cuntz and D.Quillen [CuQu95]) formally smooth (or quasi-free) algebras over k
are, by definition, precisely those algebras over k which are of projective dimension
at most 1 over their enveloping algebra. The following theorem is classical. [Gi05,
Thm. 9.1.3] provides an elementary and very clear proof.
Theorem 4.2.10 (Hochschild-Kostant-Rosenberg, [HKR62]). Let A be a
commutative k-algebra. If A is smooth over k (e.g., A = k[x1, . . . , xn]), then the
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map
(⇤•ADerk(A), 0)  ! (C•(A,A), @•)
is a quasi-isomorphism. It induces an isomorphism ⇤•ADerk(A) ⇠= HH•(A) of
(strict) Gerstenhaber algebras.
CHAPTER 5
A bracket for monoidal categories
Using our explicit description of Retakh’s isomorphism for factorizing exact
categories, we are going to define a map [ , ]C : ExtmC ( C, C) ⇥ ExtnC( C, C) !
Extm+n 1C ( C, C) for any strong exact monoidal category (C,⌦C, C). After stating
some of its properties, we will show that it yields an honest generalization of the map
S. Schwede introduced in [Schw98]. Thereupon, we will employ this observation to
deduce, that the Gerstenhaber bracket is an invariant under Morita equivalence.
5.1. The Yoneda product
5.1.1. Let C be an exact k-categories. Further, let X be an object in C. The
graded k-module Ext•C(X,X) may be endowed with the structure of a graded k-
algebra. To this end, let A,B,C 2 ObC be objects in C. Given two admissible
extensions ⇠ 2 ExtmC (B,C) and ⇠0 2 ExtnC(A,B) we define their Yoneda product
⇠   ⇠0 2 Extm+nC (A,C) to be the following (m+ n)-extension ⇠   ⇠0. If m,n   1 we
obtain ⇠   ⇠0 by simply splicing ⇠ and ⇠0 together:
⇠ ⌘ 0 // C // Em 1 // · · · // E0
fn e0
✏✏
e0 // B // 0
0 Aoo F0oo · · ·oo Fn 1oo Bfnoo 0oo ⌘ ⇠0 .
It is obvious that the resulting sequence is indeed an admissible exact one. If
m = 0 = n, ⇠ and ⇣ are morphisms in C and we let their Yoneda product be
their composition (in this sense, the Yoneda product extends the product on the
k-algebra Ext0C(X,X) = EndC(X) to the whole graded object Ext
•
C(X,X) being
the justification for denoting it by  ). If m = 0 and n   1, we let ⇠   ⇠0 be the lower
sequence of the following pushout diagram:
⇠0 ⌘ 0 // B //
⇠
✏✏
Fn 1 //
✏✏
Fn 2 // · · · // F0 // A // 0
0 // C // P // Fn 2 // · · · // F0 // A // 0 .
Similarly, if m   1 and n = 0, let the lower sequence of the pullback diagram
⇠ ⌘ 0 // C // Em 1 // · · · // E1 // E0 // B // 0
0 // C // Em 1 // · · · // E1 // Q //
OO
A
⇠0
OO
// 0
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be ⇠   ⇠0. Clearly the Yoneda product respects the equivalence relation defining
⇡0ExtnC( , ). Therefore it induces a well-defined k-bilinear map
  : ExtmC (B,C)⇥ ExtnC(A,B)  ! Extm+nC (A,C),
and, in particular, maps
rA,C : ExtmC (C,C)⌦k ExtnC(A,C)  ! Extm+nC (A,C) (for B = C),
r˜A,C : ExtmC (A,C)⌦k ExtnC(A,A)  ! Extm+nC (A,C) (for B = A),
and
rA,A : ExtmC (A,A)⌦k ExtnC(A,A)  ! Extm+nC (A,A) (for A = B = C).
Notice that the Yoneda product recovers the k-action on ExtnC(A,B) defined in
Section 2.3:
k ⇥ ExtnC(X,X)  ! ExtnC(X,X), (a, x) 7! (a idX)   x = a ` ⇠.
The following result is classical, and due to N.Yoneda (cf. [Yo54]).
Lemma 5.1.2. The triple (Ext•C(X,X),+,  ) is a (positively) graded k-algebra
with unit idA. The graded k-module Ext
•
C(Y,X) is a graded Ext
•
C(X,X)-Ext
•
C(Y, Y )-
bimodule.
Lemma 5.1.3. Let X : C ! D be a k-linear and exact functor, and let A 2
ObC. Then, for every object B 2 ObC, the map
X]• : Ext
•
C(B,A)  ! Ext•D(XB,XA)
is a homomorphism of graded Ext•C(A,A)-modules. In particular, it is a homomor-
phism of graded k-algebras, in case A = B.
Proof. By definition, it is evident, that X] 1 commutes with the Yoneda prod-
uct. Since X is exact, it preserves pullbacks along admissible epimorphisms and
pushouts along admissible monomorphisms (cf. Lemma 1.1.9), and therefore
X]n+1(f   x) = X]0(f)   X]n(x), X]n+1(x   f) = X]n(x)   X]0(f)
(for n   0, f 2 EndC(X), x 2 ExtnC(X,X)). In particular, X]• is k-linear. Since
X(idA) = idXA, the map X
]• is also unital. ⇤
Remark 5.1.4. Note that Definition 2.1.2 may be reformulated in terms of
the Yoneda product: A sequence
⇠ ⌘ 0 // Y // En 1 // · · · // E0 // X // 0
of morphisms in C is an admissible n-extension if, and only if, there exist objects
X = K0,K1, . . . ,Kn 1,Kn = Y in C
and admissible short exact sequences
⇠i 2 Ob Ext1C(Ki 1,Ki) (for i = 1, . . . , n)
such that ⇠1   · · ·   ⇠n coincides with ⇠.
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5.2. The bracket and its properties
5.2.1. Let (C,⌦C, C) be a strong exact monoidal k-category. For every integer
n   1, let  n be  n( C, C) and let ⇠n be an admissible n-extension of C by C in
C. Throughout this section,
uC = u
id
C
,+
C : Ext
•
C( C, C)  ! ⇡1(Ext•C( C, C), •)
and
vC(⇠•) = vC( •, ⇠•) : ⇡1(Ext•C( C, C), •)  ! ⇡1(Ext•C( C, C), ⇠•)
will denote the isomorphisms of graded abelian groups constructed in Section 3.1.
Despite the ambiguity, we are going to suppress the target base point, and write
vC instead of vC(⇠n) in order to enhance legibility. The reader is hereby forewarned
that therefore base points might (and will) be changed in calculations without
being explicitly mentioned, and is hence advised to carefully keep track of each
modification. We will abbreviate ⌦C, ⇥C, C by ⌦, ⇥, respectively (see Section
3.3 for the definition of ⇥C).
5.2.2. The strong exact monoidal category (C,⌦, ) naturally gives rise to
morphisms of admissible extensions linking ⇠ ⇥ ⇣ with ⇠   ⇣ and ( 1)mn⇣   ⇠ for
every pair of admissible extensions ⇠, ⇣ of by in C. To be more precise, let us
fix positive integers m,n   0, as well as an m-extension ⇠ and an n-extension ⇣ of
by . The morphisms
(⇠ ⇥ ⇣)i =
M
p+q=i
Ep ⌦ Fq can // E0 ⌦ Fi e0⌦Fi //// ⌦ Fi
 Fi // Fi
(for 0  i < n) and
(⇠ ⇥ ⇣)j =
M
p+q=j
Ep ⌦ Fq can // Ej n ⌦ Fn
%Ej n
// Ej n
for n  j  m+ n define the components of a morphism
L = L(⇠, ⇣) : ⇠ ⇥ ⇣  ! ⇠   ⇣
in Extm+nC ( , ). Analogously, the morphisms
(⇠ ⇥ ⇣)i =
M
p+q=i
Ep ⌦ Fq can // Ei ⌦ F0 Ei⌦f0 // Ei ⌦
( 1)mn%Ei // Ei
(for 0  i < m) and
(⇠ ⇥ ⇣)j =
M
p+q=j
Ep ⌦ Fq can // Em ⌦ Fj m
( 1)⌘j Fj m
// Fj m
(for m  j  m+ n and ⌘j = m(m+ n  j)) give rise to a morphism
R = R(⇠, ⇣) : ⇠ ⇥ ⇣  ! ( 1)mn⇣   ⇠
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in Extm+nC ( , ). Hence we obtain a roof
(5.2.1)
⇠ ⇥ ⇣
L
||
R
""
⇠   ⇣ ( 1)mn⇣   ⇠
in Extm+nC ( , ) (i.e., a path of length two), showing that
( 1)mn⇣   ⇠ ⌘ ⇠   ⇣ (mod ⇠).
This should be interpreted as follows.
Lemma 5.2.3. The graded k-algebra (Ext•C( C, C),+,  ) is graded commuta-
tive, that is, x y = ( 1)|x||y|y x for all homogeneous elements x, y 2 Ext•C( C, C).
5.2.4. The roof (5.2.1) gives rise to a loop ⌦C(⇠, ⇣) in Extm+nC ( , ) (based at
⇠   ⇣):
(5.2.2)
⇠ ⇥ ⇣
L
||
R
""
 (⇣,⇠)
✏✏
⇠   ⇣ ( 1)mn⇣   ⇠
( 1)mn⇣ ⇥ ⇠
R
bb
L
<<
.
By taking the maps uC and vC into account, we get a map
[ , ]C : ExtmC ( , )⇥ ExtnC( , )  ! Extm+n 1C ( , ),
[⇠, ⇣]C = (u
 1
C   v 1C )(⌦C(⇠, ⇣)).
If n is even, the northern hemisphere of the loop (5.2.2) (that is, the roof (5.2.1)) is
a loop of length two based at ⇠   ⇣; we will denote it by ⇤C(⇠). If n is even, we get
⇤C(⇠)+⇤C(⇠) = ⌦C(⇠, ⇠) in ⇡1(Ext2nC ( , ), ⇠  ⇠), and if, in addition, 2 is invertible
in k, ⇤C(⇠) = 2 1⌦C(⇠, ⇠). Thus, if n is even, we obtain a map
sqC : Ext
n
C( , )  ! Ext2n 1C ( , ), [⇠] 7! (u 1C   v 1C )([⇤C(⇠)]).
satisfying sqC(⇠) + sqC(⇠) = [⇠, ⇠]C, and sqC(⇠) = 2 1[⇠, ⇠]C in case 2 is invertible in
k. The aim of the upcoming considerations is to relate the structure of
(Ext•C( , ), [ , ]C, sqC)
to the structure of the underlying monoidal category, and to investigate its behavior
with respect to monoidal functors.
5.2.5. If the strong exact monoidal category (C,⌦, ) is lax braided, there are
(by definition) functorial morphisms  X,Y in C, relating X⌦Y and Y ⌦X for every
pair of objects in X,Y in C. Following the idea presented in [Ta04], we will show
that a (lax) braiding   will give rise to a morphism  (⇠, ⇣) : ⇠ ⇥ ⇣ ! ( 1)|⇠||⇣|⇣ ⇥ ⇠
for every pair ⇠, ⇣ of admissible extensions. The conclusion will be, that [ , ]C is
constantly zero, if (C,⌦, ) is lax braided.
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Lemma 5.2.6. Assume that the strong exact monoidal category (C,⌦, ) is
lax braided with braiding  . Then for every pair (⇠, ⇣) 2 ExtmC ( , ) ⇥ ExtnC( , )
the natural transformation   induces a morphism  (⇠, ⇣) : ⇠ ⇥ ⇣ ! ( 1)mn⇣ ⇥ ⇠ of
admissible (m+ n)-extensions with
R(⇣, ⇠)    (⇠, ⇣) = L(⇠, ⇣) and  (⇠, ⇣)   L(⇣, ⇠) = R(⇠, ⇣).
Moreover, in case (C,⌦, ,  ) is symmetric, the above morphisms  (⇠, ⇣) may be
chosen to be isomorphisms fulfilling  (( 1)mn⇣, ⇠)    (⇠, ⇣) = id⇠⇥⇣ .
Proof. For every 0  i  m+n  1 let the i-th component of  (⇠, ⇣) be given
as
 i =  i(⇠, ⇣) = ( 1)mn
iX
r=0
( 1)r(i r) Er,Fi r
= ( 1)mn
2666664
 E0,Fi 0 · · · 0 0
0 ( 1)i 1 E1,Fi 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · ( 1)i 1 Ei 1,F1 0
0 0 · · · 0  Ei,F0
3777775 .
We check that all diagrams which (in order to get a morphism  (⇠, ⇣) : ⇠ ⌦ ⇣ !
( 1)mn⇣⌦⇠) should commute, really do so. First of all, we take care of the boundary
maps. But the commutativity of the diagrams
E0 ⌦ F0 e0⌦f0 //
( 1)mn E0,F0
✏✏
⌦   //
  ,
✏✏
F0 ⌦ E0 ( 1)
mnf0⌦e0
// ⌦   // ,
 
// ⌦

( 1)m ⌦fn
em⌦
 
//
  ,
✏✏
( ⌦ Fn 1)  (Em 1 ⌦ )
"
0 ( 1)n Em 1,
( 1)m  ,Fn 1 0
#
✏✏
 
// ⌦

( 1)n ⌦em
fn⌦
 
// ( ⌦ Em 1)  (Fn 1 ⌦ )
is automatic due to the axioms (remember,   is a natural transormation  ⌦  !
( ⌦ )   ⌧ and fulfills   = % =       , ). Moreover, by the naturality of   and
careful sign-reading, the diagrams
Er ⌦ Fs

( 1)rEr⌦fs
er⌦Fs
 
//
( 1)mn+rs Er,Es
✏✏
(Er ⌦ Fs 1)  (Er 1 ⌦ Fs)
( 1)mn+rs
"
0 ( 1)s Er 1,Fs
( 1)r Er,Fs 1 0
#
✏✏
Fs ⌦ Er

( 1)sEs⌦er
fs⌦Er
 
// (Fs ⌦ Er 1)  (Fs 1 ⌦ Er)
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also commute for all 1  i  m + n   1 and all (r, s) 2 {0, . . . ,m} ⇥ {0, . . . , n}
with r + s = i. We still have to show the two claimed properties of the family
 (⇠, ⇣), ⇠ 2 ExtmC ( , ), ⇣ 2 ExtnC( , ).
Let 0  i  m + n and put ⌫ := m(m + n   i). The commutativity of the
diagrams
(⇠ ⇥ ⇣)i
can
✏✏✏✏
(⇠ ⇥ ⇣)i
can
✏✏✏✏
(⇠ ⇥ ⇣)i
 i
✏✏
Ei ⌦ F0
( 1)mn
Ei ⌦ F0
( 1)mn Ei,F0
✏✏
(( 1)mn⇣ ⇥ ⇠)i
can
✏✏✏✏
Ei ⌦ F0
 Ei,F0 //
Ei⌦f0
✏✏
F0 ⌦ Ei
f0⌦Ei
✏✏
F0 ⌦ Ei
f0⌦Ei
✏✏
(for 0  i < m)
Ei ⌦
 Ei, //
%Ei
✏✏
⌦ Ei
 Ei
✏✏
⌦ Ei
 Ei
✏✏
Ei Ei Ei
and (notice that Em = )
(⇠ ⇥ ⇣)i
can
✏✏✏✏
(⇠ ⇥ ⇣)i
can
✏✏✏✏
(⇠ ⇥ ⇣)i
 i
✏✏
Em ⌦ Fi m
( 1)⌫
Em ⌦ Fi m
( 1)⌫ Em,Fi m
✏✏
(( 1)mn⇣ ⇥ ⇠)i
can
✏✏✏✏
(for m  i  m+ n)
Em ⌦ Fi m
 Em,Fi m
//
 Fi m
✏✏
Fi m ⌦ Em
%Fi m
✏✏
Fi m ⌦ Em
%Fi m
✏✏
Fi m Fi m Fi m
translate to the desired equality: Ri(⇣, ⇠)   i = Li(⇠, ⇣). The second equation may
be deduced similarly.
If now (C,⌦, ,  ) is even symmetric, the axiomatics tell us that, for any two
objects X,Y 2 ObC, the composition  X,Y    X,Y is supposed to be the identity
morphism of X ⌦ Y . Hence the final claim is a direct consequence. ⇤
Theorem 5.2.7. Assume that the strong exact monoidal category (C,⌦, ) is
lax braided. Then ⌦C(⇠, ⇣) is homotopically equivalent to the trivial loop based at
⇠   ⇣ for all pairs (⇠, ⇣) 2 ExtmC ( , ) ⇥ ExtnC( , ). In particular, the map [ , ]C
is constantly zero.
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Proof. The previous Lemma translates into the commutativity of the diagram
⇠ ⇥ ⇣
L
||
R
""
 (⇣,⇠)
✏✏
⇠   ⇣ ( 1)mn⇣   ⇠
( 1)mn⇣ ⇥ ⇠
R
bb
L
<<
.
We obtain the following chain of elementary homotopic loops based at ⇠   ⇣:
⇠ ⇥ ⇣
L
||
R
""
⇠ ⇥ ⇣
R  
||
L  
""
⇠   ⇣ ( 1)mn⇣   ⇠ ⇠ ⇠   ⇣ ( 1)mn⇣   ⇠
( 1)mn⇣ ⇥ ⇠
R
bb
L
<<
( 1)mn⇣ ⇥ ⇠
R
bb
L
<<
⇠ ⇠   ⇣ ( 1)mn⇣ ⇥ ⇠
Loo
L
oo
R
//
R //
( 1)mn⇣   ⇠
⇠ ⇠   ⇣ id⇠ ⇣ // ⇠   ⇣ ,
that is, ⌦C(⇠, ⇣) is homotopically equivalent to the trivial loop. Hence
[ , ]C = (u 1C   v 1C )(⌦C( , ))
vanishes. ⇤
Remark 5.2.8. Let (C,⌦, ) be a strong exact monoidal category that pos-
sesses a lax braiding  . Observe that the proof of Theorem 5.2.7 heavily relies on
the somehow symmetric shape of ⌦C(⇠, ⇣). Hence Lemma 5.2.6 cannot be used to
deduce any triviality statements relating the squaring map sqC in general. How-
ever, it tells us that, for ⇠ an admissible self-extension of of even length, sqC(⇠)
coincides with the equivalence class of the loop
⇠   ⇠  (⇠,⇠) // ⇠   ⇠ .
5.2.9. Let us close this section with a comparison result. It will enable us to
relate the bracket and the square operations coming from two exact monoidal cate-
gories provided they are connected via some exact and almost (co)strong monodial
functor. The following lemma is essential for its proof. Let (D,⌦D, D) be another
strong exact monoidal category.
Lemma 5.2.10. Let ⇠ be a m-extension in ExtmC ( C, C) and let ⇣ be a n-
extension in ExtnC( C, C). Let (L, , 0) : C ! D be an exact and almost strong
monoidal functor, and let # : Lm⇠ ⇥D Ln⇣ ! Lm+n(⇠ ⇥C ⇣) be the morphism
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in Extm+nD ( , ) defined within the proof of Proposition 3.3.9. Then the following
diagrams commute.
⌅ ⌘
Lm⇠ ⇥D Ln⇣
L
✏✏
# // Lm+n(⇠ ⇥C ⇣)
Lm+n(L)
✏✏
(Lm⇠)   (Ln⇣) = // Lm+n(⇠   ⇣)
⌅0 ⌘
Lm⇠ ⇥D Ln⇣
R
✏✏
# // Lm+n(⇠ ⇥C ⇣)
Lm+n(R)
✏✏
( 1)mn(Lm⇣)   (Ln⇠) = // ( 1)mnLm+n(⇣   ⇠)
Proof. Let us show that the diagram ⌅ commutes. Recall that for 0  i 
m+ n  1, #i is given by
#i =
2666664
 E0,Fi 0 · · · 0 0
0  E1,Fi 1 · · · 0 0
...
...
. . .
...
...
0 0 · · ·  Ei 1,F1 0
0 0 · · · 0  Ei,F0
3777775
Let 0  i < n. Since the diagramLi
r=0 LEr ⌦D LFi r
can
✏✏
#i //
Li
r=0 L(Er ⌦C Fi r)
can
✏✏
LE0 ⌦D LFi
(  10 ⌦DLFi) (L(e0)⌦DLFi)
✏✏
 E0,Fi // L(E0 ⌦C Fi)
L(e0⌦CFi)
✏✏
D ⌦D LFi
 LFi
✏✏
 E0,Fi ( 0⌦DLFi) // L( C ⌦C Fi)
L( Fi )
✏✏
LFi LFi
commutes, so does ⌅i. Further, the commutativity ofLi
r=0 LEr ⌦D LFi r
can
✏✏
#i //
Li
r=0 L(Er ⌦C Fi r)
can
✏✏
LEi n ⌦D L C
 Ei n, C
//
%LEi n (LEi n⌦D  10 )
✏✏
L(Ei n ⌦C C)
L(%Ei n )
✏✏
LEi n LEi n
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implies that ⌅i does commute for n  i  m + n as well. The assertion for the
diagram ⌅0 follows similarly. ⇤
Proposition 5.2.11. Let (L, , 0) : C ! D be an exact and almost strong
monoidal functor. Let (⇠, ⇣) be a given pair of extensions in ExtmC ( , )⇥ExtnC( C, C).
Then the loops
Lm+n(⌦C(⇠, ⇣)) and ⌦D(Lm⇠,Ln⇣)
are homotopically equivalent.
Proof. Put ⌫ := m+ n. According to Lemma 5.2.10, the flank rhomboids in
the following diagram commute.
Lm⇠ ⇥D Ln⇣
L
||
# // L⌫(⇠ ⇥C ⇣)
L⌫(L)
||
L⌫(R)
""
Lm⇠ ⇥D Ln⇣
R
""
#oo
(Lm⇠)   (Ln⇣) = // L⌫(⇠   ⇣) ( 1)mnL⌫(⇣   ⇠) ( 1)mn(Ln⇣)   (Lm⇠)=oo
( 1)mnLm⇣ ⇥D Ln⇠
R
bb
#
// ( 1)mnL⌫(⇣ ⇥C ⇠)
L⌫(R)
bb
L⌫(L)
<<
( 1)mnLm⇣ ⇥D Ln⇠
L
<<
#
oo
It follows that the loop Lm+n(⌦C(⇠, ⇣)) (indicated by the red arrows) is homotopi-
cally equivalent to
Lm⇠ ⇥D Ln⇣
L
||
R
""
(Lm⇠)   (Ln⇣) ( 1)mn(Ln⇣)   (Lm⇠)
( 1)mnLm⇣ ⇥D Ln⇠
R
bb
L
<<
which precisely is ⌦(Lm⇠,Ln⇣). ⇤
Theorem 5.2.12. Let (L, , 0) : C ! D be an exact and almost strong
monoidal functor. Then the diagrams
ExtmC ( C, C)⇥ ExtnC( C, C)
[ , ]C
//
L]m⇥L]n
✏✏
Extm+n 1C ( C, C)
L]m+n 1
✏✏
ExtmD ( D, D)⇥ ExtnD( D, D)
[ , ]D
// Extm+n 1D ( D, D)
and
Ext2nC ( C, C)
sqC //
L]2n
✏✏
Ext4n 1C ( C, C)
L]4n 1
✏✏
Ext2nD ( D, D)
sqD
// Ext4n 1D ( D, D)
commute for all integers m,n   1.
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Proof. For an admissible n-extension ⇠ of C by C, recall that the homo-
morphisms L]n and L
[
n,
L]n = ⇡0Ln : Ext
n
C( C, C)  ! ExtnD( D, D),
L[n = ⇡1(Ln, ⇠) : ⇡1(ExtnC( C, C), ⇠)  ! ⇡1(ExtnD( D, D),Ln⇠),
are given by applying L degreewise. Let x1 = [⇠1] 2 ExtmC ( C, C) and x2 =
[⇠2] 2 ExtnC( C, C), where ⇠1 and ⇠2 are admissible extensions in C representing
the classes x1 and x2 respectively. For ⇣ = ⇠1   (( 1)mn⇠2) and ⇣ 0 = Lm+n(⇣) =
Lm⇠1   (( 1)mnLn⇠2) we observe that
(5.2.3)
L]m+n 1   u 1C   v 1C
= u 1D   L[m+n   v 1C (by Lemma 3.2.6)
= u 1D   v 1D   Fˇm+n (by Lemma 3.2.6)
= u 1D   v 1D   L[m+n
and hence
(L]m+n 1   [ , ]C)(x1, x2)
= L]m+n 1([x1, x2]C)
= L]m+n 1((u
 1
C   v 1C )([⌦C(⇠1, ⇠2)])) (by defintion of [ , ]C)
= (u 1D   v 1D   L[m+n)([⌦C(⇠1, ⇠2)]) (by equation (5.2.3))
= (u 1D   v 1D )(L[m+n([⌦C(⇠1, ⇠2)]))
= (u 1D   v 1D )([Lm+n⌦C(⇠1, ⇠2)]) (by definition of L[m+n)
= (u 1D   v 1D )([⌦D(Lm(⇠1),Ln(⇠2))]) (by Proposition 5.2.11)
= [[Lm(⇠1)], [Ln(⇠2)]]D
= [L]m(x1),L
]
n(x2)]D (by definition of L
[
m and L
[
n)
= ([ , ]D   (L]m ⇥ L]n))(x1, x2).
For the commutativity of the second diagram, one argues similarly. ⇤
Remark 5.2.13. In light of Remark 3.3.10, one easily checks that Proposition
5.2.11 also holds true in the setting of exact and colax monoidal functors. Hence
the statement of Theorem 5.2.12 remains valid, when the exact and almost strong
monoidal functor (L, , 0) is replaced by an exact and almost costrong monoidal
functor (L0, 0, 00) : C! D.
5.2.14. Since Ext•C( C, C) is a graded commutative k-algebra, one may raise
the following question.
Question. Under which requirements on C is (Ext•C( C, C), [ , ]C, sqC) a
(strict) Gerstenhaber algebra in the sense of Definition 4.2.1?
Within the framework of this thesis we are not going to elaborate on this
question. However, we remark, that already the k-bilinearity of the map [ , ]C is
not clear at all. Even in the special case of bimodules over a ring, an intrinsic proof
could not be deduced. Nevertheless, it will turn out that the abstract construction,
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and its properties, already yield a couple of interesting applications, as exposed in
the following sections. As a first step, we will prove that our bracket in fact recovers
S. Schwede’s original one in case C is a category of bimodules over a k-algebra.
5.3. The module case – Schwede’s original construction
5.3.1. Let   be any ring and let n   1 be an integer. Fix two  -modules L
and M . In [Schw98] S. Schwede (explicitly) constructs an isomorphism
µ : Extn (M,L) ⇠= Hn(Hom (PM , L))  ! ⇡1(Extn+1  (M,L),)
of groups for some specific base point  and any fixed projective resolution PM !
M ! 0 ofM over  . In this section, we will show that, for C = Mod( ), it coincides
(up to the sign ( 1)n+1) with the map
vC   uC : Extn (M,L)  ! ⇡1(Extn+1  (M,L), n(M,L))
 ! ⇡1(Extn (M,L),)
which we have defined earlier in Section 3.1. Hence, in particular, the following will
hold true.
Theorem 5.3.2 ([Schw98, Thm. 3.1]). Let A be a k-algebra which is k-projective
and let P(A) ✓ Mod(Aev) be the full subcategory of modules which are A-projective
on both sides (see Example 1.3.3). Then, under the identification of Corollary
2.4.10, the following diagrams commute (up to the sign ( 1)m+1, which may, and
will be ignored) for every m,n 2 N.
HHm(A)⇥HHn(A) { , }A //
 A⇥ A
✏✏
HHm+n 1(A)
 A
✏✏
ExtmP(A)(A,A)⇥ ExtnP(A)(A,A)
[ , ]C
// Extm+n 1P(A) (A,A)
HH2n(A)
sqA
//
 A
✏✏
HH4n 1(A)
 A
✏✏
Ext2nP(A)(A,A)
sqC
// Ext4n 1P(A) (A,A)
The maps { , }A and sqA respectively denote the Gerstenhaber bracket and
the squaring map on HH•(A). Let us recall S. Schwede’s map. Assume that the
projective resolution PM !M ! 0 is given as follows.
· · · ⇡n+2 // Pn+1 ⇡n+1 // Pn ⇡n // Pn 1 ⇡n 1 // · · · ⇡1 // P0 ⇡0 // M // 0
Fix a  -linear map ' : Pn+1 ! L satisfying '   ⇡n+2 = 0. The pushout diagram
· · · ⇡n+2 // Pn+1
'
✏✏
⇡n+1
// Pn
⇡n //
✏✏
Pn 1
⇡n 1
// · · · ⇡1 // P0 ⇡0 // M // 0
0 // Y
pn+1
// P
pn
// Pn 1
pn 1
// · · · p1 // P0 p0 // M // 0
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has exact rows. We may regard P as the quotient
P =
L  Pn
{('(x), ⇡n+1(x)) | x 2 Pn+1} = Coker('  ( ⇡n+1))
and hence express the maps pn+1 : Y ! P , pn : P ! Pn 1 as pn+1(y) = (y, 0) and
pn(l, p) = ⇡n(p) (for y 2 Y , l 2 L).
If  : Pn ! L is a  -module homomorphism, then '0 = ' +    ⇡n+1 will
also satisfy '0   ⇡n+2 = 0. Hence we may consider ('0) as well. The assignment
(l, p) 7! (l    (p), p) gives rise to a well-defined map
L  Pn
{('(x), ⇡n+1(x)) | x 2 Pn+1}  !
L  Pn
{('0(x), ⇡n+1(x)) | x 2 Pn+1} ,
which itself defines a morphism µ( ) : (')! ('+  ⇡n+1) of (n+1)-extensions.
If we chose  such that   ⇡n+1 = 0, µ( ) will be an endomorphism of (') in the
category Extn+1  (M,L), i.e., a loop of length 1 based at ('). In [Schw98, Sec. 4]
it is shown that hereby one obtains a well-defined map
µ : Hn(Hom (PM , L))  ! ⇡1(Extn+1  (M,L),('))
which is an isomorphism (cf. [Schw98, Thm. 1.1]). The latter result is going to be
recovered by the following lemma.
Lemma 5.3.3. Let C be the category Mod( ). The maps µ and vC  uC are, up
to the sign ( 1)n and conjugation with some path of length 1, equal (after identifying
Extn (M,L) with H
n(Hom (PM , L))).
Proof. First of all, we deal with the case ' = 0. Let  be (0). It follows
that
P =
L  Pn
{('(x), ⇡n+1(x)) | x 2 Pn+1} = L 
Pn
Im(⇡n+1)
and there is a morphism ↵ : !  n+1(M,L) of (n+1)-extensions. We claim that
the diagram
(⇧)
Extn (M,L)
⇠=
✏✏
uC // ⇡1(Extn+1  (M,L), n+1(M,L))
c↵
✏✏
Hn(Hom (PM , L))
µ
// ⇡1(Extn+1  (M,L),)
commutes. Let an exact sequence ⇠ in ExtnC(M,L) be given whose equivalence
class corresponds to [ ] 2 Hn(Hom (PM , L)) under the standard isomorphism
ExtnC(M,L) ⇠= Hn(Hom (PM , L)) (cf. [Wei94, Sec. 3.4]). Recall that  can be
chosen to be  n occurring as part of a lifting of the identity morphism of M with
respect to PM :
· · · ⇡n+2 // Pn+1 ⇡n+1 // Pn ⇡n //
 n
✏✏
Pn 1
⇡n 1
//
 n 1
✏✏
· · · ⇡1 // P0 ⇡0 //
 0
✏✏
M // 0
⇠ ⌘ 0 // L en // En 1 en 1 // · · · e1 // E0 e0 // M // 0 .
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Put Pn/⇡n+1 = Pn/ Im(⇡n+1). The conjugate of ( 1)n+1uC(⇠) by ↵ looks as
follows (at this point, we use Proposition 3.2.5).

↵
✏✏
0 // L // L  Pn⇡n+1
✏✏
// Pn 1 //
✏✏
· · · // P1 //
✏✏
P0 //
✏✏
M // 0
 n+1(M,L) 0 // L L // 0 // · · · // 0 // M M // 0
⇠+
q1
OO
q2
✏✏
0 // L // L  L //
OO
✏✏
En 1
OO
✏✏
// · · · // E1
OO
✏✏
// E0
OO
✏✏
// M // 0
 n+1(M,L) 0 // L L // 0 // · · · // 0 // M M // 0

↵
OO
0 // L // L  Pn⇡n+1
OO
// Pn 1
OO
// · · · // P1 //
OO
P0
OO
// M // 0
We claim that the equivalence class of the loop above equals the equivalence class
of µ(). In fact, the following assignments define a morphism   :  ! ⇠+ of
(n+ 1)-extensions
 i(pi) =  i(pi) (for i = 0, . . . , n  1 and pi 2 Pi),
 n(l, p) = (l, l    (p)) (for l 2 L, p 2 Pn/ Im(⇡n+1));
  is such that the diagram
 ↵
((
 
✏✏
 n+1(M,L)
⇠+
q1
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commutes. Hence the loop is homotopically equivalent to the following one.

q2  
✏✏
0 // L // L  Pn⇡n+1
id (  )
✏✏
// Pn 1 //
✏✏
· · · // P1 //
✏✏
P0 //
=⇡0e0  0
✏✏
M // 0
 n+1(M,L) 0 // L L // 0 // · · · // 0 // M M // 0

↵
OO
0 // L // L  Pn⇡n+1
OO
// Pn 1
OO
// · · · // P1 //
OO
P0
OO
// M // 0
Since µ() fits inside the commutative diagram
 q2  
))
µ()
✏✏
 n+1(M,L) ,

↵
55
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we have accomplished the desired result (recall the definition of elementary homo-
topic). Finally, for arbitrary ', we observe that µ( ) ⌘ µ( )'=0   (') (up to
conjugation). In fact,
P0   P0
⇥
⇡0 0
0 ⇡0
⇤
// M  M
P0  Ker(⇡0)
⇥
⇡0 0
⇤
//
inc
OO
M
⇥
id id
⇤OO
is clearly a pullback diagram. Further,
L  L
id  id
✏✏
// (L  Pn/⇡n+1)  P
✏✏
L // Pn/⇡n+1   P
is a pushout diagram, where the maps L! Pn/⇡n+1 P and (L Pn/⇡n+1) P !
Pn/⇡n+1   P are induced by the maps
L  ! Pn   (L  Pn), l 7! (0, l, 0),
and
(L  Pn)  (L  Pn)  ! Pn   (L  Pn), (l, p, l0, p0) 7! (p, l + l0, p0)
respectively. It follows, that
(0)  (') = P\   (')
where P\ denotes the (n  1)-extension
0 // Pn/⇡n+1 // Pn 1
⇡n 1
// · · · ⇡2 // P1 ⇡1 // Ker(⇡0) // 0 .
If j : (') ! P\   (') and q : P\   (') ! (') are the canonical maps, we
immediately see that µ()'=0   (') conjugated by j is (homotopically equivalent
to) the loop
(')
j
// P\   (')
⇥
id 0
0 µ()
⇤
// P\   (') q // (') .
Ultimately, the diagram below commutes (the triangles containing the red arrow
commute by Lemma 2.2.8 and by the commutativity of (⇧); the diagram formed by
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the blue arrows commutes by the considerations above).
Extn (M,L)
⇠=
✏✏
( 1)n+1uC
// ⇡1(Extn+1  (M,L), n+1(M,L))
vC
✏✏c↵
||
Hn(Hom (PM , L))
µ
⇢⇢
µ
✏✏
⇡1(Extn+1  (M,L), n+1(M,L)  ('))
c↵ (')
✏✏
⇡1(Extn+1  (M,L),(0))
vC // ⇡1(Extn+1  (M,L),(0)  ('))
cj
✏✏
⇡1(Extn+1  (M,L),(')) ⇡1(Extn+1  (M,L),('))
⇤
5.4. Morita equivalence
5.4.1. Let A and B be two algebras over the commutative ring k. Remember
that A and B are called Morita equivalent if their associated categories of left
modules are equivalent:
U : Mod(A)
⇠ // Mod(B).
It is a classical fact (see for example [AnFu92, §22]), that A and B are Morita
equivalent if, and only if, there is an A-module P fulfilling the following properties:
(1) P is a progenerator for A (that is, it is a finitely generated projective A-module
and a generator for the category Mod(A) in the sense that for every A-module
M there is an A-module PM and an epimorphism PM ! M , where PM is a
possibly infinite direct sum of copies of P ; e.g., P = A is a progenerator for A).
(2) B ⇠= EndA(P )op as k-algebras.
In this situation, P is naturality a right module over (its opposite endomorphism
ring) B and we will call P a Morita bimodule for A. If A and B are Morita
equivalent, the functor U is (up to equivalence) given by HomA(P, ), where P is
the progenerator U 1(B), and the quasi-invers functor U 1 can be expressed as
P ⌦B  . A classical example of a pair of Morita equivalent algebras is given by A
andMn(A) (= the ring of n⇥n-matrices over A) for any k-algebra A and any integer
n   1 (the free module An is a progenerator for A with adequate endomorphism
ring). It is not surprising that the Hochschild cohomology ring is invariant under
Morita equivalence.
Theorem 5.4.2. If A and B are Morita equivalent, then HH•(A) and HH•(B)
are isomorphic as graded k-algebras.
In fact, this even holds true when replacing Morita equivalent by derived equiv-
alent1 as shown in [Ha89, Thm. 4.2] in the special case of finite dimensional al-
gebras and derived equivalences arising from tilting modules, and then in [Ri91,
1The k-algebras A and B are derived equivalent, if their bounded derived categories
Db(Mod(A)) and Db(Mod(B)) are equivalent as triangulated categories.
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Prop. 2.5] in the most general case. (Note that Morita equivalent algebras are al-
ways (for trivial reasons) derived equivalent; however the converse does not hold
true in general.) The question of whether the Gerstenhaber bracket is preserved un-
der derived equivalences, was considered by B.Keller in [Ke04], wherein he claims
that it is indeed a derived invariant. To realize the result, he compares the graded
Lie algebra HH•+1(A) with the Lie algebra associated to the derived Picard group
of A via an isomorphism of graded Lie algebras:
HH•+1(A) ⇠ // Lie(DPic•A).
The right hand side does not depend on A, but rather on the underlying triangulated
category Db(Mod(A)). However, the proof given by B.Keller is, at least for the
author, not very enlightening. Using the methods established so far, we will confirm
B.Keller’s observation for Morita equivalent algebras. In fact, we will even show
that the whole strict Gerstenhaber structure is preserved under Morita equivalence.
Lemma 5.4.3. Let A and B be Morita equivalent k-algebras. Then A is flat
(projective) as a k-module if, and only if, B is flat (projective) as a k-module.
Proof. In view of 5.4.1(1)–(2), it su ces to show the following statement:
Let   be a k-algebra, and let P be a finitely generated projective  -module. Then
  being a flat (projective) k-module implies that End (P ) is a flat (projective)
k-module.
Let Q be a  -module with P   Q ⇠=  m for some integer m   0. Then, as
k-modules,
 m
2 ⇠= End ( m)
⇠= End (P )  End (Q) Hom (P,Q) Hom (Q,P ),
which finishes the proof. ⇤
5.4.4. In the following, we fix a k-algebra A which is projective as a k-module.
Let P be a progenerator for A and let B be the endomorphism ring EndA(P )op.
Hence A and B are Morita equivalent, and we have the following mutually inverse
equivalences of categories. (Remember that P naturally is a right B-module.)
UA = HomA(P, ) : Mod(A)  ! Mod(B), VA = P ⌦B   : Mod(B)  ! Mod(A)
We have already observed that B has to be projective as a k-module. Let ( )_ =
( )_A be the contravariant functor HomA( , A) : Mod(A) ! Mod(Aop). Since P
is a right B-module, P_ will be a left module over B, by (bf)(p) = (f   b)(p) (for
b 2 B, f 2 P_ and p 2 P ). According to the following statement, ( )_ defines a
duality proj(A)! proj(Aop).
Lemma 5.4.5. Let R be a ring, U be a finitely generated projective R-module
and let M be an Rop-module. Then the map
hU :M ⌦R U  ! HomRop(HomR(U,R),M)
hU (m⌦ u)(') = m'(u)
is linear, bijective and natural, in both M and U . If M is a S-R-bimodule for some
ring S, then hU is also S-linear.
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Proof. The linearity and the naturally are immediate. Further, hU is bijec-
tive, since it is (obviously) bijective in case U is free of finite rank. ⇤
5.4.6. The dual P_ of P is a progenerator for Aop with EndAop(P_)op ⇠=
EndA(P ) = Bop. In particular, we obtain two additional mutually inverse equiva-
lences:
UAop = HomAop(P
_
A , ) : Mod(Aop)  ! Mod(Bop),
VAop =  ⌦B P_A : Mod(Bop)  ! Mod(Aop).
The isomorphisms stated below are very well-known (see for instance [CaEi56,
Ch. IX]); since the classical literature presents them in a slightly too weak fashion,
we reprove them in the generality that we need.
Lemma 5.4.7. Let R be a k-algebra, U , V and W be finitely generated projec-
tive R-modules, and let S = EndR(U)op. Further, let ( )_ denote the contravariant
functor HomR( , R) : Mod(R) ! Mod(Rop). Then the following assertions hold
true.
(1) The map
sM : HomR⌦Rop(V ⌦k W_,M)  ! HomR(V,HomRop(W_,M)),
sM (f)(v)(') = f(v ⌦ ')
is linear, bijective and natural in V , W and in the R ⌦k Rop-module M . If
V =W = U , the map sM is in addition a S-S-bimodule homomorphism.
(2) The map
tM : HomR⌦Rop(V ⌦k W_,M)  ! HomRop(W_,HomR(V,M)),
tM (f)(')(v) = f(v ⌦ ')
is linear, bijective and natural in V , W and in the R ⌦k Rop-module M . If
V =W = U , the map tM is in addition a S-S-bimodule homomorphism.
(3) The map
a : HomR(U, V )⌦k HomRop(U_, V _)  ! HomR⌦kRop(U ⌦k U_, V ⌦k V _),
a(f ⌦ g)(u⌦ ') = f(u)⌦ g(')
is a S-S-bimodule homomorphism and bijective. Moreover, if V = U , it is a
homomorphism of graded k-algebras.
Proof. One easily checks that the maps in (1) and (2) are linear and natural
in every variable. Their inverse maps are given by s 1M (f)(v ⌦ ') = f(v)(') and
t 1M (f)(v ⌦ ') = f(')(v). Assume that V = W = U . Take s 2 S = EndR(U)op
and f 2 HomR(U, V ), g 2 HomRop(U_, V _) and remember, that the left S-module
structure on HomR(U,M) is given by
(sf)(u) = (f   s)(u) (for u 2 U)
whereas the right S-module structure on HomRop(U_,M) is given by
(gs)(') = g('   s) (for ' 2W_).
Thus, sM and tM are evidently S-linear on both sides. The same apparently holds
true for the map a in (3). It is bijective, for it is when U and V are free of finite
rank. Finally, it is clear that a is an algebra homomorphism in case U = V . ⇤
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5.4.8. We claim that P ⌦k P_ is a progenerator for A ⌦k Aop whose endo-
morphism ring is isomorphic to B ⌦k Bop. To begin with, P ⌦k P_ is a projective
A⌦k Aop-module since the k-linear map
sM : HomA⌦Aop(P ⌦k P_,M)  ! HomA(P,HomAop(P_,M)),
sM (f)(p)(') = f(p⌦ ')
defines a natural isomorphism by Lemma 5.4.7(1). Since A ⌦k Aop is a generator,
it su ces to name an epimorphism
L
i P ⌦k P_ ! A⌦k Aop of A⌦k Aop-modules
to verify that P ⌦k P_ is a generator for A⌦k Aop. But this epimorphism can be
realized by tonsoring together an epimorphism ⇡ : Pm ! A with the epimorphism
 _ : (P_)m ⇠= (Pm)_ ! A_ ⇠= Aop, where   : A! Pm is a (split) monomorphism
in Mod(A). Finally,
a : HomA(P, P )⌦k HomAop(P_, P_)  ! HomA⌦kAop(P ⌦k P_, P ⌦k P_)
a(f ⌦ g)(p⌦ ') = f(p)⌦ g(')
is an isomorphism of k-algebras (chose R = A and U = V = P in Lemma 5.4.7(3)).
Therefore EndAev(P ⌦k P_)op ⇠= B ⌦k Bop as claimed. Hence we have proven the
following result.
Lemma 5.4.9. The k-algebras   := A⌦k Aop and ⇤ := B ⌦k Bop are Morita
equivalent.
Note that P , P_ and P ⌦k P_ are also finitely generated projective generators
when considered as right modules over B, Bop and B ⌦k Bop respectively (see
[AnFu92, §22]).
Put Q := P ⌦k P_. The Morita equivalent algebras   and ⇤ ⇠= End⇤(Q)op give
rise to two mutually inverse equivalences
U  = Hom (Q, ) : Mod( )  ! Mod(⇤), V  = Q⌦⇤   : Mod(⇤)  ! Mod( ),
where we consider Q as a right ⇤-module in the usual way. We are interested in
how these equivalences work on the full subcategories P(A) ✓ Mod( ) and P(B) ✓
Mod(⇤) (for the definition and properties of P(A) and P(B) see Example 1.3.3).
Proposition 5.4.10. The functor U  = Hom (Q, ) is a lax monoidal functor
(Mod(Aev),⌦A, A)! (Mod(Bev),⌦B , B) with the unit morphism B ! U A being
an isomorphism (that is, U  is almost strong monoidal). Therefore, V  = Q⌦⇤  
is an almost costrong monoidal functor (Mod(Bev),⌦B , B)! (Mod(Aev),⌦A, A).
Proof. To verify that U  is a lax monoidal functor, we have to name homo-
morphisms
 M,N : U M ⌦B U N  ! U (M ⌦A N) and  0 : B  ! U A
of  -modules (the former being natural inM and N). As a preliminary observation,
note that by Lemma 5.4.5, we obtain the following isomorphism
P_ ⌦A P ⇠= HomAop(HomA(P,A), P_) = EndAop(P_) ⇠= EndA(P )op = B,
and thus the A⌦k Aop-module homomorphisms stated below:
 P : P ⌦k P_  ! P ⌦k B ⌦k P_ ⇠= (P ⌦k P_)⌦A (P ⌦k P_),
 P (p⌦ ') = p⌦ 1B ⌦ '
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and
"P : P ⌦k P_  ! A, "P (p⌦ ') = '(p).
The B ⌦k Bop-module U (A) = Hom (Q,A) = HomA⌦kAop(P ⌦k P_, A) can be
viewed as k-algebra through
f ? g := µ   (f ⌦A g)   P (for f, g 2 Hom (Q,A))
with unit "P (here µ denotes the (unit) isomorphism A⌦AA! A). As a B⌦kBop-
module, V (A) = Hom (Q,A) is isomorphic to B:
U (A) = HomA⌦kAop(P ⌦k P_, A)
⇠= HomAop(P_,HomA(P,A)) (by Lemma 5.4.7(2))
= HomAop(P
_, P_)
⇠= HomA(P, P )op (since ( )_ is a duality)
= B .
We are now in the position to define the disered homomorphisms  0 and  M,N for
any pair of A⌦k Aop-modules M and N . Indeed,
 M,N : Hom (P ⌦k P_,M)⌦B Hom (P ⌦k P_,M)  ! Hom (P ⌦k P_,M ⌦A N)
 M,N (f ⌦ g) = (f ⌦A g)   P
and
 0 : B
⇠ // Hom (P ⌦k P_, A) = U (A)
fit into the commutative diagrams of Definition 1.2.4, as one easily (but tediously)
verifies. ⇤
The proposition implies the following well-known fact.
Corollary 5.4.11. If R and S are commutative k-algebras, and if R and S
are Morita equivalent, then R ⇠= S.
Proof. Clearly, R = Z(R) ⇠= HomRev(R,R) and S = Z(S) ⇠= HomSev(S, S).
But HomRev(R,R) and HomSev(S, S) are isomorphic (via UR⌦kR). ⇤
Remark 5.4.12. The maps  P : P ⌦k P_ ! (P ⌦k P_) ⌦A (P ⌦k P_) and
"P : P ⌦k P_ ! A turn P ⌦k P_ into a so called comonoid in the monoidal
category (Mod(Aev),⌦A, A). Other examples of comonoids are coalgebras over the
commutative ring k which are precisely the comonoids in the monoidal category
(Mod(k),⌦k, k); the coalgebra axioms indicate which requirements are put upon
the structure maps  P and "P . See [Sz05] for a characterization of monoidal
Morita equivalences in terms of the general language of (strong) comonoids and
bialgebroids (the latter are going to be defined in Section 6.2).
Remark 5.4.13. The map  P can be made more precise by utilizing the dual
basis lemma. The projectivity of P yields the existence of a set I (which may
be chosen as a finite one, since P is finitely generated) and families (xi)i2I ✓ P ,
('i)i2I ✓ HomA(P,A) such that
x =
X
i2I
'i(x)xi (for all x 2 P ),
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that is,
P
i2I 'i( )xi = idP . Now  P displays itself as
 P (p⌦ ') =
X
i2I
(p⌦ 'i)⌦ (xi ⌦ ').
The element
P
i2I 'i⌦xi is (on the nose) the preimage of idP under the isomorphism
of Lemma 5.4.5.
Example 5.4.14. Let R be a k-algebra. Then R is Morita equivalent to
Mn(R) with Morita bimodule given by Rn. Via the induced Morita bimodule
Rn ⌦k (Rop)n ⇠= Rn ⌦k Rn for Rev, the enveloping algebra Rev = R⌦k Rop of R is
then Morita equivalent to Mn(R)⌦k Mn(R)op ⇠= Mn2(R ⌦k Rop). The maps  Rn
and "Rn are given as follows:
 Rn(r ⌦ r0) =
nX
i=1
(r ⌦ ei)⌦ (ei ⌦ r0)
and
"Rn(r ⌦ r0) = hr, r0i =
nX
i=1
rir
0
i,
where e1, . . . , en is the standard basis of Rn, and r = (r1, . . . , rn), r0 = (r01, . . . , r0n)
are arbitrary elements.
Proposition 5.4.15. The functors U  = Hom (Q, ) and V  = Q ⌦⇤  
restrict to mutually inverse exact and almost strong, respectively almost costrong,
monoidal equivalences
Hom (Q, )|P(A) : (P(A),⌦A, A)  ! (P(B),⌦B , B)
Q⌦⇤   |P(B) : (P(B),⌦B , B)  ! (P(A),⌦A, A)
between strong exact monoidal categories.
Proof. To see that V  gives rise to the desired functor B, we prove the fol-
lowing assertions.
(i) LetM be a A⌦kAop-module. IfM 0 = U M belongs to P(B), thenM belongs
to P(A).
(ii) Let N be a B⌦k Bop-module. If N 0 = V N belongs to P(A), then N belongs
to P(B).
From this it will follow directly that V  restricts to the claimed equivalence between
the categories P(B) and P(A) (with quasi-inverse functor given by the restriction of
U  = Hom (Q, ) to P(A)). Let us first show (ii). Assume that the ⇤-module N is
left and right B-projective. Then there is the following isomorphism of B-modules.
N ⇠= HomB⌦kBop(B ⌦k Bop, N)
⇠= HomA⌦kAop(Q⌦⇤ (B ⌦k Bop), Q⌦⇤ N) (V  = Q⌦⇤   is an equivalence)
⇠= HomA⌦kAop(P ⌦k P_, N 0)
⇠= HomA(P,HomAop(P_, N 0)) (by Lemma 5.4.7(1))
⇠= HomA(P,N 0 ⌦A P ) (by Lemma 5.4.5)
= UA(N
0 ⌦A P )
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Now note that since HomA(N 0⌦AP, ) and HomA(P,HomA(N 0, )) are equivalent
functors, the A-module N 0⌦AP is projective. Hence UA(N 0⌦AP ) is B-projective,
for UA is an equivalence. Similarly,
N ⇠= HomB⌦kBop(B ⌦k Bop, N)
⇠= HomA⌦kAop(Q⌦⇤ (B ⌦k Bop), Q⌦⇤ N) (V  = Q⌦⇤   is an equivalence)
⇠= HomA⌦kAop(P ⌦k P_, N 0)
⇠= HomAop(P_,HomA(P,N 0)) (by Lemma 5.4.7(2))
⇠= HomAop(P_,HomA(HomAop(P_, A), N 0)) (since ( )_ is a duality)
⇠= HomAop(P_, N 0 ⌦Aop P_) (by Lemma 5.4.5)
⇠= HomAop(P_, P_ ⌦A N 0)
= UAop(P
_ ⌦A N 0)
is a Bop-linear isomorphism. The Aop-module P_⌦AN 0 is projective, and therefore
UAop(P_⌦AN 0) is Bop-projective, as required. The functor U  admits the following
reformulation:
U  = Hom (Q, )
⇠= Hom (Hom op(Q_  , ), )
⇠= Q_  ⌦    (by Lemma 5.4.5)
and, similarly, VA ⇠= HomB(P_Bop , ), VAop ⇠= HomBop((P_A )_Bop , ). Thus the
arguments for (ii) also apply to deduce (i). Lastly, the functors Hom (Q, )|P(A)
and Q⌦⇤   |P(B) are almost (co)strong monoidal by Proposition 5.4.10. ⇤
Remark 5.4.16. Supposedly, the statement of the proposition above should
remain true, if one replaces A ⌦k Aop by any bialgebroid A over A, P by any
comonoidal progenerator P in the monoidal category Mod(A\), B by the associated
endomorphism bialgebroid B := EndA(P)op over the algebra T := HomA\(P, A)op
and the categories P(A) and P(B) by the full subcategories of A\-modules respec-
tively B\-modules which are A-projective respectively T -projective on either side
(by ( )\ we denote the forgetful functor from the category of bialgebroids to the
category of algebras). However, in the special case we have elaborated on in this
section, one can now deduce the following satisfying result.
Theorem 5.4.17. Assume that A and B are Morita equivalent k-algebras of
which one, and hence both (due to Lemma 5.4.3), is supposed to be k-projective.
Then the exact and almost strong monoidal equivalence H := Hom (Q, )|P(A)
defined in Proposition 5.4.15 induces an isomorphism
H] = H]• : HH
•(A)  ! HH•(B)
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of graded k-algebras such that the diagrams below commute for any choice of integers
m,n   1.
HHm(A)⇥HHn(A) { , }A //
⇠=
✏✏
HHm+n 1(A)
⇠=
✏✏
HHm(B)⇥HHn(B) { , }B // HHm+n 1(B)
HH2n(A)
sqA
//
⇠=
✏✏
HH4n 1(A)
⇠=
✏✏
HH2n(B)
sqB
// HH4n 1(B)
Here { , }A and sqA denote the Gerstenhaber bracket and the squaring map on
HH•(A), whereas { , }B and sqB denote the Gerstehaber bracket and the squaring
map on HH•(B).
Proof. In view of Proposition 5.4.15, the functor H induces the morphism
H] : Ext•P(A)(A,A) ! Ext•P(B)(B,B) of graded k-algebras. It is an isomorphism,
since H is an equivalence of categories. Moreover, since both A and B are k-
projective, the maps  A and  B define isomorphisms HH
•(A) ⇠= Ext•P(A)(A,A)
and HH•(B) ⇠= Ext•P(B)(B,B) (see Section 4.1 and Corollary 2.4.10). Finally,
the commutativity of the diagram is ensured by combining Theorem 5.2.12 with
Theorem 5.3.2. ⇤
We will close this chapter with a short survey on the existence of braidings on
the monoidal category (Mod(Aev),⌦A, A).
5.5. The monoidal category of bimodules
5.5.1. Let A be an algebra over the commutative ring k. Regarding the consid-
erations of Section 5.2, where we introduced and studied the bracket for monoidal
categories, the question of as to which requirements have to be put on A such
that the monoidal category (Mod(Aev),⌦A, A) is braided naturally arises. In fact,
this subject was treated in the quite recent article [AgCaMi12] where it is ac-
tually shown that braidings on (Mod(Aev),⌦A, A) are in 1-1 correspondence with
certain elements of the 3-fold tensor product A ⌦k A ⌦k A (so called “canonical
R-matrices”). We will shortly explain the results, and relate them to the theory
that we have developed so far.
5.5.2. For an element r = r1 ⌦ r2 ⌦ r3 2 A ⌦k A ⌦k A consider the following
five equations (where implicit summation is understood).
ar1 ⌦ r2 ⌦ r3 = r1 ⌦ r2a⌦ r3,(5.5.1)
r1 ⌦ ar2 ⌦ r3 = r1 ⌦ r2 ⌦ r3a,(5.5.2)
r1 ⌦ r2 ⌦ ar3 = r1a⌦ r2 ⌦ r3,(5.5.3)
for all a 2 A, and
r1 ⌦ r2 ⌦ 1A ⌦ r3 = r1r1 ⌦ r2 ⌦ r3r2 ⌦ r3(5.5.4)
r1 ⌦ 1A ⌦ r2 ⌦ r3 = r1 ⌦ r2r1 ⌦ r2 ⌦ r3r3.(5.5.5)
In the terminology of [AgCaMi12], an invertible element r 2 A⌦kA⌦kA satisfying
the above equations is called a canonical R-matrix for A. By a couple of simple
calculations, it may be shown that an invertible element r 2 A ⌦k A ⌦k A is a
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canonical R-matrix for A if, and only if, it satisfies the following three equations
(cf. [AgCaMi12, Theorem 3.2]).
r1 ⌦ ar2 ⌦ r3 = r1 ⌦ r2 ⌦ r3a (for all a 2 A),
r1r2 ⌦ r3 = 1A ⌦ 1A,
r2 ⌦ r3r1 = 1A ⌦ 1A.
Definition 5.5.3. An element r 2 A ⌦k A ⌦k A is called semi-canonical R-
matrix for A if it satisfies the equations (5.5.1) – (5.5.5), and r1r2r3 = 1A.
From the above remarks it is clear that every canonical R-matrix for A is a
semi-canonical R-matrix for A. Braidings on the category of bimodules over A
are completely classified by the upcoming theorem. Although the given reference
claims it in a weaker form (without the parenthesised assertions), its proof shows,
that it is valid as stated below.
Theorem 5.5.4 ([AgCaMi12, Thm. 3.1]). There is a bijective correspondence
between the class of all (lax) braidings   on (Mod(Aev),⌦A, A) and the set of all
(semi-)canonical R-matrices for A. Every (semi-)canonical R-matrix r 2 A⌦kA⌦k
A gives rise to a (lax) braiding  r as follows:
 rM,N :M ⌦A N  ! N ⌦AM,  rM,N (m⌦ n) = r1nr2 ⌦mr3.
Recall from Example 1.3.3 that the full subcategory
P(A) := {M 2 Mod(Aev) |M is a projective left and right A-module}
is a monoidal subcategory of Mod(Aev) (with inherited monoidal structure from
Mod(Aev)). Likewise, the full subcategory
F(A) := {M 2 Mod(Aev) |M is a flat left and right A-module}
of Mod(Aev) is monoidal (since, for instance,
 
(M ⌦A N) ⌦A  
  ⇠= (M ⌦A  )  
(N ⌦A  )). Clearly we have P(A) ✓ F(A) ✓ Mod(Aev). In addition to P(A) and
F(A) let us also consider the full subcategories
P (A) := {M 2 Mod(Aev) |M is a projective left A-module}
P%(A) := {M 2 Mod(Aev) |M is a projective right A-module}
and
F (A) := {M 2 Mod(Aev) |M is a flat left A-module}
F%(A) := {M 2 Mod(Aev) |M is a flat right A-module}
of Mod(Aev). Yet again, these are monoidal subcategories and P(A) = P (A) \
P%(A), F(A) = F (A) \ F%(A). By basically copying the arguments given in
[AgCaMi12] we are able to prove the following surprising (and very elementary)
result.
Corollary 5.5.5. Consider the following statements on the k-algebra A.
(1) The monoidal category (Mod(Aev),⌦A, A) is (lax) braided.
(2) The monoidal category (F (A),⌦A, A) is (lax) braided.
(3) The monoidal category (F%(A),⌦A, A) is (lax) braided.
(4) The monoidal category (F(A),⌦A, A) is (lax) braided.
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(5) The monoidal category (P (A),⌦A, A) is (lax) braided.
(6) The monoidal category (P%(A),⌦A, A) is (lax) braided.
(7) The monoidal category (P(A),⌦A, A) is (lax) braided.
Then the implications
(1)) (2)) (5), (1)) (3)) (6), (1)) (4)) (7),
(2)) (4), (3)) (4), (5)) (7) and (6)) (7)
hold true. If A is k-flat, then (4) ) (1). If A is k-projective, then (7) ) (1), and
hence all statements are equivalent.
Proof. The implications (1)) (2)) (5), (1)) (3)) (6), (1)) (4)) (7),
(2)) (4), (3)) (4), (5)) (7) and (6)) (7) are valid for trivial reasons. For the
converse implications, we show the following slightly more general statement: Let
C ✓ Mod(Aev) be a k-linear and full subcategory such that A, A ⌦k A 2 C, and
such that M ⌦A N 2 C for all M,N 2 C. Then, if (C,⌦A, A) is (lax) braided, so
is (Mod(Aev),⌦A, A). This then will finish the proof, since A ⌦k A 2 F(A) if A is
k-flat, and A⌦k A 2 P(A) if A is k-projective.
Let   be a lax braiding on (C,⌦A, A). In view of theorem 5.5.4, it is enough to
name a (semi-)canonical R-matrix for A. Let µ : A⌦A A! A be the isomorphism
a⌦ b 7! ab. Consider the homomorphism
   := (A⌦k µ 1 ⌦k A)    A⌦kA,A⌦kA   (A⌦k µ⌦k A).
We claim that r :=   (1A ⌦ 1A ⌦ 1A) 2 A⌦k A⌦k A is a semi-canonical R-matrix
for A. Let M , N and P be modules in C. For fixed elemts m 2 M and n 2 N ,
consider the Aev-linear maps fm : A ⌦k A ! M and gn : A ⌦k A ! N given by
fm(a⌦ b) = amb and gn(a⌦ b) = anb. Since   is a natural tranformation, we get
(5.5.6) (gn ⌦A fm)    A⌦kA,A⌦kA =  M,N   (fm ⌦A gn).
Furthermore, the following equations hold true.
 M,N (am⌦ n) = a M,N (m⌦ n),
 M,N (m⌦ na) =  M,N (m⌦ n)a,
 M,N (ma⌦ n) =  M,N (m⌦ an),
for all a 2 A, m 2M , n 2 N , and
 M⌦AN,P = ( M,P ⌦A N)   (M ⌦A  N,P ),
 M,N⌦AP = (N ⌦A  M,P )   ( M,N ⌦A P ),
 A,A = µ
 1   µ = idA⌦AA .
By specializing to M = N = P = A ⌦k A one now can easily deduce the desired
equations (also use equation (5.5.6) for m = n = 1A ⌦ 1A). In case    is invertible
(for instance, take   to be a braiding), the semi-canonical R-matrix r =   (1A ⌦
1A ⌦ 1A) will be invertible, that is, it will be a canonical R-matrix, with r 1 =
(  ) 1(1A ⌦ 1A ⌦ 1A). ⇤
5.5.6. In the commutative world as well as in the world of finite dimensional
algebras over a field, the question whether a canonical R-matrix does exist, has
been answered by the following classification result (see [AgCaMi12]).
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(1) Let A be a commutative k-algebra. Then r 2 A ⌦k A ⌦k A is a canonical
R-matrix for A if, and only if, r = 1A⌦ 1A⌦ 1A and the unit map k ! A is an
epimorphism in the category of rings.
(2) Let k be a field and A a finite dimensional algebra over k. Then there is
a (necessarily unique) canonical R-matix for A if, and only if, A is a simple
k-algebra and Z(A) = k.
From the Theorems 5.2.12 and 5.3.2 we deduce the following.
Corollary 5.5.7. Assume that there is a semi-canonical R-matrix for A and
that A is k-projective. Then if A0 is Morita equivalent to A, the Gerstenhaber
bracket and the squaring map on HH•(A0) are trivial in degrees   1. ⇤
Corollary 5.5.8. The Gerstenhaber bracket and the squaring map on HH•(A)
are trivial in the following situations.
(1) The algebra A is (Morita equivalent to an algebra which is) commutative, k-
projective and the unit map k ! A is an epimorphism in the category of rings.
(2) The base ring k is a field and A is a finite dimensional simple algebra over k
whose center agrees with k. ⇤
5.5.9. Let k be an algebraically closed field, and A a finite dimensional alge-
bra over k which admits a canonical R-matrix. In this situation the statement of
Corollary 5.5.7 can be deduced easily from [Ha89, Lem. 1.5]. In fact, it follows that
HH•(A) is concentrated in degree zero (for gldim(A) = 0). [Ha89, Lem. 1.5] has
been generalized to perfect fields by R.Rouquier in [Rou08]. For non-perfect fields,
the situation is di↵erent, as the first out of the following three examples shows.
Example 5.5.10. Assume that k is a field with char(k) = 2. Consider the
following purely inseparable field extension:
K = k(t) ✓ k(t)[u]
(u2   t) = L.
Then the K-algebra L has a 2-periodic minimal projective resolution over its (local)
enveloping algebra
Lev = L⌦K L ⇠= k(t)[u
0, u00]
(u02   t, u002   t)
⇠= L[v]
(v   u)2 ,
from which one can deduce, that HH•(L) is infinite dimensional over K (in fact,
HHn(L) ⇠= L for all n   0).
Example 5.5.11. Let f = t2 + 3t + 1 2 Z[t] and consider the commutative
Z-algebra ⇤ = ⇤f := Z[t]/(f). As a Z-module, it is free of rank 2. The equivalence
class of the formal derivative f 0 = 2t + 3 of f in ⇤ is a non-zero devisor in ⇤, but
not a unit. It follows (from [Holm00, Prop. 2.2]) that the Hochschild cohomology
ring HH•(⇤) of ⇤ is concentrated in even degrees, wherein it is given by
HH2n(⇤) ⇠= ⇤/f 0⇤ 6= 0 (for all n   0).
Therefore the Gerstenhaber bracket and the squaring map on HH•(⇤) are trivial.
However, the unit map Z! ⇤ is not an epimorphism in the category of rings (use
the criterion [Gr67, Prop. 17.2.6], or notice that the clearly distict ring homomor-
phisms f, g : ⇤! ⇤ given by f(t) = t, g(t) =  t  3 are equalized by Z! ⇤) and
hence there cannot be a cononical R-matrix for ⇤.
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Example 5.5.12. For an example of a finite dimensional algebra over a field,
that does not admit a (semi-)canonical R-matrix, but whose strict Gerstenhaber
structure is trivial, let
 !
  be a finite quiver without an oriented cycle. Assume
further that
 !
  is a tree and that k is an algebraically closed field (of any charac-
teristic). Then HHn(k
 !
 ) = 0 for all n   1, as D.Happel showed in [Ha89]. But,
of course, k
 !
  will almost never be simple.
Having these examples at hand, it appears that the vanishing of the (strict)
Gerstenhaber structure on HH•(A) is not correlated to (Mod(Aev),⌦A, A) (and
hence to (P(A),⌦A, A); see Corollary 5.5.5) being lax braided in general. The fol-
lowing question therefore does not seem to have an answer in terms of lax braidings
on a monoidal category of bimodules over A.
Question 5.5.13. Let A be an algebra over the commutative ring k. What
does it mean for the algebra A (and its category of modules) that the Gerstenhaber
bracket (and the squaring map) on HH•(A) vanish?
CHAPTER 6
Application I: The kernel of the Gerstenhaber
bracket
6.1. Introduction and motivation
6.1.1. Let k be a commutative ring and A be an associative and unital k-
algebra. Let { , }A be the Gerstenhaber bracket on the corresponding Hochschild
cohomology ring HH•(A). The initial spark leading to the results of this chapter
was the following fundamental question raised by R. -O.Buchweitz.
Is it, by any means, possible to deduce those (homogeneos) el-
emenets f 2 HH•(A) such that {f, }A = 0? In other words,
can we describe (parts) of the kernel of the adjoint representation
ad : HH•(A)  ! DerZk(HH•(A)), f 7! {f, }A?
By combining results acquired in the previous chapter with S. Schwede’s interpreta-
tion of the bracket presented in [Schw98] (see also Theorem 5.3.2), we will be able
to determine a considerable part of Ker({ , }A) ✓ HH•(A)⌦kHH•(A) for a class
of interesting k-algebras (containing, for instance, cocommutative Hopf algebras
which are k-projective), pointing into the direction of the above question. Let us
give further motivation.
6.1.2. Assume that k is a field of prime characteristic p and let G be a group
with identity element eG. The group algebra kG of G carries the structure of a
cocommutative Hopf algebra over k with 1kG = eG, comultiplication  (g) = g ⌦ g
and counit " : kG! k, "(g) = 1k (for g 2 G). There are two graded commutative
k-algebras associated to kG, namely, the Hochschild cohomology ring
HH•(kG) ⇠= Ext•kGev(kG, kG)
of kG (note that kG is k-projective) and, as for any k-Hopf algebra, the Ext-algebra
H•(G, k) = Ext•kG(k, k)
of the trivial kG-module k. If G is finite and abelian, it was shown by T.Holm in
[Ho96] that these graded k-algebras are related as follows:
(†) HH•(kG) ⇠= kG⌦k H•(G, k).
In [CiSo97], C. Cibils and A. Solotar generalized the result to arbitrary base rings.
The isomorphism is a very explicit one and may be formulated in terms of the
defining (standard) resolutions of kG and k respectively. However, it seemed to
be unknown for quite a while how to translate the Gerstenhaber structure on
HH•(kG) to kG ⌦k H•(G, k) along this isomorphism in an intrinsic manner. In
[Sa12] S. Sa´nchez-Flores established a graded Lie structure on kG⌦kH•(G, k) such
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that the isomorphism (†) is an isomorphism of Gerstenhaber algebras. When spe-
cializing to the case G ⇠= Z/rZ for some integer r   1 divisable by p, one can
describe the bracket in terms of a certain k-basis of H•(G, k). More concretely, the
bracket on the right hand side in (†) shows up as follows (cf. [Sa12, Theorem 5.5]).
Assume that, as above, G is cyclic and finite whose order |G| is devided by p.
Let g 2 G be a generator. Further, let   : kG! k be the map  (g0) = 0,
 (gi) = "(g0 + g + · · ·+ gi 1) (for 1  i  n  1).
Since G is cyclic, it admits a total ordering of its elements, namely, define
eG < g < g
2 < · · · < g|G| 1.
The hereby defined sets Q(x),
Q(x) = {y 2 G | xy < y} (for x 2 G),
have the following properties: Q(eG) = ;, Q(g) = {gp 1} and Q(gp 1) = G \ {eG}.
Let n   2 be an integer and x = (x1, . . . , xn) 2 G⇥n. By definition, x satisfies
condition C(n) if
• xi 2 Q(xi+1) for all odd i, 1  i  n  1, in case n is even, or
• xi 2 Q(xi+1) for all even i, 1  i  n  1, in case n is odd.
Having made this definition, one can show that for fixed n   1, dimk Hn(G, k) = 1
and that the map  n 2 Map(G⇥n, k) ⇠= HomkG(kG⌦kn, k),
 n(x) =
8><>:
1 if n is even and x satisfies C(n),
 (x1) if n is odd and x satisfies C(n),
0 otherwise,
(for x = (x1, . . . , xn) 2 G⇥n) defines a non-zero element in Hn(G, k); hence ( n)n 0
is a k-basis of H•(G, k). With this basis at hand, the Gerstenhaber bracket on
kG⌦k H•(G, k) displays itself as
(††) {x⌦  m, y ⌦  n}kG = xy ⌦ ('(x, m)  '(y, n)) m+n 1
(for m,n   1, x, y 2 G), where ' : G⇥H•(G, k)! k is the map
'(x, n) =
(
 (x) if n is odd,
0 otherwise
(for x 2 G, n   1).
Observation: For n   1 and x 2 G, let x(n) be the element (x, eG, . . . , eG) 2 G⇥n.
If n is even, x(n) will not satisfy condition C(n) meaning that  n(x(n)) = 0.
Conversely, if n is odd and n   3, then x(n) satisfies condition C(n). Hence the
map ' is actually given by evaluation at x(n):
'(x, n) =  n(x(n)) (for x 2 G, n   1).
Now specialize to x = eG; by definition,  (x) = 0. Therefore '(x, n) =  n(x(n)) =
0 for all n   1.
By mapping ⇠ 2 H•(G, k) to 1kG ⌦ ⇠, H•(G, k) can be identified with a graded
subalgebra of kG ⌦k H•(G, k) ⇠= HH•(kG). From the above observation and the
description (††) of the Gerstenhaber bracket on kG⌦k H•(G, k), it is evident that
{1kG ⌦ ⇠, 1kG ⌦ ⇠0}kG = 0 (for G cyclic and ⇠, ⇠0 2 H•(G, k)),
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that is,
(#) H•(G, k)⌦k H•(G, k) ✓ Ker({ , }kG),
where we regard { , }kG as a k-linear map HH•(kG) ⌦k HH•(kG) ! HH•(kG).
The statement (#) can be generalized massively, in the following sense.
Theorem 6.1.3 (✓ Corollary 6.4.5). Let G be a group and let kG be the
corresponding group algebra over the commutative ring k. Then
H•(G, k)⌦k H•(G, k) ✓ Ker({ , }kG),
where we view { , }kG as a k-linear map HH•(kG)⌦k HH•(kG)! HH•(kG).
The aim of this chapter is to prove the above result not only for group alge-
bras, but rather for any quasitriangular Hopf algebroid satisfying some rather mild
projectivity requirements.
6.2. Hopf algebroids
Let k be a commutative ring and let R be a k-algebra. In this section, we
introduce the natural generalization of bialgebras over non-commutative base rings.
Most of the upcoming definitions and results are extracted from [Bo¨08], [DoMu06]
and [Kow09]. As usual, we let Rev = R ⌦k Rop be the enveloping algebra of R.
Remember that left Rev-modules bijectively correspond to R-R-bimodules on which
k acts centrally.
Definition 6.2.1. Let A be an Rev-module and letr : A⌦RA! A, ⌘ : R! A
be Rev-module homomorphisms. The triple A = (A,r, ⌘) is called an R-ring if the
diagrams given below commute.
(R1)
A⌦R (A⌦R A) A⌦Rr //
⇠=
✏✏
A⌦R A r // A
(A⌦R A)⌦R A r⌦RA // A⌦R A r // A
(R2)
R⌦R A
⇠= //
⌘⌦RA
✏✏
A A⌦R R
⇠=oo
A⌦R⌘
✏✏
A⌦R A r // A A⌦R Aroo
The map r is the multiplication map whereas ⌘ is the unit map. Let (A,rA, ⌘A)
and (B,rB , ⌘B) be R-rings. An Rev-module homomorphism f : A ! B is called
homomorphism of R-rings if it is compatible with the additional structure that A
and B carry, namely, rB   f = (f ⌦R f)   rA and f   ⌘A = ⌘B .
Remark 6.2.2. Let A = (A,r, ⌘) be an R-ring. Then A may be viewed as an
associative and unital k-algebra with multiplication map obtained by composing
the natural epimorphism A ⌦k A ! A ⌦R A with r : A ⌦R A ! A and unit map
obtained by composing the unit map k ! R with ⌘ : R ! A. We will denote
the corresponding k-algebra to the R-ring (A,r, ⌘) by A\ or (by slight abuse of
notation) simply by A. Having made these observations, the map ⌘ : R ! A will
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be a unital k-algebra homomorphism R! A\. In fact, we even have the following
result.
Lemma 6.2.3 ([Bo¨08, Lem. 2.2]). The assignment which maps an R-ring A =
(A,r, ⌘) to the k-algebra homomorphism R! A\ defines a bijective correspondence
between the classes
(1) of all R-rings, and
(2)
S
⇤2k-Alg Homk-Alg(R,⇤),
where k-Alg denotes the category of k-algebras.
From now on, we will switch between those two characterizations of R-rings
at will. By slightly abusing notation, we are going to write A for A\ when there
cannot be any misunderstanding.
Definition 6.2.4. Let C be an Rev-module and let  : C ! C⌦RC, " : C ! R
be Rev-module homomorphisms. The triple C = (C, , ") is called an R-coring if
the diagrams given below commute.
(CR1)
C ⌦R (C ⌦R C) C ⌦R CC⌦Rroo Croo
(C ⌦R C)⌦R C
⇠=
OO
C ⌦R Cr⌦RCoo Croo
(CR2)
R⌦R C C
⇠=oo ⇠= // C ⌦R R
C ⌦R C
"⌦RC
OO
C
 oo   // C ⌦R C
C⌦R"
OO
The map  is the comultiplication map whereas " is the counit map. Let (C, C , "C)
and (D, D, "D) be R-corings. an Rev-module homomorphism f : C ! D is called
homomorphism of R-corings if it is compatible with the additional structure that
C and D carry, namely, (f ⌦R f)   C =  D   f and "D   f = "C .
Remark 6.2.5. In contrast to Remark 6.2.2, an R-coring does not have to
be a k-coalgebra in general (which already is evident from the definition). Later
examples will illustrate this.
Let us introduce some notation. If (A,r, ⌘) is an R-ring, we write r(a⌦ a0) =
aa0 for a, a0 2 A; in analogy to Sweedler’s notation for coalgebras, we write
 (c) =
X
(c)
c(1) ⌦ c(2) = c(1) ⌦ c(2)
if (C, , ") is an R-coring and c is in C.
6.2.6. Let A = (A,r, ⌘) be an Rev-ring; in particular ⌘ is a map Rev ! A.
The k-algebra homomorphisms
sA = ⌘( ⌦ 1R) : R  ! A and tA = ⌘(1R ⌦ ) : Rop  ! A
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are called the source and target maps of the Rev-ring A, and they respectively turn
A into a left and a right R-module. By
(r ⌦ r0)(a⌦ a0) = sA(r)a⌦ tA(r0)a0 (for r, r0 2 R and a, a0 2 A)
the tensor product A ⌦R A becomes an Rev-module. Consider the following k-
submodule A⇥R A of A⌦R A:
A⇥R A :=
(X
i
ai ⌦ a0i
    X
i
aitA(r)⌦ a0i =
X
i
ai ⌦ a0isA(r) 8r 2 R
)
.
By factorwise multiplication and ⌘A⇥RA(r ⌦ r0) = sA(r)⌦ tA(r0) (for r, r0 2 R and
a, a0 2 A) it is an Rev-ring. In particular, A⇥RA is a k-algebra with unit 1A⌦ 1A.
Definition 6.2.7. Let B be a k-module. The 5-tuple B = (B,r, ⌘, , ") is
called a (left) R-bialgebroid if (B,r, ⌘) is an Rev-ring and (B, , ") is an R-coring
subject to the following compatibility axioms.
(1) The Rev-module structure on B as part of the R-coring structure is related
to the Rev-module structure of B as part of the Rev-ring structure via
(r ⌦ r0)b = ⌘(r ⌦ 1R)⌘(1R ⌦ r0)b (for b 2 B, r, r0 2 R).
(2) The map   factors through the k-algebra B ⇥R B such that   : B !
B ⇥R B is a k-algebra homomorphism.
(3) The counit " : B ! R satisfies
(a) "(⌘(r ⌦ 1R)⌘(1R ⌦ r0)b) = r"(b)r0 for b 2 B and r, r0 2 R,
(b) "(bb0) = "(b⌘("(b0)⌦ 1R)) for b, b0 2 B, and
(c) "(1B) = 1R.
Note that there is also the notion of right bialgebroids. We prefer to stick to
left bialgebroids, and hence will suppress the indication of the side.
Examples 6.2.8. (1) Any k-algebra is a k-ring, any k-coalgebra is a k-coring
and any k-bialgebra is a bialgebroid over k.
(2) Let A be a k-algebra. The enveloping algebra Aev = A⌦k Aop is a bialgebroid
over A. Namely, it is an Aev-ring via the k-algebra homomorphism ⌘ = idAev
and an A-coring via
  : A⌦k Aop  ! (A⌦k Aop)⌦A (A⌦k Aop),  (a⌦ a0) = (a⌦ 1A)⌦ (1A ⌦ a0)
" : A⌦k Aop  ! A, "(a⌦ a0) = aa0.
6.2.9. Let B = (B,r, ⌘, , ") be an R-bialgebroid. Then B is equipped with
four R-module structures in the following ways:
r ⇤ b  r0 := ⌘(r ⌦ r0)b,
r ⌘ b⇣ r0 := b⌘(r0 ⌦ r) (for r, r0 2 R, b 2 B).
In order to distinguish these structures we will use the following notation:
⇤B the left R-module with structure map r ⇤ b = ⌘(r ⌦ 1R)b;
B  the right R-module with structure map b  r = ⌘(1R ⌦ r)b;
⌘B the left R-module with structure map r ⌘ b = b⌘(1R ⌦ r);
B⇣ the right R-module with structure map b⇣ r = b⌘(r ⌦ 1R).
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Let M be an H-module. We set
⇤M := ⇤B ⌦B M, ⌘M := ⌘B ⌦B M,
M  := B  ⌦B M, M⇣ := B⇣ ⌦B M .
When not stated otherwise, we view M as a left R-module through ⇤M and as a
right R-module through M .
6.2.10. Let B = (B,r, ⌘, , ") be an R-bialgebroid, and let M and N be
B-modules. The ring R may be turned into a B-module by putting
br := "(b)r (for b 2 B, r 2 R).
Note that the requirements on the counit " (precisely) guarantee that this indeed
gives rise to a well-defined B-module structure on R. The R-module ⇤M  ⌦R ⇤N
may (and will) be turned into a B-module by
b(b0 ⌦ x) := bb0 ⌦m (for b, b0 2 B, m 2M).
By using   one can define an additional B-module structure on M ⌦R N . For
b 2 B and m 2M , n 2 N set
b(m⌦ n) :=  (b)(m⌦ n) = b(1)m⌦ b(2)n.
Denote this B-module by M ⇥R N . If N is a B-B-bimodule (e.g., N = B), both
modulesM⌦RN andM⇥RN are B-B-bimodules whose right B-module structure
comes from right multiplication on the factor N .
Lemma 6.2.11. Let B = (B,r, ⌘, , ") be a left R-bialgebroid. The category of
all B-modules is a tensor category with respect to the tensor product ⇥R and the ten-
sor unit R. Moreover, the forgetful functor (Mod(B),⇥R, )! (Mod(Rev),⌦R, R)
is strict monoidal. ⇤
In fact, bialgebroid structures on an Rev-ring B = (B,r, ⌘) bijectively cor-
respond to monoidal structures on the category Mod(B) such that the forgetful
functor (Mod(B),⇥R, ) ! (Mod(Rev),⌦R, R) is strict monoidal (cf. [Scha98,
Thm. 5.1]). This recovers the classical statement for bialgebras (see Proposition
A.2.15). We have a natural map
UB : ⌘B ⌦Rop B   ! B  ⇥R ⇤B, UB(b⌦ b0) =  (u)(1B ⌦ u0)
of Bev-modules (for   is an algebra homomorphism B ! B ⇥R B).
Definition 6.2.12. A bialgebroid H = (H,r, ⌘, , ") over R is a R-Hopf
algebroid if UH is a bijection.
Example 6.2.13. The enveloping algebra of a k-algebra A is not only a bial-
gebroid, but also a Hopf algebroid over A.
6.2.14. In Section 6.4 we will realize that Hopf algebras over k are not only k-
bialgebroids, but also k-Hopf algebroids. One should point out, that Hopf algebroids
H may (unsurprisingly) be characterized by the existence of a certain k-algebra
homomorphism S : Hop ! H (an antipode for the bialgebroid H).
Lemma 6.2.15. Let H = (H,r, ⌘, , ") be a Hopf algebroid over R and let
M be a H-module. Then the left H-modules ⌘H ⌦Rop M  and H  ⇥R ⇤M are
isomorphic.
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Proof. This is an easy but important observation. From Definition 6.2.12 it
follows that ⌘H ⌦Rop H  ⇠= H  ⇥R ⇤H; thus,
⌘H ⌦Rop M  = ⌘H ⌦Rop (H  ⌦H M)
= (⌘H ⌦Rop H )⌦H M
⇠= (H  ⇥R ⇤H)⌦H M = H  ⇥R ⇤M,
as required. ⇤
Lemma 6.2.16. Let H = (H,r, ⌘, , ") be a Hopf algebroid over R and let M
be a H-module. M  is a projective right R-module if, and only if, H  ⇥R ⇤M is a
projective left H-module.
Proof. Since HomH(⌘H ⌦Rop M , ) ⇠= HomRop(M ,HomH(⌘H, )), this
is an immediate consequence of Lemma 6.2.15. ⇤
Note that Lemma 6.2.16 is a generalization of Lemma 2.4.9.
6.3. A monoidal functor
6.3.1. Let R be an algebra over the commutative ring k, and B = (r, ⌘, , ")
be a bialgebroid over R. Consider the following full subcategory of Mod(B):
C(B) = {M 2 Mod(B) | ⇤M and M  are projective R-modules}
✓ Mod(B)
Clearly, R belongs to C(B). Note that if A is a k-algebra, P(A) conincides with
C(HA), where HA denotes the A-Hopf algebroid described in Example 6.2.8(2). In
particular, any statement claimed for C(B) will, if true, automatically also hold
for P(A). Despite the potential redundancy, we will repeat certain assertions for
P(A) individually, on the one hand in order to emphasize, but on the other hand
also because of slight changes in the required assumptions. Notice that if B is a
bialgebra over k, we recover the categories defined in Example 1.3.3.
Keep in mind, that if X : C! D is an exact functor between exact categories,
we denote by X]n and X
[
n the induced maps ⇡0Xn and ⇡1Xn,
ExtnC(C,D)  ! ExtnD(XC,XD),
⇡1ExtnC(C,D)  ! ⇡1ExtnD(XC,XD)
(for C,D 2 ObC). The corresponding graded maps X]• and X[• will simply be
denoted by X] and X[.
Lemma 6.3.2. (1) The category C(B) is closed under arbitrary direct sums,
direct summands and taking extensions in Mod(B). In particular, it is a k-
linear exact category, and as such, it is closed under kernels of epimorphisms.
(2) The triple (C(B),⇥R, R) is a (strict) monoidal subcategory of (Mod(B),⇥R, R).
Moreover, the induced monoidal structure turns C(B) into a very strong exact
monoidal category.
Proof. Arbitrary sums and summands of projectives are projective. If
⇠ ⌘ 0  ! N  ! X  !M  ! 0
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is an exact sequence in Mod(B) whose outer terms belong to C(B), then ⇤⇠ and
⇠  define spilt exact sequences of (left/right) R-modules. Hence X belongs to
C(B), and C(B) is extension closed. Finally, if f : M ! N is an epimorphism in
Mod(B) with M and N belonging to C(B), the R-module homomorphisms ⇤f and
f  split, and therefore ⇤Ker(f) and Ker(f)  are projective R-modules; therefore
(1) is established.
In order to prove (2), let M and N be modules belonging to C(B). We have to
convince ourselves that both ⇤X and X  are R-projective, where X := M ⇥R N .
But this immediately follows from the following isomorphisms of functors:
HomR(⇤X, ) ⇠= HomR(⇤N,HomR(⇤M, )),
HomRop(X , ) ⇠= HomRop(M ,HomRop(N , )).
Since R automatically is contained in C(B), the triple (C(B),⇥R, R) is indeed a
monoidal subcategory of (Mod(B),⇥R, R). To finish the proof, use Corollary 3.3.5
and recall that projective modules are flat. ⇤
6.3.3. From now on, we will assume that the base algebra R and the R-
bialgebroid B satisfy the following conditions.
(i) The k-algebra R is a projective k-module.
(ii) The R-modules ⇤B and B  are projective, i.e., B belongs to C(B).
(iii) For all M 2 C(B), the left B-module M  ⇥R ⇤B is projective.
Requirements (i)–(ii) imply that B is a projective k-module. Recall that B being
k-projective means that Proj(Bev) belongs to P(B).
Example 6.3.4. Let A be a k-algebra which is projective over k. Then the A-
bialgebroid HA associated to the enveloping algebra Aev of A satisfies 6.3.3(i)–(iii).
We will encounter further examples later on.
Definition 6.3.5. The graded k-module H•(B,M) = Ext•B(R,M) is the graded
cohomology module of the bialgebroid B with coe cients in M . The graded algebra
H•(B, R) is the cohomology ring of B.
6.3.6. Let iB := iC(B) be the inclusion functor C(B) ! Mod(B). We get an
induced graded k-algebra homomorphism:
i]B : Ext
•
C(B)(R,R)  ! Ext•B(R,R) = H•(B, R).
It is an isomorphism due to the following lemma.
Lemma 6.3.7. The subcategory C(B) is an entirely extension closed subcate-
gory of Mod(B).
Proof. We use Corollary 2.4.8. Thanks to Lemma 6.3.2(1) we know that C(B)
is 1-extension closed and closed under kernels of epimorphisms. It remains to show
that Proj(B) ✓ C(B). But this is clear, because B 2 C(B) by assumption 6.3.3(ii),
and because Proj(B) = Add(B) and C(B) is closed under taking direct sums and
direct summands. ⇤
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6.3.8. By fixing the second argument, the bifunctors  ⇥R  and  ⌦B   give
rise to k-linear functors between the categories Mod(B) and Mod(Bev):
LB : Mod(B)  ! Mod(Bev), LBM =M ⇥R B,
LB : Mod(Bev)  ! Mod(B), LBN = N ⌦B R.
We are interested in to what extend these functors respect the rich structures that
the categories they are defined on and into possess.
Lemma 6.3.9. The k-linear functors LB and LB have the following properties.
(1) If 0! N ! E !M ! 0 is an exact sequence in Mod(B) which, as a sequence
of left R-modules, splits, then the induced sequence 0 ! LBN ! LBE !
LBM ! 0 is exact in Mod(Bev).
(2) If M is an object in C(B), then LBM is a Bev-module which is projective when
considered as a left and as a right module (that is, it belongs to P(B)).
(3) If 0 ! N ! E ! M ! 0 is an exact sequence in Mod(Bev) which, as a
sequence of left B-modules, splits, then the induced sequence 0 ! LBN !
LBE ! LBM ! 0 is exact in Mod(B).
(4) If M is a Bev-module which is projective when considered as a left B-module,
then LBM is B-projective.
(5) The functors LBLB and IdMod(B) are equivalent.
Proof. The additivity of LB is responsible for (1) holding true. The module
LBM is B-projective on the left due to assumption 6.3.3(iii), and it is B-projective
on the right since
HomBop(LBM, ) ⇠= HomBop(M  ⌦R ⇤B, ) ⇠= HomRop(M ,HomBop(B, ));
hence (2) follows. Assertion (3) is again by the additivity of LB, whereas (4) follows
from a Hom-⌦-adjunction argument. The k-linear isomorphism
✓M : (M⇥RB)⌦BR  !M⇥R (B⌦BR)  !M, ✓M ((m⌦b)⌦r) = ⌘(1R⌦"(b)r)m
is natural in the B-module M (cf. [CaEi56, Prop. IX.2.1]) and easily checked to
be B-linear. Thus, also (5) is established. ⇤
Proposition 6.3.10. The k-linear functors LB and LB are monoidal func-
tors between the tensor categories (Mod(B),⇥R, R) and (Mod(Bev),⌦B , B). They
restrict to exact and strong monoidal functors
(C(B),⇥R, R)
LB //
(P(B),⌦B , B).
LB
oo
In particular, there is the following commutative diagram.
C(B)
LB //
=✓ iB
✏✏
P(B)
LB
oo
✓
✏✏
Mod(B)
LB //
Mod(Bev)
LB
oo
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Proof. In the sequel, only the fact that LB is monoidal will be relevant for
us; therefore we skip the proof for LB (as it is completely analogous). First of all,
LBR ⇠= B holds true for trivial reasons. Let M and N be B-modules; there is a
well-defined and natural (in both arguments) k-linear isomorphism
(M ⇥R N)⇥R B ⇠=
 
M ⇥R (B ⌦B N)
 
⇥R B
⇠= (M ⇥R B)⌦B (N ⇥R B)
which is given by (m ⌦ n) ⌦ b 7! (m ⌦ 1B) ⌦ (n ⌦ b) (cf. [CaEi56, Ch. IX]). It is
also a homomorphism of Bev-modules. In fact, if we fix b, b0, b00 2 B, m 2 M and
n 2 N , the element
(b0 ⌦ b00)((m⌦ n)⌦ b) =  (b0) ·  (m⌦ n)⌦ bb00 
=
 
 (b0(1)) · (m⌦ n)
 ⌦ b0(2)bb00
=
 
b0(1,1)m⌦ b0(1,2)n
 ⌦ b0(2)hb
=
 
( ⌦R B)   (b0)
  
(m⌦ n)⌦ bb00 
=
 
(B ⌦R  )   (b0)
  
(m⌦ n)⌦ bb00 
= (b0(1)m⌦ b0(2,1)n)⌦ b0(2,2)bb00
in (M ⇥R N)⇥R B is being mapped to
(b0(1)m⌦ 1B)⌦ (b0(2,1)n⌦ b0(2,2)bb00) = (b0(1)m⌦ 1B)⌦
 
 (b0(2)) · (n⌦ bb00)
 
= (b0(1)m⌦ 1B)⌦ b0(2)(n⌦ bb00)
= (b0(1)m⌦ 1B)b0(2) ⌦ (n⌦ bb00)
= (b0(1)m⌦ b0(2))⌦ (n⌦ bb00)
=
 
 (b0) · (m⌦ 1B)
 ⌦ (n⌦ bb00)
= (b0 ⌦ b00) (m⌦ 1B) ⌦ (n⌦ b) 
in (M ⇥R B)⌦B (N ⇥R B). Thus we have obtained natural isomorphisms
 M,N : LBM ⌦B LBN  ! LB(M ⇥R N),  0 : B  ! LBR
in Mod(Bev). They fit into (all of) the diagrams of Definition 1.2.4
Lemma 6.3.9 tells us, that the functors restrict to the subcategories C(B) and
P(B), and, moreover, that these restrictions are exact functors between the exact
categories C(B) and P(B). The commutativity of the diagram is clear. ⇤
Theorem 6.3.11. The map L]B (obtained from the functor LB), defines a split
monomorphism H•(B, R) ! HH•(B) of graded k-algebras such that the induced
diagrams
Hm(B, R)⇥Hn(B, R)  B //
✏✏
Hm+n 1(B, R)
✏✏
HHm(B)⇥HHn(B) { , }B // HHm+n 1(B)
H2n(B, R)  B //
✏✏
H4n 1(B, R)
✏✏
HH2n(B)
sqB
// HH4n 1(B)
commute for every pair of integers m,n   1. Here { , }B and sqB denote the
Gerstenhaber bracket and the squaring map on HH•(B), whereas  B and  B are
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given by  B = i
]
B [ , ]C(B) (i]B⇥i]B) 1 and  B = i]B sqC(B) (i]B) 1. In particular,
(H•(B, R), B, B) is a strict Gerstenhaber subalgebra of (HH•(B), { , }B , sqB).
Proof. The monoidal functors LB|C(B) and LB|P(B) (see Proposition 6.3.10)
induce k-algebra homomorphisms
Ext•C(B)(R,R)
L]B // Ext•P(B)(B,B)
LB]
// Ext•C(B)(R,R) .
Their composition is the identity map of Ext•C(B)(R,R): According to Lemma
6.3.9(5), there is a natural isomorphism ✓ : LBLB ! IdC(B); if now ⇠ is a n-
extension 0! R! E! R! 0 in C(B), then we obtain the commutative diagram
LBnLnB(⇠)
✏✏
⌘ 0 // R e
0
n // LBLBEn 1
✓En 1
✏✏
// · · · // LBLBE0
✓E0
✏✏
e00 // R // 0
⇠ ⌘ 0 // R // En 1 // · · · // E0 // R // 0
where e00 = ✓R   LBLB(e0) and e0n = LBLB(en)   ✓ 1R . Recall that by Lemma 6.3.7
and Corollary 2.4.10 (and the Remark in 6.3.3), the categories C(B) and P(B) are
entirely extension closed in Mod(B) and Mod(Bev) respectively. Hence we now can
consider the diagram
Hm(B, R)⇥Hn(B, R)  B //
(i]B⇥i]B) 1
✏✏
Hm+n 1(B, R)
(i]B)
 1
✏✏
ExtmC(B)(R,R)⇥ ExtnC(B)(R,R)
[ , ]C(B)
//
L]B⇥L]B
✏✏
Extm+n 1C(B) (R,R)
L]B
✏✏
ExtmP(B)(B,B)⇥ ExtnP(B)(B,B)
[ , ]P(B)
//
⇠=
✏✏
Extm+n 1P(B) (B,B)
⇠=
✏✏
HHm(B)⇥HHn(B) { , }B // HHm+n 1(B) .
The top square commutes by definition, the middle square by Theorem 5.2.12, and
the bottom square by Theorem 5.3.2. Similar arguments show that also the diagram
for the squaring map sqB commutes. ⇤
In what follows, we will identify the map L]B with the map
H•(B, R) ⇠= // Ext•C(B)(R,R)
L]B // Ext•P(B)(B,B)
⇠= // HH•(B).
Definition 6.3.12. The bialgebroid B is quasitriangular, if the tensor category
(Mod(B),⇥R, R) is braided. A Hopf algebroid over R is quasitriangular, if it is
quasitriangular as a bialgebroid over R.
Example 6.3.13. The A-Hopf algebroid HA associated to the enveloping al-
gebra Aev is quasitriangular if, and only if, A admits a canonical R-matrix in the
sense of Section 5.5.
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Lemma 6.3.14. Let H = (H,r, ⌘, , ") be a Hopf algebroid over R. Assume
that H is quasitriangular. Then H satisfies condition 6.3.3(iii).
Proof. Let   be a braiding on (Mod(H),⇥R, R). In particular, we have the
isomorphism
 M,H :M  ⇥R ⇤H  ! H  ⇥R ⇤M
of H-modules for every H-module M . If M is in C(H), then H  ⇥R ⇤M is a
projective H-module by Lemma 6.2.16, and therefore so is M  ⇥R ⇤H. ⇤
We conclude the section with the following result for quasitriangular Hopf al-
gebroids.
Corollary 6.3.15. Assume that the base algebra R is a projective k-module.
Further, suppose that H = (H,r, ⌘, , ") is a quasitriangular Hopf algebroid, such
that ⇤H and H  are projective R-modules. Then H is k-projective, and bL•H de-
fines a split monomorphism H•(H, R) ! HH•(H) such that the following diagram
commutes.
Hm(H, R)⇥Hn(H, R) 0 //
✏✏
Hm+n 1(H, R)
✏✏
HHm(H)⇥HHn(H) { , }H // HHm+n 1(H)
Proof. By assumption, and Lemma 6.3.14, the bialgebroidH satisfies 6.3.3(i)–
(iii). Hence Theorem 6.3.11 applies. Now note, that [ , ]C(H) = 0 since H is
quasitriangular (i.e., (Mod(H),⇥R, R) is braided; see Theorem 5.2.7 for the van-
ishing). ⇤
6.4. Specialization to Hopf algebras
6.4.1. Let k be a commutative ring. For the entire section we fix a Hopf algebra
H = (H,r, ⌘, , ", S) over k. We want to apply the results of the previous section
to H. To begin with, the k-bialgebroid H is a Hopf algebroid over k.
Lemma 6.4.2 ([Ben98, Prop. 3.1.5]). Let M be a H-module. The k-linear
map
UM : H ⌦k M  ! H ⇥k M, UM (h⌦m) =  (h)(1H ⌦m)
is bijective. Further, UM is a H-H-bimodule homomorphism if M is a H-H-
bimodule.
Proof. The B-linearity follows from the fact that   is a k-algebra homomor-
phism. We show that the map
VM : H ⇥k M  ! H ⌦k M, VM (h⌦m) =
X
(h)
h(1) ⌦ S(h(2))m
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is the inverse map of UM . Fix h 2 H and m 2M . First of all, notice that
 S = (H ⌦k r)   (H ⌦k S ⌦k H)   ( ⌦k H)   
= (H ⌦k r)   (H ⌦k S ⌦k H)   (H ⌦k  )    (by the coassociativity)
= (H ⌦k ⌘)   (H ⌦k ")    (by the antipode axiom),
 0S = (H ⌦k r)   (H ⌦k H ⌦k S)   ( ⌦k H)   
= (H ⌦k r)   (H ⌦k H ⌦k S)   (H ⌦k  )    (by the coassociativity)
= (H ⌦k ⌘)   (H ⌦k ")    (by the antipode axiom),
and hence  S(h) = h⌦ 1H =  0S(h) by the counitary axiom. It follows that
(VM   UM )(h⌦m) = VM (h(1) ⌦ h(2)m)
= h(1,1) ⌦ S(h(1,2))h(2)m
=  S(h)(1H ⌦m)
= (h⌦ 1H)(1H ⌦m)
= h⌦m,
and conversely,
(UM   VM )(h⌦m) = UM (h(1) ⌦ S(h(2))m)
= h(1,1) ⌦ h(1,2)S(h(2))m
=  0S(h)(1H ⌦m)
= (h⌦ 1H)(1H ⌦m)
= h⌦m.
Thus we have finished the proof. ⇤
6.4.3. By Lemma A.2.19 we know, that those Hopf algebras H that admit a
braiding on their category of left modules, are precisely the quasitriangular ones
(quasitriangular in the sense that there is a canonical R-matrix r for H; see Defi-
nition A.2.18).
Assume that H = (H,r, ⌘, , ", S) is a quasitriangular Hopf algebra such that
H is a projective k-module (for instance, take the Hopf algebra kG for any group
G). We will denote its cohomology ring H•(H, k) by H•(H, k). The following result
is a direct consequence of Theorem 6.3.11, and its Corollary 6.3.15. Note that
over fields, the existence of a (split) embedding H•(H, k) ! HH•(H) was already
observed in [GiKu98] (for any Hopf algebra over k).
Theorem 6.4.4. The map L]H defines a split monomorphism H
•(H, k) !
HH•(H) of graded k-algebras such that the following diagram commutes for all
pairs of integers m,n   1.
Hm(H, k)⇥Hn(H, k) 0 //
✏✏
Hm+n 1(H, k)
✏✏
HHm(H)⇥HHn(H) { , }H // HHm+n 1(H)
⇤
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Corollary 6.4.5. The Gerstenhaber bracket { , }H on HH•(H) vanishes on
the subalgebra H•(H, k) ✓ HH•(H), i.e.,
H•(H, k)⌦k H•(H, k) ✓ Ker({ , }H).
Proof. By Theorem 6.4.4, it is evident that
H>0(H, k)⌦k H>0(H, k) ✓ Ker({ , }H).
But since H0(H, k) = HomH(k, k) = k, and {x, }H is the zero map HH•(H) !
HH• 1(H) for all x 2 k (remember that { , ⇠}H is k-linear and a derivation for all
⇠ 2 HH•(H)), the result is established. ⇤
Remark 6.4.6. There is a rich pool of quasitriangular (even cocommutative)
Hopf algebras over k which are projective as k-modules. Various examples of such
Hopf algebras will be presented in the appendix of this thesis.
Remark 6.4.7. As observed by M.A. Farinati and A. L. Solotar (see [FaSo04]),
the cohomology ring of a Hopf algebra H over k is a Gerstenhaber algebra. Its Ger-
stenhaber bracket coincides with [ , ]C(H) in case the k-module underlying H is
projective. Hence Corollary 6.4.5 may be read as follows: If H is quasitriangular,
then the Gerstenhaber bracket on the cohomology ring of H is trivial.
Remark 6.4.8. As pointed out by R.Taillefer, the triviality of the Gersten-
haber bracket on the cohomology ring of a finite dimensional cocommutative Hopf
algebra was already observed in [Me11] in the context of operatic actions and
Batalin-Vilkovisky algebra structures. Note that our approach not only admits a
more general result, but is also more elementary, and thus, as we believe, more
accessible. However, in [Me11] the author conjectures, that his results should re-
main true when replacing the finite dimensional cocommutative Hopf algebra by
any finite dimensional cocommutative bialgebra. We believe that we know how to
modify our attempt to prove this for bialgebras over any commutative base ring
(as long as the bialgebras are projective over it). Unfortunately, due to time issues,
this could not be realized anymore within the framework of this thesis.
6.5. Comparison to Linckelmann’s result
6.5.1. Throughout this section, the symbol k will denote a commutative ring.
We close the chapter by presenting a couple of (more or less) immediate conse-
quences of Theorem 6.4.4 (and Corollary 6.4.5). Remember that in [CiSo97],
the authors describe the very close connection between the graded commutative
algebras Ext•kGev(kG, kG) and Ext
•
kG(k, k) in case G is a finite abelian group.
M. Linckelmann o↵ers the following generalization of this result.
Theorem 6.5.2 ([Lin00]). Let H be a commutative Hopf algebra over the
commutative ring k. Assume that its underlying algebra A = H\ is finitely generated
projective as a k-module. Then there is an isomorphism
✓ : H•(A, k)⌦k A  ! HH•(A)
of graded k-algebras.
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6.5.3. Linckelsmann’s isomorphism is easy to construct, and we will reprove the
result in a moment. Beforehand, we like to recall some basic facts. Let R be a ring.
The derived category D(Mod(R)) of R is the localization of the homotopy category
K(Mod(R)) with respect to the class of all quasi-isomorphisms in K(Mod(R)), and
hence admits a calculus of fractions (see [Wei94]). In what follows, we will write
K(R) := K(Mod(R)) andD(R) := D(Mod(R)); we let [1] be the suspension functor
on D(R). Remember that Mod(R) fully faithfully embeds into D(R) by sending
an R-module M to the complex M concentrated in degree 0, wherein it is M . We
will usually write M instead of M.
Let M !M ! 0 be a projective resolution of the finitely generated R-module
M . It is well-known that there are isomorphisms
HomK(R)(PM ,PM [n]) // HomD(R)(M,M [n]) // ExtnR(M,M) (for n   0),
where, as mentioned, we regard M as a complex concentrated in degree 0 (cf.
[Kr04] and [Wei94]). Observe that, in D(R),M and PM are isomorphic. The first
of the above maps is then simply given by the canonical assignment f 7! (id, f).
By [Ve67, Prop. 3.2.2] (see also [GeMa03, III.§5]) the (inverse of the) second
map arises from the following assigment (note that this map does not rely on the
existence of injective/projective resolutions). Namely, map an n-extension
⇠ ⌘ 0 // M en // En 1 en 1 // · · · e1 // E0 e0 // M // 0
to the fraction defined by the roof
M · · · // 0 // 0 // 0 // · · · // M // 0 // · · ·
⇠\
OO
✏✏
· · · // 0 //
OO
✏✏
M
en //
OO
En 1
✏✏
OO
en 1
// · · · e1 // E0
e0
OO
//
✏✏
0 //
✏✏
OO
· · ·
M [n] · · · // 0 // M // 0 // · · · // 0 // 0 // · · · .
The chain map ⇠\ ! M is a quasi-isomorphism. To proceed further, we need two
additional lemmas.
Lemma 6.5.4 ([Lin00, Prop. 2]). Let H be a commutative Hopf algebra over k
with underlying k-algebra A = H\. The map ↵ = (A⌦kr)  ( ⌦kA) is a k-algebra
isomorphism A⌦k A! A⌦k A with inverse map   = (A⌦k r)   (A⌦k S ⌦k A)  
( ⌦k A). Both maps send 1A ⌦ a to 1A ⌦ a.
Proof. It is clear, that both maps agree on 1A⌦A = {1A⌦a | a 2 A}. Hence
it su ces to show that (    ↵)(a ⌦ 1A) = a ⌦ 1A = (↵    )(a ⌦ 1A) holds for all
a 2 A to conclude the claimed statement. ↵ maps a⌦ 1A to  (a) and hence
(    ↵)(a⌦ 1A) = ((A⌦k r)   (A⌦k S ⌦k A)   ( ⌦k A)   )(a)
= ((A⌦k r)   (A⌦k S ⌦k A)   (A⌦k  )   )(a)
= ((A⌦k (⌘   "))   (a)
= a⌦ 1A,
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where we successively used the coassociativity and the counitarity. On the other
hand,  (a⌦1A) = (A⌦kS)  (a). Since ( ⌦kA) (A⌦kS) = (A⌦kA⌦kS) ( ⌦kA)
one may deduce that (↵    )(a⌦ 1A) = a⌦ 1A. ⇤
Lemma 6.5.5 ([Lin00, Cor. 3]). Under the assumptions of Lemma 6.5.4, and
for an Aev-moduleM 0, we let Res↵(M 0) be the Aev-module with underlying k-module
M 0 and twisted Aev-action
(a⌦ b)m := ↵(a⌦ b)m = ↵(a⌦ 1A)(1A ⌦ b)m (for a, b 2 A, m 2M 0).
Then for any A-module M , the modules Res↵(M ⌦k A) and M ⇥k A conincide.
Moreover, Res↵(P ⌦k A) is a projective Aev-module if P is projective over A.
Proof. The first claim follows from the fact that ↵(1A ⌦ b) = 1A ⌦ b for all
b 2 A and the observation
(a⌦ 1A)(b⌦m) = ↵(a⌦ 1A)(b⌦m) =  (a)(b⌦m) (for a, b 2 A, m 2M).
In light of the Lemma 6.4.2, we know that (specialize to P = A) Res↵(A⌦k A) =
A⇥kA ⇠= A⌦kA ⇠= Aev as Aev-modules. Since Res↵( ⌦kA) is an additive functor
Mod(A)! Mod(Aev), and every projective module is a summand of a free one, we
are done. ⇤
Proof of theorem 6.5.2. In degree zero, the homomorphism ✓ is delivered
by the natural isomorphisms
(6.5.1)
✓M,N : HomA(M,N)⌦k A  ! HomAev(Res↵(M ⌦k A),Res↵(N ⌦k A)),
✓M,N (f ⌦ a) = (m⌦ b 7! f(m)⌦ ba),
whereM andN are A-modules which are finitely generated projective as k-modules.
To see how the isomorphism operates in higher degrees, let Pk ! k ! 0 be a
projective resolution of k as an A-module, which can be chosen to have finitely
generated components (over k). Since A is k-projective (and hence also k-flat),
Res↵(PA ⌦k A)! Res↵(k ⌦k A)! 0 is a projective resolution of Res↵(A⌦k k) as
an Aev-module. But since A ⇠= k ⇥k A = Res↵(k ⌦k A) as Aev-modules, we may
regard it as a bimodule resolution PA := Res↵(Pk ⌦k A) = Pk ⇥k A of A. Now, the
map ✓ induces an isomorphism
HomK(A)(Pk,Pk[n])⌦k A  ! HomK(Aev)(PA,PA[n])
for, if f : M ! M 0, g : N ! N 0 and ' : M ! N , '0 : M 0 ! N 0 are A-linear
homomorphisms between A-modules which are finitely generated projective over k
such that '0   f = g   ', the diagram
M ⌦k A f⌦kA //
✓('⌦a)
✏✏
M 0 ⌦k A
✓('0⌦a)
✏✏
N ⌦k A g⌦kA // N 0 ⌦k A
commutes for every a 2 A. From 6.5.3, we immediately deduce that
ExtnA(k, k)⌦k A ⇠= ExtnAev(A,A) (for all n   0).
The isomorphism is such of graded k-algebras. ⇤
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Proposition 6.5.6. Let H be a commutative and quasitriangular Hopf algebra
over k with underlying k-algebra A = H\. Assume that A is finitely generated
projective as a k-module. Then the injective homomorphism
# : H•(A, k)  ! H•(A, k)⌦k A ⇠= HH•(A), ⇠ 7! ⇠ ⌦ 1A
of graded k-algebras agrees with the homomorphism L]H : H
•(A, k) ! HH•(A, k)
constructed earlier.
Proof. Let Pk ! k ! 0 be a A-projective resolution of k, and let PA ! A! 0
be the Aev-projective resolution PA = Pk⇥kA. Let ✓ be the map (6.5.1). It su ces
to show that
HomK(A)(Pk,Pk[n])
((
=# ✓( ⌦1A)
✏✏
⇠= // ExtnC(H)(k, k)
L]H
✏✏
HomD(A)(k, k[n])
  //
✏✏
ExtnA(k, k)
✏✏
66
HomD(Aev)(A,A[n])
@ // ExtnAev(A,A)
((
HomK(Aev)(PA,PA[n])
66
⇠= // ExtnP(A)(A,A)
commutes for every n   1 to establish the proposition. We have to show that the
internal square commutes. Since A is k-flat, the functor LH = ( ⇥kA) : Mod(A)!
Mod(Aev) is exact. Hence it gives rise to a functor D(LH) : D(A)! D(Aev), and
the lefthand blue arrow is given by applying it. According to 6.5.3, an n-extionsion
⇠ ⌘ 0 // k en // En 1 en 1 // · · · e1 // E0 e0 // k // 0
of A-modules is mapped to the roof
(6.5.2) A LH(⇠\) //oo A[n]
by D(LH)     1, where ⇠\ is the complex 0 ! k ! En 1 ! · · · ! E1 ! E0 and
the only non-trivial components of the occurring chain maps are given by e0 ⇥k A
and idA respectively. On the other hand, let  : Pk ! ⇠\ be a chain map lifting the
identity of k. By pushing out (en, n) we obtain an n-extension ⇠0 of k by k and
a morphism ↵⇠ : ⇠0 ! ⇠ of n-extensions. Now the righthand red arrow maps ⇠ to
LH(⇠0), which is send to
(6.5.3) A LH(⇠0\) //oo A[n]
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by @ 1. The commutative diagram
LH(⇠\)
}} !!
A LH(⇠0\) //oo
LH(↵⇠)
OO
A[n]
LH(⇠0\)
==aa
tells us that the roofs (6.5.2) and (6.5.3) define the same equivalence class in
HomD(Aev)(A,A[n]). ⇤
Corollary 6.5.7. Under the assumptions of Proposition 6.5.6 and after letting
H• denote H•(A, k), the Gerstenhaber bracket { , }A on HH•(A) ⇠= H•(A, k)⌦kA
is given as follows:
{⇠ ⌦ x, ⇣ ⌦ y}A = (⇠ ⌦ y){1H• ⌦ x, ⇣ ⌦ 1A}A + ( 1)|⇠| 1{1H• ⌦ y, ⇠ ⌦ 1A}A(⇣ ⌦ x),
where x, y 2 A and ⇠, ⇣ 2 H•(A, k) are homogeneous. Hence the graded Lie algebra
structure on HH•+1(A) is completely determined by the k-linear maps
{ ⌦ 1A, 1H• ⌦ x}A : H•(A, k)  ! HH• 1(A), x 2 A,
or, respectively, by the k-linear maps
{⇠ ⌦ 1A, 1H• ⌦ }A : A  ! HH|⇠| 1(A), ⇠ 2 H•(A, k).
(In other words, the Gerstenhaber bracket is completely determined by the induced
action of the center Z(A) = A on the cohomology ring H•(A, k).)
Proof. For simplicity, we will write 1 for both 1A and 1H• . Fix x, y 2 A and
homogeneos elements ⇠, ⇣ 2 H•(A, k). After observing that (⇠⌦x) = (1⌦x)(⇠⌦ 1)
and (⇣ ⌦ y) = (1⌦ y)(⇣ ⌦ 1), the axioms for { , }A yield:
{⇠ ⌦ x, 1⌦ y}A =  ( 1)(|⇠| 1)(|1⌦y| 1){1⌦ y, ⇠ ⌦ x}A
= ( 1)|⇠| 1
⇣
{1⌦ y, 1⌦ x}A(⇠ ⌦ 1)
+ ( 1)(|1⌦y| 1)|1⌦x|(1⌦ x){1⌦ y, ⇠ ⌦ 1}A
⌘
= ( 1)|⇠| 1(1⌦ x){1⌦ y, ⇠ ⌦ 1}A,
{⇠ ⌦ x, ⇣ ⌦ 1}A =  ( 1)(|⇠| 1)(|⇣| 1){⇣ ⌦ 1, ⇠ ⌦ x}A
=  ( 1)(|⇠| 1)(|⇣| 1)
⇣
{⇣ ⌦ 1, 1⌦ x}A(⇠ ⌦ 1)
+ ( 1)(|⇣| 1)|1⌦x|(1⌦ x){⇠ ⌦ 1, ⇣ ⌦ 1}A
⌘
= ( 1)(|⇠| 1)(|⇣| 1)( 1)(|1⌦x| 1)(|⇣| 1){1⌦ x, ⇣ ⌦ 1}A(⇠ ⌦ 1)
= ( 1)(|⇠| 1)(|⇣| 1)( 1)(|1⌦x| 1)(|⇣| 1){1⌦ x, ⇣ ⌦ 1}A(⇠ ⌦ 1)
= ( 1)|⇠|(|⇣| 1){1⌦ x, ⇣ ⌦ 1}A(⇠ ⌦ 1),
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and hence
{⇠ ⌦ x, ⇣ ⌦ y}A
= {⇠ ⌦ x, 1⌦ y}A(⇣ ⌦ 1) + ( 1)(|⇠| 1)|1⌦y|(1⌦ y){⇠ ⌦ x, ⇣ ⌦ 1}A
= {⇠ ⌦ x, 1⌦ y}A(⇣ ⌦ 1) + (1⌦ y){⇠ ⌦ x, ⇣ ⌦ 1}A
= ( 1)|⇠| 1(1⌦ x){1⌦ y, ⇠ ⌦ 1}A(⇣ ⌦ 1)
+ ( 1)|⇠|(|⇣| 1)(1⌦ y){1⌦ x, ⇣ ⌦ 1}A(⇠ ⌦ 1)
= (⇠ ⌦ y){1⌦ x, ⇣ ⌦ 1}A + ( 1)|⇠| 1{1⌦ y, ⇠ ⌦ 1}A(⇣ ⌦ x).
Note that we did use that {1⌦ x, 1⌦ y}A = 0 = {⇠ ⌦ 1, ⇣ ⌦ 1}A. ⇤
Remark 6.5.8. In a very recent article (see [LeZh13]), J. Le and G. Zhou
prove that if A and B are k-algebras over a field k, such that one amongst the two
is finite dimensional over k, then
HH•(A⌦k B) ⇠= HH•(A)⌦k HH•(B)
as Gerstenhaber algebras. They use the isomorphism to deduce the multiplicative
structure, as well as the Lie structure of HH•(kG) where G is an elementary abelian
group of finite rank. More specifically, they demonstrate the following.
Proposition 6.5.9 ([LeZh13, Thm. 4.3]). Let k be a field of characteristic
p > 0, and let G = (Z/pZ)n be the elementary abelian p-group of rank n   1.
(1) If p 6= 2, then
HH•(kG) ⇠=
✓
k[x1, . . . , xn]
(xp1, . . . , x
p
n)
◆
⌦k (⇤(y1, . . . , yn)⌦k k[z1, . . . , zn])
⇠=
✓
k[x1, . . . , xn, z1, . . . , zn]
(xp1, . . . , x
p
n)
◆
⌦k ⇤(y1, . . . , yn)
where |xi| = 0, |yi| = 1 and |zi| = 2 for i = 1, . . . , n. For the Gerstenhaber
bracket { , }G on HH•(kG) we get
{xi, yj}G =  ij , {xi, xj}G = 0, {yi, yj}G = 0,
{xi, zj}G = 0, {yi, zj}G = 0, {zi, zj}G = 0
for all i, j = 1, . . . , n.
(2) If p = 2, then
HH•(kG) ⇠=
✓
k[x1, . . . , xn]
(x21, . . . , x
2
n)
◆
⌦k k[y1, . . . , yn] ⇠= k[x1, . . . , xn, y1, . . . , yn]
(x21, . . . , x
2
n)
,
where |xi| = 0 and |yi| = 1 for i = 1, . . . , n. For the Gerstenhaber bracket
{ , }G on HH•(kG) we get
{xi, yj}G =  ij , {xi, xj}G = 0, {yi, yj}G = 0
for all i, j = 1, . . . , n.
Observe that these results for the bracket not only match the observations made
in the Introduction 6.1 for finite cyclic groups, but also confirm our more general
result stated in Corollary 6.5.7 (see Theorem 6.4.4 as well).

CHAPTER 7
Application II: The Ext-algebra of the identity
functor
Over fields, Hochschild cohomology of associative algebras has at least three
incarnations, two of which we have already encountered previously. The third one
manifests as the Ext-algebra of the identity functor on the category of left modules.
To be more precise, let k be a commutative ring, and let A be a k-algebra. There
is a canonical commutative triangle of graded k-algebra homomorphisms
Ext•Endk(Mod(A))(IdMod(A), IdMod(A))
 
✏✏
HH•(A)
↵ 22
 A
.. Ext•Aev(A,A) ,
where Endk(Mod(A)) is the abelian category of endofunctors on Mod(A). It is
known (as sort of a folklore, since a reference is nowhere to be found), that   is
an isomorphism if A is a flat k-module. The map  A is known to be bijective if A
is k-projective. Our construction introduced in Chapter 5 yields a bracket [ , ]A
on Ext•Endk(Mod(A))(IdMod(A), IdMod(A)). If A is a projective k-module, we will prove
that ↵ =   1  A preserves the brackets in the sense that it maps the Gerstenhaber
bracket { , }A on HH•(A) to the bracket [ , ]A. In what follows, let k be a fixed
commutative ring. Set theoretical issues of any kind will generously be ignored (as
usual).
7.1. The evaluation functor
7.1.1. Let A be an abelian k-category and let X be an object in A. Let
Endk(A) be the abelian k-category Funk(A,A), which we will refer to as the category
of endofunctors on A. Moreover, let EA(X) be the opposite endomorphism ring
EndA(X)op of X. The evaluation functor at X, denoted by evX , is given by
evX : Endk(A)  ! A, evX(X) = X(X).
When composed with HomA(X, ), we obtain a functor
HX : Endk(A)  ! Mod(EA(X)), HX(X) = HomA(X,X(X)).
Note that the left EA(X)-module action on HX(X) for X 2 ObEndk(A) is given by
ah := h   a (for a 2 EA(X), h 2 HomA(X,X(X))).
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In fact, HX takes values in Mod(EA(X)ev) for
ha := X(a)   h (for a 2 EA(X), h 2 HomA(X,X(X)))
defines a right EA(X)-module structure on HomA(X,X(X)), turning it into an
EA(X)-EA(X)-bimodule with central k-action.
Lemma 7.1.2. The functor
HX : Endk(A)  ! Mod(EA(X)ev), HX(X) = HomA(X,X(X))
is k-linear and commutes with limits (if existent). Hence HX has a left adjoint if
A is complete.
Proof. The first two assertions are clear, because HX is the composite of two
k-linear and limit preserving functors. The latter follows form the fact below. ⇤
Theorem 7.1.3 ([MaL98, Thm.X.1.2]). Let X : A! B be a k-linear functor
between complete abelian k-linear categories. Then X has a left adjoint functor if
it commutes with limits (that is, if X is continuous). In this case, a left adjoint X 
is given by
X (A) = lim  (Q : (A # X)  ! A) (for A in A),
where Q denotes the projection functor from the slice category A # X to A.
7.1.4. Let A be a k-algebra. For the remainder of this section, let A be the
complete category Mod(A) of all left A-modules. If X is a k-linear endofunctor of
A, then X(A) is a right A-module through xa = X(·a)(x) (a 2 A, x 2 X(A)). Note
that EA(A) = EndA(A)op ⇠= A and that
HomA(A,X(A)) ⇠= X(A) = evA(X) (for X 2 ObEndk(Mod(A)))
naturally in X and as Aev-modules. Hence HA : Endk(A) ! Mod(Aev) coincides
with the evaluation functor evA at A.
Lemma 7.1.5. The left adjoint functor ev A : Mod(A
ev)! Endk(A) of evA is
given by
ev A(M) = (M ⌦A  ) (for M 2 ObMod(Aev)).
Proof. We will show that the functor ev A, ev
 
A(M) = (M ⌦A  ), is a left
adjoint functor of evA. To this end, we will define the unit and the counit of the
claimed adjunction:
⌘ : IdMod(Aev)  ! evA   ev A, " : ev A   evA  ! IdEndk(A) .
Clearly, we have the following functorial isomorphisms:
evA(M ⌦A  ) =M ⌦A A ⇠=M (for M 2 Mod(Aev)),
giving rise to the unit. For X 2 ObEndk(A), define
"X : (X(A)⌦A  )  ! X
as follows. Let M be an Aev-module and m 2 M . Denote by ·m the A-linear
homomorphism A!M, a 7! am and define
"X,M : X(A)⌦AM  ! X(M), x⌦m 7! X(·m)(x).
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Indeed, we obtain a commutative diagram
X(A)⌦AM
idX(A)⌦Af
//
"X,M
✏✏
X(A)⌦A N
"X,N
✏✏
X(M)
X(f)
// X(N)
for every A-linear homomorphism f :M ! N since f   (·m) = ·f(m), and therefore
("X,N   idX(A)⌦Af)(a⌦m) = "X,N (a⌦ f(m)) = X(·f(m))(a)
and
(X(f)   "X,M )(a⌦m) = X(f)(X(·m)(a)) = X(f   (·m))(a) = X(·f(m))(a).
We now check, that the morphisms "X, X 2 ObEndk(Mod(Aev)), are functorial in
X. Let X,Y 2 ObEndk(A) and let M be an A-module. Moreover, let ✓ : X! Y be
a natural transformation. The diagram
X(A)⌦AM ✓A⌦AM //
"X,M
✏✏
Y(A)⌦AM
"Y,M
✏✏
X(M)
✓M // Y(M)
is commutative since
("Y,M   (✓A ⌦AM))(a⌦m) = "Y,M (✓A(a)⌦m) = Y(·m)(✓A(a)),
(✓M   "X,M )(a⌦m) = ✓M (X(·m)(a))
for all a 2 X(A), m 2M , and since
X(A)
X(·m)
//
✓A
✏✏
X(M)
✓M
✏✏
Y(A)
Y(·m)
// Y(M)
commutes due to the naturality of ✓. To completely establish the adjunction, we
finally have to verify that the compositions
evA(X)
⌘evA(X) // evAev AevA(X)
evA("X)
// evA(X)
and
ev A(M)
ev A(⌘M )// ev AevAev
 
A(M)
"
ev 
A
(M)
// ev A(M)
are the identity morphisms on X(A) andM⌦A  respectivley (for X 2 Endk(A), M 2
Mod(Aev)). In fact, for a 2 X(A), N 2 Mod(A) and m⌦ n 2M ⌦AN , we get that
(evA("X)   ⌘evA(X))(a) = "X,A(a⌦ 1A) = X(·1A)(a) = a
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as well as
("ev A(M)   ev A(⌘M ))N (m⌦ n) = "ev A(M),N ((m⌦ 1A)⌦ n)
= ev A(M)(·n)(m⌦ 1A)
= m⌦ n.
Hence the lemma is established. ⇤
7.2. Exact endofunctors
The following lemma generalizes a known result for the tensor functor ⌦R over
a ring R.
Lemma 7.2.1 ([Liu02, Ch. 1, Prop. 2.6]). Let A1, A2 and B be abelian cat-
egories and let R : A1 ⇥ A2 ! B be an additive functor such that the functors
RN = R( , N) are right exact for every object N 2 A2. Further, assume that A2
and R are such that A2 admits a generating class U ✓ A2 with RU = R( , U) being
an exact functor A1 ! B for every U 2 U. Let 0 ! X ! Y ! Z ! 0 be a short
exact sequence in A1 such that RX = R(X, ) and RY = R(Y, ) are right exact,
and RZ = R(Z, ) is exact. Then the sequence
0  ! RN (X)  ! RN (Y )  ! RN (Z)  ! 0
is exact in B for every object N 2 A, that is, the induced sequence
0  ! RX  ! RY  ! RZ  ! 0
of functors is exact.
Proof. By assumption, the sequence RN (X) ! RN (Y ) ! RN (Z) ! 0 is
exact. It remains to show that RN (X)! RN (Y ) is a monomorphism. Let ⇡ : U !
N be an epimorphism in A2 with U 2 U and set K := Ker(⇡). The diagram
Ker(f)
✏✏
// Ker(g) //
✏✏
0
✏✏
// 0
R(X,K) //
f
✏✏
R(Y,K) //
g
✏✏
R(Z,K)
✏✏
// 0
0 // R(X,U) //
✏✏
R(Y, U) //
✏✏
R(Z,U) //
✏✏
0
R(X,N) //
✏✏
R(Y,N)
✏✏
// R(Z,N) //
✏✏
0
0 0 0
has exact rows and columns, for RZ(K) ! RZ(U) is a monomorphism (RZ is
exact). So we may apply the Snake Lemma to find that RN (X) ! RN (Y ) has
indeed vanishing kernel. ⇤
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Example 7.2.2. Let A be a k-algebra. As we already know, the category
Mod(Aev) is monoidal thanks to the tensor functor ⌦A and to the tensor unit A.
The class of projective Aev-modules is a class U that the previous lemma can be
applied to.
7.2.3. If A is any k-linear abelian category, the category Endk(A) carries ad-
ditional structure. Namely, it is a monoidal (even tensor) category with tensor
functor given by the composition   : Endk(A) ⇥ Endk(A) ! Endk(A) of functors.
Hence the tensor unit is the identity functor IdA. The category Endk(A) of ex-
act k-linear endofunctors of A is an extension closed and monoidal subcategory of
Endk(A) by the following lemma.
Lemma 7.2.4. Let C be an exact k-category.
(1) The full subcategory Funk(C,A) of Funk(C,A) consisting of all exact k-linear
functors C ! A has the two out of three property, that is, if 0 ! X ! Y !
Z! 0 is a short exact sequence in Funk(C,A) with two out of the objects X,Y,Z
belonging to Funk(C,A), then so does the third. In particular, Funk(C,A) is an
exact category that is closed under kernels of epimorphisms and under cokernels
of monomorphisms.
(2) For every X 2 ObEndk(A), the functor    X : Endk(A)! Endk(A) is an exact
functor. If X is exact, then X     : Endk(A) ! Endk(A) is also exact. Hence,
the composition of endofunctors is exact in both variables if one views it as a
bifunctor   : Endk(A)⇥ Endk(A)  ! Endk(A).
Proof. Let us deduce assertion (1). It will turn out to be an elementary
consequence of the Snake Lemma. Let 0! X! Y! Z! 0 be an exact sequence
in FunR(C,A). Take an admissible short exact sequence 0 ! X ! Y ! Z ! 0 in
C and consider the commutative diagram
0 // Ker(f) //
✏✏
Ker(g) //
✏✏
Ker(h)
✏✏
0 // X(X) //
f
✏✏
Y(X) //
g
✏✏
Z(X) //
h
✏✏
0
0 // X(Y ) //
++
✏✏
Y(Y ) //
++
✏✏
Z(Y ) //
++
✏✏
0
Coker(f) //
a
⇧⇧
Coker(g) //
b
⌅⌅
Coker(h) //
c
⌅⌅
0
0 // X(Z) // Y(Z) // Z(Z) // 0
having exact rows (here the dotted morphisms are the unique ones induced by the
universal property cokernels possess). It is clear that if g and h were monomor-
phisms, then so was f . Similarly, if Ker(f) = 0 and Ker(h) = 0, then Ker(g)
injects into Ker(h) = 0 and hence has to be 0 itself. Now let X and Y be exact
functors. Thus, Ker(f) = 0 = Ker(g) and the morphisms a, b in the diagram above
108 7. APPLICATION II: THE Ext-ALGEBRA OF THE IDENTITY FUNCTOR
are isomorphisms. In particular, Coker(f) ! Coker(g) is a monomorphism, and
the Snake Lemma therefore yields the exact sequence
0 // Ker(h)
0 // Coker(f) // Coker(g) // Coker(h) // 0 .
This implies that h is a monomorphism. We have therefore shown, that if two
out of the functors X,Y,Z are exact, the third will preserve monomorphisms. To
complete the proof, consider the commutative diagram
Ker(h) // Coker(f) //
a
✏✏
Coker(g) //
b
✏✏
Coker(h) //
c
✏✏
0
0 // X(Z) // Y(Z) // Z(Z) // 0 ;
as we have seen, Ker(h) = 0 as soon as two functors out of X,Y,Z are exact. Assume
that Y and Z are exact. Then b and c are isomorphisms and by the 5-Lemma, so
is a. Hence X(Y ) ! X(Z) is a cokernel of h. Analogously, X and Y being exact
implies that Z(Y ) ! Z(Z) is a cokernel of h, whereas X and Z being exact yields
that Y(Y )! Y(Z) is a cokernel of g. Hereby we have established (1).
If 0! X0 ! Y0 ! Z0 ! 0 is exact in Endk(A), then so is
0  ! (X0   X)(X)  ! (Y0   X)(X)  ! (Z0   X)(X)  ! 0
for every object X in A. The second statement in (2) is clear. ⇤
Lemma 7.2.5. Let A be a k-algebra, A = Mod(A) and let X be in Endk(A).
Assume that A is a projective k-module. If X is equivalent to M ⌦A   for some
Aev-module M which is flat as a right A-module, then X(A) ⇠= M and X admits a
projective resolution in Endk(A) by exact endofunctors.
Proof. The isomorphism X(A) ⇠= M follows immediately. It remains to ex-
hibit a projective resolution of X by exact functors. Chose a projective resolution
· · ·  ! P2  ! P1  ! P0  ! X(A)  ! 0,
(denoted by PX(A) ! X(A) ! 0 for short) of X(A) over Aev. After applying ev A,
we obtain a sequence
· · ·  ! (P2 ⌦A  )  ! (P1 ⌦A  )  ! (P0 ⌦A  )  ! X  ! 0
of exact functors. This sequence is exact, since Ker(Pi ! Pi 1) is flat as a right
A-module for every i   1 (use Lemma 7.2.1 and Lemma 7.2.4.(1) to perform an
induction on i; alternatively, observe that Hn(PX(A) ⌦A N) = TorAn (X(A), N) for
every left A-module N). Moreover, the endofunctors Pi⌦A  are projective objects
in Endk(A) since ev A is a left adjoint functor of an exact functor (and therefore, it
preserves projectivity; see 7.3.2). ⇤
Remark 7.2.6. By the Eilenberg-Watts-Theorem (see [NySm08] for a gen-
eralized version), we precisely know which endofunctors have the shape of those in
the previous lemma: Every exact functor X : Mod(A)! Mod(A) which commutes
with arbitrary coproducts is isomorphic to X(A)⌦A  .
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Proposition 7.2.7. Let A be projective over k and let A = Mod(A). Then the
functors
jn : ExtnEndk(A)(IdA, IdA)  ! Ext
n
Endk(A)
(IdA, IdA) (for n   0),
induced by the inclusion j : Endk(A)! Endk(A), define an isomorphism
Ext•Endk(A)(IdA, IdA)
⇠= Ext•Endk(A)(IdA, IdA)
of graded k-algebras.
Proof. We check the conditions (1)–(3) of Proposition 2.4.6. By Lemma 7.2.4,
the category Endk(A) already is (1-)extension closed; also it is closed under kernels
of epimorphisms. Lemma 7.2.5 shows that there is a projective resolution of IdA
which belongs to Endk(A). ⇤
7.3. Ext-algebras and adjoint functors
7.3.1. Troughout this section, let k be a commutative ring and let A and B be
abelian k-categories. Assume that we are given a pair
A
R
// B
Loo
of functors. Remember that L is left adjoint to R if there are k-linear isomorphisms
'A,B : HomA(L(B), A)  ! HomB(B,R(A)) (A 2 Ob(A), B 2 Ob(B))
which are natural in A and B. Any other functor L0 : B ! A admitting such iso-
morphisms will be isomorphic to L. It is well known (a proof is given in [NySm08])
that if R is k-linear, then so is L. Recall that L is left adjoint to R if, and only if,
there are natural transformations ⌘ : IdB ! R  L (the unit of the adjunction) and
" : L   R! IdA (the counit of the adjunction) such that the compositions
R(A)
⌘R(A)
// (R   L   R)(A) R("A) // R(A) , L(B) L(⌘B)// (L   R   L)(B) "L(B) // L(B)
are the identity morphisms for every A 2 Ob(A) and B 2 Ob(B). When ⌘ and "
are given, the adjunction isomorphisms
'A,B : HomA(L(B), A)  ! HomB(B,R(A)) (A 2 Ob(A), B 2 Ob(B))
may be defined by 'A,B(f) = R(f)   ⌘B with inverse map given as ' 1A,B(g) =
"A  L(g) (for f 2 HomA(L(B), A) and g 2 HomB(B,R(A))). In the remainder, we
will assume that R is k-linear and L is left adjoint to R. Further, we abbreviate
L   R and R   L by LR and RL respectivley.
7.3.2. Let L be left adjoint to R. Then R is full and faithful if, and only
if, the corresponding counit " : LR ! IdA is an isomorphism. If R is an exact
functor, then L will preserve pushouts, cokernels and coproducts (dual statement
of [HiSt97, Thm. II.7.7]). Further, if P is a projective object in B, L(P ) will be
projective in A for HomA(L(P ), ) ⇠= HomB(P,R( )) is the composition of exact
functors.
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7.3.3. Recall the following construction (which we already have used inten-
sively in previous chapters). Let X, X 0 and Y be objects in A, and let f : X ! X 0
be a morphism. Let ⇠ ⌘ 0 ! Y ! En 1 ! · · ·E0 ! X 0 ! 0 be an n-extension
in A for some fixed integer n   1. There is a morphism of complexes,
· · · // Pn pn //
'n
✏✏
Pn 1
pn 1
//
'n 1
✏✏
· · · // P1 p1 //
'1
✏✏
P0
p0
//
'0
✏✏
X //
f
✏✏
0
0 // Y // En 1 // · · · // E1 // E0 // X 0 // 0 ,
lifting f (cf. Lemma A.1.8). By pushing out ('n, pn) we obtain an n-extension
⇠0 = ⇠('n), and a commutative diagram
⇠0 ⌘ 0 // Y //

P
  
// · · · // P1 // P0 // X // 0
· · · // Pn //
'n
✏✏
'n
OO
Pn 1 //
OO
'n 1
✏✏
· · · // P1 //
'1
✏✏
P0 //
'0
✏✏
X //
f
✏✏
0
⇠ ⌘ 0 // Y // En 1 // · · · // E1 // E0 // X 0 // 0 .
Suppose X = X 0 and f = idX . Thanks to the red arrow in the above diagram, a
morphism ↵⇠ : ⇠0 ! ⇠ in ExtnA(X,Y ) is given; therefore ⇠ and ⇠0 define the same
element in ExtnA(X,Y ).
Proposition 7.3.4. Let A be an object in A and B be an object in B such that
B admits a projective resolution · · ·! P1 ! P0 ! B ! 0 in B. Assume that
(1) L is left adjoint to R,
(2) the unit ⌘ : IdB ! RL is an isomorphism,
(3) R is an exact functor, and that
(4) the sequence · · ·! L(P1)! L(P0)! L(B)! 0 is exact in A.
Then the k-linear maps
R]n : Ext
n
A(L(B), A)  ! ExtnB(RL(B),R(A)) (for n   0)
induced by R are surjective. They are also injective, in case A = L(B0) for some
object B0 in B. In particular,
R]• : Ext
•
A(L(B),L(B))  ! Ext•B(RL(B),RL(B)) ⇠= Ext•B(B,B)
is an isomorphism of graded k-algebras for every B 2 ObB.
Proof. The proof is spread over the upcoming Lemmas 7.3.5 and 7.3.6. ⇤
Lemma 7.3.5. Under the assumptions of Proposition 7.3.4, the k-linear maps
R]n : Ext
n
A(L(B), A)  ! ExtnB(RL(B),R(A)) (for n   0)
induced by R are surjective.
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Proof. Let ⌘ : IdB ! RL be the unit and " : LR ! IdA the counit of the
adjunction. The commutative diagram
HomA(L(B), A)
RL(B),A
// HomB(RL(B),R(A))
HomA(LRL(B), A)
⇠= //
HomA(⌘L(B),A)
OOOO
HomB(RL(B),R(A))
verifies the claim in degree zero: it shows that R]0 is surjective. Let n   1 be an
integer. Take an n-extension ⇠ ⌘ 0! R(A)! En 1 ! · · ·! E0 ! RL(B)! 0
in B. There is a morphism
· · · // Pn dn //
'n
✏✏
Pn 1
pn 1
//
'n 1
✏✏
· · · // P1 p1 //
'1
✏✏
P0
⌘ 1B  p0//
'0
✏✏
RL(B) // 0
0 // R(A) // En 1 // · · · // E1 // E0 // RL(B) // 0
of complexes and hence the follwing pushout diagram ⌅ is formable.
· · · // Pn //
'n
✏✏
Pn 1 //
✏✏
· · · // P0 // RL(B) // 0
⇠0 ⌘ 0 // R(A) // P // · · · // P0 // RL(B) // 0
The lower n-extension is equivalent to ⇠ by observations made in 7.3.3. Since L
preserves pushouts, the rows in L(⌅) are exact. Consider the diagram
0 // LR(A) //
"A
✏✏
L(P ) //
r
✏✏
L(Pn 2) // · · · // L(P0) // LRL(B) // 0
0 // A // Q // L(Pn 2) // · · · // L(P0) // LRL(B) // 0
⇣ ⌘ 0 // A // Q // L(Pn 2) // · · · // R //
OO
L(B) //
L(⌘B)
OO
0
· · · // L(Pn) //
 n
OO
 n
✏✏
L(Pn 1) //
 n 1
OO
✏✏
L(Pn 2) //
 n 2
OO
· · · // L(P0) //
 0
OO
LRL(B) //
"L(B)
OO
0
⇣0 ⌘ 0 // A // S // L(Pn 2) // · · · // L(P0) // LRL(B) // 0
with exact rows, where Q, R and S denote the pushouts and pullbacks of the
obvious morphisms. Moreover, the morphism  of chain complexes comes from the
fact, that (since L preserves projectivity) · · · ! L(P1) ! L(P0) ! L(B) ! 0 is a
projective resolution of L(B). We claim that R]n maps the equivalence class of ⇣
to the equivalence class of ⇠. In fact, there is a morphism ↵⇣ : ⇣ 0 ! ⇣ of complexes
112 7. APPLICATION II: THE Ext-ALGEBRA OF THE IDENTITY FUNCTOR
(see 7.3.3 for its definition) and, furthermore, a commutative diagram
0 // R(A) //
⌘R(A)
✏✏
P //
⌘P
✏✏
Pn 2 //
⌘Pn 2
✏✏
· · · // P0 //
⌘P0
✏✏
R(B) //
⌘R(B)
✏✏
0
0 // RLR(A) //
R("A)
✏✏
RL(P ) //
R(r)
~~
RL(Pn 2) // · · · // RL(P0) // RLR(B) // 0
0 // R(A) // R(S) //
✏✏
RL(Pn 2) // · · · // RL(P0) //
✏✏
RLR(B) //
R("(B))
✏✏
0
0 // R(A) // R(Q) // RL(Pn 2) // · · · // R(R) // R(B) // 0
which, when read from top to bottom, defines a morphism ⇠0 ! R(⇣) of n-
extensions. Hence, ⇠ is linked to R(⇣) in the following manner:
⇠ ⇠0
↵⇠
oo // R(⇣).
This completes the proof. ⇤
Lemma 7.3.6. Under the assumptions of Proposition 7.3.4, the k-linear maps
R]n : Ext
n
A(L(B),L(B
0))  ! ExtnB(RL(B),RL(B0)) (for n   0)
induced by R are injective.
Proof. Let ⇠ be a n-extension 0! L(B0)! En 1 ! · · ·! E0 ! L(B)! 0
in A such that ⇣ := R(⇠) is equivalent to the trivial n-extension  n(RL(B),RL(B0))
in B. Chose a chain map
· · · // Pn pn //
'n
✏✏
Pn 1
pn 1
//
'n 1
✏✏
· · · p2 // P1 p1 //
'1
✏✏
P0
⌘ 1B  p0 //
'0
✏✏
RL(B) // 0
0 // RL(B0) // R(En 1) // · · · // R(E1) // R(E0) // RL(B) // 0 ,
lifting the indentity of B. Then ⇣ is equivalent to ⇣ 0 = ⇣('n) (see 7.3.3). Note that
L, as a left adjoint, preserves pushouts and hence the sequence L(⇣ 0) remains exact.
We obtain the following commutative diagram, within the top and the bottom rows
are exact, and Q denotes RL(B0) Pn Pn 1.
L(⇣0)
L(↵⇣)
✏✏
⌘ 0 // L(B0)
L(⌘B0 )
✏✏
// L(Q)
✏✏
// · · · // L(P0)
✏✏
// L(B)
L(⌘B)
✏✏
// 0
L(⇣)
✏✏
⌘ 0 // LRL(B0)
"L(B0)
✏✏
// LR(En 1)
"En 1
✏✏
// · · · // LR(E0)
"E0
✏✏
// LRL(B)
"L(B)
✏✏
// 0
⇠ ⌘ 0 // L(B0) // En 1 // · · · // E0 // L(B) // 0 .
When read from top to bottom, this is a morphism of n-extensions and thus, L(⇣ 0)
is equivalent to ⇠. It remains to show, that L(⇣ 0) is equivalent to the trivial n-
extension in A. Since ⇣ is equivalent to the trivial n-extension, there is a sequence
7.4. HOCHSCHILD COHOMOLOGY FOR ABELIAN CATEGORIES 113
⇣ = ⇣0, ⇣1, . . . , ⇣r =  n(RL(B),RL(B0)) of objects in ExtnB(RL(B),RL(B0)) and a
sequence of morphisms ↵1, . . . ,↵r, where
↵i : ⇣i 1  ! ⇣i or ↵i : ⇣i  ! ⇣i 1 (for 1  i  r).
By the weak functoriality discussed in the proof of Proposition 2.4.6, morphisms
↵0i between ⇣ 0i 1 and ⇣ 0i will be given (for i = 1, . . . , r). Since L preserves pushouts,
L(↵01), . . . ,L(↵0r) is a sequence of morphisms between n-extensions that connects
L(⇣ 0) and  n(L(B),L(B0)). ⇤
7.4. Hochschild cohomology for abelian categories
Definition 7.4.1. Let A be an abelian k-category, n   0 be an integer and
X a k-linear endofunctor of A. The n-th Hochschild cohomology group of A with
coe cients in X is
HHn(A,X) = ExtnEndk(A)(IdA,X).
The graded algebra HH•(A) := HH•(A, IdA) is the Hochschild cohomology ring of
A.
We prove that HHn(A, IdA) coincides with Ext
n
Aev(A,A) for all n   0 if A is
the category of left modules over the k-projective algebra A.
Lemma 7.4.2. Let A be a k-algebra, A = Mod(A) and let X be an object in
Endk(Mod(A)). If A is projective over k, then the functor evA induces k-linear
epimorphisms
 n = ev
]
A : Ext
n
Endk(A))(IdA,X)  ! ExtnAev(A,X(A)) (for n   0)
being also monomorphisms in case X = IdA. In particular, we obtain an isomor-
phism
  = ev]A : Ext
•
Endk(A)(IdA, IdA)  ! Ext•Aev(A,A)
of graded k-algebras.
Proof. In fact, this is a direct consequence of Proposition 7.3.4, since evA is
exact, the unit corresponding to the adjoint pair (ev A, evA) is an isomorphism, and
ev A sends any projective resolution of A to a projective resolution of IdA (compare
with Lemma 7.2.5). ⇤
Proposition 7.4.3. Let A be a k-algebra and A = Mod(A). If A is projective
over k, then the k-linear functor ev A restricts to an exact and strong monoidal
functor
ev A : (P(A),⌦A, A)  ! (Endk(A),  , IdA).
between very strong exact monoidal categories. The induced k-linear maps
  n = (ev
 
A)
]
n : Ext
n
P(A)(A,A)  ! ExtnEndk(A)(IdA, IdA) (for n   0)
are isomorphisms which make the diagrams
(7.4.1)
ExtmP(A)(A,A)⇥ ExtnP(A)(A,A)
[ , ]P(A)
//
✏✏
Extm+nP(A) (A,A)
✏✏
ExtmEndk(A)(IdA, IdA)⇥ Ext
n
Endk(A)
(IdA, IdA)
[ , ]A
// Extm+n 1Endk(A) (IdA, IdA)
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(7.4.2)
Ext2nP(A)(A,A)
sqP(A)
//
✏✏
Ext4n 1P(A) (A,A)
✏✏
Ext2nEndk(A)(IdA, IdA)
sqA
// Ext4n 1Endk(A)(IdA, IdA)
commutative for every pair of integers m,n   1. Here [ , ]A and sqA denote the
maps [ , ]Endk(A) and sqEndk(A).
Proof. Because every object in P(A) is flat over Aop, ev A clearly restricts as
claimed. It is apparent that (A⌦A  ) ⇠= IdMod(A). Further, 
(M ⌦A N)⌦A  
  ⇠=M ⌦A (N ⌦A  ) = (M ⌦A  )   (N ⌦A  )
for all Aev-modules M and N . Thus ev A is a bistrong monoidal functor. It is also
exact, when restricted to P(A): Let 0! P 0 ! P ! P 00 ! 0 be an admissible short
exact sequence in P(A). The induced sequence
0  ! (P 0 ⌦A  )  ! (P ⌦A  )  ! (P 00 ⌦A  )  ! 0
of endofunctors on Mod(A) is exact in Endk(Mod(A)), since P 00 is projective over
Aop (cf. Lemma 7.2.1).
Finally, let i : P(A) ! Mod(Aev) and j : Endk(A) ! Endk(A) be the inclusion
functors. The commutative diagram
ExtnP(A)(A,A)
i]n
⇠=
//
  n
✏✏
ExtnAev(A,A)
ExtnEndk(A)(IdA, IdA)
j]n
⇠=
// ExtnEndk(A)(IdA, IdA)
 n⇠=
OO
tells us, that    = (ev A)
] has to be an isomorphism. The claimed commutativity
of the diagrams (7.4.1) and (7.4.2) follows from Theorem 5.2.12. ⇤
Corollary 7.4.4. Let A be a k-algebra. If A is projective over k, then the
Hochschild cohomology ring HH•(A) of A agrees with the Hochschild cohomology
ring HH•(A) of A = Mod(A) (in every possible meaning, i.e., the graded ring struc-
tures as well as the brackets and the squaring maps coincide).
Proof. Combine Proposition 7.4.3 with Corollary 2.4.10 and Lemma 7.4.2.
⇤
CHAPTER 8
Open problems
Until now, we have mostly restricted ourselves to the presentation of our suc-
cessful attempts, but we think that we should also mention those attempts that
failed, or at least did not lead to a conclusive answer. In fact, as one certainly be-
lieves without hesitation, there might be even more unsolved than solved problems
at the end of the long-winded process of writing a thesis, and thus, it might be hard
to keep track of all of them. However, let us close this thesis with a selection of
memorable open problems of which we believe that they are worth pursuing, and
which partly already were mentioned in the introduction. The reader is advised to
be very cautious, since their formulation might be vague. Let A be an algebra over
a commutative ring k, which (for safety) is assumed to be k-projective.
(1) Schwede’s construction does not include the interplay of the center Z(A) of A
and n-extensions of A under the Gerstenhaber bracket, i.e., he does not describe
maps
ExtnAev(A,A)⇥ Z(A)  ! ⇡1ExtnAev(A,A) (for n   1).
How can we close this gap?
(2) We unfortunately were not able to see the k-bilinearity of our map [ , ]C
defined in Chapter 5 on the level of admissible n-extensions. One should ask,
if there is a sensible method to do so. Or if one should not expect bilinearity
in general at all.
(3) By intensifying the previous question, we also ask whether one can show that
(Ext•C( C, C), [ , ]C) is a graded Lie algebra (with trivial operation, when
applied to elements of degree 0).
(4) Let H = (H,r, ⌘, , ") be a quasitriangular Hopf algebra over k. As Theorem
6.4.4 demonstrates, the equality {Hm(H, k),Hn(H, k)}H = 0 holds true for all
integers m,n   0; in particular, H•+1(H, k) ✓ HH•+1(H) is a graded Lie ideal.
R. Farensteiner asked which information is retained by the Lie quotient
HH•+1(H)
H•+1(H, k)
.
(5) Recall that in a related, but significantly more unprecise question, we asked for
the meaning of the vanishing of the Lie bracket on HH•+1(A) for the algebra
A (as it happens in many examples; see Question 5.5.13).
(6) As explained in [Qu68], the Hochschild cohomology ring of A can be computed
(up to a degree shift) by using a simplicial model P of A. One may replace
the simplicial model by a quasi-free di↵erential graded model A ! A (i.e., a
k-flat di↵erential graded algebra A of projective dimension  1 over Aev whose
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cohomology H•(A) is isomorphic to A). In case A is k-projective, one obtains,
by D.Quillen (cf. [Qu68]), that
HHn(A) ⇠= Hn 1
✓
Der•k(A)
Inn•k(A)
◆
for all n   1. Here Der•k(A) denotes the di↵erential graded k-module of graded
k-derivations of A whose di↵erential is induced by the di↵erential of A. Now,
the right hand side in the equation above carries a natural Lie bracket induced
by the graded commutator on Der•k(A). Does the isomorphism send the Lie
bracket on HH•(A) to the graded commutator?
(7) As pointed out by R.-O.Buchweitz, the Hochschild homology (of A with coe -
cients in A), i.e.,
HH•(A) = TorA
ev
• (A,A),
may be regarded as a graded Lie representation of (HH•+1(A), { , }A). In-
deed, in [Lo98] the author claims the existence of natural maps
HHm(A)⇥HHn(A)  ! HHn m+1(A) (for m,n   0)
(see [Lo98, Cor. 4.1.6] and [Lo98, Exer. E.4.1.4]). How can we interpret this
representation, and what does it tell us about the structure of A?
(8) Following an idea which goes back to G.Hochschild’s thesis, one may try to
express the Hochschild cohomology groups in terms of the right derived functors
of Derk(A, ), where we view Derk(A, ) as the left exact functor
Derk(A, ) ⇠= HomAev(⌦1A, ) : Mod(Aev)  ! Mod(k)
(⌦1A denotes the kernel of the multiplication map A⌦k A! A). Can the Ger-
stenhaber bracket in Hochschild cohomology be identified with an inducted Lie
structure (induced by the commutator on Derk(A,A)) on R•Derk(A, )(A)?
(9) As indicated in the introduction of this thesis, one does not know how to see
the Gerstenhaber bracket in Hochschild cohomology in the derived category
of bimodules over A. As a more general question, we ask if for a given ten-
sor triangulated category (T,⌦, ) with suspension functor [1], one may turn
the graded commutative algebra (see [Su02]) HomT( , [•]) into a Gersten-
haber algebra by an operation which can be intrinsically defined in T. This
construction should, of course, recover the Gerstenhaber bracket in Hochschild
cohomology if one specializes to T = D(Aev).
(10) Let (C,⌦C, C) be an essentially small monoidal k-category. The category
Mod(C) = Funk(C,Mod(k)) of all C-modules admits an additive bifunctor
⌦ : ModC⇥ModC! ModC. Namely, put
M ⌦N =
Z C Z C
M(x)⌦k N(y)⌦k HomC(x⌦C y, ) dxdy.
(See [MaL98, Ch. IX] for the notion of coends.) It can be shown, that the
triple (ModC,⌦,HomC( C, )) is a monoidal category, and that ⌦ is the unique
monoidal structure on ModC with HomC(X, ) ⌦ HomC(Y, ) = HomC(X ⌦C
Y, ). Moreover, the functors   ⌦ P , P ⌦   are exact for every projective
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C-module P . In fact, if 0 ! L ! M ! N ! 0 is a short exact sequence of
C-modules, the sequence
L⌦X  !M ⌦X  ! N ⌦X  ! 0
will be exact for any C-module X, for R(c)⌦k X(d)⌦k HomC(c⌦C d, ) is the
composition of right exact functors for every c, d 2 C and R 2 ModC. Now use
Lemma 7.2.1. We ask whether one can describe the Hochschild cohomology
HH•(ModC, IdModC) of ModC by using the functor HHomC( C, ) described in
Section 7.1. How does HH•(ModC, IdModC) relate to HH•(EndC( C)op)?

APPENDIX A
Basics
A.1. Homological lemmas
A.1.1. Let k be a commutative ring. In this section, we will recall the basic
notions of (pre)additive, abelian and k-linear categories, as well as structure pre-
serving functors between them. Further, we are going to state some fundamental
homological results for abelian categories. Any statement within this section is be-
yond classical and should be well-known to everyone who attended an introductory
course on homological algebra.
Definition A.1.2. Let C be a category. The category C is called a k-linear
category (or simply a k-category) if
• each set HomC(X,Y ) is a k-module (X,Y 2 ObC);
• the composition maps
  : HomC(Y, Z)⇥HomC(X,Y )! HomC(X,Z)
are k-bilinear (for all X,Y, Z 2 ObC).
The category C is called preadditive if it is Z-linear. It is called additive if it is
preadditive and has finite products.
Definition A.1.3. A functor X : C! D between preadditive categories C and
D is called additive if the induced maps
XX,Y : HomC(X,Y )! HomD(XX,XY ), X, Y 2 ObC,
are homomorphisms of abelian groups. If the categories C and D are k-linear, the
functor X is called k-linear if XX,Y is a k-linear map for every pair X,Y 2 ObC.
Remark A.1.4. Clearly every k-linear category is preadditive; the product
category of two preadditive (k-linear/additive) categories is again preadditive (k-
linear/additive). Notice that an additive category C automatically has finite co-
products and finite direct sums (i.e., biproducts), and thus a zero object. Moreover,
a functor X : C ! D between additive categories is additive if, and only if, the
canonical maps (that are induced by the inclusions of summands into their direct
sum)
aX,Y : XX   XY  ! X(X   Y ) (for X,Y 2 ObC)
are isomorphisms.
Definition A.1.5. An additive category A is called abelian if every morphism
f : X ! Y in A has a kernel (Ker(f), ker(f)) and a cokernel (Coker(f), coker(f)),
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and the bottom morphism in the induced diagram
Ker(f)
ker(f)
// X
coker(ker(f))
✏✏
f
// Y
coker(f)
// Coker(f)
Coker(ker(f))
⇠= // Ker(coker(f))
ker(coker(f))
OO
is an isomorphism. The object Ker(coker(f)) ⇠= Coker(ker(f)) is the image of f
and will be denoted by Im(f).
Let X ! Y ! Z be a sequence in an abelian category A. The sequence is
called exact at Y if Ker(Y ! Z) = Im(X ! Y ). A sequence of morphisms
· · · // Xi 1 // Xi // Xi+1 // · · ·
in the abelian category A is called exact, if it is exact at Xi for all i 2 Z.
Lemma A.1.6 (5-Lemma, [Rot09, Prop. 2.72]). Let A be an abelian category.
Assume that a diagram
A //
f
✏✏
B //
g
✏✏
C //
h
✏✏
D //
i
✏✏
E
j
✏✏
A0 // B0 // C 0 // D0 // E0
with exact rows is given in A.
(1) If g and i are monomorphisms and f is an epimorphism, then h is a monomor-
phism.
(2) If g and i are epimorphisms and j is a monomorphism, then h is an epimor-
phism.
(3) If f, g and i, j are isomorphisms, then h is an isomorphism.
Lemma A.1.7 (Snake Lemma, [Rot09, Ex. 6.5]). Let A be an abelian category.
Assume that
A
f
//
a
✏✏
B
g
//
b
✏✏
C //
c
✏✏
0
0 // A0
f 0
// B0
g0
// C 0
is a commutative diagram in A with exact rows. Then, after fixing kernels and
cokernels for a, b and c, there is a unique commutative diagram
Ker(a) //
✏✏
Ker(b) //
✏✏
Ker(c)
✏✏
A
f
//
a
✏✏
B
g
//
b
✏✏
C //
c
✏✏
0
0 // A0
f 0
//
✏✏
B0
g0
//
✏✏
C 0
✏✏
Coker(a) // Coker(b) // Coker(c)
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and a morphism d : Ker(c)! Coker(a) such that
Ker(a)
p
// Ker(b) // Ker(c)
d // Coker(a) // Coker(b)
q
// Coker(c)
is exact. Further, p is a monomorphism if f is, and q is an epimorphism if g0 is.
Lemma A.1.8 (Comparison Lemma, [Rot09, Thm. 6.16]). Let A be an abelian
category and let f : A! B be a morphism in A. Suppose that
P : · · · d3 // P2 d2 // P1 d1 // P0 d0 // A // 0
Q : · · · // Q2 // Q1 // Q0 // B // 0
are sequences in A such that Pi is a projective object in A for all i   0, ⇠ is a
complex (i.e., di   di+1 = 0 for all i   0) and such that ⇠0 is exact. Then there are
morphisms fi : Pi ! Qi, i   0, such that
(A.1.1)
· · · // P2 //
f2
✏✏
P1 //
f1
✏✏
P0 //
f0
✏✏
A //
f
✏✏
0
· · · // Q2 // Q1 // Q0 // B // 0
commutes. The family (fi)i is unique up to chain homotopy, that is, if (f 0i : Pi !
Qi)i is another family of morphisms such that the diagram (A.1.1) commutes, then
(fi   f 0i)i is null-homotopic.
A.2. Algebras, coalgebras, bialgebras and Hopf algebras
A.2.1. For the entire section, we let k be a commutative ring. If   is a ring,
we let Z( ) be the center of  :
Z( ) := {  2   |   0 =  0  for all  0 2  }.
Remember that an (associative, unital) k-algebra may be defined as a (associative,
unital) ring A which additionally carries the structure of a k-module such that
r(ab) = (ra)b = a(rb) (for all r 2 k, a, b 2 A),
that is, k.1A ✓ Z(A). Alternatively (and more conceptually), one may regard a
k-algebra as a k-module A together with k-linear maps r : A⌦kA! A, ⌘ : k ! A
which are subject to certain axioms. We will recall this approach in full detail. For
a k-module V , let ⌧ : V ⌦k V ! V ⌦k V denote the map ⌧(v ⌦ w) = w ⌦ v.
Definition A.2.2. Let A be a k-module. Let r : A⌦k A! A and ⌘ : k ! A
be k-linear maps. The tuple (A,r, ⌘) is called (associative, unital) k-algebra if the
following diagrams commute.
(A1)
A⌦k (A⌦k A)
⇠=
✏✏
A⌦kr // A⌦k A r // A
(A⌦k A)⌦k A r⌦kA // A⌦k A r // A
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(A2)
R⌦k A
⇠= //
⌘⌦kA
✏✏
A A⌦k k
⇠=oo
A⌦k⌘
✏✏
A⌦k A r // A A⌦k Aroo
(A1) is the associativity axiom and (A2) is the unitary axiom. Henceforth, r will
be refered to as the multiplication map and ⌘ as the unit map. A k-algebra A is
called commutative if its underlying ring is commutative, i.e., if the diagram
(A3)
A⌦k A
⌧
✏✏
r // A
A⌦k A r // A
commutes.
Definition A.2.3. Let (A,rA, ⌘A) and (B,rB , ⌘B) be k-algebras, and let
f : A! B be a k-linear map. The map f is a (unital) k-algebra homomorphism if
it commutes with the respective structure maps, that is,
f   rA = rB   (f ⌦k f) and f   ⌘A = ⌘B .
In other words, f is a homomorphism of the underlying rings.
Definition A.2.4. Let A be a k-algebra. Let M be a k-module and rM : A⇥
M ! M be a k-bilinear map. The pair (M,rM ) is called a (left) A-module if the
following induced diagrams of k-linear maps commute.
(M1)
A⌦k (A⌦k M)
⇠=
✏✏
A⌦krM // A⌦k M rM // M
(A⌦k A)⌦k M r⌦kM // A⌦k M rM // M
(M2)
k ⌦k M
⇠=
!!
⌘⌦kM
// A⌦k M
rM}}
M
Coalgebras are precisely the dual analogue of algebras. They arise by inverting
the arrows within the diagrammatically stated axioms of an algebra.
Definition A.2.5. Let C be a k-module and   : C ! C ⌦k C, " : C ! k
be k-linear maps. The tuple (C, , ") is called (coassociative, counital) k-coalgebra
provided the diagrams below commute.
(C1)
C
  // C ⌦k C  ⌦kC // (C ⌦k C)⌦k C
⇠=
✏✏
C
 
// C ⌦k C
C⌦k 
// C ⌦k (C ⌦k C)
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(C2)
k ⌦k C C
⇠=oo ⇠= // C ⌦k k
C ⌦k C
"⌦kC
OO
C
 oo   // C ⌦k C
C⌦k"
OO
The axiom (C1) is called coassociativity axiom, while (C2) is the counitary axiom.
Accordingly, we shall call   the comultiplication map and " the counit map. A
k-coalgebra C is said to be cocommutative if the diagram
(C3)
C
  // C ⌦k C
⌧
✏✏
C
  // C ⌦k C
commutes.
Definition A.2.6. Let (C, C , "C) and (D, D, "D) be k-coalgebras, and let
f : C ! D be a k-linear map. The map f is a (unital) k-coalgebra homomorphism
if it commutes with the respective structure maps, that is,
 D   f = (f ⌦k f)   C and "D   f = "C .
Definition A.2.7. Let (C, , ") be a k-coalgebra and M be a k-module. Let
 M : M ! C ⌦k M be a k-linear map. The pair (M, M ) is a (left) C-comodule
if the following diagrams commute.
(CM1)
M
 M // C ⌦k M  ⌦kC // (C ⌦k C)⌦k M
⇠=
✏✏
M
 M
// C ⌦k M
M⌦k M
// C ⌦k (C ⌦k M)
(CM2)
M
⇠=
!!
 M
}}
C ⌦k M
"⌦kM
// k ⌦k M
Notation A.2.8. Let C be a k-coalgebra and let M be a C-comodule. For
m 2M we may write
(A.2.1)  M (m) =
nX
i=1
m(1,i) ⌦m(2,i)
for an integer n   0 and elemtens m(1,i) 2 C, m(2,i) 2 M for i = 1, . . . , n. We will
use Sweedler’s notation (cf. [Sw69]) to abbreviate this expression to
(A.2.2)  M (m) =
X
(m)
m(1) ⌦m(2)
Thus, for an element c 2 C, the coalgebra axioms may be stated as follows.
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(C1)
X
(c)
c(1,1) ⌦ c(1,2) ⌦ c(2) =
X
(c)
c(1) ⌦ c(2,1) ⌦ c(2,2);
(C2)
X
(c)
"(c(1))⌦ c(2) = 1k ⌦ c, c⌦ 1k =
X
(c)
c(1) ⌦ "(c(2));
(C3)
X
(c)
c(1) ⌦ c(2) =
X
(c)
c(2) ⌦ c(1).
In order to provided enhanced readability, we will often even drop the summation
symbol:  M (m) = m(1) ⌦m(2).
A.2.9. Modules that simultaneously carry an algebra and a coalgebra struc-
ture such that relative structure maps are compatible with the complementary
structure appear quite frequently in nature and will be the topic of the upcoming
considerations.
Definition A.2.10. Let B = (B,r, ⌘, , ") be such that (B,r, ⌘) is an algebra
and (B, , ") is a coalgebra over k. The 5-tuple B = (B,r, ⌘, , ") is a k-bialgebra,
if   and " are k-algebra homomorphisms. We denote the underlying k-algebra of
B by B\, or (when no confusion is possible) simply by B.
Definition A.2.11. Let B and C be k-bialgebras. A k-linear map B\ ! C\ is
a k-bialgebra homomorphism if it respects both structures that B and C possess,
i.e., if it simultaneously is a homomorphism of k-algebras and of k-coalgebras.
Remark A.2.12. Let B = (B,r, ⌘, , ") be a k-bialgebra.
(1) Since the counit " : B ! k is a k-algebra homomorphism, k may be viewed as
a (left) B-module:
br := "(b)r (for b 2 B, r 2 k).
It is then called the trivial B-module.
(2) As stated in [Ab80, Thm. 2.1.1],   and " being k-algebra homomorphisms is
equivalent to r and ⌘ being k-coalgebra homomorphisms.
Definition A.2.13. Let B = (B,r, ⌘, , ") be a k-bialgebra. Let P be any
attribugte an algebra or a coalgebra can possess (e.g., simple, semi-simple, com-
mutative, cocommutative etc.). If not stated di↵erently, we say that B is P if its
underlying algebra (respectively coalgebra) is P.
A.2.14. Fix a k-bialgebra (B,r, ⌘, , ") and two B-modules X and Y . The
k-module X ⌦k Y becomes a B-B-bimodule in two (possibly di↵erent) ways:
(A.2.3)
b(x⌦ y) := bx⌦ y,
(x⌦ y)b := x⌦ yb
as well as
(A.2.4)
b(x⌦ y) :=  (b) · (x⌦ y) =
X
(b)
b(1)x⌦ b(2)y,
(x⌦ y)b := x⌦ yb,
where, in both cases, b 2 B, x 2 X and y 2 Y . One e↵ortlessly checks that these
indeed give rise to sensible B-actions. We are going to use the notation
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• X ⌦k Y for the module obtained by (A.2.3), and
• X ⇥R Y for the module obtained by (A.2.4).
The hereby acquired k-linear bifunctor
 ⇥k   : Mod(B)⇥Mod(B)! Mod(B)
gives rise to a tensor structure on Mod(B). The trivial module k acts as the tensor
unit and the forgetful functor Mod(B) ! Mod(k) is strict bistrong monoidal1.
Bialgebras are, in some sense, determined by this property.
Proposition A.2.15. Let (B,r, ⌘) be a k-algebra. The following data are
equivalent:
(1) A k-bialgebra structure on (B,r, ⌘).
(2) A monodical structure on the category Mod(B) such that the forgetful functor
Mod(B)! Mod(k) is strict monoidal.
Proof. A proof may be deduced from [Pa80, Thm. 15]. ⇤
Remark A.2.16. Let (B,r, ⌘, , ") be a cocommutative bialgebra over k. Let
X and Y be B-modules. There is a natural isomorphism of B-modules,
 X,Y : X ⇥k Y ! Y ⇥k X,
induced by the k-linear mapX⌦kY ! Y ⌦kX, x⌦y 7! y⌦x. It is such that   1X,Y =
 Y,X , and hence the resulting natural transformation   turns (Mod(B),⇥k, k) into
a symmetric monoidal category.
A.2.17. Bialgebras (B,r, ⌘, , ") over k that yield a braiding on the monoidal
category (Mod(B),⇥k, k) can be described by an invertible element r 2 B ⌦k B
satisfying certain axioms. Such bialgebras are called quasitriangular. For integers
i   2 and 1  s < t  i let  ist be the map
B ⌦k B
⇠= // k ⌦k · · ·⌦k B ⌦k · · ·⌦k B ⌦k · · ·⌦k k can // B⌦ki,
where the two copies of B in the middle term occur as the s-th and the t-th factor.
For an element r = r1 ⌦ r2 2 B ⌦k B (implicit summation is understood) consider
the following equations.
(QT1) r (b) = (⌧   )(b)r for all b 2 B;
(QT2) ( ⌦k B)(r) = r13r23;
(QT3) (B ⌦k  )(r) = r13r12,
where rst =  3st(r) for 1  s < t  3. The elements r13, r23 and r12 can be described
as follows. If r =
P
i ai ⌦ bi then
r13 =
X
i
ai ⌦ 1B ⌦ bi, r23 =
X
i
1B ⌦ ai ⌦ bi, r12 =
X
i
ai ⌦ bi ⌦ 1B .
The following definition goes back to V.G.Drinfel’d in [Dr86].
Definition A.2.18. Let B = (B,r, ⌘, , ") be a weak bialgebra over k.
1A bistrong monoidal functor is called strict if its structure morphisms (i.e.,  ,  0,  and  0)
are the identity morphisms.
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(1) The bialgebra B is called pre-cocommutative, if there exists an element r 2
B ⌦k B which satisfies (QT1) and "(r1"(r2)) = 1R. In this case, r is called a
semi-canonical R-matrix for B.
(2) The bialgebra B is called quasi-cocommutative, if it is pre-cocommutativ and
the defining element r 2 B⌦kB is invertible in B⌦kB. In this case, r is called
a quasi-canonical R-matrix for B.
(3) The bialgebra B is called quasitriangular if there exists an invertible element
r 2 B⌦k B satisfying (QT1)–(QT3). In this case, r is called a R-matrix for B.
The bialgebra B is triangular if it is quasitriangular with R-matrix r 2 B⌦kB
such that (in B ⌦k B ⌦k B)
r 112 = (⌧ ⌦k B)(r12),
where, as always, ⌧ : B ⌦k B ! B ⌦k B is the map given by commuting the
factors.
Lemma A.2.19. Let (B,r, ⌘, , ") be a k-bialgebra and let r 2 B ⌦k B be an
element such that (QT1) and "(r1r2) = 1k hold. Then the maps
 X,Y : X ⇥k Y  ! Y ⇥k X,  X,Y (x⌦ y) = ⌧(r(x⌦ y)) (for B-modules X,Y ),
are homomorphisms of B-modules and give rise to a lax braiding on (Mod(B),⇥k, k).
Further, the tuple (Mod(B),⇥k, k,  ) is a braided monoidal category if, in addition,
r is invertible, and (QT2) and (QT3) are satisfied for r.
Proof. In order to see that  X,Y is B-linear, let b 2 B, x 2 X and y 2 Y . We
compute
 X,Y (b(x⌦ y)) =  X,Y ( (b)(x⌦ y))
= ⌧(r (b)(x⌦ y))
= ⌧((⌧   )(b)r(x⌦ y)) (by (QT1))
= ⌧2( (b))⌧(r(x⌦ y))
=  (b) X,Y (x⌦ y)
= b X,Y (x⌦ y).
If r is invertible,  X,Y is bijective for every pair of A-modules X,Y , since the
assignment
  1X,Y (y ⌦ x) = r 1⌧(y ⌦ x) (for x 2 X, y 2 Y ),
gives rise to the inverse map of  X,Y . The triangle equations follow from (QT2)
and (QT3). ⇤
A.2.20. Note that by [Mo93, Prop. 10.1.8] every quasitriangular bialgebra is
quasi-cocommutative (and thus also pre-cocommutative). Further, observe that if
B = (B,r, ⌘, , ") is a cocommutative k-bialgebra, the element r = 1B ⌦ 1B 2
B ⌦k B will satisfy the equations (QT1), (QT2) as well as (QT3), and hence turns
B into a quasitriangular bialgebra. In particular the lemma above is applicable
(compare this with Remark A.2.16).
The existence of a canonical R-matrix forB precisely means that (Mod(B),⇥k, k)
is a (lax) braided monoidal category.
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Theorem A.2.21 ([Mo93, Thm. 10.4.2]). Let B be a k-bialgebra. Then there
is a bijective correspondence between (lax) braidings   on (Mod(B),⇥k, k) and
(semi-)canonical R-matrices r 2 B ⌦k B.
Definition A.2.22. Let B = (H,r, ⌘, , ") be a k-bialgebra and S : H ! H
be a k-linear map. The pair H = (B, S) is called k-Hopf algebra, if the diagram
(A.2.5)
H ⌦k H S⌦kidH // H ⌦k H
r
$$
H
" //
 
;;
 
$$
R
⌘
// H
H ⌦k H
idH ⌦kS
// H ⌦k H
r
;;
commutes. In this case, the map S is called an antipode for H. A Hopf algebra
is commutative (cocommutative, quasitriangular, triangular etc.) if its underlying
bialgebra is commutative (cocommutative, quasitriangular, triangular etc.).
Definition A.2.23. Let G and H be k-Hopf algebras with antipodes SG and
SH, and let f : G\ ! H\ be a k-linear map. The map f is a k-Hopf algebra
homomorphism if it is a homomorphism of the k-bialgebras lying under G and H,
and
SH   f = f   SG .
A.2.24. If H is a k-Hopf algebra with underlying algebra A, its antipode S is
a k-algebra homomorphism Aop ! A satisfying the equation
⌧   (S ⌦k S)    =     S
(cf. [Ab80, Thm. 2.1.4]). Again, using Sweedler’s notation for the comultiplication,
the commutativity of the diagram (A.2.5) translates toX
(a)
S(a(1))a(2) = ⌘("(a)) =
X
(a)
a(1)S(a(2)) (for a 2 A).
If H is commutative or cocommutative, then S   S = idA (cf. [Ab80, Theorem
2.1.4]).
Examples A.2.25. We give a couple of examples showing that some of the
containments
{Hopf algebras over k} ◆ {pre-cocommutative Hopf algebras over k}
◆ {quasi-cocommutative Hopf algebras over k}
◆ {quasi-triangular Hopf algebras over k}
◆ {cocommutative Hopf algebras over k}
are not equalities in general. First of all, let G be any finite and non-abelian
group with identity element e. Then kG⇤ = Homk(kG, k) is a Hopf algebra (the
structure maps for kG⇤ simply arise from the structure maps for kG by applying
the contravariant functor ( )⇤; see Example A.3.1 for details) with comultiplication
r⇤, which cannot be quasi-cocommutative. To see this, let {hg, i | g 2 G} the
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dual basis of G, and let g, h 2 G with gh 6= hg. For the kG⇤-modules Mg = khg, i
and Mh = khh, i we get:
hgh, i(Mg ⇥k Mh) 6= 0 = hgh, i(Mh ⇥k Mg),
where the module structure on Mg is given by hx, ihg, i =  x,ghg, i. Note that
in any case, the antipode of kG⇤ has order 2.
Let N   2 be an integer and let 1 6= ⇣ 2 k be a N -th root of unity. Consider
the k-algebra
H2N :=
khg, xi
(gN   1, xN , xg   ⇣gx) .
It is a Hopf algebra, denoted by H2N , via  (g) = g ⌦ g,  (x) = x⌦ 1 + g ⌦ x and
"(g) = 1, "(x) = 0 and S(g) = g 1, S(x) =  g 1x. Note that H2N is free of rank
2N over k, S has order 2N and that 1, g, g2, . . . , gN 1 are the only elements r in
H2N with  (r) = r ⌦ r and "(r) = 1. Moreover, H2N is neither commutative, nor
cocommutative. However, if 2 is invertible in k (and N = 2), there is a family of
canonical R-matrices r↵, ↵ 2 k, for H4 (cf. [Mo93, Ex. 10.1.17]):
r↵ :=
1
2
(1⌦ 1 + 1⌦ g + g ⌦ 1  g ⌦ g) + ↵
2
(x⌦ x  x⌦ gx+ gx⌦ x+ gx⌦ gx).
Note that there cannot be any additional canonical R-matrices forH4 (see [ChPr94,
Sec. 4.2.F]). The Hopf algebras H2N are the so called Taft algebras (cf. [Ta71]).
A.2.26. There exists a more general (and less familiar) notion of weak bial-
gebras and weak Hopf algebras (see [Bo¨NiSz99] and [Ni98]). Bialgebras (Hopf
algebras) are examples of weak bialgebras (weak Hopf algebras). We are not going
to dive into this weakened theory any deeper, but will give the definition of a weak
bialgebra for the record.
Definition A.2.27. Let (B,r, ⌘, , ") be such that (B,r, ⌘) is a k-algebra
and (B, , ") is a k-coalgebra. The 5-tuple (B,r, ⌘, , ") is a weak k-bialgebra if
the following equations hold true.
(WB1)  (bb0) =  (b) (b0) (for all b, b0 2 B);
(WB2)
( (1B)⌦ 1B)(1B ⌦ (1B)) = ( ⌦k B   )(1B)
= (1B ⌦ (1B))( (1B)⌦ 1B);
(WB3)
X
(c)
"(bc(1))"(c(2)d) = "(bcd)
=
X
(c)
"(bc(2))"(c(1)d) (for all b, c, d 2 B).
Remark A.2.28. What we have actually defined above is, in terms of [Ni98], a
monodidal and comonoidal weak bialgebra, which is simply called a weak bialgebra
in [Bo¨NiSz99]. A weak bialgebra over k, as defined above, is called weak Hopf
algebra if there is a k-linear map S : B ! B satisfying a set of axioms (which we
will not state here; consult the references for details). Note that weak bialgebras
also give rise to monoidal categories.
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A.3. Examples: Hopf algebras
We consider further important examples of quasitriangular Hopf algebras, most
of them being even cocommutative. As exposed in the previous section, they give
rise to braided monoidal categories. Let k be a commutative ring.
Example A.3.1. Let G be a group (not necessarily finite) with identity el-
ement eG. The group algebra kG of G is the free k-module with basis G, and
multiplication and unit are given by, for g, h 2 G:
rG : kG⌦k kG  ! G, rG(g ⌦ h) = gh, ⌘G : k  ! kG, ⌘G(1k) = eG.
Clearly, kG is a unital k-algebra with eG being the unit element. The algebra kG
is commutative if, and only if, G is abelian. kG also carries the structure of a
k-coalgebra with comultiplication
 G : G  ! kG⌦k kG,  G(g) = g ⌦ g,
and counit "G : kG ! k, "G(g) = 1k. The k-linear map SG : kG ! kG, SG(g) =
g 1 is such that (kG,rG, ⌘G, G, "G, SG) is a Hopf algebra over k. It is apparent
from the definition that it is a cocommutative Hopf algebra. Note that kG⌦k kG ⇠=
k(G ⇥ G) as k-algebras, and thus, kG ⌦k kG naturally is a Hopf algebra again.
In case G is Zn := Z/nZ for some n   0, the group algebra kG is isomorphic
to k[x, x 1] if n = 0, and k[x]/(xn   1) otherwise. Comultiplication, counit and
antipode are given by
 Zn(x) = x⌦ x, "Zn(x) = 1k, SZn(x) =  x.
Example A.3.2. Let H be a Hopf algebra over k. An element x 2 H is called
group like if  (x) = x ⌦ x and "(x) = 1k. If x, y 2 H, x 6= y, are group like
elements, then x and y are k-independent (cf. [Mo93, Remark after Def. 1.3.4]).
Multiplication of elements in H turns the set
 (H) := {x 2 H | x is group like} ✓ H \ {0}
into a group with identity element 1H . In fact, if x, y are group like, then so is xy
since   and " are algebra homomorphisms; moreover the formula ⌧   (S⌦k S)   =
    S (cf. [Ab80, Thm. 2.1.4]), tells us that S(x) is group like. Finally, the
axiom for the antipode S leads to xS(x) = 1H = S(x)x. The corresponding group
algebra k (H) is a sub-Hopf algebra of H (i.e., the inclusion k (H) ✓ H is an
injective homomorphism of Hopf algebras). Hence every Hopf algebra admits a
(possibly non-trivial) cocommutative sub-Hopf algebra. The construction of  ( )
is involutive in the sense that if G is a group, then k (kG) = kG.
If char(k) 6= 2 and if we consider the k-Hopf algebra H2N discussed as part of
the Examples A.2.25, the group-like elements are precisely 1, g, g2, . . . , gN 1; thus,
k (H2N ) ⇠= kZN ⇠= k[t]/(tN   1).
Example A.3.3. Let H = (H,r, ⌘, , ", S) be a Hopf algebra whose under-
lying k-algebra H is finitely generated and projective over k. If V is a finitely
generated projective k-module, we let V ⇤ be its k-dual Homk(V, k). Note that for
finitely generated and projective k-modules U, V, V 0,W,W 0 there are the following
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isomorphisms.
V ⇤ ⌦k W ⇠= Homk(V,W ),
Homk(U, V )⌦k W ⇠= Homk(U, V ⌦k W ),
Homk(V,W )⌦k Homk(V 0,W 0) ⇠= Homk(V ⌦k V 0,W ⌦k W 0)
The latter specializes to the k-linear isomorphism ↵V below.
↵V : V
⇤ ⌦k V ⇤  ! (V ⌦k V )⇤, '⌦  7! (h'⌦  , v ⌦ wi = '(v)⌦  (w))
The dual Hopf algebra of H is given by
H⇤ = (H⇤, ⇤, "⇤,r⇤, ⌘⇤, S⇤),
where the appearing maps are defined as follows.
 ⇤ : H⇤ ⌦k H⇤  ! H⇤,  ⇤('⌦  ) = ↵H('⌦  )   ,
"⇤ : k⇤  ! H⇤, "⇤(') = '   ",
r⇤ : H⇤  ! H⇤ ⌦k H⇤, r⇤(') = ↵ 1H ('   r)
⌘⇤ : H⇤  ! k⇤, ⌘⇤(') = '   ⌘
and
S⇤ : H⇤  ! H⇤, S⇤(') = '   S.
The Drinfel’d double of H is the k-Hopf algebra D(H) whose underlying k-module
is H⇤ ⌦k H; see [Dr86] and [Mo93] for details on the precise k-algebra structure.
It can be shown that D(H) is quasitriangular, with canonical R-matrix r defined
by
Homk(H,H) ⇠= H⇤ ⌦k H
idH
2
  // r
2
The homomorphisms  H : H ! H⇤ ⌦k H and  H : H⇤ ⌦k H ! H given by
 H(h) = h ⌦ 1H⇤ ,  H(' ⌦ h) =  ⇤H⇤(' ⌦ h) respectively define injective and sur-
jective Hopf algebra homomorphisms (see [Mo93, Cor. 10.3.7]). If H is cocommu-
tative, then the underlying algebra of D(H) is isomorphic to H⇤#H (cf. [Mo93,
Cor. 10.3.10]), where H⇤#H is the following algebra: Let A be a H-module algebra,
that is, a k-algebra which simultaneously is a H-module, such that both structures
are compatible with the structure maps of H (see [Mo93, Def. 4.1.1]). Then the
smash product of A with H, denoted by A#H, has A⌦kH as underlying k-module.
The multiplication is given by
(a⌦ h)(a0 ⌦ h0) = a(h(1)b)⌦ h(2)h0 (for a, a0 2 A, h, h0 2 H),
i.e., (a⌦ h)(a0 ⌦ h0) = (a⌦ 1H) · (h) · (b⌦ h0).
Example A.3.4. Let V be a k-module. The tensor algebra T (V ),
T (V ) =
M
i 0
V ⌦ki,
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comes with two (in general) non-isomorphic (graded2) Hopf algebra structures, both
with respect to the unit ⌘(↵) = ↵ for ↵ 2 k and counit "(v) = 0 for v 2 V . On the
one hand, the concatenation,
rc((v1 ⌦ · · ·⌦ vr)⌦ (vr+1 ⌦ · · ·⌦ vr+s)) = v1 ⌦ · · ·⌦ vr ⌦ vr+1 ⌦ · · ·⌦ vr+s,
along with the shu✏e coproduct,
 sh(v1 ⌦ · · ·⌦ vn) =
nX
p=0
X
 2Sp,n p
(v (1) ⌦ · · ·⌦ v (p))⌦ (v (p+1) ⌦ · · ·⌦ v (n))
put a bialgebra structure on T (V ), where, for n   1 and 0  p  n, Sp,n p is the
subset of Sn containing all permutations   with
 (1) <  (2) < · · · <  (p) and  (p+ 1) <  (p+ 2) < · · · <  (n).
An antipode is given by
S(v1 ⌦ · · ·⌦ vn) = ( 1)nvn ⌦ · · ·⌦ v1.
Note that  sh and S are induced by the universal property of T (V ) applied to the
maps V ! V  V, v 7! v⌦1+1⌦v (under the identification V ⌦k k ⇠= V ⇠= k⌦k V )
and V ! V, v 7!  v. Thus they automatically are algebra homomorphisms.
With respect to these structure maps, the tensor algebra is a cocommutative Hopf
algebra. Now, on the other hand, the shu✏e product,
rsh((v1⌦· · ·⌦vr)⌦(vr+1⌦· · ·⌦vr+s)) =
X
 2Sr,s
v (1)⌦· · ·⌦v (r)⌦v (r+1)⌦· · ·⌦v (r+s)
along with the deconcatenation,
 dec(v1 ⌦ · · ·⌦ vn) =
nX
i=0
(v1 ⌦ · · ·⌦ vi)⌦ (vi+1 ⌦ · · ·⌦ vn),
turn T (V ) into a cocommutative bialgebra as well. The tensor algebra gives rise to
several popular graded Hopf algebras by factoring out a certain graded Hopf ideal
I.
(1) The symmetric algebra S(V ) of V is obtained from (T (V ),rc, ⌘, sh, ", S) by
factoring out the ideal I generated by the elements v⌦w w⌦v for v, w 2 V . It
is a commutative and cocommutative graded Hopf algebra. If V is free of finite
k-rank n, then the underlying k-algebra of S(V ) is isomorphic to k[x1, . . . , xn].
(2) The exterior algebra ⇤(V ) of V is obtained from (T (V ),rc, ⌘, sh, ", S) by
factoring out the ideal I generated by the elements v ⌦ v for v 2 V . We write
v1 ^ · · · ^ vn for the equivalence class of v1 ⌦ · · ·⌦ vn. Note that ⇤(V ) is strict
graded commutative (i.e., v ^w =  (w ^ v) and v ^ v = 0 for all v, w 2 V ) and
cocommutative; further, if V is finitely generated projective, ⇤(V ⇤) ⇠= ⇤(V )⇤
via
f1 ^ · · · ^ fn 7! hf1 ^ · · · ^ fn, v1 ^ · · · ^ vni = det(fi(vj)).
The isomorphism is such of Hopf algebras (cf. [ABW82]).
2A graded Hopf algebra over k is a k-Hopf algebra whose underlying k-module is a Z-graded
one, and whose structure maps are homogeneous k-linear maps of degree 0.
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(3) Let g be a Lie algebra over k. The universal enveloping algebra U(g) of g is
obtained from (T (V ),rc, ⌘, sh, ", S) by factoring out the ideal I generated by
the elements [g, h]g   g ⌦ h + h ⌦ g for g, h 2 g. It is a cocommutative Hopf
algebra.
Note that in all cases, the algebras are projective k-modules if, and only if, the k-
module V (respectively g) is projective. All of them have, over k, finitely generated
components if, and only if, the k-module V (respectively g) is finitely generated. See
[Bou89, Chap. III] for a very detailed treatment of tensor, symmetric and exterior
algebras, and [ChPr94, Chap. 4] for additional examples of (quasitriangular) Hopf
algebras.
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