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Abstract
In this paper, the solution of Cauchy reaction–diffusion problem is presented by means of variational iteration method. Reaction–
diffusion equations have special importance in engineering and sciences and constitute a good model for many systems in various
ﬁelds. Application of variational iteration technique to this problem shows the rapid convergence of the sequence constructed by
this method to the exact solution. Moreover, this technique does not require any discretization, linearization or small perturbations
and therefore it reduces signiﬁcantly the numerical computations.
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1. Introduction
By a reaction–diffusion we mean an equation of the following form:
u
t
= u + f (u,∇u; x, t).
The term u is diffusion term and f (u,∇u; x, t) is the reaction term. More generally the diffusion term may be of
type A(u), where A is a second-order elliptic operator, which may be nonlinear and degenerate.
In this paper, we consider the one-dimensional reaction–diffusion equation
u
t
(x, t) = D 
2u
x2
(x, t) + p(x, t)u(x, t), (1.1)
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where u is the concentration, p is the reaction parameter and D > 0 is the diffusion coefﬁcient, subject to the initial or
boundary conditions
u(x, 0) = g(x), x ∈ R, (1.2)
u(0, t) = f0(t), u
x
(0, t) = f1(t), t ∈ R. (1.3)
The problem given by Eqs. (1.1) and (1.2) is called the characteristic Cauchy problem in the domain = R × R+ and
the problem given by Eqs. (1.1) and (1.3) is called the non-characteristic problem in the domain = R+ × R. In [24],
this equation is solved by Adomian decomposition method.
For simplicity in illustrating the procedure of variational iterationmethod,we rewritep(x, t) asp(x, t)=p1+p2(x, t),
where p1 is the constant part of p(x, t) if there exists and p2(x, t) is the remainder part of p(x, t).
Reaction–diffusion equations describe a wide variety of nonlinear systems in physics, chemistry, ecology, biology
and engineering [7,8,13,28].
This paper is organized in the following way:
The variational iteration method is introduced in Section 2. In Section 3 the described technique is applied on several
test problems to show the efﬁciency of the proposed approach. Section 4 ends this work with a brief conclusion.
2. Variational iteration method
Variational iteration method (VIM) was ﬁrst proposed by the Chinese mathematician He [14,16,19]. This method
has been employed to solve a large variety of linear and nonlinear problems with approximations converging rapidly
to accurate solutions.
This technique is used in [12] for solving nonlinear Jaulent–Miodek, coupled KdV and coupled MKdV equations.
In [32] the applications of the present method to Shock-peakon and shock-compacton solutions for K(p, q) equation
are provided. The variational iteration technique is employed to solve the nonlinear dispersive equation, a nonlinear
partial differential equation which arise in the process of understanding the role of nonlinear dispersion and in the
forming of structures like liquid drops and exhibits compactons [22]. Also this method is applied in [25] for solving
two-point boundary value problems and in [30] for solving cubic nonlinear Schrödinger equation in one and two space
variables.
Author of [33] employedVIM for determining rational solutions for the KdV, the K(2, 2), the Burgers, and the cubic
Boussinesq equations. This technique is also employed in [9] to solve the Fokker–Planck equation. The linear and
nonlinear cases are discussed in their work and several test examples are given to show the efﬁciency of this procedure.
In 1998 [17] applied VIM to a fractional differential equation arising in seepage ﬂow. Following the idea of the above
reference, Draganescu [11] applied VIM to nonlinear oscillator with fractional damping and then [10] to nonlinear
viscoelastic models with fractional derivatives. Odibat and Momani [27] applied the method to nonlinear differential
equations of fractional order with great success, see [6,26]. In [1], VIM is studied for solving nonlinear fractional
differential equation with Riemann–Liouvilles fractional derivatives. This approach is used to solve numerically the
harmonic wave generation in a nonlinear, one-dimensional elastic half-space model subjected initially to a prescribed
harmonic displacement [29]. This method is successfully and effectively applied to delay differential equations [15,21]
autonomous ordinary differential equations [20], Blasius equation [18], generalized Burgers–Huxley equation [5],
generalized Zakharov equation [23], etc. The convergence of He’s variational iteration method is investigated in [31].
Author of [2] employed VIM for solving the quadratic Riccati differential equation. In [34] VIM is compared with
Adomian decomposition method.
It is shown in [4] that the application ofVIM to a special kind of nonlinear differential equations leads to calculation
of unneeded terms andmore time consuming in repeated calculations for series solutions.AmodiﬁedVIM is introduced
to eliminate the shortcomings and in [3] the Padé technique was successfully linked with this modiﬁcation.
The idea of VIM is constructing a correction functional by a general Lagrange multiplier. The multiplier in the
functional should be chosen such that its correction solution is superior to its initial approximation (trial function)
and is the best within the ﬂexibility of trial function, accordingly we can identify the multiplier by variational theory.
The initial approximation can be freely chosen with possible unknowns, which can be determined by imposing the
boundary/initial conditions.
M. Dehghan, F. Shakeri / Journal of Computational and Applied Mathematics 214 (2008) 435–446 437
To illustrate the procedure of this approach, we consider the following general differential equation:
Lu + Nu = g, (2.1)
where L is a linear operator, N is a nonlinear operator and g(t) is an inhomogeneous term.
According to the VIM, the terms of a sequence {un} are constructed such that this sequence converges to the exact
solution. uns are calculated by a correction functional as follows:
un+1(t) = un(t) +
∫ t
0
{Lun(s) + Nu˜n(s) − g(s)} ds, (2.2)
where  is the general Lagrange multiplier, which can be identiﬁed optimally via the variational theory, the subscript n
denotes the nth approximation and u˜n is considered as a restricted variation, i.e. u˜n =0. For linear problems, the exact
solution can be obtained by only one iteration step due to the fact that the Lagrange multiplier can be exactly identiﬁed.
In nonlinear problems, in order to determine the Lagrange multiplier in a simple manner, the nonlinear terms have to
be considered as restricted variations.
We apply this procedure to Eq. (1.1):
(a) regarding initial condition (1.2) and with respect to the variable t,
(b) regarding boundary conditions (1.3) and with respect to the variable x.
The recursive formula (2.2) in the cases of (a) and (b) reduces to:
un+1(x, t) = un(x, t) + n(x, t), (2.3)
where n is respectively in the following forms:
n(x, t) =
∫ t
0
(s)
{
un
s
(x, s) − p1un(x, s) − D
˜2un
x2
(x, s) − ˜p2(x, s)un(x, s)
}
ds, (2.4)
n(x, t) =
∫ x
0
(r)
{
D
2un
r2
(r, t) + p1un(r, t) −
˜un
t
(r, t) + ˜p2(r, t)un(r, t)
}
dr . (2.5)
By taking variation of (2.3) with respect to the independent variable un and making the correction functional stationary,
, the Lagrange multiplier, will be speciﬁed. Then starting with an initial approximation, we can identify the next
approximations successively.
3. Test examples
In this section, we present some examples to show the efﬁciency of VIM for solving Eq. (1.1). Examples have been
chosen so that their analytical solutions exist.
3.1. Example 1
Consider Eq. (1.1) with D = 1, p(x, t) = −1 + cos(x) − sin2(x) and the following initial and boundary conditions:
u(x, 0) = g(x) = 110 ecos(x)−11, x ∈ R, (3.1)
u(0, t) = f0(t) = 110 e−t−10, t ∈ R, (3.2)
u
x
(0, t) = f1(t) = 0, t ∈ R. (3.3)
The exact solution of this problem is u(x, t) = 110 ecos(x)−t−11.
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First we consider the Eq. (1.1) with initial condition (3.1) and solve this equation with respect to the variable t. To
apply VIM to this equation, according to (2.3) and (2.4), we have
un+1(x, t) = un(x, t) + n(x, t), (3.4)
where
n(x, y, t) =
∫ t
0
(s)
{
un
s
(x, s) + un(x, s) −
˜2un
x2
(x, s) − ˜cos(x)un(x, s) + ˜sin2(x)un(x, s)
}
ds. (3.5)
Taking variation with respect to the independent variable un and making the correction functional stationary, we obtain
un+1(x, t) = 0,
and therefore we have
un(x, t) + 
∫ t
0
(s)
{
un
s
(x, s) + un(x, s) −
˜2un
x2
(x, s) − ˜cos(x)un(x, s) + ˜sin2(x)un(x, s)
}
ds
= un(x, t) + (s)un(x, s)|s=t −
∫ t
0
(′ − )un(x, s) ds = 0.
This condition implies the following stationary conditions:
un : 1 + (t) = 0,
un : (′ − )(s) = 0.
Therefore, the Lagrange multiplier can be readily identiﬁed as
(s) = −es−t .
As a result we have the variational iteration formula (3.4) where
n(x, t) = −
∫ t
0
es−t
{
un
s
(x, s) + un(x, s) − 
2un
x2
(x, s) − (cos(x) − sin2(x))un(x, s)
}
ds.
We start with the initial approximation u0(x, t) = u(x, 0) = 110 ecos(x)−11. By the iteration formula (3.4), we have
u1(x, t) = u0(x, t) + 0(x, t),
where
0(x, t) = −
∫ t
0
es−t
{
u0
s
(x, s) + u0(x, s) − 
2u0
x2
(x, s) − (cos(x) − sin2(x))u0(x, s)
}
ds.
= − 110 es−t+cos(x)−11|s=ts=0 = 110 ecos(x)−t−11 − 110 ecos(x)−11,
and therefore
u1(x, t) = 110 ecos(x)−11 + 110 ecos(x)−t−11 − 110 ecos(x)−11 = 110 ecos(x)−t−11,
which is the exact solution.
Now, we solve this example regarding boundary conditions (3.2) and (3.3) and with respect to the variable x. Using
(2.3) and (2.5), we obtain
un+1(x, t) = un(x, t) + n(x, t), (3.6)
where n is as follows:
n(x, t) =
∫ x
0
(r)
{
2un
r2
(r, t) − un(r, t) −
˜un
t
(r, t) + ˜cos(r)un(r, t) − ˜sin2(r)un(r, t)
}
dr . (3.7)
M. Dehghan, F. Shakeri / Journal of Computational and Applied Mathematics 214 (2008) 435–446 439
By the same manipulation as in the previous part, the following stationary conditions are obtained:
un : 1 − ′(x) = 0,

un
x
: (x) = 0,
un : (− ′′)(r) = 0.
and therefore we get
(r) = − 12 (ex−r − er−x).
Consider u0(x, t) = a + bx, where a and b are unknown constants with respect to the variable x. By the recurrent
formula (3.6), u1 is obtained in the following form:
u1(x, t) = u0(x, t) + 0(x, t),
where
0(x, t) = −
∫ x
0
1
2 (e
x−r − er−x)
{
2u0
r2
(r, t) − u0(r, t) − u0
t
(r, t) + cos(r)u0(r, t) − sin2(r)u0(r, t)
}
dr
= 12 cos(x)(bx + a) − 15a sin2(x) − b sin(x)( 425 cos(x) + 12 )
+ 920a(ex + e−x) − 3950b(e−x − ex) + 15bx(cos2(x) − 8) − 75a,
and therefore
u1(x, t) = a + bx + 12 cos(x)(bx + a) − 15a sin2(x) − b sin(x)
( 4
25 cos(x) + 12
)
+ 920a(ex + e−x) − 3950b(e−x − ex) + 15bx(cos2(x) − 8) − 75a.
By imposing the boundary conditions (3.2) and (3.3), we have
a = 110 e−t−10, b = 0.
Substituting these values of a and b in u1 gives
u1(x, t) = 1200 e−10−t (−10 + 2 cos(2x) + 10 cos(x) + 9e−x + 9ex).
We calculate the next uns for n = 2, . . . , 5 and consider u5 as an approximation of the exact solution. Numerical
results by this approximation are summarized in Table 1 and the absolute error function |u5(x, t) − u(x, t)| is plotted
in Fig. 1. These results show the high accuracy of this approximation.
Table 1
Comparison of the exact and approximate values by VIM in Example 1
(x, t) Exact value Approximate value by VIM Absolute error
(5,−5) 3.291743831895160 × 10−4 3.296122776678473 × 10−4 4.378944783312938 × 10−7
(4,−4) 4.743127608418425 × 10−5 4.734715018929820 × 10−5 8.412589488609387 × 10−8
(3,−3) 1.246510285405382 × 10−5 1.245520638900535 × 10−5 9.896465048492351 × 10−9
(2,−2) 8.139905970589405 × 10−6 8.141583432978239 × 10−6 1.677462388830920 × 10−9
(1,−1) 7.793014619502044 × 10−6 7.793033516658417 × 10−6 1.889715637683246 × 10−11
(0,0) 4.539992976248485 × 10−6 4.539992976248485 × 10−6 0
(1,1) 1.054669840797373 × 10−6 1.054672398249383 × 10−6 2.557452010355414 × 10−12
(2,2) 1.490875783455668 × 10−7 1.491183021409301 × 10−7 3.072379536326035 × 10−11
(3,3) 3.089790083185595 × 10−8 3.087336994757570 × 10−8 2.453088428021881 × 10−11
(4,4) 1.591142051997001 × 10−8 1.588319942619686 × 10−8 2.822109377314891 × 10−11
(5,5) 1.494449387641330 × 10−8 1.496437425497293 × 10−8 1.988037855962217 × 10−11
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Fig. 1. Plot of absolute error in Example 1.
3.2. Example 2
In this example we solve Eq. (1.1) with p(x, t)=−16t and D=1. The initial and boundary conditions are as follows:
u(x, 0) = g(x) = e−x−4, x ∈ R, (3.8)
u(0, t) = f0(t) = e−t (8t−1)−4, t ∈ R, (3.9)
u
x
(0, t) = f1(t) = −e−t (8t−1)−4, t ∈ R. (3.10)
u(x, t) = e−x−t (8t−1)−4 is the exact solution of this problem. To solve this equation by VIM regarding the initial
condition (3.8), we use (2.3) and (2.4)
un+1(x, t) = un(x, t) + n(x, t), (3.11)
where
n(x, t) =
∫ t
0
(s)
{
un
s
(x, s) −
˜2un
x2
(x, s) + ˜16sun(x, s)
}
ds. (3.12)
By the same manipulation as in the previous example, the stationary conditions of the above correction functional can
be expressed as follows:
un : 1 + (t) = 0,
un : ′(s) = 0,
and therefore we get
(s) = −1.
Consider u0(x, t) = u(x, 0) = e−x−4. By the recurrent formula (3.11), the terms of the sequence {un} are constructed
as follows:
u1(x, t) = u0(x, t) + 0(x, t),
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where
0(x, t) = −
∫ t
0
{
u0
s
(x, s) − 
2u0
x2
(x, s) + 16su0(x, s)
}
ds
= (t − 8t2)e−x−4,
and therefore
u1(x, t) = (1 + t − 8t2)e−x−4.
Also
u2(x, t) = u1(x, t) + 1(x, t),
where
1(x, t) = −
∫ t
0
{
u1
s
(x, s) − 
2u1
x2
(x, s) + 16su1(x, s)
}
ds = (t − 8t
2)
2
2
e−x−4,
and therefore
u2(x, t) =
(
1 + t − 8t2 + (t − 8t
2)
2
2)
e−x−4 =
(
1 + t − 8t2 + (t − 8t
2)2
2
)
e−x−4.
The next terms of uns can be determined in a similar way and we can construct the nth approximation of u as
un(x, t) =
n∑
k=0
(t − 8t2)k
k! e
−x−4
,
and since
lim
n→∞ un = e
−x−4+t−8t2
,
the approximation obtained by this procedure converges to the exact solution.
Now we solve Eq. (1.1) with the boundary conditions (3.9) and (3.10). By using (2.3) and (2.5), we have
un+1(x, t) = un(x, t) + n(x, t), (3.13)
where
n(x, t) =
∫ x
0
(r)
{
2un
r2
(r, t) − ˜un
t
(r, t) − ˜16tun(r, t)
}
dr . (3.14)
In this case the following stationary conditions result in
un : 1 − ′(x) = 0,

un
x
: (x) = 0,
un : ′′(r) = 0,
and therefore (r) = r − x.
Starting with the initial approximation u0(x, t)=a+bx with unknown constants a and b (with respect to the variable
x) and applying (3.13), we get
u1(x, t) = u0(x, t) + 0(x, t),
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Fig. 2. Plot of absolute error in Example 2.
where
0(x, t) =
∫ x
0
(r − x)
{
2u0
r2
(r, t) − u0(r, t) − u0
t
(r, t) − 16tu0(r, t)
}
dr .
= 83x2t (bx + 3a).
and then
u1(x, t) = a + bx + 83bx3t + 8ax2t .
Imposing the boundary conditions (3.9) and (3.10) yields
a = e−t (8t−1)−4, b = −e−t (8t−1)−4,
and therefore
u1(x, t) = − 13et−8t
2−4(−3 + 3x + 8tx3 − 24x2t),
and continuing we get un for n = 2, . . . , 5. Fig. 2 presents the absolute error function |u(x, t) − u5(x, t)| and Table 2
shows the numerical results obtained by this approximation.
3.3. Example 3
Consider Eq. (1.1) with p(x, t) = − 14 , D = 1 and the following initial and boundary conditions
u(x, 0) = 12x + e−x/2, x ∈ R, (3.15)
u(0, t) = 1, t ∈ R, (3.16)
u
x
(0, t) = 12 e−t/4 − 12 , t ∈ R. (3.17)
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Table 2
Comparison of the exact and approximate values by VIM in Example 2
(x, t) Exact value Approximate value by VIM Absolute error
(1,−1) 1.522997974471263 × 10−8 1.523046712107908 × 10−8 4.873763664505243 × 10−13
(0.75,−0.75) 8.315287191035679 × 10−7 8.315300172158516 × 10−7 1.298112283690206 × 10−12
(0.5,−0.5) 1.670170079024566 × 10−5 1.670170117928110 × 10−5 3.890354428577950 × 10−13
(0.25,−0.25) 1.234098040866796 × 10−4 1.234098040890807 × 10−4 2.401182551403647 × 10−15
(0,0) 3.354626279025119 × 10−4 3.354626279025119 × 10−4 0
(0.25,0.25) 2.034683690106442 × 10−4 2.034683690151399 × 10−4 4.495698518319768 × 10−15
(0.5,0.5) 4.539992976248485 × 10−5 4.539993112764220 × 10−5 1.365157349685932 × 10−12
(0.75,0.75) 3.726653172078671 × 10−6 3.726661727804323 × 10−6 8.555725652501265 × 10−12
(1,1) 1.125351747192591 × 10−7 1.125412282899604 × 10−7 6.053570701299828 × 10−12
The exact solution of this problem is
u(x, t) = 12xe−t/4 + e−x/2.
To apply VIM to this equation with initial condition (3.15), according to (2.3) and (2.4), we have
un+1(x, t) = un(x, t) + n(x, t), (3.18)
where
n(x, t) =
∫ t
0
(s)
{
un
s
(x, s) + 14un(x, s) −
˜2un
x2
(x, s)
}
ds. (3.19)
Such as previous examples, we can obtain the following stationary conditions:
un : 1 + (t) = 0,
un : (′ − 14)(s) = 0,
which yield
(s) = −e(1/4)(s−t).
By this formula and considering u0(x, t) = u(x, 0) = 12x + e−x/2, u1 is obtained in the following form:
u1(x, t) = u0(x, t) + 0(x, t),
where
0(x, t) =
∫ t
0
−e1/4(s−t)
{
u0
s
(x, s) − 
2u0
x2
(x, s) + 14u0(x, s)
}
ds
= − 12x + 12xe−(1/4)t ,
and therefore
u1(x, t) = 12x + e−x/2 − 12x + 12xe−(1/4)t
= e−x/2 + 12xe−(1/4)t ,
which is the exact solution.
Now we solve Eq. (1.1) regarding the boundary conditions (3.16) and (3.17). Applying (2.3) and (2.5), results
un+1(x, t) = un(x, t) + n(x, t), (3.20)
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Table 3
Comparison of the exact and approximate values by VIM in Example 3
(x, t) Exact value Approximate value by VIM Absolute error
(3,−3) 3.39863018506744 3.39863511415814 4.929090697380900 × 10−6
(2,−2) 2.01660071187157 2.01660075451843 4.264686337407397 × 10−8
(1,−1) 1.24854336805650 1.24854336807234 1.583333464338921 × 10−11
(0,0) 1 1 0
(1,1) 0.99593105124834 0.99593105125794 9.603207118402679 × 10−12
(2,2) 0.97441010088408 0.97441011657298 1.568890434233694 × 10−8
(3,3) 0.93167998925995 0.93168108908875 1.099828796702340 × 10−6
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Fig. 3. Plot of absolute error in Example 3.
where
n(x, t) =
∫ x
0
(r)
{
2un
r2
(r, t) − 14un(r, t) −
˜un
t
(r, t)
}
dr . (3.21)
Taking variation of (3.20) with respect to the independent variable un andmaking the correction functional stationary,
yield the following stationary conditions:

un
x
: (x) = 0,
un : 1 − ′(x) = 0,
un : (′′ − 14)(r) = 0,
and therefore  can be identiﬁed as follows
(r) = e1/2(r−x) − e1/2(x−r).
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Consider u0(x, t) = a + bx with unknown constants a and b with respect to the variable x. By (3.20) and (3.21), we
get u1 as follows:
u1(x, t) = u0(x, t) + 0(x, t), (3.22)
where
0(x, t) =
∫ x
0
(
e1/2(r−x) − e1/2(x−r)
){2u0
r2
(r, t) − 14u0(r, t) −
u0
t
(r, t)
}
dr
= − a − bx + 12 e(1/2)xa + e(1/2)xb + 12 e−(1/2)xa − e−(1/2)xb,
and then
u1(x, t) = 12 e(1/2)xa + e(1/2)xb + 12 e−(1/2)xa − e−(1/2)xb.
By imposing the boundary conditions (3.16) and (3.17), a and b are speciﬁed as follows
a = 1, b = 12 e−t/4 − 12 .
We substitute these values of a and b in u1 and calculate the next uns for n = 2, . . . , 5. Numerical results and error
function |u(x, t) − u5(x, t)| are presented in Table 3 and Fig. 3, respectively.
4. Conclusion
In this work, the variational iteration method has been successfully applied to time-dependent reaction–diffusion
equation. This technique produces the terms of a sequence using the iteration of the correction functional which con-
verges to the exact solution rapidly. Application of this method is easy and calculation of successive approximations is
direct and straightforward. Also the variational iteration technique provides the solution of the problem without calcu-
latingAdomian’s polynomials which is an important advantage over theAdomian decomposition method. Furthermore
this approach unlike the mesh points schemes [35] does not provide any linear or nonlinear system of equations and
reduces the volume of calculations by not requiring discretization of the variables.
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