Neural network accelerator is a key enabler for the on-device AI inference, for which energy efficiency is an important metric. The datapath energy, including the computation energy and the data movement energy among the arithmetic units, claims a significant part of the total accelerator energy. By revisiting the basic physics of the arithmetic logic circuits, we show that the datapath energy is highly correlated with the bit flips when streaming the input operands into the arithmetic units, defined as the hamming distance of the input operand matrices. Based on the insight, we propose a post-training optimization algorithm and a hamming-distance-aware training algorithm to co-design and co-optimize the accelerator and the network synergistically. The experimental results based on post-layout simulation with MobileNetV2 demonstrate on average 2.85× datapath energy reduction and up to 8.51× datapath energy reduction for certain layers.
datapath energy consumption of one operation and λ is a correction term that depends on the network parameters and the underlying hardware design,. Previous researches mainly focus on reducing OP s, e.g., by optimizing the network topology (Iandola et al., 2016; Howard et al., 2017; Tan et al., 2019) or network pruning (Han et al., 2015; He et al., 2017) , and reducing Energy/OP , e.g., by network quantization (Moons & Verhelst, 2016; Park et al., 2018a; Sharma et al., 2018) or binarization (Courbariaux et al., 2016) etc. In contrast, reducing λ receives less attention. Existing works mainly focus on exploiting the sparsity of the network parameters and activations to gate the compute units and skip the unnecessary computations (Chen et al., 2016) .
In this work, we explore a new dimension to reduce λ and the datapath energy. We show that as most accelerators leverage spatial data reuse (Chen et al., 2016) and stream input operands into the compute array, the sequence of the input operands significantly impacts the datapath energy. Specifically, we find that the datapath energy is strongly correlated to the bit flips when streaming the input operands. In this paper, we leverage the concept of hamming distance to formalize the bit flip analysis. A series of post-training and training-aware techniques are proposed to co-design and co-optimize the accelerator and the network to reduce the hamming distance of the input operand sequence. Experimental results based on the post-layout simulation demonstrates on average 3.6× datapath energy reduction and up to 8.51× energy reduction for certain layers. The proposed techniques are compatible with other optimization knobs, e.g., pruning, quantization, etc. The contributions of the paper can be summarized as follows:
• We discover the correlation between the datapath energy and the hamming distance when streaming the input operands and further propose the concept of hamming distance optimization as a new direction of datapath energy optimization;
• We propose a post-training optimization algorithm to reduce the hamming distance of the neural network model, which introduces negligible hardware overhead and no impact on the model output;
• We propose a hamming-distance-aware training algorithm, which reduces the hamming distance of the neural network model with negligible effect on accuracy;
• Experiments based on the post-layout simulation demonstrate promising results (up to 8.51× datapath energy reduction) by combining the hamming-distanceaware training and the post-processing algorithm.
BACKGROUND: SPATIAL ACCELERATORS
Modern NN accelerators usually comprise of the following major components -a two-dimensional arithmetic compute array, a network-on-chip (NoC), control blocks, and an onchip memory (Sze et al., 2017) . Specifically, the on-chip memory usually consists of several levels of hierarchies, including a global buffer, an inter-unit network to facilitate data pass among the arithmetic units, and register files (RFs) within each arithmetic unit (Chen et al., 2016) . The memory access energy to different memory hierarchies can vary significantly. Figure 1 . Different dataflow variants: (a) exploits input stationary dataflows, and (b) leverages the output stationary dataflow. For these dataflow variants, weights are organized in a sequence along either the output channel or the input channel dimension and are sent into the compute array consecutively.
To reduce access to more expensive memory hierarchies, specialized processing dataflows are designed to enable data reuse across different computation units. Representative dataflows include input stationary, output stationary, row stationary, etc (Chen et al., 2016; Sze et al., 2017) . The dataflow architecture dictates what data gets read into the memory hierarchy and how data are propagated in the compute array. Figure 1 shows two widely used designs . The design in Figure 1 (a) leverages the input stationary and relies on unrolling both the input channel dimension (C) and input spatial locations (H ×W ) to map the operations spatially onto the array to exploit the computation parallelism. The weights are streamed into the array and can be reused horizontally with input pixels from different spatial locations, while the partial sums are accumulated spatially across the column. Instead of saving the partial sums directly to the activation SRAM, they are usually stored into an accumulation buffer first to reduce the memory access energy. Until the partial sums are fully reduced, they may go through the nonlinear units and be stored back to the global SRAM. Similarly, the design in Figure 1 (b) leverages the output stationary dataflow and relies on unrolling the output channel dimension (K) and output spatial dimensions (H × W ) to enable data reuse. In this scheme, the weights are still streamed along the row direction and the input activations are streamed in the orthogonal direction to reuse across different output channels.
Popular neural network layers, such as the convolution layer and the fully-connected layer, can be easily mapped to the accelerator. Consider the example of a 1-by-1 convolution in Figure 2 . To map the computation into the input stationary compute array in Figure 1 (a), the input activations are pre-filled with different input spatial locations unrolled horizontally and different input channels unrolled vertically. The weights are streamed in a sequence into the arithmetic array. For the input stationary dataflow, weights from different input channels are fed spatially into different rows and weights from different output channels are streamed temporally into the same row. The energy consumption of the accelerator is composed of the datapath energy (including the arithmetic computation energy and the data propagation energy among compute units), the memory access energy and the control energy. When all the operands can fit into the local SRAM (Park et al., 2018a) , the datapath and memory access energy can be computed as
× Energy/SRAM Access where τ weight , τ input , τ psum denote the reuse factor of the weights, input activation, and the partial sums, respectively. Energy/OP denotes the datapath energy and Energy/SRAM Access denotes the SRAM access energy that includes the SRAM read/write and the data movement energy from SRAM to the compute array.
Assume the ratio between the compute energy, inter-unit propagation energy and the SRAM access energy is 1:2:6 (Chen et al., 2016) . For a reasonable design with τ weight = 16, τ input = 16 and τ psum = 16, the ratio between the datapath energy and the SRAM energy becomes 3: 4 (assuming weights and inputs are 8-bit and partial sums are 32-bit). The datapath energy consumes a significant portion of the total energy and hence it is crucial to reduce the datapath energy.
The datapath energy can be further divided into three parts, including switching energy, glitch energy, and leakage (Rabaey et al., 2008) . Both the switching energy and glitch energy are caused by the circuit nodes switching from 0 to 1 or from 1 to 0, denoted as bit flips. Leakage energy is caused by the small leakage current when the transistors are turned off and its contribution to the datapath energy is usually orders of magnitude smaller than glitch and switching. Hence, we ignore the leakage energy in the paper.
MOTIVATION: BIT FLIPS IMPACT DATAPATH ENERGY
As described in Section 2, while the datapath energy accounts for a significant portion of the total energy, the bit flips inside the datapath are the main culprit. The datapath bit flips are determined by the value and the streaming pattern of the input operands, i.e., weights, input activations, and partial sums. Because the activations and partial sums are input dependent, we focus on analyzing the impact of weight matrices.
Consider the example of the 2-bit weight matrix W ∈
00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11
Without loss of generality, we assume an input-stationary compute array as shown in Figure 1 (a) and W is streamed into the array following Figure 2(b) . Then, the weight sequence fed into the first row of the compute array is {00, 11, 00, 11} and the bit flips of the weight sequence at the compute array input are 6. To confirm the relation between the bit flips of the weight sequence and the datapath energy, we use the weight matrices of MobileNetV2 (Sandler et al., 2018 ) trained on Cifar100 dataset as an example and generate random input activations. We evaluate the bit flips of the weight sequence and the datapath energy consumption with post-layout simulation (see Section 6 for detailed experimental setup). As shown in Figure 3 , the total bit flips of the weight sequence and the energy consumption demonstrate a strong linear relation. Moreover, given a fixed total bit flips, the energy is independent of the length of the weight sequence and the bit flipping probability. Hence, to minimize the datapath energy, an effective approach is to reduce the bit flips of the weight sequence. We observe that the bit flips can be reduced if the sequence of weight streaming are carefully reordered. Consider W in the example above. If we swap the second row and the third row of the matrix, we have W as below: W =     00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11     Now, by streaming W into the compute array, the bit flips can be reduced from 24 to 8. Note that swapping the rows of the weight matrix is essentially adjusting the order of generating output channels and there is no influence in terms of neural network functionality. As the swapping can be finished via post-processing in model level, no specific hardware support is needed.
Besides the post-training processing of the weight matrices, another orthogonal approach is to incorporate the bit flips of the weight sequence into the training procedure and reduce the bit flips without sacrificing the model accuracy. Consider W and v below:
10 10 10 01 11 11 11 11 10 10 10 01 11 11 11 11
While W v = W v, the bit flips of the weight sequence for W is 12. Hence, without impacting the computation results, the bit flips can be reduced by 2×. In fact, by further reordering the output channels of W , the bit flips can be reduced to 4.
In the rest of the section, we will formalize our analysis of the bit flips of the weight sequence and formally describe our post-training and training-aware techniques to reduce the bit flips of the weight sequence.
METHODOLOGY: HAMMING DISTANCE OPTIMIZATION
In this section, we will formalize the concept of bit flips and propose both post-training and training-aware techniques to minimize the bit flips of the streaming weights. For convenience, we use the input stationary dataflow (e.g., Figure  1 (a)) as an example throughout the analysis but the definition, analysis, and conclusion can be easily applied to other dataflow schemes once the weights are streamed into the compute array. The notations used in this paper are summarized in Table 1 . 
Problem Formulation
In coding theory, the bit difference between two binary strings are formally defined as the hamming distance (Hamming, 1950) . Accordingly, we define the hamming distance between two B-bit numbers a and b as
where ⊕ denotes the XOR operation and Bit i (·) is the function that extracts the i-th bit of the number.
Consider a weight matrix W ∈ R K×C 1 . As the input stationary dataflow unrolls the input channel dimension (C) along the compute array column direction and stream the weights along different output channels (K) in temporal sequence to the array, we define the hamming distance of streaming W as
We also define the normalized hamming distance (NHD) of streaming W as
Hence, HD(W ) captures the total bit flips of streaming W and NHD(W ) represents the bit flip probability. We show NHD(W ) for different layers of the MobileNetV2 and ResNet26 trained on Cifar100 in Figure 4 and as we can see, NHD(W ) is close to 0.5 for all the layers. In the following sections, we will propose techniques to minimize HD(W ) and NHD(W ) to reduce the bit flips and the datapath energy.
Output Channel Reordering
Inspired by the example in Section 3, a straightforward technique to minimize HD(W ) is to reorder the sequence of W streaming into the compute array. Let S denote the sequence of output channels to stream W into the array and HD S (W ) denote the hamming distance of streaming W following S, then, we have
The output channel reordering problem is defined as follows.
Problem 1 (Output Channel Reordering) Given a weight matrix W ∈ R K×C , find S * such that HD S * (W ) is minimized, i.e., S * = argmin S HD S (W ).
As S is a reordering of the output channels which consists of each output channel exactly once, we map the reordering problem to a Traveling Salesman Problem (TSP) (Miller et al., 1960) . Specifically, each output channel i corresponds to one location to visit, and the hamming distance between two output channels i and j, i.e., HD(W [i, :], W [j, :]), corresponds to the distance between two locations. Hence, minimizing HD S (W ) is equivalent to searching for the shortest path to visit all the locations. Hence the complexity of solving the output channel reordering problem scales exponentially, which quickly becomes intractable for moderate size problems.
To efficiently solve the reordering problem, we propose a greedy search algorithm as described in Algorithm 1. The algorithm first initializes the sequence S by assigning the first output channel to the starting position of S. After that, the output channel that has the smallest hamming distance compared with the previous channel in S is added to S. The complexity of the algorithm scales quadratically with the number of output channels, which is very efficient in practice.
Algorithm 1 Greedy Output Channel Reordering.
Input Channel Segmentation and Clustering
While the output channel reordering can help reduce the hamming distance of streaming W , the effectiveness is im- pacted by the number of input channels C. We use Mo-bileNetV2 on Cifar100 dataset (Krizhevsky et al., 2009) as an example and evaluate the hamming distance reduction for different layers. As shown in Table 2 , with the increase of C, the hamming distance reduction slows down significantly.
One straightforward method to improve the effectiveness of the output channel reordering is to segment the weight matrix W along the input channel direction into several small sub-matrices. For different sub-matrices, we can use Algorithm 1 to search for the optimal output channel order to reduce the hamming distance. We denote this method as the segment-then-reorder approach. It should be noted that as the output channel sequence changes, specific hardware support in the accumulator is required to make sure the partial sums corresponding to the same output channel are correctly accumulated. We will detail the hardware support in Section 5, which introduces negligible overhead to the accumulator. With the segment-then-reorder approach, the hamming distance can be further reduced by 1.5-2.5× compared with the direct output channel reordering (see Section 6).
As expected, the smaller each input channel group is, the better the hamming distance reduction can be achieved. Hence, the segment-then-reorder algorithm would favor the compute array with a skewed aspect ratio, i.e., more columns and fewer rows. However, the aspect ratio of the compute array also impacts the reuse of different operands (Chen et al., 2016) and utilization. For example, with more number of columns in the input stationary array, it takes more pixels in the spatial plane to fill the whole array and thus, leads to under utilization for small input activation sizes. While this is not a problem for small-scale arrays with a small number of compute units, it may induce utilization issue for large arrays.
To further improve the effectiveness when the input channel per segment is large, we propose to cluster the input channels first before segmenting the weight matrix. Then, the output channels are reordered for each cluster separately. We denote this approach as cluster-then-reorder. Consider the example of the following weight matrix: W =     00 11 00 11 01 10 01 10 11 11 00 00 10 10 01 01 11 00 00 11 10 01 10 10 11 11 11 11 10 10 10 10     Assume the compute array has 4 rows and only allows for streaming 4 input channels simultaneously. Instead of directly segmenting W , we can first cluster the input channels into 2 groups, i.e., {0, 2, 4, 6} and {1, 3, 5, 7}, and then segment W into W and W as below. Compared to the segment-then-reorder approach, the hamming distance can be reduced from 22 to 16. Note that the clustering of the input channels does not impact the output. W =     00 00 01 01 11 00 10 01 11 00 10 10 11 11 10 10     , W =     11 11 10 10 11 00 10 01 00 11 01 10 11 11 10 10     .
Let {T 1 , . . . , T t } denote the t clusters of the input channel. The input channel clustering problem is then defined as follows.
Problem 2 (Input Channel Clustering) Given a weight matrix W ∈ R K×C , find t clusters T 1 , . . . , T t such that the total hamming distance of streaming each sub-matrix W Ti is minimized, i.e., min T1,...,Tt
This is a nested optimization problem which is computationally expensive to solve optimally even if the inner optimization loop can be solved with the proposed Algorithm 1. Hence, we propose a greedy iterative method to solve the nested optimization problem. As shown in Algorithm 2, in the initialization process, t input channels are randomly selected and {S
t } are initialized to minimize the total hamming distance for each input channel. The algorithm alternates between the assignment step and the update step for N total iterations. In the assignment step, for each input channel i, we evaluate its hamming distance following the optimal sequence of each cluster, i.e., S (n) 1 , . . . , S (n) t . The input channel is then added to the cluster with the smallest hamming distance. In the update step, we re-compute the optimal sequence for each cluster of the input channels.
The convergence of the proposed clustering algorithm can be guaranteed if the inner loop optimization, i.e., the output channel reordering problem, can be optimally solved. This is because the objective function of the clustering problem is always bounded and it is guaranteed to be reduced in the assignment and update step in each iteration. In practice, we use the greedy algorithm to solve the update step as described in Section 4.2. We find the cluster-then-reorder algorithm converges very well and continuously out-perform the segment-then-reorder algorithm.
We use the layers of the MobileNetV2 (Sandler et al., 2018) on Cifar100 dataset as an example and run the clustering algorithm 20 times with random initialization. The convergence plot is shown in Figure 5 (a). The normalized hamming distance is computed as the hamming distance of different algorithms normalized by the hamming distance without output channel reordering. As we can see, the clustering algorithm converges within 15 iterations and the run-to-run variation of the clustering algorithm is very small. We also compare the cluster-then-reorder algorithm Algorithm 2 Cluster-then-reorder Algorithm Input: weight matrix W ∈ R K×C , number of iterations N , number of clusters t Output: cluster of input channels {T * 1 , . . . , T * t } and the optimal sequence of output channels {S * 1 , . . . , S * t } {S
with the segment-then-reorder algorithm for different layers and different numbers of channels per cluster. As shown in Figure 5 (b) and 5(c), the cluster-then-reorder algorithm can out-perform the baseline algorithm by up to 1.21×.
The proposed algorithm is very efficient since the complexity of the update step scales O(K 2 C) and the complexity of the assignment step scales O(CKt) with the number of input channels C, output channels K, and the number of clusters t.
Hamming Distance-Aware Training
While the techniques proposed above focus on post-training optimization, we also propose a hamming distance-aware training procedure to further reduce the hamming distance of streaming W . The basic idea is to incorporate the hamming distance loss into the loss function and explicitly encourage the reduction of hamming distance as shown below:
where L CE represents the original cross-entropy loss. λ is used to explicitly control the trade-off between the accuracy and the hamming distance reduction.
However, there are two main problems with L HD (W ). Firstly, to compute L HD , Bit(·) is needed. Consider a integer x, to get the b-th bit, we have
Because floor(·) is not differentiable, L HD is not differentiable as well. Previously, straight-through-estimator (STE) has been proposed to approximate the gradients for floor(·) (Bengio et al., 2013) . However, directly applying STE leads to
This indicates that only the most significant bit of the weight parameters can be regularized. Hence, we propose an iterative freeze-and-regularize procedure. In the network training process, we first add regularization to the most significant bit and after several epochs, we freeze the most significant bit and after that regularize the second most significant bit. The iterative process continues until we fix all the bits of the weights.
The second problem with L HD is that to compute L HD , the input channel clusters and output channel orders are needed. As the weight matrices get updated during training, both the optimal input channel clusters and the optimal output channel order can change. Hence, after each epoch of training, we leverage the cluster-then-reorder algorithm to cluster the input channels and reorder the output channels. The final training procedure is shown in Figure 6 .
HARDWARE SUPPORT
In this section, we discuss the necessary hardware support for the proposed algorithms, including direct greedy reorder, segment-then-reorder, and cluster-then-reorder algorithms.
The direct reorder algorithm only switches the sequence for the output channel generation. No extra hardware support is needed for the direct reorder algorithm. Instead, a posttraining processing of the model to re-arrange the weight matrices is sufficient. Consider the example in Figure 7 . To switch the output channels of the first layer, both the rows of the weight matrix in the first layer, i.e., W 1 , and the columns of the weight matrix in the second layer, i.e., W 2 , need to be switched accordingly.
The segment-then-reorder algorithm divides the input channels into segments and reorders the output channels for each segment separately. Hence, the same row in different segmented weight sub-matrices may correspond to the partial sum of different output channels. To guarantee correct reduction of the partial sums, we add an output address lookup table (LUT) to translate the index of the counter in the accumulator to the actual address for accumulation as shown in Figure 8(a) . We also show in Figure 8(b) an example on how to use the address LUT to guide the accumulation. As can be seen, by modifying the LUT entry corresponding to different counter indices, the partial sums are correctly accumulated.
If we assume the output buffer depth to be D, the LUT needs to have at least D entries and each entry needs to have log 2 D bits. For a reasonable output buffer depth, e.g., 1024, the LUT SRAM size is less than 2 KB, which is very small and thus has negligible energy and area overhead.
Compared to the segment-then-reorder algorithm, the cluster-then-reorder algorithm also changes the order of the input channels, i.e., the columns of the weight matrices. While the clustering does not impact the correctness of the outputs, it may impact the memory fetching of the input activations. We leverage the output address LUT to swap the activations to avoid any complication or modification to the input fetching logic. For example, let's assume the required input channel sequence for the current layer to be {1, 3, 4, 2}. When executing the previous layer, the output address LUT can simply be set to {1 : 1, 2 : 3, 3 : 4, 4 : 2} to reorder the sequence of channel generation.
EXPERIMENTAL RESULTS

Experimental Setup
In this section, we report on our experiments to demonstrate the effectiveness of the proposed hamming distance reduction techniques. We use MobileNetV2 (Sandler et al., 2018) and ResNet26 (He et al., 2016) trained on the Cifar10 and Cifar100 dataset for the evaluation. The 1-by-1 convolution layers in MobileNetV2 and the 3-by-3 convolution layers in ResNet26 are picked 2 . The layer shapes are shown in Appendix A. To evaluate the energy consumption, we use simulation on a post-layout extracted netlist. We designed an input-stationary systolic array with 8 rows and 8 columns. Each PE in the array can support the multiplication and accumulation of 8-bit activations and 4-bit weights. The array is synthesized and placed and routed using a commercial technology library and the energy consumption is evaluated in a typical process corner. The leakage energy is ignored in the evaluation as it is more than two orders of magnitude less than dynamic energy.
Post-Training Hamming Distance Optimization
We first compare the effectiveness of different post-training hamming distance optimization algorithms, including the direct reorder, segment-then-reorder, and cluster-then-reorder algorithms. We select the 1-by-1 convolution layers from the MobileNetV2 and the 3-by-3 layers from the ResNet26 for the evaluation. We compare the hamming distance of different algorithms with the baseline setting without any optimization. As shown in Figure 10 , when the number of input channels per cluster is 8, the average hamming distance can be reduced by 1.96× and 1.54× for MobileNetV2 Figure 9 . Hamming distance reduction comparison for the segment-then-reorder and the cluster-then-reorder algorithm on MobileNetV2. and ResNet26, respectively, which translate to 1.62× and 1.49× reduction of the average energy consumption.
We also have a more detailed comparison between the segment-then-reorder and the cluster-then-reorder algorithms for MobileNetV2 as shown in Figure 9 . As shown in the figure, the cluster-then-reorder algorithm usually results in a higher reduction for the even layers, e.g., layer 2, layer 4, etc. These layers are the second 1-by-1 convolution layers in the inverted residual blocks, which have a larger number of input channels and a smaller number of output channels. For these layers, more clusters can be formed to achieve better results. For the even layers with a smaller number of input channels and a larger number of output channels, the two methods perform similarly.
Training-Aware Hamming Distance Optimization
We now evaluate the effectiveness of the training-aware hamming distance algorithms. We select MobileNetV2 and train the network on Cifar10 and Cifar100 datasets. By controlling the regularization coefficients λ 2 , we explore the trade-off between the accuracy and the reduction of hamming distance. For practical purpose, we constrain the accuracy degradation within 1%. As shown in Table 3 , on Cifar10 dataset, the average hamming distance can be reduced by 7.55×, which leads to 6.63× reduction of the average energy across layers. On Cifar100 dataset, the average hamming distance reduction and the average energy reduction are 2.00× and 1.86×, respectively. 
Combined Hamming Distance Optimization.
We now combine the post-training optimization techniques with the training-aware optimization algorithm. As shown Table 4 . Average hamming distance and energy reduction of the combined methods (CTR is short for the cluster-then-reorder algorithm). in Table 4 , the proposed training-aware and post-training optimization techniques can work orthogonal to each other. By combining these optimization techniques, for MobileNetV2 trained on Cifar100, the average hamming distance of streaming the weight matrices can be reduced by 3.79× and the average datapath energy can be reduced by 2.85×.
BEST-LAYER HD
CONCLUSION
Energy consumption of arithmetic datapath in a neural network accelerator is heavily dependent on the hamming distance of the input sequence. With the proposed Hamming-Distance-Aware training and post-processing algorithm, the energy consumption of datapath can be significantly reduced. Evaluation with MobileNetV2 and ResNet neural networks shows that our proposed methods can achieve 2.85× datapath energy reduction on average and up to 8.51× datapath energy reduction for certain network layers, which demonstrates significant potential in energy-critical neural network accelerator designs.
APPENDIX A LAYER SHAPES OF MOBILENETV2 AND RESNET26 Table 5 . Layer shapes of 1-by-1 convolutions in MobileNetV2.
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