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Abstract
Since the seminal work [30, 31] the iteration stable (STIT) tessellations have
attracted considerable interest in stochastic geometry as a natural and flexible yet
analytically tractable model for hierarchical spatial cell-splitting and crack-formation
processes. The purpose of this paper is to describe large scale asymptotic geome-
try of STIT tessellations in Rd and more generally that of non-stationary iteration
infinitely divisible tessellations. We study several aspects of the typical first-order
geometry of such tessellations resorting to martingale techniques as providing a direct
link between the typical characteristics of STIT tessellations and those of suitable
mixtures of Poisson hyperplane tessellations. Further, we also consider second-order
properties of STIT and iteration infinitely divisible tessellations, such as the variance
of the total surface area of cell boundaries inside a convex observation window. Our
techniques, relying on martingale theory and tools from integral geometry, allow us
to give explicit and asymptotic formulae. Based on these results, we establish a func-
tional central limit theorem for the length/surface increment processes induced by
STIT tessellations. We conclude a central limit theorem for total edge length/facet
surface, with normal limit distribution in the planar case and non-normal ones in all
higher dimensions.
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1 Introduction
1.1 General Introduction
Infinite divisibility or stochastic stability of a random object under a certain operation is
one of the most fundamental concepts in probability theory, prominent examples includ-
ing the classical theory of infinite divisible and stable distributions with their applications
around the central limit theorem, max-stable distributions studied in extreme value theory
or union infinitely divisible random sets studied in the classical theory of random closed
sets [22].
In the present paper we will deal with non-stationary iteration infinitely divisible random
tessellations of the d-dimensional Euclidean space and more specifically with stationary
random tessellations that are stable under the operation of iteration – called STIT tessel-
lations for short. In the stationary case, the purely mathematical motivation for this type
of random tessellations goes back to R. Ambartzumian in the 80thies. The principle of
iteration of tessellations can roughly be explained as follows: Take a random primary or
frame tessellation and associate with each of its cells an independent copy of the tessella-
tion itself, a component tessellation, which is also independent of the primary tessellation
as well. Now make in each cell a local superposition of the primary tessellation and the
associated tessellation, whereupon scale the resulting random tessellation by a factor 2
in order to ensure that the mean surface measure of cell boundaries stays constant. The
described operation can now be repeatedly applied and we obtain in this way a sequence
of random tessellations. It can be shown that this sequence converges to a random limit
tessellation and that this tessellation must be stable under iterations – a STIT tessellation
– in the translation-invariant set-up. In the general case, the resulting tessellation is itera-
tion infinitely divisible in any finite volume, where this property has the same relation to
iteration stable random tessellations as infinitely divisible random variables have to stable
ones.
Starting with [30], STIT tessellations and their theoretical framework were formally intro-
duced in [31] by W. Nagel and V. Weiss. It was the same research group who discovered a
first basic technique for studying mean values and even some distributions related to the
geometry of STIT tessellations by writing certain balance equations based on the stochastic
stability of the tessellation, see [32], [33] and [46] for the mean values as well as [25], [24]
and [45] for distributional results. In [26] and [27] a new aspect was introduced into the
theory, namely a tessellation-valued random Markov process on the positive real half-axis
with the property that at each time the law of of the tessellation is stable under iteration.
This process sheds light on the hierarchical and temporal structure of STIT tessellations
and leads to a random process of cell divisions in any finite volume and moreover in the
whole space. This point of view can be exploited to establish further results on STIT
tessellations and in fact we will also make use of it in the present paper. In addition,
the finite volume Markovian construction provides a link to the class of more general and
non-stationary iteration infinitely divisible random tessellations.
In next Subsection 1.2 we outline important facts about STIT tessellations and introduce
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the concept of iteration infinitely divisible random tessellations. Afterwards, in Subsection
1.3 the plan of the paper as well as a survey of our main results are presented.
1.2 Iteration Infinitely Divisible and STIT Tessellations
A tessellation of Rd is a locally finite partition of the space into compact convex polytopes,
the cells of the tessellation. One can regard a tessellation either as a collection of its cells or
as the closed set of their boundaries. We will mostly follow the second mentioned path and
denote by Cells(Y ) the set of cells of the tessellation Y (by the Jordan–Scho¨nflies theorem
the correspondence between Y and Cells(Y ) is one-to-one). Thus, a random tessellation
can be regarded as a special random closed set in the sense of [40]. In particular, this
imposes the usual Fell topology and the corresponding Borel measurable structure on the
family of tessellations, see ibidem. A random tessellation Y (regarded as a random closed
set in Rd) is called stationary if its distribution does not change upon actions of transla-
tions. Analogously a random tessellation is called isotropic if its distribution is invariant
under the action of SO(d).
Whenever we have two random tessellations Y1 and Y2 of R
d we can define their itera-
tion/nesting. To do so, we associate to each cell c ∈ Cells(Y1) an independent version Y2(c)
of Y2 and we assume furthermore the family {Y2(c) : c ∈ Cells(Y1)} to be independent of
Y1. Then we can define the iteration of Y1 with Y2 by
Y1 ⊞ Y2 := Y1 ⊞ {Y2(c) : c ∈ Cells(Y1)} := Y1 ∪
⋃
c∈Cells(Y1)
(Y2(c) ∩ c),
i.e. we take the local superposition of Y2 and the family {Y2(c) : c ∈ Cells(Y1)} inside the
cells of Y1. It was shown in [27] that Y1 ⊞ Y2 is a stationary random tessellation as soon
Y1 and Y2 are. A stationary random tessellation Y is called stable under iteration or STIT
for short iff
m (Y ⊞ . . .⊞ Y )︸ ︷︷ ︸
m
D
= Y, m = 2, 3, . . . , (1)
where
D
= stands for equality in distribution, i.e. if its distribution does not change under
rescaled iteration. In fact, using the uniqueness results, see Theorem 3 and Corollary 2 in
[31], it is easy to see that it is enough to take one fixed m > 1 in (1).
To proceed, let us be given a constant 0 < t <∞ and a probability measure R on the unit
sphere Sd−1 usually identified with the induced distribution of orthogonal hyperplanes on
the space H0 of (d − 1)-dimensional linear hyperplanes in Rd, also denoted by R in the
sequel for notational simplicity. Define the measure Λ on the space H of affine hyperplanes
in Rd as the product measure
Λ := ℓ+ ⊗R (2)
3
Figure 1: Realizations of a planar and a spatial stationary and isotropic STIT tessellation
(kindly provided by Joachim Ohser and Claudia Redenbach)
of ℓ+ standing for the Lebesgue measure on the positive real half-axis (0,∞), and of R,
where a pair (r, u) ∈ (0,∞)× Sd−1 is identified with the hyperplane {x ∈ Rd, 〈x, u〉 = r}.
Throughout this paper we always require that the support of R spans the whole space, i.e.
span(supp(R)) = Rd.
Assume now that we are given a stationary random tessellation Y with surface intensity
t (i.e. the mean surface area of cell boundaries per unit volume equals t) and directional
distribution R (i.e. the distribution of the normal direction of the face containing the
typical point is given by R) and define the sequence (In(Y )) by
I1(Y ) := 2(Y ⊞ Y ), In(Y ) := n
n− 1In−1(Y )⊞ nY = n (Y ⊞ . . .⊞ Y )︸ ︷︷ ︸
n
, n ≥ 2.
It was shown in [31, Thm 3] that In(Y ) converges in law, as n → ∞, to a stationary
random limit tessellation Y (tΛ) uniquely determined only by tΛ. This tessellation is easily
shown to be stable under iterations and is called the STIT tessellation with parameters t
and Λ. Without confusion we will write Y (t) instead of Y (tΛ), whenever the measure Λ or
R is fixed. It is a crucial feature of Y (t) that it admits a very natural and intuitive explicit
construction. For a restriction Y (t,W ) of Y (t) to a compact convex window W ⊂ Rd
this construction can be informally be described as follows (the reader is referred to [31]
for full details). Assign to the window W an exponentially distributed random lifetime
with parameter Λ([W ]) where [W ] := {H ∈ H, H ∩ W 6= ∅} stands for the family of
all hyperplanes hitting W. Upon expiry of its lifetime, the cell W dies and splits into
4
two sub-cells W+ and W− separated by a hyperplane in [W ] chosen according to the
law Λ(·)/Λ([W ]). The resulting new cells W+ and W− are again assigned independent
exponential lifetimes with respective parameters Λ([W+]) and Λ([W−]) (whence smaller
cells live stochastically longer) and the entire construction continues recursively, until the
deterministic time threshold t is reached. The cell-separating (d − 1)-dimensional facets
arising in subsequent splits are usually referred to as I-faces (or I-segments for d = 2 as
assuming shapes similar to the letter I). The described process of recursive cell divisions
is called the Mecke-Nagel-Weiss- or (MNW)-construction in the sequel and the resulting
random tessellation created inside W is denoted by Y (t,W ) as mentioned above, whereas
the collection of all I-facets or I-segments is denoted by MaxFacets(Y (t,W )). Moreover,
we write MaxFacesk(Y (t,W )) for the collection of k-dimensional I-faces of Y (t,W ), where
by a k-dimensional I-face we mean the maximal union of connected and k-coplanar k-
dimensional faces. In fact, k-dimensional I-faces of Y (t,W ) can also be alternatively defined
as the k-faces of I-facets. It was shown in [31] that the law of Y (t,W ) is consistent in W,
i.e. Y (t,W )∩V D= Y (t, V ) for convex V ⊂W and thus Y (t,W ) can be extended to random
tessellation Y (t) = Y (tΛ) on the whole space, which is then proved (cf. [31]) to coincide
with the limit tessellation Y (t) considered above, as the notation suggests. Again, the sets
of all I-facets and I-faces of Y (t) are denoted by MaxFacets(Y (t)) and MaxFacesk(Y (t))
(0 ≤ k ≤ d − 2), respectively. The stationary random tessellation Y (t) is additionally
isotropic if and only if R is the uniform distribution on Sd−1. In this case we will write
Λiso or Λ
Rd
iso for the invariant measure on the space of hyperplanes H.
A simple yet crucial observation is that even though only translation-invariant measures Λ
of the form (2) show up in the limiting STIT tessellations, the MNW-construction can be
carried out with arbitrary non-atomic and locally finite driving measure Λ (i.e. Λ([W ]) <∞
for W bounded) on H also leading to a consistent family Y (t,W ) and eventually, by
extension, yielding Y (t).Many of our theorems below will be stated in this general context.
It should be emphasised though that such tessellations are no more iteration stable (STIT).
However, they have the general property of being iteration infinitely divisible, as they can
be readily checked to arise as m-fold iterations of Y (t/m) for each m ≥ 2 in all finite
volumes. Formally, this means that
Y (t/m,W )⊞m
D
= Y (t,W )
for all compact convex sets W ⊆ Rd, which follows directly by the MNW-construction as
yielding
Y (s,W )⊞ Y (u,W )
D
= Y (s+ u,W ).
It is more than natural to expect that also Y (t) = Y (t/m)⊞m for all m in the whole Rd
which should be easily provable by adopting the theory developed in [27], thus even better
justifying the term iteration infinitely divisible in our context, yet this falls beyond the
scope of the present work.
The STIT tessellations enjoy a number of remarkable properties. Below, we recall some of
them which will be of importance for our further argumentation. All proofs can be found
in [30] and [31].
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(a) STIT tessellations have Poisson typical cells, i.e. under stationary Λ the interior of
the typical cell of Y (t) - denoted by TypicalCell(Y (t)) - has the same distribution as
the interior of the typical cell of a stationary Poisson hyperplane (or line or plane)
tessellation with the same surface intensity t > 0 and the same directional distribution
R, see Lemma 3 in [31]. The difference between these two types of tessellations arises
from the mutual arrangement of the cells, see Fig. 1.
(b) Sectional STIT tessellations are STIT tessellations as well. In particular, let Ek
be a k-dimensional plane in Rd, 1 ≤ k ≤ d − 1, and let Y (t) be a stationary and
isotropic random STIT tessellation with parameter t > 0. Then Y (t) ∩ Ek has the
same distribution as the stationary and isotropic STIT tessellation with parameter
λkt constructed inside the plane Ek, i.e.
Y (tΛR
d
iso,R
d) ∩ Ek D= Y (λktΛEkiso, Ek)
with, cf. [28, (3.29T)]
λk =
Γ
(
k+1
2
)
Γ
(
d
2
)
Γ
(
k
2
)
Γ
(
d+1
2
) (3)
by abusing the above introduced notation, where we have assumed the window to
be compact. Moreover, if k = 1 the intersection of E1 with Y (t) induces a motion-
invariant Poisson process with intensity
λ1t =
Γ
(
d
2
)
√
πΓ
(
d+1
2
)t
on the line E1. In view of the above considerations we see that the motion-invariant
STIT tessellations in dimension 1 are the motion-invariant Poisson processes (note
that in dimension 1 motion-invariance is the same as translation-invariance). Thus,
STIT tessellations can be seen as another generalization of the 1-dimensional Poisson
process to higher dimensions beside other models, see [29].
(c) STIT tessellations have the following scaling property:
tY (t)
D
= Y (1),
i.e. the tessellation Y (t) of surface intensity t upon rescaling by factor t has the same
distribution as Y (1), the STIT tessellation with surface intensity 1.
We will use in the paper the same notation for iteration infinitely divisible random tes-
sellation and STIT tessellations hopefully without confusion, mentioning in any case if we
are working with a general locally finite non-atomic measure Λ, a translation-invariant one
or even with Λiso.
We will also make use of the following notation in the paper:
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• BR = BdR(o) is the d-dimensional ball around the origin with radius R > 0.
• The k-dimensional volume measure will be denoted by Volk.
• κj := Volj(Bj1) is the volume of the j-dimensional unit ball, jκj its surface area.
• The uniform probability measure on the unit sphere Sd−1 in Rd (normalized spherical
surface measure) is denoted by νd−1.
1.3 Short Overview of the Paper and the Results
As already remarked above, a STIT random tessellation induces a continuous time tessel-
lation-valued Markov process on the positive real half-axis. For such processes, the notion
of a generator is available. Using standard theory of Markov processes, several martingales
associated with the tessellations under consideration can be constructed. This fundamen-
tal observation will be exploited in Section 2 and most of our results will be based on it.
In Section 3 we mainly deal with first-order properties and the typical geometry of iteration
infinitely divisible or more specifically stationary and stationary and isotropic STIT tessel-
lations. We generalize some properties known for STIT tessellations to the non-stationary
case and derive explicit formulas for mean values and higher moments of k-dimensional
I-faces in the isotropic case (Sections 3.2 and 3.3). In particular we show that the distri-
bution of the (time-marked) typical k-dimensional I-face is a mixture of suitably (marked
and) rescaled k-dimensional Poisson cells. As a main tool we use the martingale techniques
introduced before and we compare the tessellations with certain mixtures of Poisson hyper-
plane tessellations (Section 3.1). Typical geometry beyond the isotropic regime is explored
in Section 3.4, where for example the conditional distribution of the typical k-dimensional
I-segment given its birth time for all space dimensions is determined and some global and
local mean value formulas for the stationary as well as for the non-stationary case are
derived.
Second-order parameters of iteration infinitely divisible and STIT tessellations are the con-
tents of Section 4. Based on a specialization of our martingale technique (Section 4.1), we
calculate the variance of a general face-functional and as a special case we find the variance
of the total surface area of cell boundaries in a bounded convex window. The resulting
integral expression can be explicitly evaluated in the stationary and isotropic case by ap-
plying the affine Blaschke-Petkantschin formula (Section 4.2). For the particular case of
space dimension 3, an exact formula without further integrals is presented as well as general
variance asymptotics relying on techniques from integral geometry. Certain chord-power
integrals will reflect the influence of the geometry of the observation window to this vari-
ance asymptotics. The purpose of Section 4.3 is to compare our martingale approach with
a recent elegant second-order theory for stationary and isotropic planar STIT tessellations
independently developed by W. Weiss, J. Ohser and W. Nagel. As a by-product, we derive
there an explicit expression for the pair-correlation function of the random surface area
measure in general space dimensions. For space dimensions 2 and 3 we also calculate the
so-called K-function.
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Following the afore-mentioned first- and second-order theory we turn in Section 5 to the
central limit problem for STIT tessellations. In Section 5.1 we show the convergence of
the surface/length increment process wrt. to some initial time instant associated with
STIT tessellation to a time changed Wiener process, the proof of which is based on the
ergodicity property of STIT tessellations and the functional central limit theorem for
square-integrable martingales. It is interesting to see that in terms of the time incre-
mental MNW-construction of STIT tessellations our central limit theorem is more reliant
on independencies arising in construction time than those of spatial nature. Even more
interestingly, the ’big-bang’ phase near time zero turns out to play a crucial roˆle. In Sec-
tion 5.2 we establish normal convergence of the total edge length in the planar case and
in Section 5.3 it is shown that non-normal limit distributions appear in the limit for space
dimensions greater or equal 3. The argument goes by using our variance calculations from
Section 4 and the observation that for space dimensions ≥ 3 the initial ’big-bang’ phase of
the MNW-construction brings a non-negligible contribution to the variance of the surface
increment process, whereas in dimension 2 this contribution is negligible but already with
an extremely slow rate of decay.
The aim of the last Section (Section 6) is to put our results in a more general context
by comparing them with the results for Poisson hyperplane tessellations and for Poisson-
Voronoi tessellations with the same surface intensity.
In all cases, our general statements are illustrated by examples in space dimensions d = 2
and d = 3, sometimes leading to already known formulas but often extending them at least
in some aspects.
Our results could – beside their intrinsic mathematical motivation – be of potential interest
for applications for example in context of questions concerning statistical model fitting of
random tessellations to real data. Central limit theorems could be a basis for statistical
inference of tessellation models and related functionals. Asymptotic confidence intervals
and tests with respect to mean values can be derived from them, since we can make the
first- and second-order moments explicitly available.
2 Martingales Associated with Iteration Infinitely Di-
visible or STIT Tessellations
The finite volume continuous time incremental MNW-construction of iteration infinitely
divisible random tessellations or more specially stationary STIT tessellations, as discussed
in Section 1.2 above, clearly enjoys the Markov property in time parameter, whence natural
martingales arise which will be of crucial importance for our further considerations. To
discuss these processes we need some additional terminology and notational conventions.
First, we fix a compact convex window W and a general diffuse (non-atomic) and locally
finite measure Λ on H. Next, whenever a new facet f lying on a hyperplane H is born in
the course of the Mecke-Nagel-Weiss- (MNW)-construction, that is to say a cell splits, we
declare that its initial/birth point is the point (vertex) with lowermost first coordinate, to
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be denoted ι(f) in the sequel (in fact any other deterministic and measurable algorithm
of distinguishing one point of f would do as well in this context). Moreover, for a given
tessellation Y (usually taken to be Y (t,W ) for some t > 0) we also introduce the notation
ι(H ; Y ) for H – a hyperplane in [W ], with the following meaning
• The hyperplane H is tessellated by the intersection with Y, and thus split into a
number of (d − 1)-dimensional polyhedra f1, f2, . . . which could potentially become
new facets for the tessellation, were its construction continued.
• We put ι(H ; Y ) := {ι(f1), ι(f2), . . . }.
Whenever x ∈ ι(H ; Y ), we define Facet(x,H|Y ) to be the new facet to be added to Y
should a facet birth (cell split) occur at x on H in Y. Moreover, we denote by Cell(x,H|Y )
the cell split by the birth of Facet(x,H|Y ) and we write Cell+(x,H|Y ) and Cell−(x,H|Y )
for the two sub-cells into which Cell(x,H|Y ) divides, lying on the positive and negative
sides of H , respectively.
With this notation, it is easily seen that for a fixed measure Λ, (Y (t,W ))t≥0 is a pure jump
Markov process with values in the space of tessellations of W and with the property that
dP (Y (t+ dt) = Y ∪ Facet(x;H|Y )|Y (t) = Y ) = 1[x ∈ ι(H ; Y )]Λ(dH)dt, (4)
with H ∈ [W ], and
P (Y (t+ dt) = Y |Y (t) = Y ) = 1−
(∫
[W ]
|ι(H ; Y )|Λ(dH)
)
dt
= 1−

 ∑
c∈Cells(Y )
Λ([c])

 dt (5)
with |ι(H ; Y )| standing for the cardinality of ι(H ; Y ). Indeed, this is because, conditionally
on Y (t) = Y, during the period (t, t + dt] of the MNW-construction we have, as discussed
in Subsection 1.2,
• For each cell c ∈ Cells(Y ) the probability that it undergoes a split is Λ([c])dt,
moreover the probability that two or more cells split is o(dt), whence the proba-
bility that no split occurs is 1 −
(∑
c∈Cells(Y ) Λ([c])
)
dt as in (5). Observing that
|ι(H ; Y )| coincides with the number of cells in Y that H intersects, we get in addi-
tion
∑
c∈Cells(Y ) Λ([c]) =
∫
[W ]
|ι(H ; Y )|Λ(dH) which yields the remaining equality in
(5).
• Should a cell c ∈ Cells(Y ) split, the splitting hyperplane H is chosen according to the
law 1[H ∈ [c]](·)/Λ([c]), whence the probability of observing a split of c induced by
H during the time period (t, t+dt] is just 1[H ∈ [c]](dH)dt. Now, having x ∈ ι(H ; Y )
is by definition equivalent to there being a cell c = c(x,H) ∈ Cells(Y ) with H ∈ [c]
and x = ι(c ∩ H). For so chosen c we see that on the event Y (t) = Y, having
Y (t+ dt) = Y ∪Facet(x;H|Y ) is equivalent to having c split by H during (t, t+ dt].
As noted above, the latter happens with probability Λ(dH)dt whence (4) follows.
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It should be emphasised at this point that the differential notation in (4) and (5) employing
the symbols dP and dt is widely accepted in the theory of pure jump continuous time
Markov processes and makes perfect formal sense as a commonly recognised abbreviation
for the usual description in terms of waiting times, with dP(Y (t + dt) = Y ′|Y (t) = Y ) =
a(Y, Y ′)dt understood as ’while in state Y, wait an exponential time with parameter a(Y, Y ′)
and then jump to Y ′ unless some other jump has occurred prior to that’. We refer the
reader to Chapter 15 in [5] and especially to Section 15.6 there, where this construction
is formalised with full mathematical rigour in terms of waiting times as noted above. As
readily verified, specialising the generic waiting-time construction to the case of (4)) and
(5) yields precisely the standard MNW construction.
Using (4) and (5) we conclude by general theory of Markov processes and their infinitesimal
generators, see Chapter 1 in [20] or Chapter 15 and especially Sections 15.4 (Def. 15.21) and
15.6 in [5] specialised for the pure jump case, the generator for (Y (t,W ))t≥0 is L := LΛ;W
LF (Y ) =
∫
[W ]
∑
x∈ι(H;Y )
[F (Y ∪ Facet(x;H|Y ))− F (Y )]Λ(dH) (6)
for all F bounded and measurable on space of tessellations of W. Consequently, again by
standard theory as given in Lemma 5.1 Appendix 1 Sec. 5 in [18], see also Section 1.5 in
[20], or alternatively by a direct check straightforward in the present set-up, we readily see
that for F bounded and measurable the stochastic process
F (Y (t,W ))−
∫ t
0
LF (Y (s,W ))ds (7)
is a martingale with respect to the filtration ℑt generated by (Y (s,W ))0≤s≤t. More gener-
ally, for bounded measurable G = G(Y, t), considering the time-augmented Markov process
(Y (t,W ), t)t≥0 and applying usual theory, see again Lemma 5.1 in Appendix 1 Sec. 5 in
[18], or simply by performing a direct check, we see that
G(Y (t,W ), t)−
∫ t
0
(
[LG(·, s)](Y (s,W )) + ∂
∂s
G(Y (s,W ), s)
)
ds (8)
is also a martingale with respect to ℑt as soon as G(Y, t) is twice continuously differentiable
in t and supY,t
∣∣ ∂
∂t
G(Y, t)
∣∣+ ∣∣∣ ∂2∂t2G(Y, t)∣∣∣ < +∞, which is condition (5.1) in [18, App. 1 Sec.
5].
To proceed, consider F of the form
Σφ(Y ) :=
∑
f∈MaxFacets(Y )
φ(f) (9)
where, recall, MaxFacets(Y ) are the maximal facets of Y (the I-segments in the two-
dimensional case) whereas φ(·) is a generic bounded and measurable functional on (d− 1)-
dimensional facets in W, that is to say a bounded and measurable function on the space
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of closed (d− 1)-dimensional polytopes in W, possibly chopped off by the boundary of W,
with the standard measurable structure inherited from space of closed sets in W. Whereas
the so-defined F is not bounded and thus (7) cannot be applied directly, we can apply it
for FN := (F ∧ N) ∨ −N, N ∈ N which is bounded and let N → ∞ to conclude that
F (Y (t,W )) − ∫ t
0
LF (Y (s,W ))ds is a local ℑt-martingale, see Definition 5.15 in [19] and
take TN = inft≥0 |F (Y (t,W ))| ≥ N there. Now, apply the proof of Lemma 1 in [31] where
the number of cells in Y (t,W ), and hence for all Y (s,W ), s ≤ t, is bounded by a Furry-
Yule-type linear birth process whose cardinality at any given finite time admits moments
of all orders, to conclude that (F (Y (t,W )) − ∫ t
0
LF (Y (s,W ))ds)t≤a is of class DL for all
a > 0 in the sense of Definition 4.8 in [19]. Using now Problem 5.19 (i) in [19] we finally
conclude that F (Y (t,W ))−∫ t
0
LF (Y (s,W ))ds is a martingale. Thus, applying (6) and (7)
for F ≡ Σφ we see that
Σφ(Y (t,W ))−
∫ t
0
∫
[W ]
∑
x∈ι(H;Y )
φ(Facet(x,H|Y (s,W )))Λ(dH)ds (10)
is a martingale with respect to ℑt.
3 First-Order Properties and Typical I-Faces
In this section we establish a number of first-order properties of Y (t,W ) = Y (t,Λ,W )
for general locally finite non-atomic measure Λ, essentially obtained by comparison with
suitable mixtures of Poisson hyperplane tessellations. Many of these properties are known
in the translation-invariant set-up. Afterwards, these results are used to calculate several
mean values for stationary and stationary and isotropic STIT tessellations Y (t).
3.1 Distribution of Cells and Lower Dimensional Faces
The key to our results is formula (10) from Section 2. To exploit it, consider the random
measures
MY (t,W ) :=
∑
c∈Cells(Y (t,W ))
δc, M
Y (t,W ) := EMY (t,W ) (11)
with δc standing for the unit Dirac mass at c. In full analogy, define MPHT(tΛ,W ) and
MPHT(tΛ,W ) where PHT(tΛ,W ) is the Poisson hyperplane tessellation with intensity mea-
sure tΛ, restricted to W. Further, put
FY (t,W )k :=
∑
f∈MaxFacesk(Y (t,W ))
δf , F
Y (t,W )
k := EFY (t,W )k , k = 1, . . . , d− 1, (12)
where, recall, MaxFacesk(Y ) is the collection of k-dimensional I-faces of Y and, likewise,
define
FPHT(tΛ,W )k :=
∑
f∈Facesk(PHT(tΛ,W ))
δf , F
PHT(tΛ,W )
k := EFPHT(tΛ,W )k , k = 1, . . . , d− 1.
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Our first claim is
Theorem 1 We have
MY (t,W ) = MPHT(tΛ,W ).
Note, that in the particular case of Λ being translation-invariant this reduces to the known
fact that the typical cell of Y (t) = Y (tΛ) coincides with the typical cell of PHT(tΛ).
Proof of Theorem 1 Using (6) and (7) with
F (Y ) :=
∑
c∈Cells(Y )
φ(c)
for general bounded measurable cell functional φ, with localization argument as the one
preceding (10) we conclude that∫
φdMY (t,W ) −
∫ t
0
∫
[W ]
∑
x∈ι(H;Y )
[φ(Cell+(x,H|Y (t,W )))+
φ(Cell−(x,H|Y (t,W )))− φ(Cell(x,H|Y (t,W )))]Λ(dH)ds (13)
is a ℑt-martingale. For a polyhedral cell c ⊆ W, possibly chopped off by the boundary of
W, and for H ∈ [c] we write c+(H) and c−(H) to denote the cells into which c gets divided
by H, lying respectively on the positive and negative side of H. With this notation, (13)
says that∫
φdMY (t,W ) −
∫ t
0
∫ ∫
[c]
[φ(c+(H)) + φ(c−(H))− φ(c)]Λ(dH)MY (s,W )(dc)ds
is a ℑt-martingale. Taking expectations leads to∫
φdMY (t,W ) =
∫ t
0
∫ ∫
[c]
[φ(c+(H)) + φ(c−(H))− φ(c)]Λ(dH)MY (s,W )(dc)ds
(14)
for all bounded measurable φ. To proceed, we regard MY (s,W ) as an element of the space of
bounded variation Borel measures on the family of polyhedral sub-cells ofW endowed with
the standard measurable structure inherited from the space of closed sets in W. Consider
the linear operator TΛ on this measure space, given by
TΛ(µ) =
∫ ∫
[c]
[δc+(H) + δc−(H) − δc]Λ(dH)µ(dc). (15)
By the definition (15), ‖TΛ(µ)‖TV ≤ (
∫
[W ]
dΛ) ‖µ‖TV = Λ([W ]) ‖µ‖TV where ‖·‖TV is the
standard total variation norm of a measure, see [3, Def. 3.1.4]. This inequality turns
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into equality when µ = δW . Consequently, TΛ is a bounded operator of operator norm
Λ([W ]) < +∞. The relation (14) can be rewritten in differential form
d
dt
MY (t,W ) = TΛM
Y (t,W ), MY (0,W ) = δW (16)
which, in view of the above properties of TΛ, admits by standard theory (cf. [17, IX.§2,
Sec. 2]) the unique solution
MY (t,W ) = exp(tTΛ)δW , t ≥ 0. (17)
It is easily seen that exactly the same equations (14),(16) and thus also (17) hold for
MPHT(tΛ,W ). In particular, MY (t,W ) = MPHT(tΛ,W ) as required. This completes the proof. ✷
Having characterized MY (t,W ) we now turn to F
Y (t,W )
k .
Theorem 2 For all k = 1, . . . , d− 1 we have
F
Y (t,W )
k = (d− k)2d−k−1
∫ t
0
1
s
F
PHT(sΛ,W )
k ds.
Proof of Theorem 2 Fix k ∈ {1, . . . , d − 1}. Let ψ be a general bounded measurable
function of a k-dimensional I-face, as usual regarded as a closed subset of W, and for a
(d− 1)-dimensional I-facet h put
φ(h) :=
∑
f∈Facesk(h)
ψ(f) (18)
noting that the k-dimensional I-faces of the tessellation Y (t,W ) are precisely the k-faces
of its I-facets. Using (10), taking expectations and recalling (11) we see that
EΣφ(Y (t,W )) =
∫
φdF
Y (t,W )
d−1 =
∫ t
0
∫ ∫
[c]
φ(c ∩H)Λ(dH)MY (s,W )(dc)ds.
Applying Theorem 1 we get∫
φdF
Y (t,W )
d−1 =
∫ t
0
∫ ∫
[c]
φ(c ∩H)Λ(dH)MPHT(sΛ,W )(dc)ds.
However, applying Slivnyak’s theory, see e.g. [41, Thm 1.15], we obtain∫ ∫
[c]
φ(c ∩H)Λ(dH)MPHT(Λ,W )(dc) =
∫
φdF
PHT(Λ,W )
d−1
and thus, upon taking sΛ in place of Λ, more generally,∫ ∫
[c]
φ(c ∩H)Λ(dH)MPHT(sΛ,W )(dc) = 1
s
∫
φdF
PHT(sΛ,W )
d−1
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whence ∫
φdF
Y (t,W )
d−1 =
∫ t
0
1
s
∫
φdF
PHT(sΛ,W )
d−1 ds
follows. Now note that, by (18),∫
φdF
Y (t,W )
d−1 =
∫
ψdF
Y (t,W )
k
because each k-dimensional I-face is a k-face of precisely one I-facet in Y (t,W ). Moreover,∫
φdF
PHT(sΛ,W )
d−1 = (d− k)2d−k−1
∫
ψdF
PHT(sΛ,W )
k
because each k-face of PHT(sΛ,W ) is a k-face of (d− k)2d−k−1 facets of PHT(sΛ,W ), see
Theorems 10.1.2 and 10.3.1 in [40]. Hence, we conclude that∫
ψdF
Y (t,W )
k = (d− k)2d−k−1
∫ t
0
1
s
∫
ψdF
PHT(sΛ,W )
k ds
for all ψ bounded and measurable, which completes the proof of the Theorem. ✷
Some of our argument in the sequel will require a straightforward formal extension of
Theorem 2. Namely, we formally mark all I-facets of the tessellation Y (t,W ) by their birth
times. This gives rise to the birth-time augmented tessellation Yˆ (t,W ) with birth-time-
marked I-facets and makes the MNW-construction of Yˆ (t,W ) into a Markov process whose
generator Lˆ is a clear modification of L as given in (6):
LˆFˆ (Yˆ ) =
∫
[W ]
∑
x∈ι(H;Y )
[Fˆ (Yˆ ∪ [Facet(x;H|Y ), s])− Fˆ (Yˆ )]Λ(dH)
for Fˆ bounded measurable on the space of birth time-marked tessellations of W. Conse-
quently, writing Fˆ
Y (t,W )
k , k = 1, . . . , d − 1, for the birth-time-marked version of FY (t,W )k
where each k-dimensional I-face is marked with its birth time, by a straightforward modi-
fication of the proof of Theorem 2 we are led to
Corollary 1 For all k = 1, . . . , d− 1 we have
Fˆ
Y (t,W )
k = (d− k)2d−k−1
∫ t
0
1
s
[
F
PHT(sΛ,W )
k ⊗ δs
]
ds.
3.2 Distribution of typical I-Faces and Related Mean Values
We are now going to apply the results obtained in the last section to the stationary and
isotropic set-up, i.e. with Λ = Λiso and to calculate the distribution and the mean k-volume
as well as other related mean values of the typical k-dimensional I-face I
(d)
k , k = 0, . . . , d−1,
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Figure 2: Vertices (left hand side) and crossing nodes (right hand side) that appear in
3-dimensional STIT tessellations
of the STIT tessellation Y (t) in Rd. In this paper we will restrict our attention only to
proper k-dimensional I-faces, which we call k-dimensional I-faces for short, see Section
1.2 above for definitions. However, it should be noted that starting with dimension 3,
there appear also the so-called crossing k-faces arising as intersections of traces of higher-
dimensional I-faces inside another face. For d = 3 these crossing k-faces appear only in
the form of nodes. The 0-dimensional I-faces are simply the vertices and the other type of
0-faces (nodes) are called crossing nodes. Figure 2 should clarify the situation. In higher
dimensions the structure of crossing k-faces is even more complicated, with the notable
exception of the case k = d − 1 where there only exists one type of I-faces, namely the
I-facets. As stated above, throughout this paper whenever talking about k-dimensional
I-faces we always mean the proper ones. To proceed, let ϕk : MaxFacesk → R be a
translation-invariant, non-negative measurable function for 1 ≤ k ≤ d − 1 and denote by
ϕk(Y (t)) the (possibly infinite) ϕk-density of Y (t) in the sense of [40, Chap. 4.1], i.e.
ϕk(Y (t)) = lim
r→∞
1
rdVold(W )
E
∑
f∈MaxFacesk(Y (t,rW ))
ϕk(f)
with W ⊂ Rd some bounded convex set with positive and finite volume. The existence
of this limit is guaranteed by Thm 4.1.3 ibidem. Using now Theorem 2 from above and
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Campbell’s formula, we obtain, possibly with both sides infinite,
ϕk(Y (t)) = lim
r→∞
1
rdVold(W )
E
∑
f∈MaxFacesk(Y (t,rW ))
ϕk(f)
= lim
r→∞
1
rdVold(W )
E
∫
ϕk(f)FY (t,rW )k (df)
= lim
r→∞
1
rdVold(W )
∫
ϕk(f)F
Y (t,rW )
k (df)
= lim
r→∞
1
rdVold(W )
(d− k)2d−k−1
∫ t
0
1
s
[∫
ϕk(f)F
PHT(s,rW )
k (df)
]
ds
= (d− k)2d−k−1
∫ t
0
1
s

 lim
r→∞
1
rdVold(W )
E
∑
f∈Facesk(PHT(s,rW ))
ϕk(f)

 ds
= (d− k)2d−k−1
∫ t
0
1
s
ϕk(PHT(s))ds, (19)
where PHT(s) (PHT(s, rW )) is the stationary and isotropic Poisson hyperplane tessellation
with surface intensity s (restricted to the window rW ). We use the formula (19) with ϕk ≡
1 and denote in this case ϕk(Y (t)) =: N
(d)
k,I , referred to as the intensity of k-dimensional
I-faces. Then we have upon applying [40, Thm. 10.3.3] together with (19)
N
(d)
k,I = (d− k)2d−k−1
∫ t
0
1
s
(
d
k
)
κd
(
κd−1
dκd
)d
sdds = (d− k)2d−k−1κd
d
(
d
k
)(
κd−1
dκd
)d
td.
(20)
For a k-dimensional polytope f , let c(f) be some associated center function with the
property that c(f + x) = c(f) + x for any x ∈ Rd (take for example the Steiner point or
the center of the minimal circumscribed ball of f). Now, we use again (19) with ϕk(f) :=
1[·](f − c(f)) together with [40, Eq. (4.8,4.9)] and obtain in this case
N
(d)
k,IQ
Y (t)
k = (d− k)2d−k−1
∫ t
0
1
s
γ
(k)
PHT(s)Q
PHT(s)
k ds, (21)
where γ
(k)
PHT(s) is the mean number of k-faces of PHT(s) per unit volume, Q
PHT(s)
k is the
distribution of the typical k-face of PHT(s) and Q
Y (t)
k is the distribution of the typical
k-dimensional I-face of the STIT tessellation Y (t), see [40, Thm. 4.1.1] and the discussion
ibidem for definition of typical faces and typical grains of particle processes in general.
Inserting now the value for N
(d)
k,I and the one for γ
(k)
PHT(s) from [40, Thm. 10.3.3] and noting
that N
(d)
k,I =
d−k
d
2d−k−1γ(k)PHT(t) by comparing the total masses in both sides of (21), we arrive
at
Theorem 3 The distribution Q
Y (t)
k of the typical k-dimensional I-face of Y (t) is given by
Q
Y (t)
k =
∫ t
0
dsd−1
td
Q
PHT(s)
k ds,
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where Q
PHT(s)
k is the distribution of the typical k-face of the stationary and isotropic Poisson
hyperplane tessellation PHT(s) with surface intensity s.
The preceding theorem can be rephrased by saying that the distribution of the typical
k-dimensional I-face of a STIT tessellation is a mixture of suitable rescalings of the distri-
bution of the typical k-dimensional face of Poisson hyperplane tessellations.
In what follows, I
(d)
k stands for the k-polytope with distribution Q
Y (t)
k . For the typical
I-segment I
(d)
1 of the stationary and isotropic STIT tessellation Y (t) in R
d we can obtain
even more than the statement of Theorem 3, namely the fact that the length distribution
of I
(d)
1 is a mixture of exponential distributions, answering thereby a question formulated in
the Outlook of [24]. It is also interesting to note that formally marking the k-dimensional
I-faces with their birth-times and repeating the argument leading to Theorem 3 with Theo-
rem 2 replaced by its time-marked extension in Corollary 1 we obtain the birth time-marked
extension of Theorem 3
Corollary 2 The distribution Qˆ
Y (t)
k of the typical birth-time-marked k-dimensional I-face
of Y (t) is given by
Qˆ
Y (t)
k =
∫ t
0
dsd−1
td
[
Q
PHT(s)
k ⊗ δs
]
ds.
To proceed, using Theorem 3, for the length density p
(d)
l (x) of the typical I-segment of a
stationary and isotropic STIT tessellation Y (t) in Rd we obtain because of key property
(b) from Section 1.2
p
(d)
l (x) =
∫ t
0
λ1se
−λ1sxds
d−1
td
ds =
d
(λ1t)dxd+1
γ(d+ 1, λ1tx), (22)
where γ(·, ·) is the lower incomplete Gamma-function and λ1 is given by (3). From this it
is easily seen that for the length of the typical I-segment only the moments of order 1 to
d− 1 exist, see Section 3.3 below. In particular for d = 2 and d = 3 we have the densities
p
(2)
l (x) =
1
t2x3
(
π2 − (π2 + 2πtx+ 2t2x2)e− 2pi tx
)
, (23)
p
(3)
l (x) =
3
t3x4
(
48− (48 + 24tx+ 6t2x2 + t3x3)e− 12 tx
)
.
We use now once more (19) but this time with ϕk(f) = Vj(f) being the j-th intrinsic
volume of the k-polytope f , 0 ≤ j ≤ k. Define ϕk(Y (t)) =: d(k,d)j and use [40, Thm 10.3.3]
to obtain
d
(k,d)
j = 2
d−k−1d− k
d− j
(
d− j
d− k
)(
d
j
)(
κd−1
dκd
)d−j
κd
κj
td−j
as the value for the density of the j-th intrinsic volume of the (proper) k-skeleton of the
stationary and isotropic STIT tessellation Y (t). For j = k this yields
S
(k,d)
V = d
(k,d)
k = 2
d−k−1
(
d
k
)
κd
κk
(
κd−1
dκd
)d−k
td−k, (24)
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i.e. S
(k,d)
V is the mean k-volume of (proper) k-dimensional I-faces of Y (t) per unit volume.
Note, that in particular
N
(d)
0 := N
(d)
0,I = S
(0,d)
V = 2
d−1κd
(
κd−1
dκd
)d
td
is the mean number of vertices of Y (t) per unit volume in agreement with (20) above.
Using the identity
N
(d)
k,I · EVolk(I(d)k ) = S(k,d)V
combined with (20) and (24) leads to
EVolk(I
(d)
k ) =
S
(k,d)
V
N
(d)
k,I
=
d
(d− k)κk
(
dκd
κd−1
)k
1
tk
for the mean k-volume of the typical k-dimensional I-face I
(d)
k . Especially for k = 1 and
k = d− 1 we have
EVol1(I
(d)
1 ) =
d
√
πΓ
(
d−1
2
)
2Γ
(
d
2
) 1
t
, EVold−1(I
(d)
d−1) =
d
κd−1
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )d−1 1
td−1
.
In the planar case our formulas specialize toN
(2)
0 =
2
pi
t2, N
(2)
1,I =
1
pi
t2 and LI = EVol1(I
(2)
1 ) =
pi
t
and for space dimension d = 3 we reproduce the results from [46], namely N
(2)
0 =
pi
12
t3
(this is the mean number of T-vertices in the sense of [46] per unit volume), N
(2)
1,I =
pi
12
t3,
N
(3)
2,I =
pi
48
t3 and LV = S
(1,3)
V =
pi
4
t2. Thus, the mean length of the typical I-segment in the
3-dimensional case equals EVol1(I
(3)
1 ) =
3
t
and the mean area of the typical I-face is given
by EVol2(I
(3)
2 ) =
48
pit2
.
Theorem 3 may also be used to calculate the mean f-vector (f
(k)
0 , f
(k)
1 , . . . , f
(k)
k−1) of the
typical k-dimensional I-face I
(d)
k , i.e. f
(k)
j is the mean number of j-dimensional I-faces of
the typical k-dimensional I-face I
(d)
k (thus f
(k)
0 is the mean number of vertices of a k-face)
for 0 ≤ j < k ≤ d, where for k = d we abuse the notation and let I(d)d stand for the typical
cell of Y (t). Theorem 3 together with the crucial property (a) of STITS tessellations
immediately imply that this vector is the same as the mean f-vector of a k-dimensional
Poisson polytope. From [40, Thm. 10.3.1] we deduce now
f
(k)
j = 2
k−j
(
k
j
)
.
In particular, the typical cell of Y (t) has in the mean 2d vertices, whereas the zero cell
has
d!κ2d
2d
, cf. [40, Thm. 10.4.9]. For the typical cell in the case d = 2 this yields the mean
f-vector (4, 4) and in the spatial case d = 3 we obtain for the typical 2-dimensional I-facet
and the typical cell the mean f-vectors (4, 4) and (8, 12, 6), respectively, which is already
known from [46]. We have thus proved
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Corollary 3 The mean k-volume of the typical k-dimensional I-face is given by
Volk(I
(d)
k ) =
d
(d− k)κk
(
dκd
κd−1
)k
1
tk
=
d
(d− k)κk
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )k 1
tk
(25)
and the mean f-vector of I
(d)
k equals (f
(k)
0 , . . . , f
(k)
k−1) with f
(k)
j = 2
k−j(k
j
)
for 0 ≤ j ≤ k−1 <
d.
Beside the typical geometry of the boundary of the typical k-dimensional I-face, some
information may also be deduced about the geometry of the relative interior of I
(d)
k . Denote
by N
(d)
I,k,j the the mean number of (proper) j-dimensional I-faces in the relative interior of
the typical k-dimensional I-face I
(d)
k and observe that this mean value is given by
N
(d)
I,k,j =
N
(d)
j,I
N
(d)
k,I
=
(d− j)(d
j
)
(d− k)(d
k
)2k−j, 0 ≤ j < k < d, (26)
because each such j-dimensional I-face is contained in the relative interior of precisely one
k-dimensional I-face. For k = d−1, i.e. when regarding I-facets, the formula specializes to
N
(d)
I,d−1,j =
d− j
d
(
d
j
)
2d−1−j =
(
d− 1
j
)
2d−1−j
and we obtain the mean value formula
N
(d)
I,d−1,j = f
(d−1)
j . (27)
For example we have in the planar case N
(d)
I,1,0 = 2 in accordance with [32] and for d = 3,
k = 2 and j = 1 the value N
(3)
I,2,1 = 4, which fits with the results obtained in [46].
Our next goal is a formula for the specific (or mean) j-th intrinsic volume EVj(I
(d)
k ), 0 ≤
j ≤ k, in the sense of [40] of the typical k-dimensional I-face I(d)k . In particular EVk(I(d)k ) will
again be the mean k-volume, 2EVk−1(I
(d)
k ) the mean surface area,
2κk−1
kκk
EV1(I
(d)
k ) the mean
breath and, trivially, EV0(I
(d)
k ) ≡ 1 the mean Euler-number of the typical k-dimensional
I-face I
(d)
k . Such a formula for the specific intrinsic volumes could easily be obtained by
dividing their intensities d
(k,d)
j by the face intensities N
(d)
k,I . For explanatory reasons we will
give another proof though, highlighting the temporal construction of STIT tessellations
and the underlying ideas.
Corollary 4 The specific j-th intrinsic volume of the typical k-dimensional I-face of a
stationary and isotropic STIT tessellation with surface intensity t is given by
EVj(I
(d)
k ) =
d
(d− j)κj
(
k
j
)(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )j 1
tj
. (28)
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Proof of Corollary 4 In analogy to what we did in Corollaries 1 and 2, we regard the
collection of all k-dimensional I-faces of Y (t) as a marked point process of k-faces in the
space of k-polytopes, where the marks are given by the birth times of the faces and the
birth time of a k-face is defined to be the birth time of the unique (d − 1)-facet which
induces the birth of the k-face. Given now the birth time β = s of I
(d)
k , the conditional
specific j-th intrinsic volume of the typical k-dimensional I-face I
(d)
k is
E[Vj(I
(d)
k )|β = s] =
(
k
j
)(
kκk
κk−1
)j
1
κj(λks)j
=
1
κj
(
k
j
)(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )j 1
sj
with λk as in (3). Here we have used Crofton’s formula for random tessellations [40, Eq.
(10.28)] and key properties (a) and (b) for stationary and isotropic STIT tessellations.
Now, Theorem 3 and Corollary 2 say in this context that the the birth time density of I
(d)
k
is given by
dsd−1
td
, 0 < s < t.
Integration of E[Vj(I
(d)
k )|β = s] with respect to this birth time density yields the value for
EVj(I
(d)
k ), i.e.
EVj(I
(d)
k ) =
∫ t
0
dsd−1
td
E[Vk(Ik)|β = s]ds =
∫ t
0
dsd−1
td
1
κj
(
k
j
)(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )j 1
sj
ds
=
d
(d− j)κj
(
k
j
)(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )j 1
tj
and completes the proof. ✷
For j = k, (28) specializes to formula (25), for j = 0 we have the constant value 1,
which is clear since I
(d)
k is a convex set with probability 1, and for j = 1 and j = k − 1 we
obtain
EV1(I
(d)
k ) =
kd
d− 1
√
πΓ
(
d+1
2
)
Γ
(
d
2
) 1
t
,
EVk−1(I
(d)
k ) =
kd
(d− k + 1)κk−1
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )k−1 1
tk−1
.
It is our next goal to generalize some mean value formulas known from earlier papers for
lower-dimensional stationary STIT tessellations to arbitrary space dimensions. For this
reason we introduce the notion of k-dimensional J-faces. By such a face for Y (t) we mean
any k-face of a d-dimensional cell, not necessarily maximal. Moreover, a J-face is counted
with multiplicity given by the number of cells in whose boundary it lies. This way, the
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collection of k-dimensional J-faces with such multiplicities coincides with the collection
of all k-faces of the tessellation cells in Y (t), again with respective multiplicities. This
convention, as adopted in the existing literature, has the clear and important advantage
of ensuring that the typical k-dimensional J-face of Y (t), denoted by J
(d)
k below, has the
same distribution as the typical k-face of a corresponding Poisson hyperplane tessellation
PHT(tΛ) with the same intensity measure tΛ, because of the Poisson typical cell property
(a) of STIT tessellations. Consequently,
EVj(J
(d)
k ) = EVj(Typical k-Face(PHT(tΛ))), 0 ≤ j ≤ k < d. (29)
A look at the display (28) in Corollary 4 and a comparison with the second formula on
page 490 of [40] leads now from (29) to the following comparison relation
EVj(I
(d)
k ) =
d
d− jEVj(J
(d)
k ), 0 ≤ j ≤ k < d, (30)
and especially for j = k we have
EVolk(I
(d)
k ) =
d
d− kEVolk(J
(d)
k ).
Writing now N
(d)
k,J for the mean number of k-dimensional J-faces per unit volume we get
therefore
EVolk(J
(d)
k ) ·N (d)k,J =
d− k
d
EVolk(I
(d)
k ) ·N (d)k,J .
On the other hand, taking into account that each point of the k-skeleton of Y (t) belongs
to precisely (d− k + 1) of the k-dimensional J-faces we see that
EVolk(J
(d)
k ) ·N (d)k,J = (d− k + 1)S(k,d)V .
Putting these together we are led to
N
(d)
k,J =
d(d− k + 1)
d− k N
(d)
k,I (31)
= (d− k + 1)2d−k−1κd
(
d
k
)(
κd−1
dκd
)d
td.
For d = 2, k = 1 and d = 3, k = 1 or k = 2 these relationships are known from [32] and
[46]. The value for N
(d)
k,J can for example be used to obtain a formula for the mean number
of vertices N
(d)
J,k,0 in the relative interior of the typical k-dimensional J-face:
N
(d)
J,k,0 =
N
(d)
0
N
(d)
k,J
=
2k
(d− k + 1)(d
k
) . (32)
This yields in the planar case 1
2
and for d = 3 and k = 2 the value 2
3
, both known from
[32] and [46], respectively. Also observe that the mean f-vector of J
(d)
k is the same as the
corresponding one for the typical I-face I
(d)
k .
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Remark 1 We wish to remark that the approach used in the proof of Corollary 4 and a
similar approach used in earlier papers on STIT tessellations, which is essentially based
on marked point processes, is now fully justified by the considerations of this subsection,
especially Corollary 2. The potential underlying Slivnyak-type theorem for I-faces and I-
facets is replaced here by our martingale technique and the fact that (7) is a martingale
can in some sense be seen as such a Slivnyak-type result for STIT tessellations or more
generally for iteration infinitely divisible random tessellations.
3.3 Higher Moments for Typical I-Faces
This section links mainly to the results from the last subsection and it is our goal to establish
formulas for the second and third moment of the k-volume of the typical k-dimensional I-
face of stationary and isotropic STIT tessellations Y (t) with surface intensity t. Moreover,
we will establish a formula for the second moment of the (k − 1)-dimensional surface area
of the boundary of I
(d)
k . For the special case k = 1, formulas for the second or higher
moments of the length of the typical I-segment can be obtained directly from the explicit
density (22). For 1 ≤ k ≤ d− 1 we calculate
EVoln1 (I
(d)
1 ) =
∫ ∞
0
xn
∫ t
0
λ1se
−λ1sxds
d−1
td
dsdx =
∫ t
0
dλ1
sd
td
∫ ∞
0
xne−λ1sxdxds
=
d · n!
tdλn1
∫ t
0
sd
sn+1
ds =
d · n!
d− n
(√
πΓ
(
d+1
2
)
Γ
(
d
2
) )n 1
tn
. (33)
For k > 1, i.e. for higher dimensional I-faces, we start with the following general state-
ment, which directly follows from Theorem 3 and the fact that TypicalCell(PHTk(λks))
has the same distribution as the typical k-face Typical k-Face(PHT(s)) of a stationary
and isotropic Poisson hyperplane tessellation with surface intensity s in Rd, where by
TypicalCell(PHTk(λks)) we mean the typical cell of a stationary and isotropic Poisson
hyperplane tessellation in Rk with surface intensity λks and λk given by (3).
Corollary 5 The n-th moment of the j-th intrinsic volume of the typical k-dimensional
I-face I
(d)
k of a stationary and isotropic STIT tessellation Y (t) in R
d with surface intensity
t satisfies
EV nj (I
(d)
k ) =
∫ t
0
dsd−1
td
EV nj (Typical k-Face(PHT(s)))ds
=
∫ t
0
dsd−1
td
EV nj (TypicalCell(PHTk(λks)))ds (34)
with 0 ≤ j ≤ k < d− 1. This value is finite if and only if d− jn > 0.
At first, we apply (34) for j = k and n = 2. It is well known that in this case
EVol2k(TypicalCell(PHTk(λks))) =
k!
2k
(
kκk
κk−1
)2k
1
(λks)2k
=
k!
2k
(
dκd
κd−1
)2k
1
s2k
,
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see [22, p. 179] and we obtain by integration
EVol2k(I
(d)
k ) =
d
d− 2k
k!
2k
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
)
)2k
1
t2k
,
whenever d− 2k > 0 and +∞ in the other cases. For d ≥ 3 and k = 1 our formula yields
the second moment of the length of the typical I-segment, see (33), which specializes for
d = 3 to the value EVol21(I
(3)
1 ) =
24
t2
.
In view of the results from [22, Sec. 6.3], a similar formula is also available for the third
moment of Volk(I
(d)
k ), i.e. for the case j = k and n = 3. For d− 3k > 0 we have
EVol3k(I
(d)
k ) =
d
d− 3k2
2kπ
k−3
2
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )3k Γ (1 + k2)Γ (k + 32)Γ (k+12 )3
Γ
(
3(k+1)
2
) 1
t3k
and EVol3k(I
(d)
k ) = +∞, whenever d− 3k ≤ 0. In particular for d ≥ 4 we obtain once more
the third moment of the length of the typical I-segment (33) with n = 3. By the same
method we also get for d ≥ 3 and k ≥ 2 a formula for the second moment of the surface
area of the boundary bd(I
(d)
k ) of I
(d)
k (this corresponds up to a factor 2 to the case j = k−1
and n = 2 in Corollary 5):
EVol2k−1(bd(I
(d)
k )) =
d
d+ 2− 2k
k!
2k−2
(
dκd
κd−1
)2−2k(
1 +
(
kκk
2κk−1
)2)
1
t2k−2
=
d
d+ 2− 2k
k!
2k−2
(
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) )2−2k(1 + πΓ (k+12 )2
Γ
(
k
2
)2
)
1
t2k−2
.
if d + 2 − 2k > 0, see again [22]. Especially for d = 3 and k = 2 we obtain the second
moment of the perimeter of the typical I-facet
EVol21(bd(I
(3)
2 )) =
3
4
(
1 +
π2
4
)
1
t2
.
For the particular case d = 3 and k = 2 we also know that the second moment of the
number of vertices of I
(3)
2 equals
π2
2
+ 12.
Explicit formulas for other or higher moments of the intrinsic volumes of I
(d)
k are not
possible, since the corresponding values for Poisson hyperplane tessellations are currently
not known up to our best knowledge.
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3.4 Typical Geometry beyond the Isotropic Regime
It is our aim to explore in this section some aspects of the typical geometry of STIT
tessellations and more generally iteration infinitely divisible random tessellations beyond
the isotropic regime considered in the last paragraphs. We first put ourself in a very general
position by taking Λ to be an arbitrary non-atomic and locally finite measure on the space
H of hyperplanes, which is absolutely continuous with respect to the motion-invariant
measure Λiso. In this case the resulting tessellation Y (t), regarded as a particle process of
convex cells in the sense of [40, Chap. 4], admits a translation-regular intensity measure
in the sense of [40, Chap. 11] and the theory presented there applies. Furthermore,
the intensity function N
(d)
k,I (z), z ∈ Rd of k-dimensional I-faces, the intensity function
d
(k)
j (z), z ∈ Rd of the j-th intrinsic volume of the k-skeleton and the lower-dimensional
directional distributions in the sense of [40, Chap. 11] of the iteration infinitely divisible
random tessellation Y (tΛ) are well defined. Combining the results from [40, Chap. 4 and
Chap. 11] with Theorem 2 from above yields at first
Corollary 6 The directional distribution of the random process of k-dimensional I-faces of
an iteration infinitely divisible random tessellation with translation-regular intensity mea-
sure Λ coincides with the directional distribution of the (d− k)-th intersection process of a
Poisson hyperplane tessellation with the same intensity measure.
In the translation-invariant case and only for d = 2 this was already shown in [24] by a
quite different argument.
Denote by γ
(k)
PHT(sΛ)(z) the intensity function of k-faces of a Poisson hyperplane tessellation
with translation-regular intensity measure sΛ. Then we obtain by applying Theorem 2
above and [40, Thm. 11.4.2] the local mean value formula
N
(d)
k,I (z) = (d− k)2d−k−1
∫ t
0
1
s
γ
(k)
PHT(sΛ)(z)ds = (d− k)2d−k−1
(
d
k
)∫ t
0
1
s
γ
(0)
PHT(sΛ)(z)ds
=
d− k
d
2−k
(
d
k
)
N
(d)
0 (z) = 2
−k
(
d− 1
k
)
N
(d)
0 (z)
for Lebesgue almost all z ∈ Rd. Analogously, for the intensity function d(k)j (z) of the j-th
intrinsic volume of the k-skeleton of Y (tΛ) we obtain the local mean value relation
d
(k)
j (z) =
d− k
d− j 2
j−k
(
d− j
d− k
)
d
(j)
j (z)
for almost all z ∈ Rd wrt. Lebesgue measure. In the translation-invariant set-up, the
considered intensity functions are constant and the mean value formulas hold without
reference to the points z ∈ Rd. Beside the two mean value relations from above, general
local mean value relation may be obtained by generalizing (19) to the non-stationary case
by a suitable concept of localization, see [40, pp. 523-524]. However, the absence of scaling
relations in the non-stationary case makes them less explicit.
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We pass now to the stationary but not necessarily isotropic regime and assume for the
remaining part of this subsection that the measure Λ is translation-invariant rather than
just translation-regular. In this case, the result of Theorem 3 remains also true, with
PHT(s) replaced by PHT(sΛ) there. To see it, observe that the mean value formula
N
(d)
k,I =
d− k
d
2d−k−1γ(k)PHT(tΛ)
is in force also in the stationary but non-isotropic case, in full analogy to (21). Moreover, by
translation invariance there exists some constant c, not depending of t, such that γ
(k)
PHT(tΛ) =
ctd. Thus
1
s
γ
(k)
PHT(sΛ)
N
(d)
k,I
=
1
s
csd
d−k
d
2d−k−1ctd
=
d
(d− k)2d−k−1
sd−1
td
and we have again in analogy to (21)
Q
Y (t)
k = (d− k)2d−k−1
∫ t
0
1
s
γ
(k)
PHT(sΛ)
N
(d)
k,I
Q
PHT(sΛ)
k ds
= (d− k)2d−k−1
∫ t
0
d
(d− k)2d−k−1
sd−1
td
Q
PHT(sΛ)
k ds
and hence
Q
Y (t)
k =
∫ t
0
dsd−1
td
Q
PHT(sΛ)
k ds (35)
also in the non-isotropic case, where by Q
PHT(sΛ)
k we understand the distribution of the
typical k-dimensional I-face of the stationary Poisson hyperplane tessellation with intensity
measure sΛ and where Y (t) = Y (tΛ) is the STIT tessellation with intensity measure tΛ.
Also the time-marked analogue of (35) holds true in the non-isotropic setting:
Qˆ
Y (t)
k =
∫ t
0
dsd−1
td
[
Q
PHT(sΛ)
k ⊗ δs
]
ds. (36)
Note that the statement about the mean f-vector of the typical k-dimensional I-face in
Corollary 3 remains valid as well as the mean value formulas (26), (27), (30), (31) and
(32).
The equality (36) from above allows us to determine the conditional distribution of the
typical k-dimensional I-face of Y (t) = Y (tΛ) given its birth time 0 < s < t. We readily
see that this conditional distribution equals the distribution of the typical k-face of a
Poisson hyperplane tessellation with the same parameter measure tΛ. Especially, the
conditional length distribution of the typical I-segment given its birth time s and direction
l is an exponential distribution with parameter sΛ([e(l)]) where e(l) is a unit vector on
l, and thus the distribution of the length of the typical I-segment itself is a mixture of
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suitable exponential distributions. In particular, our considerations answer an extended
version of the question formulated in the Outlook section of [24]. Moreover, the directional
distribution R(k) of the random process of k-dimensional I-faces, 1 ≤ k ≤ d− 2, is in view
of Corollary 6 and (4.62,4.63) in [40] given by
R(k)(·) = κd−k
Vd−k(Π)
ρ⊥(d−k)(·),
where by ρ(d−k) we denote the (d − k)-th projection generating measure of the associated
zonoid Π [40, (4.46)] – an auxiliary convex body, which uniquely characterizes the law of
the underlying STIT tessellation – with generating hyperplane measure tΛ, as defined by
[40, Eq. (14.36)], whereas (·)⊥ stands for the orthogonal complement mapping.
Beside the distributional result for I-segments, mean values for the typical k-dimensional I-
face of a stationary but non-isotropic STIT tessellation are also within reach of our methods
and can be obtained by the same scheme as demonstrated above. In place of the concrete
values involving Gamma-functions, in the non-isotropic case we have at our disposal the
geometric parameters of the associated zonoid. As above, let Π be the zonoid in the sense
of [40, Chap. 4.6] with translation-invariant generating hyperplane measure tΛ. Then the
j-th intrinsic volume of the typical k-dimensional I-face is given by
EVj(I
(d)
k ) =
∫ t
0
dsd−1
td
(
d−j
d−k
)
Vd−j
(
s
t
Π
)(
d
k
)
Vold
(
s
t
Π
) ds = (d−jd−k)(
d
k
) Vd−k(Π)
Vold(Π)
∫ t
0
dsd−1
td
(
s
t
)d−j(
s
t
)d ds
=
(
d−j
d−k
)(
d
k
) d
d− j
Vd−k(Π)
Vold(Π)
. (37)
Here we have used (35), [40, Thm. 10.3.3] and the homogeneity of the intrinsic volumes.
Note that (37) reduces to (28) in the isotropic case, i.e. when Λ = Λiso or equivalently
when the zonoid Π is a d-dimensional ball with radius proportional to t.
4 Second-Order Properties
In this section we study second-order characteristics of iteration infinitely divisible ran-
dom tessellations and stationary STIT tessellations. This is done from several different
perspectives, both with the use of our martingale techniques and of recent very elegant
second-order theory developed by Weiss, Ohser and Nagel [47] for the planar case.
4.1 Martingale Tools
The general martingale statements of Section 2 admit a convenient specialization to deal
with the second-order characteristics of iteration infinitely divisible or stationary STIT
tessellations as well. Taking φ to be a general bounded measurable functional of (d − 1)-
dimensional facets, regarded as usual as closed subsets of W, we put G(Y, t) := (Σφ(Y )−
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EΣφ(Y (t,W )))
2 so that G(Y (t,W ), t) = Σ¯2φ(Y (t,W )) with Σ¯φ(Y (t,W )) := Σφ(Y (t,W ))−
EΣφ(Y (t,W )), and we use (10) to check that
∂
∂t
G(Y (t,W ), t) = −2[Σφ(Y (t,W ))− EΣφ(Y (t,W ))]EAφ(Y (t,W )) (38)
where
Aφ(Y ) :=
∫
[W ]
∑
x∈ι(H;Y )
φ(Facet(x;H|Y ))Λ(dH). (39)
Put together (6), (8) and (38) and use localization as in the discussion preceding (10) with
GN , N →∞, chosen so that (GN(·, ·)∧N) ∨−N ≡ (G(Y, t)∧N) ∨−N, that |GN(·, ·)| ≤
N + 1 and that GN (·, t) be twice continuously differentiable in t, and with the localizing
stopping times TN = inft≥0(|G(Y (t,W ), t)| ∨ | ∂∂tG(Y (t,W ), t)| ∨ | ∂
2
∂t2
G(Y (t,W ), t)|) ≥ N.
Proceeding as there, we readily conclude that
Σ¯2φ(Y (t,W ))−
∫ t
0
∫
[W ]
∑
x∈ι(H;Y (s,W ))
φ2(Facet(x;H|Y (s,W )))Λ(dH)ds+
2
∫ t
0
[
∫
[W ]
∑
x∈ι(H;Y (s,W ))
φ(Facet(x;H|Y (s,W )))[Σφ(Y (s,W ))− EΣφ(Y (s,W ))]Λ(dH)−
[Σφ(Y (s,W ))− EΣφ(Y (s,W ))]EAφ(Y (s,W ))]ds =
Σ¯2φ(Y (t,W ))−
∫ t
0
Aφ2(Y (s,W ))ds− 2
∫ t
0
A¯φ(Y (s,W ))Σ¯φ(Y (s,W ))ds (40)
is a ℑt-martingale as well, with A¯φ(Y (s,W )) := Aφ(Y (s,W )) − EAφ(Y (s,W )). Note for
future reference that taking another bounded measurable facet functional ψ, applying the
above for φ+ ψ and φ− ψ and subtracting yields one further ℑt-martingale
Σ¯φ(Y (t,W ))Σ¯ψ(Y (t,W ))−
∫ t
0
Aφψ(Y (s,W ))ds−
∫ t
0
(A¯φ(Y (s,W ))Σ¯ψ(Y (s,W )) + A¯ψ(Y (s,W ))Σ¯φ(Y (s,W )))ds. (41)
For general φ this cannot be simplified any further. However, in our further considerations
we shall focus our attention on translation-invariant face functionals φ of the form
φ(f) := Vold−1(f)ζ(~n(f)) (42)
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with ~n(f) standing for the unit normal to f and ζ for a bounded measurable function on
Sd−1. Then, using (42) we see that
Aφ ≡
∫
[W ]
Vold−1(H ∩W )ζ(~n(H))Λ(dH) = const
and so A¯φ ≡ 0 and thus, by (10) and (40),
Σ¯φ(Y (t,W )) and Σ¯
2
φ(Y (t,W ))−
∫ t
0
Aφ2(Y (s,W ))ds (43)
are both ℑt-martingales. In particular, see [16, Thm. 4.2], the martingale Σ¯φ(Y (t,W )) has
its predictable quadratic variation process 〈Σ¯φ(Y (·,W ))〉 absolutely continuous and given
by
〈Σ¯φ(Y (·,W ))〉t =
∫ t
0
Aφ2(Y (s,W ))ds. (44)
These observations are going to be crucial for our second-order analysis of iteration in-
finitely divisible and stationary STIT tessellations, given in the next Subsection 4.2.
4.2 Variance of the Total Surface Area in a Window W
It is the main purpose of this subsection to calculate the variance of the total surface
area of the iteration infinitely divisible random tessellation Y (t,W ), for a compact convex
window W ⊂ Rd with the property that Vold(W ) > 0. We let Λ be an arbitrary diffuse
and locally finite measure on H. Recall now (39) and note that it implies
Aφ2(Y (t,W )) =
∫
[W ]
∑
f∈Cells(Y ∩H)
φ2(f)Λ(dH)
=
∫
[W ]
ζ2(~n(H))
∫
W∩H
∫
W∩H
1[x, y are in the same cell of Y ∩H ]dxdyΛ(dH). (45)
Thus, using (43) and taking expectations of both sides yields immediately
VarΣφ(Y (t,W )) =
∫ t
0
∫
[W ]
ζ2(~n(H))
∫
H∩W
∫
H∩W
P(x, y are in the same cell of Y (s,W ) ∩H)dxdyΛ(dH)ds.
(46)
Taking into account that
P(x, y are in the same cell of Y (s,W ) ∩H) = exp(−sΛ([xy])),
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which follows from key property (a) and using (46) we end up with
Var(Σφ(Y (t,W ))) =
∫ t
0
∫
[W ]
ζ2(~n(H))
∫
W∩H
∫
W∩H
exp(−sΛ([xy]))dxdyΛ(dH)ds
=
∫
[W ]
ζ2(~n(H))
∫
W∩H
∫
W∩H
1− exp(−tΛ([xy]))
Λ([xy])
dxdyΛ(dH). (47)
For the stationary and isotropic case Λ = Λiso we want to evaluate this integral further in
the special case φ = Vold−1, i.e. when ζ ≡ 1. First, we use the affine Blaschke-Petkantschin
formula [40, Thm. 7.2.7] with q = 1 to obtain for any non-negative measurable function
h : (Rd)2 → R∫
Rd
∫
Rd
h(x, y)dxdy =
dκd
2
∫
L
∫
L
∫
L
h(x, y) ‖x− y‖d−1 ℓL(dx)ℓL(dy)dL,
where L is the space of lines in Rd with invariant measure dL, i.e. the affine 1-dimensional
Grassmannian in Rd and ℓL is the the Lebesgue measure on L with normalization as
specified in [40, Thm. 13.2.12]. Taking now
h(x, y) = 1[x ∈ W ]1[y ∈ W ] ‖x− y‖k g(x, y)
for some k > −d and another non-negative measurable function g : (Rd)2 → Rd we obtain∫
W
∫
W
‖x− y‖k g(x, y)dxdy = dκd
2
∫
L
∫
W∩L
∫
W∩L
‖x− y‖d−1+k g(x, y)ℓL(dx)dℓL(dy)dL.
(48)
For k = −1 this yields∫
W
∫
W
g(x, y)
‖x− y‖dxdy =
dκd
2
∫
L
∫
W∩L
∫
W∩L
‖x− y‖d−2 g(x, y)ℓL(dx)ℓL(dy)dL.
(49)
We replace now in (48) for k = 0, W by W ∩ H for some fixed hyperplane H and d by
d− 1 and get∫
W∩H
∫
W∩H
g(x, y)dxdy
=
(d− 1)κd−1
2
∫
LH
∫
W∩H∩L
∫
W∩H∩L
‖x− y‖d−2 g(x, y)ℓL(dx)ℓL(dy)dLH,
where by LH we mean the 1-dimensional affine Grassmannian restricted toH with invariant
measure dLH . Averaging the last expression over all hyperplanes H and using the fact that
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Λiso(dH)⊗ dLH = dL, see [40, Thm. 13.2.12], yields∫
H
∫
W∩H
∫
W∩H
g(x, y)dxdyΛiso(dH)
=
(d− 1)κd−1
2
∫
H
∫
LH
∫
W∩H∩L
∫
W∩H∩L
‖x− y‖d−2 g(x, y)ℓL(dx)ℓL(dy)dLHΛiso(dH)
=
(d− 1)κd−1
2
∫
L
∫
W∩L
∫
W∩L
‖x− y‖d−2 g(x, y)ℓL(dx)ℓL(dy)dL. (50)
By comparing (49) and (50) we finally conclude the non-trivial identity∫
[W ]
∫
W∩H
∫
W∩H
g(x, y)dxdyΛiso(dH) =
(d− 1)κd−1
dκd
∫
W
∫
W
g(x, y)
‖x− y‖dxdy (51)
for any non-negative measurable function g : (Rd)2 → R. Using Equation (14) in [31]
together with the the mean projection formula [40], Thm. 6.2.2 for q = j = d − 1 (or
equivalently using the sectional property (b) in Subsection 1.2) we get from (51) with
g(x, y) =
1− exp(−tΛiso([xy]))
Λiso([xy])
=
1− e−
2κd−1
dκd
t‖x−y‖
2κd−1
dκd
‖x− y‖
the following formula for Var(ΣVold−1(Y (t,W ))) = Var(Vold−1(Y (t,W ))):∫
[W ]
∫
H∩W
∫
H∩W
g(x, y)dxdyΛiso(dH) =
d− 1
2
∫
W
∫
W
1− e−
2κd−1
dκd
t‖x−y‖
‖x− y‖2 dxdy
=
d(d− 1)κd
2
∫ ∞
0
γW (r)
1− e−
2κd−1
dκd
tr
r2
rd−1dr
=
d(d− 1)κd
2
∫ ∞
0
γW (r)r
d−3
(
1− e−
2κd−1
dκd
tr
)
dr
by using d-dimensional spherical coordinates. Here
γW (r) =
∫
Sd−1
Vold(W ∩ (W + reϕ))νd−1(dϕ)
is the isotropized set-covariance function of the window W . Summarizing, we arrive at
Theorem 4 For the stationary and isotropic STIT tessellation Y (t) with surface intensity
t > 0 we have
Var(Vold−1(Y (t,W ))) =
d− 1
2
∫
W
∫
W
1− e−
2κd−1
dκd
t‖x−y‖
‖x− y‖2 dxdy = (52)
d(d− 1)κd
2
∫ ∞
0
γW (r)r
d−3
(
1− e−
2κd−1
dκd
tr
)
dr. (53)
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We specialize this now by taking W to be the ball in Rd with radius R > 0, i.e. W = BdR.
In this case, the isotropized set-covariance function γBdR(r) is given by
γBdR(r) = 2R
dκd−1
∫ 1
r
2R
(1− u2) d−12 du = 2κdRd
(
1
2
− r
2R
κd−1
κd
2F1
(
1
2
,
1− d
2
;
3
2
;
r2
4R2
))
(with 2F1 being the Gauss hypergeometric function) for 0 ≤ r ≤ 2R and 0 otherwise, see
[11, Chap. 4.8.4], and we have
Var(Vold−1(Y (t, BdR))) = d(d− 1)κdκd−1Rd
∫ 2R
0
(
1− e−
2κd−1
dκd
tr
)∫ 1
r
2R
(1− u2) d−12 durd−3dr
= d(d− 1)κdκd−1Rd
∫ 2R
0
(
1− e−
2κd−1
dκd
tr
)(
1
2
− r
2R
κd−1
κd
2F1
(
1
2
,
1− d
2
;
3
2
;
r2
4R2
))
rd−3dr,
where the constant before the integral may also be written as
d(d− 1)κdκd−1Rd = (d− 1)
2
√
πΓ
(
d+1
2
)
Γ
(
d
2
) Rd = 2(d− 1)
λ1
Rd
with λ1 from (3). In the even more special case d = 3 the isotropized set-covariance
function γB3R(r) takes the form
γB3R(r) =
{
4pi
3
R3
(
1− 3r
4R
+ r
3
16R3
)
: 0 ≤ r ≤ 2R
0 : r > 2R
and the variance integral can be evaluated in a closed form:
Var(Vol2(Y (t, B
3
R))) =
4π2
3t4
(
t2R2(12− 8tR + 3t2R2) + 24(1 + tR)e−tR − 24) .
(54)
The same closed form cannot be obtained for d = 2, since γB2R(r) has a more complicated
structure, i.e.
γB2R(r) = 2R
2 arccos
( r
2R
)
− r
2
√
4R2 − r2
for r between 0 and 2R and γB2R(r) = 0 for r > 2R. Unfortunately, the resulting integral
can in this case not further be simplified.
Another important task in this context is to determine the largeR fixed t asymptotics of the
variance Var(Vold−1(Y (t),WR)) for the family of growing windows WR = R ·W, R →∞.
For d = 2 we claim that
Var(Vol1(Y (t,WR)) ∼ πVol2(W )R2 logR, (55)
where∼ stands for the asymptotic equivalence of functions, i.e. f(R) ∼ g(R) iff f(R)/g(R)→
1 as R→∞. Indeed, this can be established by using (53), the relation γWR ∼ Vol2(WR) =
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R2Vol2(W ) valid uniformly for argument r = O(R/ logR), the observation that γWR → 0
for r = Ω(R logR), together with the fact that
∫ L(R)
0
(1 − e−cr)dr
r
∼ logR, c > 0, as soon
as logL(R) ∼ logR, and the key property (c) of STIT tessellations:
Var(Vol1(Y (t,WR))) = t
−2Var(Vol1(Y (1,WtR))) =
π
t2
∫ ∞
0
γWtR(1− e−
2
pi
r)
dr
r
∼ πt−2Vol2(WtR) log(tR) = πVol2(W )R2(logR + log t)
∼ πR2Vol2(W ) logR.
Another way to see it is to combine (63) below with the results from Subsection 5.2. Thus,
as we see, in the planar case the studied asymptotics only depends on the area ofW. Things
get more complicated for d > 2 though. To see it, use (52) and the scaling property (c) of
STIT tessellations to obtain
Var(Vold−1(Y (t,WR))) = R2(d−1)Var(Vold−1(Y (Rt,W ))
= R2(d−1)
d− 1
2
∫
W
∫
W
1− e−
2κd−1
dκd
Rt‖x−y‖
‖x− y‖2 dxdy.
Consequently, we get for d > 2 and R→∞
Var(Vold−1(Y (t,WR))) ∼ R2(d−1) d− 1
2
E2(W ) (56)
where E2(W ) is the 2-energy of W , see [23, Chap. 8] given by
E2(W ) =
∫
W
∫
W
‖x− y‖−2 dxdy. (57)
Observe that this does not extend for the separately treated case d = 2 because there the
integral in (57) diverges. It is easily seen that E2(·) enjoys a superadditivity property
E2(W1 ∪W2) ≥ E2(W1) + E2(W2), W1 ∩W2 = ∅ (58)
which stands in contrast to (55) where the asymptotic expression is linear in Vol2(W ).
We will now derive an integral geometric expression for this energy functional. Taking
g(x, y) ≡ 1 and k = −2 in (48) yields the remarkable identity
E2(W ) =
∫
W
∫
W
‖x− y‖−2dxdy = dκd
2
∫
L
∫
W∩L
∫
W∩L
‖x− y‖d−3 ℓL(dx)ℓL(dy)dL
=
dκd
(d− 1)(d− 2)
∫
L
Vol1(W ∩ L)d−1dL = 2
(d− 1)(d− 2)Id−1(W ), (59)
with Id−1(W ) being the (d−1)-st chord power integral ofW in the sense of [40, p. 363]. To
display the dependency of the asymptotic variance Var(Vold−1(Y (t,WR))) on the geometry
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of W we could take instead of the (d − 1)-st chord power integral Id−1(W ) of W also the
functional ∫
A(d,d−2)
V 2d−2(W ∩ E)dE,
where A(d, d− 2) is the set of affine (d− 2)-planes in Rd with invariant measure dE, since
Id−1(W ) =
(d− 1)dκd
2κd−1
∫
A(d,d−2)
V 2d−2(W ∩ E)dE
according to [40, Eq. (8.57)]. Thus, comparison with (59) yields the alternative represen-
tation
E2(W ) =
dκd
(d− 2)κd−1
∫
A(d,d−2)
V 2d−2(W ∩ E)dE.
The choice of one of these functionals is more or less a matter of taste, but we will take
Id−1(W ) here, because it will allow us in Section 6 a better comparison with other tessel-
lations models. Hence, combining (59) with (56) from above, we arrive for d ≥ 3, R→∞
at
Var(Vold−1(Y (t,WR))) ∼ 1
d− 2Id−1(WR) =
1
d− 2R
2(d−1)Id−1(W ). (60)
In general, Id−1(W ) cannot further be evaluated. But for W = Bd1 we have by applying
[40], Theorem 8.6.6 (with a corrected constant)
Id−1(B
d
1) = d2
d−2κdκ2d−2
κd−1
and, thus, the 2-energy of the d-dimensional unit ball Bd1 equals
E2(B
d
1) =
d2d−1
(d− 1)(d− 2)
κdκ2d−2
κd−1
=
2πd
(d− 1)(d− 2)Γ
(
d
2
)−2
.
In the particular case d = 3 we obtain the value E2(B
3
1) = 4π
2, which agrees with the
explicit variance formula (54). Another case, where the chord power integral can be eval-
uated is the practically relevant case of the cube C3a in R
3 with edge length a > 0. Here
we have
I2(C
3
1 ) =
5π
3
− 13
9
− 2
√
2π + 2π ln 2− 1
3
ln 2 + 4
√
2 arctan
√
2− 16F ≈ 3.7557
with
F =
∫ √3
√
2
arctan
√
x2 − 2
x
dx,
for a = 1 and in general I2(C
3
a) = a
4I2(C
3
1) which can easily be obtained from [15, Eq.
(15)] and the fact that Id−1 is homogeneous of degree 2d− 2.
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Remark 2 Note that in the 2-dimensional case the asymptotic variance of the total edge
length in WR may also be written as
Var(Vol1(Y (t,WR))) ∼ I1(W )R2 logR,
yielding some kind of consistency with the higher dimensional cases represented by (60).
But the argument using 2-energies given for d ≥ 3 above cannot be applied to prove this
formula.
Remark 3 In our situation, [40, Thm. 8.6.5] for
f(r) = f(‖x− y‖) = 1‖x− y‖g(x, y)
can be applied, to deduce that Var(Vold−1(Y (t,W ))) is maximal among all compact convex
bodies W with positive volume exactly for d-dimensional balls, i.e. when W = BdR.
Remark 4 In particular, Theorem 4 establishes weak long range dependence (see [39])
present in stationary and isotropic STIT tessellations Y (t), since
Var(Vold−1(Y (t,WR)))
Vold(WR)
∼
{
c2 logR→∞ : d = 2
cdE2(W ) Vold(W )
−1Rd−2 →∞ : d ≥ 3,
as R → ∞ with cd being space dimension dependent constants. Heuristically this can be
explained by the geometry of the I-facets of Y (t). It was shown above that the (d−1)-volume
of the typical I-facet has first but no second moment (see [25] in the planar case or [45]
for a much more detailed discussion). Thus, the I-facets of Y (t) can be extremely large,
but there are no ’full’ planes in the tessellations. This is reflected in the planar case by
the log-term in the asymptotic expression for the variance of the total edge length, whereas
in higher dimensions by the non-additivity of 2-energies determining the asymptotics. We
will compare this with other tessellation models at the end of this paper.
Remark 5 In the planar case, for W = B21 the unit ball and t = 1, (55) was independently
established by Lothar Heinrich (personal communication) using a quite different method
which allows also the derivation of (55) in its general form in the planar case d = 2. The
main idea is to dilate Y (t, B2R) – regarded as a random closed set in the plane – by a small
ball with radius ε and to use the capacity functional of Y (t, B2R) (see [31]) together with a
generalized Steiner formula and a limiting argument. Unfortunately the asymptotic formula
for the variance is not sufficient to establish a central limit theorem as will be shown below
in Section 5.
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4.3 Pair-Correlation Function and an Alternative Approach in
the Planar Case
The second moment measure µ
(2)
d (·×·) of the random surface area measure of the stationary
and isotropic STIT tessellation Y (t) ⊂ Rd can be defined by
µ
(2)
d (A1 × A2) := E[Vold−1(Y (t, A1)) Vold−1(Y (t, A2))],
where A1 and A2 are bounded Borel sets in R
d. By translation-invariance of the surface
area measure of Y (t) it is sufficient to regard the the reduced second moment measure Kd
of the random surface area measure of Y (t), see [43], and since we are also in the isotropic
case it is even enough to consider the reduced second moment function Kd(r) given by
Kd(r) := Kd(Bdr ), r ≥ 0.
Then quantity t ·Kd(r) can be interpreted as the mean surface area of faces of Y (t) within
a ball with radius r centered at a typical point of Y (t) (when the tessellation is regarded
under a suitable Palm distribution). In the case where Kd(r) is differentiable in r we can
consider the pair-correlation function gd(r) given by
gd(r) =
1
dκdrd−1
dKd(r)
dr
, r ≥ 0.
It describes the expected length density of Y (t) at a given distance r from a typical point
of Y (t).
From the variance formula in Theorem 4 the following can be easily deduced:
Corollary 7 The pair-correlation function gd(r) of the random surface area measure of
the stationary and isotropic random STIT tessellation Y (t) is given by
gd(r) = 1 +
d− 1
2t2r2
(
1− e−
2κd−1
dκd
tr
)
.
Especially for d = 2, gd(r) becomes
g2(r) = 1 +
1
2t2r2
(
1− e− 2pi rt
)
,
which was independently obtained by V. Weiss, J. Ohser and W. Nagel and will be pre-
sented in the forthcoming paper [47]. We want to briefly sketch an alternative approach
to obtain the variance of the total edge length of Y (t,W ), d = 2, by using their recent
results. The main result of [47] says that the second moment measure of the random length
measure induced by Y (t) coincides with the second moment measure of the length measure
induced by a Boolean segment process whose primary grain has length density pl(x) given
by (23), which is the density of the length distribution of the typical I-segment of Y (t) in
the planar case. For a Boolean segment process with length distribution function L and
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mean l of the typical segment we know that its reduced second moment function K2(r) is
given by
K2(r) = πr
2 +
1
LAl
(∫ r
0
x2L(dx) +
∫ ∞
r
(2xr − r2)L(dx)
)
,
see [42]. Here LA is the mean segment length per unit area. In our special case, with
l = pi
t
and LA = t and in view of the fact that length density (23) is a mixture of densities
of exponential distributions, where the mixing density equals 2s
t2
, by applying repeated
integration by parts we are led to
K2(r) = πr
2 +
π
t2
(
γ + ln
(
2
π
tr
)
+ Ei
(
2
π
tr
))
, (61)
with γ being the Euler–Mascheroni constant and Ei the exponential integral
Ei(x) =
∫ ∞
1
e−xy
y
dy.
Using now the definition of the pair-correlation function g2(r) and the fact that the deriva-
tive of Ei(x) equals −e−x/x we get the following formula for the pair-correlation function
g2(r) of the random length measure of Y (t):
g2(r) =
1
2πr
dK(r)
dr
= 1 +
1
2r2t2
(
1− e− 2pi rt
)
and this is the same as we obtained above in Corollary 7 for d = 2. Using the pair-
correlation function calculated in this way together with the formula
Var(Vol1(Y (t,W ))) = 2πt
2
∫ ∞
0
γW (r)g2(r)rdr − t2Vol22(W )
from [43, p. 233] we can also obtain (53) for d = 2. It should be emphasized though that
our original approach developed in Subsection 4.2 above yields information also on higher
dimensional cases. For example we have for the spatial case d = 3
g3(r) = 1 +
1
t2r2
(
1− e− 12 tr
)
,
K3(r) =
4π
3
r3 +
4π
3t3
(
3tr − 6 + 6e− 22 tr
)
.
The general expression for Kd(r) is rather complicated and involves again special functions
and is for this reason omitted.
5 Central Limit Problem
Having studied the first- and second-order properties of iteration infinitely divisible and
stationary STIT tessellations, we now pass to the central limit problem in the stationary
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(thus STIT) regime. This problem will be considered in two closely related settings, in-
terestingly leading to results of very different qualitative natures. First, in Subsection 5.1
we shall focus our interest on residual length/surface increment processes arising respec-
tively as cumulative length or surface area of I-facets born after a certain fixed time in the
MNW-construction. In this set-up we shall establish a functional central limit theorem
with the limit process identified as a suitable time-change of the standard Wiener process.
Next, we shall pass to the full length/surface process, taking into account also the I-facets
born at the very initial big bang stages of the MNW-construction, as descriptively termed
in [26]. It turns out that whereas in dimension 2 the functional central limit theorem and
Brownian convergence is preserved as shown in Subsection 5.2, this is no more the case
for dimensions 3 and higher, where non-Gaussian limits arise as argued in Subsection 5.3.
This apparently surprising phenomenon is in fact due to the influence of the big bang phase
itself, which is negligible in two dimensions but turns out crucial in higher dimensions.
To proceed with our discussion, we put WR := RW for R > 0 and with W standing for
a compact convex set of non-empty interior, to remain fixed throughout this section. We
also let Λ be some translation-invariant measure on H as in Section 1.2. Finally, we only
shall consider φ of the form (42) in this section.
5.1 Brownian Convergence for Length/Surface Increment Pro-
cesses
For fixed s0 > 0 we consider the centered surface increment process(
1
Rd/2
[Σ¯φ(Y (t,WR))− Σ¯φ(Y (s0,WR))]
)
t∈[s0,1]
corresponding to the increments of Σφ(Y (t,WR)) relative to some initial time moment s0
in the MNW-construction. The main theorem of this subsection is
Theorem 5 For each s0 > 0 the centered surface increment process(
SR,Ws0,t :=
1
Rd/2
[Σ¯φ(Y (t,WR))− Σ¯φ(Y (s0,WR))]
)
t∈[s0,1]
,
converges in law, as R→∞, on the space D[s0, 1] of right continuous functions with left-
hand limits (ca`dla`g) on [s0, 1] endowed with the usual Skorokhod topology [2, Chap. 3, Sec.
14], to time-changed Wiener process
t 7→ WVW (φ,Λ) ∫ ts0 s1−dds,
where W(·) is the standard Wiener process and VW (φ,Λ) is given by (63) or alternatively
(72) below. In particular,
SR,Ws0,1 =
1
Rd/2
[Σ¯φ(Y (1,WR))− Σ¯φ(Y (s0,WR))]
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converges in law to N (0, VW (φ,Λ)
∫ 1
s0
s1−dds), a normal distribution with mean 0 and vari-
ance VW (φ,Λ)
∫ 1
s0
s1−dds.
Note that this statement cannot be extended to s0 ↓ 0, as would be of interest as poten-
tially yielding Gaussian limit for Σ¯φ(Y (1,WR)). The problem is that the variance integral
VW (φ,Λ)
∫ t
s0
s1−dds diverges at 0. As already signalled above, we will see below that this
difficulty can be overcome for d = 2 but not for d > 2 where we will obtain non-Gaussian
limits for suitably normalized Σ¯φ(Y (1,WR)).
Proof of Theorem 5 Note first that
1
Rd
Aφ2(Y (1,WR)) =
1
R
∫
[WR]
1
Rd−1
ζ2(~n(H))
∑
f∈Cells(H∩Y (1,WR))
Vol2d−1(f)Λ(dH) =
∫
[W ]
1
Rd−1
ζ2(~n(H))
∑
f∈Cells(RH∩Y (1,WR))
Vol2d−1(f)Λ(dH). (62)
We claim that upon letting R→∞ this converges in probability to
VW (φ,Λ) :=
∫
[W ]
ζ2(~n(H)) Vold−1(H ∩W )EVol
2
d−1(TypicalCell(H ∩ Y (1)))
EVold−1(TypicalCell(H ∩ Y (1)))Λ(dH)
= Vold(W )
∫
Sd−1
ζ2(u)
EVol2d−1(TypicalCell(u
⊥ ∩ Y (1)))
EVold−1(TypicalCell(u⊥ ∩ Y (1)))R(du), (63)
where u⊥ is the orthogonal complement of u ∈ Sd−1 and R is the directional distribution
of the stationary STIT tessellations Y (t) as given in (2). To see it, recall that RH ∩ Y (1)
is a STIT tessellation in RH for each R > 0 and H ∈ H. Thus, applying [40, (4.6) and
Thm 4.1.3] and (10.4) ibidem to this tessellation, we have
lim
R→∞
1
Rd−1
E
∑
f∈Cells(RH∩Y (1,WR))
Vol2d−1(f)
= Vold−1(H ∩W )EVol
2
d−1(TypicalCell(H ∩ Y (1)))
EVold−1(TypicalCell(H ∩ Y (1))) . (64)
Next, we observe that RH ∩ Y (1,WR) D= R ·H (H ∩ W ) ∩ Y (1) where ·H is the scalar
multiplication relative in H, that is to say H ∋ R ·H x = pH(0) + R(x − pH(0)), x ∈ H
with pH standing for the orthogonal projection on H. Thus, using the strong mixing and
tail triviality theory for STIT tessellations recently developed by Lachie`ze-Rey [21, Thm
2], noting that tail trivial stationary processes are ergodic [10, Prop. 14.9] and then
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using the standard multidimensional ergodic theorem, see e.g. Cor. 14.A5 ibidem, to
1
Rd−1
∑
f∈Cells(R·H (H∩W )∩Y (1))Vol
2
d−1(f), we get from (64) that
lim
R→∞
1
Rd−1
∑
f∈Cells(RH∩Y (1,WR))
Vol2d−1(f)
= Vold−1(H ∩W )EVol
2
d−1(TypicalCell(H ∩ Y (1)))
EVold−1(TypicalCell(H ∩ Y (1))) (65)
in probability. Putting this together with (62) and integrating over [W ] yields
lim
R→∞
1
Rd
Aφ2(Y (1,WR)) = VW (φ,Λ) in probability (66)
as required. Note now that by scaling properties of Y (s,WR) (see key property (c)) and
φ2 for s > 0 we have
1
Rd
Aφ2(Y (s,WR))
D
=
1
Rds2d−1
Aφ2(Y (1,WsR))
D
=
1
sd−1
1
(Rs)d
Aφ2(Y (1,WsR)).
(67)
Thus, combining (66) with the scaling relation (67) we get
lim
R→∞
1
Rd
Aφ2(Y (s,WR)) =
1
sd−1
VW (φ,Λ) in probability uniformly in s ∈ [s0, 1].
(68)
This crucial statement puts us now in context of the general martingale limit theory.
Indeed, using (43) we see that SR,Ws0,s = 1Rd/2 [Σ¯φ(Y (1,WR))−Σ¯φ(Y (s0,WR))] is a martingale
with absolutely continuous predictable quadratic variation process
〈SR,Ws0,· 〉t =
∫ t
s0
1
Rd
Aφ2(Y (s,WR))ds, (69)
see [16, Thm. 4.2]. In these terms, (68) yields for each t
lim
R→∞
〈SR,Ws0,· 〉t =
∫ t
s0
1
sd−1
VW (φ,Λ) in probability. (70)
We want now to apply the martingale functional limit theorem, see e.g. [48, Thm 2.1].
The condition (ii.6) there is just (70) whereas condition (ii.4) there is trivially verified
because the predictable quadratic variation 〈SR,Ws0,· 〉 has no jumps by (69). It remains to
check the condition (ii.5) ibidem, which is that the second moment of the maximum jump
J (SR,Ws0,· ; 1) of the process (SR,Ws0,s )s∈[s0,1] goes to 0 as R → ∞. To this end, note first that,
with probability one, J (SR,Ws0,· ; 1) is bounded above by a constant multiple of R−d/2 times
the (d − 1)-th power of the diameter of the largest cell of Y (s0,WR). Since the typical
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cell of Y (s0) is Poisson with intensity measure s0Λ by property (a) of STIT tessellations,
we conclude by standard properties that the expected number of cells in Y (s0,WR) with
diameters exceeding D is of the order O(Rd exp(−D)) since Λ has been assumed to have its
support spanning the whole of Rd, see Subsection 1.2. Summarizing, setting u = Dd−1R−d/2
we are led to
P(J (SR,Ws0,· ; 1) > u) = O(Rd exp(−Rd/(2d−2)u1/(d−1))). (71)
Clearly, (71) is much more than enough to guarantee that
lim
R→∞
EJ 2(SR,Ws0,· ; 1) = 0
which gives the required condition (ii.5) of Theorem 2.1 in [48]. Upon a trivial time change,
this theorem yields now the functional convergence in law as stated in our Theorem 5. This
completes the proof. ✷
An alternative formula can be provided for the factor VW (φ,Λ). Denote by Π the as-
sociated zonoid of STIT tessellation with generating hyperplane measure Λ, by Πo its dual
body and by R the directional distribution of the STIT tessellation. Then we have
Proposition 1 It holds
VW (φ,Λ) = Vold(W )
(d− 1)!
2d−1
∫
Sd−1
ζ2(u) Vold−1((Π|u⊥)o)R(du), (72)
where Π|u⊥ stands for the orthogonal projection of Π onto the hyperplane u⊥ and where the
polar body (Π|u⊥)o is considered relative to u⊥. In the isotropic case, i.e. when R = νd−1,
this reduces to
VW (φ,Λiso) = Vold(W )2
d−1πd−
3
2Γ
(
d+ 1
2
)d−1
Γ
(
d
2
)2−d ∫
Sd−1
ζ2(u)νd−1(du).
In particular for ζ ≡ 1, W = Bd1 the unit ball and d = 2 and d = 3 we get the values
VB2
1
(Vol1,Λiso) = π
2 and VB3
1
(Vol2,Λiso) =
32
3
π2,
respectively.
Proof of Proposition 1 First, [9, Cor. 3.7] provides a formula for the second moment
of the volume of the typical Poisson cell of a stationary Poisson hyperplane tessellation in
Rd. In terms of the zonoid Π it reads
EVol2d(TypicalCell(PHT(Λ))) =
d!
2d
Vold(Π
o)
Vold(Π)
,
40
where we have used formula [40, (4.63)]. Moreover, the mean volume of TypicalCell(PHT(Λ))
is given by
EVold(TypicalCell(PHT(Λ))) =
1
Vold(Π)
according to [40, Thm. 10.3.3 and (10.4)]. Using now Eq. (4.61) ibidem, key property (a)
of STIT tessellations and replacing d by d− 1 in the last to formulas we obtain (72). ✷
5.2 Gaussian Limits in the Planar Case
In the planar case the asymptotic behaviour of Σ¯φ(Y (1,WR)) turns out to be Gaussian.
We write
τ(s, R) := exp([logR− log logR](s− 1)) = Rs−1(logR)1−s (73)
and we define the total length process
LR,Ws :=
1
R
√
logR
Σ¯φ(Y (τ(s, R),WR)), s ∈ [0, 1]. (74)
The main result of this subsection is
Theorem 6 The total length process (LR,Ws )s∈[0,1] converges in law, as R → ∞, on the
space D[0, 1] of ca`dla`g functions on [0, 1] endowed with the usual Skorokhod topology, to
(
√
VW (φ,Λ)Ws)s∈[0,1] where, again, W(·) stands for the standard Wiener process.
In particular, for φ = Vol1 we have
1
R
√
logR
Σ¯Vol1(Y (1,WR)) =⇒ N (0, πVol2(W ))
for the stationary and isotropic STIT tessellation Y (1) in the plane, where =⇒ means
convergence in law.
Proof of Theorem 6 Note first that
τ(0, R) =
logR
R
, τ(1, R) = 1,
∂
∂s
τ(s, R) = τ(s, R)[logR − log logR]. (75)
Thus, defining the auxiliary process
MR,Ws =Ms :=
1
R
√
logR − log logR [Σ¯φ(Y (τ(s, R),WR))− Σ¯φ(Y (τ(0, R),WR))] (76)
and using (43) with WR := RW and under variable substitution s := τ(u,R) and t := s
with LHS variables corresponding to the notation of (43) and RHS to that used here, we
see that, by (75),
(Ms)
1
s=0 and
(
M2s −
∫ s
0
τ(u,R)
R2
Aφ2(Y (τ(u,R),WR))du
)
s∈[0,1]
(77)
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are ℑτ(s,R)-martingales. In particular, see [16, Thm. 4.2], the predictable quadratic varia-
tion process 〈M〉s is given by
〈M〉s =
∫ s
0
τ(u,R)
R2
Aφ2(Y (τ(u,R),WR))du, s ∈ [0, 1]. (78)
Repeating the argument leading to (68) we see that
lim
R→∞
τ(s, R)
R2
Aφ2(Y (τ(s, R),WR)) = VW (φ,Λ) in probability, uniformly in s ∈ [0, 1].
(79)
Note that the uniformity in s comes, as in the case of (68), from the relation (67) implying
that, in distribution, all instances of the LHS for different values of s are just scaling
instances of the same object R˜−2Aφ2(Y (1,WR˜)) for R˜ = R/τ(s, R) and thus, in terms of
the considered convergence in probability to a deterministic limit, we are just dealing with
a single asymptotic statement. Consequently, by (79) and in full analogy to (70),
lim
R→∞
〈M〉s =
∫ s
0
VW (φ,Λ)du = sVW (φ,Λ) in probability. (80)
Thus, we are again in a position to apply [48, Thm 2.1] yielding the functional convergence
in law, as R → ∞, in D[0, 1] of (Ms)s∈[0,1] to (
√
VW (φ,Λ)Ws)s∈[0,1]. Indeed, condition
(ii.6) there is just (80), condition (ii.4) is trivial in view of (78), whereas the condition
(ii.5) is verified by noting that, with probability one, J (M ; 1) = 1
R
√
logR
O(R diam(W )) =
O(1/
√
logR) so that in particular limR→∞ EJ 2(M ; 1) = 0 as required. Denoting now by
CR,W the correction term (R
√
logR)−1Σ¯φ(Y (τ(0, R),WR)) such that
LR,Ws = CR,W +
√
logR− log logR
logR
Ms,
noting that logR− log logR ∼ logR and that, by the scaling property (c) of STIT tessel-
lations and by (55),
Var(CW,R) = O([R−2(logR)−1][R2/(logR)2][(logR)2(log logR)]) = O(log logR/ logR)
(81)
we see that the processes Ms and LR,Ws are asymptotically equivalent in D[0, 1] as R→∞.
This completes the proof of Theorem 6. ✷
Remark 6 In the context of proof of Theorem 6 it should be remarked that the ’negligible
correction term’ CR,W has its variance of order O(log logR/ logR) and thus indeed tending
to 0, but extremely slowly. Consequently, although the Gaussian CLT holds for LR,W0 ,
it is quite natural to expect that the convergence rates are extremely slow, conjecturedly
logarithmic. This is due to the fact that dimension 2 is the largest dimension (critical
dimension) where the Gaussian limits are still present. In dimensions 3 and higher there
is no Gaussian CLT and the ’correction term’ analogous to CR,W will turn out order-
determining rather than negligible, as shown in the next subsection.
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5.3 Non-Gaussian Limits for d > 2
We claim that the argument of Subsection 5.2 above cannot be repeated for d > 2. Intu-
itively, this is due to the fact that for d > 2 the variance order of Σ¯φ(Y (1,WR)) is O(R
2(d−1))
and so even the very first faces born in the cell division process already do bring a non-
negligible contribution to the overall variance. Thus, we cannot split the whole STIT
construction into the warm-up phase (t ∈ [0, R−1 logR] for d = 2) with negligible variance
contribution and the proper phase unfolding already in a typical STIT environment. In
fact, we claim CLT does not hold for STIT length functionals in dimension greater than
2! To see it, observe first that, by the scaling property (c) of STIT tessellations,
R−(d−1)Σ¯φ(Y (1,WR))
D
= Σ¯φ(Y (R,W )). (82)
Further, recall that by (43) the process R 7→ Σ¯φ(Y (R,W )) is a square-integrable martin-
gale with absolutely continuous predictable quadratic variation process given in (44) and,
moreover, by (47) we have
EΣ¯2φ(Y (R,W )) =
∫
[W ]
ζ2(~n(H))
∫
W∩H
∫
W∩H
1− exp(−RΛ([xy]))
Λ([xy])
dxdyΛ(dH)
which is bounded uniformly in R. Consequently, by the martingale convergence theorem,
there exists a centered square-integrable random variable Ξ(W ) such that
Ξ(W ) = lim
R→∞
Σ¯φ(Y (R,W )) (83)
a.s. and in L2 and, moreover,
VarΞ(W ) =
∫
[W ]
ζ2(~n(H))
∫
W∩H
∫
W∩H
1
Λ([xy])
dxdyΛ(dH). (84)
Using now (82) we readily conclude that
R−(d−1)Σ¯φ(Y (1,W )) =⇒ Ξ(W ) (85)
as R→∞.
We claim that the variable Ξ(W ) is not normal. Even though we are able to show this fact
for allW and translation invariant Λ by establishing non-Gaussian tail decay, for simplicity
we only give a proof for an easily tractable particular case, postponing the study of more
involved properties of the random field Ξ(W ), W ⊆ Rd for a future paper. Namely, take
W = [0, 1]d and
Λ :=
d∑
i=1
∫ +∞
−∞
δrei+e⊥i dr (86)
where ei, i = 1, . . . , d are vectors of the standard orthonormal basis for R
d and δrei+e⊥i
is the unit mass concentrated on the hyperplane orthogonal to ei in distance r from the
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origin. Consider the event EN , N > 0, that only hyperplanes orthogonal to e1 have been
born during the time [0, 1] of the MNW-construction and their number exceeds N. Observe
that, in view of the form (86) of Λ, P(EN) = exp(−d)
∑∞
k=N+1
1
k!
and thus
log P(EN) = −Θ(N logN), (87)
where by Θ(·) we mean something bounded both from below and above by multiplicities
of the argument, i.e. Θ(·) = O(·) ∩ Ω(·). Further, given a fixed collection of all hyper-
planes H1, . . . , Hk, k > N, born at times between 0 and 1, on the event EN we see that
the conditional law of Ξ(W ) coincides with that of k − d plus sum of independent copies
ξ1, . . . , ξk+1 of Ξ(W1), . . . ,Ξ(Wk+1) respectively, where Wj, j = 1, . . . , k + 1, are paral-
lelepipeds into which W is partitioned by H1, . . . , Hk. Note that the extra k above is the
sum of (d − 1)-volumes of Hi ∩W whereas −d = −EΣφ(Y (1,W )) is the centering term.
Since Var[ξ1+ . . .+ ξk+1] =
∑k+1
j=1 VarΞ(Wj) which is bounded above by VarΞ(W ) in view
of (84), by Chebyshev’s inequality we get P(ξ1+ . . .+ ξk+1 ≥ −2
√
VarΞ(W )) ≥ 3/4. Thus,
in view of (87)
P(Ξ(W ) > N) ≥ 3
4
P
(
E
N+2
√
Var Ξ(W )+d
)
= exp(−Θ(N logN)). (88)
Since Gaussian variables exhibit tail decay of the order exp(−Θ(N2)), the random variable
Ξ(W ) cannot be normal, which completes our argument.
6 Comparison with other Tessellation Models
This section is devoted to a comparison of the stationary and isotropic STIT tessellations
Y (t) with stationary and isotropic Poisson hyperplane tessellations and Poisson-Voronoi
tessellation with the same surface intensity t > 0 stemming from a stationary Poisson pro-
cess (we restrict ourselves to the isotropic case, since Poisson-Voronoi tessellations based on
stationary Poisson processes are automatically isotropic). This is of particular interest for
the statistical analysis of random tessellations, for example when constructing asymptotic
confidence intervals for mean value estimators and for goodness-of-fit tests. A first example
was considered in in [34] where the linear contact distribution was used as a criterion. The
mean values obtained in [32], [33] and [46] can be used for such a test and now also some
second order quantities. More details on goodness-of-fit tests for random tessellations can
for example be found in [39] together with a couple of examples.
Denote by PHT(t,W ) the stationary and isotropic Poisson hyperplane tessellation inside
a bounded convex window W ⊂ Rd. For d = 2 we will write PLT(t,W ) instead of
PHT(t,W ), since hyperplanes are just lines in this case. It was shown in [12] that the
asymptotic variance of the total k-volume of the k-faces of PHT(t,W ) equals
Var(Volk(PHT(t,W ))) ∼ t2(d−k)−1(d− k)2
(
d
k
)2
κ2d
κ2k
(
κd−1
dκd
)2(d−k)
J(W )
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with
J(W ) =
∫
H
Vol2d−1(W ∩H)Λiso(dH). (89)
In the case W = BdR this integral can be evaluated explicitly and we have
J(BdR) =
((d− 1)!κd−1)2
(2d− 1)! (2R)
2d−1.
For Poisson-Voronoi tessellations PVT(γ,W ) (here restricted to W ) constructed from a
stationary Poisson point processes in Rd with intensity γ we have from [13]
Var(Volk(PVT(γ,W ))) ∼ τ (d)k γ
d−2k
d Vold(W ).
Unfortunately, no analytic expression for τ
(d)
k is currently known. Only for the planar case
Brakke [4] has obtained
τ
(2)
1 ≈ 1.0445685
as the result of the evaluation of a rather involved multiple integral. That is the reason,
why we will restrict in this context to the planar case d = 2. Here we have
J(B2R) =
16
3
R3
and
Var(Vol1(PLT(t, B
2
R))) ∼
16
3
tR3.
For the planar Poisson-Voronoi tessellation PVT(γ) it is well known that its edge length
intensity LA is related to γ by LA = 2
√
γ. Taking now LA = t as the parameter, we obtain
Var(Vol1(PVT(t
2/4, B2R)) ∼ πτ (2)1 R2,
which is in particular independent of the edge length intensity t. The last fact can in-
tuitively explained as follows: per unit area we have, in mean, t
2
4
cells with mean total
perimeter c1 · t. Thus, a single cell has mean perimeter c2t and Variance c3t2. Since the
cells are ’almost independent’ of each other (see [40, Chap. 10.5]), these variances add up
and t2 cancels out (here c1, c2, c3 stand for some real constants). In fact a lot more is known
about the typical geometry of Poisson-Voronoi tessellations in the plane, including further
explicit information, see e.g. Calka [6, 7]. In Fig. 3 the graphs of the total variance of the
edge length of Y (1, B2R), PLT(1, B
2
R) and PVT(1/4, B
2
R) as a function of R are compared
and the behaviour discussed above is visualized. As already observed in earlier papers,
STIT tessellations turn out to interpolate between Poisson line and Poisson-Voronoi tes-
sellations in some sense. The list where this is true can now be extended by the variance
of the total edge length (or more generally the total surface area).
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Figure 3: Comparison of the asymptotic variance of the total edge length for a STIT
tessellation Y (1) (thick line) with that of a Poisson line tessellation (dashed line) and a
Poisson-Voronoi tessellation (thin line) with the same surface intensity in a growing ball
B2R
We can also compare the reduced second moment function and the pair-correlation func-
tion of Y (t) given by (61) and (62) with the corresponding functions of a stationary and
isotropic Poisson hyperplane tessellation PHT(t) with the same surface intensity t > 0.
We will denote these two functions by K
PHT(t)
d (r) and g
PHT(t)
d (r). From Slivnyak’s theorem
for Poisson processes one immediately infers that tK
PHT(t)
d (r) is given by tK
PHT(t)
d (r) =
Vold−1(Bd−1r ) + tVold(B
d
r ) and thus
K
PHT(t)
d (r) =
κd−1
t
rd−1 + κdrd.
From the definition of the pair-correlation function we obtain now
g
PHT(t)
d (r) =
1
dκdrd−1
dK
PHT(t)
d (r)
dr
= 1 +
(d− 1)κd−1
dκdtr
.
Especially for the planar case d = 2, i.e. for the Poisson line tessellation PLT(t) we have
the formulas
K
PLT(t)
2 (r) = πr
2 +
2r
t
and g
PLT(t)
2 (r) = 1 +
1
πtr
.
We have to skip the comparison of the K-function and the pair-correlation function be-
tween the STIT and Poisson-Voronoi tessellations, since nothing seems to be known about
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Figure 4: Fig. 3: Comparison of the K-function (left) and the pair-correlation function
(right) for a STIT tessellation Y (1) and a Poisson line tessellation PLT(1) with the same
parameter
the pair-correlation function of the random length measure of a planar Poisson-Voronoi
tessellation. However, the second order analysis of the point process of nodes of a Voronoi
tessellations is rather involved and we refer the reader to Heinrich and Muche [14] and
references therein for details, including numerics. In Fig. 4 we can see that the K-function
and the pair-correlation function of a planar STIT tessellation and a Poisson line tes-
sellation are very close together and it seems – having statistical applications in mind –
that comparing variances could be more fruitful and could yield much better information
about the underlying tessellation model than a comparison of the reduced second moment
function or the pair correlation function (the picture is essentially the same for any space
dimension).
In the last 15 years, central limit theorems for random tessellations have been considered
by many authors, mostly for the case of stationary and isotropic Poisson hyperplane or
stationary and isotropic Poisson-Voronoi tessellations, see Heinrich [12] and the references
therein. Elegant proofs of central limit theorems for Poisson hyperplane tessellations rely
on the fact, that many functionals may be expressed as U-statistics with a special kernel
function. Application of Hoeffings’s decomposition and Hoeffding’s central limit theorem
for U-statistics leads now to limit theorems for geometric functionals of Poisson hyperplane
tessellations. The classical Crame´r-Wold device also allows multivariate extensions. Note
that in all cases the limit distribution is a normal distribution. Note that the non-additive
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ovoid functional J(W ) from (89) may also be written as
J(W ) =
2κd−1
d2κd
Id(W ),
where Id is the d-th chord power integral of W (here one uses again the affine Blaschke-
Petkantschin formula to show the equality). It means that the asymptotic variance of the
total surface area of a Poisson hyperplane tessellation depends on W by Id(W ) and also
on the surface intensity t.
The central limit theorems for functionals of the Poisson-Voronoi tessellations, as provided
by many authors [1, 12, 13, 14, 35, 36, 37, 38], are mainly based on their strong mixing
properties and the fact that they exhibit exponential decay of dependencies, whereas Pois-
son hyperplane tessellations are strongly mixing, but long-range dependent, which means
that we observe slow decay of the correlations between distant parts of the tessellations.
Unfortunately – as already explained above – the results are much less explicit in this case,
since most often analytic expressions for variances are not known. But again, the limit
distribution were shown to be normal distributions in all cases. The asymptotic variances
are shown to depend on the shape of the sequence of growing observation windowsWR only
through their volume Vold(W ) which may itself also be (artificially) expressed as
2
dκd
I1(W ),
where I1(W ) is the first-order chord power integral of W . They also depend (beside the
planar case) on the parameter t.
In the following table the facts about asymptotic variances of the total surface area of a
PHT, a PVT and a STIT tessellation in the sequence of growing convex observation win-
dows WR ⊂ Rd are summarized for the isotropic cases (cd denotes some space dimension
dependent constant, but not necessarily always the same, and Ik(W ) is the k-th chord
power integral of W ).
Model PVT STIT PHT
Var(Vold−1(·,WR)) cdt2−dI1(W )Rd c2I1(W )R2 logR (d = 2)
cdId−1(W )R2d−2 (d ≥ 3)
cdtId(W )R
2d−1
There are also some central limit theorems for stationary iterated tessellations, which were
motivated by potential applications in telecommunication. However, these theorems do not
lead to corresponding results for STIT tessellations. As a nice survey for the central limit
theory of Poisson hyperplane, Poisson-Voronoi and iterated tessellations with full proofs
and several applications we recommend the small book [39]. Another recommendable
source is the recent survey [8].
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