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Abstract
Many tasks, including language generation, bene-
fit from learning the structure of the output space,
particularly when the space of output labels is
large and the data is sparse. State-of-the-art neu-
ral language models indirectly capture the output
space structure in their classifier weights since
they lack parameter sharing across output labels.
Learning shared output label mappings helps, but
existing methods have limited expressivity and are
prone to overfitting. In this paper, we investigate
the usefulness of more powerful shared mappings
for output labels, and propose a deep residual out-
put mapping with dropout between layers to better
capture the structure of the output space and avoid
overfitting. Evaluations on three language gener-
ation tasks show that our output label mapping
can match or improve state-of-the-art recurrent
and self-attention architectures, and suggest that
the classifier does not necessarily need to be high-
rank to better model natural language if it is better
at capturing the structure of the output space.
1. Introduction
Learning the structure of the output space benefits a wide
variety of tasks, such as object recognition and novelty de-
tection in images (Weston et al., 2011; Socher et al., 2013;
Frome et al., 2013; Zhang et al., 2016; Chen et al., 2018a),
zero-shot prediction in texts (Dauphin et al., 2014; Yazdani
& Henderson, 2015; Nam et al., 2016; Rios & Kavuluru,
2018), and structured prediction in either images or text
(Srikumar & Manning, 2014a; Dyer et al., 2015; Belanger
& McCallum, 2016; Graber et al., 2018). When the space of
output labels is large or their data is sparse, treating labels
as independent classes makes learning difficult, because
identifying one label is not helped by data for other labels.
This problem can be addressed by learning output label em-
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beddings to capture the similarity structure of the output
label space, so that data for similar labels can help classi-
fication, even to the extent of enabling few-shot or even
zero-shot classification. This approach has been particularly
successful in natural language generation tasks, where word
embeddings give a useful similarity structure for next-word-
prediction in tasks such as machine translation (Vaswani
et al., 2017) and language modeling (Merity et al., 2017).
Existing neural language models typically use a log-linear
classifier to predict words (Vaswani et al., 2017; Chen et al.,
2018b). We can view the output label weights as a word
embedding, and the input encoder as mapping the context to
a vector in the same embedding space. Then the similarity
between these two embeddings in this joint input-label space
is measured with a dot product followed by the softmax
function. We will refer to this part as the classifier, distinct
from the input encoder which only depends on the input
and the label encoder which only depends on the label. To
improve performance and reduce model size, sometimes the
output label weights are tied to the input word embedding
vectors (Inan et al., 2016; Press & Wolf, 2017), but there is
no parameter sharing taking place across different words,
which limits the effective transfer between them.
Recent work has shown improvements over specific vanilla
recurrent architectures by sharing parameters across outputs
through a bilinear mapping on neural language modeling
(Gulordava et al., 2018) or a dual nonlinear mapping on
neural machine translation (Pappas et al., 2018), which can
make the classifier more powerful. However, the shallow
modeling constraints and the lack of regularization capabil-
ities limit their applicability on arbitrary tasks and model
architectures. Orthogonal to these studies, Yang et al. (2018)
achieved state-of-the-art improvements on language model-
ing by increasing the power of the classifier using a mixture
of softmax functions, albeit at the expense of computational
efficiency. A natural question arises of whether one can
make the classifier more powerful by simply increasing the
power of the label mapping while using a single softmax
function without modifying its dimensionality or rank.
In this paper, we attempt to answer this question by in-
vestigating alternative neural architectures for learning the
embedding of an output label in the joint input-label space
which address the aforementioned limitations. In particular,
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we propose a deep residual nonlinear output mapping from
word embeddings to the joint input-output space, which bet-
ter captures the output structure while it avoids overfitting
with two different dropout strategies between layers, and
preserves useful information with residual connections to
the word embeddings and, optionally, to the outputs of pre-
vious layers.1 For the rest of the model, we keep the same
input encoder architecture and still use the dot product and
softmax function for output label prediction.
We demonstrate on language modeling and machine transla-
tion that we can match or improve state-of-the-art recurrent
and self-attention architectures by simply increasing the
power of the output mapping, while using a single softmax
operation and without changing the dimensionality or rank
of the classifier. The results suggest that the classifier does
not necessarily need to be high rank to better model lan-
guage if it better captures the output space structure. Further
analysis reveals the significance of different model compo-
nents and improvements on predicting low frequency words.
2. Background: Neural Language Generation
The output layer of neural models for language genera-
tion tasks such as language modeling (Bengio et al., 2003;
Mikolov & Zweig, 2012; Merity et al., 2017), machine trans-
lation (Bahdanau et al., 2015; Luong et al., 2015; Johnson
et al., 2017) and summarization (Rush et al., 2015; Paulus
et al., 2018), typically consists of a linear unit with a weight
matrix W ∈ IRdh×|V| and a bias vector b ∈ IR|V| followed
by a softmax activation function, where V is the vocabu-
lary. Thus, at a given time t, the output probability distri-
bution for the current output yt conditioned on the inputs
i.e. the previous outputs, yt−11 = (y1,y2, · · · ,yt−1) with
yi ∈ {0, 1}|V| :
∑|V|
j yij = 1 ∀ i ∈ N , is defined as:
p(yt|yt−11 ) ∝ exp(WTht + b), (1)
where ht is the input encoder’s hidden representation at time
t with dh dimensions. The parameterisation in Eq. 1 makes
it difficult to learn the structure of the output space or to
transfer this information from one label to another because
the parameters for output label i,WTi , are independent from
the parameters for any other output label j, WTj .
2.1. Weight Tying
Learning the structure of the output space can be helped by
learning it jointly with the structure of input word embed-
dings, but this still does not support the transfer of learned
information across output labels. In particular, since the
output labels are words and thus the output parameters WT
have one row per word, it is common to tie these parameters
1Our code and settings are available at http://github.
com/idiap/drill.
with those of the input word embeddings E ∈ IR|V|×d, by
setting W = ET (Inan et al., 2016; Press & Wolf, 2017).
Making this substitution in Eq 1, we obtain:
p(yt|yt−11 ) ∝ exp(Eht + b) (2)
Although there is no explicit transfer across outputs, this
parameterisation can implicitly learn the output structure,
as can be seen if we assume an implicit factorization of the
input embeddings, E ≈ ElWl as in (Mikolov et al., 2013).
2.2. Bilinear Mapping
The above bilinear form, excluding the bias, is similar to the
form of joint input-output space learning models (Yazdani
& Henderson, 2015; Nam et al., 2016) which have been
proposed in the context of zero-shot text classification. This
motivates the learning of explicit relationships across out-
puts and inputs through parameter sharing via Wl as above.
By substituting this factorization in Eq 2, we obtain:
p(yt|yt−11 ) ∝ exp(ElWlht + b) (3)
where Wl ∈ IRd×dh is the bilinear mapping and E,ht are
the output embeddings and the encoded input respectively,
as above. This parametrization has been previously also
proposed by Gulordava et al. (2018) for language modeling
albeit with a different motivation, namely to decouple the
hidden state from the word embedding prediction.
2.3. Dual Nonlinear Mapping
Another existing output layer parameterisation which ex-
plicitly learns the structure of the output is from (Pappas
et al., 2018). Specifically, two nonlinear functions, gout(·)
and gin(·), are introduced which aim to capture the output
and context structure respectively:
p(yt|yt−11 ) ∝ exp
(
gout(E)gin(ht) + b
)
, (4)
∝ exp(σ(EU+ bu)σ(Vht + bv) + b) (5)
where σ(·) is a nonlinear activation function such as ReLU
or Tanh, the matrix U ∈ IRd×dj and bias bu ∈ IRdj are
the linear projection of the encoded outputs, and the matrix
V ∈ IRdj×dh and bias bv ∈ IRdj are the linear projection
of the context, and b ∈ IRV captures the biases of the target
outputs in the vocabulary.
The parameterisation of Eq. 5 enables learning a more rich
output structure than the bilinear mapping of Eq. 3 because
it learns nonlinear relationships. Both, however, allow for
controlling the capacity of the output layer independently
of the dimensionality of the context ht and the word em-
bedding E, by increasing the breadth of the joint projection,
e.g. the dimensionality of the U and V matrices in Eq. 5
above. This increased capacity can be seen in the inequali-
ties below for the number of parameters of the output layers
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discussed so far, assuming a fixed |V|, d, dh:
Ctied < Cbilinear ≤ Cdual ≤ Cbase, (6)
where Ctied, Cbase, Cbilinear and Cdual respectively corre-
spond to the number of dedicated parameters of an output
layer with (Eq. 2) and without (Eq. 1) weight tying, using
the bilinear mapping (Eq. 3) and the dual nonlinear mapping
(Eq. 5) which are assumed to be nonzero except Ctied.
Given this analysis, we identify and aim to address the
following limitations of the previously proposed output layer
parameterisations for language generation:
(a) Shallow modeling of the label space. Output labels
are mapped into the joint space with a single (possibly
nonlinear) projection. Its power can only be increased
by increasing the dimensionality of the joint space.
(b) Tendency to overfit. Increasing the dimensionality of
the joint space and thus the power of the output classi-
fier can lead to undesirable effects such as overfitting
in certain language generation tasks, which limits its
applicability to arbitrary domains.
3. Deep Residual Output Layers
To address the aforementioned limitations we propose a
deep residual output layer architecture for neural language
generation which performs deep modeling of the structure
of the output space while it preserves acquired information
and avoids overfitting. Our formulation adopts the gen-
eral form and the basic principles of previous output layer
parametrizations which aim to capture the output structure
explicitly in Section 2.3, namely (i) learning rich output
structure, (ii) controlling the output layer capacity indepen-
dently of the dimensionality of the vocabulary, the encoder
and the word embedding, and, lastly, (iii) avoiding costly
label-set-size dependent parameterisations.
3.1. Overview
A general overview of the proposed architecture for neural
language generation is displayed in Fig. 1. We base our
output layer formulation starting on the general form of the
dual nonlinear mapping of Eq. 4:
p(yt|yt−11 ) ∝ exp
(
gout(E)gin(ht) + b
)
. (7)
The input network gin(·) takes as input a sequence of words
represented by their input word embeddings E which have
been encoded in a context representation ht for the given
time step t. The output or label network gout(·) takes as
input the word(s) describing each possible output label and
encodes them in a label embedding E(k) where k is the
depth of the label encoder network. Next, we define these
two proposed networks, and then we discuss how the model
is trained and how it relates to previous output layers.
gout
E
ginw1, w2, …, wT
w1, w2, …, w|V| E
ht
(k)
b
y.
Input text
Output text
Figure 1. General overview of the proposed architecture.
3.2. Label Encoder Network
For language generation tasks, the output labels are each a
word in the vocabulary V . We assume that these labels are
represented with their associated word embedding, which is
a row in E. In general, there may be additional information
about each label, such as dictionary entries, cross-lingual
resources, or contextual information, in which case we can
add an initial encoder for these descriptions which outputs
a label embedding matrix E′ ∈ IR|V|×d. In this paper we
make the simplifying assumption that E′ = E and leave the
investigation of additional label information to future work.
3.2.1. LEARNING OUTPUT STRUCTURE
To obtain a label representation which is able to encode rich
output space structure, we define the gout(·) function to be
a deep neural network with k layers which takes the label
embedding E as input and outputs its deep label mapping
at the last layer, gout(E) = E(k), as follows:
E(k) = f
(k)
out(E
(k−1)), (8)
where k is the depth of the network and each function f (i)out(·)
at the ith layer is a nonlinear projection of the following
form:
f
(i)
out(E
(i−1)) = σ(E(i−1)U(i) + b(i)u ), (9)
where σ(·) is a nonlinear activation function such as ReLU
or Tanh, and the matrix U(i) ∈ IRd×dj and the bias b(i)u ∈
IRdj are the linear projection of the encoded outputs at the
ith layer. Note that when we restrict the above label network
to have one layer depth the projection is equivalent to the
label mapping from previous work in Eq. 5.
3.2.2. PRESERVING INFORMATION
The multiple layers of projections in Eq. 8 force the relation-
ship between word embeddings E and label embeddings
E(k) to be highly nonlinear. To preserve useful informa-
tion from the original word embeddings and to facilitate
the learning of the label network we add a skip connection
directly to the input embedding. Optionally, for very deep
label networks, we also add a residual connection to previ-
ous layers as in (He et al., 2016). With these additions the
projection at the kth layer becomes:
E(k) = f
(k)
out(E
(k−1)) +E(k−1) +E (10)
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E(0)fout E(0) (k-2) E(k-1) fout(k)fout(k-1)… E(k)E
Figure 2. The proposed deep residual label network architecture for neural language generation. Straight lines represent the input to a
function and curved lines represent shortcut or residual connections implying addition operations.
3.2.3. CONTROLLING OUTPUT NETWORK POWER
We can characterize the power of the proposed output net-
work in terms of its number of parameters Θdrill, including
the proposed label encoder and output classifier:
Cdrill ≈ |Θdrill| = k × (d× d) + |V|. (11)
By controlling the depth of the label encoder we can make
the number of parameters equal to that of each other output
network. For weight tying, Ctied, this is k = 0, for full
linear weights,Cbase, this is k =
|V|
d , for a bilinear mapping,
Cbilinear, this is k = 1, and for a dual nonlinear mapping,
Cjoint, this is k =
2dj
d . Hence, the power of the output
network can be adjusted freely depending on the task at
hand within the full spectrum of options defined by Ineq. 6.
3.2.4. AVOIDING OVERFITTING
The ability to increase power may be useful for high-
resource data regimes, however it can lead to overfitting in
the case we are in a low-resource data regime. To make sure
that our network is robust to both data availability regimes,
we choose to apply standard (Srivastava et al., 2014) or
variational (Gal & Ghahramani, 2016b) dropout in between
each of the k layers of the projection. Assuming δ(·) to
be the dropout mask sampling function, the above goal is
achieved by modifying the function f (i)out(·) at the ith layer
from Eq 9 as follows:
f
′(i)
out (E
(i−1)) = δ
(
f
(i)
out(E
(i−1))
) f (i)out(E(i−1)). (12)
In standard dropout, a new binary dropout mask is sampled
every time the dropout function is called. This means that
new dropout masks are sampled independently for each
dimension of each different label representation. In contrast,
variational dropout samples a binary dropout mask only
once upon the first call and then repeatedly uses that locked
dropout mask for all label representations within the forward
and backward pass.
3.3. Context Network
The context representation ht in most language generation
tasks is typically the output of a deep neural network, and
thus it can capture, in principle, the nonlinear structure of
the dual nonlinear mapping in Section 2.3. Eq. 2.3 has an
additional nonlinearity gin(·) in order to allow the dimen-
sionality of the joint space to be larger than that of the con-
text encoder’s output ht. However, in our proposed model
we increase the power of the output network by increasing
the depth of the label encoder, keeping the size of the joint
space fixed. Thus, for our models, we make the simplifying
assumption that there is no additional nonlinearity after the
context encoder, setting gin(·) = I.
3.4. Training Considerations
To perform maximum likelihood estimation of the model
parameters, we use the negative log-likelihood of the data
as our training objective. This involves computing the con-
ditional likelihood of predicting the next word, as explained
above. The normalized exponential function we use for
converting the network scores to probability estimates is the
typical softmax activation function.
In principle, our output layer parameterisation requires more
computations than a typical softmax linear unit, with or with-
out weight tying. Hence, it tends to get slower as the depth
of the label encoder or the size of the vocabulary increases.
In case either of them becomes extremely large, we can
resort to recent sampling-based or hierarchical softmax ap-
proximation methods such as the ones proposed by Jean
et al. (2015) and Grave et al. (2017). 2
3.5. Relation to Previous Output Layer Forms
Our output layer parameterisation has the same general form
as the one with the dual nonlinear mapping in Eq. 4. Hence,
it preserves the property of being a generalization of output
layers based on bilinear mapping and weight tying described
in Section 2.3. The bilinear form in Eq. 3 can be simply
derived from the general form of Eq 7 if we restrict the
output mapping depth to be equal to one, set its bias equal
to zero, and make the σ(.) activation function linear, so we
have U(0) = Wl. By further setting the matrix U to be the
identity matrix, we can also derive the output layer form
based on weight tying in Eq. 2.
2Note that in practice, for our experiments with vocabularies
up to 32K, we did not need to resort to a softmax approximation.
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Model #Param Validation Test
Mikolov & Zweig (2012) – RNN-LDA + KN-5 + cache 9M‡ - 92.0
Zaremba et al. (2014) – LSTM 20M 86.2 82.7
Gal & Ghahramani (2016a) – Variational LSTM (MC) 20M - 78.6
Kim et al. (2016) – CharCNN 19M - 78.9
Merity et al. (2016) – Pointer Sentinel-LSTM 21M 72.4 70.9
Grave et al. (2016) – LSTM + continuous cache pointer† - - 72.1
Inan et al. (2016) – Tied Variational LSTM + augmented loss 24M 75.7 73.2
Zilly et al. (2017) – Variational RHN 23M 67.9 65.4
Zoph & Le (2016) – NAS Cell 25M - 64.0
Melis et al. (2017) – 2-layer skip connection LSTM 24M 60.9 58.3
Merity et al. (2017) – AWD-LSTM w/o finetune 24M 60.7 58.8
Merity et al. (2017) – AWD-LSTM 24M 60.0 57.3
Ours – AWD-LSTM-DRILL w/o finetune 24M 59.6 57.0
Ours – AWD-LSTM-DRILL 24M 58.2 55.7
Merity et al. (2017) – AWD-LSTM + continuous cache pointer† 24M 53.9 52.8
Krause et al. (2018) – AWD-LSTM + dynamic evaluation† 24M 51.6 51.1
Ours – AWD-LSTM-DRILL + dynamic evaluation† 24M 49.5 49.4
Yang et al. (2018) – AWD-LSTM-MoS 22M 56.54 54.44
Yang et al. (2018) – AWD-LSTM-MoS + dynamic evaluation† 22M 48.33 47.69
Table 1. Model perplexity with a single softmax (upper part) and multiple softmaxes (lower part) on validation and test sets on Penn
Treebank. Baseline results are obtained from Merity et al. (2017) and Krause et al. (2018). † indicates the use of dynamic evaluation.
4. Experiments
We evaluate on three language generation tasks. The first
two tasks are standard language modeling tasks, i.e. predict-
ing the next word given the sequence of previous words. The
third task is a conditional language modeling task, namely
neural machine translation, i.e. predicting the next word
in the target language given the source sentence and the
previous words in the translation. To demonstrate the gen-
erality of the proposed output mapping we incorporate it
in three different neural architectures which are considered
state-of-the-art for their corresponding tasks.
4.1. Language Modeling
Datasets and Metrics. Following previous work in lan-
guage modeling (Yang et al., 2018; Krause et al., 2018;
Merity et al., 2017; Melis et al., 2017), we evaluate the pro-
posed model in terms of perplexity on two widely used lan-
guage modeling datasets, namely Penn Treebank (Mikolov
et al., 2010) and WikiText-2 (Merity et al., 2017) which
have vocabularies of 10,000 and 33,278 words, respectively.
For fair comparison, we use the same regularization and
optimization techniques with Merity et al. (2017).
Model Configuration. To compare with the state-of-the-
art we use the proposed output layer within the best ar-
chitecture by Merity et al. (2017), which is a highly regu-
larized 3-layer LSTM with 400-dimensional embeddings
and 1150-dimensional hidden states, noted as AWD-LSTM.
Our hyper-parameters were optimized based on validation
perplexity, as follows: 4-layer label encoder depth, 400-
dimensional label embeddings, 0.6 dropout rate, residual
connection toE, uniform weight initialization in the interval
[−0.1, 0.1], for both datasets, and, furthermore, sigmoid ac-
tivation and variational dropout for PennTreebank, as well
as relu activation and standard dropout for Wikitext-2. The
rest of the hyper-parameters were set to the optimal ones
found for each dataset by Merity et al. (2017).
For the implementation of the AWD-LSTM we used the
language modeling toolkit in Pytorch provided by Merity
et al. (2017),3 and for the dynamic evaluation the code in
Pytorch provided by Krause et al. (2018).4
4.1.1. RESULTS
The results in terms of perplexity for our models, denoted
by DRILL, and several competitive baselines, are displayed
in Table 1 for PennTreebank and Table 2 for Wikitext-2. For
the single-softmax models (above the double lines), for both
datasets, our models improve over the state-of-the-art by
+1.6 perplexity on PennTreebank and by +3.9 perplexity on
Wikitext-2. Moreover, when our model is combined with
the dynamic evaluation approach proposed by Krause et al.
(2018), it improves even more over these models by +1.7 on
PennTreebank and by +2.3 on Wikitext-2.
In contrast to other more complicated previous models, our
model uses a standard LSTM architecture, following the
work of Merity et al. (2017); Melis et al. (2017). For in-
stance, Zilly et al. (2017) uses of a recurrent highway net-
work which is an extension of an LSTM to allow multiple
3http://github.com/salesforce/awd-lstm-lm
4http://github.com/benkrause/dynamic-
evaluation
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Model #Param Validation Test
Inan et al. (2016) – Variational LSTM + augmented loss 28M 91.5 87.0
Grave et al. (2016) – LSTM + continuous cache pointer† - - 68.9
Melis et al. (2017) – 2-layer skip connection LSTM 24M 69.1 65.9
Merity et al. (2017) – AWD-LSTM w/o finetune 33M 69.1 66.0
Merity et al. (2017) – AWD-LSTM 33M 68.6 65.8
Ours – AWD-LSTM-DRILL w/o finetune 34M 65.7 62.8
Ours – AWD-LSTM-DRILL 34M 64.9 61.9
Merity et al. (2017) – AWD-LSTM + continuous cache pointer † 33M 53.8 52.0
Krause et al. (2018) – AWD-LSTM + dynamic evaluation† 33M 46.4 44.3
Ours – AWD-LSTM-DRILL + dynamic evaluation† 34M 43.9 42.0
Yang et al. (2018) – AWD-LSTM-MoS 35M 63.88 61.45
Yang et al. (2018) – AWD-LSTM-MoS + dynamical evaluation† 35M 42.41 40.68
Table 2. Model perplexity with a single softmax (upper part) and multiple softmaxes (lower part) on validation and test sets on WikiText-2.
Baseline results are obtained from Merity et al. (2017) and Krause et al. (2018). † indicates the use of dynamic evaluation.
hidden state updates per time step, Zoph & Le (2016) uses
reinforcement learning to generate an RNN cell which is
even more complicated than an LSTM cell, and Merity et al.
(2016) makes use of a probabilistic mixture model which
combines a typical language model with a pointer network
which reproduces words from the recent context.
Interestingly, our model also significantly reduces the perfor-
mance gap against multiple softmax models. In particular,
when our finetuned model is compared to the corresponding
mixture-of-softmaxes (MoS) model, which makes use of 15
softmaxes in the classifier, it reduces the difference against
AWD-LSTM from 2.8 to 1.2 points on PennTreebank and
from 4.3 to 0.4 points on WikiText-2. When our model is
compared to MoS with dynamic evaluation, the difference
is reduced from 3.4 points to 1.7 points on PennTreebank
and from 3.6 to 1.3 on WikiText-2. Note that the rank of the
log-probability matrix for MoS on PennTreebank is 9,981,
while for AWD-LSTM and our model the rank is only 400.
This observation questions the high-rank hypothesis of MoS,
which states that the log-probability matrix has to be high
rank to better capture language. Our results suggest that the
log-probability matrix does not need to be high rank if the
classifier is better at capturing the output space structure.
Furthermore, as shown in Table 3, the MoS model is far
slower than AWD-LSTM, even for these small datasets
and reduced dimensionality settings,5 whereas adding our
label encoder to AWD-LSTM results in only a small speed
difference. In particular, on PennTreebank the MoS model
takes about 139 seconds per epoch while AWD-LSTM about
47 seconds per epoch, which makes it slower by a factor
of 3.0×, whereas our model is only 1.1× slower than this
5 Note that even though the MoS models have a comparable
number of parameters to the other models, they use smaller values
for several crucial hyper-parameters, such as word embedding size,
hidden state size and batch size, likely to make the training speed
more manageable and avoid overfitting.
Model PennTreebank Wikitext-2
AWD-LSTM 47 sec (1.0×) 89 sec (1.0×)
AWD-LSTM-DRILL 53 sec (1.1×) 106 sec (1.2×)
AWD-LSTM-MoS 139 sec (3.0×) 862 sec (9.7×)
Table 3. Average time taken per epoch on the two datasets: Pen-
nTreebank (|V| ≈ 20K) and Wikitext-2 (|V| ≈ 33K).
baseline. On Wikitext-2, the differences are even more
pronounced due to the larger size of the vocabulary. The
MoS model takes about 862 seconds per epoch while AWD-
LSTM takes about 89 seconds per epoch, which makes it
slower by a factor of 9.7×, whereas our model with 4-layers
is only 1.2× slower than the baseline. We attempted to
combine our label encoder with the MoS model, but its
training speed exceeded our computation budget.
Overall, these results demonstrate that the proposed deep
residual output mapping improves significantly the state-
of-the-art single-softmax neural architecture for language
modeling, namely AWD-LSTM, without hurting its effi-
ciency. Hence, it could be a useful and practical addition to
other existing architectures. In addition, our model remains
competitive against models based on multiple softmaxes and
could be combined with them in the future, since our work
is orthogonal to using multiple softmaxes. To demonstrate
that our model is also applicable to larger datasets as well, in
Section 4.2 below we apply our method to neural machine
translation. But before moving to that experiment, we first
perform an ablation analysis of these results.
4.1.2. ABLATION ANALYSIS
To give further insights into the source of the improvement
from our output layer parameterisation, in Table 4 we com-
pare its ablated variants with previous output layer parame-
terisations. Each alternative is combined with the state-of-
the-art encoder network AWD-LSTM (Merity et al., 2017).
We observe that full softmax produces the highest perplexity
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Output Layer #Param Validation Test
Full softmax 43.8M 69.9 66.8
Weight tying [PW17] 24.2M 60.0 57.3
Bilinear map. [G18] 24.3M 60.7 58.5
Dual nonlinear map. [PH18] 24.5M 58.8 56.4
DRILL 1-layer 24.3M 58.8 56.2
DRILL 2-layers 24.5M 58.7 56.0
DRILL 3-layers 24.7M 58.5 55.9
DRILL 4-layers 24.8M 58.2 55.7
+ residuals between layers 24.8M 59.6 57.5
- no variational dropout 24.8M 63.4 60.7
Table 4. Ablation results and comparison with previous output
layers when using AWD-LSTM (Merity et al., 2017) as an encoder
network on PennTreebank.
scores, despite having almost 20M parameters more than
the other models. This shows that the power of the output
layer or classifier, as measured by number of parameters, is
not indicative of generalization ability.
The output layer with weight tying (Press & Wolf, 2017),
noted [PW17], has lower perplexity than the full softmax by
9.5 points. The bilinear mapping (Gulordava et al., 2018),
noted [G18], has lower perplexity than the full softmax by
8.3 points, but it is still higher than weight tying by 1.2
points. The dual nonlinear mapping (Pappas et al., 2018),
noted [PH18], has even lower perplexity compared to the
full softmax by 10.4 points, and has lower perplexity than
weight tying by 0.9 points.6 DRILL with only 1-layer depth
is slightly better than [PH18], and with 2-layers depth out-
performs all previous output mappings, improving over full
softmax by 10.8 points, weight tying by 1.3 points, and dual
non-linear mapping by 0.4 points. Increasing the depth even
more provides further improvements of up to 0.3 points.
This shows the benefits of learning deep output label map-
pings, as opposed to shallower ones. Lastly, DRILL with
residual connections between layers has an increase of 1.8
perplexity points, likely because of an effective reduction
in depth, and not using variational dropout has a significant
increase in perplexity of namely 5 points, which highlights
the importance of regularization between layers for this task.
To verify the hypothesis that our output layer facilitates in-
formation transfer across words, we also analyzed the loss
for words in different frequency bands, created by comput-
ing statistics on the training set. Figure 3 displays the mean
relative cross-entropy difference (%) between our output
layer and the previous output layers for the different word
frequency bands on the test set of PennTreebank. Overall,
the graph shows that most of the improvements in perplexity
between 5% to 17.5% brought by DRILL against baselines
comes from predicting more accurately the words in lower
word frequency bands (1 to 100 occurrences). The results
6For fair comparison, we also used dropout and residual connec-
tions to E and ht when they lead to better validation performance.
Figure 3. Mean relative cross-entropy loss difference (%) between
each baseline output layer (B) and our output layer (DRILL) com-
puted over different word frequency intervals on PennTreebank.
are consistent with Table 4, since the second best output
layer is the one with the bilinear mapping followed by the
bilinear mapping and weight tying baselines. One exception
occurs in the highest frequency band, where DRILL has
2.5% higher perplexity than the bilinear mapping, but this
difference is less significant because it is computed based on
16 unique words as opposed to the lowest frequency band
which corresponds to 4116 unique words. These results
validate our hypothesis that learning a deeper label encoder
leads to better transfer of learned information across labels.
More specifically, because low frequency words lack data
to individually learn the complex structure of the output
space, transfer of learned information from other words is
crucial to improving performance, whereas this is not the
case for higher frequency words. This analysis suggests that
our model could also be useful for zero-resource scenarios,
where labels need to be predicted without any training data,
similarly to other joint input-output space models.
4.2. Neural Machine Translation
Dataset and Metrics. Following previous work in neural
machine translation (Vaswani et al., 2017), we train on the
WMT 2014 English-German dataset with ∼4.5M sentence
pairs, using the Newstest2013 set for validation and the
Newstest2014 set for testing. We pre-process the texts using
the BPE algorithm (Sennrich et al., 2016) with 32K oper-
ations. Following the standard evaluation practices in the
field (Bojar et al., 2017), the translation quality is measured
using BLEU score (Papineni et al., 2002) on tokenized text.
Model configuration. We compare against the state-of-
the-art Transformer (base) architecture from Vaswani et al.
(2017) with a 6-layer encoder and decoder depth, 512-
dimensional word embeddings, 2048-dimensional hidden
feed-forward states and 8 heads.7 Our hyper-parameters
were optimized based on validation accuracy, as follows:
2-layer label encoder depth, 512-dimensional label embed-
7We chose the base model because it can be trained much faster
than the big model (12 hours vs 3.5 days), for efficiency reasons.
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dings, 0.0 dropout rate, sigmoid activation function, resid-
ual connection to E, and uniform weight initialization in
[−0.1, 0.1]. The rest of the hyper-parameters were set to the
optimal ones in (Vaswani et al., 2017), except that we did
not perform model averaging over last 5 for Transformer
(base) model. To ensure fair comparison, we trained the
Transformer (base) from scratch for the same number of
training steps as ours, namely 350K, and thereby repro-
duced about the same score as in (Vaswani et al., 2017) with
a slight difference of +0.1 point. For the implementation of
the Transformer, we used OpenNMT (Klein et al., 2017).8
4.3. Results
The results displayed in Table 5 show that our model,
namely Transformer-DRILL (base) with 79.9M parame-
ters, outperforms the Transformer (base) model with 79.4M
parameters by 0.8 points, and is only 0.3 points behind the
Transformer (big) model which has 240 parameters due to
its increased dimensionality. This result almost matches
the single-model state-of-the-art, without resorting to very
high capacity encoders or model averaging over different
epochs. Transformer-DRILL also outperforms by 0.6 points
our implementation of Transformer (base) model combined
with the dual nonlinear mapping by Pappas et al. (2018),
highlighting once more the importance of deeper label map-
pings. Note that our improvement is noticeable even when
the vocabulary is based on sub-word units (Sennrich et al.,
2016), instead of regular word units as in Section 4.1.1.
Lastly, our model even surpasses the performance of some
ensemble models such as GNMT + RL and ConvS2S. The
RNMT+ model is marginally better than Transformer (big)
even though it has two layers deeper decoder and more
powerful layers, namely bidirectional LSTMs instead of
self-attention. RNMT+ cascaded and multicol are ensemble
architectures which combine LSTMS with self-attention in
different ways and increase the overall model complexity
even more while providing marginal gains over simpler
architectures. Combining our output layer with Transformer
(big) should, in principle, make this difference even smaller.
5. Other Related Work
Several studies focus on learning the structure of the output
space from texts for zero-shot classification (Dauphin et al.,
2014; Nam et al., 2016; Rios & Kavuluru, 2018; Pappas
& Henderson, 2019) and structured prediction (Srikumar
& Manning, 2014b; Dyer et al., 2015; Yeh et al., 2018).
Fewer such studies exist for neural language generation, for
instance the ones described in Section 2. Their mappings
can increase the power of the classifier by controlling its
dimensionality or rank, but unlike ours, they have limited
8http://github.com/OpenNMT/OpenNMT-py
Model BLEU
Bidirectional GRU (Sennrich et al., 2016) 22.8
ByteNet (Kalchbrenner et al., 2016) 23.7
GNMT + RL (Johnson et al., 2017) 24.6
ConvS2S (Gehring et al., 2017) 25.1
MoE (Shazeer et al., 2017) 26.0
GNMT + RL Ensemble (Johnson et al., 2017) 26.3
ConvS2S Ensemble (Gehring et al., 2017) 26.3
Transformer (base) (Vaswani et al., 2017) 27.3
Transformer-Dual (base) [PH18] 27.5
Ours – Transformer-DRILL (base) 28.1
Transformer (big) (Vaswani et al., 2017) 28.4
RNMT+ (Chen et al., 2018b) 28.5
RNMT+ cascaded (Chen et al., 2018b) 28.6
RNMT+ multicol (Chen et al., 2018b) 28.8
Table 5. Translation results in terms of BLEU on English to Ger-
man with a 32K BPE vocabulary.
expressivity and a tendency to overfit. Yang et al. (2018)
showed that the softmax layer which is low-rank creates
a ‘bottleneck’ problem, i.e. limits model expressivity, and
increased the classifier rank by using a mixture of softmaxes.
Takase et al. (2018) improved MoS by computing the mix-
ture based on the last and the middle recurrent layers. Two
alternative ways to increase the classifier rank are obtained
by multiplying the softmax with a non-parametric sigmoid
function (Kanai et al., 2018), and by learning parametric
monotonic functions on top of the logits (Ganea et al., 2019).
Both of these methods have close to or higher perplexity
than ours without using MoS, even though we keep the rank
or power of the classifier the same. Instead, we specifically
increase the power of the output label encoder, and the ob-
tained results suggest that the classifier does not necessarily
need to be high-rank to better capture language.
6. Conclusion
Typical log-linear classifiers for neural language modeling
tasks can be significantly improved by learning a deep resid-
ual output label encoding, regardless of the input encoding
architecture. Deeper representations of the output structure
lead to better transfer across the output labels, especially
the low-resource ones. The results on three tasks show that
the proposed output layer parameterisation can match or
improve state-of-the-art context encoding architectures and
outperform previous output layer parameterisations based
on a joint input-output space, while preserving their basic
principles and generality. Our findings should apply on
other conditional neural language modeling tasks, such as
image captioning and summarization. As future work, it
would be interesting to learn from more elaborate descrip-
tions or contextualized representations of the output labels
and investigate their transferability in different tasks.
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