In this paper, new algorithms for computing the inverses and the generalized inverses of a class of real Hessenberg matrices are given. The inverses and the generalized inverses that satisfy one, several or even all of the Penrose equations are shown to have a simple struchxe, and can be constructed from the inverses of triangular matrices of lower order and some recursive relations.
THE INVERSES OF A CLASS OF HESSENBERG MATRICES
k=l Proof. Let Ai (i= 1,2 ,..., n) be the ordinal principal minors of the matrix H, and let x1 = 1. By induction, expanding hi_ 1 (i = 2,3,. . . , n) using the last row, we can find 
The proof is done. 
THE GENERALIZED INVERSES OF A CLASS OF SINGULAR HESSENBERG MATRICES
We shah constantly use the following notation as in [3] . For a matrix H, let H",j,...*') denote the generalized inverse which satisfies equations (i), H(1,2,3,4) by Hc.
Consider the n x n lower Hessenberg matrix where the symbols C,_ r, I'_ r, Rz_ i mean the same as in Section 2. Throughout this section, we suppose that the matrix H is singular and oi Z 0 (i = 1,2 ,..., 72 -1). 
LEMMAS. Let

Proof.
Similar to the proof of Theorem 5. Similar results of Section 2 and 3 can be derived for an upper Hessenberg matrix.
The requirement that the superdiagonal elements be nonzero is not overly restrictive, since every lower Hessenberg matrix is a block triangular matrix where the diagonal blocks have nonzero superdiagonal elements. Thus, we can use the method of inverting a block triangular matrix and the method of this paper to compute the inverse or the generalized inverse of the Hessenberg matrix. 
