I Introduction
Money evolved because barter is too time consuming. In barter, buyers and sellers exchange goods for goods. Exchanging goods for goods means that buyers have to search for sellers with whom they have a "double coincidence of wants". 1 This search is potentially very time consuming. In monetary systems, buyers and sellers exchange money for goods. The search for trading partners is eliminated, and thus money reduces a potentially time consuming activity. This implies that money saves time for transactions. In this way, there is an intrinsic connection between money as a medium of exchange and time for transactions.
Given the intrinsic connection between money as a medium of exchange and time for transactions, one begins to wonder whether time influences the type of medium of exchange used. Media of exchange depend on the technology and the economy of the day. Ancient Greece used gold coins as a media of exchange, while other societies used cattle, grain, or paper. Changes in the use of media of exchange can be linked to their relative efficiencies as media of exchange. For example, the introduction of paper notes to replace silver coins in Scotland led Adam Smith to comment that "the substitution of paper in the room of gold and silver money, replaces a very expensive instrument of commerce with one much less costly, and sometimes equally convenient." 2 Today, there are four media of exchange commonly available to U.S. consumers: cash, check, credit card and debit card. These are relatively different physical media. Cash and check are pieces of paper, credit cards and debit cards are pieces of plastic. While the exact amount of cash use is unknown, consumer use of credit cards, debit cards and checks have changed in the past decade. From the mid 1990s to today, debit card use and holdings increased substantially, while check use declined. 3 This paper offers evidence that one factor contributing to this change may be the time it takes to conduct a transaction.
Economists have long recognized that costs of media of exchange can be significant and potentially affect the media of exchange used (Baumol [1952] , Tobin [1956] , Whitesell [1992] , Santomero [1974] , Santomero and Seater [1996] ). In particular, shopping-time models and general equilibrium 1 Jevons [1875] . 2 Smith [1776] 3 See Gerdes and Walton [2002] . models of the transactions demand for money determine equilibria by examining the time costs for transacting with competing media of exchange. Minimizing these time costs is a central objective of the sellers and buyers in these models. Indeed, models of media of exchange including Karni [1973] , Dowd [1990] , and Shy and Tarkka [2002] predict that these expected time costs of exchange are potentially important when explaining equilibria.
Moreover, recent payment innovations such as transponder devices used to pay for tolls, food and gas appeal to retailers by minimizing time costs for checkout. Buyers are similarly wooed by the convenience and time savings that these products offer. 4 Finally, experience tells us that different media of exchange take different lengths of time to use. It takes longer to write a check for twenty dollars than it does to hand over a twenty dollar bill.
Although there is theoretical research and anecdotal evidence that suggest time is an important element in determining the use of media of exchange, there is little empirical work documenting the magnitude of this effect. Perhaps this is due to a perceived lack of data (Hancock and Humphrey [1998] ). Most of the data used previously to study payment behavior are based on surveys, either of sellers (ten Raa and Shestaloval [2002] or buyers (Avery et. al [1987] , Boeschoten [1992] , Kennickell and Kwast [1997] , Stavins [2001] , Mester [2003] , Hayashi and Klee [2003] ). These surveys find that time costs for transactions significantly affect both use of media of exchange and overhead costs for transactions. The weakness of these studies is that none examines seller and buyer behavior contemporaneously. Because the length of time of a transaction depends on seller and buyer behavior, no one survey can tell the whole story.
To overcome weaknesses from survey data, this paper uses scanner data from grocery store transactions to examine time costs associated with media of exchange. Grocery store scanner data has been used extensively in other contexts, for example, in estimating elasticities of demand for consumer products (Chevalier, Rossi and Kashyap [2003] ) and in constructing price indexes for goods (Feenstra and Shapiro [2003] ). Scanner data is an ideal medium for examining time costs associated with media of exchange as well. First, these data represent actual market exchanges, are very accurate, and are available at a very high frequency. Second, grocery store retailers spend much time and effort in minimizing the length of time for checkout transactions, partly driven by the industry's relatively low margins -the average after-tax net profit as a percent of total sales was approximately 1 percent in fiscal year 2003. 5 And third, everyone eats, everyone eats often, and everyone shops for groceries. Because groceries are perishable, consumers shop often, and thus this type of exchange is arguably one of the more frequent that a typical consumer makes. In fact, food purchases from grocery stores and other retail outlets represented 6.2 percent of disposable personal income in 2001. 6 The scanner data used in this analysis are unremarkable and similar to that used in other scanner data studies. They contain the data items found on a typical grocery store register receipt. Each transaction has a time stamp, as well as information on the number of items bought, the value of the sale, the number of store and manufacturer coupons, and the payment type used. These items represent many of the observable factors that potentially affect both seller and buyer in determining the length of time of a transaction and payment choices.
But unobservable factors also are likely to affect payment choices and the length of time of the transaction. Availability and the effect on the consumer's overall financial portfolio necessarily affects consumer's choices of payment instrument. While there are six different payment types commonly used to purchase groceries -cash; check; credit card; debit card; Women, Infants and Children (WIC); and food stamps -there is no information on the payment types that the particular consumer had available. 7 Moreover, information detailing credit availability or checking account balances for consumers is unavailable in the data.
Another factor that potentially affects buyers' choice of payment instrument is the consumer's expectation of the length of time of the transaction with the payment instrument, relative to other payment instruments. While the actual length of time of the transaction is observed, expectations are unobservable. Moreover, there is no information on how long the transaction would have taken In order to control for availability and financial portfolio factors, the analysis uses debit card and check transactions only. Checks and debit cards both transfer funds from checking accounts; thus there should be little difference in availability or impact on consumers' financial portfolio, conditional on having the account, and the analysis is focused specifically on the effect of time on the choice of media of exchange. Furthermore, in order to control for the unobserved expectation of the length of time of a transaction, the analysis constructs expected transaction times following the method outlined by Lee [1978 Lee [ , 1979 Lee [ , 1981 and used in later work by Brueckner and Follain [1988] , Dowd, Feldman, Cassou and Finch [1991] and Oettinger [1999] .
Within this structure, the results indicate that consumers choose debit cards over checks in part because they expect debit card transactions to be faster than check transactions. Controlling for the number of items bought, the number of coupons used and the day of the week, check transactions are, on average, predicted to be approximately 40 seconds longer than debit card transactions. Using this predicted difference, the probability of using a debit card increases as the predicted percentage time difference between checks and debit cards increases. Interestingly, the results suggest that debit card users are, on an absolute basis, more time sensitive than check users, and thus the absolute predicted difference is negatively correlated. Time factors significantly determine use of media of exchange, and sensitivity to these time factors depend on the income, age and demographic characteristics of the local market.
The results are robust to two models of consumer behavior. In the first model, consumers make a choice instantaneously at the point of sale. They form an expectation of the length of the transaction given the items they bought and the value of the sale. Consumers then choose the payment instrument that minimizes the time for that particular transaction. Another model consistent with the results posits that consumers choose to use a check or debit card based on their expectation for the distribution of transactions they make and their preferences in terms of time spent at the checkout line. Given this distribution, consumers make a choice between a check and a debit card (at home, say) and carry only that payment instrument to the store. Both interpretations are consistent with the empirical result that time factors significantly affect the choice of media of exchange. 8 Importantly, there are a few caveats with these results. The first caveat is that the analysis implicitly assumes that all debit card users could use checks, all check users could use debit cards, and that the costs associated with each are the same. This may not be the case. Consumers who have a strong preference for minimizing the length of a transaction would actively seek out a checking account that offers debit cards services. In contrast, those who have a strong preference for checks do not seek such accounts. In both cases, while the fees may differ according to payment type, the opportunity cost associated with the account should still be identical. In this interpretation, the observed payment instrument use reflects consumer preferences accurately and indeed, could potentially strengthen the results.
Second, consumers authorize debit card transactions in two different ways. Consumers can enter a PIN, or personal identification number, or consumers can sign. If a consumer enters a PIN, it is called a "PIN-based" debit card transaction, and is primarily routed over networks such as NYCE, STAR and PULSE, or the Visa and MasterCard PIN-based networks, Interlink and Maestro/Cirrus. If a consumer signs, it is called a "signature-based" debit card transaction, and is usually routed over the Visa and MasterCard credit card networks. There is no way to distinguish signature-based debit card transactions from credit card transactions in these data. Thus, the debit card results presented here are PIN debit card transactions only. Despite the fact that the analysis necessarily uses only a subset of all debit card transactions, there is one advantage to using only PIN debit card transactions. In general, consumers may obtain cash back at the point of sale with a PIN debit card transaction, but cannot obtain cash back with a signature-based debit card transaction. In addition, consumers may obtain cash back at the point of sale using a check. In this way, PIN debit card transactions and checks are closer substitutes than signature debit cards and checks. This helps to isolate further the effect of transaction time on payment choice.
The paper is organized as follows. Section II gives an overview of the problem, sets up the model, and discusses the econometric issues. Section III describes the data used. Section IV 8 There may be a perception by consumers that they earn extra "float" by using a check instead of a debit card. While this may be true in individual cases, overall, the number of days required to clear a check has diminished in recent years, and in some cases, approaches that of debit card clearing.
provides the results of estimating the model, and section V concludes.
II Overview, model, and econometric issues A Overview
In order to give perspective for the analysis, figure 1 plots the distribution of the time of transactions by tender type. The time for the transaction is the "ring time," which is calculated as the number of seconds between the first item crossing the scanner to the close of the cashier's drawer -the amount of time the cashier spends ringing up the transaction. The data contain no information on how long the customer spent waiting in line before the transaction occurred, whether it was two seconds or ten minutes. The x axis is the number of seconds in the transaction. The y axis is the kernel density estimate of the length of time of the transaction. This kernel density
2h 2 , and h = .05 is the smoothing parameter. There is a separate density calculated for each tender type. in the data. 9 The y axis values are the average ring time for that number of items in seconds. 9 Approximately 16 percent of the transactions have only one item bought. The high proportion of low item transactions comes from two sources. The first source is on the buyer side -some people stop in and buy only one item. The second source is on the seller side -after a cashier rings up an entire transaction, there may be an "extra" item that should be associated with the transaction before it. Instead, it appears as a new transaction. Unfortunately, there is no way to separate these two types of transactions in the data. However, the model estimates do not change considerably if these transactions are excluded from the analysis, as around 92 percent of one item
The lines represent each tender type. The average ring time increases as the number of items bought increases. As is evident from the graph, for each number of items bought, the average ring time is lowest for cash, and highest for checks. Interestingly, the space between these graphs stays relatively constant as the number of items bought increases, which gives some indication of a fixed effect of media of exchange on the length of time for a transaction.
The final step is to investigate more closely the distribution of times for check and debit card transactions, the focal point of the analysis in this paper. One unique feature of check and debit card transactions is that consumers can obtain "cash back" with a transaction. This feature potentially affects both the length of time of a transaction and payment choice. Although it may seem that these times are small in magnitude, they add up to much more than small change. From the retailer's point of view, the sum of the individual transaction times is a significant share of the total time the retailer spends on payment processing. 10 From the customer's point of view, the time differentials can be expressed in terms of the opportunity cost according to the individual's wage rate. Depending on the wage, the shadow value of payment transactions are cash transactions. 10 The fixed time costs of counting the cashier drawer are generally higher than the time cost per transaction. However, assuming a modest number of transactions per hour, the total time for transactions exceeds these preparation costs. For details, see Food Marketing Institute, 2000. time can range quite substantially, and possibly could add up to dollars in lost time over the month.
These incentives for both the retailer and the customer to minimize the time for the transaction form the backbone of the analysis. Figures 1, 2 and 3 show that there is a potential relationship between transaction time and media of exchange. In order to investigate this further, the analysis that follows models the exchange between buyer and seller as a two-stage endogenous switching regression model. In particular, the model tests whether consumers' choice of payment instrument depends on the expected length of the transaction. The model and econometric methodology follows Lee [1978] , who analyzed the effect of expected wage differentials on union participation choices. Subsequent work used this type of analysis to examine choices of mortgages, health care plans, and stadium vendor labor supply.
B The model and econometric issues
Following Lee [1978] , the framework is:
where y ji is the length of time for transaction i with payment instrument j and U ji is the consumer's utility from the choice of payment instrument j. x ji are observed variables that potentially affect the length of time of a transaction, b j is a vector of parameters to be estimated and u ji is an unobserved error term. Z i are observed transaction characteristics that are constant across payment types, g and d are coefficients to be estimated, and e ji is an unobserved error term. The econometrician does not observe utility directly, but instead observes an indicator I ji which equals 1 if the utility of the transaction with payment instrument j is greater than the utility of the transaction with all other payment instruments.
Equation (1) can be interpreted as the cashier's instantaneous cost minimization function. The cashier is assumed to react to each transaction differently, and minimize time costs according to the characteristics of the transaction. These factors are represented by x ji . They include the number of items bought and the number of items bought squared, 11 the number of manufacturer coupons, the day of the week, and the amount of cash the consumer receives back from the transaction.
By assumption, cashiers do not adjust their behavior with a particular payment type nor steer customers to a faster payment type. Cashiers consistently act to minimize the length of time of the transaction and passively accept the payment type.
Equation (2) is the consumer's choice problem. The vector Z i includes factors that may affect consumer's utility of using a particular payment instrument, including the value of the sale, the value of the sale squared, the number of store coupons, and an indicator for cash back. In addition, As discussed above, there are two potential econometric difficulties with this specification.
The first problem occurs in equation (2) . If the econometrician observes all factors that could potentially affect payment choice but for an independently and identically distributed error term, one can form the probability of using a particular payment instrument based on an assumption regarding the distribution of this error term. McFadden [1973] showed that if this error term follows an extreme value distribution, the resulting probabilities and specification are consistent with utility maximization.
But, as the data contain no personally identifiable information, it is unlikely that the econometrician observes all factors that could potentially contribute to payment choice. For example, there is no information on the availability of media of exchange, or information on opportunity costs associated with accounts. Assuming that all of these factors could be explained by an independently 11 The squared term is included in order to approximate a quadratic function.
and identically distributed error term may be incorrect. In particular, these missing factors could be correlated with the variables in Z i , specifically, the demographics of the local market. Estimates of parameters that ignore these unobserved factors may be biased.
In order to isolate the effect of some of these factors, using a specification similar to that in Goolsbee and Petrin [2004] , the unobserved factor e ji can be written in two factors as (4) e ji = ε ti + ε ji
This notation introduces another dimension, which is the account or funds associated with the media of exchange, denoted by t. ε ti represents the account-based average of omitted attributes and other unobserved factors. Thus, by assumption, ε ti is constant across payment choices that originate from the same transaction account and can be interpreted as an opportunity cost of using a particular payment instrument. In the context of a checking account, it is any interest or fees associated with the account as a whole that would apply both to debit card use and check use.
Hence, debit card transactions and check transactions originating from the same checking account share the same ε ti , and cash and credit card transactions have different ε ti from each other and from debit cards and checks. Estimating the model on the subset of transactions that use checks and debit cards eliminates the potential effect of the ε ti . Thus, with the assumptions on availability outlined in the introduction, this specification and the population of transactions, the remaining error term ε ji is independently and identically distributed and is assumed to be uncorrelated with the regressors Z i .
The second potential econometric difficulty involves the length of time for the transactions.
While the length of time for the transaction with the payment instrument actually chosen is observed, the expected length of time for the transaction with any other payment instrument is not.
As a result, the differences (y −ji − y ji ) for transaction i are unobservable. The econometrician must predict the time differences based on the observed data. To control for potential sample selection bias, one estimates parameters on observation subsets and then predicts values for the entire sample, as shown by Lee [1978 Lee [ , 1979 Lee [ , 1983 . Because the expected time difference poten-tially affects payment choice, the observed times for a particular payment type may be subject to selection bias. Specifically, the theory that this paper is designed to test suggests that consumers choose the payment instrument that minimizes the expected time for the transaction, all other things equal. If this is the case, the observed data reflects these expectations of the "fastest"
choice. Thus, while there is a complete distribution of transaction times with each payment type, only the transaction times that were significantly less with that particular payment type relative to other payment types are observed if the theory is correct. In order to construct consistent expected transaction times for all payment types, one needs to construct terms that correct for the potential sample selection bias. These selection terms are then included in the regression specification. By including these terms in the regression specification, the resulting parameter estimates are unbiased and the remaining error term has a zero mean.
C Econometric specification and estimation procedure
As explained above, the econometric specification is similar to a two-stage switching model with endogenous regressors. 12 The estimation procedure is in three parts. The first step is to estimate a reduced form probit specification. In particular, equation (2) is rewritten as
Consistent with the above discussion, the model is estimated on only check and debit card transactions in order to control for account-based unobservables. As is standard in binary discrete choice models, the coefficients are normalized to zero for one of the outcomes in order to identify the coefficients. Without loss of generality, the reported probit coefficients reflect the probability of using a debit card. Thus the indicator I i = 1 if the consumer used a debit card.
12 See Maddala [1983] for an overview.
The covariance matrix of the error terms ε i and u ji is specified as
where j = 1 indicates debit and j = 2 indicates check. The specification of the covariance matrix V allows for correlation between the choice of the payment instrument and the realized transaction time. This correlation implies that there is potentially sample selection bias when estimating the time regressions. Given the assumptions on the covariance matrix, the error terms u ji have a nonzero mean condititional on payment choice:
where f is the probability density function and F is the cumulative distribution function of the standard normal distribution. If consumers choose media of exchange to minimize the time costs of transactions, then this conditional expectation is likely to be negative, rather than zero, as required by the assumptions of the OLS model. Including these terms allows equation (1) to be rewritten as (6) y
for debit card transactions and
for check transactions, where the error terms υ ji have zero expectation. Thus, the OLS estimateŝ b 1 andb 2 are consistent. Furthermore, the coefficients on the selection terms are identified if some variables affect the length of time of the transaction but not the payment choice. In order to do so, the analysis that follows restricts some variables to affect only the length of time of the transaction, and others to affect the payment choice. This restriction allows us to test whether these coefficients are significant, which is a major goal of this paper. If the coefficients on these terms are significant, then there is sample selection based on the expected length of time for a transaction, and provides empirical evidence for the significance of time in the selection of media of exchange.
The consistent estimatesb 1 andb 2 are used to construct the predicted transaction length times
When constructing the termsŷ ji , one does not include the sample selection terms in the predicted values. This is because these predictions are formed from the entire sample, not simply the subsample that chose the payment type. 13 The final step is to re-estimate the probit equation, including the predicted transaction length times. The parameter estimates obtained maximize the log-likelihood function,
As with all two stage methods, it is important to adjust the standard errors obtained from estimating the parameters in equations (6), (7) and (9) because some of the explanatory variables are estimates. The standard errors reported reflect the corrections outlined in Lee [1979] and Murphy and Topel [1985] . The appendix details the standard error correction.
III Data description
There are two main data sources used in the analysis: scanner data and U.S. Census Bureau census tract data. The scanner dataset is proprietary and is from a regional grocery store chain, defined as a firm with between 11 and 150 stores. According to one classification, local independents have between 1-10 stores, regional firms have from 11 and 150 stores, and large retailers have more than The scanner data are over 10 million checkout transactions over a three month period, from
September to November, 2001. For computational tractability, the estimates are based on a sample.
The sampling procedure is as follows. From the population of over 10 million transactions, a random sample of 100,000 observations was drawn without replacement. This process was repeated 100 times, to provide 100 samples. Thus, each subsample represents a sample without replacement, but observations may be repeated across subsamples. Most reported estimates reflect the results from evaluating the model on one random sample only. In general, results are qualitatively similar across random samples. However, some coefficients change sign and significance. These cases are noted within the text.
The unit of observation is a checkout transaction, which represents one customer's total purchase at the point of sale. As the data are all from one retail chain with between 11-150 locations, each transaction has exactly the same information. The data contain the information commonly found on most register receipts from a purchase at the grocery store. These include the store number, the date of the transaction, the "ring time", the payment type, the amount of change received, and the number of coupons (both store coupons and manufacturer coupons). Importantly, all data were stripped of personally identifiable information. These information items include, but are not limited to, credit card and debit card numbers, loyalty card numbers, WIC and food stamp identification numbers, and check identification numbers. The data also do not include any way to match item codes to actual items, but there is information on the general department code for the item (for example, meat, general grocery, or produce).
The second data source used in the analysis is 2000 census tract information from the U.S.
Census. The addresses of the retail outlets were matched with census tract level information from the U.S. Census Bureau to proxy for demographics of the local market. Evidence suggests that people shop locally for groceries. 15 Thus, census tract information may proxy for heterogeneity 14 that may exist in length of time of transactions due to demographics of the local market. These census tract variables were matched with transactions by the retail outlet number on the scanner dataset.
Scanner data have a number of unique advantages compared with survey data that contain information on payments. First, these data represent actual buyer and seller behavior, and thus eliminates measurement and sampling error associated with surveys. Second, the quantity of data allows for precise parameter estimates and estimation of effects that may not be able to be determined from a survey dataset. Third, these data represent the entire exchange, while most survey datasets focus on only the buyer or the seller.
Using scanner data does, however, have some limitations. First, the sheer quantity of data can be computationally burdensome. Second, as noted in the introduction, there is no way to distinguish PIN debit card transactions from signature-debit card transactions. Finally, as noted above, there is no personally identifiable information contained in these data. The census tract information is the best proxy for demographic information that has been shown to be a key determinant of payment choice for consumers in previous research. 
IV Results
As outlined above, the estimation procedure is in three steps. The first step is to estimate the reduced form probit and construct the terms that control for selection bias in the time equation The only instance in which the physical versus value logic was not followed is with the total value of cash back and the cash back indicator. The value of cash back was included in the time regression
and an indicator was included in the structural probit estimation. Although this distinction may be viewed as arbitrary, it was made for three reasons. First, the estimated coefficient on this variable can be interpreted as the cost per dollar in terms of time of getting cash back at the point of sale. The indicator equals one if the transaction had "cash back", which is calculated as the change from these transactions. Second, the desire to get cash back at all will influence whether a customer uses a PIN debit card or a check over using cash or a credit card. This indicator allows the econometrician to control for this effect. And third, the length of time of the transaction may be affected to a greater extent by the amount of cash back -it takes longer to count out fifty dollars than it does to hand over a twenty dollar bill.
A Second stage: Ring time
The The selection terms in the last row of each of the tables indicate that there is a negative truncation effect for debit card use and no significant truncation effect for check use. This implies that debit card users may be more time sensitive, as an unobserved factor that predicts debit card use is correlated with an unobserved factor that determines the length of time of the transaction.
In plain English, debit card users may be speedier than other shoppers. For example, they may put all of their items on the belt before the cashier starts ringing up the transaction, they may pay faster, or they may chat less with the cashier in order to get out of the store faster. They also prefer debit cards because debit cards are faster than checks. In less plain English, there may be an unobserved factor that affects the probability of using a debit card that is also correlated with an unobserved factor associated with faster transactions. Thus, the data exhibit sample selection bias for debit card transactions. In contrast, there is no such selection for check use. 18 Obviously, the number of items squared is dropped from this specification.
The coefficients on the cash back terms can be interpreted as the semi-elasticity of the ring time with respect to the amount of cash back. As is evident from the table, the magnitude of this elasticity is greater for debit card transactions than for check transactions, almost by a factor of two. Thus the percentage increase in the length of time of a transaction per dollar of cash back is greater for debit card transactions than for check transactions. Dollar per dollar, the time increase for debit cards is greater than the time increase for checks. These results point to high fixed time costs of using checks, with a relatively lower variable cost per dollar in terms of time, and a low fixed time cost of using a debit card, with a relatively higher variable cost per dollar in terms of time.
Consistent with the results in tables 3(a) and 3(b), the results in table 3(c) show there is a negative truncation for debit card transactions and no significant truncation for check transactions.
In this case, however, the sign could potentially be interpreted as showing a possible positive truncation for check transactions. The luxury of these data is the ability to compare estimates across random samples of a population. While the results reported here reflect one random sample, inspection of other random samples show significant positive truncation for check transactions. 19 In plain English, check writers may be slower than other shoppers. In less plain English, there may be an unobserved factor that affects the probability of using a check that is also correlated with an unobserved factor associated with slower transactions. Thus, the data may exhibit sample selection bias for check transactions.
B Time differential calculations
As explained above, the estimation results from the second stage are used to predict how long each transaction will take with a check and with a debit card. From these predictions, time differentials for each transaction are calculated. These time differentials are then used in the structural probit estimation. The time predictions and differentials, however, are interesting in their own right, and this section explores their properties. Tables 4(a) and 4(b) detail the results. 19 As noted in the data description, 100 random samples were drawn from the population of 10 million transactions. The estimation results in this paper reflect those obtained from estimating the model on the 11th random sample. The additional results reported here are from the 12th through the 15th random samples.
The analysis uses three types of predicted time calculations. The first uses the results in table 3(a), and calculates predicted times asŷ 1i using the debit card parameters and the transaction characteristics,ŷ 2i using the check parameters and the transaction characteristics, and the time
for each observation. The average of these time differentials is calculated as
which is the average of the predicted time differential for all transactions.
As shown in table 4(a), the average predicted length of time of a transaction with a check is 139 seconds, and the average predicted length of time of a transaction with a debit card is 101
seconds. The median of the predicted check times is 122 seconds, and the median of the predicted debit card times is 84 seconds, which shows that the distribution is skewed.
Using the formula in (10), the average of the predicted time differentials is 39 seconds. More than 99 percent of transactions have a predicted length of time with a check that is longer than the predicted length of a transaction with a debit card. There are, however, a few exceptions. The lowest predicted time difference is approximately -81 seconds, implying that given the particular transaction's combination of number of items bought and number of coupons, it is predicted to be faster to write a check. 20 In contrast, the highest predicted time difference is approximately 85 seconds faster to use a debit card. 21 Inspection of these individual transactions shows that while these transactions are outliers with regards to the number of items bought and the number of coupons, they are plausible.
Examining average percentage time differentials between check and debit card transactions is 20 Which did, in fact, occur. 21 Which did not occur.
also instructive. These are calculated as
which is the difference between the predicted check transaction time minus the predicted debit card transaction time, divided by the predicted check transaction time and multiplied by 100. Using this formula, the third column of 
The average difference between the predicted logarithms of the length of time of transactions is 0.37. The median is relatively close to the mean, at 0.38. The lowest predicted difference is -0.07 and the highest predicted difference is 0.92. 
C Third stage: Structural probit
With the constructed predicted time differences above, the estimation procedure continues by estimating the full structural probit. The predicted time differences can be interpreted as the consumer's expectations of the time difference between using a check and using a debit card, and the analysis below examines whether this expectation is a significant factor in a consumer's decision to use a debit card. Tables 5(a Each table corresponds to a second stage specification. The dependent variable is a discrete zero or one;p one indicating that the customer used a debit card.
Because this is a probit model, the coefficients are not easily interpretable in terms of percentages or effects on the probability of using a debit card. In order to aid interpretation, two marginal effects are reported. The first marginal effect is the mean of the derivatives across observations, calculated as
The second is the elasticity with respect to the independent variable, calculated as
In the case of a discrete independent variable, the marginal effect is calculated as
The reported standard errors are adjusted using the method suggested by Murphy and Topel [1985] .
The first specification results shown in table 5(a) uses the absolute differences calculated from the specification in table 3(a). The constructed time difference variable is the predicted time for a check transaction length minus the predicted time for a debit card transaction. The results show that the probability of using a debit card is negatively correlated with this differential. That is, as the difference in the length of time increases, the probability of using a debit card decreases.
This result seems counterintuitive. However, this results is consistent with the possibility that an unobserved factor that affects the probability of debit card use is correlated with an unobserved factor that affects the length of time of transaction. For debit card transactions, these factors are negatively correlated; unobserved increases in the probability of using a debit card are correlated with unobserved decreases in the length of time of a transaction. When constructing the predicted lengths of time for the transactions, on average, the constructed predicted differentials between check and debit card transactions are shorter for debit card transactions than for check transactions.
The predicted time differential is 38 seconds for debit card transactions and 39.5 seconds for check transactions. The results suggest that consumers who use debit cards may be more time sensitive on an absolute basis, and any differential in the length of time of a transaction will lead them to choose a debit card.
The results in table 5(b) shows the estimation results from using the differences in the logarithm of the times for the transaction as an independent variable, corresponding to the parameter on the probability of using a debit card.
Although the primary focus of this paper is to investigate the relationship between time and payment choice, it is instructive to review the coefficients on the other factors that affect the probability of using a debit card as well. The probability of using a debit card decreases as the value of the sale increases, at an increasing rate. The elasticity calculations show that, on average a 10 percent increase in the value of the sale decreases the probability of using a debit card 2.4 percent in the first specification, 1.1 percent in the second specification and 4.7 percent in the third specification (tables 6 (a), (b) and (c) respectively). Thus, debit card use is relatively inelastic with changes in the value of the sale. However, this result is somewhat surprising, if one believes that all demand for money is based on the opportunity cost of funds. Both debit card and check transactions have the same affect on a consumer's overall financial portfolio. In theory, there should be no differential affect of the value of the sale on the choice between a debit card and a check.
But, the results clearly indicate that this is not the case. This result points to characteristics of transactions other than the value of the sale that determine the demand for money, and represent an avenue for fruitful research.
Continuing with the remaining transaction characteristics, the results show that an increase in the number of store coupons decreases the probability of using a debit card. Store coupons proxy for items bought on sale in this dataset. Thus, debit card users buy fewer items that are on sale than check users do, all other things equal. Again, the response is relatively inelastic, but the parameter is significant nonetheless.
The final point to investigate are the effects of the demographics of the local market on debit card use. Interestingly, many of the demographic trends evident in estimates on family-level data appear at the aggregate tract level as well. A higher median tract income leads to a higher estimated probability of using a debit card. The age coefficients show that tracts with a larger proportion of relatively older householders are correlated with lower debit card use rates. In addition, tracts with higher levels of education are positively correlated with debit card use. High income, younger and more educated families are more likely to use debit cards than other families. These results at the tract level in general conform to these results. The results in this paper show that consumers change their choices when faced with implicit costs as well.
V Conclusion
This 
A Standard error correction procedures
As explained in the text, each stage's standard errors should be corrected to account for the fact some terms are predicted from the previous stage. The standard errors reported in this paper reflect the necessary corrections. This section outlines the methods used, based on Lee [1982] and Murphy and Topel [1985] .
A Ring time regression standard errors
There are two ring time regressions reported: one for the subsample that used a debit card and the other for the subsample that used a check. Using the OLS standard errors may lead to mistakes in inferences regarding parameters due to sample selection. This section outlines the method used to correct the standard errors, based on Lee [1978 Lee [ , 1979 Lee [ , 1982 . The notation follows Lee [1978] , p. 422.
The approximation to the correct asymptotic covariance matrix used is
and
.
where
B Structural probit standard errors
In this stage, the standard errors should be corrected to account for the fact that the (ŷ 2i −ŷ 1i ) terms are predicted from the previous stage. This section outlines the method used, based on Murphy and Topel [1985] .
There are two log likelihood functions for the first stage, reflecting the two separate estimation procedures forb 1 and andb 2 on the subsamples that use debit cards and checks, respectively.
However, the predicted values forŷ 1i andŷ 2i are constructed for all observations. Thus, the log likehoods for the standard error correction procedure are different from those used to obtain the parameter vectorsb 1 andb 2 . Furthermore, the constructed termŷ 2i −ŷ 1i equalŝ
where x i does not contain the selection terms.
The log likelihood functions for the first stage are
Note that both log-likelihood functions are calculated for all n observations. There is only one log-likelihood function for the second stage, which is
The notation that follows is from Murphy and Topel [1985] , p. 377. Let θ 2 = (g, d 2 ) ′ and let
According to Murphy and Topel [1985] , the following formulation is a consistent approximation to the covariance matrix:
The appropriate partial derivatives of the likelihood function are
Evaluating these expressions at the valuesθ 1 = b 2 ,b 1 andθ 2 = ĝ,d 2 yields the asymptotically correct covariance matrices. 
