Standard techniques for analyzing network models usually break down in the presence of clustering. Here we introduce a new analytic tool, the ''free-excess degree'' distribution, which extends the generating function framework, making it applicable for clustered networks (C > 0). The methodology is general and provides a new expression for the threshold point at which the giant component emerges and shows that it scales as ð1 À CÞ À1 . In addition, the size of the giant component may be predicted even for more complicated scenarios such as the removal of a fixed fraction of nodes at random.
Network theory is a powerful tool for describing and modeling complex systems with applications in widely differing areas, including epidemiology, neuroscience, ecology, and the Internet [1, 2] . Over the last years there has been rapid progress in calculating the properties of random networks having arbitrary degree distributions, based on the analysis of branching processes and generating functions (GFs) [3, 4] . This was motivated by the observation that many real-world networks are often characterized by highly heterogeneous degree distributions [5] . However, clustering also characterizes real-world networks, yet it remains far less understood. Clustering refers to the relative number of triangles in a network, commonly measured by the coefficient introduced in [3] as C ¼ . Here N 4 is the number of triangles in the network, while N 3 is the number of connected triples of nodes. This definition has the advantage that C is also the probability that two nodes which connect to a mutual node are connected themselves, thereby forming a triangle whereby ''a friend of a friend is also a friend.' ' The analysis of branching processes, which are at the heart of the GF formalism of [3] , is not applicable for clustered networks due to the formation of short loops, namely, triangles. Initially this problem was overlooked, and results were ''extrapolated'' from the unclustered case in a simplistic manner to the clustered one. Relevant here is the example concerning the emergence of the giant component (GC)-where it was shown [3] that in the usual unclustered case there is a GC if the mean number of nodes at a distance two (z 2 ) is larger then the mean number of nodes at a distance one (z 1 ). This is often (wrongly) taken as the criterion for clustered networks [6, 7] , thus initiating the quest to calculate z 2 in the presence of clustering [2, 6, 7] .
A recent analysis of the problem of clustering was given in Ref. [8] , and is based on an approach similar to that described here. The authors of [8] construct a branching process that applies for networks with triangles, although it has the limiting assumption that two triangles will never share an edge. Even in this limited setting the results are only applicable for relatively small levels of clustering, C, and difficult to interpret and to broaden for other questions such as dilution (e.g., the effects of removing randomly a fixed fraction of nodes). In this Letter we describe general methods for determining the properties of clustered networks by introducing a new GF which is not part of the classical GF approach. Our central new result concerns the critical point for emergence of the GC, but we also address the question of its size and of dilution.
We first very briefly review the application of GFs for unclustered (C ¼ 0) random networks [3] . Definition of the GF: G 0 ðxÞ ¼ P 1 k¼0 p k x k , where p k is the probability that a randomly chosen vertex on the graph has degree k. Thus, the mean degree of a node is easily calculated as
. Another quantity of importance is the ''excess degree'' distribution. Starting at a randomly chosen node and following one of the edges at that node, we reach a neighbor v 1 . We are interested in the distribution of the outgoing edges of v 1 or its ''excess degree'' (i.e., the node's degree minus one, accounting for the edge we arrived along). Since the probability, q k , to have k outgoing edges is q k ¼ ðk þ 1Þp kþ1 =z 1 , the distribution of outgoing edges is generated by the function [3] 
. Using the ''powers'' property of GFs [3] (and considering [9] ), the GF for the probability distribution of the number of second-nearest neighbors of the original node can be written as
The ''free-excess'' degree.-The above calculations may be modified for application to clustered networks (C > 0). Analogously to the excess degree, starting at a randomly chosen node v 0 and following one of the edges at that node, we reach a neighbor v 1 . We are now interested in fe i g 1 i¼0 , the distribution of the outgoing edges of v 1 that are not connected to a neighbor of v 0 .
Suppose we travel from node v 0 along an edge to node v 1 having degree dðv 1 Þ ¼ i þ 1 (i.e., with an excess degree of i). The probability that it will have k neighbors that are not connected back to v 0 (via a triangle) is
This is just the probability that of the i outgoing edges of v 1 , i À k are connected in a triangular formation that includes v 0 , while the other k edges are not. Here, as before, we use the first-order approximation that C is the probability of a triangular formation. When dðv 1 Þ is not known, from (3) we obtain
The GF, G c ðxÞ, for the distribution is
Thus, we arrive at the key relationship:
As an example of how (5) may be useful, it is possible to determine the mean free-excess degree:
It will also prove useful to calculate the mean number of edges emanating outwards from nodes at a distance one to nodes at a distance two, beginning from some arbitrary source node (note that this is not the mean number of nodes at a distance two, since there is a positive probability that two edges reach the same node at a distance two). Similarly to (1) and (2), the mean is
This parameter was also calculated in [2] by different means, but as will be discussed shortly, its importance appears to have been overlooked.
Emergence of the GC.-Molloy and Reed [10] introduced the parameter Q : ¼ P i ip i ði À 2Þ that identifies the phase transition in random graphs, i.e., the point where a GC is born. Their procedure utilizes a method which can be likened to ''walking through a random graph'' [ Fig. 1(a) ] and assessing the number of unknown nodes encountered along the way. Suppose one follows a random edge to a node v having degree k. How does this change the number of unknown vertices? First, by virtue of arriving at v the number of unknown vertices decreases by one. However, because v itself has degree k, then this leads to an increase of ðk À 1Þ in the number of unknown vertices. The net number of unknown vertices increases by ðk À 2Þ. In order to calculate the expected change, the probability of arriving at v, which is proportional to the degree k, must also be factored in. This makes the expected increase in the number of unknown neighbors proportional to Q ¼ P i ip i ði À 2Þ. If Q > 0, then with each step of the walk through the graph the number of unknown vertices and the size of the component grow large-the hallmark traits of the GC. If Q < 0, the number of unknown neighbors reduces to zero, and we cannot be walking through a GC. Recalling earlier definitions, the condition Q > 0 may be stated as
Since in unclustered (C ¼ 0) networks z e ¼ z 2 =z 1 , Ref. [3] advocates the following equivalent criterion.
FIG. 1. Graphical illustration of the exposure procedure.
Choose a node at random, say, V 0 , and start diffusing from it and counting the nodes encountered on the way. (a) When C ¼ 0 and the network is treelike [9] , after counting the new nodes (a 1 À a 4 ) we pick one of them at random, say, a 1 , and count its new neighboring nodes (b 1 À b 3 ), which are distributed according to fq i g 1 i¼0 .
In the next step, we randomly choose one of the nodes (a 2 À a 4 , b 1 À b 3 ) and continue until the entire component is exposed. (b) When C > 0, two modifications are required to deal with cycles due to triangles (the dashed edges): we use fe i g 1 i¼0 and diffuse depthwise. After counting a 1 À a 4 , when we count the neighbors of a 1 , we avoid overcounting a 2 because fe i g 1 i¼0 govern the distribution of the solid-black edges. In the next step if we go from a 1 to b 3 in order to count the neighbors of b 3 , again we avoid overcounting a 2 (because it is connected to a 1 ). The depthwise exposure, which is a permissible scheme [10] , is made use of to avoid dependencies.
Criterion A-There is a GC in random networks if z 2 > z 1 ; i.e., the mean number of second-nearest neighbors is greater than the mean number of neighbors.
This has the intuitive epidemiological interpretation; if the mean number of infected individuals grows with distance from the source, an epidemic outbreak will occur.
The procedure of Molloy and Reed may be adapted for clustered networks. Again, suppose we follow a random edge that begins from a source node and ends at some node v. Previously, if v had degree k, the number of ''unknown'' neighbors increased by k À 2. However, with triangles there is a possibility that some of the k À 1 outgoing edges will return to nodes that are already known [via dashed edges in Fig. 1(b) ]. It is possible to avoid counting these nodes twice, by counting them in a manner that considers the free-excess degree distribution e k . Thus, when a node v of free-excess degree i is encountered, the number of ''unknown'' neighbors increases by i À 1, and the expected increase in the number of unknown neighbors is thus proportional to Q c ¼ P i e i ði À 1Þ. The criterion for the GC in a clustered network is precisely Q c > 0.
However, by (6) , this condition becomes
which differs from (8) by the scale factor ð1 À CÞ.
Multiplying both sides by z 1 , we obtain ð1 À CÞz 1 z e > z 1 . Recalling (7), this may be interpreted as the following criterion. Criterion B-There is a GC if the mean number of edges emanating outwards from nodes at a distance one to nodes at a distance two (beginning from some arbitrary source node) is larger than the mean degree.
Note that in the epidemiological sense, the emphasis is on the growth in the number of outward edges or transmission routes from a typical source node to its neighbors, and then to its neighbors' neighbors [ Fig. 2(a) ].
Although previously criterion A was used for a clustered network without any proper justification [2, 6, 7] , Fig. 3 shows that it provides poor predictions of the critical mean degree z Ã 1 as a function of the clustering, C. (Predictions were made using estimates of z 2 in the presence of clustering as detailed in [2, 6] .) The accuracy of the prediction can be assessed against simulations [11] (Fig. 3,  circles and inset) . In contrast, criterion B is a much better predictor as shown in Figs. 2(b) and 3 . The latter plots the analytic result for a Poisson degree distribution where z 1 ¼ z e [3] and z (9)]. The size of the GC.-In order to find the size of the GC Andersson [12] examined the probability of extinction in a two-phase branching process that mimics a construction of a random graph (with C ¼ 0). In this branching process the source node has a number of direct descendants distributed according to fp i g 1 i¼0 (the first phase), while each of its descendants has a number of direct descendants distributed according to fq i g 1 i¼0 (the second phase). First, consider the probability u for a lineage of a single branch that arrives at some node, v 1 , to eventually die out. This necessitates that all k branches leaving v 1 die out, an event that occurs with probability u k . Since the degree of v 1 is unspecified, we obtain the self-consistency condition u ¼ P 1 k¼0 q k u k ¼ G 1 ðuÞ, which may be solved to find u.
FIG. 2.
The difference between the new criterion B and the conventional criterion A. (a) Consider the following example: a typical node has a neighborhood similar to V 0 -3 nodes at a distance one at the first layer, L 1 , and 2 nodes at a distance two at the second layer, L 2 , but 4 edges to the second layer (from L 1 to L 2 ). Criterion A would not predict a GC, while criterion B would predict it. (b) The size of the largest component plotted vs N for Poisson networks having mean degree z 1 ¼ 1:25 and C ¼ 0:2 (i.e., at the critical point according to criterion B). Indeed the size at the critical point correctly scales as $N 2=3 as is known for the case z 1 ¼ 1 C ¼ 0 (see reference in [2] ). Note that criterion A would wrongly predict this regime to be below the critical point (since z 2 % 1:19 < z 1 ), and would suggest that all components should scale as OðlogNÞ.
FIG. 3. The critical mean degree z
The second step takes into consideration that the branching process begins from some arbitrary source node. Because all branches originating from the source must die out in order for the process to become extinct, the probability of extinction (which is equivalent to belonging to a small component) is equal to G 0 ðuÞ, while the probability of persistence (or belonging to a GC) is S ¼ 1 À G 0 ðuÞ, which is also the size of the GC.
The above argument needs to be modified for clustered networks. For these, the probability, u, for the lineage of a single branch to die out no longer fulfills the condition u ¼ G 1 ðuÞ, because the progeny in the second phase are no longer distributed by fq i g 1 i¼0 . Instead it is necessary to replace q i with e i so that the self-consistency condition is, to a close approximation, u ¼ G c ðuÞ.
The main error remaining is due to higher order correlations between nodes in the branching process that occur with probability of $C 2 (and smaller when there are no triangles sharing an edge, as assumed in [8] ).
The size of the GC may also be estimated in the presence of dilution, i.e., when a fraction r of the nodes has been randomly removed [13, 14] . In the solutions found by [14] , it is only necessary to replace the fq i g 1 i¼0 with the freeexcess probabilities fe i g 1 i¼0 (or G 1 with G c ). It is thus only necessary to (a) solve for u, such that r þ ð1 À rÞG c ðuÞ ¼ u, and (b) calculate GC size as S ¼ 1 À r À ð1 À rÞG 0 ðuÞ. When C ¼ 0, these equations coincide with those in [14] . Simulations and theory for node removal are in excellent agreement (Fig. 4) , and even better for edge removal or joint edge-nodes removal [15] .
Discussion.-According to [4] , one can study random graphs with two different techniques, either by ''growth as an epidemic''-where the layers away from an origin node are fully exposed one at a time (e.g., [3] with the GF approach)-or by a ''random walk,'' which exposes nodes one at a time (e.g., [10] ). The first approach was adopted in [8] to treat all realizations with a given clustering, which do not include triangles sharing a common edge (''low clustering''), since in such cases there is a possible correlation between different nodes in the same layer. In this Letter we succeeded in analyzing realizations having high clustering, by adapting the second approach. We overcame the correlation problem by exposing one node at a time (in particular, diffusing depthwise according to the free-excess degree). We were able to identify the emergence of the giant component by establishing the existence of a large ''scaffold'' suggesting it (on the assumption that the probability of a triadic closure is C). In order to calculate the actual size of the GC, we approximate with a $C 2 error and take the growth of the GC as an ''epidemic.'' However, since C 2 ( 1 in many real-world networks, we expect this discovery to be useful as well. In addition our simulations show that the method is robust and accurate for random networks with arbitrary degree sequences; indeed, these results have also been shown to apply to exponential and scale-free networks, as will be explored in more detail elsewhere. 
