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Abstract
It is shown that if P1 and P2 are orthogonal projectors, then a product having P1 and P2 as
its factors is equal to another such product if and only if P1 and P2 commute, in which case all
products involving P1 and P2 reduce to the orthogonal projector P1P2. This is a generalization
of a result by Baksalary and Baksalary [Linear Algebra Appl. 341 (2002) 129], with the proof
based on a simple property of powers of Hermitian nonnegative definite matrices.
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1. Introduction and statement of the result
Let Cn denote the set of all Hermitian nonnegative definite matrices of order n.
The considerations of this note are concerned with a subset P⊥ of Cn consisting of
orthogonal projectors in Cn,1, i.e.,
P⊥ = {P ∈ Cn : P = P2,P = P∗},
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where P∗ stands for the conjugate transpose of P. One of the essential properties of
a pair of orthogonal projectors, P1 and P2 say, is their commutativity
P1P2 = P2P1. (1.1)
For instance, (1.1) is a necessary and sufficient condition for the product P1P2 of
P1,P2 ∈ P⊥ to be a projector, i.e.,
P1P2 = (P1P2)2 (1.2)
(cf., e.g., Theorem 1 in [1]), being however only a sufficient condition for (1.2) when
idempotent matrices P1 and P2 are not necessarily Hermitian; cf. Theorem in [3, §42]
and Theorem 5.1.4 in [4]. The commutativity property (1.1) of P1,P2 ∈ P⊥ has also
many interesting statistical implications; see a survey of them in [1].
There are dozens of characteristics of (1.1), including those which refer to the
equalities of two different products of P1 and P2; cf. Theorem 1 in [1], dealing with
selected 2-, 3-, 4-, and 5-factor products, and Lemma in [2], dealing with all such
products. In the present note, a general solution to this problem is established, in
which the numbers of factors are completely arbitrary. The proof is based on a simple
property of powers of Hermitian nonnegative definite matrices, thus differing from
those of the previous results.
Theorem. Let P(m;i) denote an m-factor product of P1,P2 ∈ P⊥, with Pi being the
first factor and Pi , Pj occurring alternately, i, j = 1, 2; i 	= j. Then the following
statements are equivalent:
(a) P(p;i) = P(q;j) for some p, q  2 and i, j = 1, 2 (except for the trivial case
where simultaneously p = q and i = j),
(b) P1P2 = P2P1,
(c) P(p;i) = P(q;j) for every p, q  2 and i, j = 1, 2.
From Theorem it is seen, in particular, that the commutativity of orthogonal pro-
jectors P1 and P2 is a necessary and sufficient condition not only for the idempotency
of P1P2, but also for the tripotency of this product and, more generally, for P1P2 =
(P1P2)m. Clearly, the same observation is valid in reference to the triplet P1P2P1,
and so on.
2. Proof
The implications (b) ⇒ (c) and (c) ⇒ (a) are obvious. For the proof that (a) ⇒
(b) first observe that, for any A ∈ Cn , if Ak = Al for some integers k < l, then A is
idempotent, the converse implication being true trivially. In fact, writing a spectral
decomposition of A in the form
A = UDU∗, (2.1)
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where D is a diagonal positive definite matrix and U∗U = Ia , with a denoting the
rank of A, it is seen that
Ak = Al ⇔ UDkU∗ = UDlU∗ ⇔ Dk = Dl ⇔ D = Ia.
Substituting D = Ia into (2.1) yields A = UU∗, and hence A = A2.
Since PiPjPi = (PiPj )(PiPj )∗ whenever P1,P2 ∈ P⊥, it follows that PiPjPi ∈
Cn and therefore, on account of the considerations above,
(PiPjPi )k = (PiPjPi )l for k < l ⇔ PiPjPi = (PiPjPi )2. (2.2)
However, the idempotency of PiPjPi is equivalent to the commutativity of P1 and
P2. In fact, if
PiPjPi = PiPjPiPjPi , (2.3)
then
(PiPj − PiPjPi )(PiPj − PiPjPi )∗ = (PiPj − PiPjPi )(PjPi − PiPjPi ) = 0,
which is equivalent to PiPj = PiPjPi , and hence PiPj = (PiPj )∗ = PjPi . (No-
tice, parenthetically, that the equivalence (2.3) ⇔ (1.1) is a part of Lemma in [2].)
Consequently, (2.2) can be strengthened to the form
(PiPjPi )k = (PiPjPi )l for k < l ⇔ P1P2 = P2P1. (2.4)
To show that (a) implies (b) we will consider eight situations: two concerning the
cases where both p and q are even, two concerning the cases where both p and q are
odd, two concerning the cases where p is even and q is odd, and two concerning the
cases where p is odd and q is even. Without any loss of generality, we will assume
that p  q whenever i /= j and p < q in each case where i = j .
It can easily be verified that, according to whether p is even or odd, the product
P(m;i) defined in Theorem admits the following representations
P(2k;i) = (PiPjPi )k−1PiPj = PiPj (PjPiPj )k−1, (2.5)
P(2k+1;i) = (PiPjPi )k = PiPj (PjPiPj )k−1PjPi , (2.6)
where (PiPjPi )k−1 and (PjPiPj )k−1 should be considered to be absent when k = 1.
Consequently, the first two situations mentioned above, which correspond to
P(2k;i) = P(2l;i), k < l, (2.7)
P(2k;i) = P(2l;j), i 	= j, k  l, (2.8)
admit the characterizations
(PiPjPi )k−1PiPj = (PiPjPi )l−1PiPj , (2.9)
(PiPjPi )k−1PiPj = PjPi (PiPjPi )l−1, (2.10)
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respectively. It is seen that postmultiplying (2.9) by Pi yields
(PiPjPi )k = (PiPjPi )l . (2.11)
Moreover, it is clear that, for any integer m  2,
Pi (PiPjPi )m−1 = (PiPjPi )m−1 = (PiPjPi )m−1Pi , (2.12)
and thus premultiplying and postmultiplying (2.10) by Pi and PjPi , respectively,
lead to
(PiPjPi )k = (PiPjPi )l+1. (2.13)
Since k < l in (2.11) and k  l in (2.13), it follows from (2.4) that in both cases:
(2.7) and (2.8) the projectors P1 and P2 are forced to commute.
The next two situations correspond to the equalities:
P(2k+1;i) = P(2l+1;i), k < l, (2.14)
P(2k+1;i) = P(2l+1;j), i 	= j, k  l, (2.15)
which, according to representation (2.6), are equivalent to (2.11) and to
(PiPjPi )k = PjPi (PiPjPi )l−1PiPj , (2.16)
respectively. In view of (2.12), premultiplying and postmultiplying (2.16) by Pi yield
(2.13), thus concluding the proof that also in cases (2.14) and (2.15) the projectors
P1 and P2 are forced to commute.
Finally, in view of (2.5) and (2.6), the equalities
P(2k;i) = P(2l+1;i), k  l, P(2k;i) = P(2l+1;j), i 	= j, k  l, (2.17)
can be characterized by
(PiPjPi )k−1PiPj = (PiPjPi )l, (2.18)
(PiPjPi )k−1PiPj = PjPi (PiPjPi )l−1PiPj , (2.19)
respectively, while the equalities
P(2k+1;i) = P(2l;i), k < l, P(2k+1;i) = P(2l;j), i 	= j, k < l, (2.20)
correspond to
(PiPjPi )k = (PiPjPi )l−1PiPj , (2.21)
(PiPjPi )k = PjPi (PiPjPi )l−1. (2.22)
In view of (2.12), postmultiplying (2.18) by PjPi , as well as premultiplying and
postmultiplying (2.19) by Pi , lead to (2.13), whereas postmultiplying (2.21) by Pi ,
as well as premultiplying (2.22) by Pi , lead to (2.11). On account of (2.4), it fol-
lows that also each of the equalities in (2.17) and (2.20) implies (1.1). The proof is
complete. 
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