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Abstract 
In this paper, we firstly use the traffic flow data collected from loop detectors on freeway and measure the complexity of 
data by Lempel-Ziv algorithm at different temporal scales. Considering each day as a cycle and each cycle as a single node, 
we then construct complex networks by using the distribution of density and its derivative. In addition, the networks are 
analyzed in terms of some statistical properties, such as average path length, clustering coefficient, density, and average 
degree. Finally, we use the correlation coefficient matrix, adjacent matrix and closeness to exploit the periodicity in weekdays 
and weekends of traffic flow data. 
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1. Introduction 
Traffic problems such as traffic jam, accident and air pollution have attracted the attention from more and 
more people. Since the 1980s, developed countries have researched the technology of Intelligent Transportation 
Systems (ITS). The advanced traffic management, control and route guidance in ITS have become effective 
solutions to solve the traffic problems, while the accurate forecasting and deep data mining of traffic flow data are 
certainly important steps to complete intelligent management and control in urban traffic. Recently, many 
scholars focus their interesting on applying reliable models to accomplish high forecasting accuracy and produce 
a variety of achievements, especially in short term forecasting (Castro-Neto et al., 2009; Hong et al., 2011; Chen 
et al., 2001; Ghosh et al., 2005; Vlahogianni et al., 2005). The base of high predicting accuracy is the periodicity 
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in the traffic flow data, for example, daily periodicity in a week, weekly periodicity in a month and monthly 
periodicity in a year. To explore the periodicity, He et al. (2010) used Recurrence Plot (RP) and the parameter of 
Recurrence Quantitative Analysis (RQA) to analyze the periodicity of traffic flow, and applied in an empirical 
study. Vlahogianni et al. (2006) detected the overall nonlinearity and non-stationarity in traffic flow time series, 
and studied these statistical properties of traffic volume series by using the RP and the parameter of RQA. 
In the past few years, complex network has gained remarkable development in complex systems of various 
fields (Adamic et al., 1999; Chang et al., 2007; Yang et al., 2011; Estrada et al., 2009). Many scholars proposed a 
new approach by transforming time series into complex network to explore the dynamics in time series (Yang et 
al., 2008; Wang et al., 2012; Gao et al., 2012). In addition, Zhang et al. (2008) (2006) proposed a new method to 
research the dynamics of pseudoperiodic time series by using complex network. All theses literatures suggest us 
that statistical features of complex network offer a new viewpoint and a helpful method to explore the dynamic 
characteristics. With its different features from other time series, traffic flow data has quasi-periodicity in long 
term and nonlinearity in short term. Complex networks are hence capable of supplying comprehensive statistical 
characteristics of the dynamics in traffic time series from a new angle.  
In this paper, we use complex network to study the periodicity of traffic flow time series, which are collected 
in term of different temporal scales: 2 minutes, 5 minutes, 10 minutes, 15 minutes, 30 minutes and 60 minutes. 
Firstly, L-Z algorithm (Lempel & Ziv, 1976) is adopted to measure the complexity of traffic time series for each 
scale. By considering individual cycles as nodes and treating correlation among cycles as edges, we then 
construct the complex network. Finally, taking 2 minutes flow data as example, correlation coefficient matrix, 
adjacent matrix, and closeness distribute are used to exploit the periodicity in traffic time series.  
The remainder of this paper is organized as follows. In section 2, we introduce measured traffic flow data and 
calculate the complexity. In the following section, we construct complex network transforming from traffic flow 
data in time domain. Next, the statistical properties of complex network are discussed. The periodicity in the 
traffic flow data is discovered and analyzed in complex network domain. The final section summarizes the 
findings of the paper and offers some conclusions. 
2. Data Collection and Complexity Measure 
 
Fig.1 Time series of traffic flow at different temporal scales 
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The research proposed in our study is based on the field data from freeway in Harbin, where each link consists 
of two lanes in one direction. The raw information is collected using loop detectors from each lane, and the 
detection infrastructure is able to measure volume of vehicles, vehicle speed and occupancy. In this study, the 
available data is collected from January 1st to December 31st in 2011 at the interval of 2 minutes, 5 minutes, 10 
minutes, 15 minutes, 30 minutes and 60 minutes respectively. Fig.1 shows the measured data for only 9 days 
including 5 workdays and 4 days at weekend. It can be seen that traffic time series often exhibits irregular and 
complex behaviour, and it changes abruptly when entering or leaving a congestion hour. This phenomenon can 
be observed from 2min data obviously, which manifests stochastic and nonlinear characteristics caused by 
dynamics and complexity in traffic system.  
How to quantify the fluctuation in traffic flow data has been considered by researchers who are interesting in 
traffic flow analysis. With increasingly in-depth study on traffic system, correlation dimension and Lyapunov 
exponent in chaos theory are used to analyze the nonlinearity in traffic flow (Wastavino et al., 2007; Li et al., 
2004; Shang et al., 2006). However, these methods are dependable to original data and sensitive to noise, and 
need abundant data to obtain reliable results. L-Z complexity algorithm, proposed by Lempel and Ziv in 1976, is 
suitable to measure the fluctuation in traffic flow because it only requires small amount of data and has capacity 
of anti-interference to noise. To a time series, the L-Z algorithm is implemented as follows: 
Step 1: Given a time series with n elements (y1, y2, …, yn), a string {s1 s2…sn}can be reconstructed by the rules: 
if yi > y (here, y means the average value of time series), then si = 1, or si = 0. Thus, the string {s1 s2…sn} is a 0-1 
series conforming from time series.  
Step 2: Define the variable c(n) as the complexity of string {s1 s2…sn}. S and Q represent two different 
character sequences, and SQ represents a new concatenation of S and Q. SQ  represents the sequence SQ in 
which the last character is deleted, and v(SQ ) is defined as a set comprising all different substring in SQ . 
 Step 3: Initialize c(n), {s1}, {s2} and S, Q to 1 respectively, hence SQ  = {s1}. Presume S = {s1 s2…sr} and Q 
= {sr+1}, ask if the Q belongs to the v(SQ ). If so, string Q is a simple repetition of an existing substring of {s1 
s2…sr}, and hence the complexity remains unchanged. Then Q is renewed to {sr+1 sr+2}, check if Q belongs to the 
v(SQ ) (here, the string SQ  also be renewed). Repeat the above procedure until Q does not belong to v(SQ ), 
then increase the complexity by one, read the next string and take Q = {sr+3}. 
 Step 4: Repeats the above procedure until all the elements of the string {s1 s2…sn} are completely calculated. 
Then, the resulting c(n) is the complexity of a given time series. 
Step 5: According to Lempel-Ziv algorithm, the normalized complexity measure is defined by 
                                                 ( ) ( ) / ( )NC n c n b n   [0,1]                                                                     (1) 
where 
                                                    
2
( ) lim ( )
logn
nb n c n
n
                                                                      (2) 
It should be noted that if the time series include large amount of repeating sequences, its complexity will be 
low. To a regular periodic time series, when n tends to , the CN tends to 0. If the time series include random 
sequences, its complexity will be high. To a complete random time series, when n tends to , the CN tends to 1. 
 Fig.2 shows the results by using L-Z algorithm to calculate the complexity of traffic flow in terms of different 
temporal scales. To each scale, the complexity tends to a stable value for a certain length of time series. In Fig.2 
(a), the CN of data measured in 2 minutes becomes stable at 0.266 after 16 days, totally 11520 pieces of data. The 
CN of 5 minutes time series becomes unchanged at 0.205 after 23 days, totally 6624 pieces of data. The CN of 10 
minutes time series also becomes unchanged at 0.193 after 30 days, totally 4320 pieces of data. In Fig.2 (b), the 
CN of 15 minutes series tends to the value of 0.195 after 35 days, totally 3360 pieces of data. The CN of 30 
minutes series becomes unchanged at 0.185 after 45 days, totally 2160 pieces of data, and the CN of 60 minutes 
becomes stable at 0.199 after 55 days, totally 1320 pieces of data. The conclusion can be obtained from Fig.2 is 
that complexity of traffic flow time series measured in 2 minutes is higher than other scale data.  
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Fig.2 Complexities of different lengths of time series: the horizontal and vertical coordinate represent the days and complexity CN 
respectively 
 
a 
 
b 
Fig.3 Complex network converted from traffic flow data with 365 nodes a: Density versus threshold b: Derivative of density versus threshold 
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3. Complex Networks 
In order to convert traffic time series into complex networks, we consider each day as a node, and the 
correlation between days as edges. Traffic flow data of 365 days in 2011 are utilized to create the network. In our 
study, the length of data in one day is constant and every day can be treated as a cycle. Thus, we use correlation 
coefficient to character the similarity between two cycles, which does not require phase space reconstruction 
(Zhang & Small, 2006). For each pair of cycles, Yi and Yj, the correlation coefficient can be defined as:  
                                        1
22
1 1
( ) ( )
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i i j j
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Y k Y Y k Y
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Y k Y Y k Y
                                         (3) 
where, L is the dimension of the vector (L is selected to 720, 288, 144, 96, 48 and 24 at scales of  2 minutes, 5 
minutes, 10 minutes, 15 minutes, 30 minutes and 60min respectively), 1 ( ) /
L
i ik
Y Y k L , and 
1
( ) /Lj jkY Y k L . C is a symmetric matrix and the elements Cij are restricted to the domain [-1, 1]. Regarding 
each vector as a node, Cij describes the state of connection between the node i and j. Choosing a critical threshold 
rc, the correlation matrix C can be converted into an adjacent matrix D as follows: 
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Tab.1 Empirical statistical indicators of complex network from traffic time series 
 2min 5min 10min 15min 30min 60min 
rc 0.920 0.960 0.970 0.975 0.980 0.985 
average path length 1.411 1.659 1.900 1.720 1.895 1.920 
clustering coefficient 0.798 0.752 0.749 0.748 0.750 0.742 
density 0.288 0.191 0.214 0.208 0.219 0.215 
average degree 105.870 70.622 78.896 76.841 80.593 79.340 
It indicates that node i connects with node j if Dij = 1 and node i disconnects with node j if Dij = 0. It is 
necessary for us to consider how to select an appropriate critical threshold to create the complex network based 
on traffic time series. If it is too small, the nodes with weak relations will be connected, and the number of the 
edges in complex network decrease gradually with increasing the value of rc. If it is too large, some valuable 
connections will be filtered out and the number of edges decreases rapidly. Accordingly, rc should be determined 
to an proper value, by which the complex network can capture the characteristics of the time series. 
 Fig.3 shows the density and its derivative of the networks versus the threshold rc. We can see the decrease of 
the density reaches the minimum values in Fig.3b, and we select the rc to be this minimum. The reason is that the 
decrease of edges will arrive at the minimum rate and the clustering property of the cycles can be maintained 
when the threshold approaches the peak value. It can be imagined from the opposite perspective, take 2minutes 
time series for example, the edges will increase at the maximum rate as rc increases from 0.915 to 0.92. Thus, the 
threshold beyond 0.92 will result in a slower edge increase. Finally, we determine the appropriate threshold for 
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each scale data showed in Tab.1. Accordingly, some statistical indicators to describe the basic features of 
complex network are also calculated and presented in Tab.1. 
The small-world behaviour is originally characterized by the scaling of network diameter or average path 
length as well as high clustering coefficient. We compute the average path length and clustering coefficient for 
the constructed networks from the time series. We find that all the constructed networks have higher clustering 
coefficient yet smaller characteristic path lengths, which indicate that the constructed networks from original 
traffic time series have small-world property. 
4. Periodicity in Traffic Flow Data 
 
Fig.4 The plot of correlation coefficient of complex network based on traffic flow data at 2 minutes scale. Axis x and y are the traffic volume 
time series in 2011, and every day treated as a cycle totally 365 days data. a shows the global scale, b is the local scale of the black circle in a, 
c represents the traffic volume marked in b by large black circle for the cycle 87 to cycle 91, which means the volume in workday from 28th 
March (Monday) to 1st April (Friday), and d represents the traffic volume marked in b by small black circle of the cycle 92 and cycle 93, 
which indicates the volume in weekend of 2nd April (Saturday) and 3rd April (Sunday). 
The plot of correlation coefficient, the plot of adjacent matrix and closeness are used to analyze the periodicity 
in traffic time series. (Here, we have to explain that these three indicators of each temporal scale data represent 
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similar features, we just take 2minutes scale data as example to study the periodicity) Fig.4 provides the plot of 
correlation coefficient of days or cycles. The colour bar represents the values of correlation coefficient from large 
to small. From Fig.4a we can find considerable cyclic patterns and Fig.4b is the local amplification of the black 
circles in Fig.4a. It is obvious that there are four patterns: the red large square, the red small square, the yellow 
band and a light diagonal line. The red large square has high correlation coefficient and comprises 5 cycles, 
which reflects the similarity of traffic volume time series in weekdays shown in Fig.4c. The red small square has 
also high correlation coefficient and comprises only 2 cycles, which reflects the similarity of traffic volume time 
series in weekends shown in Fig.4d. The yellow band represents the weak correlation between weekdays and 
weekends by observing and comparing the fluctuation of Fig.4c and Fig.4d. The diagonal line indicates the self 
correlation between the cycle yi and yi, the values equal to 1. 
 
Fig.5 a: the plot of adjacent matrix of complex network based on traffic flow data at 2 minutes scale in 20ll, totally 365 cycles. The black 
points represent the elements Dij=1, the horizontal and vertical coordinate are the number of nodes, and nz indicates the number of elements 
with Dij=1. b: the local amplification of the a, and rc is selected to 0.92. Some squares are incomplete, the reason is that the correlation 
coefficients of some nodes are smaller than rc, and their edges are filtered out. 
By choosing a proper threshold rc, the correlation coefficient matrix C can be transformed into adjacent matrix 
D, which includes the information of edges in complex network. Fig.5 is the plot of adjacent matrix for 2minutes 
scale data for rc equal to 0.92. Comparing to Fig.4a, some information of nodes with low correlation coefficient 
are filtered out, the remains are the periodicities of weekdays and diagonal line. 
By exploring the closeness of network, we find a interesting result in Fig.6. Fig.6a provides the closeness of 
nodes and the distribution of closeness. The values of closeness can be divided into three parts: the nodes in part 
1 have low closeness and are limited in [0, 0.05], the nodes in part 2 have middle closeness and are limited in [0.1, 
0.3] and the nodes in part 3 have high closeness and are restricted in [0.1, 0.3]. This division can be also 
distinguished from the distribution of closeness. By analyzing the cycles of nodes, we find that these three parts 
correspond to the different parts of traffic volume time series. As shown in Fig.6b, the nodes in part 1 represent 
the workdays and there are obvious morning and evening peaks. The nodes in part 2 represent some days with 
special events, for example, traffic accident or road construction, and there are only morning peaks. The nodes in 
part 3 represent the weekends without obvious morning and evening peaks. As we know, closeness is an 
important statistical characteristic in complex network, which represents the availability of middle nodes. It can 
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be imagined that the nodes with low closeness have a few of connecting edges, which means the correlations 
among these nodes and the others are weak. On the contrary, the nodes with high closeness have considerable 
connecting edges and their correlations to the other nodes are strong. In a summery, using statistical characteristic 
such as degree, density, closeness and clustering coefficient of complex network provides us a new viewpoint to 
explore the dynamics and periodicity of traffic time series. 
 
Fig.6 a: closeness and its distribution of complex network based on traffic flow data at 2 minutes scale in 20ll, totally 365 cycles; b: traffic 
volume time series corresponding to three parts in a, here we just display data of 6 days in part 1 and part 3. The cycle 3, 4, 5, 6, 7 and 10 
mean 3rd to 7th and 10th in January (weekdays) in part 1. The cycle 180, 237 and 266 represent 29th May, 25th August and 23rd September 
(Special days) in part 2. The cycle 1, 2, 8, 9, 15 and 16 represent 1st, 2nd, 8th, 9th, 15th and 16th in January (weekends) in part 3. 
5. Conclusions 
In this paper, we measure the complexity and explore the periodicity of traffic time series based on different 
collecting scales from 2 minutes to 60minutes. We find that the values of complexity of 2min data are larger than 
the other data, which indicates that 2minutes scale data have more rapid and intense fluctuations. By analyzing 
the derivative of density versus threshold, we set the minimum values to be the appropriate threshold for 
transforming the traffic time series into complex networks. Some statistical properties (average path length, 
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clustering coefficient, average degree) are calculated, and we find the small world property in complex networks 
corresponding to each sampling data. Finally, we use the correlation coefficient, adjacent matrix and closeness to 
explore the periodicity in traffic time series. The plot of the correlation coefficient contains similarity of 
weekdays and weekends, which reflect the periodicity in a year. By analyzing the distribution of closeness, the 
days in 2011 can be divided into three parts: weekdays, weekends and special days. Complex network offers a 
new start to understand the dynamics in traffic time series. Further research on complex network will provide us 
more helpful conclusions to explore the characteristics in traffic time series. 
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