A framework of requirements for fluid-structure interfaces is presented and applied to evaluate the qualities of various transfer methods. The Constant-Volume Tetrahedron approach is compared with an inverse Boundary Element Method, both of which are threedimensional techniques. Advantages of these three-dimensional interfaces over conventional planar interpolation methods (such as the infinite-plate spline interpolation) are demonstrated and discussed. Comparisons are based on geometric considerations as well as on results from aeroelastic computations. For flutter calculations, the three-dimensional Euler equations are solved by a finite-volume method coupled with a finite-difference method for the modal structural equations. The Constant-Volume Tetrahedron approach is more easily implemented as the inverse Boundary Element Method. However, the application of elastic equilibrium in case of the BEM is more physically meaningful than the arbitrary constraint of a constant elemental volume. A detailed comparison of both approaches in terms of implementation and applicability is provided.
I. Introduction
F luid-Structure coupled computations require an interface between the flow domain and the structural domain. The flow and the structure are coupled by exchange of momentum and heat through the wetted structural wall. Usually, different definitions of displacements, velocities, and forces are applied on the two sides of the interface. In the most general case, the geometry is discretized in two different ways, owing to different requirements for the solution of the structural and flow equations, respectively. The solution of the flow usually requires an accurate description of the boundary. On the other hand, for the purpose of structural analysis, the body is often simplified by combinations of beam-like, plate-like or other types of structural elements. While the structural surface is not accurately modeled in this way, the essential static and dynamic behavior can be captured efficiently. Even if the structural and flow discretizations are both chosen to model the same boundary surface, the computational nodes for the structure usually do not coincide with those used for the flow. Again, this is because the flow computation requires a higher resolution than the structural analysis, due to the need for resolving smaller scales. An approach for data exchange between the two domains is necessary, which may involve a combination of interpolation and extrapolation, depending on the severity of the mismatch.
The above considerations are valid regardless of the solution approach applied on the coupled aeroelastic system. Mismatching interfaces are common whether the problem is treated by a monolithic method, solving the complete aeroelastic set of equations, or a modular approach, synchronizing separate flow and structural solvers.
Interpolation techniques such as the infinite-or finite-plate spline methods and other spline interpolation methods work well as long as the structural grid points and the aerodynamic grid points are within the same surface.
The surface spline interpolation by Harder and Desmarais 1 is commonly known as infinite-plate spline (IPS) method. The equilibrium bending equations for an infinite plate are used to obtain a smooth description of a transversely deformed plate supported on a finite number of known data. At least three non-collinear data points have to be used as support to define the planar distribution. The known data points do not have to be supported by a grid. The solution of the original method is based on point loads, however, a smoothing technique by applying distributed loads is also presented in Ref. 1 .
Noting unreliable results when using the IPS for extrapolation beyond the edges of the structural surface, Appa 2 develops a finite-surface spline. A grid of finite bending elements and the condition of minimum strain are used to obtain the shape of a deformed plate which passes through given points.
Application of a finite element grid is also possible for inverse isoparametric mapping. With a method proposed by Pidaparti, 3 each point of interest is first located within a structural element. Then, the local element coordinates of the interpolation point are sought by numerically inverting the relationship between global and local coordinates applying nodal shape functions. The interpolation of data is then performed using the same shape functions. This approach has the advantage of being consistent with the structural analysis, if the same shape functions are applied for interpolation and structural computation.
Surface interpolation methods are not sufficient for the general 3-D case, where the simplified structural grid may be of lower dimension than the three-dimensional surface used in the flow grid.
For the case of a planar structural grid and a three-dimensional wing surface, Cebral and Löhner 4 treat each aerodynamic node as rigidly attached to the closest structural element. The authors take care in devising a force transformation which is conservative in the sense that the total force on the structural grid is the same as that on the aerodynamic surface. However, conservation of energy is not guaranteed. Using a Galerkin method, the integrals over the weighted pressure on the structure grid and flow grid are set equal. The equation is discretized by using a finite element grid and shape functions, and the pressure on the structural nodes is sought.
Goura et al. 5 present a three-dimensional interpolation method for the problem of non-matching structural and aerodynamic surfaces. Each aerodynamic node is attached to a triangular structural element, forming a tetrahedron. The orientation between the aerodynamic node and the structural element remains constant, while the distance is adjusted to obtain a Constant-Volume Tetrahedron (CVT). The method is able to exactly represent rigid body modes including rotation. The linearized CVT approach can be used for conservative displacement and force transformations.
An approach based on physical considerations is presented by Chen and Jadic 6 and implemented for complex configurations by Lai et al. 7 Assuming a homogeneous elastic structure, a boundary element method can be applied to relate displacements of the aerodynamic boundary to displacements of internal structural nodes. By inverting this relation (using additional constraints such as minimum strain energy) the transformation matrix is obtained. This matrix is used for the displacement transformation as well as for the force transformation to obtain a conservative interpolation scheme.
II. Requirements for Fluid-Structure Interfaces
1. Accurate, physically sound recovery of the deformation of the wetted surface, given its representation on the structural grid.
(a) Exact representation of rigid body motions: If the structural grid is subject to a rigid body motion, the displacement transfer should result in the same motion for the wetted surface. Exact representation of these base modes will improve the accuracy of the treatment of general deformations.
(b) Smoothness: If the deformation of the structural grid is smooth, the aerodynamic grid should also be smoothly deformed.
(c) Physical deformations: In order to restrict deformations of the wetted surface to physically reasonable shapes, the application of physical relations (e.g. for an elastic continuum) is preferred over the use of arbitrary extrapolation/interpolation techniques.
2. Accurate, conservative load transfer.
(a) Smoothness: If the load distribution on the wetted surface is smooth, the load on the representative structural grid should also be smooth. However, it may also be important that load discontinuities (e.g. in transonic flow) be accurately transferred to the structural grid.
(b) Conservation of energy: The projected forces perform work on the moving structural grid. The accurate computation of the energy that is extracted from the flow is essential to the prediction of flutter stability. The work on the structural grid has to be identical to the work performed by the aerodynamic load on the moving wetted surface. Energy conservation is achieved by an appropriate combination of load and displacement transfer methods.
III. Conservation of Energy
The unsteady aerodynamic pressure on the wall is a boundary condition to the structural equations. In return, displacement (and wall velocity), obtained from the strucural solution, serve as boundary conditions to the flow problem. The deformation and forces have to be transferred between the two domains using a fluid-structure interface. Both transformations have to satisfy the requirements of conservation of work and accuracy.
If the displacements u a of the aerodynamic grid are expressed in terms of the structural grid displacements u s using a transformation matrix [G] :
then the requirement for conservativeness leads to a corresponding matrix for the transformation of forces:
where f s is the vector of nodal forces on the structural grid, and the f a is the vector of aerodynamic nodal forces. In this way, the global conservation of work can be satisfied regardless of the method that is used to obtain the transformation matrix.
In order to achieve accurate interpolation or extrapolation between the flow grid displacements and structural displacements, the transformation matrix should satisfy certain constraints. For example it is desirable that certain base modes, i.e. rigid body motions, are accurately described by the transformation. In addition, a transformation of deformation modes should accurately simulate the structural behavior.
IV. Interpolation and Extrapolation of Displacements
The data exchange between the structural domain and the flow domain is usually performed by interpolation, when the grid points of both the flow grid and the structure grid are located on the same surface. For example, the displaced position x a,j of a flow grid point j may be obtained from the displaced positions x s,i of all structural grid points i by
using the interpolation coefficients φ i . Because of linearity, this transformation holds for the coordinates x as well as for the displacements u, and can be written in the form of Eq. (1) to define a transformation matrix. Surface interpolation is a relatively accurate and robust procedure on a smooth surface, and is applicable even when the surface is not planar as illustrated in Fig. 1 . However, in most applications, some if not all of the flow grid points are located outside the structural grid. In that case, the surface interpolation of displacements has to be replaced or complemented by extrapolation. Even when the flow grid is located on the same surface as the structural grid it may extend beyond the structural grid boundaries as in Fig. 2a . The displacements at the problem points may still be obtained by using the scheme in Eq. (4) but it now amounts to extrapolation rather than interpolation. Extrapolation is not as straight forward, not as robust, usually not as accurate and rather problematic, because the approximate data on external points are not bounded by known data on surrounding nodes. Effects of in-plane extrapolation on fluid-structure coupled computations are demonstrated by Goura et al.
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The problem of extrapolation becomes more severe when the flow grid does not only extend beyond the structural grid, but is located on a different surface as in Fig. 2b . Such a situation is not uncommon. The computation of flow usually requires an accurate resolution of the actual boundary, while the structural mode shapes and frequencies can often be obtained quite accurately using a simplified grid of lower complexity, even lower dimensionality. Usually, the simplified structural grid is enclosed by the three-dimensional boundary of the flow grid. Beam and plate models are used for structures such as aircraft fuselages and wings, respectively.
In this case, the displacement transformation is often performed in two steps as shown in Fig. 2b . Surface interpolation with Eq. (4) is used to interpolate displacements to an auxiliary point on the structural plane which is close to the aerodynamic node. The aerodynamic node is linked to its projection, the auxiliary point, by a condition that compensates for the missing information and allows to extrapolate the displacement to the aerodynamic node. Combining these in-plane and out-of-plane treatments, the position of the aerodynamic node can be written as
where d is the difference vector between auxiliary point x p and aerodynamic point x a in Fig. 2b . Extrapolation is performed by prescribing a dependence of d on the locations of the structural nodes. This dependence is usually derived from geometric considerations. The simplest approach is to assume that d is invariant. Alternatively, the aerodynamic node can be regarded as rigidly attached to the structural grid, so it retains its original distance and orientation to the closest structural element.
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Figure 3 shows a two-dimensional example of the different approaches. The solid line in the center of Figs. 3a-c represents the structural grid, while the dashed lines on top and bottom represent the aerodynamic grid around the structure. The original position is shown on the left-hand-side in Fig. 3 . Using invariant difference vectors, the aerodynamic points behave as their projected points on the structural surface in Fig. 3a , resulting in exaggerated shear deformation in lateral direction. A problem with the rigid representation is visible on the lower side in Fig. 3b . Moderate deformations may cause a distorted flow boundary if the distance between aerodynamic nodes is much smaller than their distance to the structural grid. Each aerodynamic node is associated with exactly one structural element. This localization has the advantage of low memory usage as it leads to sparse global transformation matrices, but its deficiencies are obvious in Fig. 3b . In the vicinity of structural nodes, the relative coarseness of the structural grid may cause distortions or discontinuities on the flow boundary. The discontinuities are amplified by the distance between the two grids. These effects can be reduced by applying smoothing to relax the condition of rigidity. Figure 3c shows a relatively smooth deformation of the flow grid. Here, the out-of-plane treatment defines vector d in Eq. (5) as an average of normal vectors on two or more of the closest structural elements. The surface spline interpolation proposed by Harder and Desmarais 1 has been widely used for aeroelastic applications and is still among the most popular surface interpolation methods. The basis for this approach is the equilibrium bending of a thin plate of infinite extent, and the method is therefore known as Infinite Plate Spline (IPS) interpolation.
The deflection normal to the plate surface due to a finite number of N point forces f i at given locations (x i , y i ) on the plate can be written as
where
. The unknowns, a k and f i are obtained from the equilibrium conditions
and from the given deflections at the N nodes
A major advantage is the fact that the nodes do not have to form a mesh of any kind. Their positions are arbitrary. A minimum of three non-coplanar nodes is required to define the surface.
Disadvantages of the IPS method are the limitation to two-dimensional surfaces, and the limitation to surface-normal deflections. A typical application for the IPS interpolation is given by flutter computations on a thin wing applying small perturbation theory for the flow. In that case, both the aerodynamic and structural surfaces are planar, the structural and aerodynamic nodes may not coincide but are located on the same plane. Since only small perturbations are considered, normal deflections are sufficient to describe both bending and torsion.
Another problem with the IPS interpolation is directly related to its derivation from the deflection of an infinite plate. When applied to structures of finite size, the original IPS approach may yield a non-smooth deformation at the edges of the domain. To demonstrate the edge effects with a typical example, Fig. 4a shows the AGARD 445.6 wing deflected in the fifth structural mode. The IPS is used to interpolate the data from the original grid with 10x10 elements to a finer grid with 30x30 elements. The magnified view in Fig. 4a shows that the IPS interpolation introduces undesired ripples to the structural mode. Those ripples are of similar scale as the elements of the original grid and they do not disappear by interpolation on even finer grids. This behavior might be caused by the inability of the IPS to deal with situations where the deflection is large at the domain boundary, as is often the case. However, a quite simple method to improve the IPS is already suggested in the original paper by Harder and Desmarais. 1 Instead of using singular point loads, a modified version of Eq. (8) applies distributed loads to achieve increased smoothness
The parameter might be chosen to vary over the domain for optimum results. For simplicity it is chosen to be uniform ( = 20) in Fig. 4b which shows that the problem of the original IPS method has been reduced significantly.
As a pure surface interpolation method, the IPS has to be combined with an extrapolation technique in order to be applicable to more general situations described in the previous section. Its derivation from the lateral deflection properties of a plate suggests usage only for transverse displacements of a perfectly flat surface. However, dropping strict reference to the lateral behavior of a flat plate, the infinite-plate splines have been applied for in-plane deformations 12 and even on smooth non-planar surfaces 13 with some success.
VI. Constant-Volume Tetrahedron (CVT) Method
With the Constant-Volume Tetrahedron (CVT) Method, Goura et al. 5 present a particular implementation of the interpolation-extrapolation approach described in Section IV. The surface interpolation of projected aerodynamic nodes is performed linearly on a triangulated structural grid. The aerodynamic node itself is connected rigidly to the closest structural triangle, similar to the situation shown in Fig. 3b , but with variable distance to the structural element. The tetrahedron spanned by the triangular structural element and the aerodynamic node is assumed of constant volume, thus defining a condition for the out-of-plane distance as a function of the in-plane stretching of the structural grid.
A. Non-Linear Formulation
Each node x a on the aerodynamic grid is associated with the three closest non-coplanar structural nodes x s,i as shown in Fig. 5 . The difference vectors a = x s,3 − x s,1 and b = x s,2 − x s,1 and the normal vector d = a × b span a local coordinate system in which the position of the aerodynamic node is described by the local coordinates α, β and γ: 
Despite the local formulation by difference vectors, the resemblance with Eq. (5) is obvious. The projection of the aerodynamic node is given by
with φ 1 = 1 − α − β, φ 2 = α, and φ 3 = β. The interpolation factors φ i are assumed constant, so that the in-plane interpolation of displacements can be written in the form of the linear expression
Obtaining the coefficients from
the in-plane treatment is equivalent to the triangular area-based interpolation illustrated in Fig. 6 . As seen in Fig. 6 , the interpolation does not depend on the order of the structural nodes in the definition of the element, i.e. any of the three nodes may serve as the base node x s,1 . The out-of-plane extrapolation is performed by applying γd as the distance vector between the projection and the aerodynamic node (Fig. 5) . Therefore, the orientation of the aerodynamic node with respect to the structural element is fixed.
Knowing the vectors c 0 and d 0 at the initial position, i.e. prior to structural deformation, the initial value for the parameter γ is obtained from
After the deformation step, the structural vectors a, b, and therefore d are known, but the new aerodynamic node has to be calculated from Eq. (10). The parameters α and β are chosen to be constant, i.e. they remain at their initial values. However, we have the freedom to assign a behavior to γ which defines a particular extrapolation approach. For this purpose, Goura et al. 5 suggest the relation
which ensures a constant volume of the tetrahedron spanned by a, b and c, hence the acronym CVT.
Intuitively, the condition of a constant volume does not seem to be more or less reasonable than the condition of a constant normal vector or any other geometric condition that defines an extrapolation approach. Neither of these conditions can be expected to accurately simulate the deformation of a real structure, although applying a constant normal distance does represent the simple Euler-Bernoulli structural model without shear. However, with small deformations and relatively small effects of extrapolation -the aerodynamic nodes being relatively close to the structural grid -most methods with combined interpolation and extrapolation can be expected to perform well enough. Given their simplicity and memory efficiency, they may be preferable to more sophisticated methods.
B. Linearization
To ensure conservativeness by Eqs. (1) and (3), the transformation of displacements from structural to aerodynamic nodes has to be linear. While the surface interpolation (Eq. (12)) is linear by definition, the out-of-plane treatment involves nonlinear terms due to the surface-normal vector obtained by a cross-product. Therefore, there is no transformation matrix [G] that describes a general and exact linear relationship between arbitrary structural and aerodynamic displacements. Consequently, a linearization of the CVT approach is proposed by Badcock et al.
14 With their linearized CVT method, the displacement of an aerodynamic node is written as
where δ ij is the Kronecker delta, the cross-product matrix [C] × of vector z is defined using the permutation symbol ijk C(z)
and matrix [D] is given by
According to Badcock et al., 14 the matrices are to be evaluated at the latest time level. The linearized form can probably be obtained in many ways, one of which is covered in detail in the following paragraphs, with the intention to understand and possibly improve the results. In deriving these relations, it will become clear that evaluating Eqs. (18) at the latest known time level represents a linearization about the positions of the structural and aerodynamic nodes at the latest known time, which turns out not to be the optimal point of linearization.
With the connection between the three structural nodes and the aerodynamic node described by Eq. (10), the displacement of the aerodynamic point can be written as
or, using the definition for γ in Eq. (16),
where subscript 0 indicates initial values, i.e. values before the deformation. The last term in this equation is the only one that is not linear in u s,i .
It is illustrative to first analyze the non-linearity of the cross-product variation ∆d before studying the complete term ∆(d/d).
The coordinates of the structural nodes before and after the displacement are known as a result of the discrete numerical solution of the structural equations. Because of the discrete nature of the method, the evolution of the nodes, i.e. the displacement path between initial and final positions, is not known. For the purpose of linearization it proves helpful to assume a certain path defining intermediate values for the structural vectors byâ
The variation of the cross-product can then be written as
which can be linearized by neglecting the last term. Better yet, Eq. (25) suggests an appropriate choice for the free parameters η a and η b , taking advantage of the quadratic nature of this non-linearity. For symmetry η a and η b should be equal, and for accuracy they should be chosen such that the non-linear term reduces to zero, thus we set η a = η b = 1/2. Therefore, choosingâ andb to be at the center between initial and final positions of the current time step, the change of the cross-product is described exactly by the linear expression
which can be written in matrix form as
where the general cross-product matrix [
While it is useful to know that the variation of the cross-product itself can be described by a linear expression, with appropriate support at the midpoint, the complete non-linear term in Eq. (22) has to be linearized with a different approach. The chain-rule, applied to a finite difference, is an exact operation only if the variation is linear. In this case it is used successively to obtain a linear approximation of the original term.
whered is the normal vector evaluated at the point of linearization, and matrix D is the outer product defined by D ij =d idj . Making use of the linearized cross-product, Eq. (27) and defining an intermediatê
the complete non-linear term can be written in linearized form as
so that the linearized form of Eq. (21) reads
The form of this equation is equivalent to Eqs. (18), except for the explicit notation of the intermediate position, defined byâ andb. To obtain highest accuracy in a general situation, the midpoint
should be chosen as the point of linearization. Alternatively, the initial or final structural positions of the current time step could be chosen to evaluate the matrices in Eqs. (18), as suggested in Refs. 12, 14. That approach amounts to linearization about the initial or final position and is expected to be of lower order than the midpoint rule. The necessity of linearization is unfortunate, because it spoils one important quality of the CVT method: exact representation of rigid body rotation. The three-dimensional CVT method is only exact in dealing with rigid body rotations when used in its non-linear form. The error due to linearization is apparent in Fig. 7 . The projection of a structural triangle is shown in the center of the figure. It is initially horizontal and rotates counter-clockwise by an angle of 45
• . Aerodynamic points are initially located on a circle, and are supposed to rotate along with the structural element. In the exact solution, the aerodynamic points remain at a constant radius, only changing their angular positions. The full non-linear 3-D CVT approach, as well as a 2-D version which is linear by definition, exactly observe rigid body rotation,
15 not shown here. However, the linearized 3-D CVT as described above, only yields approximate solutions. Three cases, depending on the point of linearization, are shown in Fig. 7 . Note that in all cases the error is largest for the aerodynamic point which is initially farthest from the structural plane. This is not unexpected, because the effect of extrapolation increases as the normal distance is increased. On the contrary, in all three cases shown in Fig. 7 , the aerodynamic points located on the structural plane remain on that plane, without suffering extrapolation errors. Figure 7 demonstrates that the linearization error of the midpoint rule is much smaller than the error that results from linearization about either endpoint. Using the center position, Eq. (33), as the point of linearization is clearly the preferable option.
Although the midpoint rule by itself may be accurate enough, the error can further be reduced by applying an iterative method to approach the non-linear CVT. Instead of using a single set of transformation matrices to obtain the displacements in one step, the structural displacements may be applied in small increments, by defining
with −1 ≤ η ≤ 1. At each intermediate position η, the matrices are re-evaluated. In this way, a more accurate set of transformation matrices can be assembled to finally perform the transformation of the aerodynamic nodes in one step. The iteratively assembled matrices are then also used for the force transformations. The convergence of this approach with the number of iterations will be discussed in a later paragraph and it will be compared to an alternative method which is described below.
C. Integral CVT
A more efficient method is obtained by an integral approach to the problem of non-linearity. The functional relations in Eq. (34) describe a linear path between the initial and final positions of a structural element. These relations prove useful in describing the non-linear term in Eq. (22) by the following integral
No assumption has been made in the above expressions, other than assuming the existence of the integrals. The initial and final structural positions are given by the structural solver, and the assumed continuous path within each time step does not affect the validity of Eq. (35) as long as the integrals exist. Choosing a linear path for each structural node and using a valid (non-collinear) structural element, the magnitude d(η) of the normal vector will approach zero only in the unlikely case of a 180
• turn, which is not of interest, here, so that the integrals will be assumed regular. Recalling Eqs. (34) and removing all constant terms from the integrands, it is possible to write both integrals in terms of the structural displacements ∆a and ∆b as follows
where the non-linear terms are contained in the integrals I n and J n defined by
Equations (35) through (38) yield an expression in the form
which appears linear in ∆a and ∆b, since the matrices are evaluated for the given structural displacement in each time step. Since no terms are dropped or simplified in the derivation, the accuracy of this expression only depends on the evaluation of the integrals I n and J n . Some of these integrals may not have an analytical solution, but they can numerically be approximated by Gauss-Legendre quadrature. Figure 8 compares the convergence rates of three methods: the original linearization about the initial point, the modified version linearizing about the midpoint, and the integral approach using Gauss quadrature. The displacement error is defined here as the distance between the computed and exact locations of an aerodynamic point normalized by its initial distance to the structural plane. The number of evaluations is the number of increments used for the deformation or, in case of the integral approach, the number of Gauss points. The result for rigid rotation by an angle of 30
• is shown in Fig. 8a , while Fig. 8b shows the error due to stretching (or compression) of the structural element by a factor of 0.5. The results for both displacement modes are very similar. With exactly the same computational effort, the midpoint approach converges much faster than the original approach. The integral method does require a slightly higher computational effort per evaluation, but this disadvantage is more than outweighed by a superior convergence rate. While the integral method approaches the non-linear CVT to double-precision accuracy within about 10-16 evaluations, the midpoint method requires in the order of 10 7 iterations, and the original method needs a number of iterations in the order of 10 
D. Force Transformation via CVT
Given a global transformation matrix for the displacements, Eq. (3) defines a conservative force transformation. In case of a localized approach, such as the CVT method, the global transformation matrix is sparse. The memory usage can be reduced drastically, if the displacement and force transformations are applied using the local transformation matrices.
The displacement transformation of the linearized CVT makes use of three transformation matrices for each aerodynamic node, one matrix for each structural node in the tetrahedral element:
where i and j are the global indices of the aerodynamic and structural nodes, respectively, and j(k, i) are the global indices of the three structural nodes connected to aerodynamic node i. Each structural node j belongs to a number of ne(j) unique aerodynamic nodes, where ne(j) is also the number of elements, that include structural node j. To obtain a conservative scheme, the following force transformation is used in conjunction with Eq. (40):
For each time step, the transformation matrices are either iteratively assembled in the iterative linearized CVT, or preferably directly calculated by the integral CVT.
VII. Transformation with a Boundary Element Method
The equilibrium of a linearly elastic continuum is described by the Navier equation which in tensor notation is written as:
where u k is the structural displacement in k direction, and u k,lk is the second derivative of u k with respect to the coordinate directions x l and x k . The kernel functions to the Navier equation are known as Kelvin's fundamental solutions:
where U lk (T lk ) is the displacement (traction) in k direction at field point q due to unit displacement (traction) in l direction applied at source point p.
Making use of the kernel functions, the Somigliana identity relates the displacements in the interior domain to displacements and tractions on the boundary:
where p s denotes an interior source point, and S is the domain boundary.
As p s approaches the boundary, the Somigliana identity becomes a boundary integral equation (BIE) which describes the relationship between displacement and traction boundary values.
The term β lk in the coefficient C lk is a singular integral over the traction kernel in a small region about the source point. In the limiting process, this region tends to zero while the integral β lk approaches a finite value. The value depends on the boundary shape and is not generally known, except for a smooth boundary, where β lk = −δ lk /2. Considerations of rigid body displacements can be used to obtain these coefficients without having to solve the singular integrals.
Given a well-posed set of boundary conditions, the boundary element method (BEM) aims at solving the BIE for the unknown boundary values. Once all boundary values are known, the Somigliana identity can be used to obtain displacements in the interior domain.
At this point it is important to note that the above relations are exact for linearly elastic homogeneous structures. However, for practical purposes, the boundary needs to be discretized into a set of boundary elements. The shape and distribution of boundary values will then be approximate. In addition, there is a fundamental problem associated with the use of the boundary element equations for structural analysis. The BIE are formulated as integrals over the deformed boundary. However, the deformation is usually not known a priori but is part of the solution. An iterative process would be necessary to obtain accurate results. Avoiding the need for iterations, the general approach for linear analysis is to assume small displacements, i.e. within the range of linear elasticity, and to approximate the BIE by integrating over the known undeformed surface.
A. Discretization
The domain boundary is discretized by boundary elements. On each element, the boundary coordinates x and their derivatives along the boundary are expressed in terms of element nodal values, e.g. x α k , and shape functions φ α :
Here, α denotes the index of an element node. All shape functions are polynomial functions of the element coordinates ξ 1 , ξ 2 . The shape function φ α takes the value φ α = 1 at node α and is zero at all other nodes. With an isoparametric approach, the same shape functions are used for the coordinates and for the boundary values of displacements and tractions.
The boundary integral equation (46) is discretized by performing the integration over each boundary element and performing a summation over all elements. After reorganizing the equations to perform the summations over global degrees of freedom, they can be written in matrix form, for the case of internal source nodes (discretized Somigliana identity, Eq. (45)):
and for boundary source nodes (discretized BIE, Eqs. (46)):
If the displacements u b on the entire boundary are known, the tractions can be obtained by solving Eqs. (49) and (48) 
The dimensions of the above vectors and matrices are given by
where nb is the number of boundary nodes, ns is the number of internal nodes and each node has three degrees of freedom.
In the application of fluid-structure interpolations the displacements of interior points (structural grid) are known from the structural solver. In order to obtain the displacements of the boundary points (aerodynamic grid), an inverse BEM has to be formulated.
The matrix [B] cannot simply be inverted. It is not symmetric and usually the transformation itself is not invertable. If the structural grid is planar and the aerodynamic grid is a three-dimensional surface, the boundary allows for a larger variety of deformation modes than the internal points can uniquely describe. Because of this mismatch in dimensionality an additional constraint has to be applied for inversion of the transformation. This constraint is given by a requirement for minimum strain.
The strain energy of the structure can be written in terms of the boundary values
Using the shape functions to express the displacements and tractions, and performing the integration over the boundary elements, the strain energy can be formulated in matrix form:
If the traction vector is expressed by displacements, the strain energy becomes
For a free body, the requirement for minimum strain has six trivial solutions given by three rotational and three translational rigid body modes which result in zero strain. In order to avoid singularities in the inverse BEM, these modes have to be extracted prior to the inversion. This is done following the method by Chen and Gao. 16 For this purpose, both displacement vectors u b and u s are divided into sets of free DOF's and constrained DOF's. For the boundary displacements, a transformation matrix is defined such that in case of an arbitrary rigid body motion the displacements at the free nodes can be written as linear combination of the displacements of the constrained nodes.
As far as rigid body translations are concerned, the displacements of any free node can be easily obtained in terms of the three translative displacements of a single constrained node. However, if we include rigid body rotations, an exact linear transformation exists only under the following condition: The constrained DOF's have to be specified at three non-coplanar points. For example, four non-coplanar points span a threedimensional coordinate system. If such set of points is chosen as constrained nodes, then the displacements of any point in a rigid body can be expressed as a linear combination of the known displacements, for an arbitrary rigid body motion. This is the method of choice in the current code.
In case of the three-dimensional aerodynamic grid, the choice of non-coplanar points does not pose a problem. On the other hand, the structural grid is usually planar, so it does not support a set of four non-coplanar points. However, in case of a constrained body such as a wing, we can add a structural point within the aerodynamic boundary but outside the structural plane, at a position where the displacement is known. For example, in case of a wing, out-of-plane structural nodes can be specified at the undeformed root.
An alternative approach is to choose coplanar points as constrained points and to obtain only an approximate, linearized transformation. In the current code this option is included by performing a least squares method to find the best transformation matrix for any given set of constrained nodes. If the nodes are non-coplanar, the least squares approach yields the exact transformation matrix. If the nodes are coplanar, then the transformation is not linear and an approximate linearized transformation matrix is obtained.
Following Chen and Gao, 16 a Lagrangian multiplier technique is used to solve for the inverse interpolation matrix. The problem is solved for the free nodes only, removing the singularity by extracting the rigid body modes. Once the inverse interpolation matrix for the free nodes is obtained, the rigid body modes are re-introduced and the final interpolation matrix is assembled.
C. External Boundaries
If all structural nodes are enclosed by the aerodynamic boundary, the latter can in principle be used directly as boundary in the inverse BEM approach. However, The inverse BEM approach is simplified, more flexible, and more efficient when the boundary element equations are evaluated on an artificial boundary enclosing all aerodynamic and structural nodes. Such boundary can be simple in shape, applying fewer elements than the aerodynamic boundary, thus reducing the computational effort and memory required to obtain the transformation matrix.
In such setting, both the aerodynamic nodes and structural nodes are treated as internal. The inverse BEM is applied to obtain the inverse interpolation from structural to boundary nodes:
The aerodynamic displacements are then calculated by applying the direct BEM between the external boundary and the aerodynamic boundary:
To further increase efficiency and flexibility, a multiblock approach is applied. The calculation of a global transformation matrix for the entire structure may require a large amount of computational resources, largely because of matrix-matrix operations and matrix inversions. The computational effort can be reduced by partitioning the body into several zones, performing the BEM on each block, and finally assembling the results to a global matrix, by applying appropriate block-interface conditions. As a positive side-effect, the zonal systems of equations are usually less stiff than the global system. The multiblock approach is very useful in dealing with complex structures, which can logically be separated into distinct zones, such as wing-fuselage configurations.
VIII. Results for the AGARD 445.6 wing
The AGARD 445.6 wing is one of the best known aeroelastic standard configurations. Experimental results on the dynamic response of this swept tapered wing were published with the intent to provide a "basis of comparisons of calculated and measured aeroelastic behaviour." 17 The AGARD report includes structural data. The five first natural mode shapes were calculated on a planar structural grid, tuning the applied structural parameters to match the measured natural frequencies. The flutter characteristics of the AGARD wing were investigated experimentally over a wide range of Mach numbers. The wing is relatively thin (NACA 65A004 airfoil), allowing the application of various interpolation/extrapolation methods for the transfer of displacement and force data between the planar structural grid and the 3-D aerodynamic wing surface.
In this study, three different methods are compared. The most simple and probably most common approach is to use the Infinite-Plate Spline (IPS) interpolation on the structural surface and assume only displacements normal to the plan-surface. Results for the IPS are compared to results for two three-dimensional methods: the Constant-Volume Tetrahedron method (CVT) and the inverse Boundary Element Method (BEM).
A major difference between local interpolation/extrapolation techniques like the CVT method, and global continuum methods like the BEM is the influence radius used in the interpolation. With the BEM, the displacement of an aerodynamic node depends on all structural nodes. On the other hand, with the CVT, each aerodynamic node is connected to only the three closest structural nodes. The latter case requires a far less amount of memory, however, localization may cause discontinuous deformations as illustrated in Fig. 3b. Figure 9a shows the AGARD wing deformed in the fourth natural mode, which is the second torsional mode. The CVT is applied directly on the original structural grid to obtain the deformation of the aerodynamic surface shown in Fig. 9a . It is obvious that the solution is not smooth, although the modal amplitude is exaggerated to amplify the discontinuities. A major factor that determines the quality of a localized transformation is the relation between the resolutions of the flow grid and the structural grid. In the case shown in Fig. 9a , the structural grid is much coarser than the aerodynamic grid. The result is significantly improved if the structural mode shape is first interpolated onto a finer grid, using surface-spline interpolation, before the CVT method is applied. As shown in Fig. 9b , this treatment yields a visually smooth transformation.
X Y Z (a) CVT result, using the original structural grid with 10x10 elements
CVT result, using a refined structural grid with 80x80 elements Figure 9 . Fourth modal deflection of the AGARD 445.6 wing, projected on the aerodynamic surface using the CVT method, with varying resolution of the structural grid and mode shape. Contours of the z-coordinate (normal to plan-surface) are shown.
For comparison between the IPS, CVT and BEM results, the displacement contours over the upper wing surface are shown in Fig 10 for the fourth mode. Since the IPS approach applies only planar interpolation of normal displacements, the structural displacements given only in z-direction only translate to z-displacements on the aerodynamics surface. Therefore, the displacements in x-direction are zero in case of the IPS, as shown in Fig. 10a . The CVT and BEM transformations yield similarly shaped x-displacements in Fig. 10a . Although a refined structural grid is applied for the CVT method as discussed above, the result is still not as smooth as the deformation by the BEM. This is also seen on the displacement in spanwise direction (dy), shown in Fig. 10b . The displacement in y-direction is zero in case of the IPS. The contour shapes are very similar with the CVT and BEM transformations. Although these two methods are fundamentally different, they both seem to capture three-dimensional effects in a similar way. Displacements in both x-direction and y-direction are small compared to the principal displacement in z-direction in case of this torsion mode. For the application in aeroelastic analyses it is therefore important to note that all three methods produce almost identical displacements in z-direction, as shown in Fig. 10c .
The deformation of a cross-section of the wing is shown in Fig. 12a . Applying the first torsional mode, the IPS, CVT and BEM results are shown for the cross-section at 90% span. Although the overall rotation of the profile is similar in all cases, there are some notable differences. Because the IPS method only takes into account the normal displacements, it results in a distorted cross-section with reduced thickness. Interestingly, the CVT causes a quite similar reduction in thickness, although for a different reason. This is not due to a deficiency of the CVT. The mode shape is given only by normal displacements and does therefore not accurately describe rigid body rotation with an amplitude as high as the one shown in Fig. 12 . By neglecting chordwise displacements, the chord is caused to stretch, which results in a reduced normal component to keep the volume constant in the CVT approach. Thus, the problem is caused by the assumption of small amplitudes in definition of the structural mode shape.
A detail of the cross-section is shown in Fig. 12b . where a line is drawn between a pair of nodes on the upper and lower surfaces to visualize the deformation. As expected, this line remains in its original vertical orientation in case of the IPS method, while it is rotated by the CVT and BEM. Both the CVT and the BEM reasonably maintain orthogonality, which is due to the fact that both methods are able to exactly reproduce rigid body rotations. However, the reproduction of rigid body motion should be regarded as a minimum requirement that is not sufficient to guarantee physically meaningful displacements. The total displacements can be viewed as superposition of a rigid body rotation and deformation in Fig. 12 .
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(a) Cross-sectional profiles with various transformation methods.
(b) Profile deformation. 
A. Aeroelastic Computations
Flutter computations for the AGARD 445.6 wing are performed using the IPS, CVT and BEM transformations methods. The code used for this study is PARCAE which his developed by the authors, and described in detail in Ref. 18 . A multiblock structured flow solver, capable of parallel multigrid Navier-Stokes computations, is combined with a modal structural solver. Coupling between the unsteady flow equations and structural equations is achieved by subiterations within each time step.
Inviscid results for two conditions are presented: a transonic case at freestream Mach number 0.96, and a supersonic case at Mach number 1.141. In each case, the dynamic response is shown for various values of the speed index, defined by
The speed index is commonly used to quantify the flutter boundary of a wing. At each freestream Mach number a certain value, the flutter speed index V f , determines the boundary between the stable domain (V < V f ) and the flutter domain (V > V f ).
The computations are performed using the first five natural modes, as provided in Ref. 17 . The size of the time step is chosen to resolve the second mode, i.e. the first torsional mode, with about 32 steps. The suction and pressure surfaces of the wing are each discretized with 64 streamwise by 32 spanwise cells. Figure 12 shows the generalized displacements and forces of the first three modes, for Mach number 0.96 and V = 0.3. Although the speed index is chosen below the experimental flutter speed index of 0.308 (Ref. 17) , the initial perturbations are amplified and the wing flutters. The dominant first mode (bending) responds with monotonous amplification, the second mode (torsion) follows, whereas the third mode is damped. Higher modes, not shown here, are stable as well. It can be seen in Fig. 12 , that all three transformation methods predict the same behavior with only minor differences. The BEM result seems to show slightly less amplification than the CVT and the IPS as seen in Fig. 12a and 12c .
The computational flutter speed index for inviscid flow is lower than the experimental value for this Mach number. The response at a speed index of V = 0.265, is shown to be almost neutral in Fig. 13 . Again, the results by the three transformation methods are almost identical. The computation slightly overpredicts the amplification compared to the experiment. The BEM solution shows lower amplification and is therefore closer to the experimental data than the CVT and IPS, however, the difference is only marginal.
At a Mach number of 0.96 the first mode is dominant and, in case of flutter, shows monotonic amplification, as seen in Fig. 12a . In supersonic flow, the AGARD wing shows a fundamentally different behavior. Figure 14 shows the dynamic response at Mach number 1.141 and speed index 0.6. The experimental flutter speed index is 0.40 in this case. Unlike in transonic flow, the amplification is not monotonous and the stability cannot be judged by only a few oscillations. As shown in Fig. 14a , the first mode starts with strong amplification for a few cycles, and is then damped. The second mode shows a similar behavior in Fig. 14c . However, the result in Fig. 14e suggests that in this supersonic case, the third mode is less stable than the first two modes. The third mode (and the fourth mode, not shown here) is amplified and eventually some of the energy is transferred to the first two modes, which slowly pick up the frequency of the higher mode and then also begin to show flutter at the in Figs. 14a and 14c .
The difference between the three transformation methods is considerably larger in this case than in the transonic case, as seen in Figs. 14a and 14b . The time history of the displacements is quite different with all three methods, however, the predicted amplification is essentially the same. It is not obvious from these results, which transformation method produces the more accurate time history. However, if the purpose of the aeroelastic computation is to predict stability, they all seem to perform equally in this case.
The computational flutter speed index at M ∞ = 1.141, based on the current results, is about 0.35, again underpredicting the experimental value of 0.40. Figure 15 shows the dynamic response for this case. As with the higher speed index, differences between the IPS, the CVT and the BEM are seen only in the time histories of the modal deflections and forces. The overall behavior is predicted similarly by all methods.
With a Mach number of 1.141 and a speed index of 0.8, the inviscid solution exhibits high-amplitude limit cycle oscillations (LCO) as shown in Fig. 16 . This case exhibits the largest differences between the transformation methods. Both the CVT and BEM methods yield converged solutions for the LCO behavior. On the other hand, the IPS predicts stronger amplification and the flow solution diverges after a few cycles, so that the IPS result only covers part of the time axis in Fig. 16 . The results by the CVT and BEM are similar in amplitude, however the time averaged deflections are different. As seen in Fig. 16a , the BEM predicts oscillation about the mean position, while the CVT predicts a non-zero average deflection. In can also be observed that the CVT predicts a slightly lower oscillation frequency for all modal deflections and forces in Fig. 16 . It is not obvious at this time which result is more accurate. It is possible that various LCO modes exist.
IX. Conclusions
Three different data transformation methods are investigated. A comparison is made by computational considerations, geometric considerations, and by aeroelastic results obtained for the AGARD 445.6 wing.
In this test case, the structural grid is planar, while the aerodynamic surface is three-dimensional, prompting the need for a transformation method to transfer displacement and force data between the two grids.
As the first approach, the Infinite-Plate Spline interpolation is used for surface interpolation, assuming invariant distances normal to the plan-surface. This method is simple but consistent with the description of the mode shapes, which are given as purely normal displacements. The second approach is the ConstantVolume Tetrahedron method, a localized interpolation/extrapolation scheme. Finally, an inverse Boundary Element Method is used for the transformation. Both the BEM and CVT are three-dimensional methods as opposed to the IPS.
Characteristics of the three-dimensional methods are summarized in the following.
A. Main Features of the CVT Transformation
• For extrapolation of displacements the 3-D structure is discretized into tetrahedrons, and the condition of constant volume is applied on each element.
• Fully three-dimensional.
• Non-linear transformation of displacements (can be linearized).
• Exact or approximate transformation of rigid body motions, with the non-linear or linearized methods, respectively.
• Linearized approach can be used iteratively to approximate results of the single-step non-linear transformation. Alternatively, a more efficient integral approach may be applied instead of subiterations.
• Smoothness is not guaranteed with this discrete, point-wise extrapolation -the structural grid is required to have a similar resolution as the aerodynamic grid. Combination of the CVT with the IPS or other surface interpolation methods is possible to achieve a finer resolution of the structural grid.
• Conservative transformation for displacements and forces possible with the integral or linearized approach.
• Limited influence radius (each surface point is connected to only three structural points) leads to reduced memory usage compared to the BEM.
• Major advantage: easy to implement. 
B. Main Features of the BEM Transformation
• Solves equilibrium of elastostatic bodies by direct and inverse BEM.
• Exact transformation of rigid body motions.
• Geometry can be decomposed into smaller components (multiblock).
• Multiblock procedure handles complex and inhomogeneous geometries.
• Smooth transformation, because all grid points are connected within continuous elastic bodies, and because of the condition of minimum strain applied for the inverse BEM.
• Linear approach allows for formulation of a global transformation matrix, which is used for conservative displacement and force transformations.
• Applicable to other problems, such as flow grid deformation.
• Implementation is more sophisticated.
Fluid-structure coupled computations with the AGARD 445.6 wing show only minor differences between the three methods. The AGARD wing is chosen here because it is a well documented, computationally and experimentally investigated aeroelastic standard case. However, it may not be a case which emphasizes the various strengths and disadvantages of the transformation methods. The mode shapes of the AGARD wing are given by normal displacements, which means that rotation (torsion) is only described accurately at small amplitudes. Furthermore, the wing is relatively thin. With a thin wing in inviscid flow, the deformation of the plan-surface is more important for the aeroelastic response, than minor cross-sectional deformations. Thus, the strength of the three-dimensional methods to model highly three-dimensional structures, deformed by moderate and large amplitudes might not come into play with the AGARD wing. The IPS method performs equally well, because it is consistent with the assumptions of small amplitude, applied in the definition of the modes, and is able to model thin wings with reasonable accuracy. Consequently, little difference is found in prediction of the flutter boundary for the transonic and supersonic test cases.
However, a high-amplitude LCO case shows significant discrepancies between all methods. The IPS does not yield a converged solution, due to large amplification. The BEM and CVT results differ in frequency and mean deflection. It is possible that multiple LCO modes exist, but it seems more likely that at large deflections the differences between the methods are amplified. At this point it is not obvious which method produces the more accurate solution.
The BEM is a linear method, applying the same transformation matrix at all times. Theoretically, the non-linear CVT method is capable of dealing with larger amplitudes, at the expense of somewhat higher computational cost, because new transformation matrices are obtained for each time step. However, if the description of the structural mode shapes in itself assumes small amplitudes, as is the case with the AGARD wing, it is not obvious which of the three-dimensional methods will produce more realistic results.
