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Rationale
The Distributed Ada Real-Time Kernel (DARK) Project began as an attempt to prove that distributed real-time processing in Ada could be accomplished without tailoring the vendorsupplied runtime systems or the language itself. This is important because either solution to the problems of real-time systems would defeat portability and simplicity. Users want languages and systems to be functional, not feature-filled. They also want to solve scheduling and tasking requirements once, and not every time U iat they are faced with a new architecture or applications suite.
The requirements and design for DARK are detailed elsewhere, and it is expected that the reader of this report is familiar with the details of the process model and software architecture. 1 Essentially, the Kernel provides facilities for communication between processes on different processors, semaphore and scheduling management, control of time and interrupts, and provision for setting alarms. A view of the network on which DARK was originally implemented is shown in Figure 1 -1. Note that non-Kernel devices such as sensors can be controlled by processes on Kernel processors, and that each processor can support multiple processes. Communication was implemented using the industry sector operations (ISO) seven-layer model; in this case messages are removed from queues, enclosed in packets, and sent along the network to the appropriate destination.
Creating the Kernel and demonstrating it on one testbed is clearly not enough to prove the efficacy of the approach. It is important to port the Kernel to different architectures both to examine its operation as a general solution to distributed processing problems and to enable users who are just beginning to deal with these issues to see a working solution. Accordingly, one of the goals of the DARK Project from the start has been technology transition. 
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One mechanism of transition is the port of the Kernel to a VAX system, which is more easily available to potential users and on which the operation of the Kernel can be studied without a lot of the problems encountered observing execution of software on more deeply embedded systems. This port was accomplished at the Software Engineering Institute by members of the DARK Project team. Another mechanism is the release of the Kernel to a set of Acceptor Sites, which then try to use DARK in their own projects. The remainder of this paper describes the experiences of the Boeing Military Airplanes-the Wichita State University Acceptor Site. The actual work was done at Boeing using independent research and development funds, with the Wichita State University supplying expertise under contract to the Boeing Project.
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Porting DARK at Boeing Military Airplanes
Boeing has a long history of research in embedded distributed systems and is presently working on operating systems and hardware architectures based on both the PAVE PILLAR and PAVE PACE government initiatives. One result of this work was an operating system developed as an independent research and development project and described in papers by Higgins and Kroening. 2 This particular operating system was designed for the military standard 1750A 16-bit processor. As part of continuing research, the system is being ported to a 32-bit processor network. This is the network that is also the basis for Boeing's port of DARK. Figure 2 -1 is a system view of the network.
Basically, the network consists of clusters of nodes, where each node is a processor capable of supporting multiple processes. As part of the operating system, a communications package enabling process-to-process message passing throughout the network is available (detailed in Kroening's paper). It was decided to follow two different paths in porting DARK to this architecture. One path is to demonstrate that DARK works with noncommunicating processes first on a single processor and later on multiple processors. The second path is to use the Kernel as is, including the communications facilities available to the user, but to replace the existing DARK communications scheme with the alreadydeveloped Boeing communications package. The details of these two ports are in the next sections.
Porting DARK Without Communications
The first port of DARK at Boeing was to establish the functionality of the Kernel without communications, since from the start there was no intention of using the original DARK communications package. This test meant running several processes on a single processor and observing the results. Some positive and negative aspects of DARK were discovered as part of this port.
DARK has the advantage of being an extremely well-documented system. This is an immense aid in onsite modification. It is also, in general, fairly well designed. The use of Ada as a development language provides for easy readability and good data tracking. On the down side, there are some coding practices that the authors have used that complicate the dependency lists and increase the number of modules that require recompilation during updates. Chief among these is the use of generics.
Of the 23 generic packages defined in DARK, only two are truly generic. In the other 21 instances, DARK uses these generic packages as a means for allowing the user to define constants. In porting this system, there were several occasions where changes were made to only the body of a generic package. In reinstantiating the generic, the specification of the instantiation is marked as having been updated even though only the body was changed.
Ada dependency rules then force recompilation of all modules referencing this specification. By using generics in this fashion, the functionality of Ada in providing package specifications as useful module interface controls is violated.
Another area of difficulty was in the linkages to assembly code modules. In several instances the Interface and LInkname pragmas were defined in package specifications. These pragmas provide for interfacing between Ada and assembly modules and should only be placed in the package bodies. That way the package specification will not need to be modified should the linkname reference be changed.
The target hardware for the port consists of three clusters connected by a high-speed data bus, the system architecture as illustrated in Figure 2- The timers and serial ports do not match those used on the MVME133A board in the DARK testbed configuration. This affects the low-level software and interface protocols used by the DARK code. Additionally, each cluster consists of multiple CPUs on a VME backplane. Each CPU is capable of running application software. This in contrast to the DARK testbed, where only one CPU per two-processor node actually runs application software.
The rehost plan took into account the differences between the testbed architectures. The plan was divided into two major phases.
Phase 1 was a trim down phase. References to unsupported hardware and software elements were eliminated or modified. This included stripping out references to the ring communication architecture and modifying the timer/clock structure to reference the Boeing hardware. The end product of this phase was a subset of DARK that operates in a minimal fashion on a single PV682 CPU.
CMU/SEI-90-TR-17
At the end of the Phase 1 modifications, the capabilities of DARK that remained were evaluated for use. Factors such as functional usefulness, efficiency, and code size were considered. Additional consideration was given to interfacing this core of DARK with other research and development efforts including internode communication, data security, and task fault tolerance. The nature of this Phase 2 effort is discussed in the last section of this paper.
The following directives were made for Phase 1 modifications:
" The target hardware was a subset of the final target hardware configuration. A single PV682 CPU was to be used for Phase 1 tests. " All ring communications references were to be eliminated. Furthermore, local intraprocessor communications were not required. * Unused data structures could be left "dangling." Phase 1 modifications were not to produce a final polished product, but something that could be quickly evaluated.
Original and selected intermediate versions of the DARK software were maintained during these modifications. This allowed for full design tracing and possible backtracking of software changes. Additionally, modifications are being tracked by an informal software problem report (SPR) system.
Details on these modifications are as follows:
Deletion of Debug Code
DARK contained a significant amount of idiosyncratic debug code that the team considered unnecessary. All references to the debug routines and any inline debug code were eliminated.
The following modules were modified: 
Reduction of Network to Single Processor
For expediency in getting a subset of DARK operational for evaluation, the network was reduced to a single processor. This simplified the removal of communication code, especially in areas where such code was hidden to the user. This simplification allowed for rapid modification with a minimum of worry about internal details. The drawback is several dangling code structures that will require future cleanup during Phase 2 modifications.
The main code change to accomplish the reduction was in package GenericProcessorManagement where much of the network startup code was eliminated. This change forced a simplified network configuration table (NCT) declaring a single Kernel process (KPROC) board. Additionally, any modules confined to the software tree rooted by package node process (NPROC) are not referenced. Package LowLevelHardware was also modified to provide stubouts for procedures requesting network identification switch readings.
Removal of Communication Code
Communication code falls into two categories: startup and interprocess communication. Most calls to the communications modules were simply commented out. This will provide a roadmap for rebuilding during Phase 2 modifications. The exception to this general rule is in package Generic_ProcessorManagement, where the communication calls were embedded in the network initialization code that was removed.
References to the following modules were eliminated during the modifications: 
. Startup Syncronization Communication
The DARK architecture provided for a serial communications line between Kprocs, which was to be used for synchronizing the real-time clocks across the network. By assuming that only one processor was to be defined, we eliminated this communication line and its associated software drivers. As this was the only use of the serial communication port on the 3 MVME133A, the serial port driver modification could be postponed indefinitely. The top-level time syncronization functions were rooted in package GenericProcessorManagement, which was modified to support these changes.
Intraprocess Communication 3
User-level communications were confined to the Generic Communication Management package. These modules could be eliminated from DARK simply by not referencing them.
i Embedded within DARK, however, were several references to lower level communication interfaces by the event scheduling, processor management, and process management algorithms. These algorithms were required to clean up messages and buffers left dangling 3 when a message request timed out, a process was aborted, or the like. Given the complexities of the package dependency lists, it was easier to comment out all communication references wherever they occurred, rather than try to isolate and stub out the top level I references of this lower tier of communication routines.
Updating of Clock/Timers to PV682 Hardware

I
The original DARK architecture used two hardware timers for time and event management. One timer ran the clock and the other was used for the event queue interrupts. This allowed for very fine granularity in time definition. The PV682 board has only one timer that could be used for these functions, timer #2. Timer #3 is theoretically available, but unfortunately it cannot be used with our emulator hardware.
3
A reasonable workaround is to quantize time to a larger value, on the order of 20 milliseconds, and convert to what is essentially a frame-based time event system. This was not entirely arbitrary or unreasonable, as typically real-time embedded software is frame based. This modification actually simplified the DARK timers and clock functions without any significant change to software above the level of the Time-keeper body software. This 3 change eliminated packages Clock and TimerController. The only significant addition to Time-keeper is code to initialize and reset the hardware timer and to increment the current time. The definitions of interrupts for DARK were updated as part of the timing replacement.
All of the interrupts for the MZ8305 parallel i/o boards, the MVME133A serial i/o port, and the MVME133A timers were eliminated. The interrupt for the clock timer was redefined to match the hardware connection of the PV682 board. i
The following modules were modified or created: 
Original Test Plans
This section describes the basic tests performed on DARK after Phase 1 modifications were completed. The test objective is to determine the efficiency and flexibility of the DARK scheduling algorithm and compare it to the default Telesoft Ada runtime functions.
Timeslicing
Timeslicing need not necessarily be considered at this time for embedded applications, as this software is typically run on a fixed-frame basis. Typically embedded software runs with a short time frame on the order of 20 to 50 milliseconds. True timeslicing between parallel processes would require that the slice time be on the order of one tenth or less of the frame time. This would produce a time slice on the order of 2 milliseconds or less. Any timeslicing test should be conducted with this order of slice size. Note that the default time slice size for DARK is one second.
Scheduling Overhead
An executive was defined, under DARK and standard Ada, to run a set of processes. These processes performed simple math functions in a loop to burn time. Execution time for these processes were compared under DARK and standard Ada for efficiency checks.
This test shall be repeated with blocking (wait) statements inserted into the process loops so that the context switching and scheduling algorithm overhead time may be computed. The processes were designed so that the blocking statement periodicity is on the same order as the frame time. With several processes queued up, this will keep the CPU busy and the time measurements accurate.
Process Priority
Functionality of the DARK process priority mechanism shall be tested. The tests shall verify that:
* High-priority processes are always scheduled in favor of lower priority processes when they become unblocked. * Processes of equal priority with wait are cycled through without starvation. * Low-priority processes become active when high-priority processes are blocked.
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Phase 1 Evaluation Results
The following program design language (PDL) describes the software test driver used for the initial DARK tests on the uniprocessor configuration. Five parallel tasks were defined of the same format. The results can be summarized as follows:
Time Slicing
An initial attempt at time slicing was made; however, it was not successful. This attempt was made with three processes of equal priority that ran counting loops. These processes always executed sequentially, even when time slicing was enabled. This indicated some problem operationally with DARK, or the modifications, that was not determined as of this writing.
Scheduling Overhead
DARK requires an average of .67 milliseconds to perform a full end-to-end context switch resulting from a Wait call. This measurement is the total time introduced in switching from process A to process B, assuming process B is ready to run. Measurements from an equivalent process using delay statements under the standard Ada runtime yielded a full context switch time of .32 milliseconds, less than half of DARK's switch time. This time measurement also (unavoidably) included the clock/event interrupt handler execution time, so the true context switch time is really somewhat better than this.
12
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A direct comparison of task encapsulation overhead time between DARK and standard Ada is not readily available. as the Ada compiler generated different format assembly code for the two test cases. In this particular case, a more efficient set of assembly code for the test procedures was generated under DARK (some variables were stored solely in registers, rather than being written out to memory). However, in general, this would not be true.
The total process elaboration times for the test software were measured. Use of DARK added 23 milliseconds to the 447 millisecond startup time required by the Ada runtime without DARK. This represents a five per cent increase.
Process Priority
Equal priority processes execute in a first-defined, first-executed order when blocking or other preemption is not used. When priority has been defined, DARK executes according to the ordered priority specified, highest priority process (lowest priority number) to lowest priority process (highest priority number). DARK switches to a lower priority process when a higher priority process is blocked. However, it did not automatically switch bnck once the higher priority process becomes unblocked. The lower priority process continues to run until it is blocked, at which time the higher priority process resumed.
Kernel Size
The use of DARK without the communication code adds approximately 70 Kilobytes to the size of the executable module as compared to the standard Ada runtime without DARK.
In summary, the Phase 1 port was not satisfactory from a performance standpoint as compared to the Ada tasking model for single processor operation. As a base for a distributed processor network, this performance may be acceptable.
Modifications to DARK to Use the Boeing Communications Package
This section describes the modifications to the Distributed Ada Real-Time Kernel (DARK) needed to use the Boeing communications package as part of the Phase 2 plan. The intent was to build on the Phase 1 version of the DARK software while minimizing the changes to the Boeing communications package. This effort was never completed due to the expiration of funding, so this section is a discussion of the design of the modifications needed.
System Architectural Considerations
DARK defines the hardware associated with the distributed network in a user-prepared procedure as "makeNCT." Each communicating piece of hardware in the system architecture (processors, radars, weapons, etc.) is given a logical name (type string); a phyical address (bus address); is specified as a Kernel device or not (processors usually are, radars, etc., are not); is specified as needed to run or not; is given an allocated process ID; has its initialization order specified, and sets a flag when initialization is complete. 
