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Abstract—Graph representation learning is to learn universal
node representations that preserve both node attributes and
structural information. The derived node representations can be
used to serve various downstream tasks, such as node classi-
fication and node clustering. When a graph is heterogeneous,
the problem becomes more challenging than the homogeneous
graph representation learning problem. Inspired by the emerging
mutual information-based learning algorithm, in this paper we
propose an unsupervised graph neural network Heterogeneous
Deep Graph Infomax (HDGI ) for heterogeneous graph repre-
sentation learning. We use the meta-path to model the structure
involving semantics in heterogeneous graphs and utilize graph
convolution module and semantic-level attention mechanism to
capture individual node local representations. By maximizing the
local-global mutual information, HDGI effectively learns high-
level node representations based on the diverse information in
heterogeneous graphs. Experiments show that HDGI remarkably
outperforms state-of-the-art unsupervised graph representation
learning methods on both node classification and clustering
tasks. By feeding the learned representations into a parametric
model, such as logistic regression, We even achieve comparable
performance in node classification tasks when comparing with
state-of-the-art supervised end-to-end GNN models.
I. INTRODUCTION
Numerous real-world applications, such as social net-
works [39], financial platform [22] and knowledge graphs [31]
exhibit the favorable property of graph data structure. Mean-
while, handling graph data is very challenging. Because each
node has its unique attributes, and the connections between
nodes convey important information. When learning from the
attributes of individual nodes and the connection information
among them simultaneously, the task becomes more challeng-
ing.
Traditional machine learning methods focus on the features
of individual nodes, which obstructs their ability to process
graph data. Graph neural networks (GNNs) for representation
learning of graphs learn nodes’ new feature vectors through
a recursive neighborhood aggregation scheme [35]. With the
support of sufficient training samples, a rich body of super-
vised graph neural network models have been developed [15],
[29], [37]. However, labeled data is not always available
in graph representation learning tasks, and those algorithms
are not applicable to the unsupervised learning settings. To
alleviate the training sample scarcity problem, unsupervised
graph representation learning has aroused extensive research
interest. The goal of this task is to learn a low-dimensional rep-
resentation of each graph node. The representation preserves
graph topological structure and node content. Meanwhile, the
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Figure 1: An example of heterogeneous bibliographic graph.
learned representations can be applied to conventional sample-
based machine learning algorithms as well.
Most of the existing unsupervised graph represen-
tation learning models can be roughly grouped into
factorization-based models and edge-based models. Specif-
ically, factorization-based models capture the global graph
information by factorizing the sample affinity matrix [38],
[36], [38]. Those methods tend to ignore the node attributes
and local neighborhood relationships, which usually contain
important information. Edge-based models exploit the local
and higher-order neighborhood information by edge connec-
tions or random-walk paths. Nodes tend to have similar
representations if they are connected or co-occur in the same
path [16], [5], [10], [20]. Edge-based models are prone to
preserve limited order node proximity and lack a mechanism
to preserve the global graph structure. The recently proposed
deep graph infomax (DGI) [30] model provides a novel
direction that considers both global and local graph structure.
DGI maximizes the mutual information between graph patch
representations and the corresponding high-level summaries of
graphs. It has shown competitive performance even compared
with supervised graph neural networks in benchmark homo-
geneous graphs.
In this paper, we explore the mutual information-based
learning framework in heterogeneous graph representation
problems. The networked data in the real world usually contain
complex structures (involving multiple types of nodes and
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edges), which can be formally modeled as heterogeneous
graphs (HG). Compared with homogeneous graphs, hetero-
geneous graphs contain more detailed information and rich
semantics among multi-typed nodes. Taking the bibliographic
network in Figure 1 as an example, it contains three types of
nodes (Author, Paper and Subject) as well as two types of
edges (Write and Belong-to). Besides, the individual nodes
themselves also carry abundant attribute information (e.g.,
paper textual contents). Due to the diversity of node and
edge types, the heterogeneous graph itself becomes more
complex, and the diverse (direct or indirect) connections
between nodes also convey more semantic information. In
heterogeneous graph studies, meta-path [27] has been widely
used to represent the composite relations with different se-
mantics. As illustrated in Figure 1(d), the relations between
paper can be expressed by PAP and PSP, which represent
papers written by the same author and papers belonging to
the same subject, respectively. GNNs initially proposed for
homogeneous graphs may encounter great challenges to handle
relations with different semantics in heterogeneous graphs.
To address the above challenges, we propose a novel meta-
path based unsupervised graph neural network model for
heterogeneous graphs, namely Heterogeneous Deep Graph
Infomax (HDGI ). In summary, our contributions in this paper
can be summarized as follows:
• This paper presents the first model to apply mutual infor-
mation maximization to representation learning in heteroge-
neous graphs.
• Our proposed method, HDGI , is a novel unsupervised graph
neural network. It handles graph heterogeneity by utilizing
an attention mechanism on meta-paths and deals with the
unsupervised settings by applying mutual information max-
imization.
• Our experiments demonstrate that the representations
learned by HDGI are effective for both node classification
and clustering tasks. Moreover, its performance can also beat
state-of-the-art GNN models, where they have the additional
supervised label information.
The rest of this paper is organized as follows. We discuss
the related work in Section 2. In Section 3, we present the
problem formulation along with important terminologies used
in our method. We propose HDGI in Section 4. We present
the II. RELATED WORK
A. Graph representation learning
Graph representation learning has become a non-trivial
topic [3] because of the ubiquity of graphs in the real-
world scenarios. As a data type containing rich structural
information, many models [20], [9], [28], [19], [32] acting on
graphs learn the representations of nodes based on the structure
of the graph. Node2vec [9] learns a mapping of nodes to a low-
dimensional space of features that maximizes the likelihood of
preserving network neighborhoods of nodes. DeepWalk [20]
uses the set of random walks over the graph in SkipGram to
learn node embeddings. Tang et al. [28] optimize a carefully
designed objective function that preserves both the local and
global network structures. Qu et al. [19] propose the idea
of preserving asymmetric transitivity by approximating high-
order proximity which are based on asymmetric transitivity.
Wang et al. [32] attempt to retrieve structural information
through the matrix factorization incorporating the community
structure . However, all the above methods are proposed for
homogeneous graphs.
In order to handle graph heterogeneity, metapath2vec [4]
samples random walks under the guidance of meta-paths and
learns node embeddings through the skip-gram. HIN2Vec [7]
learns the embedding vectors of nodes and meta-paths si-
multaneously while conducts prediction tasks. Wang et al.
[33] consider the attention mechanism in heterogeneous graph
learning through the model HAN, where information from
multiple meta-path defined connections can be learned effec-
tively. HGAT [21] employs a hierarchical attention mechanism
considering both node-level and schema-level attention to han-
dle graph heterogeneity. Many learning methods [23], [31] on
knowledge graphs can often be applied to other heterogeneous
graphs.
B. Graph neural network
The core idea of GNN is to aggregate the feature infor-
mation of the neighbors through neural networks to learn the
new features that combine the independent information of the
node and corresponding structural information in the graph.
A propagation model incorporating gated recurrent units to
propagate information across all nodes is proposed in [17].
Joan Bruna et al. [2] extends convolution to general graphs
by a novel Fourier transformation in graphs. Kipf et al. [15]
propose Graph Convolutional Network (GCN). Hamilton et
al. [10] introduce GraphSAGE which generates embeddings
by aggregating features from a node’s local neighborhood
directly. Graph Attention Network (GAT) [29] first imports the
attention mechanism into graphs. Other successful GNNs are
also based on supervised learning including SplineCNN [6],
AdaGCN [26] and AS-GCN [13]. The unsupervised learning
GNNs can be mainly divided into two categories, i.e., random
walk-based [20], [9], [16], [5], [10] and mutual information-
based [30]. DGI [30] is a general GNN for learning node
representations within graph-structured data in an unsuper-
vised manner. DGI relies on maximizing mutual information
between patch representations and corresponding high-level
summaries of graphs. DGI is the pioneer of our work, but it
can only be applied to homogeneous graphs. HDGI extends
mutual information-based GNNs to heterogeneous graphs.
C. Mutual information
Information theory [24] has been applied into various
domains. Recently mutual information is utilized in various
learning tasks successfully. Belghazi et al. [1] propose a neural
network-based mutual information estimator, which enables
the mutual information estimation to be linearly scalable in
dimensionality. Deep InfoMax (DIM) [12] investigates unsu-
pervised learning of representations by maximizing mutual
information between an input and the output of a deep neural
network encoder in the computer vision domain. DGI [30]
2
extends the mechanism into the graph domain and works on
node representation learning. Sun et al. [25] take advantage
of mutual information maximization to learn graph-level rep-
resentations.
III. PROBLEM FORMULATION
In this section, we first introduce the concept of hetero-
geneous graph and the problem definition of heterogeneous
graph representation learning. Next we define meta-path based
adjacency matrix, which is useful in the following algorithm
description.
Definition 3.1 (Heterogeneous Graph (HG)): A heteroge-
neous graph is defined as G = (V, E) with a node type
mapping function φ : V → T and an edge type mapping
function ψ : E → R. Each node v ∈ V belongs to one
particular node type in the node type set T : φ(v) ∈ T ,
and each edge e ∈ E belongs to a particular edge type in
the edge type set R : ψ(e) ∈ R. Heterogeneous graphs have
the property that |T |+ |R| > 2. The attributes and content of
nodes can be encoded as initial feature matrix X .
Problem Definition. (HETEROGENEOUS GRAPH REPRE-
SENTATION LEARNING): Given a heterogeneous graph G and
the initial feature matrix X , the representation learning task
in G is to learn the low dimensional node representations
H ∈ R|V|×d which contains both structure information of G
and node attributes of X . The learned representation H can
be applied to downstream graph-related tasks such as node
classification and node clustering, etc. We represent the node
set for representation learning as the target-type nodes Vt.
In a heterogeneous graph, two neighboring nodes can be
connected by different types of edges. Meta-paths [27], which
represent node and edge types between two neighboring nodes
in an HG, have been proposed to model such rich information.
Formally, a path v1
R1−−→ v2 R2−−→ · · · Rn−1−−−→ vn is defined as a
meta-path between nodes v1 and vn, wherein R = R1 ◦R2 ◦
· · · ◦ Rn−1 defines the composite relations between node v1
and vn [4]. In this paper, we intend to utilize symmetric and
undirected meta paths to denote the closeness among target-
type nodes Vt, which can help simplify the problem setting.
We represent the set of meta paths used in this paper as
{Φ1,Φ2, · · · ,ΦP }, where Φi denotes the i-th meta path type.
For example, in Figure 1(d), Paper-Author-Paper (PAP) and
Paper-Subject-Paper (PSP) are two types of meta-paths, which
contain the semantic “papers written by the same author” and
“papers belonging to the same subject” respectively.
Definition 3.2 (Meta-path based Adjacency Matrix): For
meta-path definition Φi, if there exists a path instance be-
tween node vi ∈ Vt and vj ∈ Vt, we call that vi and vj
are “connected neighbors” based on Φi. Such neighborhood
information can be represented by a meta-path based adjacent
matrix AΦi ∈ R|Vt|×|Vt|, where AΦiij = AΦiji = 1 if vi, vj are
connected by meta-path Φi and AΦiij = A
Φi
ji = 0 otherwise.
In the next section, we will propose the novel method HDGI
for heterogeneous graph representation learning, which is an
unsupervised GNN model and is able to integrate information
from different meta-paths through an attention mechanism.
IV. HDGI METHODOLOGY
A. HDGI Architecture Overview
A high-level illustration of the proposed HDGI is shown
in Figure 2. The input of HDGI is a heterogeneous graph
G containing N target-type nodes whose initial d-dimension
features are denoted by X ∈ RN×d, and meta-path set
{Φi}Pi=1. Based on {Φi}Pi=1 we can calculate the meta-path
set based adjacency matrices {AΦi}Pi=1. The meta-path based
local representation encoding described in Section 4.2 has two
steps: (1) learning individual node representation HΦi from X
and each AΦi , i = 1, 2.., P and (2) generating node represen-
tation H by aggregating {HΦi}Pi=1 through a semantic-level
attention mechanism. A global representation encoder R is
proposed to derive a graph summary vector ~s from H (see
Section 4.3). The discriminator D will be trained with the
objective to maximize mutual information between positive
nodes and the graph-level summary ~s. At the same time, HDGI
is optimized in an end-to-end manner by backpropagation with
the object of mutual information maximization. In Section 4.4
we elaborate the mutual information based discriminator D
and the negative sample generator C.
B. Meta-path based local representation encoder
Meta-path based local representation encoder has a hier-
archical structure. The first step is meta-path specific node
representation learning which encodes nodes in terms of each
meta-path based adjacency matrix respectively. The second
step, namely heterogeneous graph node representation learn-
ing, is aggregating these representations relating to different
meta-paths by an semantic-level attention mechanism.
1) Meta-path specific node representation learning: Each
of AΦi , i = 1, 2, ..P can be viewed as a homogeneous graph.
At this step our target is to derive a node representation
containing the information of initial node feature X and AΦi ,
with a node-level encoder:
HΦi = aΦi(X,A
Φi) (1)
Two kinds of encoder are considered in this work. The first
is Graph Convolutional Network (GCN) [15]. GCN introduces
a spectral graph convolution operator for the graph representa-
tion learning. The node representations learned by GCN should
be:
HΦi = (DΦi
− 12 A˜ΦiDΦi
− 12 )XWΦi (2)
where A˜Φi = AΦi+I , DΦi is the diagonal node degree matrix
of A˜Φi . Matrix WΦi ∈ Rd×F is the filter parameter matrix,
which is not shared between different AΦ.
The second encoder we consider is Graph Attention module
(GAT) [29]. GAT effectively updates the node representations
by aggregating the information from their neighbors, including
self-neighbor. For the m-th node, its K-head attention output
can be computed as:
~hΦim =
K
‖
k=1
σ(
∑
j∈NΦim
αΦi,kmj W
Φi~xj) (3)
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Figure 2 The high-level structure of HDGI . (a) Local representation encoder is a hierarchical structure: learning node
representations in terms of every meta-path based adjacency matrix respectively and then aggregating them through
semantic-level attention. (b) Global representation encoder R outputs a graph-level summary vector ~s. (c) Negative
samples generator C is responsible for generating negative nodes. (d) The discriminator D maximizes mutual
information between positive nodes and the graph-level summary.
where ‖ is the concatenation operator, WΦi is the linear
transformation parameter matrix and NΦim is neighbor set
defined by Φi. α
Φi,k
mj is the normalized attention coefficient
computed by the k-th attention mechanism.
After the meta-path specific node representation learning,
we obtain the set of node representations {HΦi}Pi=1. They
are aggregated to get a heterogeneous graph based node
representation.
2) Heterogeneous graph node representation learning: The
representations learned based on the specific meta-path contain
only the semantic-specific information. In order to aggregate
the more general representations of the nodes, we need to
combine these representations {HΦ1 , HΦ2 , . . . ,HΦP }. The
key issue to accomplish the aggregation is exploring how much
each meta-path should contribute to the final representations.
Here we add a semantic-level attention layer Latt to learn the
weights:
{βΦ1 , βΦ2 , . . . , βΦP } = Latt(HΦ1 , HΦ2 , . . . ,HΦP ) (4)
Specifically, the importance of the meta-path Φi is calculated
by
eΦi =
1
N
N∑
n=1
tanh(~qT · [Wsem · ~hΦin +~b]) (5)
where Wsem is a linear transformation parameter matrix. ~q
is the learnable shared attention vector. βΦi is obtained by
normalizing {eΦi}Pi=1 with a softmax function:
βΦi = softmax(eΦi) =
exp(eΦi)∑P
j=1 exp(e
Φj )
(6)
The heterogeneous graph node representation H is obtained
by a linear combination of {HΦi}Pi=1, that is
H =
P∑
i=1
βΦi ·HΦi (7)
Our semantic attention layer is inspired by HAN [33], but
there are still some differences in the learning direction. HAN
utilizes classification cross-entropy as the loss function, the
learning direction is guided by known labels in the training set.
However, the attention weights learned in HDGI are guided
by the binary cross-entropy loss which indicates whether the
node belongs to the original graph. Therefore, the weights
learned in HDGI serve for the existence of a node. Because
no classification label involves, the weights get no bias from
the known labels.
The representations H serve as the final output local fea-
tures. It should be mentioned that all parameters in the meta-
path based local representation encoder are shared for positive
and negative nodes. Negative nodes are generated by the nega-
tive samples generator we will introduce in section IV-D2. The
global representation encoder leverages the representations H
to output the graph-level summary which will be described in
the following part.
C. Global Representation Encoder
The learning objective of HDGI is to maximize the mutual
information between local representations and the global rep-
resentation. The local representations of nodes are included in
H , and we need the summary vector ~s to represent the global
information of the entire heterogeneous graph. Based on H ,
we examined three candidate encoder functions:
Averaging encoder function. Our first candidate encoder
function is the averaging operator, where we simply take the
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mean of the node representations to output the graph-level
summary vector ~s:
~s = σ
(
1
N
N∑
i=1
~hi
)
(8)
σ is a PReLU activation funtion.
Pooling encoder function. In this pooling encoder function,
each node’s vector is independently fed through a fully-
connected layer. An elementwise max-pooling operator is
applied to summary the information from the nodes set:
~spool = max(σ(Wpool~hi + b), i ∈ {1, 2, . . . , N}) (9)
where max denotes the element-wise max operator and σ is
a nonlinear activation function.
Set2vec encoder function. The final encoder function we
examine is Set2vec [18], which is based on an LSTM archi-
tecture. Because the original set2vec in [18] works on ordered
node sequences, but here we need a summary of the graph
concluding comprehensive information from each node instead
of merely graph structure. Therefore, we apply the LSTMs to
a random permutation of the node’s neighbor on an unordered
set.
D. HDGI Learning
1) Mutual information based discriminator: Belghazi et al.
proved that the KL-divergence admits the Donsker-Varadhan
representation and the f -divergence representation as dual
representations in [1]. The dual representations provide a
lower-bound to the mutual information of random variables
X and Y :
MI(X;Y ) ≥ EPXY [Tω(x, y)]− log(EPX⊗PY [eTω(x,y)]) (10)
Here, PXY is the joint distribution and PX ⊗ PY is the
product of margins. Tω is a deep neural network based
discriminator parametrized by ω. The expectations in equ.10
can be estimated using samples from PXY and PX ⊗PY . The
expressive power of the discriminator ensures to approximate
the MI with high accuracy. Following the philosophy in [12],
we estimate and maximize the mutual information by training
a discriminator D to distinguish positive sample set Pos ={
[~hn, ~s]
}N
n=1
with negative sample set Neg =
{
[
~˜
hm, ~s]
}M
m=1
.
The sample (~hi, ~s) is denoted as positive as node ~hi belongs
to the original graph (the joint distribution), and (~˜hj , ~s) is
negative as the node ~˜hj is the generated fake one (the product
of marginals). The discriminator D is a bilinear layer:
D(~hi, ~s) = σ(~hTi WD~s) (11)
Here WD is a learnable matrix and σ is the sigmoid activation
function. Velicˇkovic´ et al. [30] proved that the binary cross-
entropy loss amounts to maximizing the mutual information
with theoretical guarantee. Therefore, we can maximize the
mutual information with the binary cross-entropy loss of the
discriminator:
L(Pos,Neg,~s) = 1
N +M
(
N∑
n=1
EPos[logD(~hn, ~s)]
+
M∑
m=1
ENeg[log(1−D(~˜hm, ~s))]
)
(12)
In essence, the discriminator works to maximize the mutual
information between a high-level global representation and lo-
cal representations(node-level), which encourages the encoder
to learn the information presenting in all globally relevant
locations. The information about a class label can be one of the
cases. The above loss can be optimized through the gradient
descent, and the representations of nodes can be learned when
the optimization is completed.
2) Negative samples generator: The negative sample set{
[
~˜
hm, ~s]
}M
m=1
is composed of the samples that do not exist
in the heterogeneous graph. We extend the negative sample
geneation approach proposed in [30] to heterogeneous graph
setting.
In heterogeneous graph G, we have rich and complex struc-
tural information characterized by meta-path based adjacency
matrices. Our negative samples generator
X˜, {AΦ1 , AΦ2 , . . . , AΦP } = C(X, {AΦ1 , AΦ2 , . . . , AΦP })
(13)
keeps all meta-path based adjacency matrices unchanged,
which can make the overall structure of G stable. We shuffle
the rows of the initial node feature matrix X , which changes
the index of nodes in order to corrupt the node-level connec-
tions among them. We provide a simple example to illustrate
the procedure of generating negative samples in Figure 3.
 p
<latexit sha1_base64="WCGR7w1G2tH4JSifByA2kYmPye8=">AAAB73icbVA9SwNBEJ3zM8avqKXNYiJYhbtYaBm0sYxgPiA5wt5mLlmyt3fu7 gnhyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSATXxnW/nbX1jc2t7cJOcXdv/+CwdHTc0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUqfQaI95PKv1S2a26c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5vVNybpUBCWNlS xoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjtZ1wmqUHJFovCVBATk9nzZMAVMiMmllCmuL2VsBFVlBkbUdGG4C2/vEpatap3Wa3d18r1mzyOApzCGVyAB1dQhztoQBMYCHiGV3hzHp0X5935WLSuOfnMCfyB8/kDJMWPYA==</latexit>
… C<latexit sha1_base64="s4eeBHAv45kU4GGev0AQOtaRd00=">AAAB9HicbVBNTwIxFHyLX4hfqEcvjW DiieziQY9ELh4xETCBDemWLjR027XtkpANv8OLB43x6o/x5r+xC3tQcJImk5n38qYTxJxp47rfTmFjc2t7p7hb2ts/ODwqH590tEwUoW0iuVSPAdaUM0HbhhlOH2NFcRRw2g0mzczvTqnSTIoHM4upH+GRYCEj2FjJ r/YjbMYE87Q5rw7KFbfmLoDWiZeTCuRoDcpf/aEkSUSFIRxr3fPc2PgpVoYRTuelfqJpjMkEj2jPUoEjqv10EXqOLqwyRKFU9gmDFurvjRRHWs+iwE5mGfWql4n/eb3EhDd+ykScGCrI8lCYcGQkyhpAQ6YoMXxmCS aK2ayIjLHCxNieSrYEb/XL66RTr3lXtfp9vdK4zesowhmcwyV4cA0NuIMWtIHAEzzDK7w5U+fFeXc+lqMFJ985hT9wPn8AMUiRtw==</latexit>
~x1
<latexit sha1_base64="h3Dgwo2azxQRZ6c/6N2FJoOGn94=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsstCTaWGI iH8lxIXvLHmzY273szhHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwkRwA6777RQ2Nre2d4q7pb39g8Oj8vFJ26hUU9aiSijdDYlhgkvWAg6CdRPNSBwK1gnHd3O/M2HacCUfYZqwICZDySNOCVjJr/YmjGZPs75X7Zcrbs1dAK8TLycVlKPZL3/1Boq mMZNABTHG99wEgoxo4FSwWamXGpYQOiZD5lsqScxMkC1OnuELqwxwpLQtCXih/p7ISGzMNA5tZ0xgZFa9ufif56cQ3QQZl0kKTNLloigVGBSe/48HXDMKYmoJoZrbWzEdEU0o2JRKNgRv9eV10q7XvKta/aFeadzmcRTRGTpHl8hD16iB7lETtRBFCj2j V/TmgPPivDsfy9aCk8+coj9wPn8AmVCQzA==</latexit>
~x2
<latexit sha1_base64="7JqHzxKaPt/AZk7nwhzEXjHZj+8=">AAAB8nicbVA9TwJBEJ3DL8Qv1NJmI5hYkbuz0JJoY4mJf CRwIXvLHmzY273s7hHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwoQzbVz32ylsbG5t7xR3S3v7B4dH5eOTlpapIrRJJJeqE2JNORO0aZjhtJMoiuOQ03Y4vpv77QlVmknxaKYJDWI8FCxiBBsrdau9CSXZ06zvV/vliltzF0DrxMtJBXI0+uWv3kCSNKbCE I617npuYoIMK8MIp7NSL9U0wWSMh7RrqcAx1UG2OHmGLqwyQJFUtoRBC/X3RIZjradxaDtjbEZ61ZuL/3nd1EQ3QcZEkhoqyHJRlHJkJJr/jwZMUWL41BJMFLO3IjLCChNjUyrZELzVl9dJy695VzX/wa/Ub/M4inAG53AJHlxDHe6hAU0gIOEZXuHNMc6L8 +58LFsLTj5zCn/gfP4AmtWQzQ==</latexit>
~x3
<latexit sha1_base64="E3bgoourCSzwVAKflXbi1+qf+ys=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsotCTaWGI iYHJcyN4yBxv2di+7e0Ry4WfYWGiMrb/Gzn/jAlco+JJJXt6bycy8MOFMG9f9dgobm1vbO8Xd0t7+weFR+fiko2WqKLSp5FI9hkQDZwLahhkOj4kCEoccuuH4du53J6A0k+LBTBMIYjIULGKUGCv51d4EaPY06zeq/XLFrbkL4HXi5aSCcrT65a/eQNI0B mEoJ1r7npuYICPKMMphVuqlGhJCx2QIvqWCxKCDbHHyDF9YZYAjqWwJgxfq74mMxFpP49B2xsSM9Ko3F//z/NRE10HGRJIaEHS5KEo5NhLP/8cDpoAaPrWEUMXsrZiOiCLU2JRKNgRv9eV10qnXvEatfl+vNG/yOIroDJ2jS+ShK9REd6iF2ogiiZ7RK3p zjPPivDsfy9aCk8+coj9wPn8AnFqQzg==</latexit>
~x4
<latexit sha1_base64="BqBaaLdWmAprKfvyHM00xvOONXQ=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrtookeiF4+YC JIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr21c0jZkEK ogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIUoUugZvaI3B5wX5 935WLQWnHzmGP2B8/kDnd+Qzw==</latexit>
~x5
<latexit sha1_base64="dUcnki3QNeDgLiBzZMmc132ooLU=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrsYo0eiF4 +YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr 21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIU oUugZvaI3B5wX5935WLQWnHzmGP2B8/kDn2SQ0A==</latexit>
 1
<latexit sha1_base64="W7QkdFkCiV07P6ffAjx390knCXg=">AAAB73icbVA9SwNBEJ3zM8avqKXNYiJYhbtYaBm0sYxgPiA5wt5mL1myt3fuzgnhyJ+wsVD E1r9j579xk1yhiQ8GHu/NMDMvSKQw6Lrfztr6xubWdmGnuLu3f3BYOjpumTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTqXXGIm+V+mXym7VnYOsEi8nZcjR6Je+eoOYpRFXyCQ1puu5CfoZ1SiY5NNiLzU8oWxMh7xrqaIRN342v3dKzq0yIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xui uG1nwmVpMgVWywKU0kwJrPnyUBozlBOLKFMC3srYSOqKUMbUdGG4C2/vEpatap3Wa3d18r1mzyOApzCGVyAB1dQhztoQBMYSHiGV3hzHp0X5935WLSuOfnMCfyB8/kDxPuPIQ==</latexit>
~x1
<latexit sha1_base64="h3Dgwo2azxQRZ6c/6N2FJoOGn94=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsstCTaWGIiH8lxIXvLHmzY273szhHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwkRwA6777RQ2Nre2d4q7pb39g8Oj8vFJ26hUU9aiSijdD YlhgkvWAg6CdRPNSBwK1gnHd3O/M2HacCUfYZqwICZDySNOCVjJr/YmjGZPs75X7Zcrbs1dAK8TLycVlKPZL3/1BoqmMZNABTHG99wEgoxo4FSwWamXGpYQOiZD5lsqScxMkC1OnuELqwxwpLQtCXih/p7ISGzMNA5tZ0xgZFa9ufif56cQ3QQZl0kKTNLloigVGBSe/48HXDMKYmoJoZrbWzEdEU0o2JRKNgRv9eV10q7XvKta/aFeadzmcRTRGTpHl8hD16iB7lETtRBFCj2jV/TmgPPivDsfy9aCk8+coj9wPn8AmVCQzA==</latexit>~x2
<latexit sha1_base64="7JqHzxKaPt/AZk7nwhzEXjHZj+8=">AAAB8nicbVA9TwJBEJ3DL8Qv1NJmI5hYkbuz0JJoY4mJf CRwIXvLHmzY273s7hHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwoQzbVz32ylsbG5t7xR3S3v7B4dH5eOTlpapIrRJJJeqE2JNORO0aZjhtJMoiuOQ03Y4vpv77QlVmknxaKYJDWI8FCxiBBsrdau9CSXZ06zvV/vliltzF0DrxMtJBXI0+uWv3kCSNKbCE I617npuYoIMK8MIp7NSL9U0wWSMh7RrqcAx1UG2OHmGLqwyQJFUtoRBC/X3RIZjradxaDtjbEZ61ZuL/3nd1EQ3QcZEkhoqyHJRlHJkJJr/jwZMUWL41BJMFLO3IjLCChNjUyrZELzVl9dJy695VzX/wa/Ub/M4inAG53AJHlxDHe6hAU0gIOEZXuHNMc6L8 +58LFsLTj5zCn/gfP4AmtWQzQ==</latexit>
~x3
<latexit sha1_base64="E3bgoourCSzwVAKflXbi1+qf+ys=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsotCTaWGI iYHJcyN4yBxv2di+7e0Ry4WfYWGiMrb/Gzn/jAlco+JJJXt6bycy8MOFMG9f9dgobm1vbO8Xd0t7+weFR+fiko2WqKLSp5FI9hkQDZwLahhkOj4kCEoccuuH4du53J6A0k+LBTBMIYjIULGKUGCv51d4EaPY06zeq/XLFrbkL4HXi5aSCcrT65a/eQNI0B mEoJ1r7npuYICPKMMphVuqlGhJCx2QIvqWCxKCDbHHyDF9YZYAjqWwJgxfq74mMxFpP49B2xsSM9Ko3F//z/NRE10HGRJIaEHS5KEo5NhLP/8cDpoAaPrWEUMXsrZiOiCLU2JRKNgRv9eV10qnXvEatfl+vNG/yOIroDJ2jS+ShK9REd6iF2ogiiZ7RK3p zjPPivDsfy9aCk8+coj9wPn8AnFqQzg==</latexit>
~x4
<latexit sha1_base64="BqBaaLdWmAprKfvyHM00xvOONXQ=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrtookeiF4+YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuh MQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIUoUugZvaI3B5wX5935WLQWnHzmGP2B8/kDnd+Qzw==</latexit>
~x5
<latexit sha1_base64="dUcnki3QNeDgLiBzZMmc132ooLU=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrsYo0eiF4 +YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr 21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIU oUugZvaI3B5wX5935WLQWnHzmGP2B8/kDn2SQ0A==</latexit>
~x1
<latexit sha1_base64="h3Dgwo2azxQRZ6c/6N2FJoOGn94=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsstCTaWGI iH8lxIXvLHmzY273szhHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwkRwA6777RQ2Nre2d4q7pb39g8Oj8vFJ26hUU9aiSijdDYlhgkvWAg6CdRPNSBwK1gnHd3O/M2HacCUfYZqwICZDySNOCVjJr/YmjGZPs75X7Zcrbs1dAK8TLycVlKPZL3/1Boq mMZNABTHG99wEgoxo4FSwWamXGpYQOiZD5lsqScxMkC1OnuELqwxwpLQtCXih/p7ISGzMNA5tZ0xgZFa9ufif56cQ3QQZl0kKTNLloigVGBSe/48HXDMKYmoJoZrbWzEdEU0o2JRKNgRv9eV10q7XvKta/aFeadzmcRTRGTpHl8hD16iB7lETtRBFCj2j V/TmgPPivDsfy9aCk8+coj9wPn8AmVCQzA==</latexit>
~x6
<latexit sha1_base64="WJAozPMxNsXGtPkpJGXmDzSLgvU=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IruYqEeiF4 +YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr 21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIU oUugZvaI3B5wX5935WLQWnHzmGP2B8/kDoOmQ0Q==</latexit>
~x2
<latexit sha1_base64="7JqHzxKaPt/AZk7nwhzEXjHZj+8=">AAAB8nicbVA9TwJBEJ3DL8Qv1NJmI5hYkbuz0JJoY4mJfCR wIXvLHmzY273s7hHJhZ9hY6Extv4aO/+NC1yh4EsmeXlvJjPzwoQzbVz32ylsbG5t7xR3S3v7B4dH5eOTlpapIrRJJJeqE2JNORO0aZjhtJMoiuOQ03Y4vpv77QlVmknxaKYJDWI8FCxiBBsrdau9CSXZ06zvV/vliltzF0DrxMtJBXI0+uWv3kCSNKbCEI617npuY oIMK8MIp7NSL9U0wWSMh7RrqcAx1UG2OHmGLqwyQJFUtoRBC/X3RIZjradxaDtjbEZ61ZuL/3nd1EQ3QcZEkhoqyHJRlHJkJJr/jwZMUWL41BJMFLO3IjLCChNjUyrZELzVl9dJy695VzX/wa/Ub/M4inAG53AJHlxDHe6hAU0gIOEZXuHNMc6L8+58LFsLTj5zCn/ gfP4AmtWQzQ==</latexit>
~x7
<latexit sha1_base64="MBB8xBrSJ7kAPH3CmW5+6zOALKY=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsssCTaWGIiYHJcyN4 yBxv2di+7e0Ry4WfYWGiMrb/Gzn/jAlco+JJJXt6bycy8MOFMG9f9dgobm1vbO8Xd0t7+weFR+fiko2WqKLSp5FI9hkQDZwLahhkOj4kCEoccuuH4du53J6A0k+LBTBMIYjIULGKUGCv51d4EaPY06zeq/XLFrbkL4HXi5aSCcrT65a/eQNI0BmEoJ1r7npuYICPKMMphVuq lGhJCx2QIvqWCxKCDbHHyDF9YZYAjqWwJgxfq74mMxFpP49B2xsSM9Ko3F//z/NRE10HGRJIaEHS5KEo5NhLP/8cDpoAaPrWEUMXsrZiOiCLU2JRKNgRv9eV10qnXvKta/b5ead7kcRTRGTpHl8hDDdREd6iF2ogiiZ7RK3pzjPPivDsfy9aCk8+coj9wPn8Aom6Q0g==</l atexit>
 p
<latexit sha1_base64="WCGR7w1G2tH4JSifByA2kYmPye8=">AAAB73icbVA9SwNBEJ3zM8avqKXNYiJYhbtYaBm0sYxgPiA5wt5mLlmyt3fu7 gnhyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSATXxnW/nbX1jc2t7cJOcXdv/+CwdHTc0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUqfQaI95PKv1S2a26c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5vVNybpUBCWNlS xoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjtZ1wmqUHJFovCVBATk9nzZMAVMiMmllCmuL2VsBFVlBkbUdGG4C2/vEpatap3Wa3d18r1mzyOApzCGVyAB1dQhztoQBMYCHiGV3hzHp0X5935WLSuOfnMCfyB8/kDJMWPYA==</latexit>
~x6
<latexit sha1_base64="WJAozPMxNsXGtPkpJGXmDzSLgvU=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IruYqEeiF4 +YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr 21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIU oUugZvaI3B5wX5935WLQWnHzmGP2B8/kDoOmQ0Q==</latexit>
~x7
<latexit sha1_base64="MBB8xBrSJ7kAPH3CmW5+6zOALKY=">AAAB8nicbVA9TwJBEN3DL8Qv1NJmI5hYkTsssCTaWGIiYHJcyN4yBxv2di+7e0Ry4WfYWGiMrb/Gzn/jAlco+JJJXt6bycy8MOFMG9f9dgobm1vbO8Xd0t7+weFR+fiko2WqKLSp5FI9hkQD ZwLahhkOj4kCEoccuuH4du53J6A0k+LBTBMIYjIULGKUGCv51d4EaPY06zeq/XLFrbkL4HXi5aSCcrT65a/eQNI0BmEoJ1r7npuYICPKMMphVuqlGhJCx2QIvqWCxKCDbHHyDF9YZYAjqWwJgxfq74mMxFpP49B2xsSM9Ko3F//z/NRE10HGRJIaEHS5KEo5NhLP/8cDpoAaPrWEUMXsrZiOiCLU2JRKNgRv9eV10qnXvKta/b5ead7kcRTRGTpHl8hDDdREd6iF2ogiiZ7RK3pzjPPivDsfy9aCk8+coj9wPn8Aom6Q0g==</latexit>
~x4
<latexit sha1_base64="BqBaaLdWmAprKfvyHM00xvOONXQ=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrtookeiF4+YC JIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr21c0jZkEK ogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIUoUugZvaI3B5wX5 935WLQWnHzmGP2B8/kDnd+Qzw==</latexit>
~x5
<latexit sha1_base64="dUcnki3QNeDgLiBzZMmc132ooLU=">AAAB8nicbVBNTwIxEO3iF+IX6tFLI5h4IrsYo0eiF4 +YCJIsG9ItXWjotpt2lkg2/AwvHjTGq7/Gm//GAntQ8CWTvLw3k5l5YSK4Adf9dgpr6xubW8Xt0s7u3v5B+fCobVSqKWtRJZTuhMQwwSVrAQfBOolmJA4FewxHtzP/ccy04Uo+wCRhQUwGkkecErCSX+2OGc2epr3Laq9ccWvuHHiVeDmpoBzNXvmr 21c0jZkEKogxvucmEGREA6eCTUvd1LCE0BEZMN9SSWJmgmx+8hSfWaWPI6VtScBz9fdERmJjJnFoO2MCQ7PszcT/PD+F6DrIuExSYJIuFkWpwKDw7H/c55pREBNLCNXc3orpkGhCwaZUsiF4yy+vkna95l3U6vf1SuMmj6OITtApOkceukINdIeaqIU oUugZvaI3B5wX5935WLQWnHzmGP2B8/kDn2SQ0A==</latexit>
…
 1
<latexit sha1_base64="W7QkdFkCiV07P6ffAjx390knCXg=">AAAB73icbVA9SwNBEJ3zM8avqKXNYiJYhbtYaBm0sYxgPiA5wt5mL1myt3fuzgnhyJ+wsVD E1r9j579xk1yhiQ8GHu/NMDMvSKQw6Lrfztr6xubWdmGnuLu3f3BYOjpumTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTqXXGIm+V+mXym7VnYOsEi8nZcjR6Je+eoOYpRFXyCQ1puu5CfoZ1SiY5NNiLzU8oWxMh7xrqaIRN342v3dKzq0yIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xui uG1nwmVpMgVWywKU0kwJrPnyUBozlBOLKFMC3srYSOqKUMbUdGG4C2/vEpatap3Wa3d18r1mzyOApzCGVyAB1dQhztoQBMYSHiGV3hzHp0X5935WLSuOfnMCfyB8/kDxPuPIQ==</latexit>
Figure 3: The example of generating negative samples
V. EVALUATION
A. Datasets
We evaluate the performance of HDGI on three heteroge-
neous graph data, and summarize their details in Table I.
• DBLP [8]: This is a research paper set, which con-
tains scientific publications and the corresponding au-
thors. The target author node can be divided into four
areas: database, data mining, information retrieval, and
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Table I: Statistics of experimented datasets.
Dataset Node-type #
Nodes
Edge-type #
Edges
feature Meta-
path
ACM
Paper (P) 3025 Paper-Author 9744 1870 PAP
Author (A) 5835 Paper-Subject 3025 PSP
Subject (S) 56
IMDB
Movie (M) 4275 Movie-Actor 12838 MAM
Actor (A) 5431 Movie-Director 4280 6344 MDMDirector (D) 2082 Movie-keyword 20529 MKM
Keyword (K) 7313
DBLP
Author (A) 4057 Author-Paper 19645 APA
Paper (P) 14328 Paper-Conference 14328 334 APCPAConference (C) 20 Paper-Term 88420 APTPA
Term (T) 8789
machine learning. We use the area of authors as la-
bels. The initial features are generated based on au-
thors’ profiles with the bag-of-words embeddings. The
meta-paths we defined in DBLP are Author-Paper-Author
(APA), Author-Paper-Conference-Paper-Author (APCPA)
and Author-Paper-Term-Paper-Author (APTPA).
• ACM [33]: This is another academic paper data in which
target paper nodes are categorized into 3 classes: database,
wireless communication and data Mining. We extract 2
meta-paths from this graph: Paper-Author-Paper (PAP) and
Paper-Subject-Paper (PSP). The initial features are con-
structed from paper keywords with the TF-IDF based em-
bedding techniques.
• IMDB [34]: It is a knowledge graph data about movies (tar-
get nodes) that can be categorized into three types: Action,
Comedy, and Drama. The meta-paths we choose are Movie-
Actor-Movie (MAM), Movie-Director-Movie (MDM) and
Movie-Keyword-Movie (MKM). The feature of a movie
is composed of {color, title, language, keywords, country,
rating, year} with a TF-IDF encoding.
B. Experiment Setup
The most commonly used tasks to measure the quality of
learned representations are node classification [20], [9], [11]
and node clustering [4], [33]. We evaluate HDGI from both
two types of tasks.
1) Compared Baselines: HDGI is compared with the fol-
lowing supervised and unsupervised methods:
Unsupervised methods
• Raw Feature: The initial features are used as embeddings.
• Metapath2vec (M2V) [4]: A meta-path based graph embed-
ding method for heterogeneous graph. We test all meta-paths
and report the best result.
• DeepWalk (DW) [20]: A random walk based graph embed-
ding method, but it is designed to deal with homogeneous
graph.
• DeepWalk+Raw Feature(DW+F): It concatenates the
learned DeepWalk embeddings with the raw features as the
final representations.
• DGI [30]: A mutual information based graph representation
method for homogeneous graph.
• HDGI-C: It is a variant of HDGI which uses graph
convolutional network to capture local representations.
• HDGI-A: This is another variant of HDGI which uses graph
attention mechanism to learn local representations.
Supervised methods
• GCN [15]: A semi-supervised methods for node classifica-
tion on homogeneous graphs.
• RGCN [23]: It performs representation learning on all nodes
labeled with entity types in heterogeneous graphs.
• GAT [29]: GAT applies the attention mechanism in homo-
geneous graphs for node classification.
• HAN [33]: HAN employs node-level attention and
semantic-level attention to capture the information from all
meta-paths.
For methods designed for homogeneous graphs, i.e., Deep-
Walk, DGI, GCN, GAT, we do not consider graph hetero-
geneity and construct meta-path based adjacency matrix, then
we report the best performance. We test all meta-paths for
Metapath2vec and report the best result. For RGCN, because
our task is to learn the representations of target-type nodes, the
cross-entropy loss is calculated by the classification in target-
type nodes only. In the node classification task, training set
is used to learn a simple classifier for unsupervised methods,
while the supervised methods can output the result as end-to-
end. For the node clustering, we will not use any label in this
unsupervised learning task and make comparison among all
unsupervised learning methods.
2) Reproducibility: For the proposed HDGI including
HDGI-C and HDGI-A, we optimize the model with
Adam [14]. The dimension of node-level representations in
HDGI-C is set as 512 and the dimension of ~q is set as
8. For HDGI-A, we set the dimension of node-level rep-
resentations as 64 and the attention head is set as 4. The
dimension of ~q is set as 8 as well. We employ Pytorch
to implement our model and conduct experiments in the
server with 4 GTX-1080ti GPUs. The detailed parameters
of all other comparison methods is provided in the open-
source codes: https://github.com/YuxiangRen/Heterogeneous-
Deep-Graph-Infomax.
C. Performance Comparison
1) Node classification task: In the node classification task,
we train a logistic regression classifier for unsupervised
learning methods, while the supervised methods output the
classification result as end-to-end models. We conduct the
experiments with two different training ratios (20% and 80%).
The ratios of validation set and test set are fixed at 10%. To
keep the results stable, we repeat the classification process
for 10 times and report the average Macro-F1 and Micro-
F1 in Table II. We observe that HDGI-C outperforms all
other unsupervised learning methods. When competing with
the supervised learning methods (designed for homogeneous
graphs like GCN and GAT ), HDGI can perform much better.
This observation proves that the type and semantic information
are very important and need to be handled carefully instead
of directly ignoring them in heterogeneous graphs. The result
of RGCN is suboptimal, because the original RGCN is a
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Table II: The results of node classification tasks
Available data X A X, A, Y X, A
Dataset Train Metric Raw M2V DW GCN RGCN GAT HAN DW+F DGI HDGI-A HDGI-C
ACM
20% Micro-F1 0.8590 0.6125 0.5503 0.9250 0.5766 0.9178 0.9267 0.8785 0.9104 0.9178 0.9227
Macro-F1 0.8585 0.6158 0.5582 0.9248 0.5801 0.9172 0.9268 0.8789 0.9104 0.9170 0.9232
80% Micro-F1 0.8820 0.6378 0.5788 0.9317 0.5939 0.9250 0.9400 0.8965 0.9175 0.9333 0.9379
Macro-F1 0.8802 0.6390 0.5825 0.9317 0.5918 0.9248 0.9403 0.8960 0.9155 0.9330 0.9379
DBLP
20% Micro-F1 0.7552 0.6985 0.2805 0.8192 0.1932 0.8244 0.8992 0.7163 0.8975 0.9062 0.9175
Macro-F1 0.7473 0.6874 0.2302 0.8128 0.2132 0.8148 0.8923 0.7063 0.8921 0.8988 0.9094
80% Micro-F1 0.8325 0.8211 0.3079 0.8383 0.2175 0.8540 0.9100 0.7860 0.9150 0.9192 0.9226
Macro-F1 0.8152 0.8014 0.2401 0.8308 0.2212 0.8476 0.9055 0.7799 0.9052 0.9106 0.9153
IMDB
20% Micro-F1 0.5112 0.3985 0.3913 0.5931 0.4350 0.5985 0.6077 0.5262 0.5728 0.5482 0.5893
Macro-F1 0.5107 0.4012 0.3888 0.5869 0.4468 0.5944 0.6027 0.5293 0.5690 0.5522 0.5914
80% Micro-F1 0.5900 0.4203 0.3953 0.6467 0.4476 0.6540 0.6600 0.6017 0.6003 0.5861 0.6592
Macro-F1 0.5884 0.4119 0.4001 0.6457 0.4527 0.6550 0.6586 0.6049 0.5950 0.5834 0.6646
“X” learning with initial features.
“A” learning with the adjacency matrix.
“Y” learning with node labels.
Table III: Evaluation results on the node clustering task
Data ACM DBLP IMDB
Method NMI ARI NMI ARI NMI ARI
DeepWalk 25.47 18.24 7.40 5.30 1.23 1.22
Raw Feature 32.62 30.99 11.21 6.98 1.06 1.17
DeepWalk+F 32.54 31.20 11.98 6.99 1.23 1.22
Metapath2vec 27.59 24.57 34.30 37.54 1.15 1.51
DGI 41.09 34.27 59.23 61.85 0.56 2.6
HDGI-A 57.05 50.86 52.12 49.86 0.8 1.29
HDGI-C 54.35 49.48 60.76 62.67 1.87 3.7
featureless approach and we follow the code to assign a one-
hot vector to each node.
In addition, the unified learning of all types of nodes in
the same latent space, is beneficial to entity type classification
but may not be applicable to label classification. HDGI is
also competitive with the result reported from HAN which is
designed for heterogeneous graphs. The reason should be that
HDGI can capture more global structural information when
exploring the mutual information in reconstructing the repre-
sentation, while supervised loss based GNNs overemphasize
the direct neighborhoods [30]. This observation, on the other
hand, suggests that the features learned through supervised
learning in graph structures may have limitations, either from
the structure or a task-based preference. These limitations
can affect the learning representations from a more general
perspective badly.
2) Node clustering task: In the node clustering task, we use
the K-Means to conduct the clustering based on the learned
representations. The number of clusters K is set as the number
of the target node classes. We do not use any label in this un-
supervised learning task and make the comparison among all
unsupervised learning methods. We also repeat the clustering
process for 10 times and report the average NMI and ARI
in Table III. DeepWalk cannot perform well because they are
not able to handle the graph heterogeneity. Metapath2vec can-
not handle diversitified semantic information simultaneously,
which makes the representations not effective enough. The
verification based on node clustering tasks also demonstrates
that HDGI can learn effective representations by considering
the structural information, the semantic information and the
node independent information simultaneously.
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Figure 4: The comparison between different global represen-
tation encoder functions
3) HDGI-A vs HDGI-C: From the comparison between
HDGI-C and HDGI-A in node classification tasks, the results
reflects some interesting findings. HDGI-C achieves better
performance than HDGI-A in all experiments, which means
that the graph convolution works better than the attention
mechanism in capturing local network structures. The reason
might be that the graph attention mechanism is strictly limited
to the direct neighbors of nodes, the graph convolution consid-
ering hierarchical dependencies can see farther. This analysis
can also be verified by the results of the clustering task.
4) Different global representation encoder functions: We
present the results of HDGI-C with different global represen-
tation encoder functions working on the node classification
task in Figure 4. The simple average function performs the
best compared with other functions. However, we can find
that this advantage is very subtle. In fact, each function can
perform well on experimental datasets. But for larger and more
complex heterogeneous graphs, a specified and sophisticated
function may perform better. The design of the global encoder
function for heterogeneous graphs with different scales and
structures is an open question, which is worthy of further
discussion.
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VI. CONCLUSION
In this paper, we propose an unsupervised graph neural
network, HDGI , which learns node representations in het-
erogeneous graphs. HDGI combines several state-of-the-art
techniques. It employs convolution style GNNs along with a
semantic-level attention mechanism to capture individual local
representations of nodes. Through maximizing the local-global
mutual information, HDGI learns high-level representations
containing graph-level structural information. It exploits the
structure of meta-path to model the connection semantics in
heterogeneous graphs. Node attributes are fused into repre-
sentations through the local-global mutual information max-
imization simultaneously. We demonstrate the effectiveness
of learned representations for both node classification and
clustering tasks on three heterogeneous graphs. HDGI is
particularly competitive in node classification tasks with state-
of-the-art supervised methods, where they have the additional
supervised label information. We are optimistic that mutual
information maximization is a promising future direction for
unsupervised representation learning.
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