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The electroencephalogram (EEG) has proven to be useful in a wide variety of 
applications, including: diagnosis of mental disorders, psychological 
research, neurofeedback, and brain-computer interfacing. Most such applications of the 
EEG benefit from an ability to automatically detect when the subject is in a relaxed 
state.  Recently, inexpensive and relatively easy to use EEG systems, 
with multiple electrodes, have become available at prices comparable to cellular phones 
or game machines. This project’s purpose is to investigate the feasibility of real-time 
classification of a subject's relaxation state using one such consumer-grade EEG system, 
the Emotiv Epoc. The subject's state is classified as relaxed or non-relaxed by monitoring 
the EEG signals over the occipital brain region and monitoring alpha wave activity. Said 
activity is characterized using an adaptive subject-specific threshold algorithm. Different 
variations of the threshold algorithm were investigated and their performance was 
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Numerous types of both mental and physiological disorders stemming from a 
variety of sources are present in the human population. Disorders can range from stress-
induced diseases like hypertension, to mental illness caused by childhood neglect or drug 
abuse. Physiological disorders can be inherited, caused by trauma, surgery or other 
sources. Different disorders will affect numerous parts of the body and are treated in a 
variety ways. Diet, exercise and medications have often been recommended as treatment 
options for numerous non-infectious diseases, and some mental disorders [1]. However, 
other treatment options are available; one such treatment option is biofeedback. 
Biofeedback is a technique used to train an individual to control different body 
processes they would not otherwise have conscious control over. This is accomplished 
using measurable body states such as skin conductivity, body temperature, or blood 
circulation to particular parts of the body [2]. The person monitors one or more 
physiological states from the body using a monitoring device such as a computer. The 
body states are selected because they correspond to a body process or processes that the 
person desires to control. Reading the state or states from the monitor allows the person 
to learn to control these physiological processes. Using biofeedback, a person can: learn 
to control stress levels, regain normal blood circulation, treat constipation, headaches and 
control many other disorders [2, 3, 4]. One form of biofeedback called neurofeedback 
reads a person’s brain waves using an electroencephalograph (EEG) or 
magnetoencephalography (MEG).  
Using the readings from an EEG or MEG device as an indicator, a person can 
learn to control the amount of each type of brain wave they produce. Different brain 
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waves have been found to reflect a person’s state of mind and health [5]. Neurofeedback 
is used as a treatment for many mental, neurological and other physiological disorders 
including: depression, anxiety, mental impairment and strokes [1, 4, 6]. When beginning 
treatment, the EEG training sessions typically last less than an hour where a computer 
game that responds to different brain waves patterns acts as the therapy tool. The game 
rewards the patient when they produce normal brain wave patterns and hinders their 
progress when irregular or unwanted patterns are detected [6]. Once learned, the new 
brain wave patterns tend to persist in the individual [3, 6]. Patients using neurofeedback 
will usually start to see results within ten training sessions [3, 6], which are typically held 
at a clinic or other medical facility [6]. The individual undergoing treatment generally 
needs to attend training sessions between 1 to 5 times per week, depending on their 
condition [3, 7]. In addition to being used for biofeedback, EEGs are often also used to 
help detect and diagnose neurological disorders. 
Historically the EEG has been employed when there is a suspicion of a brain-
related disorder in a patient. Numerous disorders such as: epilepsy, brain tumors, head 
injuries, strokes, dementia, and brain death can be detected and diagnosed using EEG 
technology. For individuals with epilepsy, the brain waves will show sharp waves or 
spiked wave patterns. When a patient has early onset dementia, rhythmic theta wave 
patterns are often present [4, 5, 8]. Regardless of the disorder, the method for a diagnosis 
will be the same: the EEG measures the patient’s brain waves, and if a malady is present, 
the wave patterns will be distorted or show other aberrant behavior when compared to a 
healthy individual’s brain wave patterns [5, 9]. In additions to assisting with diagnoses, 
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brain waves have other applications in the computer industry, for example Brain-
Computer Interfaces. 
Brain-computer interfaces (BCIs) allow a person to control a computer or some 
other mechanical device using their brain waves. Depending on the BCI used, the person 
may or may not need to train their mind to produce the desired brain waves for the BCI. 
The technology and techniques for BCIs have greatly improved since early 
galvanometers were used to measure the electrical signals generated by the human body. 
Modern EEG technology is now allowing individuals with physical disabilities to control 
computers, allowing them to live more normal lives [6, 10, 11]. EEG technology is used 
in noninvasive BCI systems that depend on various brain phenomena, including event-
related potentials [12, 13]. More elaborate and invasive BCIs have allowed robotic arms 
to be controlled [14]. 
Conventional EEG equipment has been used by medical institutions and research 
laboratories for many years. These EEGs are prohibitively expensive for the ordinary 
individual, costing several thousand dollars. However, commercial EEG devices have 
recently become available at prices that rival consumer computers, cellular phones and 
game machines, making them accessible to the masses. Although these consumer EEG 
devices are not as sophisticated as EEG devices used in the medical industry, they 
provide high sample rates and record on multiple channels simultaneously making them 
useful for observing and studying brain activity. 
Regardless of how an EEG is being used whether for diagnosis, research, or 
treatment, one of the important factors for success is having the EEG subject in a relaxed 
state, both mentally and physically. During medical exams, the patient will be positioned 
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in a comfortable chair and then allowed to relax [6]. To help differentiate between brain 
signals and muscle artifacts, a subject will sometimes be videoed so that any movements 
can be captured on camera and later correlated with the recording [11]. This is important 
if the EEG recordings will be examined at a later time because the analyst will need to be 
able to differentiate between brain activity and muscle activity. The EEG will not only 
detect when a person moves based on the changes in brain waves but also the electrical 
waves generated by the individual’s muscles and the nerves running to the muscles.  
During a neurofeedback training session, starting in a relaxed state provides a standard 
baseline to work from [6]. 
 Therefore, the purpose of this thesis is to develop and implement a variable 
threshold algorithm utilizing a commercially-available, consumer-grade EEG device that 
can detect when an individual is in a relaxed mental and physical state.  
II. Background: 
 
Figure 1, Emotiv Epoc EEG headset. [15] 
Fig. 1 shows Emotiv’s Epoc, a commercially available 14 channel EEG headset. 
The Epoc has been developed for a variety of applications, including tracking subjects 
focus or emotional state going through the day, to market research giving companies a 
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better idea of what customer’s impressions of their products are during demonstrations, to 
various other BCI applications. Additionally, the Epoc was designed to support brain 
activity research [15].  
Using Emotiv’s research libraries, raw EEG data can be gathered from the 
headset. The Epoc used in this study samples data at 2048 Hz and internally 
downsamples to 128 samples per second with 14 bits of resolution before providing the 
data to the computer for use. The Epoc’s bandwidth ranges from 0.2 to 43 Hz and 
includes built-in noise filters at 50 and 60 Hz. The 14 channels are designed to gather 
data based on the 10-20 electrode placement system developed by Dr. Jasper [16]. Based 
on this system, the electrodes are positioned at locations: AF3, F7, F3, FC5, T7, P7, O1, 
O2, P8, T8, FC6, F4, F8 and AF4 around the head and two additional reference 
electrodes are positioned behind the subject’s ears see Fig. 2. The Epoc’s electrodes are 
each held at the end on one of the Epoc’s arms, allowing it to be quickly set up without 
assistance.  
 
Figure 2, Epoc’s 10-20 electrode locations on the scalp. 
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EEG technology has advantages and disadvantages. Performing an EEG on a 
subject requires little time, approximately 30 minutes, plus setup time. The procedure is 
completely noninvasive, and traditionally the EEG equipment does not transmit signals 
into the patient’s skull. However, because the EEG electrodes are placed on the patient’s 
skin, the signal quality will be lacking compared to what it could be if they were placed 
directly on the surface of the subject’s brain. The skull and tissues surrounding and 
protecting the brain greatly attenuate the brain’s signals that reach the EEG electrodes. 
This attenuation is the reason EEGs mainly focus on frequencies between 0 and 40 Hz. 
Higher frequencies are almost completely attenuated by the skull. However, the signals 
that do reach the EEG equipment are recognizable and can been categorized. 
2.1 Brain Waves: 
When a neuron in the brain fires, it generates a tiny electrical potential. If large 
groups of neurons fire together, the generated electrical potential can be detected and 
recorded using an EEG. These frequencies show up as distinct patterns on an EEG and 
fall into common frequency ranges, which allow analysts to determine a subject’s mental 
states [8].  
The frequencies detectable by EEG are broken into five major categories: delta, 
theta, alpha, beta and gamma waves. Fig. 3 shows examples of each. From 0.5 to 4 Hz, 
the lower end of the frequency spectrum, are delta waves. Delta waves are normally seen 
on EEGs when a person is in a deep sleep, when the brain has little activity. Large 
muscles also produce frequencies in this range, so while an individual is awake 
frequencies in this range are often still visible on EEG recordings but, are typically being 
generated by the individual’s muscles, not the brain. 
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Above delta waves, between 4 and 7.5 Hz, are theta waves. In healthy individuals, 
theta wave activity increases as the individual moves into a drowsy and the unconscious 
state. Theta waves will also occur when a person is performing automatic tasks and is not 
concentrating on what they are doing. Shaving and showering without paying attention, 
or driving down the road and not remembering the last few miles would be an indication 
of the brain being in a theta wave state. Large amounts of theta wave activity is not 
normal in alert individuals and is an indicator of disease including certain types of 
dementia [8, 17]. 
Moving beyond the theta wave range are alpha waves.  In general alpha waves 
appear in the 8 - 13Hz range. However, in some individuals alpha waves are present at 
frequencies approaching 20 Hz. Also, the alpha wave frequencies are sometimes lower in 
individuals who practice meditation [18]. Alpha waves are normally generated when a 
person is relaxing with their eyes closed and the individual is not focusing on anything. If 
the person becomes anxious, is startled, moves around, or opens their eyes, the alpha 
wave activity will cease. Alpha wave activity is prominent over the occipital region on 
the brain. However, when a person is deeply relaxed, alpha waves can also be found 
above the motor cortex where they are called mu waves. Any voluntary muscle 







Figure 3. Graphs showing one second of data for the five main brain wave patterns 
recorded by EEG. The top graph shows delta waves. The graph second from the top 
shows theta waves. The center graph shows alpha waves. The graph directly below 
the center shows beta waves. The bottom graph shows gamma waves.  
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When a person remains physically relaxed but is mentally alert, thinking or 
speaking, and is solving problems, the frequencies generated by their brain increase. 
During this mentally active state, the brain demonstrates beta waves. Beta waves lie 
between 14 and 30 Hz. However, they will extend into higher frequencies if the 
individual begins to panic. Beta waves are prominently found over the frontal and central 
regions of the brain [17]. 
Above beta waves, the brain generates gamma waves. Gamma waves have 
frequencies at and above 30 Hz, have low amplitudes, and are generated by the brain 
when a person is moving around. Certain types of gamma wave activity have been used 
to help diagnose certain diseases [19]. Very high gamma frequencies have not been 
investigated using EEG for clinical neurophysiology [17]. 
 
III. Methods: 
3.1 Tools Used: 
During this investigation, the EEG device used was the Emotiv Epoc described in 
the background section. The software was developed in Visual Studio 2013 using C# and 
framework 4.5. When visualizing data, graphs were generated using gnuplot 5.0 patch 
level 6. The Computer used for processing the EEG data was running Windows 8.1, with 





Figure 4. The steps used for detecting a subject’s state using EEG. 
 
Fig. 4 above shows the four stages used in determining a subject’s state: data 
gathering, preprocessing data, processing data with detection algorithms and finally, 
outputting the subject’s mental state. During data gathering, the Emotiv Epoc measured 
electrical activity from the subject’s scalp at 128 samples per second from locations: 
AF3, AF4, F7, F3, F4, F8, FC5, FC6, T7, T8, P7, P8, O1 and O2. The data was then 
transferred to the computer using Emotiv’s libraries for preprocessing.  
 
Figure 5. The steps used for preprocessing data before sending data to the detection 
algorithms. O1 and O2 locations are filtered by removing their time average, the 
filtered data is then windowed, transformed to the frequency domain, and the mean 
of the two locations is taken for the detection algorithms. 
Fig. 5 shows the steps used in preprocessing the data once it was transferred to the 
computer. First, the datasets from locations O1 and O2 were filtered by removing the 
11 
 
time average for each second of data. The datasets from the other locations were not of 
interest in this study and were ignored. 
Each algorithm was assessed with and without overlapping the samples. When 
assessing the algorithms without sample overlap, a rectangular window was applied to 
the data prior to applying the Fourier transform. While assessing the algorithms using 
sample overlap, the samples were overlapped by 50 percent, and a Hamming window 
function was applied to the data before applying a Fourier transform. 
A Fourier transform algorithm from Microsoft was used on each window, thereby 
moving the data from the time domain into the frequency domain [20]. The FFT used 
yielded 64 frequency bins with 1 Hz resolution. The root mean square magnitude of each 
bin was calculated in microvolts (µVrms), and the bins were clipped making the max 
value 5.0 µVrms and the minimum value 0.0 µVrms to limit the amplitude range the 
detection algorithm needed to search. The mean of the two transforms from the O1 and 
O2 locations for each second of data was taken, combining them into an average 
transform for the detection algorithms and completing data preprocessing. 
3.2 Algorithms: 
Each of the investigated algorithms classifies the state of the subject as being 
relaxed or non-relaxed. The algorithms take parameters for the part of the frequency 
spectrum to scan, along with a threshold value to compare with the magnitudes of the 
frequencies in the scanned spectrum see Fig. 6 and 7. Some of the algorithms take 
additional parameters for a guard band frequency spectrum to scan and a fixed guard 




Figure 6. Example spectrum of a subject in a relaxed state. The amplitude of one of 
the frequencies between 7 and 14 Hz is greater than the detection algorithm 
threshold. 
 
3.2.1 Simple Threshold: 
The Simple Threshold algorithm takes the Fourier transform, a frequency range, 
and a threshold to compare frequency components to. The algorithm scans the assigned 
range of the frequencies in the sample. If one of the frequency’s amplitudes in the 
scanned range is greater than the threshold, then the algorithm concludes that the sample 
contains the desired frequency component and returns a positive classification. 
3.2.2 Dynamic Threshold: 
The Dynamic Threshold algorithm takes the Fourier transform, a frequency range, 
and a threshold factor. Before scanning the sample, this algorithm takes the mean of all 
the frequency bins. It multiplies the mean and the threshold factor and uses this product 
as its threshold. By doing this, each sample can potentially have a unique threshold. Once 
the threshold for the sample is determined the frequency range is scanned and if there is 
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an amplitude in the scanned range greater than the threshold, the algorithm determines 
that the desired frequency component is present and returns a positive classification. 
3.2.3 Group Threshold: 
The Group Threshold algorithm is a modified version of the Simple Threshold 
algorithm. It takes in the Fourier transform, a frequency range, a threshold value, and a 
group size. The algorithm scans the frequency range of the sample using a simple 
threshold. If there is a frequency bin in the scanned range with an amplitude greater than 
the threshold, the algorithm determines that the desired frequency is present. It then 
increments a group counter which can be incremented until it reaches the group size. If 
the algorithm determines that the desired frequency is missing, it compares the group 
counter with the group size. If the group counter is greater than half the group size, then 
the algorithm will report that the desired frequency was present. Otherwise, it returns a 
negative classification. Before returning the negative classification it decrements the 
group counter, which cannot be decremented below zero.  
Because the size of the group will affect the performance of the algorithm, several 
group sizes ranging from 1 up to 20 were tested on data in preliminary trials to see which 
group size would perform best for this project. A group size of 9 was selected.  
3.2.4 Dynamic Group Threshold: 
The Dynamic Group Threshold is a hybrid of the Dynamic Threshold and the 
Group Threshold algorithms. It takes the Fourier transform, a group size, a threshold 
factor and a frequency range. This algorithm operates in the same manner as the Group 
Threshold algorithm except for the way it gets its threshold value. Instead of using the 
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same threshold value for each sample while scanning the frequency range, this algorithm 
calculates its threshold in the same manner as the Dynamic Threshold algorithm.  
3.2.5 Guard Bands: 
Guard bands are modifications to the above algorithms: Simple Threshold, 
Dynamic Threshold, Group Threshold and Dynamic Group Threshold. Guard bands are 
frequency ranges outside the frequency range that is being scanned for the desired 
frequency component see Fig. 7. If the amplitude of a frequency bin in a guard band 
crosses the guard band’s threshold, then the algorithm will return that the desired 
frequency was not found regardless of what the algorithm would have returned without 
the guard band. In algorithms that use groups, if a signal is detected in the guard band 
range the group counter is reset to 0. 
 
Figure 7. Example spectrum of a subject moving around in a non-relaxed state. 
Although frequencies in the 7-14 Hz range have amplitudes greater than the 
detection algorithm’s threshold; there are also frequencies in the 20-30 Hz range 
with amplitudes greater than the guard band’s threshold. Algorithms using a guard 
band will classify this spectrum as non-relaxed. Algorithms not using a guard band 





3.3 Test Datasets: 
To evaluate and compare each detection algorithm’s performance against the 
others, two test datasets were recorded over 14 locations on the scalp: AF3, AF4, F7, F3, 
F4, F8, FC5, FC6, T7, T8, P7, P8, O1 and O2. The signal status of each electrode was 
monitored using the Emotiv Epoc application Control Panel while the recordings were 
taking place to ensure all electrodes maintained good signal quality during the recoding, 
as shown in Fig. 8.  
 
Figure 8. Emotiv Control Panel application used to monitor signal quality while 
recording test datasets A and B [15]. 
The two test datasets, A and B, were designed to serve as gold standards for 
testing the detection algorithms. Each test dataset was recorded to simulate a different 
environment the subject could experience. Test dataset A has multiple Epochs where the 
subject is moving; this simulates the subject in his home. In test dataset B, the subject is 
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motionless for the majority of the recording; this was done to simulate a clinical setting 
where the subject would be instructed not to move during an EEG recording. The epochs 
within the datasets had known states, where the subject was either relaxed or non-relaxed. 
The subject was recorded: standing and walking, sitting down and moving, sitting not 
moving but alert and sitting in a relaxed state with eyes closed. Fig. 9 shows the process 
for recording the datasets and getting classifications for the epochs in the datasets. While 
recording, a tone was used to allow the test subject to keep track of time in 10-second 
intervals.  
Spectrograms of the datasets for the O1 and O2 locations and the average of the 
two hemispheres are shown in Fig. 10 for test dataset A when the data had no overlap 
between samples and a Rectangular window function was applied, Fig. 11 for test dataset 
A when the data was overlapped 50% and a Hamming window function was applied. Fig. 
12 for test dataset B when the data was not overlapped and a rectangular window was 
applied. Fig. 13 for test dataset B when the data was overlapped 50% and a Hamming 
window function was applied. The actions performed in each epoch of the test datasets 




Figure 9. Process of generating test datasets and subject state classifications used for 
assessing the detection algorithm’s performance using ROC analysis. 
 
 
3.3.1 Test Dataset A: 
Test Dataset A, Body States 
Subjects Action Time range (s) State 
Walking, Moving, with Eyes Open 0 - 30 Non-Relaxed 
Sitting, Moving, with Eyes Open 31 - 40 Non-Relaxed 
Sitting, not Moving, with Eyes Open 41 - 73 Non-Relaxed 
Sitting, Moving, with Eyes Open 74 - 77 Non-Relaxed 
Sitting, not Moving, with Eyes Closed 78 - 109 Relaxed 
Sitting, Moving, with Eyes Open 110 - 138 Non-Relaxed 
Sitting, not Moving, with Eyes Closed 139 - 159 Relaxed 
Sitting, Moving, with Eyes Open 160 - 180 Non-Relaxed 
Table 1. Test subject’s states for each epoch in test dataset A. 
As shown in Table 1, the recorded data in test dataset A had eight distinct epochs. 
During the first epoch from 0 to 30 seconds, the subject was standing and moving; this 
was not a relaxed state. In the second epoch from 31 to 40 seconds, the subject was 
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sitting down and moving; this was not a relaxed state. The third epoch was from 41 to 73 
seconds, during which time the subject was sitting still and alert in a non-relaxed state. 
The fourth epoch was from 74 to 77 seconds. The subject moved his arms momentarily 
forward and up and then placed back in his lap; this was not a relaxed state. The fifth 
epoch from 78 to 109 seconds shows the subject in a relaxed state with eyes closed. 
Between 110 and 138 seconds, the subject was sitting and moving; this was not a relaxed 
state. In the 7th epoch, the subject was sitting in a relaxed state with eyes closed from 139 
seconds to 159 seconds. In the 8th epoch, from 140 to 180 seconds, the subject was sitting 
and moving, not in a relaxed state. 
In the first epoch, when the subject was standing and moving, he walked in place 
at a brisk rate without turning from side to side. The arms were allowed to swing with the 
steps in a normal fashion.  The head faced forward, and the eyes looked in a forward 
direction. The subject was moving but not tense.  
In epochs: two, four, six and eight, when the subject was sitting and moving. The 
subjects legs were placed flat on the floor, and his forearms were held in front of him and 
were moved forward and back to simulate reaching out to grab something and then 
pulling it back toward the body. The movement of the arms was continuous in these 
epochs. The subject’s eyes were looking where the hands were reaching. 
In the third epoch, the subject was sitting in a chair with feet flat on the ground. 
The subject’s hands were relaxed in the subject’s lap, and the eyes were open. The 
subject was alert but not moving.   
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In the fifth and seventh relaxed epochs, the subject was sitting without movement. 
The hands were folded in the subject’s lap. The subject’s feet were flat on the floor. The 





Figure 10. Spectrograms of test dataset A. Top is the spectrogram over the O1 
location, middle is over the O2 location and the bottom is the mean of the O1 and 







Figure 11. Spectrograms of test dataset A using 50% sample overlap and a 
Hamming window function. The top is the spectrogram over the O1 location, the 
middle is over the O2 location and the bottom is the mean of the O1 and O2 




3.3.2 Test dataset B: 
Test Dataset B, Body States 
Subjects Action Time range (s) Subject’s State 
Sitting, Moving, with Eyes Open 0 - 14 Non-Relaxed 
Sitting, not Moving, with Eyes Open 15 - 48 Non-Relaxed 
Sitting, not Moving, with Eyes Closed 49 - 76 Relaxed 
Sitting, Moving, with Eyes Closed 77 - 78 Non-Relaxed 
Sitting, not Moving, with Eyes Closed 79 - 117 Relaxed 
Sitting, Moving, with Eyes Open 118 - 120 Non-Relaxed 
Table 2. Test subjects states for each epoch in test dataset B. 
As shown in Table 2, the recorded data in test dataset B has six epochs. During 
the first and sixth epochs from 0 to 14 seconds and 118 to 120 seconds respectively, the 
subject was sitting and moving with eyes open; this was not a relaxed state. In the second 
epoch from 15 to 48 seconds, the subject was sitting down, not moving and alert with 
eyes open, this was not a relaxed state. In the third and fifth epochs from 49 to 76 seconds 
and 79 to 117 seconds, respectively, the subject was relaxed, sitting still with eyes closed. 
In the fourth epoch from 77 to 78 seconds, the subject moved his arms momentarily; this 
was not a relaxed state. 
In the first epoch, the subject was sitting and moving intermittently. The subject’s 
legs were placed flat on the floor. His forearms were held in front of him and were moved 
forward and back to simulate reaching out and grabbing something. The subject’s eyes 
were looking where his hands were reaching. 
In the second and sixth epochs, the subject was sitting in a chair with feet flat on 
the ground. The hands were relaxed in the subject’s lap, and his eyes were open. The 
subject was alert but not moving.   
22 
 
In the third and fifth relaxed epochs, the subject was sitting and not moving, his 
hands were folded on his lap, his feet were flat on the floor, and his head was facing 
forward in a relaxed posture with eyes closed looking straight ahead.  
In the fourth epoch, the subject was sitting with his hands folded in his lap. His 
feet were flat on the floor, and the head was facing forward in a relaxed posture. His arms 








Figure 12. Spectrogram of test dataset B with no sample overlap and a Rectangle 
window function applied. The top is the spectrogram over the O1 location, the 
middle is over the O2 location, and the bottom is the mean of the O1 and O2 







Figure 13. Spectrogram of test dataset B using 50% overlap between samples and 
applying a Hamming window function. The top is the spectrogram over the O1 
location, the middle is over the O2 location and the bottom is the mean of the O1 









3.4 Receiver Operating Characteristic Analysis:  
 
Figure 14. Program flow for generating ROC curve for each detection algorithm. 
The ROC algorithm takes in the test dataset’s subject state classifications, the 
preprocessed test dataset, the detection algorithm being evaluated and the detection 
algorithm’s parameters which are used to generate the ROC curve.  
 
To compare the performance of the detection algorithms, Receiver Operating 
Characteristic (ROC) analysis was used. ROC analysis is a method of measuring and 
comparing classifiers, in this case, the detection algorithms. ROC analysis has been 
widely used in the medical community for many years. More recently, it has been 
adopted as a way of assessing and comparing algorithms in computer science [21]. 
ROC graphs plot two variables, a true positive rate on the Y-axis, and a false 
positive rate on the X-axis. The true positive rate is the number of true positives the 
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algorithm correctly classifies divided by the total number of true positives in the dataset 
the algorithms is given. The false positive rate is the number of false positives the 
algorithm classifies divided by the total number of real negatives in the dataset the 
algorithm is given. In this situation, the true positive rate is the number or relaxed states 
the algorithm detects divided by the total number of relaxed states in the dataset. The 
false positive rate is the number of non-relaxed states in the dataset that the algorithm 
classifies as being relaxed, divided by the total number of non-relaxed states in the 
dataset.  
True Positive Rate = 
𝐑𝐞𝐥𝐚𝐱𝐞𝐝 𝐒𝐭𝐚𝐭𝐞𝐬 𝐂𝐨𝐫𝐫𝐞𝐜𝐭𝐥𝐲 𝐂𝐥𝐚𝐬𝐬𝐢𝐟𝐢𝐞𝐝 
𝐓𝐨𝐭𝐚𝐥 𝐑𝐞𝐥𝐚𝐱𝐞𝐝 𝐒𝐭𝐚𝐭𝐞𝐬
 
False Positive Rate = 
𝐍𝐨𝐧−𝐑𝐞𝐥𝐚𝐱𝐞𝐝 𝐒𝐭𝐚𝐭𝐞𝐬 𝐂𝐨𝐮𝐧𝐭𝐞𝐝 𝐚𝐬 𝐛𝐞𝐢𝐧𝐠 𝐑𝐞𝐥𝐚𝐱𝐞𝐝 
𝐓𝐨𝐭𝐚𝐥 𝐍𝐨𝐧−𝐑𝐞𝐥𝐚𝐱𝐞𝐝 𝐒𝐭𝐚𝐭𝐞𝐬
 
A good algorithm will maximize the true positive rate while minimizing the false 
positive rate. Point B at location (0, 1) on Fig. 15 shows what an ideal algorithm would 
produce. All of the relaxed states are classified as being relaxed, and all of the non-
relaxed states are classified as being non-relaxed. 
One way for an algorithm to minimize the number of false positives is for the 
algorithm to classify all states as being non-relaxed. This is represented by point A at 
location (0, 0) on Fig. 15. Classifying all states as non-relaxed results in 0 false positives. 
However, the true positive rate will also be 0, which is not desirable because no useful 
information is obtained; the relaxed and non-relaxed states are not separated. Also, the 
true positive rate is not maximized.  
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Figure 15. Example ROC graph showing important areas on ROC graphs. Green 
curve passing through point E is an example of what a good algorithm will produce. 
Yellow curve passing through point F is an example of what a poor algorithm will 
produce. The Red line passing through points D and H is an example of what a 
random algorithm will produce. The purple curve passing through point I is an 
example of what an algorithm will produce if its classifications are reversed. 
A simple way of maximizing the true positive rate is to have an algorithm which 
classifies all states as being relaxed; this is represented by point C at location (1, 1) on 
Fig. 15. As with classifying all states as being non-relaxed to minimize the number of 
false positives, this approach is also undesirable because along with all the correctly 
classified true positives, the algorithm also incorrectly classifies all non-relaxed states as 
being relaxed giving a 100% false positive rate. 
If an algorithm randomly classifies states as being relaxed or non-relaxed, then it 
will classify an equal rate of true positives and false positives based on its threshold. This 
causes the ROC points to appear along the diagonal between points (0, 0) and (1, 1) on a 
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ROC graph. Points D and H in Fig. 15 show results where the algorithm is randomly 
classifying different percentages of a dataset as being relaxed.  
Because the diagonal between points (0, 0) and (1, 1) is random, any points 
falling below the diagonal have their classification method reversed, because by reversing 
their classifications they would produce a point above the diagonal giving more true 
positives than false positives for each point on the ROC curve. Points G and I on Fig. 15 
show how reversed classifications appear on a ROC graph. 
 In ROC space, if a point falls on the diagonal between points (0, 0) and (1, 1), the 
question arises for whether or not the algorithm is completely random or if the algorithm 
is only behaving randomly at that point but will perform differently if other inputs for the 
algorithm are used. To determine this, ROC analysis can be performed on the same 
algorithm multiple times while changing a variable in the classifier for each analysis, in 
this case, the threshold value.  By doing multiple ROC analyses on the same algorithm 
using different thresholds, a ROC curve can be generated.  
Algorithms that have points closer to the ideal ROC graph at point B on Fig. 15 
will have larger areas under the curve and are better at classifying datasets because they 
reach large true positive rates before their false positive rates begin to increase. The curve 
that passes through point E on Fig. 15 is an example of what a good classifier’s curve will 
resemble. The curve that passes through point F on Fig. 15, is an example curve for an 
algorithm that is a poor classifier. Its turnover point, where the false positive rate begins 
to increase rapidly, does not get as close to the ideal ROC point as the curve that passes 
point E. Algorithms whose curve falls along the diagonal between points (0,0) and (1,0) 
are random classifier algorithms; the area under their curves is 0.5. Finally, algorithms 
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whose curve is below the diagonal, between points (0, 0) and (1, 1) on the ROC graph, 
are classifying in reverse with the true positives being classified as negatives and the true 
negatives being classified as positives, the curve that passes through Point I is an example 
of a reverse classing algorithm. 
 Once a ROC curve has been generated for an algorithm, the optimal threshold for 
the algorithm can be found by locating the threshold’s turnover point on the ROC graph. 
The turnover point is the point on the graph that has the smallest distance to the ideal 
ROC point at location (0, 1) after reaching the turnover point the ROC curves false 
positive rate will increase rapidly.  
ROC curves were generated for each algorithm to assess its performance.  Curves 
were generated using each dataset, A and B, with and without a guard band; with no 
overlap between samples and a rectangular window function and, with 50% overlap 
between samples and a Hamming window function. This resulted in 32 separate ROC 
graphs for the four detection algorithms. The classifications for test datasets A and B are 
shown in Tables 4 and 5, respectively. As seen in Fig. 14, the classifications were used 
along with the detection algorithm being examined, the test dataset and the parameters for 
adjusting the algorithm’s threshold or thresholds if a guard band was used. The 
parameters allowed the ROC algorithm to adjust the threshold’s value using a range for 
the threshold and a step value to control the number of thresholds between the minimum 
and maximum threshold values. When a guard band is used, the ROC algorithm is also 
given a guard band threshold range and a step value to control the number of guard band 
values assessed. The ROC algorithm returned results for the guard band threshold that 
maximized the area under the ROC curve. The threshold ranges for both the guard band 
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and the alpha band ranged for 0 to 5 µVrms. The step size for the alpha band range was 
0.1 µVrms, and the step size for the guard band range was 0.01µVrms. 
Once the ROC curves were generated for each of the detection algorithms, the 
areas under the curves were compared to find the algorithm which could best maximize 
the true positive rate and minimize the false positive rate to determine when a subject is 
in a relaxed state.  
The detection algorithms were graded based on the area under their ROC curves. 
The classifications used for this study are given in Table 3. Algorithms with excellent 
performance will have a ROC curve area between 1.0 and 0.95. Algorithms with good 
detection characteristics will have areas between 0.95 and 0.85. Algorithms whose 
performance is fair will have areas between 0.85 and 0.75. Poor algorithms with areas 
ranging from 0.75 to 0.65, will have a large false positive rate; which may make them 
unacceptable depending on the needs of the study. If an algorithm has a ROC curve area 
between 0.65 and 0.50, the algorithm is performing very poorly and is unusable, because 
at 0.50, the algorithm is randomly assigning classifications to samples. Below 0.50, the 
algorithm is classifying in reverse and are classified as unusable in this study. 
ROC Curve Classifications 
Area Range Evaluation 
High Low   
1.0 0.95 Excellent 
0.95 0.85 Good 
0.85 0.75 Fair 
0.75 0.65 Poor 
0.65 50 Unusable  




Table 4. Test subject’s body state data passed into the ROC algorithm with test 
dataset A. 
Time (s) Mental state Time (s) Mental state Time (s) Mental state Time (s) Mental state
1 Not Relaxed 46 Not Relaxed 91 Relaxed 136 Not Relaxed
2 Not Relaxed 47 Not Relaxed 92 Relaxed 137 Not Relaxed
3 Not Relaxed 48 Not Relaxed 93 Relaxed 138 Not Relaxed
4 Not Relaxed 49 Not Relaxed 94 Relaxed 139 Relaxed
5 Not Relaxed 50 Not Relaxed 95 Relaxed 140 Relaxed
6 Not Relaxed 51 Not Relaxed 96 Relaxed 141 Relaxed
7 Not Relaxed 52 Not Relaxed 97 Relaxed 142 Relaxed
8 Not Relaxed 53 Not Relaxed 98 Relaxed 143 Relaxed
9 Not Relaxed 54 Not Relaxed 99 Relaxed 144 Relaxed
10 Not Relaxed 55 Not Relaxed 100 Relaxed 145 Relaxed
11 Not Relaxed 56 Not Relaxed 101 Relaxed 146 Relaxed
12 Not Relaxed 57 Not Relaxed 102 Relaxed 147 Relaxed
13 Not Relaxed 58 Not Relaxed 103 Relaxed 148 Relaxed
14 Not Relaxed 59 Not Relaxed 104 Relaxed 149 Relaxed
15 Not Relaxed 60 Not Relaxed 105 Relaxed 150 Relaxed
16 Not Relaxed 61 Not Relaxed 106 Relaxed 151 Relaxed
17 Not Relaxed 62 Not Relaxed 107 Relaxed 152 Relaxed
18 Not Relaxed 63 Not Relaxed 108 Relaxed 153 Relaxed
19 Not Relaxed 64 Not Relaxed 109 Relaxed 154 Relaxed
20 Not Relaxed 65 Not Relaxed 110 Not Relaxed 155 Relaxed
21 Not Relaxed 66 Not Relaxed 111 Not Relaxed 156 Relaxed
22 Not Relaxed 67 Not Relaxed 112 Not Relaxed 157 Relaxed
23 Not Relaxed 68 Not Relaxed 113 Not Relaxed 158 Relaxed
24 Not Relaxed 69 Not Relaxed 114 Not Relaxed 159 Relaxed
25 Not Relaxed 70 Not Relaxed 115 Not Relaxed 160 Not Relaxed
26 Not Relaxed 71 Not Relaxed 116 Not Relaxed 161 Not Relaxed
27 Not Relaxed 72 Not Relaxed 117 Not Relaxed 162 Not Relaxed
28 Not Relaxed 73 Not Relaxed 118 Not Relaxed 163 Not Relaxed
29 Not Relaxed 74 Not Relaxed 119 Not Relaxed 164 Not Relaxed
30 Not Relaxed 75 Not Relaxed 120 Not Relaxed 165 Not Relaxed
31 Not Relaxed 76 Not Relaxed 121 Not Relaxed 166 Not Relaxed
32 Not Relaxed 77 Not Relaxed 122 Not Relaxed 167 Not Relaxed
33 Not Relaxed 78 Relaxed 123 Not Relaxed 168 Not Relaxed
34 Not Relaxed 79 Relaxed 124 Not Relaxed 169 Not Relaxed
35 Not Relaxed 80 Relaxed 125 Not Relaxed 170 Not Relaxed
36 Not Relaxed 81 Relaxed 126 Not Relaxed 171 Not Relaxed
37 Not Relaxed 82 Relaxed 127 Not Relaxed 172 Not Relaxed
38 Not Relaxed 83 Relaxed 128 Not Relaxed 173 Not Relaxed
39 Not Relaxed 84 Relaxed 129 Not Relaxed 174 Not Relaxed
40 Not Relaxed 85 Relaxed 130 Not Relaxed 175 Not Relaxed
41 Not Relaxed 86 Relaxed 131 Not Relaxed 176 Not Relaxed
42 Not Relaxed 87 Relaxed 132 Not Relaxed 177 Not Relaxed
43 Not Relaxed 88 Relaxed 133 Not Relaxed 178 Not Relaxed
44 Not Relaxed 89 Relaxed 134 Not Relaxed 179 Not Relaxed
45 Not Relaxed 90 Relaxed 135 Not Relaxed 180 Not Relaxed













Time (s) Mental state Time (s) Mental state Time (s) Mental state Time (s) Mental state
1 Not Relaxed 31 Not Relaxed 61 Relaxed 91 Relaxed
2 Not Relaxed 32 Not Relaxed 62 Relaxed 92 Relaxed
3 Not Relaxed 33 Not Relaxed 63 Relaxed 93 Relaxed
4 Not Relaxed 34 Not Relaxed 64 Relaxed 94 Relaxed
5 Not Relaxed 35 Not Relaxed 65 Relaxed 95 Relaxed
6 Not Relaxed 36 Not Relaxed 66 Relaxed 96 Relaxed
7 Not Relaxed 37 Not Relaxed 67 Relaxed 97 Relaxed
8 Not Relaxed 38 Not Relaxed 68 Relaxed 98 Relaxed
9 Not Relaxed 39 Not Relaxed 69 Relaxed 99 Relaxed
10 Not Relaxed 40 Not Relaxed 70 Relaxed 100 Relaxed
11 Not Relaxed 41 Not Relaxed 71 Relaxed 101 Relaxed
12 Not Relaxed 42 Not Relaxed 72 Relaxed 102 Relaxed
13 Not Relaxed 43 Not Relaxed 73 Relaxed 103 Relaxed
14 Not Relaxed 44 Not Relaxed 74 Relaxed 104 Relaxed
15 Not Relaxed 45 Not Relaxed 75 Relaxed 105 Relaxed
16 Not Relaxed 46 Not Relaxed 76 Relaxed 106 Relaxed
17 Not Relaxed 47 Not Relaxed 77 Relaxed 107 Relaxed
18 Not Relaxed 48 Relaxed 78 Not Relaxed 108 Relaxed
19 Not Relaxed 49 Relaxed 79 Relaxed 109 Relaxed
20 Not Relaxed 50 Relaxed 80 Relaxed 110 Relaxed
21 Not Relaxed 51 Relaxed 81 Relaxed 111 Relaxed
22 Not Relaxed 52 Relaxed 82 Relaxed 112 Relaxed
23 Not Relaxed 53 Relaxed 83 Relaxed 113 Relaxed
24 Not Relaxed 54 Relaxed 84 Relaxed 114 Relaxed
25 Not Relaxed 55 Relaxed 85 Relaxed 115 Relaxed
26 Not Relaxed 56 Relaxed 86 Relaxed 116 Relaxed
27 Not Relaxed 57 Relaxed 87 Relaxed 117 Relaxed
28 Not Relaxed 58 Relaxed 88 Relaxed 118 Relaxed
29 Not Relaxed 59 Relaxed 89 Relaxed 119 Not Relaxed
30 Not Relaxed 60 Relaxed 90 Relaxed 120 Not Relaxed
Mental State Classifications for Test Dataset B
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IV. Results and Discussion: 
 
4.1 ROC Curves for Algorithms Assessing Test Dataset A with no Signal Overlap 
using a Rectangle Window Function: 
 
Figure 16. ROC curve for the Simple Threshold algorithm evaluated using test 
dataset A. Dataset had no overlap between samples, and a Rectangle window 
function was applied. The area under the curve is 0.431. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
Fig. 16 shows the ROC curve for the Simple Threshold algorithm when it was 
evaluated using test dataset A. As the threshold value decreases to 2.0 µVrms, the 
number of false positives increase at a rate higher than the true positive rate until 
reaching 65.4%. At this threshold, the true positive rate is 49.1%. As the threshold 
decreases from 2 to 1.6 µVrms, the true positive rate increases to 94.3%, and the false 
positive rate increases to 80.3%. The true positive rate then increased at a lower rate until 
reaching 100% at a threshold of 1.3 µVrms; the false positive rate is 95.3% at this 
threshold. The area under the curve is 0.431. 
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The Simple Threshold algorithm is an unusable algorithm for detecting when an 
individual is relaxed. The ROC curve approximates the diagonal line between points (0, 
0) and (1, 0) indicating the algorithm is randomly classifying the subject’s state. The area 
under the curve is 0.431, indicating that this algorithm is classifying in reverse to an 
extent. Because the algorithm is nearly random, an equal number of true and false 
positives can be expected. 
 
Figure 17. ROC curve for the Simple Threshold algorithm, with a guard band, 
evaluated using test dataset A. The guard band was located from 20-30 Hz using a 
threshold of 1.76 µVrms. Dataset had no overlap between samples, and a 
Rectangular window function was applied. The area under the curve is 0.953. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 17 shows the ROC curve for the simple threshold algorithm with a guard 
band evaluating test dataset A. It can be seen that the true positive rate increases rapidly 
as the threshold value decreases to 1.6 µVrms. When 7.9% of the false positives have 
been picked up, the true positive rate is 92.5%. The curve then levels off, between 
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thresholds of 1.6 and 1.3 µVrms the true positive rate reaches 98.1%, and the false 
positive rate reaches 22.8%. From there, the true positive rate only increased slightly until 
reaching 100%. The area under the curve is 0.953. 
The Simple Threshold algorithm with a guard band in Fig. 17 is an excellent 
algorithm for detecting when a subject is in a relaxed state. The ROC curve quickly 
approaches the ideal ROC point at location (0, 1) maximizing the true positive rate while 
minimizing false positive detections. The optimal threshold value and turnover point is 
between threshold values 1.6 and 1.7 µVrms. At this point, the true positive rate is 
approximately 90%, and the false positive rate is below 18%. The area under the curve is 
0.953, which is approaching the ideal area of 1.0 for a ROC graph. 
 
Figure 18. ROC curve for the Dynamic Threshold algorithm evaluated using test 
dataset A. Dataset had no overlap between samples, and a Rectangle window 
function was applied. The area under the curve is 0.923. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
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In Fig. 18 as the threshold decreases to 2.6 µVrms the true positive rate increases 
to 35.8% while the false positive rate remains at 0.0%. The true and false positive rates 
then increase to 85.0 and 9.1% respectively, as the threshold decreases to 2.1 µVrms. The 
ROC curve’s slope then levels as the threshold decreases to 1.8µVrms, the true positive 
rate increases to 96.2% and the false positive rate increases to 44.1%. The true positive 
rate then remains constant until the threshold reaches 1.6 µVrms while the false positive 
rate increases to 68.5%. The true positive reaches 100% at a threshold value of 1.5 
µVrms; with a false positive rate of 85.8%. The area under the curve is 0.923. 
The Dynamic Threshold algorithm is a good algorithm for detecting when an 
individual is in a relaxed state. It can detect 35.9% of the true positives while maintaining 
a 0.0% false positive rate. However, if true positive detection rates of 90% are desired, it 
does not perform as well as the Simple Threshold algorithm with a guard band, because, 
at its turnover point at threshold value 2.1 µVrms, it is not as close to the ideal ROC point 
at location (0, 1). The area under the Dynamic Threshold ROC curve is also smaller than 




Figure 19. ROC curve for the Dynamic Threshold algorithm, with a guard band, 
evaluated using test dataset A. The guard band was located from 20-30 Hz using a 
threshold of 2.11 µVrms. Dataset had no overlap between samples, and a 
Rectangular window function was applied. The area under the curve is 0.945. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
In Fig. 19 as the threshold decreases to 2.6 µVrms the true positive rate increases 
to 35.8% without an increase in the false positive rate. As the threshold decreases to 2.1 
µVrms, the curve reaches its turnover point, the false positive rate increases from 0.0 to 
7.9% and the true positive rate increases from 35.8 to 84.9%.  As the threshold decreases 
to 1.6 µVrms, the false positive rate increases to 36.2% and the true positive rate 
increases from 84.9 to 96.2%. The true positive rate then increases to 100% and the false 
positive rate increases to 40.2% as the threshold decreases to 1.5 µVrms. The area under 
the curve is 0.945. 
The Dynamic Threshold Algorithm with a guard band is a good algorithm for 
detecting when a subject is in a relaxed state. Like the Dynamic Threshold algorithm 
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without a guard band, its turnover point at 2.1 µVrms does not get as close to the ideal 
ROC value as the Simple Threshold algorithm with a guard band. However, the area 
under the ROC curve is better than the Dynamic Threshold algorithm’s ROC curve when 
not using a guard band. 
 
Figure 20. ROC curve for the Group Threshold algorithm evaluated using test 
dataset A. Dataset had no overlap between samples, and a Rectangle window 
function was applied. The area under the curve is 0.385. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
Fig. 20 shows the ROC curve for the Group Threshold algorithm. Initially, the 
false positive rate increased at a higher rate than the true positive rate. When the 
threshold reaches 2.3 µVrms, the false positive rate increase to 49.6% and the true 
positive rate increases to 18.9%. As the threshold decreases to 2.1 µVrms, the false 
positive rate increases to 70.9% and the true positive rate increases to approximately 
47.2%. At threshold Value 1.9 µVrms, the false positive rate reaches 80.3%, and the true 
positive rate reaches 100%. The area under the ROC curve is 0.385. 
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The Group Threshold algorithm performed poorly when detecting a subject’s 
relaxed state using test dataset A. The algorithm is unusable, it gave reversed 
classifications until the threshold dropped to 2.0 µVrms. For this algorithm to detect a 
large percentage of true positives, an 80 to 100% rate, it must also accept a large 
percentage of false positives, 75 to 80%. The area under the curve indicates that this 
algorithm is classifying the subject’s relaxed states as being non-relaxed and the subject’s 
non-relaxed states as relaxed for test dataset A. 
 
Figure 21. ROC curve for the Group Threshold algorithm, with a guard band, 
evaluated using test dataset A. The guard band was located from 20-30 Hz using a 
threshold of 1.76 µVrms. Dataset had no overlap between samples, and a 
Rectangular window function was applied. The area under the curve is 0.959. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 21 shows the ROC curve for the Group Threshold algorithm with a guard 
band while assessing test dataset A. As the threshold decreases to 1.8 µVrms, the true 
positive rate increases from 0.0 to 86.8% while the false positive rate climbed from 0.0 to 
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3.9%. The true positive rate then increases at a lesser rate to 96.2%, as the threshold 
decreases to 1.6 µVrms, and the false positive rate increases to 7.9%. The true positive 
rate stays constant until the false positive rate reaches 22.4% at threshold value 1.4 
µVrms. The true positive rate then increases to 98.1% as the false positive rate increases 
to 27.6% at a threshold value of 1.3 µVrms. The area under the curve is 0.959. 
The Group Threshold algorithm with a guard band is an excellent algorithm for 
detecting if a subject is in a relaxed state. Its curve quickly approached the ideal ROC 
point at location (0, 1) indicating that this algorithm is maximizing the true positive rate 
while minimizing the false positive rate. The area under the ROC curve is larger than the 
area under the Simple Threshold algorithm with a guard band, its curve also gets closer to 






Figure 22. ROC curve for the Dynamic Group Threshold algorithm evaluated using 
test dataset A and a group size of 9. Dataset had no overlap between samples, and a 
Rectangle window function was applied. The area under the curve is 0.930. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 22 shows the ROC curve for the Dynamic Group Threshold algorithm 
assessing test dataset A. The true positive rate increases from 0 to 43.4% and the false 
positive rate remains at 0.0% as the threshold value decreases to 2.6 µVrms. As the 
threshold value decreases to 2.1 µVrms, the false positive rate increases to 18.1% and the 
true positive rate reaches the curve’s turnover point at 94.3%. The true positive rate then 
gradually increases to 100% as the false positive rate increases to 70.1% at a threshold 
value of 1.8 µVrms. The area under the curve is 0.930. 
The Dynamic Group Threshold algorithm is a good performer when detecting if a 
subject is in a relaxed state when assessing test dataset A. The curve’s turnover point 
between 2.1 and 2.2 µVrms is at approximately 95% true positives and 25% false 
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positives. This is a good compromise between true and false positives. This algorithm 
does not perform as well as the Simple Threshold algorithm with a guard band. The 
Dynamic Group Threshold’s turnover point is farther from the ideal point at location (0, 
1) and the curves slope begins to decrease before reaching the turnover point. Its ROC 
curve also has a smaller area than the Simple Threshold algorithm with a guard band 
0.930 vs 0.953 respectively. 
 
Figure 23. ROC curve for the Dynamic Group Threshold algorithm, with a guard 
band, evaluated using test dataset A and a group size of 9. The guard band was 
located from 20-30 Hz using a threshold of 1.76 µVrms. Dataset had no overlap 
between samples, and a Rectangular window function was applied. The area under 
the curve is 0.961. Threshold values for the algorithm are in µVrms and are listed 
next to the points on the graph.  
Fig. 23 shows the ROC curve for the Dynamic Group Threshold algorithm with a 
guard band. While the threshold decreases to 2.6 µVrms, the true positive rate increases 
to 43.4% and the false positive rate remains at 0.0%. The False positive rate then 
increases to 3.2% and the true positive rate increases to 71.7% when the threshold value 
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reaches 2.4 µVrms. At threshold value 2.3 µVrms the true positive rate increases to 
73.6%, and the false positive rate is 5.5%. The curve then maintained a steady slope until 
reaching its turnover point at a threshold value of 2.1 µVrms. At the turnover point the 
true positive rate is 94.3%, and the false positive rate is 7.9%. The curve’s slope then 
levels off, at the threshold value 1.5 µVrms the true positive rate is 98.1%, and the false 
positive rate increases to 27.6%. The area under the ROC curve is 0.961. 
The Dynamic Group Threshold algorithm with a guard band is an excellent 
algorithm for detecting when a subject is in a relaxed state. It provides a large percentage 
of true positives while at the same time minimizing the false positive rate. The area under 
the curve is greater than the area under the Simple Threshold algorithm with a guard 
band’s ROC curve 0.961 vs. 0.953 respectively, and its turnover point is closer to the 




4.2 ROC Curves for Algorithms Assessing Test Dataset A with 50% Signal Overlap 
using a Hamming Window Function: 
 
Figure 24. ROC curve for the Simple Threshold algorithm evaluated using test 
dataset A. Dataset had 50% overlap between samples, and a Hamming window 
function was applied. The area under the curve is 0.294. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
Fig. 24 shows the ROC curve for the Simple Threshold algorithm using test 
dataset A with 50% overlap between samples and a Hamming window applied. At 
threshold value 1.9 µVrms the false positive rate increases to 22.5%, and the true positive 
rate remaines at 0.0%. When the threshold decreases to 1.7 µVrms, the true positive rate 
reaches 3.5%, and the false positive rate increases to 42.6%. The turnover point was 
reached at threshold value 1.2 µVrms. At the turnover point, the true positive rate is 
69.0%, and the false positive rate is 75.8%. The true positive rate reaches 100% at 




This ROC curve in Fig.24 shows that the Simple Threshold algorithm is unusable 
for detecting when a subject is in a relaxed state using in test dataset A using 50% 
overlap between samples and appliying a Hamming window function. Before reaching 
the turnover point at threshold value 1.2 µVrms the algorithm is classifying in reverse, 
the relaxed states are being classified as non-relaxed and vice versa. This gives a large 
false positive rate before the algorithm begins to correctly classify any of the relaxed 
states for the dataset. In order to reach a true positive rate between 80 and 100% the false 
positive rate for this algorithm will be between 80 and 100% also; indicating that at best 
this algorithm is returning random classifcaions for the subjects state. 
 
Figure 25. ROC curve for the Simple Threshold algorithm, with a guard band, 
evaluated using test dataset A. The guard band was located from 20-30 Hz using a 
threshold of 1.27 µVrms. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.889. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
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In Fig. 25 the ROC curve for the Simple Threshold algorithm with a guard band 
using test dataset A with 50% overlap between samples and a Hamming window, shows 
the false positive rate increase to 4.9% as the true positive rate reaches 62.9% at threshold 
value 1.2 µVrms. As the false positive rate increases from 4.9 to 27.5% the true positive 
rate increases to 92.2% at threshold value 0.8 µVrms. The area under the ROC curve is 
0.889. 
The Simple Threshold algorithm with a guard band is a good performer on test 
dataset A when the data has 50% overlap and a Hamming window function is applied. 
Compared to when the data was not overlapped, and a Rectangle window was applied. 
The turnover point does not come as close to the ideal ROC point at location (0, 1) as it 
does when the data is not overlapped. Also, the area under the curve is considerably less; 
the area under the curve when there is overlap between the samples is 0.889 versus the 
0.953 when there is no overlap. The graph also has a broader turnover point when 




Figure 26. ROC curve for the Dynamic Threshold algorithm evaluated using test 
dataset A. Dataset had 50% overlap between samples, and a Hamming window 
function was applied. The area under the curve is 0.789. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
In Fig. 26 the true positive rate increases to 6.03% at threshold value 2.7 µVrms 
before the false positive rate begins to increase. As the false positive rate increases from 
0.0% to 4.1%, at threshold value 2.2 µVrms; the true positive rate increases to 44.0%. As 
the false positive rate increases to 50.0%, at threshold value 1.8 µVrms; the true positive 
rate increases to 83.6%. The true positive rate reaches 100% at threshold value1.3 
µVrms; when the false positive rate reaches 96.7%. The area under the curve is 0.789. 
 When the data is overlapped 50% and windowed using a Hamming window 
function; the Dynamic Threshold algorithm performs fair at detecting whether a subject is 
in a relaxed mental state. The turnover point is broad, and for the algorithm to detect 80% 
of the subject’s relaxed states a 50% false positive rate is required. Without the 50% 
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overlap and using a rectangular window this algorithm had a sharper turnover point and a 
larger area under the curve, 0.789 with overlap verses 0.923 without overlap. 
 
Figure 27. ROC curve for the Dynamic Threshold algorithm, with a guard band, 
evaluated using test dataset A. The guard band was located from 20-30 Hz using a 
threshold of 1.42 µVrms. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.895. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
In Fig. 27, the true positive rate climbs to 6.0% at threshold 2.7 µVrms before the 
false positive rate begins to increase. At threshold 2.2 µVrms, the false positive rate 
climbs from 0.0 to 2.1%, and the true positive rate increases from 6.0 to 44.0%. At 
threshold value 1.3 µVrms, the false positive rate increases to 32.8%, and the true 
positive rate increases to 95.7%. The area under the curve is 0.895. 
The Dynamic Threshold algorithm is not a good algorithm for determining when 
the subject is in a relaxed state while evaluating test dataset A with 50% overlap between 
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samples and using a Hamming window function. However, the algorithm does perform 
better with a guard band than without one. With the 50% overlapped data the turnover 
region approaches a 100% true positive rate more rapidly than it did when not using a 
guard band. However, the curve’s area is less when the data is overlapped compared to 
the area under the curve when the data is not overlapped 0.895 vs. 0.945, respectively. 
 
Figure 28. ROC curve for the Group Threshold algorithm evaluated using test 
dataset A and a group size of 9. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.264. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 28 shows the ROC curve for the Group Threshold algorithm on test dataset A 
where the data had 50% overlap between samples and a Hamming window function was 
applied. The false positive rate increases to 29.5% as the threshold reaches 1.9 µVrms 
without an increase in the true positive rate. At threshold 1.7 µVrms, the false positive 
rate reaches to 52.9% and the true positive rate increases to 3.5%. The false positive rate 
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then increases to 76.2% and the true positive rate increases to 35.3% at threshold 1.4 
µVrms. The false positive rate increases to 80.3% and the true positive rate increases to 
97.4% at threshold 1.2 µVrms. The true positive rate increases from 97.4 to 99.1% as 
false positive rate increases from 80.3% to 88.5% at threshold 1.1 µVrms. The true 
positive and false positive rate then go to 100% the area under the curve is 0.264. 
The Group Threshold algorithm is unusable for classifying the subjects relaxed 
state while assessing test dataset A when the data has 50% overlap between samples and 
a Hamming window is applied. To get an 80 to 100% true positive rate the false positive 
rate has to be at least 80% which is not acceptable. The turnover point at threshold 1.2 







Figure 29. ROC curve for the Group Threshold algorithm, with a guard band, 
evaluated using test dataset A and a group size of 9. The guard band was located 
from 20-30 Hz using a threshold of 1.27 µVrms. Dataset had 50% overlap between 
samples, and a Hamming window function was applied. The area under the curve is 
0.924. Threshold values for the algorithm are in µVrms and are listed next to the 
points on the graph.  
Fig. 29 shows the ROC curve for the Group Threshold algorithm with a guard 
band assessing test dataset A with 50% overlap between samples and a Hamming 
window function applied. The true positive rate increases to 84.5% as the false positive 
rate increases to 4.9% at threshold value 1.2 µVrms; this was the turnover point. At 
threshold 1.1 µVrms, the true positive rate is 89.7%, and the false positive rate is 13.5%. 
The curve then flattened off and gradually moved to a 100% true positive rate. The area 
under the curve is 0.924. 
The Group Threshold algorithm is a good algorithm for detecting when an 
individual is in a relaxed state because the curve quickly approached the ideal ROC point 
at location (0, 1), minimizing the false positive detection rate, 4.9%, while maximizing 
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the true positive rate 84.5%, and the turnover point is very sharp. However, the algorithm 
does perform better when the data is not overlapped and a Rectangular window function 
is applied. When the data is overlapped the area under the curve is 0.924. When the data 
is not overlapped the area is 0.959.  
 
Figure 30. ROC curve for the Dynamic Group Threshold algorithm evaluated using 
test dataset A and a group size of 9. Dataset had 50% overlap between samples, and 
a Hamming window function was applied. The area under the curve is 0.913. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig 30 shows the ROC curve for the Dynamic Group Threshold algorithm 
assessing test dataset A where the samples were overlapped 50%, and a Hamming 
window function was applied. The true positive rate increases to 6.0% at threshold value 
2.7 µVrms without an increase in the false positive rate. As the false positive rate 
increases to 4.9%, the true positive rate increases to 62.9% at threshold value 2.2 µVrms. 
As the false positive rate increases to 14.8%, the true positive rate increases to 88.8% at 
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threshold 2.1 µVrms. From a false positive rate of 14.8 to 33.2%, the true positive rate 
increases to 90.5% at threshold 2.0 µVrms. As the false positive rate increases to 69.8%, 
the true positive rate increases to 98.2% at threshold 1.9 µVrms. As the false positive rate 
increases to 75.0%, the true positive rate increases to 100% at threshold 1.8 µVrms. The 
area under the curve is 0.913. 
 The Dynamic Group Threshold algorithm is good for determining when the 
subject is in a relaxed state. This algorithm has a medium turnover point; its area is less 
when the data was overlapped 0.913 verses 0.930 when not overlapped. Up to a 60% true 
positive rate, it has a very low false positive rate, but after the threshold reaches 2.2 






Figure 31. ROC curve for the Dynamic Group Threshold algorithm, with a guard 
band, evaluated using test dataset A and a group size of 9. The guard band was 
located from 20-30 Hz using a threshold of 1.45 µVrms. Dataset had 50% overlap 
between samples, and a Hamming window function was applied. The area under the 
curve is 0.943. Threshold values for the algorithm are in µVrms and are listed next 
to the points on the graph.  
Fig. 31 shows the ROC curve for the Dynamic Group threshold algorithm 
assessing test dataset A where the data is overlapped 50% between samples, and a 
Hamming window function is applied. The true positive rate increases from 0.0 to 6.0%, 
at a threshold value of 2.7 µVrms, without increasing the false positive rate. As the false 
positive rate increases from 0.0 to 2.1% the true positive rate increases to 62.9% at 
threshold 2.2 µVrms. As the false positive rate increases to 7.4%, the true positive rate 
increases to 87.9% at threshold 2.1 µVrms. The false positive rate then increases to 
35.3% with an increase in the true positive rate up to 96.6% at the 1.3 µVrms threshold 
value. The area under the curve is 0.943. 
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The Dynamic Group Threshold algorithm with a guard band is a good algorithm 
for determining when a subject is in a relaxed state. It performs better with a guard band 
than it does without one. The areas under the ROC curves with and without a guard band 
are 0.943 and 0.913 respectively. However, with the 50% overlap and a Hamming 
window function applied to the data, the algorithm does not perform as well as when the 
data is not overlapped; the area under the curve when the data is not overlapped is 0.961 
vs. 0.943 when it is. 
In Table 6, the ROC curve areas are listed for each of the detection algorithms 
while they were tested using test dataset A, with and without using 50% sample overlap. 
ROC Analysis for Test Dataset A 
  Area Under ROC Curve 
Algorithm Type No Sample Overlap 50% Sample Overlap 
Simple Threshold 0.431 0.294 
Simple Threshold with Guard Band 0.953 0.889 
Dynamic Threshold 0.923 0.789 
Dynamic Threshold with Guard Band 0.945 0.895 
Group Threshold 0.385 0.264 
Group  Threshold with Guard Band 0.957 0.924 
Dynamic Group Threshold 0.930 0.913 
Dynamic Group with Guard Band 0.961 0.943 











4.3 ROC Curves for Algorithms Assessing Test Dataset B with no Signal Overlap 
using a Rectangle Window Function: 
 
 
Figure 32. ROC curve for the Simple Threshold algorithm evaluated using test 
dataset B. Dataset had no overlap between samples, and a Rectangle window 
function was applied. The area under the curve is 0.796. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
Fig. 32 shows the ROC curve for the Simple Threshold algorithms assessing test 
dataset B. As the threshold decreases to 3.3 µVrms, the false positive rate increases to 
6.0% with no increase in the true positive rate. As the threshold reaches 3.0 µVrms, the 
true positive rate increases to 4.2% and the false positive rate increases to 10.0%. The 
false positive rate then remains at 10.0% until the threshold reaches 2.8 µVrms, and the 
true positive rate increases to 15.7%. As the threshold decreases to 2.7 µVrms, the false 
positive rate increases to 12.0% and the true positive rate increases to 20.0%. The true 
positive rate then increases to 58.6% as the false positive rate increases to 20.0%, and the 
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threshold decreases to 2.3 µVrms. At a threshold value of 2.1 µVrms, the true positive 
rate is 87.1%, and the false positive rate is 28.0%. When the threshold reaches 2.0 
µVrms, the true positive rate is 97.1%, and the false positive rate is 36.0%. At 1.8 
µVrms, the true positive rate reaches 100%, and the false positive rate reaches 48.0%. 
The area under the curve is 0.796. 
The Simple Threshold algorithm performed fair when detecting a subject’s 
relaxed state. In order to reach a true positive rate between 80 and 100%, the false 
positive rate must exceed 20%. The algorithm did perform better with test dataset B than 
it did with test dataset A. This is probably due to a difference in the two datasets. In test 
dataset A the subject spent a large amount of time moving around, this caused broad 
spectrum amplitude spikes on the EEGs. In test dataset B the subject was mostly 
motionless. Without a guard band to help filter out false positives the Simple Threshold 
algorithm will incorrectly classify frequencies in the alpha range caused by movement as 
the subject being in a relaxed state. This would lead to a higher false positive rate and a 
ROC curve closer to the diagonal of the ROC graph between points (0, 0) and (1, 1) as 
was seen with test dataset A. Test dataset B has fewer epochs where the subject is 





Figure 33. ROC curve for the Simple Threshold algorithm, with a guard band, 
evaluated using test dataset B. The guard band was located from 20-30 Hz using a 
threshold of 1.54 µVrms. Dataset had no overlap between samples, and a 
Rectangular window function was applied. The area under the curve is 0.954. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 33 shows the ROC curve for the Simple Threshold algorithms assessing test 
dataset B with a guard band. At threshold 3.0 µVrms, the true positive rate is 4.3%, and 
the false positive rate is 2.0%. The false positive rate then remains constant as the 
threshold decreases to 2.2 µVrms, and the true positive rate increases to 71.4%. When the 
threshold reaches 2.1 µVrms, the true positive rate is 85.7%, and the false positive rate is 
6.0%. When the threshold reaches 2.0 µVrms, the true positive rate climbs to 95.7%, and 
the false positive rate increases to 12.0%. The ROC curve then levels off. When the 
threshold reaches 1.2 µVrms, the true positive rate is 98.6%, and the false positive rate is 
72.0%. The area under the curve is 0.954. 
59 
 
The Simple Threshold algorithm with a guard band is an excellent algorithm for 
detecting when a subject is in a relaxed state. The algorithm performed better on test 
dataset B than on test dataset A but the difference in the areas under the ROC curves was 
small, 0.953 for test dataset A and 0.954 on test dataset B. The algorithm has a good 
turnover point near the ideal ROC point at location (0, 1) between threshold values 2.2 
and 2.0 µVrms.  
 
Figure 34. ROC curve for the Dynamic Threshold algorithm evaluated using test 
dataset B. Dataset had no overlap between samples, and a Rectangle window 
function was applied. The area under the curve is 0.939. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
 Fig. 34 shows the ROC curve for the Dynamic Threshold algorithm assessing test 
dataset B. As the threshold drops to 3.3 µVrms, the true positive rate increases to 14.3% 
and the false positive rate remains at 0.0%. At a threshold of 3.2 µVrms, the true positive 
rate increases to 18.6% and the false positive rate increases to 2.0%. As the threshold 
drops to 2.7 µVrms, the false positive rate remains at 2.0% and the true positive rate 
60 
 
increases to 55.7%. At threshold value 2.6 µVrms, the true positive rate increase to 
71.4%, and the false positive rate increases to 10.0%. At threshold value 2.5 µVrms, the 
true positive rate increases to 81.4%, and the false positive rate remains at 10.0%. At 
threshold value 2.3 µVrms the true positive rate increases to 97.1%, and the false positive 
rate increases to 18.0%. The ROC curve then levels off. At threshold value 2.0 µVrms, 
the true positive rate reaches 100%, and the false positive rate reaches 60.0%. The area 
under the curve is 0.939. 
 Overall, the Dynamic Threshold algorithm is good at detecting when the subject 
is in a relaxed state. Initially, the algorithm minimizes the false positive rate while 
maximizing the true positive rate. However, after the threshold decreases below 2.7 
µVrms, the broad turnover point begins, and the false positive rate increases rapidly. The 
algorithm’s turnover point does not get as close to the ideal ROC point at location (0, 1) 
as the Simple Threshold algorithm with a guard band but, it does provide a 97% true 




Figure 35. ROC curve for the Dynamic Threshold algorithm, with a guard band, 
evaluated using test dataset B. The guard band was located from 20-30 Hz using a 
threshold of 1.59 µVrms. Dataset had no overlap between samples, and a 
Rectangular window function was applied. The area under the curve is 0.940. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
 Fig. 35 shows the Dynamic Threshold algorithm assessing test dataset B with a 
guard band. At threshold value 3.3 µVrms, the true positive rate is 14.3% while the false 
positive rate remains at 0.0%. As the threshold reaches 3.2 µVrms, the true positive rate 
increases to 18.6% and the false positive rate increases to 2.0%. As the threshold 
decrease to 2.7 µVrms, the true positive rate increases to 55.7% while the false positive 
rate remains at 2.0%. When the threshold value reaches 2.6 µVrms, the true positive rate 
was 71.4% and the false positive rate increases to 10.0%. When the threshold value 
reaches 2.5 µVrms, the true positive rate reaches 81.4% and the false positive rate 
remains at 10.0%. As the threshold decreases to 2.3 µVrms, the true positive rate 
increases to 97.1% and the false positive rate increases to 18.0%. The ROC curve then 
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levels off. When the threshold value reached 2.0 µVrms, the true positive rate reaches 
100% and the false positive rate reaches 54.0%. The area under the curve is 0.940. 
 The Dynamic Threshold algorithm with a guard band is a good algorithm for 
detecting when an individual is in a relaxed state. With the guard band, the algorithm 
reaches a 100% true positive rate with a lower false positive rate, 54% false positives 
with the guard band and 60% false positive rate without the guard band. The Simple 
Threshold algorithm with a guard band performed better than the Dynamic Threshold 
algorithm with a guard band. The Dynamic Threshold algorithm has a larger turnover 
point and the area under its ROC curve is less, 0.940 for the Dynamic Threshold 






Figure 36. ROC curve for the Group Threshold algorithm evaluated using test 
dataset B and a group size of 9. Dataset had no overlap between samples, and a 
Rectangle window function was applied. The area under the curve is 0.779. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
 Fig. 36 shows the ROC curve for the Group Threshold algorithm evaluating test 
dataset B. As the threshold decreases to 3.3 µVrms the false positive rate increases to 
6.0% while the true positive rate remains at 0.0%. When the threshold reaches 3.0 
µVrms, the false positive rate increases to 10.0% and the true positive rate reaches 4.3%. 
As the threshold decreases to 2.8 µVrms, the true positive rate increases to 15.7%, while 
the false positive rate remains at 10.0%. When the threshold reaches 2.7 µVrms, the true 
positive rate reaches 20.0%, and the false positive rate reaches 12.0%. As the threshold 
value decreases to 2.6 µVrms, the true positive rate increases to 24.3%, and the false 
positive rate increases to 20.0%. When the threshold reaches 2.5 µVrms, the true positive 
rate reaches 40.0%, while the false positive rate remains at 20.0%. When the threshold 
64 
 
decreases to 2.4 µVrms, the true positive rate increases to 51.4%, and the false positive 
rate increases to 26.0%. As the threshold value drops to 2.3 µVrms, the true positive rate 
increases to 84.3% while the false positive rate remains at 26.0%. At a threshold value of 
2.2 µVrms, the true positive rate is 98.6% and the false positive rate is 38.0%. The true 
positive rate reaches 100% at a threshold value of 2.1 µVrms; the false positive rate is 
44.0%. The area under the curve is 0.779. 
The Group Threshold algorithm without a guard band performed fair. It did not 
perform well at minimizing the false positive rate while maximizing the true positive rate 
and is not a good algorithm for detecting when a subject is in a relaxed state. For the 
algorithm to detect a large percentage of the true positives, 80 to 100%, the false positive 
rate needs to be 26 to 44%. The turnover point for the algorithm is sharp, but its distance 





Figure 37. ROC curve for the Group Threshold algorithm, with a guard band, 
evaluated using test dataset B with a group size of 9. The guard band was located 
from 20-30 Hz using a threshold of 1.59 µVrms. Dataset had no overlap between 
samples, and a Rectangular window function was applied. The area under the curve 
is 0.970. Threshold values for the algorithm are in µVrms and are listed next to the 
points on the graph.  
 Fig. 37 shows the ROC curve for the Group Threshold algorithm with a guard 
band using test dataset B. As the threshold decreases to 3.0 µVrms the true positive rate 
increases to 4.3% and the false positive rate increases to 2.0%. While the threshold value 
decreases to 2.5 µVrms, the true positive rate increases to 41.4% and the false positive 
rate remains at 2.0%. As the threshold decreases to 2.4 µVrms, the false positive rate 
increases to 4.0% and the true positive rate increases to 57.1%. At a threshold value of 
2.2 µVrms, the true positive rate increases to a value of 98.6% and the false positive rate 
remains at 4.0%. At threshold value 2.1µVrms, the true positive rate reaches 100%, and 
the false positive rate is 8.0%. The area under the ROC curve is 0.970. 
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 The Group Threshold algorithm with a guard band is an excellent algorithms for 
determining when a subject is in a relaxed state. The ROC curve does a good job of 
minimizing the false positive rate while maximizing the true positive rate, on the curve’s 
turnover point at threshold value 2.2 µVrms; the true positive rate is 98.6% with only a 
4.0% false positive rate. The turnover point is very sharp and close to the ideal ROC 
location at (0, 1). Also, the area under the ROC curve is larger than the Simple Threshold 
algorithm with a guard band. 
 
Figure 38. ROC curve for the Dynamic Group Threshold algorithm evaluated using 
test dataset B and a group size of 9. Dataset had no overlap between samples, and a 
Rectangle windowing function was applied. The area under the curve is 0.966. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
 Fig. 38 shows the ROC curve for the Dynamic Group Threshold algorithm 
assessing test dataset B. As the threshold decreases to 3.3 µVrms the true positive rate 
increased to 14.3% while the false positive rate remains at 0.0%. While the threshold 
decreases to 3.2 µVrms, the true positive rate increases to 18.6%, and the false positive 
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rate increases to 2.0%. As the threshold decreases to 2.8 µVrms, the true positive rate 
increases to 58.6%, and the false positive rate remains at 2.0%. At a threshold value of 
2.7 µVrms, the true positive rate reaches 85.7% and the false positive rate reaches 6.0%. 
At a threshold value of 2.6 µVrms, the true positive rate reaches 100% and the false 
positive rate reaches 14.0%. The area under the curve is 0.966. 
 The Dynamic Group Threshold algorithm is an excellent algorithm for 
determining if a subject is in a relaxed state. It minimizes the false positive rate while 
maximizing the true positive rate. Its turnover point between threshold values 2.7 and 2.6 
µVrms is close to the ideal ROC location at point (0, 1) with a true positive rate between 
85 and 100% and a false positive rate of 6 to 14%. The turnover is not as sharp as the 
Group Threshold algorithm with guard band’s area; its area is 0.966, and the Group 






Figure 39. ROC curve for the Dynamic Group Threshold algorithm, with a guard 
band, evaluated using test dataset B and a group size of 9. The guard band was 
located from 20-30 Hz using a threshold of 1.59 µVrms. Dataset had no overlap 
between samples, and a Rectangular window function was applied. The area under 
the curve is 0.978. Threshold values for the algorithm are in µVrms and are listed 
next to the points on the graph.  
Fig. 39 shows the ROC curve for the Dynamic Group Threshold algorithm with a 
guard band assessing test dataset B. As the threshold value decreases to 3.3 µVrms the 
true positive rate increases to 14.3%, and the false positive rate remains at 0.0%. As the 
threshold value reaches 3.2 µVrms, the true positive rate increases to 18.6%, and the false 
positive rate increases to 2.0%. As the threshold value decreases further to 2.7 µVrms, 
the true positive rate increases to 85.7% and the false positive rate remains at 2.0%. At 
threshold value 2.6 µVrms, the true positive rate reaches 100% and the false positive rate 
increases to 10.0%. The area under the curve is 0.978. 
The Dynamic Group Threshold algorithm with a guard band is an excellent 
algorithm for determining if a subject is in a relaxed state. It minimizes the false positive 
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rate while maximizing the true positive rate. The turnover point occurs between threshold 
values 2.6 and 2.7 µVrms. At these values, the false positive rate is between 2.0 and 
10.0% and the true positive rate is between 85 and 100%. The area under the ROC curve 
is similar to the area under the Simple Threshold algorithm with a guard band, and the 
Group Threshold with a guard band. 
 
4.4 ROC Curves for Algorithms Assessing Test Dataset B with 50% Signal Overlap 
using a Hamming Window Function: 
 
Figure 40. ROC curve for the Simple Threshold algorithm evaluated using test 
dataset B. Dataset had 50% overlap between samples, and a Hamming window 
function was applied. The area under the curve is 0.744. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
Fig. 40 shows the ROC curve for the Simple Threshold algorithm assessing test 
dataset B, where the data has 50% overlap between samples and a Hamming window 
function is applied.  As the threshold value decreases to 2.2 µVrms, the false positive rate 
increases to 7.0% while the true positive rate increases to 0.7%. As the threshold 
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decreases to 1.9 µVrms, the true positive rate increases to 17.1% and the false positive 
rate increases to 12.0%. When the threshold reaches 1.8 µVrms, the true positive rate 
increases to 26.4% while the false positive rate remains at 12.0%. As the threshold 
decreases to 1.4 µVrms, the true positive rate increases to 70.7% and the false positive 
rate increases to 27.0%. When the threshold decreases to 1.2 µVrms, the true positive rate 
increases to 92.9% and the false positive rate increases to 59.0%.  The true positive rate 
reaches 100% and the false positive rate reaches 89.0% at threshold value 1.0 µVrms. 
The area under the curve is 0.744. 
 While assessing test dataset B where the data has 50% overlap between samples 
and a Hamming window function is applied, the Simple Threshold algorithm is a poor 
algorithm for detecting when an individual is in a relaxed state. The algorithm does a 
poor job of minimizing the false positive rate while maximizing the true positive rate. To 
reach an 80 to 100% true positive rate, the false positive rate needs to be between 27 and 
89%. The turnover point between threshold values 1.5 and 1.3 µVrms, is broad and does 








Figure 41. ROC curve for the Simple Threshold algorithm, with a guard band, 
evaluated using test dataset B. The guard band was located from 20-30 Hz using a 
threshold of 1.10 µVrms. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.882. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
Fig. 41 shows the ROC curve for the Simple Threshold algorithm with a guard 
band assessing test dataset B, where the data has 50% overlap between samples and a 
Hamming window function is applied. As the threshold reaches 2.6 µVrms, the false 
positive rate increases to 1.0% and the true positive rate remains at 0.0%. As the 
threshold value decreases to 1.8 µVrms, the true positive rate increases to 26.4% and the 
false positive rate remained at 1.0%. As the threshold decrease to 1.4 µVrms, the true 
positive rate increases to 70.0% and the false positive rate increases to 8.0%. As the 
threshold decreases to 1.2 µVrms, the true positive rate increases to 85.7% and the false 
positive rate increases to 38.0%. When the threshold value reaches 1.0 µVrms the true 
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positive rate increases to 98.6% and the false positive rate increases to 67.0%. The area 
under the curve is 0.882. 
The Simple Threshold algorithm with a guard band is a good algorithm for 
determining when a subject is in a relaxed state if the data has 50% overlap and a 
Hamming window has been applied. The turnover point between threshold values 1.5 and 
1.3 µVrms is large and far from the ideal ROC point at location (0, 1). When the turnover 
point begins at the threshold value 1.5 µVrms, the true positive rate is 59.3% at and the 
false positive rate is 5.0%. The algorithm does better at minimizing the false positive rate 
with a guard band than it does without a guard band. However, the area under the ROC 
curve is less than the area under the Simple threshold algorithm with guard band when 
the data does not have a 50% overlap between samples. 
 
Figure 42. ROC curve for the Dynamic Threshold algorithm evaluated using test 
dataset B. Dataset had 50% overlap between samples, and a Hamming window 
function was applied. The area under the curve is 0.860. Threshold values for the 
algorithm are in µVrms and are listed next to the points on the graph.  
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Fig. 42 shows the ROC curve for the Dynamic Threshold algorithm assessing test 
dataset B, where the data has 50% overlap between samples and a Hamming window 
function has been applied. As the threshold decreases to 2.9 µVrms, the true positive rate 
increases to 35.0% while the false positive rate remains at 0.0%. When the threshold 
value is 2.8 µVrms, the true positive rate is 41.4%, and the false positive rate increases to 
1.0%. When the threshold value decreases to 2.6 µVrms, the true positive rate increases 
to 56.4% and the false positive rate increase to 7.0%. As the threshold decreases to 2.3 
µVrms, the true positive rate increases to 85.7% and the false positive rate increases to 
33.0%. As the threshold decreases to 2.0 µVrms, the true positive rate increases to 97.1% 
and the false positive rate increases to 59.0%. The true and false positive rates reach 100 
and 72.0% respectively, at threshold value 1.9 µVrms. The area under the curve is 0.860. 
The Dynamic Threshold algorithm is a good algorithm for determining if a 
subject is in a relaxed state when the samples have 50% overlap and a Hamming window 
function has been applied. Although the curve shows the algorithm initially minimizing 
the false positive rate while maximizing the true positive rate between thresholds values 
4.0 and 2.8 µVrms; once the true positive rate reaches 41.4% the slope of the curve 
decreases which corresponds to the false positive rate increasing rapidly. This caused the 
large distance between the curve’s turnover point and the ideal ROC location; and 
reduced the area under the curve to 0.860 instead of the 0.939 when the samples are not 




Figure 43. ROC curve for the Dynamic Threshold algorithm, with a guard band, 
evaluated using test dataset B. The guard band was located from 20-30 Hz using a 
threshold of 1.16 µVrms. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.872. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
 Fig. 43 shows ROC curve for the Dynamic Threshold algorithm with a guard 
band, assessing test dataset B where the samples were overlapped 50%, and a Hamming 
window function was applied. As the threshold drops to 2.9 µVrms, the true positive rate 
increases to 35.0% while the false positive rate remains at 0.0%. As the threshold 
decreases to 2.8 µVrms, the true positive rate increases to 41.4% and the false positive 
rate increases to 1.0%. As the threshold decreases to 2.7 µVrms, the true positive rate 
increases to 47.9% and the false positive rate increases to 5.0%. As the threshold 
decreases to 2.6 µVrms, the true positive rate increases to 56.4% and the false positive 
rate increases to 6.0%. As the threshold decreases to 2.3µVrms, the true positive rate 
increases to 85.7% and the false positive rate increases to 30.0%. As the threshold 
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decreases to 1.9 µVrms, the true positive rate reaches to 100% and the false positive rate 
increases to 65.0%. The area under the curve is 0.872. 
The Dynamic Threshold algorithm with guard band is a good algorithm for 
determining if a subject is in a relaxed state when it uses 50% overlap between samples 
and a Hamming window function. While the threshold value is above 2.8µVrms, the 
algorithm does minimize the false positive rate and maximize true positive rate. 
However, after the threshold drops below 2.6 µVrms, the slope of the curve decreases, 
reflecting the false positive rate increasing rapidly. This makes a very broad turnover 
point between threshold values 2.6 and 2.3 µVrms and a smaller area under the ROC 
curve compared to this algorithm's ROC curve when not using sample overlap and a 







Figure 44. ROC curve for the Group Threshold algorithm evaluated using test 
dataset B and a group size of 9. Dataset had 50% overlap between samples, and a 
Hamming window function was applied. The area under the curve is 0.860. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
 Fig. 44 shows the ROC curve for the Group Threshold algorithm assessing test 
dataset B using 50% overlap between samples and a Hamming window function. As the 
threshold value drops to 2.2 µVrms, there is a 7.0% increase in the false positive rate with 
a 0.7% increase in the true positive rate. When the threshold decreases 2.1 µVrms, the 
true positive rate increases to 7.9%, and the false positive rate increases to 9.0%. As the 
threshold decreases to 2.0 µVrms, the true positive rate increases to 11.4% and the false 
positive rate increases to 16.0%. When the threshold value reaches 1.9 µVrms, the true 
positive rate increases to 17.1%, and the false positive rate increases to 17.0%. As the 
threshold drops to 1.8 µVrms, the true positive rate increases to 26.4% and the false 
positive rate remains at 17.0%. As the threshold drops to 1.6 µVrms, the true positive rate 
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increases to 59.3% and the false positive rate increases to 25.0%. As the threshold 
decreases to 1.5 µVrms the true positive rate increases to 94.3% and the false positive 
rate increases to 29.0%. As the threshold value drops to 1.2 µVrms, the true positive rate 
reaches 100% and the false positive rate increases to 67.0%. The area under the curve is 
0.860. 
The Group Threshold algorithm is good at determining when a subject is in a 
relaxed state when it uses 50% overlap between samples and a Hamming window 
function. Initially, the ROC curve shows the false positive rate increasing while the true 
positive rate remains at approximately 0%. The true positive rate does increase rapidly 
between the threshold values 2.0 and 1.5 µVrms. However, this did not happen until after 
a large false positive rate is accumulated causing the area under the curve to be 0.860 and 
the distance between the ideal ROC point at location (0, 1) and the turnover point at 






Figure 45. ROC curve for the Group Threshold algorithm, with a guard band, 
evaluated using test dataset B and a group size of 9. The guard band was located 
from 20-30 Hz using a threshold of 1.16 µVrms. Dataset had 50% overlap between 
samples, and a Hamming window function was applied. The area under the curve is 
0.961. Threshold values for the algorithm are in µVrms and are listed next to the 
points on the graph.  
 Fig. 45 shows the Group Threshold algorithm with guard band assessing test 
dataset B, where the data had 50% overlap between samples and a Hamming window 
function was applied. As the threshold decreases to 2.2 µVrms, there is an increase in the 
false positive rate from 0.0 to 1.0% with a 0.07% increase in the true positive rate. When 
the threshold drops to 1.8 µVrms, the true positive rate increases to 28.6% while the false 
positive rate remains unchanged. When the threshold reaches 1.7 µVrms, the true positive 
rate increase to 61.4% and the false positive rate increases to 5.0%. When the threshold 
drops to 1.6 µVrms, the true positive rate increases to 90.7% and the false positive rate 
increases to 6.0%. As the threshold decreases to 1.5 µVrms, the true positive rate 
increases to 97.9% and the false positive rate increases to 8.0%. The true positive rate 
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reaches 100% as the false positive rate reaches 34.0% and the threshold value drops to 
1.3 µVrms. The area under the curve is 0.961.  
   The Group Threshold algorithm with a guard band is excellent at detecting when 
a subject is in a relaxed state when the data has 50% overlap between samples and a 
Hamming window function is applied. The algorithm minimizes the false positive rate 
while maximizing the true positive rate as the threshold drops to 1.6 µVrms giving the 
true positive rate of 90.7% and false positive rate of 6.0%. The algorithm did not perform 
as well with the 50% overlap between samples and the Hamming window as it did 
without, the areas are 0.961 vs. 0.970 respectively, the difference in areas is less than 1%.
 
Figure 46. ROC curve for the Dynamic Group Threshold algorithm evaluated using 
test dataset B and a group size of 9. Dataset had 50% overlap between samples, and 
a Hamming window function was applied. The area under the curve is 0.973. 
Threshold values for the algorithm are in µVrms and are listed next to the points on 
the graph.  
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 Fig. 46 shows the Dynamic Group Threshold algorithm assessing test dataset B 
with a group size of 9, 50% overlap between samples and a Hamming window function 
applied. The true positive rate increases to 59.3% as the threshold drops to 2.9 µVrms, 
and the false positive rate remains at 0.0%. As the threshold value drops to 2.6 µVrms, 
the true positive rate increases to 98.6% and the false positive rate increases to 9.0%. As 
the threshold decreased to 2.4 µVrms, the true positive rate reaches 100% and the false 
positive rate increases to 34.0%. The area under the curve is 0.973. 
  The Dynamic Group Threshold algorithm is excellent at determining when a 
subject is in a relaxed state when the data has 50% overlap between samples, and a 
Hamming window function is applied. As the threshold drops to 2.9 µVrms, the 
algorithm maximizes the true positive rate, reaching a 49.2%, true positive rate with no 
false positives. The turnover point between threshold values 2.9 and 2.3 µVrms is broad, 
but the true positive rate reaches 98.6% when the false positive rate reaches 9.0%. On test 
dataset B, the Dynamic group threshold does perform better using the 50% overlap 
between samples and a Hamming window function than it does without them. The area 
under the ROC curves are 0.973 while using the 50% overlap and the Hamming window 




Figure 47. ROC curve for the Dynamic Group Threshold algorithm, with a guard 
band, evaluated using test dataset B and a group size of 9. The guard band was 
located from 20-30 Hz using a threshold of 1.16 µVrms. Dataset had 50% overlap 
between samples, and a Hamming window function was applied. The area under the 
curve is 0.974. Threshold values for the algorithm are in µVrms and are listed next 
to the points on the graph.  
    Fig. 47 shows the ROC curve for the Dynamic Group Threshold with a guard 
band assessing test dataset B, with 50% overlap between samples and a Hamming 
window function applied. The true positive rate increases to 49.3% as the threshold drops 
to 2.9 µVrms. As the threshold decreases to 2.7 µVrms, the true positive rate increases to 
85.7% and the false positive rate increases to 7.0%. As the threshold drops to 2.6 µVrms, 
the true positive rate increases to 98.6% and the false positive rate remains at 7.0%. The 
true positive rate reaches 100% as the false positive rate reaches 28.0% at threshold value 
to 2.4 µVrms. The area under the curve is 0.974. 
  The Dynamic Group threshold with guard bands is excellent at determining when 
a subject is in a relaxed state when the dataset has 50% overlap between samples and a 
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Hamming window function is applied. The algorithm does a good job of maximizing the 
true positive rate while minimizing the false positive rate. The true positive rate reaches 
49.3% before the false positive rate increases above 0.0%. The algorithm performs 
slightly better with a guard band than it does without one. At threshold value 2.6 µVrms, 
if the algorithm has a guard band the true positive rate is 98.6% and the false positive rate 
is 7.0%. Without a guard band, at threshold 2.6 µVrms, the true positive rate is 98.6% 
and the false positive rate is 9.0%. But the difference between the areas of the two 
algorithm’s curves is 0.003, less than 1% 
ROC Analysis: Area Under ROC Curves 










Simple Threshold 0.431 0.294 0.796 0.744 
Simple Threshold with 
Guard Bands 0.953 0.889 0.954 0.882 
Dynamic Threshold 0.923 0.789 0.939 0.860 
Dynamic Threshold with 
Guard Bands 0.945 0.895 0.940 0.872 
Group Threshold 0.385 0.264 0.779 0.774 
Group Threshold with 
Guard Bands 0.957 0.924 0.970 0.961 
Dynamic Group Threshold 0.930 0.913 0.966 0.973 
Dynamic Group Threshold 
with Guard Bands 0.961 0.943 0.978 0.974 
Table 7 shows the areas under each ROC curve for the detection algorithms tested 







V. General Discussion: 
 Table 7, shows that the detection algorithms perform better at detecting when a 
subject is in a relaxed state while they are using a guard band. The Simple and Group 
Threshold algorithms showed the largest increase in ROC curve areas while assessing test 
dataset A when the dataset's samples were not overlapped during preprocessing. The area 
under the Simple Threshold algorithm’s ROC curve increased from 0.431 without a 
guard band, to 0.953 with a guard band; the Group Threshold algorithm’s area increased 
from 0.385 without a guard band to 0.957 with a guard band. When assessing test dataset 
B with the same preprocess conditions, the area increases were from 0.796 to 0.954 for 
the Simple Threshold algorithm and 0.779 to 0.970 for the Group Threshold algorithm.  
The Dynamic Threshold and Dynamic Group Threshold algorithms had a smaller 
increase in area under their ROC curves when guard bands were added. When evaluating 
test dataset A without sample overlap, the Dynamic Threshold algorithm’s ROC curve 
area increased from 0.923 without a guard band, to 0.945 with a guard band. The 
Dynamic Group Threshold algorithm’s area increased from 0.930 to 0.961. When 
assessing test dataset B with no sample overlap and a Rectangular window function, the 
increases in curve areas were 0.939 to 0.940 for the Dynamic Threshold algorithm and 
0.966 to 0.978 Dynamic Group Threshold algorithm. The differences in the areas were 
similar when the samples were overlapped 50% and a Hamming window function was 
applied. Both algorithms use the mean of all the amplitudes in the sample sets. So, if the 
subject was moving during a sample, the algorithm will raise the relaxed state threshold; 
making the algorithm less likely to classify movement artifacts as a relaxed state. This 
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adaptability in these two algorithms explains their higher performance without a guard 
band. 
The performance of all the algorithms increased when they were assessing test 
dataset B. This increase in performance can be attributed to a difference between what 
the test subject was doing in the two datasets. In test dataset B, the subject was sitting 
motionless for the majority of the dataset; in test dataset A there were multiple epochs 
where the subject was moving around for extended periods. The subject’s movements 
cause high amplitudes over broad frequency ranges on EEGs. These frequencies ranges 
include the alpha bands which increase the chances for false positives. Without these 
potential false positives, the algorithms performed better. The guard bands help detect 
false positives caused by movement. This is reflected in the smaller difference between 
all of the algorithms ROC curve areas for the two datasets when the algorithms were 
using a guard band.  
Using 50% overlap between samples and applying a Hamming window during the 
preprocessing step only improved the performance of the Dynamic Group Threshold 
algorithm when it was assessing test dataset B without a guard band. All other algorithms 
showed a decrease in performance when employing this preprocessing step. However, in 
many of the algorithms the performance loss was small to negligible. 
The algorithm that has the best performance when assessing both test datasets was 
the Dynamic Group Threshold algorithm. If the test subject is moving around the 
algorithm will perform better with a guard band. However, in a medical setting, the 
subject will likely not be moving around often. This means their EEG data will more 
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resemble that of test dataset B than test dataset A where the algorithm performs similarly 
well without a guard band. 
VI. Conclusions and Future Work: 
The purpose of this thesis has been to develop and implement a variable threshold 
algorithm utilizing a commercially-available, consumer-grade EEG device that can detect 
when an individual is in a relaxed mental and physical state. The Emotiv Epoc EEG and 
the Dynamic Group Threshold algorithm with a guard band together accomplish this 
goal. Future studies should reevaluate these algorithms using data from different subjects, 
genders and ethnicities, to verify these findings with larger group sizes. With these 
additional datasets, the threshold value used by these algorithms should also be 
investigated to see if there is a standard threshold value that can be employed across 
many or all subjects. The Dynamic Group Threshold’s optimal thresholds were 
approximately 2.1 and 2.6 µVrms for test datasets A and B respectively. Both datasets 
were recorded from the same subject so a common threshold is not likely. However, an 
algorithm capable of determining the optimal threshold without test data for tuning would 
be advantageous. The Group Threshold algorithm with a guard band had similar 
performance to the Dynamic Group Threshold algorithm, but only the group size of nine 
was investigated in this project. Other group sizes should be investigated to see if a 
different group size is optimal. Finally, future studies should implement the algorithms 
with excellent performance to process a subject's EEG data, and classify their mental 
state in real time. Classifying a Subject’s state in real time is feasible because once a 
threshold value is chosen for the detection algorithm the ROC analysis will not need to be 
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