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Abstract
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1. Introduction
In this paper we consider the asymptotic behavior as t !1 of the functional
F(t) =
Z t
0
g(x(s); y(s)) ds+
Z t
0
h(x(s); y(s)) dw(s): (1.1)
In Eq. (1.1) the random process x(t) is a solution of Ito stochastic equation and y(t)
is a jump process with a nite set of values. The necessity for results of this type is
occasioned by investigations of some problems in mathematical statistics and queueing
theory (Bhattacharya, 1985; Safonova, 1992). We obtain a central limit theorem as well
as a large deviation result for a rescaled functional, where the rescaling is \faster" than
the
p
t scaling of the central limit theorem.
We note that if h(x; k)  0; g(x; k) = g(k) and y(t) be a stationary ergodic process,
then a central limit theorem for F(t) was established by Bhattacharya (1982), Touati
(1983). In Liptser (1984) the same result was proved without a hypothesis on the
stationarity of y(t).
Our method is based on the introduction of a small parameter . Let F(t)=F
(
t=2

.
The main results are formulated for F(t) as  ! 0.
1 This work was supported by grant INTAS 94-0378.
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The article is organized as follows. In Section 2 we introduce the conditions under
which the statements of the paper are valid, Section 3 contains the result of a weak
convergence of measures induced by the centered functional F(t) − t . In Section 4
the large deviation principle is proved. In Section 5 we prove the auxiliary results used
to prove the main results in Sections 3 and 4.
2. Preliminaries
We denote by Ed a d-dimensional Euclidean space with a scalar product (; ) and
let (
;F ;Ft ; P); t  0, be a probability space with ltration Ft ; t  0, E denotes the
mathematical expectation. Let D([0; T ];d) be the Skorokhod’s space of all functions
f(t); t 2 [0; T ] with values in Ed right continuous with left limits, Mt=ff(s); s  tg.
The space C([0; T ];d) is the space of all continuous functions on [0; T ] with values in
Ed. Let C1([0; T ];d) be the space of dierentiable functions on [0; T ] with values in
Ed and C1p([0; T ];d) be the set of functions f(t) with values in Ed which are piece-
wise smooth on [0; T ], i.e. functions that are continuous everywhere on [0; T ] with the
exception, possibly, of nitely many points of discontinuity of the rst kind, and the
derivatives _f(t) exist and are continuous everywhere on this interval except possibly at
nitely many points, at which, however, nite left and right limit values exist. More-
over, we assume that nite limit values _f(0+) and _f(0−) exist. The space C10 (Ed)
is the space of all innitely dierentiable functions with compact support on an Ed.
Let us consider the stochastic equation
x(t) = x +
Z t
0
b (x(s); y(s)) ds+
Z t
0
r (x(s); y(s)) dw1(s): (2.1)
In Eq. (1.1) (w(t);Ft) is an n-dimensional standard Wiener process, g(x; k) is a
d-dimensional vector, h(x; k) is a (d n)-matrix, x 2 El; k 2 Y = f1; 2; : : : ; Ng.
In Eq. (2.1) (w1(t);Ft) is an n1-dimensional standard Wiener process independent of
a process w(t), b(x; k) is an l-dimensional vector, r(x; k) is an ln1 matrix, x 2 El; k 2
Y=f1; 2; : : : ; Ng. The random process (y(t);Ft) is a jump process with values in Y and
Pfy(t + ) = j=x(s); y(s); s  tg= qy(t)j(x(t))+ o();  # 0: (2.2)
Let Pm(X ) be a class of periodic functions f(x) with X -period in all variables xi
each of which is m-times continuously dierentiable in x . The mean value of periodic
function is denoted by h i: We use the notation r for a gradient and \0" is the sign
for conjugation. Let R(x; k) = r(x; k)r0(x; k); H (x; k) = h(x; k)h0(x; k):
Now we introduce two groups of conditions. The assumptions of the condition (I) are
referred to the coecients of the functional (1.1) and the assumptions of the condition
(II) are referred to the coecients of Eqs. (2.1), (2.2).
Condition (I). The functions gi(; k); Hij(; k) 2 P2(X ); i; j = 1; : : : ; d; k = 1; : : : ; N:
Condition (II).
II1. The functions qks(x)> 0 if k 6= s and
PN
s=1 qks(x) = 0; k; s= 1; : : : ; N:
II2. The functions bi(; k); Rij(; k); qks() 2 P3(X ); i; j = 1; : : : ; d; k; s= 1; : : : ; N .
II3. The matrix R(x; k) is uniformly elliptic.
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Let M;M? be operators dened by
Mf(x; k) =
1
2
(R(x; k)r;r)f(x; k) + (b(x; k);rf(x; k)) +
NX
s=1
qks(x)f(x; s)
M?f(x; k) =
1
2
lX
i; j=1
@2
@xi@xj
(R(x; k)f(x; k))−
lX
i=1
@
@xi
(bi(x; k)f(x; k))
+
NX
s=1
qsk(x)f(x; s):
If condition (II) is satised then the system of the equations
M?p(x; k) = 0; k = 1; : : : ; N;
NX
k=1
hp(x; k)i= 1
has a unique solution p(; k) 2 P2(X ); k = 1; : : : ; N (Bensoussan, 1987).
If f(; k) 2 P2(X ); k=1; : : : ; N , and
PN
k=1hf(x; k)p(x; k)i=0 then the system of the
equations
Mv(x; k) = f(x; k); k = 1; : : : ; N;
NX
k=1
hv(x; k)i= 0: (2.3)
has a unique solution p(; k) 2 P2(X ); k = 1; : : : ; N (Bensoussan, 1987).
Set i=
PN
k=1hgi(x; k)p(x; k)i and let  be a vector with the components i; i=1; : : : ; d:
Let i(x; k) be the solution of Eq. (2.3) with f(x; k) = i − gi(x; k); i= 1; : : : ; d and let
(x; k) be the vector with components i(x; k). We denote for i; j=1; : : : ; d; m=1; : : : ; n1;
im(x; k) =
lX
j=1
rjm(x; k)
@i(x; k)
@xj
;
dij(x; k) =
NX
s=1
[i(x; s)− i(x; k)][j(x; s)− j(x; k)]qks(x):
Let (x; k) and d(x; k) be the matrices with components im(x; k) and dij(x; k), re-
spectively. Let B(x; k) = (x; k)0(x; k) + H (x; k); L(x; k) = B(x; k) + d(x; k),
Dij =
NX
k=1
hLij(x; k)p(x; k)i; i; j = 1; : : : ; d;
D is the matrix with elements Dij.
Let us introduce a small parameter  and let
F(t) = F
 t
2

; x(t) = x
 t
2

; y(t) = y
 t
2

; w(t) = w
 t
2

;
w1(t) = w1
 t
2

;
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From Eqs. (1.1) and (2.1) we have
x(t) = x +
1

Z t
0
b

x(s)

; y(s)

ds+
Z t
0
r

x(s)

; y(s)

dw1(s); (2.4)
F(t) =
1

Z t
0
g

x(s)

; y(s)

ds+
Z t
0
h

x(s)

; y(s)

dw(s): (2.5)
3. Weak convergence of measures
Denote by  the sequence of probability measures induced by the processes
F(t) − t= on C([0; T ];d) and let ) be the sign for weak convergences of mea-
sures.
Theorem 1. Suppose conditions (I) and (II) are satised. Then  )  and  is the
measure corresponding to the random processes
F(t) = D1=2w^(t);
where w^(t) is a d-dimensional standard Wiener process.
Proof. Let the random process (t) be dened in Eq. (5.7):
(t) =
Z t
0
h

x(s)

; y(s)

dw(s) +
Z t
0


x(s)

; y(s)

dw1(s)
+
Z t
0
Z
c

x(s)

; y(s); u

~(du ds):
The function c(x; y; k) and Poisson martingale measure ~(A  [0; t )) with parameter
−2(A)t are dened in Section 5. Under our assumptions there is a constant C such
that
sup

sup
s2[0;T ]


x(s)

; y(s)
+
h

x(s)

; y(s)

+
Z c

x(s)

; y(s); u

2
(du) ds
#
6C:
From this and properties of the stochastic integral with respect to the Wiener process
and Poisson martingale measure (Ikeda and Watanabe, 1981, Ch. 2) we obtain the
following estimates:
(i) supEsupt2[0;T ]j(t)j262CT ;
(ii) supsupjt−sj6Ej(t)− (s)j262C.
By Theorem 6.3.1 of Liptser and Shiryaev (1989), and (i) and (ii) we see that the
set of measures induced by the random processes  is weakly compact on D([0; T ];d).
By Eq. (5.8) we have
sup
t>0
(t)−

F(t)− t

6const  :
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Then the set of measures induced by the process F(t)− t= is also weakly compact
on D([0; T ];d), as well as weak limits of (t) and F(t) − t= are equal. Let a
subsequence ^ of sequence  weakly converge to the random process F as ^ ! 0.
For (x) 2 C10 (Ed) and any continuous functional  s(x)  Ms by Ito’s formula
we have
E s(^(t))

(^(t))− (^(s))−
Z t
s

1
2

B

x^(v)
^
; y^(v)

r;r

(^(v))
+−2
Z 


^(v) + ^c

x^(v)
^
; y^(v); u

− (^(v))
−^

c

x^(v)
^
; y^(v); u

;r(^(s)(du) dv= 0: (3.1)
Using Taylor’s formula, Eqs. (3.1), (5.8) and property (5.2) we see that
lim
!0
E s()

(F(t))− (F(s))−
Z t
s

1
2

B

x^(v)
^
; y^(v)

+d

x^(v)
^
; y^(v)

r;r



F^(v)− v
^

dv

= 0: (3.2)
Approaching the limit as ^ ! 0 in (3.2) and utilizing Lemma 3 we obtain
E s()

(F(t))− (F(s))− 1
2
Z t
s
(Dr;r)(F(v)) dv

= 0:
The latter equality indicates that the measure induced by the random process
F(t) on C([0; T ];d) is a solution of the martingale problem for (D, 0) (Strook and
Varadhan, 1979, Chapter 6). Since the martingale problem has a unique solution in our
case (Strook and Varadhan, 1979, Theorem 6.3.4), the sequence F(t) − t= weakly
converges to the random process F(t) as  ! 0. By Theorem 4.5.1 of Strook and
Varadhan (1979), we see that there exists a d-dimensional Wiener process w^(t) for
which the following representation
F(t) = D1=2w^(t)
holds. Hence, Theorem 1 is proved.
4. Large deviations
As we can see from Theorem 1 for any function with () ! 0 as  ! 0 the
random process (t) = () (F(t)− t=) ! 0 as  ! 0 in probability. Thus we can
study the logarithmic asymptotic of its large deviations.
We shall use the terminology of Freidlin and Ventzell (1984) and Varadhan (1984).
Let () be a positive function which tends to 0 as  ! 0 and a functional I( ):
D([0; T ] : d)! [0;1] is lower semi-continuous and, moreover, for any a>0, the set
(a) = f 2 D([0; T ];d) : I( )6ag is compact.
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A sequence of probability measure P on Borel -eld B(D([0; T );d) satises the
large deviation principle (l.d.p.) with action functional I( ) if the following conditions
hold:
(a) for any open set GB
lim inf
!0
−1()ln P(G)>− inffI( );  2 Gg;
(b) for any closed set F B
lim sup
!0
−1()ln P(F)6− inffI( );  2 Fg:
Theorem 2. Let conditions (I) and (II) be satised and () be a non-negative func-
tion such that lim!0 () = 0 and lim!0 =() = 0. Then a family of probability
measures P(A) = Pf() 2 Ag on B satises the l.d.p. with () = 2() and
I( ) =
8>><
>>:
1
2
Z T
0
(D−1 _ (t); _ (t)) dt if  (t) is absolutely continuous
and  (0) = x;
+1 otherwise:
(4.1)
Proof. At the beginning we note that in Freidlin and Ventzell (1984), (Ch. 3) it was
proved that a family of probability measures P(A) satises the l.d.p. if for any ; > 0,
(t) 2 C([0; T ];d) there exists 0 such that for < o the following inequalities hold:
Pf : T (;  )<g>expf−()[I( ) + ]g; (4.2)
Pf : T (;x(s))>g6expf−()(s− )g; (4.3)
where T (;  ) = supt2[0;T ]j(t)−  (t)j.
Let
 (t) = ()



x(t)

; y(t)

− (x; y(0))

; (t) = (t)−  (t):
By (5.7) the random process (t) can be written in the following form:
(t) =()
Z t
0
h

x(s)

; y(s)

dw(s) + ()
Z t
0


x(s)

; y(s)

dw1(s)
+()
Z t
0
Z
c

x(s)

; y(s); u

~(du ds): (4.4)
Set
M( ) = 2() ln E exp

−2()
Z T
0
( (s); d(s))

:
We shall rst prove that for the family of probability measures induced by process
(t) the l.d.p. is valid. To prove it we will use Theorem 1 of Makhno (1994). It
suces to show that for any  (t) 2 C1p([0; T ];d) the following condition
lim
!0
M( ) =
1
2
Z T
0
(D (s);  (s)) ds (4.5)
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is fullled. Now let  (s) 2 C1([0; T ];d). An application of Eq. (4.4) now yields
M( ) =2()ln E exp

−1()
Z T
0

 (s); h

x(s)

; y(s)

dw(s)
+

xe(s)

; y(s)

dw1(s)

+−1()
Z T
0
Z 
 (s); c

x(s)

; y(s); u

~(du ds)
−(22())−1
Z T
0

L

x(s)

; y(s)

 (s);  (s)

ds
+(22())−1
Z T
0

L

x(s)

; y(s)

 (s);  (s)

ds

: (4.6)
Here we have subtracted and have added one and the same addend. The last addend
in the exponent can be transformed by Lemma 1. Let for any t 2 [0; T ]; z(t; ; k) 2
P2(X ); k = 1; : : : ; N; be the solutions of Eq. (2.3) with f(x; k) = 12 (D (t);  (t)) −
1
2 (L(x; k) (t);  (t)).
Applying formula (5.3) to the function 2z(t; x=; k) and the processes (2.4), (5.5),
we can assert that
1
2
Z T
0

L

x(s)

; y(s)

 (s);  (s)

ds
=
1
2
Z T
0
(D (s);  (s)) ds
+2

z(0; x; y(0))− z

T;
x(T )

; y(T )

+
Z T
0
@z
@s

s;
x(s)

; y(s)

ds

+
Z T
0

rz

s;
x(s)

; y(s)

; r

x(s)

; y(s)

dw1(s)

+2
Z T
0
Z 
z

s;
x(s)

; y(s) + 

x(s)

; y(s); u

−z

s;
x(s)

; y(s)

~(du ds): (4.7)
Let (t; x; y; u)=[z (t; x=; y +  (t; x=; y; u))− z (t; x=; y)]. Now we substitute Eq. (4.7)
in Eq. (4.6) and single out the stochastic exponent expfI 1g. We have
M( ) =
1
2
Z T
0
(D (t);  (t)) dt + 2() ln E expfI 1 + I 2 + I 3 + I 4g; (4.8)
where
I 1 =
−1()
Z T
0

0

x(s)

; y(s)

 (s) + −1()r0

s;
x(s)

; y(s)

rz

s;
x(s)

; y(s)

; dw1(s)

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+−1()
Z T
0

 (s); h

x(s)

; y(s)

dw(s)

+2−2()
Z T
0
Z 
−1()

 (s); c

x(s)

; y(s); u

+ (s; x(s); y(s); u)] ~(du ds)− (22())−1Z T
0
−1()r0

x(s)

; y(s)

rz

x(s)

; y(s)

+ b0

x(s)

; y(s)

 (s)

2
ds
−(22())−1
Z T
0

H

x(s)

; y(s)

 (s);  (s)

ds
− 1
2
Z T
0
Z 
exp

2−2() (s; x(s); y(s); u) + −1()


c

x(s)

; y(s); u

;  (s)

− 12−2()

s;
x(s)

; y(s); u

−−1()

c

x(s)

; y(s); u

;  (s)

(du) ds;
I 2 = 
2−2()

−z(0; x; ye(0)) + z

T;
x(T )

; y(T )

−
Z T
0
@z
@s

s;
x(s)

; y(s)

ds

;
I 3 =
1
2
2−4()
Z T
0

R

x(s)

; y(s)

rz

s;
x(s)

; y(s)

;
rz

s;
x(s)

; y(s)

ds
+−3()
Z T
0

R

x(s)

; y(s)

rz

s;
x(s)

; y(s)

;  (s)

ds;
I 4 = 
−2
Z T
0
Z 
exp

2−2() (s; x(s); y(s); u)
+−1()

c

x(s)

; y(s); u

 (s)

−1− 2−2() (s; x(s); y(s); u)
−−1()

c

x(s)

; y(s); u

;  (s)

(du) ds
−(22())−1
Z T
0

d

x(s)

; y(s)

 (s);  (s)

ds:
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By our conditions the expression expfI 1g is a stochastic exponent and E expfI 1g = 1
(Liptser and Shiryaev, 1989, Ch. 4, Section 2).
It is obvious that for I 2 ; I

3 we have estimates
jI 2j6const  2−2(); (4.9)
jI 3j6const
(
 −3() + 2−4()

: (4.10)
Let us estimate the expression I 4. For this purpose we use the following inequality
jexp(x)− 1− xj6(jxj2=2) + (jxj3=6)exp(x). We consider the next terms in more detail
I 4;1 =
1
22()
"Z T
0
Z 
c

x(s)

; y(s); u

;  (s)
2
(du) ds
−
Z T
0

d

x(s)

; y(s)

 (s);  (s)

ds

:
Using property (5.2) we haveZ
(c(x; y; u);  (s))2(du)
=
dX
k=1
dX
l=1
 k(s) l(s)
Z
[k(x; y + (x; y; u))l(x; y + (x; k; u))
−k(x; y)l(x; y)− k(x; y) (l(x; y + (x; y; u))
−l(x; y))− l(x; y) (k(x; y + (x; y; u))− k(x; y))](du)
=
dX
k=1
dX
l=1
 k(s) l(s)
NX
j=1
[k(x; j)l(x; j)−k(x; y)l(x; j)−l(x; y)k(x; j)] qyj(x)
= (d(x; y) (s);  (s)) :
Then I 4;1 = 0. We can now easily show that the following inequality holds:
jI 4j6const
(
2−4() + 4−6()

: (4.11)
Then from Eqs. (4.7){(4.11) we conclude thatM( )− 12
Z T
0
(D (s);  (s)) ds
6const(2 + −1() + 2−2() + 4−4() :
By the assumptions of Theorem 2 the right-hand side of the last inequality tends to
0 as  ! 0. We obtain Eq. (4.5) for  (t) 2 C1([0; T ];d). It is almost obvious that
Eq. (4.5) holds and for  (t) 2 C1p([0; T ];d). Consequently, for a family of measures
induced by (t) the l.d.p. is valid. Thus, the following inequalities hold:
P fT (;  )<g>expf−()[I( ) + ]g; (4.12)
P fT (;x(s))>g6expf−()(s− )g; (4.13)
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where I( ) is dened by Eq. (4.1) and x(s) = f : (0) = x; I()6sg: Further,
P f : T (;  )<g>P
n
T (;  )<

2
o
− P
n
T ( ; 0)>

2
o
; (4.14)
Pf : T (;x(s))>g6P
n
T (;x(s))>

2
o
+ P
n
T ( ; 0)>

2
o
: (4.15)
Since j (t)j6const  (); the second terms in Eqs. (4.14) and (4.15) will both vanish
for < 0 for some 0> 0. The rst terms in these inequalities are estimated by Eqs.
(4.12) and (4.13). Thus Eqs. (4.2) and (4.3) hold and Theorem 2 is proved.
5. Auxiliary results
We use the method of (Skorokhod (1987), Ch. 2) to describe the process y(t) in
Eq. (2.2). Let (U;U) be a measure space with the measure (du) and (du dt) be
the Poisson measure with parameter (du)dt. We can construct a function (x; y; u)
dened on Ed  Y  U with values in Y such that
(u : (x; y; u) 2 A) =
X
j2Anfyg
qyj(x);
and the process y(t) in Eq. (2.2) satises the equation
y(t) = y(0) +
Z t
0
Z
 (x(s); y(s); u) (du ds): (5.1)
It should be observed here that the function (x; y; u) and measure (du) possess the
following property: for any function (v; x; y)Z
[(v; x; y + (x; y; u))− (v; x; y)](du) =
NX
k=1
(v; x; k)qyk(x): (5.2)
Consider a Poisson martingale measure ~(du dt) = (du dt)−(du) dt. Note that
Lemma 1 below is a version of Ito’s formula for a semi-martingale X (t) and for a
function F(t; x) (Ikeda and Watanabe, 1981, Theorem 2.5.1; Liptser, 1984, Theorem
2.3.1). We note that in Eq. (5.3) we get an integral with respect to Poisson martingale
measure ~(du  ds) in contrast to Poisson measure in Eq. (5.1). Here the zero-order
term is added to usual dierential operator in Ito’s formula and we obtain the operator
M in the nonstochastic and the stochastic integrals with respect to Poisson martingale
measure (Skorokhod, 1987, Ch. 2, Lemma 3).
Lemma 1. Let a function (t; x; k); t>0; x 2 Ed; k=1; : : : ; N , have one continuous time
derivative and two continuous derivatives with respect to x; the processes x(t); y(t)
are dened by Eqs. (2.1) and (5.1). Then for 06s6t,
(t; x(t); y(t)) =(s; x(s); y(s)) +
Z t
s

M (v; x(v); y(v)) +
@ (v; x(v); y(v))
@v

dv
+
Z t
s
(r(v; x(v); y(v)); r(x(v); y(v)) dw1(v))
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+
Z t
s
Z
[(v; x(v); y(v) + (x(v); y(v); u))
− (v; x(v); y(v))] ~(du dv): (5.3)
Let c(x; k; u) =  (x; k + (x; k; u))− (x; k).
Lemma 2. Let condition (II) be satised. Then for the functional of Eq. (1.1) the
following representation holds
F(t)− t = (x; y(0))− (x(t); y(t)) +
Z t
0
h (x(s); y(s)) dw(s)
+
Z t
0
 (x(s); y(s)) dw1(s) +
Z t
0
Z
c (x(s); y(s); u) ~(du ds): (5.4)
Proof. By applying formula (5.3) to the function i(x; k) and the processes x(t); y(t)
we obtainZ t
0
gi(x(s); y(s))ds= it + i(x; y(0))− i(x(t); y(t))
+
Z t
0
(ri(x(s); y(s)); r(x(s); y(s)) dw1(s))
+
Z t
0
Z
c (x(s); y(s); u) ~(du ds):
Then Eq. (5.4) easily follows from Eq. (1.1). Hence the lemma is proved.
Dene (A[0; t]) to be the Poisson measure with parameter −2(A)t, ~(A[0; t])=
(A [0; t])− −2(A)t. From Eqs. (5.1) and (5.4) we have
y(t) = y(0) +
Z t
0
Z


x(s)

; y(s); u

(du ds); (5.5)
F(t)− t

= 

(x; y(0))− 

x(t)

; y(t)

+
Z t
0
h

x(s)

; y(s)

dw(s) +
Z t
0


x(s)

; y(s)

dw1(s)
+
Z t
0
Z
c

x(s)

; y(s); u

~(du ds): (5.6)
Let
(t) = F(t)− t

− 

(x; y(0))− 

x(t)

; y(t)

:
From Eq. (5.6) we have
(t) =
Z t
0
h

x(s)

; y(s)

dw(s) +
Z t
0


x(s)

; y(s)

dw1(s)
+
Z t
0
Z
c

x(s)

; y(s); u

~(du ds): (5.7)
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Note that with probability 1
sup
t>0
(t)−

F(t)− t

6const  : (5.8)
Lemma 3. Let x(t) and y(t) be solutions of Eqs. (2.4) and (5.5) and suppose that
condition (II) is satised. Then, for any  (; k) 2 P2(X ); k = 1; : : : ; N , such thatPN
k=1h (x; k)p(x; k)i = 0 and for any bounded function (x) such that its rst two
partial derivatives are bounded we have
lim
!0
E
( Z t
v
 

x(s)

; y(s)



F(s)− s


ds
2,
Fv
)
= 0: (5.9)
Proof. Let z(x; k) be the solution of Eq. (2.3) with f(x; k) =− (x; k). Let
(t) = 2z

x(t)

; y(t)

:
Then
sup
t
j(t)j6const  2: (5.10)
By virtue of Eq. (5.3) we have
(t) = (0) +
Z t
0
 

x(s)

; y(s)

ds+ 
Z t
0

rz

x(s)

; y(s)

;
r

x(s)

; y(s)

dw1

+ 2
Z t
s
Z 
z

x(s)

; y(s) + 

x(s)

; y(s); u

−z

x(s)

; y(s)

~(du ds): (5.11)
By Ito’s formula we have
((t)) = 

(0) +
Z t
0

1
2
B

x(s)

; y(s)

r;r

((s))
+−2
Z 


(s) + c

x(s)

; y(s); u

− 1
−

c

x(s)

; y(s); u

;r((s))

(du)

ds
+
Z t
0

r((s)); h

x(s)

; y(s)

dw(s) + 

x(s)

; y(s)

dw1(s)

+
Z t
0



(s)+c

x(s)

; y(s); u

−((s))

~(duds): (5.12)
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Applying Ito’s formula again to the function F(x1; x2) = x1x2 and Eqs. (5.11), (5.12)
we obtainZ t
v
 

x(s)

; y(s)

((s)) ds
=(v)((v))− (t)((t))
+
Z t
v
(
(s)
"
1
2

B

x(s)

; y(s)

r;r

((s)) + −2
Z "

 
(s)
+c

x(s)

; y(s); u

− 1− 

r((s)); c

x(s)

; y(s); u

(du)

+

r

x(s)

; y(s)

0

x(s)

; y(s)

r((s));rz

x(s)

; y(s)

+
Z 
z

x(s)

; y(s) + 

x(s)

; y(s); u

z

x(s)

; y(s)





(s) + c

x(s)

; y(s); u

− ((s))

(du)

ds
+
Z t
v

((s))(rz)0

x(s)

; y(s)

r

x(s)

; y(s)

+ (s)(r((s))0
 

x(s)

; y(s)

; dw1(s)

+
Z t
v
(s)

r((s))0h

x(s)

; y(s)

; dw(s)

+
Z t
v
Z 
2

z

x(s)

; y(s)+

x(s)

; y(s); u

−z

x(s)

; y(s)

((s))
+(s)



(s) + c

x(s)

; y(s); u

− ((s))

+ 2

z

x(s)

; y(s)
+

x(s)

; y(s); u

− z

x(s)

; y(s)

~(du ds): (5.13)
From Eq. (5.13) and the properties of stochastic integrals and inequality Eq. (5.10)
it is not dicult to obtain
lim
!0
E
( Z t
v
 

x(s)

; y(s)

((s)) ds
2,
Fv
)
= 0: (5.14)
Formula (5.9) follows from Eqs. (5.14) and (5.8). Hence the lemma is proved.
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