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ABSTRACT
During the last decade, studies have focused the development of creep-resistant alloys that
can tolerate the high temperatures and high irradiation doses within nuclear reactors. One
important mechanism of irradiation creep is the migration of dislocations, which arises as
a direct consequence of point-defect diffusion near dislocations and is also affected by the
presence of solutes. In this work, we develop a multi-scale model which is able to simulate
the diffusion of point-defects and solute atoms in the dislocation strain field. We first use
kinetic Monte Carlo simulations to investigate the strain effects on the transport coefficients
for vacancies and Si in FCC Ni. We then use a mesoscale model, which takes the strain-
dependent transport coefficient computed by self-consistent mean field calculations, to model
the irradiation induced solute segregation around an a
2
[11̄0](111) edge dislocation in FCC Ni-
Si alloy. At last, we extend the mesoscale model into an multi-scale approach by coupling it
to a discrete model which captures the thermally activated atomic transitions and reactions
in the dislocation core. We use the multi-scale approach to investigate the climb motion
of an a
2
[11̄0](111) edge dislocation in FCC Ni-Si alloy, induced by irradiation and by an
externally applied stress. We also quantify the effect of solute on the climb velocity.
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Materials in nuclear reactors undergo deformation due to irradiation[1–3] leading to changes
in mechanical properties such as strength, elastic moduli, coefficient of thermal expansion
and thermal conductivity[4–6] , which can influence the structural reliability and the ser-
vice lifetime of reactors[7–9]. One important mechanism that contributes to the material
deformation under irradiation (i.e. irradiation creep) is the migration of dislocations[10–12],
which arises as a direct consequence of the diffusion of irradiation-produced point defects
near dislocations[10, 13] and is also affected by the presence of solutes. Therefore, a prac-
tical and promising approach to reduce the mobility of dislocations in alloys is introducing
appropriate solutes[14–16], which can create obstacles against the movement of dislocations
in forms of precipitates. Designing alloys with improved creep resistance requires systematic
investigations on the diffusion of point defects and solutes near dislocations.
1.1 Modeling of dislocation climb
Over the last decade, several computational models[17–21] have been proposed for simulat-
ing dislocation climb but only a few[21] explicitly considered the effects of solutes on the
climb velocities. Gosling et al.[17] and Ke et al. [18] used phase field approaches to model
dislocation climb based on vacancy diffusion. Both of these studies explicitly computed the
external stress-induced climb rate and showed the applicability of using phase field methods
to model creep evolution. Siwen et al.[19] used a 3D discrete dislocation dynamics model to
investigate the creep behavior under uniaxial tensile stress along the crystallographic [001]
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direction in Ni. This work considers contributions from dislocation glide, dislocation climb
and vacancy diffusion and the simulation results show that both high temperature and stress
promote dislocation motion and multiplication. Baker et al.[20] applied a multiscale diffu-
sion method, which couples a diffusion equation to molecular dynamics to model dislocation
climb in Al. They found that vacancy accumulation in the core leads to nucleation of a
double-jog, which then acts as a sink for additional vacancies. However, none of the above
studies considered the effects of solutes on dislocation climb. Chen et al.[21] used a three-
dimensional level-set dislocation dynamics method to simulate the pinning effects of solutes
on dislocation climb, but in their model the solutes are treated immobile.
1.2 Effects of irradiation and stress
Irradiation and stress affect the diffusion of point defects and solute atoms in alloys. Irradi-
ation creates collision cascades, producing a large number of Frenkel pairs and point defect
clusters in the bulk[22, 23]. This supersaturation of point defects induces out-of-equilibrium
fluxes of vacancies and self-interstitials, which can drag solute atoms towards or away from
sinks, depending on the kinetic correlations between solutes and point defects[24]. The stress
fields generated by sinks such as dislocations or grain boundaries can also modify the diffu-
sion properties of point defects and solutes[25]. Dederichs et al.[26] showed that stress can
break the symmetry of the saddle-point configurations, causing anisotropy in the transport
coefficients. Heterogeneous stress also modifies the driving forces, which are given by the
gradients of chemical potentials[27, 28].
1.3 Multi-species diffusion
Accurate modeling of multi-species diffusion in an inhomogeneously strained crystalline
system requires multi-scale simulations. First, parameters obtained from smaller length-
2
scale calculations inform larger length-scale simulations. Modern density functional the-
ory (DFT) calculations[29–31], combined with the climbing image nudged elastic band
(NEB) method[32] can provide energy barriers and vibrational frequencies required to com-
pute transition rates for atomic jump events. Atomistic methods, like molecular dynamics
(MD) and kinetic Monte Carlo (KMC) simulations, can directly model atomic transport
processes[33, 34]. However, they are typically limited to modeling systems with nanome-
ter length-scales over picosecond time-scales, which prevents them from simulating diffusion
in mesoscale systems over long times. The analytical self-consistent mean field (SCMF)
method[35, 36], or alternatively the newly developed Green’s function approach[37], con-
verts the DFT computed atomic jump rates into macroscopic quantities: transport coef-
ficients and their derivatives with respect to local strains. Larger length- and time-scale
diffusion models, such as the phase field method[38, 39] or mesoscale model[40], informed
with the strain dependent transport coefficients efficiently simulate the time evolution of
species concentrations. Second, different diffusion models are needed to describe different
domains around a dislocation. The highly distorted dislocation core requires an accurate
atomistic model to capture the thermally activated atomic transitions and the interactions
between the dislocation and the surrounding point defect, which induce climb. Simultane-
ously, a computationally efficient continuum model combined with elasticity theory is needed
to model the large domain outside the core. A spatial coupling scheme is needed to bridge
the two diffusion models.
1.4 Research Scope
The goal of this work is to develop a computational model to simulate the diffusion of
point defects and solutes near extended defects like dislocations or grain boundaries which
inherently generate heterogeneous strain fields around them.
Chapter 2 discusses three different methods to compute the derivatives of Onsager ma-
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trices with respect to strain for vacancy-mediated multi-component diffusion based on KMC
simulations[41]. We considered a finite difference (FD) method, a correlated sampling finite
difference (CFD) method to reduce the relative statistical errors, and a perturbation theory
(PT) approach to compute the derivatives. We investigated the statistical error behavior
of the three methods for uncorrelated single vacancy diffusion in fcc Ni, and for correlated
vacancy-mediated diffusion of Si in Ni.
Chapter 3 describes a continuum mesoscale model that we used to simulate the vacancy-
mediated diffusion of substitutional Si solutes in FCC Ni near an a
2
[11̄0](111) edge dislocation[40].
The mesoscale model is informed with transport coefficients computed using SCMF calcu-
lations. We performed two sequential simulations: first under equilibrium boundary condi-
tions, and then under irradiation. The strain field around the dislocation induces hetero-
geneity and anisotropy in the defect transport properties. We reproduced the formation of
the irradiation-induced Si segregation around the dislocation.
In Chapter 4, we used a multi-scale approach to model the vacancy-mediated diffusion of
Si solutes in FCC Ni near an a
2
[11̄0](111) edge dislocation, and compute the climb velocity
caused by irradiation and by an externally applied stress. The multi-scale approach uses a
discrete model to capture the thermally activated atomic transitions and defect reactions
in the highly distorted dislocation core, which is coupled to the mesoscale model discussed
in Chapter 3 to efficiently reproduce the time evolution of species concentrations in the
far-field region. We first simulated the dislocation climb motion under irradiation at three
different temperatures, corresponding to three different Si-vacancy drag regimes. We then
applied a compressive uniaxial stress σ = 200MPa along the Burger’s vector direction on
the equilibrium system, which causes the dislocation to climb by producing a Peach Koehler
force. We quantified the effects of Si solutes on the climb velocities for both irradiated and
stressed systems.
Chapter 5 summarizes the results of the thesis and discusses possible limitations, further
applications and improvements of this study. We applied our multi-scale model for an
4
special case of vacancy-mediated Si diffusion in FCC Ni near an edge dislocation. However,
the multiscale methodology can be extended to model systems with larger length scales up
to millimeters, and simulate more complex diffusion processes, such as the solute diffusion
near dislocation loops or grain boundaries, the dislocation motion due to the combination






Strain affects diffusion from a thermodynamic point of view by creating or modifying driv-
ing forces, and from a kinetic point of view by changing the transport coefficients or On-
sager matrices[28], which connect the fluxes of species with the corresponding driving forces.
Lots of studies have mainly focused on strain effects on driving forces[27, 42–44], but the
strain-induced modification of Onsager matrices can also significantly change the diffusion
behaviors. Dederichs et al.[26] have shown that the strain-induced anisotropy of saddle point
configuration leads to an anisotropic diffusion even in materials which have cubic symmetry
under zero stress. Garnier et al.[25] found that the strain field near an edge dislocation in Ni
causes complex flow patterns for Si solutes and vacancies. Chan et al.[45] performed atomic
simulations in face-centered cubic (FCC) Pt and Cu to show that the anisotropic diffusion
of vacancies and self-interstitials under strain strongly depends on the crystal structure and
the crystallographic directions in which the strain is applied. Sivak et al.[46] investigated
the diffusion of point defects near edge dislocations in body-centered cubic (BCC) Fe and
FCC Cu, and found that the dislocation strain fields induce anisotropic migration of point
defects. In all these studies, the anisotropic diffusion behavior can be addressed from the
strain dependence of Onsager matrices; however, only Garnier has calculated this effect using
an analytical self-consistent mean field (SCMF) method[25].
Transport coefficients can be computed by combining two methods: kinetic Monte Carlo
(KMC)[33] simulations and atomic-scale calculation of energy landscapes. KMC simulations
use atomic jump rates to calculate the Onsager matrices for general systems. If the atomic
jump rates follow the Arrhenius relationship, then the rate is determined by two quantities
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from the energy landscape: the attempt frequency and the migration energy. Migration
energies, as well as their strain dependence, can be obtained from density functional theory
(DFT) calculations[47]. Because KMC is a stochastic approach, the statistical errors make
the strain derivatives of Onsager matrices more difficult to obtain than Onsager matrices
themselves.
Onsager matrices (or transport coefficients) as functions of strain are necessary input
for large scale simulations on diffusion of point defects and solutes near extended defects
such as dislocations. In this Chapter, we derive three KMC-based methods to compute the
derivatives of Onsager matrices with respect to strain for vacancy-mediated solute diffusion
in fcc Ni. Migration energies for atomic jumps and their derivatives with respect to strains
computed by Garnier et al. using DFT[25, 47] inform the KMC simulations. Sec.2.1 intro-
duces the KMC algorithm used to compute Onsager matrices. Sec.2.2 describes in detail the
three derivative approaches for computing Onsager matrix derivatives with respect to strain,
and the behavior of the statistical error for each approach. In Sec.2.3 we use the computed
statistical errors and true errors to quantitatively compare the performance of the three
approaches for uncorrelated single vacancy diffusion in fcc Ni, and for correlated vacancy-
mediated Si diffusion in Ni. Finally, in Sec.2.4 we consider the computational efficiency in
general.
2.1 KMC calculation of Onsager Matrices
Kinetic Monte Carlo simulations evolve a system in time using stochastic trajectories[33, 48].
The systems we consider evolve along each trajectory by a vacancy hopping from one site to
the possible nearest neighboring sites. The hopping rate νk for transition k from harmonic
transition state theory[49] is
νk = ν0exp(−Ek/kBT ), (2.1)
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where ν0 is the attempt frequency, kB is Boltzmann’s constant, T is temperature, and Ek is
the corresponding migration energy. For each state in the trajectory, we calculate hopping
rates and select an event based on a pseudorandom number u from a uniform distribution.
The index q of the event that occurs satisfies
q−1∑
k=1






k=1 νk is the sum over all rates, and NNN is the number of nearest neighbors.
The escape time is drawn from an exponential distribution, and the average values of the
sum of all escape times over the trajectory is the sum of average escape times from each
state in the trajectory,
∆ti = 1/νtot. (2.3)
We compute the values and relative statistical errors of Onsager matrices from KMC
simulations. The Onsager matrix LAB connects the flux ~JA of species A to the gradient of
the chemical potential µB of species B[28],





where Ω is the volume per atom. The mean squared displacements of the moving species













β,j are the particle
displacements along α and β directions (α, β = x, y, z), tj =
∑Nstep
i=1 ∆ti is the evolution time
for the jth trajectory, Nstep is the number of vacancy hopping steps in each trajectory, and
〈·〉 denotes an average over all the particles. In the special case of single vacancy diffusion
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where var(LABαβ ) is the variance of L
AB
αβ .
2.2 Derivative approaches and statistical errors
We apply three different approaches to calculate derivatives of the Onsager matrices with
respect to strain: the finite difference (FD) method, the correlated finite difference (CFD)
method, and the perturbation theory (PT) approach. The FD method is a direct approxi-
mation to compute Onsager matrix derivatives but it has the largest statistical errors. The
CFD method is an improvement of the FD method that reduces the statistical errors by
using correlated sampling. Alternatively, we use perturbation theory to develop a new ap-
proach that works especially well for uncorrelated diffusion systems. We use two systems to
examine the performance of the three methods: one is uncorrelated single vacancy diffusion
in fcc Ni and the other is correlated vacancy-mediated diffusion of Si in Ni. We apply a
tetragonal strain εαβ = εδαβ(2δαx − δαy − δαz), which causes the lattice to expand along the
x direction and contract along the y and z directions. We do not consider effects from shear
strain or volumetric strain. Manga et al. showed for vacancy mediated diffusion of Si in
Ni the influence of shear strain on the migration energies is small compared to the influ-
ence of tetragonal strain[47], and volumetric strain causes the migration energies of different
atomic jumps to increase or decrease by the same amount which does not change the relative
9
probabilities of trajectories.
2.2.1 Finite difference method
The finite difference (FD) method approximates the derivative of the Onsager matrix with





LABαβ (h)− LABαβ (−h)
2h
+O(h2), (2.8)
where h is the finite difference step size. We obtain LABαβ (h) and L
AB
αβ (−h) from indepen-
dent KMC simulations on the positively strained and negatively strained diffusion systems
respectively. Approximating the derivative using Eq.(2.8) induces a truncation error with
an asymptotic behavior of O(h2)[50, 51]. Similar to LABαβ , we compute the relative statistical
error of L′ABαβ as
σFD(L′ABαβ ) =
√










which is inversely proportional to the step size h.
Moreover, we expect σFD(L′ABαβ ) to be independent of the number of steps because the
Onsager matrix variance var(LABαβ ) is independent of Nstep. For the special case of single
vacancy diffusion, the initial configurations of all the vacancy hops are identical so the
average waiting time ∆ti defined in Eq.(2.3) is constant along the trajectories, i.e. ∆ti = ∆t.
















In the last equality, the vacancy displacements rVα,j and r
V
β,j are sums of Nstep uncorrelated
jump vectors. Therefore their variances var(rVα,j) and var(r
V
β,j) are proportional to Nstep,
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which cancels the N2step term in the denominator. For the more general vacancy-mediated
solute diffusion, the analytically derived statistical error behavior is a good approximation
if the solute concentration is in the dilute limit.
2.2.2 Correlated finite difference method
The correlated finite difference (CFD) method introduces an artificial correlation between
the KMC trajectories for the positively and negatively strained diffusion systems to reduce
the statistical error.[52, 53] The relative statistical error of CFD is
σCFD(L′ABαβ ) =
√
var(LABαβ (h)) + var(L
AB
αβ (−h))− 2cov(LABαβ (h), LABαβ (−h))
2hL′ABαβ
, (2.11)
where cov(LABαβ (h), L
AB
αβ (−h)) is the covariance between LABαβ (h) and LABαβ (−h). The covari-
ance must be positive for the CFD method to have smaller statistical errors than the FD
method. We ensure that the two simulations are correlated by using the same random num-
ber sequence to generate the trajectories. Since there is no difference between the two sets of
trajectories as h goes to zero, the covariance cov(LABαβ (h), L
AB
αβ (−h)) approaches var(LABαβ ) > 0
in this limit. Therefore, we expect cov(LABαβ (h), L
AB
αβ (−h)) to be positive for small h.
The covariance cov(LABαβ (h), L
AB
αβ (−h)) quantifies the difference between statistical errors
σFD(L′ABαβ ) and σ
CFD(L′ABαβ ) and decreases linearly with small finite difference step size h. For
simplicity, we still confine our discussion to single vacancy diffusion in which all the initial
configurations of vacancy hops are identical. Therefore, if the positively strained system and































where ∗ denotes that the quantity is computed by assuming that the two strained systems













from the effects of the strain induced lattice deformation and changes in the average waiting
time, respectively. However, the trajectories of two strained systems cannot be exactly the
same due to the strain difference. We assume that at a given step i the vacancy in the
positively and negatively strained systems have a probability pi to choose different jumps
and probability 1−pi to choose the same jump. The probability pi quantifies the discrepancy
between the rate tables of the two differently strained systems, which is constant during the
simulation for the single vacancy diffusion system, i.e. pi(h) = p(h). We expand p to first
order in h,




A zero strain difference yields the same rate tables for the two systems so p(0) = 0. As




> 0. For the
positively strained system, a fraction 1− pi of a trajectory is exactly the same as that of the
negatively strained system, which contributes to the covariance cov(Dαβ(h), Dαβ(−h)). The
covariance cov∗(Dαβ(h), Dαβ(−h)) changes by a factor of (1− p(h)), such that








which indicates that the covariance decreases with h. Moreover, by comparing Eq.(2.14)
with Eq.(2.11) we conclude that σCFD is proportional to 1/
√
h for small h. The statistical
error of the CFD method σCFD is independent of Nstep because there is no Nstep dependence
in Eq.(2.14).
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2.2.3 Perturbation theory method
An alternative approach for computing the derivatives is based on the perturbation theory,
which treats the tetragonal strain ε as a perturbation on the unstrained system. As ε is
small, the vacancy in the perturbed system follows similar trajectories to the unperturbed
system. We can compute Onsager matrices of the strained diffusion system by reweighing the
trajectories based on relative probabilities from the unstrained system. The unnormalized
probability that the vacancy in the strained system follows the jth unstrained trajectory
is
∏Nstep
i=1 γi(ε), where γi(ε) =
νq(ε)
νtot(ε)
is the probability that the vacancy takes the qth jump
among NNN possible choices at the i
th step of the jth trajectory, and q = q(i, j) is the
index of the jump that is selected at the given step for the unstrained system. We use the


















To obtain the strain derivative L′ABαβ from Eq.(2.15), we expand all the terms on the right
hand side to first order in ε. The re-weighting factor Pj(ε) deviates from one as a result





















The species displacement rAα,j(ε), a sum of strain-modified jump vectors, is
rAα,j(ε) = r
A
α,j(0)(1 + εαα). (2.18)















We compute the re-weighted ensemble average by substituting Eq.(2.17), (2.18) and (2.19)
























































is due to the change in the average waiting time for each vacancy hop. We compute the





var(Γαβ,j +Rαβ,j + ταβ,j)
Ntraj − 1
. (2.24)
Unlike the FD and CFD methods, the statistical error of the PT approach increases
proportionally to the square root of number of steps. According to Eq.(2.24) the behavior
of σPT is determined by the behavior of var(Γαβ,j +Rαβ,j + ταβ,j), which is
var(Γαβ,j +Rαβ,j + ταβ,j) = var(Γαβ,j) + var(Rαβ,j) + var(ταβ,j)
+2cov(Rαβ,j,Γαβ,j) + 2cov(ταβ,j,Γαβ,j) + 2cov(Rαβ,j, ταβ,j),
(2.25)
where Γαβ,j, Rαβ,j and ταβ,j are terms defined in Eq.(2.21), (2.22) and (2.23) characteriz-
ing the contributions from the re-weighting process, lattice deformation, and average wait-
ing time changes, respectively. For the case of single vacancy diffusion, Rαβ,j and ταβ,j
equal the term (rVα,j)(r
V
β,j)/2tj multiplied by constants. Therefore, according to Eq.(2.10)
their variances var(Rαβ,j) and var(ταβ,j) as well as their covariance cov(Rαβ,j, ταβ,j) are
independent of Nstep. However, Γαβ,j is a sum of Nstep terms that are identically dis-
tributed and independent of each other, so its variance var(Γαβ,j) as well as the covariance
cov(Rαβ,j,Γαβ,j) and cov(ταβ,j,Γαβ,j) are proportional to Nstep. The net effect is that the
variance var(Γαβ,j +Rαβ,j + ταβ,j) changes linearly with the number of steps, or equivalently
σPT ∝
√
Nstep, for Nstep  1.
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2.3 Computational Results
2.3.1 Single vacancy diffusion in fcc Ni
We first compare the performance of the three approaches outlined above for single vacancy
diffusion in Ni. We introduce one vacancy into a 6 × 6 × 6 fcc Ni supercell with periodic
boundary conditions imposed in all three directions. The vacancy diffusion in the unstrained
system is isotropic and the random walk is uncorrelated. Introducing tetragonal strain εαβ
breaks the cubic symmetry but does not introduce correlation between successive hopping
steps. We use KMC to generate trajectories of vacancy hops and compute the derivative
of the vacancy diffusivity component Dxx with respect to strain ε using the three different





























= FD, CFD, PT). The jump vectors ~lk, attempt frequency ν0, migration energies Ek, and
their derivatives ∂Ek
∂ε
are from the DFT calculation by Garnier et al.[25, 47] When ε = 0
all the migration energies are identical, i.e. Ek = E, but their derivatives with respect to
strain ε are not. We use the relative statistical errors σM calculated from Eq.(2.9), (2.11)
and (2.24), and the relative true errors εM to quantitatively compare the performance of the
three methods. The relative true errors εM in Figures 2.1–2.8 are root-mean-square (R.M.S)
true errors computed from multiple KMC runs with identical parameters. The true error
contains the contributions from statistical fluctuations, as well as systematic errors which
are difficult to assess quantitatively. However, the systematic errors are negligible when the
statistical error is a good estimate of the true error.
















Figure 2.1: Relative statistical errors σ and true errors ε of the strain derivative of diffusivity
D′xx as a function of the finite difference step size h for the FD and CFD methods. In all the
plots, we use different shaped symbols to denote the errors from different methods: square
for FD, triangle for CFD (and diamond for PT in the other figures). We use open symbols
for the relative statistical errors σ, and solid symbols for the relative true errors ε. We
want the statistical errors to be a good estimate of the true errors so that the systematic
errors are negligible. In this figure, the relative statistical errors decrease monotonically with
increasing h. The statistical errors estimate the true errors well for small h. However, the
good agreement between errors breaks down for h larger than 2× 10−4.
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Figure 2.2: Relative errors of D′xx as a function of Nstep for a fixed number of trajectories
Ntraj = 5× 105. The relative statistical errors of the FD and CFD methods do not depend
on Nstep, while for the PT method σ
PT ∝
√
Nstep. The statistical errors estimate the true
errors well for all values of Nstep.
methods that minimizes the statistical errors, and for which statistical errors are a good
estimate of the true errors. The statistical errors of both approaches decrease monotonically
with h. The relative statistical error of the FD method is inversely proportional to step size
σFD ∝ 1/h, which agrees with Eq.(2.9). For the the CFD method, the statistical error σCFD
stays below σFD and is inversely proportional to the square root of h, σCFD ∝ 1/
√
h for small
h, which verifies the analytical behavior described in Eq.(2.14). When h increases, unlike
the monotonically decreasing statistical errors, the truncation errors increase proportionally
to h2 as Eq.(2.8) shows. The truncation errors are non-negligible when h exceeds 2× 10−4,
causing the true errors to deviate from the statistical errors. Based on our testing data
points, we choose h = 2 × 10−4 so that statistical errors are minimal and remain a good
estimate of the true errors.
Figures 2.2 and 2.3 show that the optimal number of KMC steps for uncorrelated diffusion
18





















Figure 2.3: Relative errors of D′xx versus Nstep for a fixed total computational effort, Ntot =
Nstep×Ntraj = 107. For the FD and CFD methods, σFD and σCFD ∝
√
Nstep, whereas for the
PT method, σPT ∝ Nstep. The statistical errors estimate the true errors well for all values
of Nstep.
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systems is one. Figure 2.2 verifies that the relative statistical errors σFD and σCFD are
independent of Nstep as we expect, and σ
PT ∝
√
Nstep holds for all Nstep values. Figure
2.3 shows that for fixed computational effort, defined as the total number of vacancy hops
during one KMC run Ntot = Nstep × Ntraj, all the statistical errors increase monotonically
with the number of steps. The FD and CFD methods have statistical errors that increase
as
√
Nstep, whereas the PT method statistical error increases faster as Nstep. Using a larger
number of steps means that a smaller number of trajectories can be applied, which leads
to a direct increase in statistical errors. On the other hand, the figures also show that the
statistical errors match the true errors across the entire range of Nstep from 2 to 5 × 104,
which means reducing the number of steps in each trajectory does not introduce significant
systematic errors. Therefore, the most efficient way to reduce the statistical errors of all
three methods is setting Nstep = 1, for which, the KMC results extracted from the mean
square displacements yield the analytical expression of Eq.(2.26).
Figure 2.4 shows that the PT approach has the best performance of the three methods for
the uncorrelated diffusion system. Even though the optimal number of steps is one, we use
Nstep = 50 and h = 2× 10−4 to make an illustrative comparison between the three methods.
All the statistical errors follow σ ∝ 1/
√
Ntraj, and the PT approach has the lowest relative
statistical and true errors. By reducing the number of steps, we can still decrease the errors
of the PT method by up to a factor of
√
50 ≈ 7 for the same number of trajectories, but
σFD and σCFD do not follow the same trend. Therefore, the PT approach is the best way to
compute the diffusivity derivatives for the uncorrelated diffusion system.
2.3.2 Vacancy-mediated diffusion of Si in Ni
The second system that we use to test the three derivative approaches is vacancy-mediated
Si diffusion in Ni, which is a correlated diffusion system. We introduce a vacancy and a
substitutional Si atom into a 6× 6× 6 fcc Ni supercell with periodic boundary conditions in
all three directions. The vacancy hops are anisotropic because the jump frequencies depend
20














Figure 2.4: Relative errors of D′xx versus the number of trajectories Ntraj. We choose h
and Nstep such that the statistical errors are a good estimate of the true errors. As Ntraj
increases, the statistical errors of all three methods decrease as σ ∝ 1/
√
Ntraj. The CFD
method produces lower statistical errors than the FD method using correlated trajectories,




















Figure 2.5: Relative statistical and true errors of L′NiSixx as a function of finite difference step
size h. Similarly to the single vacancy diffusion system, for both finite difference methods
the statistical errors decrease monotonically with increasing h. The statistical errors are a
good estimate of the true errors for small h, but the agreement breaks down for h larger
than 2× 10−4.
on the relative position of the Si atom with respect to the vacancy. Moreover, successive
vacancy hops are correlated due to the interaction between the vacancy and Si. We compute
the derivative of the Onsager matrix component LNiSiαβ with respect to strain ε and the
corresponding statistical and true errors, σ and ε. We use the energy barriers and their
derivatives with respect to strain for atomic jumps computed by Garnier et al. using DFT
calculations[25, 47]. The reference value of L′NiSiαβ used to compute the true errors is from
the self consistent mean field (SCMF) calculation by Garnier et al.[56]
Figure 2.5 shows that for vacancy-mediated diffusion of Si in Ni, the improved perfor-
mance of using correlated sampling is not as effective as for single vacancy diffusion, whereas
there still exists an optimal h that minimize the statistical errors while keeping the trunca-
tion errors negligible. Figure 2.5 and Figure 2.1 differ since the statistical error of the CFD

















Figure 2.6: Relative errors of L′NiSixx versus Nstep for a fixed number of trajectories. The
statistical errors behave similarly to those of the single vacancy diffusion system. However,
the true errors behave differently: there is a threshold value of Nstep = 2× 102 above which
the statistical errors estimate the true errors well, while below this value the true errors
become larger than the statistical errors.
for small h because the assumption we use to derive Eq.(2.14) that the initial configurations
of all vacancy hops are identical no longer holds. We find that σCFD ∼ 1/h0.73, which lies
between 1/
√
h and the upper bound 1/h, suggesting that the correlation between the posi-
tively strained and negatively strained system is reduced for vacancy-mediated Si diffusion
in Ni, but the covariance cov(LABαβ (h), L
AB
αβ (−h)) is still positive. However, similar to Figure
2.1 the statistical errors for both FD and CFD methods decrease monotonically with h and
closely match the true errors for h < 2 × 10−4. When h exceeds 2 × 10−4 the true errors
deviate from statistical errors due to the increasing truncation errors, which dominate the
true errors for large h. The optimal value of h among our testing data points is 2 × 10−4,
which is when the truncation errors start to become comparable to the statistical errors.
Figures 2.6 and 2.7 show that among our testing data points, the optimal value of Nstep
that minimizes the statistical errors while having negligible systematic errors is 200. The
23




















Figure 2.7: Relative errors of L′NiSixx versus Nstep for a fixed total computational effort Nstep×
Ntraj = 2 × 107. The statistical errors behave similarly to those of the uncorrelated single
vacancy diffusion system: σFD and σCFD ∝
√
Nstep, while σ
PT ∝ Nstep. However, in this
correlated case there is a threshold value of Nstep = 2×102 above which the statistical errors
are a good estimate of the true errors, while below this value the true errors become larger
than the statistical errors.
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statistical error curves in Figure 2.6 follow the analytical behavior for uncorrelated diffusion
that σFD and σCFD are independent of Nstep, and σ
PT increases proportionally with
√
Nstep.
Therefore, similar to Figure 2.3, for the same computational effort the statistical errors of
all three methods can be reduced by decreasing the number of steps as Figure 2.7 shows.
However, for correlated vacancy-mediated Si diffusion in Ni there exists a minimum number
of steps below which the statistical errors deviate from the true errors for all three meth-
ods due to a correlation-induced bias. Short trajectories, especially one-step trajectories,
which work well for uncorrelated diffusion systems produce large errors for the correlated
diffusion system because they do not capture the correlation between successive vacancy
hops. Theoretically, the correlation time of the system quantifies the lower bound of Nstep
that we can use to obtain good statistical results. Uncorrelated diffusion systems can be
regarded as special cases with correlation time equal to zero. The true error curves in Figure
2.6 and Figure 2.7 verify the existence of the correlation-induced bias, which increases with
decreasing number of steps and dominates the true error when Nstep is small. We need to
use long enough trajectories to make the correlation-induced bias negligible compared to the
statistical errors. For all three methods, out of our testing data points Nstep = 200 is the
minimum number of steps for which the statistical errors remain a good estimate of the true
errors, i.e. for which the correlation-induced bias is negligible.
Figure 2.8 shows that the CFD method is the optimal approach to compute the strain
derivative of LNiSixx for vacancy-mediated Si diffusion in Ni. As is shown in Figure 2.4, for
single vacancy diffusion, the PT approach works better than the FD and CFD methods
because we can employ short vacancy trajectories (as short as one step) without introducing
significant systematic errors. For correlated diffusion, we need to use longer trajectories, i.e.
larger Nstep, to make sure that the correlation-induced bias is negligible. The statistical error
of the PT approach σPT ∝
√
Nstep, which effectively shifts the σ
PT curve upwards relative
to the σFD and σCFD curves, both of which do not depend on Nstep for a fixed number

















Figure 2.8: Relative errors of L′NiSixx versus Ntraj. We choose h and Nstep such that the
statistical errors estimate the true errors well. Similarly to the single vacancy diffusion
system, as Ntraj increases, the statistical errors of all three methods decay as σ ∝
√
Ntraj.
The CFD and PT methods give similar magnitudes of statistical errors, which are lower
than those of the FD method.
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the optimal value of 200 for the number of steps the PT approach produces slightly larger
statistical errors than the CFD method for the same number of trajectories. We expect that
the CFD method will outperform the other two methods for systems with larger correlation
times.
2.4 Conclusion
We compare the performance of the three derivative approaches, FD, CFD, and PT meth-
ods for uncorrelated single vacancy diffusion in fcc Ni, and correlated vacancy-mediated Si
diffusion in Ni. The FD method uses a central difference scheme to compute the derivatives
by subtracting KMC results from systems with positive and negative strains. The CFD
method is an improvement of the FD method, in which we apply the same random num-
ber sequence to create artificial correlation between the positively and negatively strained
systems to reduce the statistical errors. We choose an appropriate finite difference step size
h to minimize both the truncation errors and the statistical errors for the FD and CFD
methods. The PT approach is an alternative way to compute derivatives, for which the
statistical errors depend on the number of steps in each trajectory, σPT ∝
√
Nstep for fixed
Ntraj. The PT approach has the best performance of the three for uncorrelated diffusion
systems, but performs worse for the correlated diffusion system in which a small number
of steps causes a correlation-induced bias. For vacancy-mediated Si diffusion in Ni, the PT
approach produces slightly larger statistical errors than those of the CFD method.
For the same computational effort, the PT approach requires less computational time
than the other two methods. The FD and CFD methods require two KMC calculations for
the positively strained and negatively strained systems separately, whereas the PT approach
requires only one KMC calculation. Therefore, obtaining derivatives using the PT approach
requires about one half the time of using the FD and CFD methods. The ratio of PT run
time and the FD or CFD run time is not exactly half, because PT requires three extra terms:
27
Γαβ,j, Rαβ,j and ταβ,j defined in Eq.(2.21), (2.22) and (2.23), but that can be faster than
recomputing the table of rates at every hopping step.
Unfortunately, though employed with the optimal parameters, the three KMC-based
approaches have large statistical errors for computing Onsager matrix derivatives. For un-




with a 0.1% relative statistical error. However, for cor-
related vacancy-mediated Si diffusion in Ni, the minimum Nstep is 200, below which the




is CFD which has the lowest relative statistical error of 10% for 20
million KMC transition steps. This is neither efficient nor accurate enough to provide input
data for my further mesoscale simulations. Instead the analytical self-consistent mean field
(SCMF) method has been proven to be an efficient way to compute the transport coeffi-
cients and their derivatives with respect to strain[25, 47]. However, one advantage of the
FD, CFD and PT approaches over SCMF is that they can also compute derivatives of other
physical quantities that can be extracted from Monte Carlo trajectories, such as the mag-
netization in ferromagnetic systems, while the SCMF method is only capable of obtaining
transport coefficients. In the next Chapter I use a mesoscale model, which is informed with
strain-dependent transport coefficients computed from the SCMF method, to investigate the




Mesoscale simulations have been extensively used to reproduce microstructure evolution at
the mesoscale[38, 39]. They rely on an out-of-equilibrium thermodynamic formulation and
incorporate elastic long range interactions and the coupling of a microstructure with defects
such as dislocations[57–60]. In this Chapter, we model vacancy-mediated diffusion of sub-
stitutional Si in face-centered cubic (FCC) Ni near an a
2
[11̄0](111) edge dislocation using
precomputed transport coefficient data. Previous studies by Garnier et al. computed the
atomic jump rates for Ni-Si alloys using density-functional theory[47] and obtained the cor-
responding transport coefficients as well as their strain derivatives using the SCMF method
informed with strain-modified jump rates[25, 61]. In our model we only consider the dif-
fusion of vacancies and Si solutes because self-interstitial atoms formed under irradiation
diffuse quickly and are annihilated at sinks like dislocations or grain boundaries on a short
time scale, leaving behind a highly saturated vacancy environment in the bulk crystal[62].
Furthermore, the self-interstitials interact weakly with oversized substitutional solutes like
Si in Ni, compared with vacancies[63, 64]. In this chapter, we first describe the details of our
mesoscale model in Section 3.1 along with the simulation choices in Section 3.2. We perform
two sequential simulations: first at equilibrium, and second under irradiation. Section 3.3
presents and discusses the simulation results. Finally, Section 3.4 provides conclusions and
discusses extensions of the methodology.
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3.1 Mesoscale Model
In the framework of thermodynamics of irreversible processes[28], driving forces and trans-
port coefficients determine the fluxes of species in a multicomponent system. Transport
coefficients linearly relate fluxes of each species to driving forces. For vacancy-mediated dif-
fusion of Si in the dilute limit, gradients of chemical potentials for vacancies µV and silicon
µSi produce fluxes JV and JSi in both species,[25, 28]
JV = −LVV∇µV − LVSi∇µSi,
JSi = −LSiV∇µV − LSiSi∇µSi.
(3.1)
The transport coefficients are strain-dependent second-rank tensors: LVV, LSiV = LVSi and
LSiSi. The off-diagonal term LSiV is crucial to solute transport under irradiation, when
the Si atoms are dragged by the out-of-equilibrium vacancy fluxes created by irradiation.
Consequently, Si can segregate at vacancy sinks such as dislocations, where vacancies are
annihilated but solute atoms are not.
The chemical potentials µV and µSi that provide driving forces for the diffusion depend on
the volumetric strain and also capture the interactions between species. For dilute vacancy
and Si concentrations in the small strain limit,[28]
µV = αVεv + kBT ln(γVcV/c
0
V),




where kB is the Boltzmann constant, T is the temperature, γ is the activity, c is the atomic
fraction and c0 the equilibrium concentration. Both the vacancy and Si have isotropic
elastic dipoles (derivative of energy with respect to strain), so the chemical potentials µV
and µSi vary linearly with volumetric strain εv with coefficients αV = 6.37eV and αSi =
−0.251eV[47]. The Si equilibrium concentration corresponds to the specific alloy, while
c0V = exp(−Ef/kBT ) for vacancy formation energy Efv = 1.63eV[47]. The activity coefficients
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γV and γSi capture solute-vacancy interaction effects on chemical potentials. We use an low-
temperature expansion for dilute concentrations[65, 66] for γV and γSi,















with Zj sites in shell j with binding energy ∆gj. Silicon and nickel vacancies have interactions
out to the third shell. Garnier et al.[47] found an attractive ∆g1 = −0.0996 eV (Z1 = 12),
a small ∆g2 = 0.0120 eV (Z2 = 6) and a repulsive ∆g3 = 0.0452 eV (Z3 = 24).
The strain field created by an edge dislocation induces heterogeneity and anisotropy in









εv1 + εt + εs. (3.4)




















AB are the strain derivatives[26]. For
the Ni-Si system, the shear strain contribution to the atomic jump frequencies is negligible
so LsAB ≈ 0.[47] For an a2 [11̄0](111) edge dislocation in FCC Ni, a natural coordinate system
(the dislocation frame) is formed by the Burgers vector b = a
2
[11̄0] (a is the lattice parameter
for FCC Ni), the slip plane normal n = [111] and the threading vector t = [1̄1̄2]. Garnier et
al. computed transport coefficients of the Ni-Si-vacancy system for T = 960K, 1060K, and
1160K, which show positive, zero, and negative off-diagonal transport coefficients L0SiV.[25]
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The LAB tensor components in the b× n plane is[25]
LAB =














AB are listed in Table 4.1 for T = 960K. Indeed, for
the special case of Ni-Si alloy, Garnier et al.[47] have showed an interesting result that the
derivatives of migration barriers with respect to volumetric strain ∂Em/∂εv is a constant
for all types of atomic jumps in the system. Since the migration barriers have good linear
dependences on the volumetric strain εv in a larger strain range than that for LAB[47, 61], we
use the following expression instead of Eqn. (4.5) to denote LAB to achieve a better accuracy,
LAB =










where the migration barrier derivatives ∂Em/∂εv ≡ −2.336 eV, which is proportional to the
ratio between ∝ LvAB and L0AB.
We choose a simulation temperature T = 960K, for which L0SiV > 0 and a positive solute-
vacancy drag is expected. In the dilute limit, LVV is proportional to cV while LSiV and LSiSi
are proportional to cVcSi. We use isotropic elasticity theory for the edge dislocation strain
field in the plane of the dislocation line: εv = −b sin θ/4πr, εbn = b(cos θ cos 3θ)/16πr, and
εbb = −b(4 + 3 cos 2θ) sin θ/8πr, where r is the distance from the dislocation, and θ is the
angle from the slip plane. Therefore near an edge dislocation, both transport coefficients
and chemical potentials are spatially dependent, and transport coefficients are anisotropic
due to nonzero εbn and εbb. All three strain components become singular at r = 0 and decay
as r−1.
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Table 3.1: Transport coefficients [1/(eV Å ns)] and their derivatives with strains at T = 960K
from Ref [25]. In the dilute limit, LVV is proportional to the concentration of vacancy, LSiV






VV 1.52×10−1cV 1.29×101cV −7.42×100cV
SiV 1.57×10−1cVcSi 1.33×101cVcSi −2.24×101cVcSi
SiSi 1.29×100cVcSi 1.09×102cVcSi −5.08×101cVcSi
3.2 Simulation Setup
The simulation domain is an annular region with inner radius rin and outer radius rout in
the b× n plane. Since an edge dislocation has translational symmetry along the threading
vector t, for simplicity we project the 3D diffusion system into a 2D plane perpendicular to
t, i.e. the b×n plane. We use a polar coordinate system centered at the dislocation, which
is natural for simulating an edge dislocation due to the separability of the strain in r and θ.
The mesoscale equations are singular at r = 0 in the elastic strain components εv, εbb and
εbn. We choose an inner radius rin = 2a to exclude the dislocation core from the simulation
region, ensuring that all three strain components are below 3% to validate the small strain
approximation used in Eqn. (4.2) and Eqn. (4.9). We use an outer boundary condition
to capture the vacancy saturation due to irradiation instead of allowing vacancies to be
produced or recombined throughout the simulation region. The outer radius is chosen as
rout = 14.5a (50Å), which we find is small enough to ignore the production and annihilation of
vacancies within the simulation region, while large enough to model the irradiation-induced
solute segregation for our simulations. However, the model employed in this work is also
suitable for larger length scale systems up to microns or even millimeters. The variation in
the strain fields and point defect distribution requires a denser distribution of small radial
points with equal spacing of angular points; we use a uniform mesh in the angular direction
and a logarithmic mesh in the radial direction. For an Nθ×Nr mesh, the grid point (ri, θj) is
located at ri = rin exp(
i
Nr
ln(rout/rin)) for i = 0, 1, . . . , Nr and θj =
j
Nθ
2π for j = 0, 1, . . . , Nθ,
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with periodic boundary conditions for θ. We use a 100×100 mesh for the present simulations.
We apply appropriate boundary conditions at the inner boundary r = rin to simulate the
dislocation core interaction with vacancies and solutes. We treat the core as a perfect sink
for vacancies by assuming that vacancies diffuse fast enough near the sink to maintain the
spatially dependent equilibrium vacancy concentration cEQV (r) in the core and at the core
boundary. The equilibrium solution for the vacancy concentration due to the dislocation
strain field is determined by setting µV = 0 in Eqn. (4.2),









which depends on the local volumetric strain εv(r, θ). We fix the vacancy concentration cV
at the inner boundary to be the equilibrium vacancy concentration,
cV(rin, θ) = c
EQ
V (rin, θ). (3.9)
The vacancy activity γV depends on the local Si concentration cSi so it must be computed
adaptively during the simulations. Since Si atoms cannot be absorbed or created by the
dislocation core, we fix the normal flux of Si at the inner boundary to be zero,
r̂ · JSi|r=rin = 0, (3.10)
where r̂ is the unit vector along the radial direction.
We perform sequential simulations of vacancy-mediated diffusion of substitutional Si
in FCC Ni near an edge dislocation: first under equilibrium boundary conditions, which
provides initial conditions for the second simulation of diffusion under irradiation. We apply
the equilibrium vacancy concentration as the outer boundary condition for cV,
cV(rout, θ) = c
EQ
V (rout, θ). (3.11)
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The bulk Si concentration is 0.5% ensuring that Si is in the dilute limit,
cSi(rout, θ) = 5× 10−3 (3.12)
as the outer boundary condition for cSi. For the first simulation, vacancies and Si solutes
are initially uniformly distributed and evolve towards their equilibrium distributions in the
presence of the dislocation strain field. After the system reaches equilibrium, we study how
irradiation modifies the diffusion behavior of vacancies and Si solutes. As irradiation creates
an oversaturation of vacancies in the bulk, we change the outer boundary condition for
vacancies to be
cV(rout, θ) = 10
−7, (3.13)
which is approximately one and a half orders of magnitude larger than the equilibrium
concentration. The saturated bulk vacancy concentration can be several orders of magnitude
larger than the equilibrium value, depending on the irradiation rate [67–69]. The outer
boundary condition for Si is the same as in the equilibrium case. We run both simulations
for two days of simulation time, which is sufficient for both vacancies and Si to reach their
steady-state.
To capture the large time scale difference between vacancy diffusion and Si diffusion, we
apply adaptive time steps in the simulation. Our simulations show that vacancies diffuse
quickly and reach their steady-state in microseconds, while Si atoms diffuse much slower and
reach their steady-state over hours. A fixed time step has difficulty with diffusion processes
over vastly different time scales; so we use an adaptive time-step scheme in which the time
step ∆t is determined by:









where ċV and ċSi are the time derivatives of the vacancy and Si concentrations and the
minimum is computed over the entire simulation domain. Eqn. (3.14) ensures that during
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each step, the relative changes in the species concentrations do not exceed 10%, which leads
to numerically stable simulations while the time step ∆t increases with time. Initially, the
vacancy concentration changes determines ∆t, and after vacancies reach their steady-state,
the time step ∆t is dominated by the slowly changing Si concentration. All of the simulation
is have been implemented using FiPy[70], a finite volume partial differential equation solver,
developed mainly for phase-field simulations.
3.3 Simulation Results
Figure 3.1 shows that under equilibrium boundary conditions vacancies diffuse to form a
Cottrell atmosphere at steady-state. Even though both species have an initial uniform
distribution, the heterogeneous volumetric strain field created by the dislocation induces
spatial variation in the chemical potentials, driving vacancies and solutes to diffuse. For
vacancies, since αV > 0, the chemical potential gradient drives the vacancies from the tensile
region towards the compressive region, where they accumulate. At steady-state, when the
vacancy concentration profile stops evolving with time, a Cottrell atmosphere is formed
around the dislocation with vacancy segregation above the core and depletion of vacancies
below the core.
Figure 3.2 shows that around an edge dislocation the Si concentration profile also evolves
towards a Cottrell atmosphere, but with segregation in the tensile region and depletion in the
compressive region, and that the evolution process takes longer than for vacancies. Similar
to the vacancy case, the strain dependent term in the chemical potential αSiεv influences
the steady-state Si distribution at equilibrium. However, since Si is an oversized solute in
Ni αSi < 0, the tensile region is energetically favored and therefore, the Si atoms segregate
in the tensile region and are depleted from the compressive region. The Si concentration
profile reaches its steady-state after 10 hours, which is 9 orders of magnitudes slower than
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Figure 3.1: Time evolution of the vacancy distribution around an edge dislocation under
equilibrium boundary conditions. Initially vacancies are uniformly distributed with concen-
tration cV = c
0
V = 2.77× 10−9. The vacancy distribution evolves due to the presence of the
dislocation strain field until it reaches a steady state configuration after 20 µs. At steady-
state, vacancies accumulate in the energetically favorable compressive region and are depleted
from the energetically unfavorable tensile region region, forming a Cottrell atmosphere. We
evolve the diffusion systems for 2 days of simulation time, which allows both vacancies and Si
to reach their steady-state configurations. (Contour plots for vacancy concentrations use log
scale relative to c0V to capture the large spacial variation near the dislocation core without
losing features in the far-field area. Vacancy concentration outside the simulation region is
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Figure 3.2: Time evolution of the Si distribution around an edge dislocation under equi-
librium boundary conditions. The Si profile also starts from a uniform distribution with
Si concentration cSi = c
0
Si = 0.5%, and evolves due to dislocation strain fields. The Si
atoms diffuse much slower than vacancies and reach the steady-state configuration after 10
hours. Similar to the vacancy case, the Si atoms form a Cottrell atmosphere at steady-state
segregating to the tensile region and are depleted from the compressive region.
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for atomic volume Ω and concentration cA; thus, the Si diffusivity is proportional to the
vacancy concentration while the vacancy diffusivity is not. After vacancies reach their steady-
state configuration, the depleted vacancy concentration below the core slows the transport
of Si atoms; the creates the intermediate state where Si atoms are concentrated in two lobe-
shaped regions just below the slip plane on the edge of the vacancy depletion region. The
Si atoms in these lobe-shaped regions continue to diffuse slowly into the vacancy depletion
region, and by t = 10 h, have segregated below the core.
Figure 3.3 shows after irradiation raises the vacancy concentration in the outer bound-
ary, vacancies flow towards the dislocation core. At t = 0 ns, irradiation produces a highly
saturated vacancy environment in bulk, while vacancies within the simulation region are still
at the equilibrium distribution. Vacancies flow from the outer boundary towards the dislo-
cation core. At 20 µs vacancies reach their steady-state configuration, where the depletion
region below the core has disappeared and the entire simulation region is oversaturated with
vacancies. At steady-state, the vacancy driving force ∇µV does not vanish and vacancies
continue to flow to the core, though ċV. This is shown in Fig. 3.5(c) which shows that at
20 µs, there are non-zero vacancy fluxes towards the core from all directions even though
vacancies have reached their steady-state distribution.
Figure 3.4 shows that irradiation generates an unexpected enrichment of Si in the com-
pressive region above the core, despite the fact that Si is oversized in FCC Ni. Since both
the inner and outer boundary conditions for Si are the same as in the equilibrium case,
the evolution of Si distribution under irradiation is completely due to the out-of-equilibrium
vacancy fluxes. The positive off-diagonal transport coefficient LSiV linearly relates the Si








20 ns 200 ns







−40 −20 0 20 40
20 µs













Figure 3.3: Time evolution of the vacancy distribution near an edge dislocation under irra-
diation. At t = 0 ns, both species are at equilibrium and they evolve due to the presence of
irradiation. Irradiation produces a highly saturated vacancy environment in the far-field re-
gion, causing a large number of vacancies to flow into the simulation region. At steady-state,
the tensile region is no longer depleted of vacancies and there is a large vacancy concentra-
tion gradient in the radial direction pointing from the outer boundary near the bottom of
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Figure 3.4: Time evolution of solute (Si) concentration profile under irradiation, starting
from the equilibrium Si distribution. Under irradiation, vacancy drag on Si atoms dominates
the Si flux field causing Si to move toward the compressive region above the core. At steady-
state, more Si atoms segregate above the core than below the core, with the maximum Si
concentration approaching twice the far field Si concentration c0Si = 0.5%.
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Since Si atoms cannot be absorbed by the core, they accumulate around the core, creating a
solute chemical potential gradient ∇µSi that drives Si away from the core. At steady-state,
both driving forces must be balanced so that there is no Si flux along the radial direction.
The vacancy fluxes JV are larger in the compressive region (as Fig. 3.5(c) shows), and thus
drag more Si atoms to segregate above the core.
Figure 3.5(a) and 3.5(b) show that at the beginning of the simulation under equilibrium
conditions, the heterogeneous strain fields around an edge dislocation induce complex flow
patterns for homogeneously distributed vacancies and Si solutes. The vacancies and Si are
uniformly distributed initially. When the dislocation is introduced, the initial fluxes of both
species show heterogeneity due to spatial variation of the chemical potential created by
nonuniform volumetric strain εv(r), as well as anisotropy due to the effect of nonzero εbb and
εbn on the transport coefficients. Vacancies flow from the tensile region below the core to
the compressive region above the core, which leads to the steady-state Cottrell atmosphere
vacancy distribution shown in the last subfigure of Fig. 3.1. The Si solutes move in the
opposite direction, which explains that Si atoms segregate to the tensile region and are
depleted from the compressive region.
Figure 3.5(c) and 3.5(d) show that at 20 µs of irradiation a vacancy flux field flows into
the inner boundary, which drags Si solutes towards the dislocation core. Under irradiation,
vacancies reach the steady-state configuration at 20 µs while Si still appears to be at the
equilibrium distribution. Irradiation modifies the flow patterns of both vacancies and Si. The
difference between the highly saturated vacancy concentration in the far-field region and the
equilibrium vacancy concentration at the inner core leads to the steady-state vacancy flux
field directed toward the core. The vacancy fluxes have larger magnitudes in the compressive
region above the core and relatively smaller magnitudes in the tensile region below the core.
The directions and relative magnitudes of the Si fluxes are similar to that of the vacancies,
suggesting that the flow of Si atoms is dominated by the positive vacancy drag LSiV∇µV
(L0SiV > 0). The Si atoms are dragged by vacancies towards the sink and accumulate around
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(a) JV at the introduction of the dislocation















(b) JSi at the introduction of the dislocation















(c) JV at 20 µs of irradiation















(d) JSi at 20 µs of irradiation
Figure 3.5: Flow streams around an edge dislocation for (a) vacancies at the introduction
of the dislocation, (b) Si at the introduction of the dislocation, (c) vacancies at 20 µs after
irradiation and (d) Si at 20 µs after irradiation. Color coding indicates the magnitude
of fluxes with units: [1/(Å
2
ns)]. At the beginning of the equilibrium simulation when
both species are uniformly distributed, vacancies flow from the tensile region below the
core to the compressive region above the core, while Si atoms move in the opposite way.
The anisotropy of both fluxes comes from the anisotropy of transport coefficients and the
heterogeneity of volumetric strain which influences the chemical potentials. At 20 µs of
irradiation, vacancies reach the steady-state configuration while Si stays at the equilibrium
distribution. Irradiation creates a vacancy flux field flowing into the core from all directions,
with larger flux magnitudes in the compressive region than in the tensile region. The Si
fluxes show similar flow pattern to that of the vacancy.
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the dislocation core, which explains the out-of-equilibrium Si segregation. More Si atoms
segregate to the compressive region where the vacancy fluxes have larger magnitudes than
to the tensile region, despite the fact that they are oversized in Ni.
3.4 Conclusions
We use a mesoscale model to simulate vacancy-mediated diffusion of substitutional Si solutes
in FCC Ni near a [11̄0](111) edge dislocation: first under equilibrium conditions and then
under irradiation. The dislocation strain field and irradiation play crucial roles in deter-
mining point defect and solute diffusion behavior. Near the edge dislocation, the spatial
variation of volumetric strain εv causes heterogeneity in the defect transport coefficients and
chemical potentials, with the transport coefficients also being anisotropic due to non-zero
εbb and εbn. These effects create complex vacancy and Si fluxes even though both species
are uniformly distributed at the beginning of the simulation, and determine the equilibrium
distributions. In the presence of the dislocation strain field, both vacancies and Si solutes
diffuse to form a Cottrell atmosphere with vacancies segregating to the compressive region
above the core and Si segregating to the tensile region below the core. Irradiation raises the
bulk vacancy concentration, driving vacancies to flow into the dislocation core, at which the
equilibrium vacancy concentration is imposed (perfect sink assumption). Although irradi-
ation does not directly modify the solute distribution, the out-of-equilibrium steady-state
vacancy flux drags Si atoms towards the dislocation core due to the positive coupling be-
tween Si and vacancies at the simulation temperature T = 960K. This results in segregation
in the compressive region, despite the fact that Si is an oversized solute in Ni.
In this study we have focused on a specific diffusion process that leads to irradiation-
driven Si segregation around an edge dislocation in Ni, but the multiscale methodology has
other applications. The Onsager transport equations (Eqn. (4.1)) as well as the expressions
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for species chemical potentials (Eqn. (4.2)) and transport coefficients (Eqn. (3.5)) can be
applied to describe diffusion in other defect systems such as free surfaces or grain boundaries.
Moreover, the continuum model can be extended to model systems with larger length scales
up to millimeters, and simulate more complex diffusion processes, such as solutes segregating
to extended defects including dislocation loops, grain boundaries, and interfaces.
Several approximations have been used in the current study. First of all, we assume
both species are in the dilute limit, at which only vacancy-solute pairs are considered in
the cluster expansion and the SCMF solution is exact[25, 36]. In our system, the vacancy
concentration cV is below 10
−7 and the Si concentration cSi is around 0.5%, in which scenario
we can estimate the contribution from three or more-body vacancy-Si clusters is below 1%
of that from vacancy-Si pairs. Second, we use a small strain limit to validate the linearities
in Eqn. (4.2) and Eqn. (4.9). In our simulation region, the inner radius is picked so that
the volumetric strain is below 3% and the tetragonal component along cube axes 〈100〉 is
below 1%, which guarantees that the migration barrier Em and transport coefficients LAB
have good linear dependences on strains[47, 61]. Last, we apply inner boundary conditions
for both species instead of explicitly simulate the dislocation core region (r < rin). It is
partly due to the inaccuracy of using the current mesoscale method to model the highly
distorted core region. On the other hand, we believe that these boundary conditions are
reasonable approximations. The equilibrium boundary condition for vacancy is equivalent
to treating the dislocation as a perfect sink, which have been used in prior works[17, 18] and
proven to be valid. The zero normal-flux boundary condition is to maintain the conservation
law of Si atoms, considering the fact that Si atoms cannot be created or be annihilated at
an isolated dislocation. This model ignore the effects from pipe diffusion and dislocation
motion. To cover all these effects, we extend the present mesoscale model into a multi-scale
approach by coupling it with an discrete model. The discrete model accurately simulates
the defect transport in the dislocation core, and communicates with the mesoscale model
which simulates the less distorted region outside the core. The next Chapter describes the
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multi-scale approach, which is applied to simulate dislocation climb and the effect of solute




In this Chapter, we extended the pervious mesoscale model into a multiscale approach by
coupling it to a discrete model to capture the thermally activated atomic transitions and
defect reactions in the highly distorted dislocation core. We used the multiscale approach
to simulate the vacancy-mediated diffusion of Si solutes in FCC Ni near an a
2
[11̄0](111)
edge dislocation, and compute the climb velocity caused by irradiation and by an externally
applied stress. We also quantified the effects of Si solutes on the climb velocities at different
temperatures for different jog densities. Section 4.1 describes our simulation geometry, as well
as the detailed formulations of the mesoscale model, the discrete model, and their coupling
scheme. In Section 4.2, we show the simulation results of vacancy-mediated Si diffusion in Ni
near an a
2
[11̄0](111) edge dislocation. We compute the dislocation climb velocities induced
by irradiation and by an external stress, and quantify the dependence of the climb velocities
on jog density, solute concentration and temperature. Finally, Section 4.3 discusses our
simulation results and provides conclusions.
4.1 Model Description
To accurately investigate the climb motion of an a
2
[11̄0](111) edge dislocation in FCC Ni-Si
alloy, we develop a multiscale approach to simulate the vacancy-mediated Si diffusion around
the dislocation. The multiscale approach couples a discrete model for the dislocation core
to a mesoscale model for the region outside the core. The mesoscale model is developed
in Ref. [40], which uses differential equations to describe the diffusion of multiple species.
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This model is computationally efficient but omits the detailed atomic transitions in the core
and the interactions between the dislocation and nearby vacancies that induce climb. The
discrete model captures the missing pieces of the mesoscale model, but is not efficient enough
to simulate both the region around the dislocation core and the far-field region away from
the dislocation. Parameters in the discrete model are constructed in a way to make sure
that both models are consistent with each other.
4.1.1 Simulation Geometry
Figure 4.1 shows our computational geometry, which entails a region near the dislocation
core that is treated as discrete atomic sites and a continuum region outside the core. Since
the a
2
[11̄0](111) edge dislocation has translational symmetry along the threading vector
~t = 1/
√
6[1̄1̄2], for efficiency and simplicity we project the 3D system into a 2D plane per-
pendicular to ~t, i.e. the~b×~n plane, where~b = a/2[11̄0] is the Burger’s vector, ~n = 1/
√
3[111]
is the slip normal, and a is the lattice parameter of FCC Ni. Figure 4.1(a) shows the whole
simulation domain, which is a cylindrical region around the edge dislocation with an outer
radius of rout = 50.0 Å and an inner radius of rin = 10.2 Å. The region within the inner
radius is the dislocation core which is simulated using the discrete model. The continuum
region is the annular region between the inner radius and the outer radius, which is simulated
using the mesoscale model. Figure 4.1(b) shows an expanded view of the core region and
the details of the connections between the sites which we call the jump network. The core
region consists of three types of sites: the core sites (purple) that are located nearest to the
center of the simulation domain and can directly exchange vacancies with the dislocation,
the boundary sites (teal) which have connections with the continuum region and provide
inner boundary conditions for the mesoscale model;, and the intermediate sites (green) that
neither interact with the dislocation nor have a connection to the continuum region. We
develop a scheme for coupling the discrete and continuum regions with the help of one extra
layer of discrete sites (gray) located in the continuum region, whose species concentrations
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(a) (b) (c)
Figure 4.1: Projected configurations of (a) the whole simulation domain centered on an
a
2
[11̄0](111) edge dislocation in FCC Ni; (b) the structure of the dislocation core and the jump
network between sites; (c) atomic jumps connecting the discrete core and the region outside
the core (i.e. the continuum region) which is treated using a continuum mesoscale model.
The simulation domain is a cylindrical region around an a
2
[11̄0](111) edge dislocation with an
outer radius of rout = 50.0 Å and an inner radius is rin = 10.2 Å. The translational symmetry
of the dislocation along the threading direction ~t allows us to reduce the complexity of the
problem by projecting the system into the ~b×~n plane perpendicular to ~t instead of casting a
long-time atomistic simulation on the 3D system. We use different colors to identify different
types of discrete sites in (b) and (c). The purple sites are located nearest to the dislocation
core, which can directly exchange vacancies with the dislocation inducing dislocation climb.
The green sites are in the core region, but they neither interact with the dislocation nor
have a connection to the continuum region. The boundary sites in teal are located in the
discrete region and are directly connected to the continuum region. The ghost sites in gray
are located in the continuum region and couple the discrete model to the mesoscale model.
The black dashed circle shows the boundary separating the discrete core and the continuum
region. In (c) we display a small window of sites extracted from (b), showing the atomic
transfers between a boundary site and its neighbors that are located in the ghost layer.
The species concentrations at ghost sites take values from the continuum mesoscale model,
which serves as a fixed (i.e. Dirichlet type) boundary condition for the discrete core model.
The atomic transfers between boundary sites and ghost sites provide an inner flux boundary
condition for the mesoscale model.
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are extracted from the mesoscale simulation. Figure 4.1(c) illustrates the coupling between
the discrete and continuum regions, which we describe in detail in Section 4.1.4.
4.1.2 Multi-species Transport Equations
n the region outside the core, where strains are small (less than %1), a mesoscale model[40]
uses continuum differential equations to efficiently model the diffusion of vacancies, and Si
solutes. For vacancy-mediated diffusion of Si in the dilute limit, the gradients of chemical
potentials for vacancies µV and Si µSi are driving forces that produce fluxes JV and JSi in
both species,[25, 28]
JV = −LVV∇µV − LVSi∇µSi,
JSi = −LSiV∇µV − LSiSi∇µSi.
(4.1)
The transport coefficients LVV, LSiV = LVSi and LSiSi are strain-dependent second-rank
tensors. The chemical potentials µV and µSi depend on the volumetric strain εv and also
captures the interactions between species,[28]
µV = αVεv + E
f
V + kBT ln(γVcV),
µSi = αSiεv + kBT ln(γSicSi),
(4.2)
where EfV = 1.63eV[47] is vacancy formation energy, kB is the Boltzmann constant, T is the
temperature, γ are activity coefficients and cV, cSi are atomic fractions of vacancies and Si
respectively. Since in Ni both the vacancy and Si have isotropic elastic dipoles (derivative
of defect formation energies with respect to strain), the chemical potentials µV and µSi vary
linearly with volumetric strain εv with coefficients αV = 6.37eV and αSi = −0.251eV[47]. The
activity coefficients γV and γSi capture the changes in the chemical potentials due to solute-
vacancy complexes. We use a low-temperature expansion for dilute concentrations[40, 65, 66]
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for γV and γSi,















with Zj sites in shell j with binding energy ∆gj. Garnier et al.[47] computed the binding
energy between Si and Ni-vacancies and found an attractive ∆g1 = −0.0996eV (Z1 = 12), a
small ∆g2 = 0.0120eV (Z2 = 6) and a repulsive ∆g3 = 0.0452eV (Z3 = 24). The interactions
beyond the third shell are less than 0.01eV, and are therefore negligible. Equation (4.1) gives
basic differential equations for the mesoscale model.
The dislocation strain field induces heterogeneity and anisotropy in the defect transport

















AB are the derivatives of LAB
with respect to volumetric strain εv, tetragonal strain εt and shear strain εs, respectively[?
]. The DFT calculations in Ref. [47] show that the shear strain contributes negligibly to
migration barriers for all types of vacancy jumps in an FCC Ni-Si alloy, so LsAB ≈ 0. We
use isotropic elasticity theory to describe the dislocation strain field in the ~b× ~n plane and
express transport coefficients LAB as functions of strain components: εv = −b sin θ/4πr,
εbn = b(cos θ + cos 3θ)/16πr, and εbb = −b(4 + 3 cos 2θ) sin θ/16πr, where r is the distance


















AB are listed in Table 4.1 for T = 960K, 1060K and
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1160K[25]. For Ni-Si alloy, T=1060K is defined as the cross over temperature, at which the
diffusion of Si atoms and the diffusion of vacancies are decoupled since L0SiV = L
v
SiV = 0.
Table 4.1: Transport coefficients [1/(eV Å ns)] and their derivatives with strains at T = 960K
from Ref [25]. In the dilute limit, LVV is proportional to the concentration of vacancy, LSiV
and LSiSi are proportional to the concentrations of both vacancy and Si.






VV 1.52×10−1cV 1.29×101cV −7.42×100cV
SiV 1.57×10−1cVcSi 1.33×101cVcSi −2.24×101cVcSi
SiSi 1.29×100cVcSi 1.09×102cVcSi −5.08×101cVcSi
1060 K
VV 4.69×10−1cV 3.59×101cV −2.08×101cV
SiV 0 0 −3.72×101cVcSi
SiSi 3.27×100cVcSi 2.51×102cVcSi −1.16×102cVcSi
1160 K
VV 1.18×100cV 8.27×101cV −4.80×101cV
SiV −7.55×10−1cVcSi −5.29×101cVcSi −4.65×101cVcSi
SiSi 7.02×100cVcSi 4.92×102cVcSi −2.25×102cVcSi
4.1.3 Discrete Model
The discrete model uses a continuous-time Markov chain to describe the transport of vacan-
cies and Si atoms on the 2D lattice in the highly distorted dislocation core. We define the
fractional site concentration c
(i)
A as the average occupancy of species A on a given site i, or
equivalently the probability that an A particle (vacancy or Si atom) appears at site i. Note
that one site in the 2D lattice corresponds to a column of sites along the threading direction
in the 3D system. Generally, the change in the site concentration c
(i)



























A are transition frequencies of species A between site i and site j
with j running over all the nearest neighbor sites of i, and S
(i)
A is the the source term
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that includes effects beyond simple atomic jumps. Since the projection leads to duplicated
neighbors, i.e. one single neighbor site in 2D corresponds to multiple neighbor sites in 3D,













A are rates of species transfer into and out of
site i, respectively. The source term consists of contributions from the dislocation-vacancy
interactions, the species transfer with the continuum region and the feedback from the climb









we define vectors ~cA and ~SA whose components are the fractional site concentration and the
total source term on each 2D lattice site. The dimensionality N of the vectors is the number
of sites in the dislocation core region. Then we can rewrite Eqn. (4.6) as
∂~cA
∂t
= MA · ~cA + ~SA, (4.7)







tion (4.7) describes a standard continuous time Markov chain.
Effective jumps for vacancy-mediated Si diffusion in Ni
Instead of using the DFT-computed atomic jump rates, we implement three effective jumps
based on the SCMF-computed transport coefficients to ensure consistency between the dis-
crete and mesoscale models for the Ni-Si alloy. The vacancy self-diffusion jump with rate ω0
governs the vacancy self-transport excluding the effects of the solute. The effective vacancy-
solute complex jump with rate ωco describes an effective atomic transition for a vacancy and
a solute atom jumping together from one starting position toward the same target site, which
induces a positive drag between vacancies and solute atoms. The effective vacancy-solute
exchange jump with rate ωex represents an exchange between a vacancy and a solute atom
which are initially located at a pair of neighboring sites, which induces a negative vacancy-
















Figure 4.2: Arrhenius plots for the effective atomic jump rates derived from the SCMF-
computed transport coefficients. We extract the effective migration barriers from linear fits:
1.0741±0.0005eV for ω0, 0.804±0.005 eV for ωco and 1.0149±0.0009eV for ωex respectively.
The vacancy self-diffusion jump is about ten times slower than the effective solute-vacancy
complex and exchange jumps. Below the cross over temperature 1060K, ωco is greater than
ωex producing positive solute-vacancy drag. When the temperature goes above 1060K, ωex
exceeds ωco and the solute-vacancy drag becomes negative.
computed from the corresponding isotropic transport coefficients,




















where Ω is the atomic volume and a2 is a geometrical factor for the FCC lattice which can
be different for other crystal structures.
Figure 4.2 shows Arrhenius plots of the three effective jump rates, which we compute from
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the SCMF strain-free transport coefficients at T =960K, 1060K and 1160K, respectively.
We extract the effective migration barriers from linear fits to the Arrhenius relationships:
1.074±0.0005eV for ω0, 0.804±0.005eV for ωco and 1.015±0.0009eV for ωex respectively. As
a comparison, the DFT-computed migration barriers for atomic jumps defined in the five-
frequency model[71, 72] are 1.074eV for the vacancy self-diffusion jump w0, 0.891eV for the
vacancy-solute exchange jump w2, and range between 1.003eV and 1.203eV for w1, w3 and
w4 jumps depending on the vacancy-solute configurations.
We use the three effective jumps defined above to construct the transition frequencies
ν
(i→j)
A in Eqn. (4.6). The transition frequencies for vacancies and Si solutes used in the
discrete model are respectively,
ν
(i→j)























































































= αVεv + E
f
V + kBT ln(γV)
E
(i)






= αSiεv + kBT ln(γSi).
(4.10)
Here we use a linearly interpolated migration barriers (LIMB) approximation introduced in
Ref. [73] to capture the migration barrier differences between jumps occurring at different
position and along different directions.
The discrete model with transition frequencies defined by Eqn. (4.8) and Eqn. (4.9)
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produces the same transport coefficients LVV, LSiV = LVSi, and LSiSi as the ones used in the
mesoscale model. So far, we have not considered the strain-induced anisotropy in the atomic
jump rates. In a discrete lattice, the flux ~JA of species A characterizes the net effect of A
transfer along different directions per unit time. For a given site i, the atomic jumps of a
species A from i to its nearest neighbors j and the reverse jumps all contributes to the flux
~J
(i)





















where the factor 1
2
results from the fact that contributions from atomic jumps along a
particular jump vector are evenly shared by the starting and the ending sites. Therefore,





























































































































































































To extend the above equations into a continuum medium, we make an assumption that both


















for A = V, Si. For our system, this assumption does not work well for the atomic sites






























































































These equations reduce to the differential equations in Eqn. (4.1) for the dilute limit of Si
in Ni.
Strain-dependence of effective jumps
Strains affect the atomic jump rates by modifying the corresponding saddle point energies.
Garnier et al.[47] found that the effects of strain on the saddle point energies for atomic
jumps can be expressed in terms of the elastic dipole P , such that the migration barrier
under strain is Em(ε) = Em(0) + P : ε. They also computed the elastic dipole components
for vacancy jumps along different directions using DFT for the Ni-Si alloy, and found that
for this specific system all types of atomic jumps have the same strain dependence. The
elastic dipole of the migration barrier for a vacancy jump along the [110] direction expressed
in the cubic coordinate system (i.e. x = [100], y = [010], z = [001]) is
Pαβ = δαβ (Pxxδαx + Pyyδαy + Pzzδαz) (4.15)
with components Pxx = Pyy = −0.51eV and Pzz = 7.20eV (α, β = x, y, z). The elastic
dipoles of the migration barriers for vacancy jumps along other directions can be obtain by
rotating this tensor.
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The elastic dipoles of the migration barriers for the three effective jumps ω0, ωco and ωex
are derived such that the discrete model produces the same strain derivatives of transport
coefficients, i.e. LvAB and L
t
AB, as the SCMF results that we use in the mesoscale model.
Without loss of generality, we use the vacancy self-diffusion jump ω0 as an example to
illustrate the derivation. Due to the cubic symmetry and the fact that shear strain barely
contributes to migration barriers for the Ni-Si alloy[47], it is safe to assume that the elastic
dipole for an ω0 jump along the [110] direction is in the form given by Eqn. (4.15) with
Pxx = Pyy. The elastic dipoles for ω0 jumps along other directions can be computed via
appropriate tensor rotations. When we apply a tetragonal strain along the z = [001] direction
in the form of εαβ = εδαβ(−δαx−δαy+2δαz), the migration barrier changes are −2Pxxε+2Pzzε
for jumps along the [110], [1̄10], [11̄0] and [1̄1̄0] directions and Pxxε− Pzzε for jumps along
the [101], [1̄01], [101̄], [1̄01̄], [011], [01̄1], [011̄] and [01̄1̄] directions. The derivative of LVV














Pzz − Pxx 0 0
0 Pzz − Pxx 0
0 0 2(Pxx − Pzz)
 , (4.16)
which must yield LtVVδαβ(−δαx−δαy+2δαz) to maintain consistency with Eqn. (4.4). There-
fore we obtain a linear equation




by comparing the matrix components. Similarly, by applying a volumetric strain in the form
of εαβ = εδαβ and computing the derivative of LVV with respect to ε, we obtain another linear
equation










VV) and Pzz =
kBT
3L0VV
(LvVV − 4LtVV) for ω0, which is valid for any strain tensor
that consists of volumetric and tetragonal components. The derived elastic dipole compo-
nents of the migration barriers expressed in the cubic coordinate system for the ω0, ωco and
ωex jumps along the [110] direction are listed in Table 4.2 and the elastic dipoles of the
migration barriers for effective jumps along other directions can be retrieved by appropriate
tensor rotations.
Table 4.2: Elastic dipoles [eV] derived from transport coefficients for the three effective
jumps along the [110] direction expressed in the cubic coordinate system (i.e. x = [100], y
= [010], z = [001]). For all effective jumps, Pxx = Pyy  Pzz.
T Pαβ ω0 ωco ωex
960 K
Pxx −0.35 −0.46 0.91
Pzz 7.72 7.97 5.39
1060 K
Pxx −0.37 −0.51 0.87
Pzz 7.73 7.94 5.27
1160 K
Pxx −0.38 −0.55 0.81
Pzz 7.76 8.01 5.39
The source term S
(i)
A
In our model, the edge dislocation climbs by absorbing or emitting vacancies, which induces
a source term S
(i)
react,V on each of the core sites, i.e. the purple sites in Fig. 4.1 (b). The













− are proportional to the local densities of the reactant: the









































a is a scale factor which equals the thickness of an atomic layer in the ~b × ~n
plane, ω0 serves as the attempt frequencies, which is also the frequency for moving a single
vacancy from one site to another, and ∆E is an extra energy barrier for displacing the
jog. The forward and backward reactions lead to displacements of the jog along opposite










− . The reaction described by Eqn. (4.19) introduces a vacancy source













The extra energy barrier ∆E in Eqn. (4.20) consists of two contributions ∆E = ∆Eint−
WPK, where ∆Eint is the change of interaction energy between the dislocation and surround-
ing species when the dislocation strain field is displaced, and WPK is the work done by a
Peach-Koehler force. Note that, the average number of layers that are occupied by one single




. When a jog is displaced with the absorption or emission of a vacancy,
equivalently the edge dislocation and its inherent strain field is displaced by an average




~n, causing an interaction energy increase,
∆Eint = Nt
{
E [cA(~r − δ~y), εv(~r)]− E [cA(~r), εv(~r)]
}
. (4.22)




















= V, Si) is the interaction energy between the dislocation and the surrounding species for
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a single atomic layer within the simulation domain, which is a functional of the species
concentration distribution cA(~r) and the volumetric strain field εv(~r) and ~r is the position
vector in the ~b×~n plane. The integral covers the continuum region between the inner radius
rin and the outer radius rout, and the summation runs over all discrete lattice sites. If an
extra stress σ is applied to the system when a vacancy is absorbed by the dislocation, the





~n · ~fPK. (4.23)
The species transfer between the discrete region and the continuum region provides a
source term S
(i)
trans,A on each of the boundary sites, i.e. the teal sites in Fig. 4.1 (b). The
source term S
(i)
trans,A for species A at boundary site i is the sum of all transitions of A between



















The species concentrations on the ghost sites (indexed by j′) are extracted from the mesoscale
simulation.
We employ a moving frame for both the mesoscale model and the discrete model, in
which the dislocation motion feedbacks to the species transport by modifying the fluxes in
the mesoscale simulation and causes a source term S
(i)
frame,A on each of the discrete lattice
sites. Considering the climb motion, in order to maintain the dislocation at the center of
the simulation domain, we use a frame that moves at the same velocity ~vcl as the climb.
For the mesoscale model, species in the moving frame gain an extra flux ~Jframe,A = − cAΩ ~vcl
added to Eqn. (4.1), which goes in the opposite direction to the climb. To compute the
moving frame-induced source term S
(i)
frame,A for the discrete model, we apply the Voronoi
tessellation[75–77], which is a partition of the ~b × ~n plane into polygons with each discrete
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site occupy a single polygon. We use the algorithm from Ref. [78] to compute the Voronoi
cells V (i), i.e. the area of the polygon occupied by site i, and the Voronoi edges ~d(i, j), whose
magnitude is the length of the common edge shared by the neighboring polygons i and j,





















~d(i, j) · ~vcl
V (i)
, (4.25)
where the index j runs over sites whose polygon share an edge with the polygon occupied
by site i.
Eigenvector decomposition evolution scheme
We develop an eigenvector decomposition approach instead of using the traditional finite dif-
ference evolution scheme to efficiently solve the matrix equation, Eqn. (4.7). The eigenvector
decomposition approach can increase the simulation efficiency since it can be incorporated
with adaptive time steps. For the transition matrix MA of species A at any given time t,
there always exists a dual basis[79–81], consisting of left eigenvectors and right eigenvectors.
A pair of left eigenvector ~vAl,i and right eigenvector ~v
A
r,i correspond to the same eigenvalue λ
A
i ,
and are defined by
(~vAl,i)
T ·MA = λAi (~vAl,i)T
MA · ~vAr,i = λAi ~vAr,i.
(4.26)
The dual basis satisfies biorthogonality[79]: (~vAl,i)
T~vAr,j = δij. For convenience, pairs of eigen-
vectors are sorted by the absolute values of their corresponding eigenvalues, i.e. |λA1 | ≤
|λA2 | ≤ ... ≤ |λAN |, and the right eigenvectors are normalized as (~vAr,i)T~vAr,i = 1. Even though
the transition matrix is time dependent MA = MA(t), we assume that changes in the eigen-
values and eigenvectors during a time interval [t, t + ∆t) are negligible which allows us to
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ij| ≤ |MAii |
and MAii < 0, it is guaranteed that all eigenvalues are non-positive real numbers, λ
A
i ≤
0. Therefore, the projections of the concentration vector along different right eigenvector
directions decay with their particular rates at any given evolution time, which automatically






is replaced by ∆t to avoid numerical errors induced by the limitations of machine
precision.
4.1.4 Mesoscale Model for the Region Outside the Core
We use a polar coordinate system with a non-uniform mesh to produce the mesoscale simu-
lation for the vacancy-mediated Si diffusion in the continuum region, which is governed by
Eqn. (4.1). The polar coordinate system centered at the dislocation is natural for simulating
an edge dislocation since the strain field can be expressed simply as functions of r and θ us-
ing elasticity theory, which encounters singularity at r = 0. The inner boundary conditions
at r = rin are determined by the species transfers between the discrete lattice sites and the
continuum region across the core boundary. We use an outer boundary condition to capture
the vacancy saturation due to irradiation instead of allowing vacancies to be produced or
recombined throughout the simulation region. We choose the outer radius rout = 50.0Å,
which we find is small enough to ignore the production and annihilation of vacancies within
the simulation region, while large enough to model the irradiation-induced solute diffusion
and dislocation climb. However, the models developed in the present work are also suitable
for larger length scale systems up to microns or even millimeters. The discrete mesh used to
























































































































































Figure 4.3: Illustration of the smoothing approach to convert the discrete species transfer
across the core boundary into a continuous functions which serve as the inner normal flux
boundary conditions for the mesoscale equations. The first three subfigures show the un-
smoothed and smoothed functions for vacancy transfer across the core boundary as a function
of θ for (a) a uniform distribution, (b) 5 µs under irradiation, (c) long time (steady-state)
under irradiation. Since the core boundary is angularly divided into equal-sized intervals
with ∆θ = 2π/32, the unsmoothed functions are discrete values evaluating the vacancy
transfer within each interval. For the uniformly distributed vacancies, we also compared
the smoothed function with the analytical solution. The smoothing approach is based on
a Fourier transformation, and we truncate Fourier components that have negligible contri-
bution to the smoothed function. The absolute magnitudes of Fourier components for the
three cases are displayed in (d). The threshold values for truncation for the three cases
are denoted using dashed lines (the same colors), whose value equals 0.1% of the maximum
absolute magnitude among all the 16 components. Components with absolute magnitude
less than the threshold value will be truncated. We always keep the zeroth component to
maintain the conservation law of the species transfer.
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the far field to capture the larger variations in the strain fields and point defect distributions
near the core. Therefore, we use a logarithmic mesh in the radial direction and a uniform
mesh in the angular direction. For an Nr × Nθ mesh, the grid point (ri, θj) is located at
ri = rin exp(
i
Nr
ln(rout/rin)) for i = 0, 1, . . . , Nr and θj =
j
Nθ
2π for j = 0, 1, . . . , Nθ, with
periodic boundary conditions for θ. We use a 100× 100 mesh for the mesoscale simulations.
We convert the species transfers between boundary sites and the ghost layer into inner
flux boundary conditions for the mesoscale model using a smoothing approach shown in
Fig. 4.3. We first discretize the core boundary angularly into 32 equal-sized intervals, i.e.
∆θ = π/16. Figure 4.1(c) shows a small section of the core boundary which contains two
intervals separated by black dots. We then compute an unsmoothed (discrete) function
JUA (θk) = J
U
A,k for species A defined at discrete angular points θk = (k + 1/2)∆θ, whose



















where i and i′ are pairs of neighboring sites with i indexing the boundary sites while i′
indexing the sites in the ghost layer, and the jump vector ~li,i′ between them intersect with
the core boundary within the interval
[
k∆θ, (k + 1)∆θ
)
. We smooth the discrete function
JUA by truncating its Fourier series and convert it into a continuous and smoothed function
JSA of θ, which serves as an inner flux boundary condition for species A for the mesoscale
model
~JA(r, θ) · r̂|r=rin = JSA(θ), (4.29)
where r̂ is the unit vector along the radial direction. Due to symmetry, there are at most
16 non-zero Fourier components for each unsmoothed function JUA . We truncate the Fourier
series by eliminating the Fourier components whose magnitudes (absolute values of the co-
efficient) are less than 1% of the maximum magnitude among all 16 components. We keep
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the zeroth Fourier component (i.e. the constant term) even when its magnitude is smaller
than the threshold, since it evaluates the total species transfer across the core boundary.
This smoothing approach not only maintains the angular variation of the inner fluxes, but
also guarantees the conservation law of the species transfer. Figure 4.3 uses three differ-
ent vacancy distributions to illustrate the smoothing approach which converts the discrete
vacancy transfers into continuous inner vacancy fluxes.
We apply different outer boundary conditions for the mesoscale model to obtain the
species distribution at equilibrium or to simulate the system in an irradiated environment.
The vacancy and Si distributions at equilibrium are determined by applying the equilibrium










and a constant far-field Si concentra-
tion cSi(rout, θ) = c
0
Si = 5.0% at the outer boundary and evolve the system towards its steady-
state. The bulk Si concentration is chosen as 5.0%, which we find is large enough to show sig-
nificant effect on the dislocation climb. As irradiation creates an oversaturation of vacancies
in the bulk, we model the irradiated environment by raising the far-field vacancy concentra-







= 2.77× 10−7, while
keeping the far-field Si concentration unchanged, cSi(rout, θ) = c
0
Si = 5.0%. The saturated
bulk vacancy concentration can be several orders of magnitude larger than the equilibrium
value, depending on the irradiation rate [67–69]. We run the simulations for two days of
simulation time for both outer boundary conditions, which is sufficient for both vacancies
and Si to reach their steady-state.
We apply an adaptive time step algorithm for both models to efficiently capture the large
time scale difference between vacancy and solute diffusion. The adaptive time step ∆tcon for









to ensure that during each step, the relative changes in the species concentrations do not
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exceed 10%, where ċA is the time derivative of the concentration cA (A=V, Si). For the
discrete model, we evolve the system via an eigenvector decomposition approach, so the
relative changes in the eigenvalues and eigenvectors of the transition matrices determine the






















r,i are the adaptive time step, eigenvalues and right eigen-
vectors computed from the previous step. We use ||.|| to denote 2-norms of vectors. Equa-
tion (4.31) guarantees that within the time interval [t, t + ∆tdis), the relative changes of
eigenvalues and eigenvectors of the transition matrices MA are less than 1%. Considering
the fact that the computational time of the eigenvector decomposition algorithm is roughly
two times longer than a single step of the mesoscale simulation, we use the modified adaptive







and ∆t∗dis = 3∆t
∗
con for the mesoscale model and the
discrete model, respectively. In this way, one step of evolution for the discrete model corre-
sponds to three steps of the mesoscale simulation. The adaptive time steps defined above
lead to numerically stable simulations while the time steps ∆t∗con and ∆t
∗
dis increase with
time. At the beginning of the simulation, the fast vacancy diffusion determines the magni-
tudes of ∆t∗con and ∆t
∗
dis. After vacancies reach their steady-state, the time steps ∆t
∗
con and
∆t∗dis are dominated by the slowly varying Si concentration. Simulations for the mesoscale
model are implemented using FiPy[70], a finite volume partial differential equation solver,
developed mainly for phase-field simulations.
4.2 Simulation Results
We investigate the irradiation-induced dislocation climb and the external stress-induced
climb separately using the coupled diffusion models described above. We first simulate the
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climb motion of an a
2
[11̄0](111) edge dislocation under irradiation and compute the climb
velocity vcl and its dependence on the jog density ρJ, far-field solute concentration c
0
Si and
temperature T . Simulations of vacancy-mediated Si diffusion under irradiation, parametrized
with different combinations of ρJ, cSi and T are performed, which all start from equilibrium
distributions of species. Without irradiation, if an external stress is applied to the system,
the stress-induced Peach-Koehler force can also cause the dislocation to climb. We apply a
uni-axial compressive stress along the Burger’s vector direction in the equilibrium system,
and compute the stress-induced dislocation climb velocity.
4.2.1 960K
Figure 4.4 shows that vacancies and Si solutes diffuse on different time scales, and the
irradiation-induced vacancy flux cause the formation of a Si segregate around the dislocation
at T = 960K, which is 100K below the cross over temperature. Initially at equilibrium, the
dislocation volumetric strain field determines the distributions of both species. Vacancies
form a Cottrell atmosphere, segregating to the compressive region above the slip plane and
being depleted from the tensile region below the slip plane. Silicon atoms are oversized in
Ni (αSi < 0), so they are distributed in an opposite way: segregating to the tensile region
and being depleted from the compressive region. Silicon atoms diffuse roughly seven orders
of magnitude slower than vacancies, since only the Si diffusivity depends on the vacancy
concentration. In the dilute limit, the diffusivity DA for a species A, is related to the






The expressions for the transport coefficients in Table 4.1 imply that the Si diffusivity is
proportional to the local vacancy concentration cV  1, while the vacancy diffusivity is
not. So at t = 10−3s, when vacancies have reached their steady-state, the Si distribution
68










−40 −20 0 20 40Å
t= 10−3 s
(a)






































Figure 4.4: The (a) vacancy and (b) Si distributions at t = 0s, t = 10−3s and t = 104s
under irradiation for ρJ = 10
−4Å−1. The initial distributions of both species are Cottrell
atmospheres for which vacancies segregate to the compressive region and are depleted from
the tensile region, while Si atoms are distributed the other way. At t = 10−3s the vacancies
have reached their steady-state, when irradiation creates a highly saturated vacancy atmo-
sphere through out the entire simulation region, while the Si distribution has not began
to evolve. At t = 104s, the Si atoms diffuse to their steady-state forming a Si segregate
around the dislocation. From 10−3s to 104s, the distribution of vacancies does not have
a significant change, suggesting that the evolution of Si has negligible effects on vacancy




) = 2.77 × 10−9 to capture the large spacial variation near the disloca-
tion core without losing features in the far-field area. The vacancy and Si concentrations
outside the simulation region are fixed at their far-field values, cV(r ≥ rout) = 100c0V and
cSi(r ≥ rout) = 5.0% to illustrate the outer boundary conditions.
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has not yet appreciably evolved. Both species reach their steady-states by t = 104s. In our
simulations we model irradiation by fixing the far-field vacancy concentration at two orders
of magnitude larger than the equilibrium value. This creates a driving force ∇µV between
the outer boundary rout and the dislocation core at the center of the simulation region,
which leads to a vacancy flux towards the core. Due to positive L
(0)
SiV, Si atoms are dragged
by the irradiation-induced vacancy flux, forming an out-of-equilibrium segregate around the
dislocation.
Figure 4.5 (a) and (b) show that for T =960K the irradiation causes the dislocation to
climb, and the formation of the Si segregate around the dislocation accelerates the climb
motion. The different solid curves in Fig. 4.5 (a) show that the system exhibits three
time regimes before reaching the steady-state. At the beginning of the simulation, the
dislocation is stationary since both species are at their equilibrium distribution (lowest energy
state). During the first time regime from the beginning, the irradiation modifies the vacancy
distribution and generates a vacancy flux into the core, causing the dislocation to climb
with an increasing velocity vcl. When vacancies reach their steady-state roughly between
10−4s and 10−3s, the system enters the second time regime, during which vacancies maintain
their steady-state while it is too early for Si distribution to evolve significantly. Within the
second regime, the climb velocity vcl stays constant: 2.63 × 10−5(Å·s−1) for ρJ = 10−5Å−1,
2.42×10−4(Å·s−1) for ρJ = 10−4Å−1 and 2.24×10−3(Å·s−1) for ρJ = 10−3Å−1. These values
are close to their corresponding solute-free climb velocities shown as dashed lines, and are
approximately proportional to the jog density ρJ. This proportionality is due to the fact
that the rates given by Eqn. (4.20) for the dislocation-vacancy reactions that lead to climb
are directly proportional to ρJ. As the simulation proceeds, the system enter the third time
regime around 10s when the Si atoms begin to segregate around the dislocation which leads
to an increase in vcl. When both species reach their steady-states, the climb velocity vcl
converges to a constant value: 6.62× 10−5(Å·s−1) for ρJ = 10−5Å−1, 4.57× 10−4(Å·s−1) for
ρJ = 10
−4Å−1 and 2.97× 10−3(Å·s−1) for ρJ = 10−3Å−1. The formation of the Si segregate
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Figure 4.5: Irradiation-induced dislocation climb velocities vcl as functions of (a) evolution
time t and (b) far-field solute concentration c0Si, as well as (c) contour plots of the steady-
state Si concentration distribution at 960K for three different jog densities ρJ ranging from
10−5Å−1 to 10−3Å−1. Simulations for (a) and (c) are produced with c0Si = 5.0%. In (a) the
evolution of the climb velocity vcl shows three time regimes. The first regime is from the
beginning to about 10−4s, during which the climb velocity vcl increases due to the vacancy
diffusion after introduction of irradiation. The second regime is roughly between 10−4s
and 10s, during which vacancies stay at their steady-state while the Si distribution has
not yet appreciably evolved, and the climb velocity vcl stays constant. The third regime is
approximately from 10s to 103s, during which the climb velocity vcl goes up again due to the
formation of the Si segregate until both species reach their steady-state by 103s. The dashed
lines indicate the steady-state climb velocities without the presence of Si solute for different
jog densities. Subfigure (b) shows that for all three jog density values, the steady-state climb
velocity increases with c0Si linearly in the log scale plot, but the slope of each line decreases
with jog density ρJ. Subfigure (c) shows that changes in the jog density modify the size and
shape of Si segregate at steady-state. The size of the segregate decreases with ρJ.
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accelerates the irradiation-induced dislocation climb since the oversized Si atoms segregate
to the compressive region above the core, lowering the energy barrier for motion in this
direction, i.e. producing a negative ∆Eint given by Eqn. (4.22). Figure 4.5 (c) shows that
for all three jog density values, the steady-state climb velocities increase with the far-field
solute concentration c0Si linearly in a log scale plot, confirming that the presence of Si solutes
accelerates the climb motion.
Figure 4.5 (c) shows that the size of the Si segregate decreases with the jog density ρJ,
which leads to a decrease in the climb acceleration caused by the formation of the segregate
(i.e. the ratio between climb velocities after and before the redistribution of Si solutes). The
steady-state Si distribution depends on the velocity of the moving frame that we use to keep
the dislocation at the center of the simulation domain. As the jog density increases, the
velocity of the moving frame must increase to catch up the dislocation climb, and Fig. 4.5
(c) shows that less Si atoms segregate around the dislocation. In return, a Si segregate with
a smaller size leads to a smaller reaction barrier ∆E in Eqn. (4.20), causing less acceleration
in the climb velocity. Figure 4.5 (a) shows that when ρJ = 10
−5Å−1, the formation of Si
segregation accelerates the climb by a ratio of 2.51, while after we raise the jog density by
two orders of magnitudes, ρJ = 10
−3Å−1, the segregation-induced acceleration ratio is only
about 1.33. Figure 4.5 (b) shows that the slope of each vcl-c
0
Si line, i.e. the derivative of
steady-state vcl with respect to c
0
Si, decreases with ρJ. As we change c
0
Si from zero to 10.0%,




Figure 4.6 shows that at the cross over temperature T = 1060K, since there is no out-of-
equilibrium Si segregate formed, the Si solutes have a smaller effect on the irradiation-induced
dislocation climb than at T = 960K. Due to the zero solute-vacancy drag L0SiV(T = 1060K) =
0, the diffusion of both species are decoupled, and the irradiation-induced inner vacancy flux
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Figure 4.6: Irradiation-induced dislocation climb velocities vcl as functions of (a) evolution
time t and (b) far-field solute concentration c0Si, as well as (c) contour plots of the steady-
state Si concentration distribution at the cross over temperature 1060K for three different jog
densities ρJ ranging from 10
−5Å−1 to 10−3Å−1. Simulations for (a) and (c) are produced with
c0Si = 5.0%. The solid curves in (a) show that during the first two time regimes, the climb
velocity vcl behaves similarly as Fig. 4.5 (a): initially increases due to the vacancy diffusion
and then stays at a constant value after vacancies reach their steady-state. However, the
third regime can hardly be distinguished from the second regime, i.e. the climb velocity vcl
does not change significantly during the Si diffusion. Subfigure (b) shows horizontal lines for
all three jog density values, suggesting that at the cross over temperature, the irradiation-
induced dislocation climb weakly depend on the solute concentration. Subfigure (c) shows
that due to the zero solute-vacancy drag L0SiV(T = 1060K) = 0, the irradiation-induced
vacancy flux has little influences on the diffusion of Si atoms. Therefore, at steady-state,
the distributions of Si are similar to the equilibrium distribution: Cottrell atmospheres with
segregation in the tensile region and depletion in the compressive region. The moving frame
with different velocities (corresponding to different jog densities ρJ) modifies the steady-state
Si distribution, leads to a deviation from the equilibrium Si distribution.
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has negligible influence on the Si transport. Therefore as Fig. 4.6 (c) shows, the steady-
state Si distributions are Cottrell atmospheres similar as the equilibrium Si distribution,
for which Si atoms segregate to the tensile region and are depleted from the compressive
region. The moving frame with different climb velocities modifies the steady-state solute
distribution. From the solid curves in Fig. 4.6 (a), we identify the three time regimes defined
in Section 4.2.1. Within the first two regimes, the climb velocity behaves similarly as Fig. 4.5
(a): vcl increases as irradiation generates a vacancy flux going into the core, then converges
to the solute-free value (shown with dashed lines) when vacancies reach their steady-state,
and stays at this value until the Si distribution begins to evolve. However, the climb velocity
vcl has little change during the third time regime, within which Si atoms diffuse towards their
steady-state. For ρJ = 10
−5Å−1, 10−4Å−1 and 10−3Å−1, vcl decreases by ratios of 1.02, 1.03
and 1.05, respectively during the time interval between 10s and 103s, which are less than the
climb velocity changes due to formation of the Si segregate at T = 960K. Analytically, the
Cottrell atmosphere Si distribution at equilibrium produces zero reaction barrier ∆Eint = 0
given by Eqn. (4.22). Therefore the steady-state Si distributions shown in Fig. 4.6 (c) have
negligible contributions to ∆Eint, and to the climb velocity vcl as well. Moreover, Fig. 4.6
(b) shows approximately horizontal lines for all three jog density values, which verifies the
fact that at the cross over temperature the presence of Si solute has a less effect on the
dislocation climb compared with the 960K case. As we change c0Si from zero to 10.0%, the
steady-state vcl decreases by factors below 15% for all three jog density values.
4.2.3 1160K
Figure 4.7 shows that at T = 1160K, the irradiation causes a depletion of Si around the
dislocation mostly spreaded in the compressive region above the slip plane, which decelerates
the climb motion. Since at 1160K, the solute vacancy drag L0SiV < 0, or equivalently ωex >
ωco, the irradiation-induced inner vacancy flux causes Si atoms to be depleted from the core
as is shown in Fig. 4.7 (c). The oversized Si atoms are energetically favored by the tensile
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Figure 4.7: Irradiation-induced dislocation climb velocities vcl as functions of (a) evolution
time t and (b) far-field solute concentration c0Si, as well as (c) contour plots of the steady-
state Si concentration distribution at 1160K for three different jog densities ρJ ranging from
10−5Å−1 to 10−3Å−1. Simulations for (a) and (c) are produced with c0Si = 5.0%. We can
identify the three time regimes from the solid curves in (a). During the first two regimes, the
climb velocity vcl behaves similarly as the 960K and 1060K cases: initially increases due to
the vacancy diffusion and then stays at a constant value after vacancies reach their steady-
state. During the third regime, i.e. roughly between 10s and 103s, the climb vcl decreases
due to the formation of a Si depletion region around the core (shown in (c)). Subfigure
(b) shows that for all three jog density values, the steady-state climb velocity decreases
with c0Si linearly in the log scale plot, and the slope increases (or the absolute value of the
slope decreases) with the jog density ρJ. At 1160K, due to the negative solute-vacancy drag
L0SiV(T = 1160K) < 0, the irradiation-induced vacancy flux leads to depletion of Si around
the dislocation and mostly distributed in the compressive region, as is shown in (c). The
size and shape of the Si depletion region at steady-state depend on the jog density ρJ. The
size of the Si depletion region decreases with ρJ.
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region and unfavored by the compressive region, therefore the depletion of Si is enhanced
above the slip plane and is weaken below the slip plane. The evolution of vcl shown by solid
curves in Fig. 4.7 (a) experience the three time regimes defined in Section 4.2.1. The climb
velocity vcl behaves similarly as the 960K and 1060K cases during the first two regimes:
initially increases due to the vacancy diffusion under irradiation, and then converges to
and stays at a constant value after vacancies reach their steady-state. The Si depletion
region (shown in Fig. 4.7 (c)) is formed during the third regime, i.e. approximately between
10s and 103s, in which the climb velocity vcl decreases. Opposite to the Si segregation at
960K, the depletion of Si atoms around an edge dislocation produces a positive ∆Eint given
by Eqn. (4.22), i.e. energetically favors the climb motion toward the tensile region, which
reduces the irradiation-induced climb motion. Moreover, Fig. 4.7 (b) shows that for all three
jog density values, the steady-state climb velocities under irradiation decrease with the far-
field solute concentration c0Si linearly in a log scale plot, confirming that the presence of Si
solutes decelerates the climb motion at T = 1160K.
At T = 1160K, the reduction of the dislocation climb velocity caused by the formation of
the Si depletion region under irradiation decreases with the jog density ρJ. As is discussed in
Section 4.2.1, the climb velocity vcl increases with the jog density ρJ and the moving frame
with different velocities vcl modifies the steady-state solute distribution. Figure 4.7 (c) shows
that the size of the Si depletion region around the dislocation under irradiation decreases
with ρJ, which results in a smaller reaction barrier ∆Eint and a smaller deceleration in the
climb motion. Figure 4.7 (a) shows that during the formation of the Si depletion regions,
the climb velocities are reduced by factors of 1.86, 1.57 and 1.30 for ρJ = 10
−5Å−1, 10−4Å−1
and 10−3Å, respectively. Figure 4.7 (b) shows the slope of each vcl-c
0
Si line increases with
ρJ (they all have negative values). As we increase c
0
Si from zero to 10.0%, the steady-state
vcl are reduced by factors of 3.00, 2.22 and 1.61 for ρJ = 10
−5Å−1, 10−4Å−1 and 10−3Å,
respectively. The reduction ratio decreases with the jog density ρJ.
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4.2.4 External stress-induced dislocation climb
Figure 4.8 shows that the Si solutes decelerate the dislocation climb motion caused by a
compressive uniaxial stress σ = 200MPa along the Burger’s vector~b direction at equilibrium.
Although the equilibrium boundary conditions are applied, the external compressive stress σ
induces a Peach-Kohler force on the dislocation along the ~n direction, causing the dislocation
to climb towards the compressive region with a velocity approximately proportional to the
jog density ρJ. Except for the Peach-Kohler force, the change of the interaction energy
∆Eint, defined by Eqn. (4.22), between the dislocation and the surrounding species also
contributes to the reaction barrier ∆E of Eqn. (4.20). At the beginning of the simulation
both species have equilibrium distributions, which produce a zero ∆Eint. However, as the
dislocation climbs the solute distribution changes, causing a positive ∆Eint and decelerating
the climb motion. Figure 4.8 (c) shows that as ρJ increases (which corresponds to a faster
moving frame) the deviations of the steady-state Si distribution from the equilibrium Si
distribution increase, which results in a larger ∆Eint and a larger decrease in vcl. This is
confirmed by Fig. 4.8 (b) which shows that the scaled steady-state climb velocity decreases
linearly with c0Si, and the slope increases with ρJ. If we increase c
0
Si from zero to 10.0%, the
steady-state vcl are reduced by ratios of 1.05, 1.09 and 1.191 for ρJ = 10
−5Å−1, 10−4Å−1
and 10−3Å−1, respectively. These ratios are smaller than the climb velocity changes due to
irradiation-induced solute segregation or depletion (note that the scale is linear in Figure 4.8
(b)).
4.3 Conclusions
We simulate the vacancy-mediated diffusion of Si solutes in FCC Ni near an a
2
[11̄0](111)
edge dislocation using a multi-scale approach, and compute the climb velocity induced by
irradiation and by a compressive uniaxial stress along the Burger’s vector direction. The
multi-scale approach uses a discrete model to capture the thermally activated atomic tran-
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vcl × 10 for ρJ = 10−4Å−1
vcl × 100 for ρJ = 10−5Å−1


















































Figure 4.8: The stress-induced dislocation climb velocities vcl as functions of (a) evolution
time t and (b) far-field solute concentration c0Si, as well as (c) the concentration differences
∆cSi between the steady-state Si distribution under a uniaxial stress and the equilibrium Si
distribution. We apply the compressive stress σ = 200MPa along the ~b direction without
irradiation at 960K for three different jog densities ρJ ranging from 10
−5Å−1 to 10−3Å−1.
The simulation data in (a) and (c) are generated for c0Si = 5.0%. Since the Si solutes have
smaller effects on the stress-induced climb compared to the climb motions under irradiation
(the 960K and 1160K cases), we use a linear scale for (a) and (b) to capture the smaller
variation of vcl versus t and c
0
Si compared with the irradiated cases. We scale vcl by factors
of 10 and 100 for ρJ = 10
−4Å−1 and 10−5Å−1 respectively to allow for an easier comparison
between the results for different jog densities. The solid curves in (a) still show three time
regimes. The climb velocity vcl decreases due to the vacancy diffusion during the first regime
and stays constant during the second regime. As Si solutes diffuse to their steady-state in the
third regime, vcl decreases. Subfigure (b) shows that the scaled steady-state climb velocity
decreases linearly with c0Si, and the slope increases with ρJ. Since in this case, we find that
the steady-state Si distribution are close the the equilibrium Si distribution, we plot the
deviation ∆cSi = cSi− cEqSi instead in (c), which shows that a larger jog density ρJ leads to a
larger dislocation climb, causing a larger deviation from the equilibrium Si distribution.
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sitions and defect reactions in the highly distorted dislocation core, which is coupled to a
mesoscale model to efficiently reproduce the time evolution of species concentrations in the
far-field region. Irradiation induces a vacancy flux into the core, causing the dislocation to
climb towards the compressive region. The value of L0SiV crucially determines the diffusion
behavior of Si solutes under irradiation: the positive L0SiV at 960K (i.e. below the cross over
temperature) induces a Si segregate around the dislocation; the zero L0SiV at 1060K (i.e.
at the cross over temperature) causes the Si to form a Cottrell atmosphere similar to the
equilibrium Si distribution; and the negative L0SiV at 1160K (i.e. above the cross over tem-
perature) leads to a Si depletion region around the dislocation which is mostly distributed
above the slip plane. We also apply a compressive uniaxial stress σ = 200MPa along the
Burger’s vector ~b direction on the equilibrium system in the absence of irradiation, which
produces a Peach-Kohler force ~fPK along the ~n direction that causes the dislocation to climb
towards the compressive region. In this case, the diffusion of Si solutes is similar to the
irradiated case at 1060K, forming a Cottrell atmosphere at steady-state, which is similar to
the stress-free equilibrium Si distribution.
The Si solutes affect the dislocation climb motion by producing a non-zero interaction
energy barrier ∆Eint defined by Eqn. (4.22). When irradiation or an external stress is applied
on the system, the dislocation climbs with a velocity vcl approximately proportional to the
jog density ρJ. Under irradiation, the Si segregate formed at 960K produces a negative
∆Eint, accelerating the climb, while the Si depletion region formed at 1160K produces a
positive ∆Eint, reducing the climb. At the cross over temperature 1060K, the Si solutes have
a smaller effect on the irradiation-induced dislocation climb than the 960K and 1160K cases.
Without irradiation, the Si solutes reduce the dislocation climb caused by a compressive
uniaxial stress σ = 200MPa along the ~b direction, and the effect of solutes on the climb
in this case is smaller compared with the irradiation-induced Si segregate at 960K and the
irradiation-induced Si depletion region at 1160K. As the dislocation climbs, we use a moving
frame to maintain the dislocation at the center of the simulation region, which modifies the
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Si distribution at steady-state. This modification of the Si distribution contributes to ∆Eint
defined by Eqn. (4.22), and affects the climb motion as well.
From the background vacancy concentration cV(r = rout) = 2.72 × 10−7, the vacancy
diffusivity DV and the sink strength k
2 we can estimate the corresponding irradiation rate
φ. Ref [82] shows an relationship between the irradiation rate φ and the induced saturated
vacancy concentration cV(r = rout),











where rc ≈ a is the vacancy-interstitial recombination distance. For a sink strength k2 =
1014m−2, we can solve for the irradiation rate φ ≈ 3.03 × 10−8dpa·s−1 for the boundary
conditions that we used in our simulation. Note that if the main contribution of sinks comes
from edged dislocations, the value of the sink strength k2 depends on the jog density ρJ. In
this situation the same irradiation rate induces different background vacancy concentrations
for different ρJ. For simplicity, in our simulation we consider the sink strength to be constant.
Taking into account the diffusion of self-interstitials (SIA), the climb motion of the edge
dislocation could be quite different. Irradiation causes a cascade of collision, producing
a large amount of vacancy-SIA pairs in bulk, and both vacancies and SIAs tend to be
annihilated at the edge dislocation. The absorption of a vacancy and an SIA leads to
the climb towards opposite directions for an edge dislocation, so if the inner net fluxes of
vacancies and SIAs are equal, the edge dislocation should stay stationary without climb.
Considering the fact that SIAs diffuse much faster than vacancies, we expect the dislocation
to move towards the tensile region first. Until at a particular time point when the vacancy
flux dominates the interstitial flux, the dislocation stops and begins to move towards the
compressive region. Adding the effects of vacancy-SIA recombination, formation of voids and
the coupling between solute atoms and SIAs, the system could be much more complicated,
which hopefully will be investigated by the future researchers.
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In this study we have focused on a specific diffusion process that leads to irradiation-
driven climb and stress-driven climb for an edge dislocation in Ni-Si alloy, but the multiscale
approach can be applied to other systems. The multi-species transport equations (Eqn. (4.1))
as well as the expressions for species chemical potentials (Eqn. (4.2)) and transport coeffi-
cients (Eqn. (4.4)) are general and can be applied to other material systems. The derived
effective jumps ω0, ωco and ωex describe the transport behavior of multiple species on a pro-
jected discrete lattice, and the derivations are not limited to a specific system. The partition
of the simulation domain into a discrete region and a continuum region is a tradeoff between
accuracy and computational efficiency. The eigenvector decomposition approach dramati-
cally accelerates the evolution for the discrete model. The moving frame enables us to model
moving defects. Therefore, the multiscale methodology can be extended to model systems
with larger length scales up to millimeters, and simulate more complex diffusion processes,
such as the solute diffusion near dislocation loops or grain boundaries, the dislocation motion




The goal of this work is to develop a computational model to simulate the diffusion of point
defects and solutes near extended defects like dislocations or grain boundaries which inher-
ently generate heterogeneous strain fields around them. Traditional atomistic approaches
like MD or KMC can do this work but their poor computational efficiency prevent them
from simulating systems with large length-scale (up to millimeters) and large time-scale
(up to hours or days). Onsager transport equations use Onsager matrices, or i.e. transport
coefficients, to describe the diffusion behavior of species, which are more efficient but less
accurate and usually encounters singularity at defect cores. Models such as KMC, SCMF, or
GF approaches, are proposed to bridge the microscopic atomic jump rates to the macroscopic
transport coefficients. We make a tradeoff between efficiency and accuracy by spatially cou-
pling a discrete atomistic approach to a continuum mesoscale model, for which the discrete
approach simulates the defect cores, while the mesoscale model uses the Onsager transport
equations to simulate the less distorted region outside the cores. We used a special case of
vacancy-mediated Si diffusion in FCC Ni near an edge dislocation to test our model and got
some interesting results.
5.1 Summary of results
We developed three KMC-based methods to compute the derivatives of transport coefficient
L with respect to strain ε for vacancy-mediated solute diffusion in FCC Ni. The finite
difference (FD) method uses a central difference scheme to approximate the strain deriva-
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tives of Onsager matrices, which is easy to implement but has the largest statistical error
among the three. The correlated finite difference (CFD) method improves the FD method
by introducing artificial correlations between KMC calculations for the positively strained
and negatively strained systems, which leads to a decrease in the statistical error. The
perturbation theory (PT) approach treats the strain as a perturbation on the unstrained
system and assumes that the perturbed system follows trajectories similar to trajectories in
the unperturbed system. Then the desired physical quantities of the strained system can
be computed by simply re-weighting the existing unstrained trajectories without producing
new KMC calculations. We illustrated the three derivative approaches using an uncorre-
lated single vacancy diffusion system and a correlated vacancy-mediated Si diffusion system
both in FCC Ni, and evaluated their performances by comparing their statistical errors and
true errors for the computed transport coefficient derivatives with respect to a tetragonal
strain. For the single vacancy diffusion system, the PT method works best. For the vacancy-
mediated Si diffusion, which requires long trajectories to regain the correlation information,
the CFD method produces the least errors.
A mesoscale model informed with SCMF-computed transport coefficients was applied to
simulate the vacancy-mediated diffusion of Si in FCC Ni near an a
2
[11̄0](111) edge disloca-
tion under irradiation. We performed sequential simulations of vacancy-mediated diffusion
of substitutional Si in FCC Ni near an edge dislocation: first under equilibrium boundary
conditions, which provides initial conditions for the second simulation of diffusion under irra-
diation. The strain field around the dislocation induces heterogeneity and anisotropy in the
defect transport properties and determines the steady-state vacancy and Si distributions. At
equilibrium both vacancies and Si solutes diffuse to form Cottrell atmospheres with vacan-
cies accumulating in the compressive region above the dislocation core while Si segregates to
the tensile region below the core. Irradiation raises the bulk vacancy concentration, driving
vacancies to flow into the dislocation core. The out-of-equilibrium vacancy fluxes drag Si
atoms towards the core, causing a Si segregate around the core which is mostly distributed
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in the compressive region, despite Si being an oversized solute in Ni.
We extended the existing mesoscale model into a multiscale approach by coupling it
to a discrete model, which captures the thermally activated atomic transitions and defect
reactions in the highly distorted dislocation core. We used the multiscale approach to in-
vestigate the climb of an a
2
[11̄0](111) edge dislocation in Ni-Si alloy caused by irradiation
and by an externally applied stress, and to quantify the effect of Si solutes on the climb
velocity. We first simulated the dislocation climb motion under irradiation at three different
temperatures, corresponding to three different Si-vacancy drag regimes. At 960K there is
positive drag, and the Si solutes form a segregate around the dislocation which accelerates
the dislocation climb. At 1160K there is negative drag, and the Si solutes form a depletion
region around the dislocation which decelerates the climb. At 1060K, i.e. the cross over
temperature where the drag is zero, the diffusion of Si and vacancies is decoupled and the Si
solutes have a smaller effect on the climb motion than at the other two temperatures. We
then apply a compressive uniaxial stress σ = 200MPa along the Burger’s vector direction on
the equilibrium system, which causes the dislocation to climb by producing a Peach-Koehler
force. The presence of Si solutes reduces the climb motion, but the effect of solutes on the
climb in this case is smaller compared to the effect of the irradiation-induced Si segregate at
960K and the irradiation-induced Si depletion region at 1160K.
5.2 Limitations and future work
Regarding the KMC work, though employed with the optimal parameters, the three deriva-
tive approaches have large statistical errors for computing Onsager matrix derivatives with




is CFD which has the lowest relative statistical error of 10% for 20 million
KMC transition steps. This is neither efficient nor accurate enough to provide input data for
our following mesoscale and multi-scale simulations. Instead the analytical self-consistent
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mean field (SCMF) method has been proven to be an efficient and accurate way to com-
pute the transport coefficients and their derivatives[25, 47]. However, the three KMC based
derivative approaches developed in this work are more general than the SCMF method. The
FD, CFD and PT methods can quantify responses of any physical quantities to a small
perturbation in a physical system, if the quantities can be extracted from stochastic ap-
proaches like Monte Carlo simulations. However, the SCMF method can only be applied to
the diffusion system. For example, the three derivative approaches can be used to investigate
the magnetization in ferromagnetic systems, which is beyond the capability of the SCMF
method.
The mesoscale and multi-scale models are valid for dilute vacancies and Si solutes, and
when the strain in the continuum region is small. First of all, we assume both species are in
the dilute limit, at which only vacancy-solute pairs are considered in the cluster expansion in
the chemical potential and the SCMF solution for transport coefficients are exact[25, 36]. In
our system, the vacancy concentration cV is below 10
−6 and the Si concentration cSi is around
10%, in which scenario we can estimate the contribution from three or more-body vacancy-
Si clusters is below 10% of that from vacancy-Si pairs and below 1% of the total chemical
potential. For the multis-scale simulation, the solute concentration values are ranging from
0 to 10%, which is small enough to maintain the dilute limit while large enough to produce
significant effect on dislocation climb. Second, we use a small strain limit to validate the
linear dependence of chemical potentials and transport coefficients on strain components in
the continuum region. In our simulations, the inner radius rin is picked such that all strain
components in the continuum region are below 1%.
Within our discrete model, the effective jump rates are derived from the SCMF-computed
transport coefficients to maintain consistency between the the discrete model and the mesoscale
model. We take advantage of the translational symmetry of the edge dislocation and project
all the atomic sites and vacancy jumps into the ~b× ~n plane. However, this projection leads
to a lose of correlation information among jumps along the threading ~t direction. Therefore,
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directly using DFT-computed atomic jump rates can cause inconsistency. The derivation for
the effective jump rates is general, which requires L0SiV < L
0
SiSi that is always true in a phys-
ical system. The elastic dipoles (strain dependence) of migration barriers for the effective
jumps depend on the alloy composition and crystalline structure. For other alloy systems,
the expressions for these elastic dipoles could be much more complicated.
The eigenvector decomposition evolutions scheme in the discrete model dramatically
accelerates the simulation, which is valid when all eigenvalues of the transition matrices are
non-positive real numbers (i.e. the transition matrices are non-positive definite matrices.).
Indeed, our construction of the transition matrices guarantees that the diagonal elements
M ii are always negative and the magnitude of each diagonal element is not less than the sum
of the magnitudes of all other elements in the same row (or column): |M ii| ≥
∑
j 6=i |M ij|
(or |M ii| ≥
∑
j 6=i |M ji|), which is a sufficient condition for the transition matrices to be
non-positive definite.
For the multi-scale simulation, we have focused on a specific dislocation system in an
FCC Ni-Si alloy, but the multi-scale approach can also be applied to other systems. The
multi-species transport equations as well as the expressions for species chemical potentials
and transport coefficients are general and can be applied to other material systems. The
effective jumps ω0, ωco and ωex describe the transport behavior of vacancies and solutes on
a projected discrete lattice, and the derivations for the effective jump rates are not limited
to this particular system. The partition of the simulation domain into a discrete region and
a continuum region is a tradeoff between the accuracy and computational efficiency. The
moving frame enables us to model moving defects. Therefore, the multiscale methodology
can be extended to model systems with larger length scales up to millimeters, and simulate
more complex diffusion processes, such as the solute diffusion near dislocation loops or grain
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