Abstract. We prove that the existence of invariant measures for families of so-called atomic operators (nonlinear generalized weighted shifts) defined over spaces of measurable functions follows just from the existence of appropriate invariant bounded sets. Typically such operators come from infinite dimensional stochastic differential equations generating not necessarily regular solution flows, for instance, from stochastic differential equations with time delay in the diffusion term (regular solution flows called also Carathéodory flows are those almost surely continuous with respect to the initial datum). Thus it is proven that to ensure the existence of an invariant measure for a stochastic solution flow it suffices to find a bounded invariant subset, and no regularity requirement for the flow is necessary. This result is based on the possibility to extend atomic operators by continuity to a suitable set of Young measures, which is proven in the paper. A motivating example giving a new result on existence of an invariant measure for a possibly non regular solution flow of some model stochastic differential equation is also provided.
Introduction
The paper deals with existence of invariant measures for stochastic solution flows, i.e. flows generated by stochastic differential equations. The invariant measures for such flows are usually random (see, e.g. [2] ), i.e. are defined on the product of the conventional phase space with the underlying probability space. It is known that the principal difficulty in studying existence of such invariant measures is the possibility of extending the flow by continuity to the space of random measures endowed with the suitable weak topology. Once this is done, the existence of an invariant bounded subset for the flow (which is customarily obtained by some a priori estimates on solutions of the underlying equations) gives the existence of an invariant measure through the standard Krylov-Bogolyubov procedure [2] . Thus it is the existence of a continuous extension of stochastic solution flows the main subject of the present paper. It is important to remark that it is by now known to be valid only in the case of so-called regular random dynamical systems, i.e. those generating Carathéodory solution flows, that is, solution flows which almost surely consist of continuous paths with respect to the initial datum. In fact, only such flows are studied in [2] . Regularity in the above sense is a rather strong requirement for a random dynamical system which, first and foremost, might be difficult to verify (and in fact, is known to be fulfilled only in a quite limited number of situations, e.g. for stochastic ODE's with "nice" right-hand side involving standard Brownian motion), and, what is more important, is known to be false in general. In fact, there are some natural examples of stochastic differential equations, especially in infinite dimensional spaces, for which regularity fails, i.e. which produce non-Carathéodory flows. The most prominent example of this kind is a stochastic delay equation, where delay is incorporated in the diffusion term (see e.g. [14] , or the recent paper [19] ). Another example can be found in the present paper (Example 6.2).
The crucial difference between Carathéodory (i.e. regular) and non-Carathéo-dory (i.e. non-regular) solution flows is their behavior with respect to the natural topology on the set of measures. Any Carathéodory flow can easily be extended to a continuous solution flow defined on the set of measures equipped with the suitable weak (narrow) topology [2] . This is due to the fact that the measures of interest are linear functionals on the linear space of Carathéodory functions, so that f ♯ µ (defined by f ♯ µ(A) := µ(f −1 (A))) is again a measure for any Carathéodory function f , and the desired extension is just µ → f ♯ µ. This argument breaks completely down if the flow is non-Carathéodory. This is not surprising since non-regular random dynamical systems usually provide an erratic behavior [14] .
In the present paper we solve this problem by proving the existence of a continuous extension of a general non-Carathéodory flow to the appropriate set of random measures. In particular this gives an opportunity to define the very notion of an invariant measure for non-Carathéodory flows coming from non-regular random dynamical systems and to prove results on existence of invariant measures for general random dynamical systems, including those which do not generate Carathéodory solution flows and which therefore cannot be covered by the existing theory presented in [2] . Summing up, the main result of the paper can be stated as follows: to ensure the existence of an invariant measure of a stochastic solution flow it is unnecessary to check the regularity of the flow and thus it suffices to find a bounded invariant subset.
Structure of the paper and principal results. The paper is organized as follows. In Section 2 we recall the definition of the so-called "atomic" operator introduced and studied in [10] and provide some examples of these operators.
In Section 3, which is central to this work, we explain how atomic operators can be extended by continuity to the set of measures we are interested in (which roughly speaking is the closure in the narrow topology of the set of random Dirac measures, i.e. measures concentrated over graphs of functions). Namely, we show that
• every continuous atomic operator between Lebesgue-Bochner spaces can be extended by continuity to an operator between the spaces of measurable functions, and the extension is still a continuous atomic operator (Proposition 3.1); • every continuous atomic operator between spaces of measurable functions can be extended by continuity to a continuous operator defined on Young measures, namely, over the closure in the narrow topology of the set of random Dirac measures (in fact, even to a linear continuous operator defined on a much wider space dual to a special space of Carathéodory functions), and such an extension is unique (Theorem 3.3).
It is the latter result that is most important for the applications to random dynamical systems. The idea behind it is to observe that an extension to the linear space dual to that of Carathéodory functions (containing the space of Young measures) of any atomic operator should be linear (as is, for instance, the respective extension of a Nemytskiǐ operator generated by a Carathéodory function, which is a particular case of an atomic operator). However, in the non-Carathéodory case it seems to be problematic to arrange an explicit formula for the extension. That is why we first look at the predual space consisting of Carathéodory functions and construct there the conjugate operator which again should be linear, and then obtain the desired continuous extension of the given atomic operator just by the standard duality argument. This fact is crucial for Section 4, where we prove the results on the existence of invariant measures for (families of) atomic operators. We also show by means of a series of examples in Section 3, sometimes even elementary, that the results on extensions of atomic operators are rather sharp in the sense that atomicity is quite essential for such results to hold. Namely, there exist continuous operators which cannot be extended neither from Lebesgue-Bochner spaces to spaces of measurable functions, nor from spaces of measurable functions to Young measures, and there exist as well operators extendible to measures but with extensions not coming from linear operators.
In Section 5 we show that normally stochastic differential equation give rise to solution flows (also called evolution families) consisting of local operators: for this property to hold for a stochastic differential equation one just needs well-posedness of the respective initial value problem. This fact is in sharp contrast with the problem of existence of a Carathéodory flow, which often requires much more sophisticated analysis of solutions.
Of course, any Carathéodory flow consists of local operators, but the converse is in general false. This is shown via examples in Section 6. The main goal of this section is introducing the notion of a generalized cocycle property. The difference between a classical cocycle property (see e.g. [2, p. 5] ) and the generalized cocycle property is exactly the difference between Carathéodory and non-Carathéodory flows.
In Section 7 we show that an invariant measures for a stochastic solution flow is a common fixed point for a family of atomic operators constructed from the generalized cocycle property and extended by continuity in the narrow topology to Young measures. This section contains also the existence result for a model stochastic differential equation (Theorem 7.2). This result is only intended as an illustration of applicability of the abstract theory developed in the paper. In fact, it refers to the situation where the solution flow may be not regular. Thus it may be seen as the motivating example for the technique developed in this paper.
Since the results we provide often require quite a lot of technicalities that are not always easy to follow, it is our explicit intention to put all the necessary technical statements in the appendices. In particular, Appendix A contains some auxiliary results on local functionals and local operators. In particular, Corollary A.6 gives the representation of local operators under certain assumptions as Nemytskiǐ operators generated by Carathéodory functions. Though being far less general than the representation theorem for local operators from [16] (provided there without detailed proof), it suffices for our purposes and its proof is independent of that outlined in [16] and shorter than the latter. In Appendix B we provide the lengthy and technical proof of Theorem 7.2 which is a motivating example for this paper. At last, Appendix C contains some not difficult auxiliary results on tightness of sets of functions as well as of local operators that we need in the paper.
Atomic operators
2.1. Notation and preliminaries. The triple (Ω, Σ, P), where P is a finite positive (resp. probability) measure defined on a σ-algebra Σ of P-measurable subsets of a set Ω, is as usual called measure (resp. probability) space. By default in the sequel we will assume all measure spaces we will be dealing with to be complete (i.e. the respective σ-algebra Σ is complete with respect to P). Also, throughout the paper, unless explicitly stated otherwise, we assume all the finite measures to be probability measures just as a matter of technical assumption simplifying the notation (in fact, all the results of this paper remain true if probability measures are replaced by finite measures). We recall also that (Ω, Σ, P) is called a standard measure space, if Ω is a Polish space (i.e. separable metrizable with complete distance), P is a Borel measure on Ω, Σ is either the σ-algebra of Borel subsets of the space Ω or its P-completion. All the metric spaces are also silently assumed to be complete, unless otherwise explicitly stated. A norm in a normed space X is denoted by ∥ · ∥ X .
By L p (Ω, Σ, P; X) we denote the classical Lebesgue-Bochner space of (classes of P-equivalent) functions summable with exponent p > 0 over Ω with respect to the measure P and taking values in some normed space X; the respective norm is denoted by ∥ · ∥ p . By L 0 (Ω, Σ, P; X), where X is a metric space with distance d, we denote the space of (classes of) X-valued measurable functions equipped with the distance
inducing the topology of convergence in measure.
The characteristic function of a subset e ⊂ Ω will in the sequel be denoted by 1 e (ω). We also find it convenient to write x | e = y | e for {x, y} ⊂ L 0 (Ω, Σ, P; X), if x(ω) = y(ω) for P-a.e. ω ∈ e ⊂ Ω (for too rigorous readers: this may be interpreted as (x − y)1 e = 0).
If (Ω 1 , Σ 1 , P 1 ) and (Ω 2 , Σ 2 , P 2 ) are two measure spaces, a map F :
for any pairwise disjoint collection of
, where ⊔ stands for the disjoint union. It is further called nullset preserving, if P 2 (F (e 1 )) = 0 when P 1 (e 1 ) = 0.
Local and Nemytskiǐ operators. Let
Definition 2.1. An operator T :
The above general definition is due to I.V. Shragin [20] . The following example is also classical and in fact motivated the study of local operators.
Example 2.2. Let X 1 and X 2 be separable metric spaces, f :
(Ω, Σ, P; X 2 ) (commonly known also under the name of the superposition operator [1] ), defined by
is local. If f : Ω × X 1 → X 2 is a Carathéodory function (i.e. f (ω, ·) is continuous for P-almost every ω ∈ Ω and f (·, x) is P-measurable for all x ∈ X 1 ), then the Nemytskiǐ operator N f becomes continuous in measure (i.e. as an operator in L 0 ).
2.3.
Atomic operators. Now we introduce another definition generalizing the notion of a local operator. Here
In the rare case when the reference to the particular σ-homomorphism F in the above definition should be made, we will call the operator T atomic with respect to F , so that a local operator is atomic with respect to the identity σ-homomorphism.
It is worth emphasizing that in [10] first the notions of so-called measure-theoretic memory and comemory of an operator were introduced and then the definition of an atomic operator was given based on such notions. Though being more abstract, this opens the way to an intrinsic definition of the concept of an atomic operator. However, we do not follow this way in the present paper in order not to overburden it with too many abstract notions.
Obviously, every local operator is atomic. However, the class of atomic operators is richer, as one can conclude from the following example.
Example 2.4. Consider the generalized shift operator
associated with a given nullset-preserving σ-homomorphism F : Σ 1 → Σ 2 , where X is a separable metric space. We define T F by setting
for all e 1 ∈ Σ 1 and z ∈ X, extending it by linearity to all simple (i.e. finite valued) functions, and then by continuity to the whole space
X) (see lemma 3.1 from [10] for details which are provided there for the case when X is a Banach space, but are also valid without any change for general case of a metric space X).
, that is, the generalized shift operator T F is atomic. In particular, we obtain that any shift (sometimes also called inner superposition) operator
where g: 
atomic with respect to a nullset preserving σ-homomorphism F :
The operator T is continuous, if and only if so is the restriction of the operator
Proof. We rely completely on the proof of theorem 3.1 from [10] which is the analogous result for the case when X i are Banach spaces. Namely, define on Im
We will prove that µ F (e 1 ) := P 2 (F (e 1 )) = 0, hence F (e ′ 1 ) = Ω 2 modulo a P 2 -nullset, and T (x) = T (x ′ ) thus showing the correctness of the definition of N . In fact, if
Consider two sequences of simple functions {x ν } and {x
converging to x and x ′ in measure P 1 on Ω 1 , respectively, and such that with
. We have
which is the desired contradiction. The rest of the proof is just word-to-word restating the proof of theorem 3.1 from [10] .
We note that even if T :
is continuous, the operator N defined in Theorem 2.5 needs not to be continuous (only its restriction to a certain subspace is). Therefore, the function f : Ω 2 × X 1 → X 2 , generating together with g: Ω 2 → Ω 1 the operator T , needs not to be a Carathéodory function. An example from the theory of stochastic processes, which we are going to discuss now, shows that there indeed exist atomic operators T not representable by a composition of a Nemytskiǐ operator generated by a Carathéodory function with a shift operator. Example 2.6. Consider a probability space (Ω, Σ, P), the standard Wiener process W t , the Wiener shift g := θ −1 : Ω → Ω inducing the isomorphism of the σ-subalgebrae Σ 0 and let
, whereΣ stands for the Lebesgue σ-algebra of (0, 1), L 1 stands for the Lebesgue measure. Define the operator T :
as the stochastic integration with respect to the Wiener process
Note that we shifted the Σ 1 -measurable integrand x(t, ω) with the help of g. In this way the stochastic process x(s, g(ω)) becomes Σ 0 -measurable, so that the stochastic integral is well-defined. The operator T is atomic since it is a composition of the stochastic integral (which is local) and the shift T g . However, the stochastic integral cannot be represented by a Nemytskiǐ operator generated by a Carathéodory function. Otherwise, the stochastic integral could have been, by the Riesz representation theorem, reduced to the ordinary Lebesgue-Stieltjes integral, which is impossible (see e.g. [16] or [17] ).
Young measures and atomic operators
Throughout this section X will by default stand for a Polish space, and B(X) for its Borel σ-algebra.
We will use the following notation.
• C b (X) stands for the space of real valued continuous bounded functions on X equipped with the supremum norm ∥ · ∥ ∞ ; • Car b (Ω, Σ, P; X) stands for the set of real valued Σ ⊗ B(X)-measurable functions f : Ω × X → R such that for P-a.e. ω ∈ Ω one has f (ω, ·) ∈ C b (X) and
Note that all the elements of Car b (Ω, Σ, P; X) are Carathéodory functions. Further, we observe that (3.1) defines a norm over Car b (Ω, Σ, P; X) making the latter become naturally isomorphic to L 1 (Ω, Σ, P; C b (X)).
• Y(Ω, Σ, P; X) stands for the set of positive measures ν over Ω × X whose projections on Ω (i.e. the image measures π Ω♯ ν under the projection map
The elements of Y(Ω, Σ, P; X) are called Young measures with marginal P.
A lot of basic facts about Y(Ω, Σ, P; X) for the case of a Polish space X can be found in classical works [8, 21] (a more recent monograph [6] treating the more general case of a generic topological space X has also to be mentioned).
We consider the set of Young measures Y(Ω, Σ, P; X) to be endowed with the narrow topology [21] , i.e. the weakest topology which makes all the maps
continuous, where f ∈ Car b (Ω, Σ, P; X). This topology is known to be Hausdorff [8, 21] . It is also important to mention that it is, generally speaking, not metrizable, unless Σ is countably generated. This is in sharp contrast with the space of finite Borel measures over X equipped with the weak topology generated by the duality with C b (X) (the latter topology is also frequently referred to as narrow).
Note that the space L 0 (Ω, Σ, P; X) can be considered imbedded in Y(Ω, Σ, P; X) through a natural identification of every u ∈ L 0 (Ω, Σ, P; X) with the measure δ u ∈ Y(Ω, Σ, P; X) (usually not quite appropriately called Dirac random measure) defined by
for f ∈ Car b (Ω, Σ, P; X). Clearly, with the above identification, L 0 (Ω, Σ, P; X) is not closed (in the narrow topology) in Y(Ω, Σ, P; X).
Extension of atomic operators.
We first prove that, roughly speaking, every continuous atomic operator
where {p, q} ⊂ [1, +∞] and X 1 and X 2 are Banach spaces, may be extended by continuity in a unique way to an operator
the extension still being atomic. 
sending norm convergent sequences in measure convergent ones, admits the unique extension to a continuous (in measure) operator
The extended operatorT is still atomic.
and for every c ∈ R + we define
where
where the limit is intended in measure P 2 . In fact, the latter limit exists since by atomicity of T for m ≥ n one has
, and hence
which means that the sequence
of the operator T one hasT =T . Clearly, (iii) follows from the fact that the space
and hence,
Thus, passing to a limit in measure P 2 as ν → ∞ in the above relationship, and minding that
, and the thesis follows since the above argument can be applied to an arbitrary subsequence of the original sequence {u ν }.
The following elementary example shows that the atomicity of the operator T in Proposition 3.1 is essential, that is, even for very simple non atomic operators it may happen that no continuous extension from the space L p to the space L 0 exists.
1 Ω is the Lebesgue measure over Ω, and consider the continuous (in norm) operator T :
Clearly this operator cannot be extended to a continuous operator over the whole L 0 (Ω, Σ, P; R). In fact, for the sequence of functions
We are able to prove now the main theorem of this section. 
Then every nonlinear continuous (in measure) atomic operator
Remark 3.4. The heart of the proof is the construction of the extension of the original atomic operator as dual to some linear continuous operator between the spaces of Carathéodory functions. The extended operator obtained in this way is a priori defined, continuous and even linear between the respective dual spaces, which clearly include the sets of Young measures
, but are not reduced to the latter. In the sequel however we will be interested in extending this operator to smaller sets which consist only of Young measures, which explains the second part of the above statement.
Proof. We first construct the desired extension of T . This will require several technical steps and will be essentially based on the representation Theorem 2.5.
According to Theorem 2.5, T is a composition
. We will treat local and shift operators separately.
Step 1. We first define a special linear continuous operator
where Σ F stands for the completion of F Σ 1 with respect to P 2 , by setting
where E(·; Σ F ) denotes the conditional expectation with respect to Σ F . We emphasize that according to the definition of the class Car b (namely, because of (3.1)), the operator h f acts into L 1 (Ω 2 , Σ 2 , P 2 ; X 1 ), and, moreover, is continuous (i.e. sends measure convergent sequences in
, where N f stands for the Nemytskiǐ operator generated by f . In view of (3.1) and the Lebesgue dominated convergence theorem one has
which proves the desired continuity of h f in view of the continuity of the conditional expectation.
We show now that h f is local. For this purpose, we pick an arbitrary pair of
is local and continuous, while
then according to Corollary A.6 there exists a Carathéodory function γ f :
. Moreover, such a function is unique among all the Σ F -measurable functions representing the operator h f in the above sense.
We claim now that
The latter function is Σ F -measurable. In fact, since X 1 is separable, while
Let now v ∈ L 1 (Ω 2 , Σ F , P 2 ; R) be a positive integrable (with respect to P 2 ) and Σ F -measurable function. Consider the set
It is nonempty and Σ F ⊗ B(X)-measurable. Hence by the Aumann measurable selection theorem (theorem III.22 from [7] ) there exists a Σ F -measurable function u: Ω 2 → X 1 , the graph of which belongs to this set, namely,
for P 2 -a.e. ω 2 ∈ Ω 2 . Minding that both h f (u) and and v belong to L 1 (Ω 2 , Σ F , P 2 ; R), it follows from the above inequality that alsoγ ∈ L 1 (Ω 2 , Σ F , P 2 ; R) hence proving (3.1) and therefore also the above claim.
We are able now to define the map
The linearity of γ f with respect to f , and hence that ofÑ is immediate from the construction, while the boundedness of the latter is practically contained in the proof of the fact that γ f ∈ Car b (Ω 2 , Σ 2 , P 2 ; X 1 ). In fact, the careful inspection of this proof gives
Step 2. We define now another auxiliary linear and continuous map
Consider an arbitrary function f ∈ Car b (Ω 2 , Σ 2 , P 2 ; X 1 ). We will now use the following lemma.
Lemma 3.5. With the above notation, there is a functionf
) and for all e 1 ∈ Σ 1 . Moreover, the functionf satisfying (3.6) is unique in the following sense. Assume that an integrand g:
We set nowT F f :=f and observe that with this notation the relationship (3.
Linearity ofT F is also immediate from (3.6).
Step 3. We are finally able to define the desired extension of the operator T . For 
) is linear and continuous, while for u 1 
T is an extension of T . This concludes the proof of the first part of the statement.
Step 4. The second part of the statement follows immediately from the fact that the narrow topology of Young measures is generated by the duality with bounded Carathéodory functions. Finally, if forK i one takes the sequential closures of the sets {δ u } u∈Ki in the * -weak topology of Car
as n → ∞ (the convergence is each of the cases is meant in the * -weak topology of Car
, which, by Lemma C.1 is equivalent to narrow convergence of measures). This impliesT ν 1 ∈K 2 concluding the proof of the last claim.
Proof of Lemma 3.5:
Let the functional I:
Clearly, I is local and additive. Moreover, since
then in view of the Lebesgue theorem for every e 1 ∈ Σ 1 the functional I(·, e 1 ):
→ R is continuous and bounded both from above and from below. According to Corollary A.5, there exists then a Carathéodory functionf : Ω 1 × X 1 → R satisfying (3.6), and, moreover, the latter function is unique in the sense indicated in the statement of the lemma being proven. It remains therefore to show thatf ∈ Car b (Ω 1 , Σ 1 , P 1 ; X 1 ). Clearly, (3.6) implies thatf (·, x 1 ) is the Radon-Nikodym derivative of the signed measure I(·, x 1 1 Ω1 ) with respect to P 1 , namely,f
Define a new measure J over Σ 1 by the formula
and let j ∈ L 1 (Ω 1 , Σ 1 , P 1 ; R) stand for for the Radon-Nikodym derivative of J with respect to P 1 . Let {x
which shows the announced claim.
From the above construction it is clear that the continuous extensions of atomic operators to duals of Carathéodory functions are linear. However, in the example below we show that this is not necessarily the case for all the operators admitting the extension by continuity. Namely, there are operators between spaces of measurable functions which possess continuous extensions to the respective spaces of measures that are not coming from any linear operator on a larger space.
where Ω := [0, 1], P := L 1 is the Lebesgue measure. Clearly, T can be represented as a composition
defined by the formula
(this operator was considered in Example 3.2) with the Nemytskiǐ operator 
The operator T 0 can be extended to the operatorT 0 defined on the set
of Young measures, the second marginal of which has finite first order moment, i.e.
where π R♯ µ stands for the second marginal of the measure µ. Minding that in the case µ = δ u one has that π R♯ µ is the distribution law of u, i.e. π R♯ µ(e) = P({ω ∈ Ω : u(ω) ∈ e}) for every Borel set e ⊂ R, so that ∫
we get for the operatorT 0 the formulā
Observe that clearly
and that the restriction ofT 0 to this set is continuous in the narrow topology of Young measures. Hence the operatorT :=T 0 •N f extends the operator T by continuity to the space of Young measures, though the extension does not come from a linear operator in the space dual to that of Carathéodory functions. In fact, this operator is given by the formulā
and hence in generalT (
Further, observe that the continuous extension is uniquely determined over the narrow closure of random Dirac measures (i.e. on the whole set of Young measures, since P is nonatomic [7] ).
The last example in this section describes operators that are continuous in measure yet not continuous in the narrow topology, and thus cannot be continuously extended to the space of Young measures.
Example 3.7. Let Ω := (0, 2π) be equipped with the ordinary Lebesgue measure P := dω and the usual Lebesgue σ-algebra Σ. Chosen a number λ ∈ R, λ ̸ = 1, consider the operator T : L 0 (Ω, Σ, P; R) → L 0 (Ω, Σ, P; R) defined as follows:
to the function
Clearly, the operator T is continuous in measure, since the operatorT is linear and bounded (in L 2 (Ω)). However, T cannot be extended with continuity to Young measures. In fact, if we consider, for instance, the sequence u k (ω) := sin kω, then we have that δ u k ⇀ ϕ⊗dω in the narrow sense of Young measures as k → ∞, where ϕ is the measure on R concentrated on [−1, 1] and defined by
On the other hand, setting v k := T (u k ) =T u k , we have that v 2k = u 2k and v 2k+1 = λu 2k , and hence δ u 2k ⇀ ϕ ⊗ dω, but δ u 2k+1 ⇀ ψ ⊗ dω, in the narrow sense of Young measures as k → ∞, where ψ is the measure on R concentrated on [−λ, λ] and defined by
and hence ψ ̸ = ϕ as λ ̸ = 1.
Invariant measures for atomic operators
Throughout this section again by default X will stand for a Polish space. Recall the following notion [8, 21] . 
Let T be an additive subset of the set R. Typical examples are R + , γZ
As an immediate corollary of the extension Theorem 3.3 we obtain the following result. (Ω, Σ, P; X) sendingK into itself. Note that the operators T τ are linear continuous and still form a commuting family. Minding that K is also convex, the reference to the Markov-Kakutani fixed point theorem concludes the proof.
We introduce now the notion of tightness of operators between spaces of measurable functions, which as we will see often is a good substitute for compactness property.
Definition 4.3. The operator T : L
0 (Ω 1 , Σ 1 , P 1 ; X 1 ) → L 0 (Ω 2 , Σ 2 , P 2 ; X 2 )
is called tight, if it sends bounded sets into tight ones.
Now we may claim the following result.
Corollary 4.4. Assume that the family of commuting continuous (in measure) atomic operators
(Ω, Σ, P; X) into its tight subset. Then all T τ , τ ∈ T admit a common invariant measure inB ⊂ Y(Ω, Σ, P; X), whereB stands for the narrow closure of the set {δ u } u∈B . In particular, every continuous (in measure) atomic tight operator T :
Proof. Since the set D := T (B) is tight and T maps D into itself, we may apply Theorem 4.2 to obtain the desired result.
Corollary 4.5. Assume that the family of commuting continuous (in measure) atomic operators
maps some bounded set B ⊂ L 0 (Ω, Σ, P; X) into itself. Further, let there exist an s ∈ T such that T s is tight. Then all T τ , τ ∈ T admit a common invariant measure inB, whereB stands for the narrow closure of the set {δ u } u∈B .
Proof. Consider the commuting family of operators
the latter subset being tight, and hence by Corollary 4.4 the family A has a common invariant measure µ, i.e.Āµ = µ for every A ∈ A. We show that this measure is in fact invariant for the original family {T t } t∈T . For this purpose fix a τ ∈ T and observe that both
which impliesT t µ = µ, concluding the proof. The following equation is considered
Stochastic evolution equations
where Z is an m-dimensional semimartingale (m ∈ N), and 
m times) and T > 0 is fixed. Assume that for any s ∈ [0, T ) the equation (5.1) has a unique (mild) solution x(·)
: Ω × [s, T ) → H for any x(s) ∈ L p (Ω, Σ s , P
; H). It is also assumed that this solution belongs to L p (Ω, Σ t , P; H) for each t ∈ [0, T ) (in particular, this implies that the solution flow is adapted ). Finally, for each t ∈ [s, T ) the value x(t) of the solution continuously depends on the initial values x(s) in the sense of the natural topologies on
. Using Proposition 3.1 we now obtain the following result.
Corollary 5.3. For any s ∈ [0, T ) the equation (5.1) has a unique (mild) solution
x(·) : Ω × [s, T ) → H for any x(s) ∈ L 0 (Ω, Σ s , P
; H). For any t ∈ [s, T ) the value x(t) of the solution continuously depends on the initial values x(s) in the sense of the natural topologies on
L 0 (Ω, Σ s , P; H) and L 0 (Ω, Σ t , P; H). The evolution operator U s t : L 0 (Ω, Σ s , P; H) → L 0 (Ω, Σ t , P
; H) is local and continuous.
The property of locality refers to the pathwise nature of stochastic differential equations, where the evolution of a bunch of trajectories for ω ∈ e, where e ⊂ Ω is an arbitrary measurable subset of a positive measure, does not depend (up to a P-null set) on the evolution of the trajectories for ω outside e.
From Theorem 3.3 we immediately get the following result. 
Corollary 5.4. The solution flow U s t for 0 ≤ s ≤ t ≤ T of the equation (5.1) extends continuously to the solution flowŪ
, where L 1 is the linear Lebesgue measure, B is the Lebesgue σ-algebra of [a, b] . To simplify the notation in the latter we will always omit the reference to B and L 1 . For the sake of simplicity, we denote the space of trajectories by S([a, b]; R n ). We use the following notation:
We study the stochastic functional differential equation (see [14] for the detailed definitions)
where t ∈ (s, T ), T > s being fixed, with the initial condition
Here s ∈ [0, +∞), Z(t), t ≥ s is an m-dimensional semimartingale, and F : Ω × [s, T ) × S → R
n×m is a continuous vector-functional. We assume also that the initial function φ is taken from the space L p (Ω, Σ s , P; S) for some p ≥ 0. The solutions of (5.3) should be adapted with respect to the filtration {Σ t } t∈[0,T ) associated with the semimartingale Z. We denote the set of all n-dimensional {Σ t }-adapted stochastic processes by A.
Assume that for any φ ∈ L p (Ω, Σ s , P; S) there exists a unique solution x(·) to the equation (5.3) satisfying (5.4) and belonging to the space A ∩ L p (Ω, Σ T , P; S([s − h, T ); R n )) (equipped with the topology of the second space). As in the previous example, this solution should depend continuously on the initial data in the respective topologies. Now let us introduce the evolution operator associated with the hereditary equa-
In quite a similar way as for the equation (5.1), we arrive at the following results.
Proposition 5.5. The above operator U s t is local in ω and satisfies the evolution property
; S). For any t ∈ [s, T ) the value x(t) of the solution continuously depends on the initial values x(s) in the sense of the topologies on
is local and continuous. Moreover, the operator It is for instance known that in the stochastic Hopf bifurcation, even in the plane, the zero solution which passes through a critical point may produce a solution measure, so that the effect of bifurcation is only visible if such generalized solutions are taken into consideration [2] . Thus, the notion of a solution measure is important for understanding the dynamics of the solution of stochastic equations. In the case of the Carathéodory flows the problem of extension is trivial (see [2, p. 28] ). In the general case the problem is solved by Corollaries 5.4-5.7.
Generalized cocycles
We keep fixed a filtered probability space
satisfying the usual conditions (see e.g. [2] ). In addition, we assume that T is a subsemigroup of the additive group R with the Borel s-algebra on it. In what follows we use a measurable and measure-preserving dynamical system (Ω, (θ(τ ) τ ∈T , P), which is consistent with the filtration (Σ t ) t∈R + , i.e. a family θ(τ ) : Ω → Ω satisfies [2] 
Now, for a family of Carathéodory mappings V t : Ω × X → X (t ∈ R + ), defined on a Polish space X, the cocycle property [2] with respect to the semigroup T means that
Example 6.1. Let T = R + and θ(·, τ ) be the Wiener shift satisfying
for every τ , t, s in R + (see e.g. [3] ). Here and below W (ω, t) stands for the scalar Wiener process. Consider an Itô equation in R
under the usual assumptions (e.g. a, b are non-random and uniformly Lipschitz) implying that there is a unique (up to a natural equivalence) solution x α (t) for any (random) initial value
. Then the solution flow defined by V t (ω, α) := x α (ω, t) is well-known to have the cocycle property [2] . Assuming instead in (6.3) that a and b depend on time and are γ-periodic yields a cocycle over the sub-semigroup γN.
On the other hand, it was shown by S.-E. A. Mohammed (see [14] ) that the evolution operators constructed for stochastic delay equations (see Section 5) can be non-regular, in the sense that they do not give rise to a Carathéodory solution flow (which he calls regular). The difference between regular and non-regular cases is crucial: no cocycle property for non-regular equations. Thus, the Lyapunov exponents can only be constructed for regular flows. A typical example of a nonregular equation can be as simple as dx(t) = x(t − h)dW (t).
The following example shows that stochastic evolution equations may also give rise to non-regular solution flows. Example 6.2. Consider an orthonormal basis {e k } k∈N in a separable Hilbert space H. Let B k (t) (t ≥ 0, k ∈ N) be independent standard Brownian motions.
We define an (unbounded) linear operator A by A(
Clearly, the covariance operator Q for this process is given by Q = diag[
which is a trace-class operator, so that W (t) is a Q-Wiener process (see e.g. [9, pp. 52-53]). Below we assume that the σ-algebra Σ t is generated by W s , 0 ≤ s ≤ t.
The stochastic differential equation
is diagonal with the evolution operator given by
is bounded. To see it, we observe that g k satisfy Eg k (t, s) = 1 for all t ≥ s ≥ 0 and every k ∈ N.
Take now an arbitrary
so that the operator norm ∥U (t, s)∥ = 1 for all t ≥ s ≥ 0. In addition, U (t, s) is local and thus extends to a continuous operator from L 0 (Ω, Σ s , P; H) to L 0 (Ω, Σ t , P; H). On the other hand, the random variables h k (t, s) := g k (t, s) − 1 are independent and normally distributed random variables with the law N(0, e (t−s) − 1), where t ≥ s ≥ 0.
For any R > 0, t ≥ s > 0 we then have
s. This means that the evolution operator U (t, s) is non-Carathéodory for any t ≥ s > 0.
In Section 5 we proved that under the existence and uniqueness assumptions the evolution operator is always local in ω (even if it is not Carathéodory). But in the non-Carathéodory case we do not have the cocycle property. Thus, we need a generalization of this concept based on the evolution operators, rather than on solution flows. That is why we have to be more specific about the domains and the range of the involved operators.
Let us assume that we are given an evolution family U s t of local operators (e.g. a solution flow to some stochastic differential equation) that for some
, and in addition, we have the isometries
Definition 6.3. The generalized cocycle property with respect to the semigroup T is given by
In the case when the evolution operators U are given by Carathéodory solution flows V t , i.e. when U t = N Vt , it is easy to check (e.g. using an arbitrary x ∈ L p (Ω, Σ s , P; X)) that (6.5) gives (6.2).
The following theorem, which deals with the equations (5.1) and (5.3), justifies the above definition. Theorem 6.4. Assume that the semimartingale Z(t) on the filtered probability space (6.1) is a helix with respect to the dynamical system (θ(τ, ·)) τ ∈T , i.e.
for every τ ∈ T, t, s ∈ R + . We have F (θ(τ, ω) , t, φ) = F (ω, t + τ, φ) a.s. for all τ ∈ T, t ∈ R + , φ ∈ S, then the evolution operator U 0 t for the equation (5.3) satisfies the generalized cocycle property (6.5) in the space X = S.
Proof. We only verify the statement (i), since (ii) can be proven similarly.
Due to the evolution property (5.2) it is suffices to check that (6.7)
will be a solution to the equation (5.1) for t > τ , satisfying y(τ ) = T −1 θ(τ,·) φ. The latter equality is evident, so we will concentrate on y(t) for t > 0. We will use the following property of the helices:
for any t, s ∈ R + , τ ∈ T, which holds for all predictable stochastic processes ϑ that are integrable with respect to the semimartingale Z (see e.g. [18] for the case T = R + , the proof for T ̸ = R + is similar).
we obtain due to (6.8)
This means that y(t) satisfies (5.1), and the result follows.
Invariant measures for stochastic dynamical systems with the generalized cocycle property
In this section we apply the general results of Section 4 to stochastic equations. First of all, we observe that even when the solution flow is regular, a natural invariant measure will be a Young measure on Ω × X, where X is the phase space (see e.g. [2] , [14] ). In the regular case we, however, can naturally extend this solution flow to measures on Ω × X by setting µ → (V t ) ♯ µ, which is well-defined and continuous in the narrow topology. As we saw in the previous sections, the problem becomes much more involved in the non-regular case, i.e. when the evolution operators do not come from the Carathéodory solution flows.
In what follows we, as before, use the isometries
We also recall thatT is the continuous extension of an operator T to the set of Young measures µ satisfying µ(Ω × X) = 1. 
, possesses the generalized cocycle property (6.5) with respect to a given additive semigroup T. Assume further that there exist R > 0, h > 0 such that for any u ∈ L p (Ω, Σ 0 , P; X) and for all τ ∈ T, τ > h
Finally, assume that for some s ∈ T the set U
Then there exists at least one measure inB, whereB stands for the narrow closure of the set {δ u : u ∈ B}, for which
Proof. Using Proposition 3.1 we can assume that the family U s t consists of local and continuous operators from L 0 (Ω, Σ s , P; X) to L 0 (Ω, Σ t , P; X). We wish to apply Corollary 4.5. To do it, we introduce the family of continuous atomic operators
Due to the cocycle property (6.5) we have
for any τ, σ ∈ T, which means that this family is commutative. Consider the subfamily T τ (τ ∈ T, τ > h). For a sufficiently large τ ∈ T, τ > h we will definitely have that τ +s ∈ T , τ +s > h and the operator T τ +s = T s •T τ is tight. Corollary 4.5 gives then a common invariant measure µ ∈B for the above subfamily. However, if we take an arbitrary η ∈ T and sufficiently large τ ∈ T such that η + τ > h, then
This proves (7.2) for t = 0. Finally, making advantage of the generalized cocycle property once again yields
and the result follows.
The equality (7.2) says that if T = R + , then the solution measure starting at µ will be stationary (in distribution), while in the case T = γN the solution measure will be γ-periodic (again in the sense of distributions).
We consider at last a model example where the assumptions of Theorem 7.1 can easily be verified. The result we provide is not meant to be of the most general character, and is intended just to illustrate the application of the abstract theory developed in the paper. However, we stress that it is new and covers many interesting cases, including those where very little or nothing is known about invariant measures. In the example we use the Delfour-Mitter space S := L 2 ([−h, 0)]; R n ) × R n , with the norm (θ(τ, ω) , t, φ) = F 0 (ω, t + τ, φ) a.s. for all τ ∈ T, t ∈ R + , φ ∈ C, where either T = γN for some γ > 0, or T = R + , and θ(τ, ·) is the standard Wiener shift; (iii) for some τ 0 ∈ T, τ 0 > 0, one has
for some K > 0; (iv) for every T > 0, and φ ∈ S there exists a unique solution x(·) of the equa- The proof of this theorem will be given in the appendix B.
Appendix A. Representation of local functionals and operators
Here and below we assume that (Ω, Σ, P) is a probability space with complete σ-algebra Σ, and X is a Polish space. The space L 1 (Ω, Σ, P; X) will be then abbreviated to L 1 (Ω; X). We recall the following definitions from [4] .
(ii) additive, if when A ∈ Σ and B ∈ Σ are disjoint, i.e. A ∩ B = ∅, then
for every u ∈ L 1 (Ω; X).
We also need the following lemma which is a slightly adapted version of proposition 2.1.3 from [4] . Lemma A.3. Let f , g: Ω × X →R be two nonnegative integrands such that
Proof. Suppose (A.1) holds. To prove the claim, it is enough to show for every
Since Σ is supposed to be complete, then by the projection theorem (theorem III.23 from [7] ) the set Ω l,k := {ω ∈ Ω : S l,k (ω) ̸ = ∅} ∈ Σ, while by the Aumann measurable selection theorem (theorem III.22 from [7] ) there is a Σ-measurable function
We extend this map to the whole Ω setting s l,k (ω) := x 0 for all ω ̸ ∈ Ω l,k , where x 0 ∈ X is an arbitrarily chosen element of X.
By definition of s l,k one has then
) < k, and hence, according to the definition of g k , one gets
for ω ∈ Ω l,k . The latter equality implies
Integrating the above inequality over Ω l,k provides ∫
Taking into account that in view of (A.1) one has ∫
Minding now that
we arrive finally at the conclusion that P(Ω l,k ) = 0. We may set now 
Moreover, such an integrand is unique in the sense that whenever for some integrand g: Ω × X →R one has
Proof. The proof follows the lines of that of the analogous theorem 2.4.2 from [4] which is formulated for functionals defined over a Lebesgue space (instead of L 0 ) of functions with values in a finite-dimensional space R n (instead of a generic Polish space X). The generalization for our case is quite straightforward though technical and therefore we provide here the proof just for the readers convenience.
Step 1 
where d stands for the distance in X. One has then
According to proposition 1.3.7 from [4] one has that each I k (·, e) is Lipschitz continuous over L 0 (e, Σ ∩ e, P; X) with Lipschitz constant k, namely,
For every x ∈ X the set function I k (x1 Ω , ·) is additive on disjoint sets and, in view of (A.3) and (i), is bounded from above by a finite measure which is absolutely continuous with respect to P. Therefore, I k (x1 Ω , ·) is a finite measure which is also absolutely continuous with respect to P. Denote by f k (ω, x) the Radon-Nikodym derivative of I k (x1 Ω , ·) with respect to P, i.e.
⊂ X stand for a countable dense subset of X. From (A.3) and (A.4) it follows then that
for some a ∈ L 1 (Ω; R) and for all {i, j} ∈ N and ω ∈ Ω \ N ij where N k ⊂ Ω is some set satisfying P(N ij ) = 0. Let
Fix an ω ∈ Ω \ N . Since the function f k (ω, ·): D → R is Lipschitz continuous over D according to (A.5), then it admits a Lipschitz continuous extension to the whole X. Namely, there is a function g k (ω, ·): X → R which is still Lipschitz continuous and
It is easy to verify thatf k is a Carathéodory function (moreover,f k (ω, ·) is Lipschitz continuous), while
for all ω ∈ Ω and x ∈ X. Finally, we observe that
for every u ∈ L 0 (Ω; X) and e ∈ Σ. In fact, (A.7) is clearly valid for any simple function (i.e. the function with the finite number of values) with values in D. But the latter form a dense subset of L 0 (Ω; X). Thus approximating an arbitrary u ∈ L 0 (Ω; X) by a sequence
as i → ∞ in view of the estimate (A.6) and the Lebesgue theorem. On the other hand, since
Step 2. for all (ω, x) ∈ (Ω \Ñ ) × X. We set now
Obviously, f is a normal integrand as a supremum of an increasing sequence of Carathéodory functions. But (ii) in view of additivity and locality of I(u, ·) implies that I(·, e) is l.s.c. for every e ∈ Σ, and hence, by proposition 1.3.7 from [4] In view of Theorem 6.4(ii) and Theorem 7.1 applied with p := 2 we see that the existence of an invariant measure is ensured provided that (A) for some C > 0 and some norm ∥| · ∥| in the space S one has
T is tight for some T > h. We divide therefore the proof into two steps starting with part (A).
Step 1. As the matrix A is stable, there exists a symmetric and positive matrix P such that A * P + P A = −I, where I is the n × n-identity matrix (for instance, one can put P := ∫ ∞ 0 exp(A * s) exp(As)ds, see [13] ). We define the quadratic form v(x) = x * P x (the dot product of x and P x) on R n and the Lyapunov functional V on S by the formula
where λ is the sum of the Lebesgue measure on [−h, 0] and the Dirac measure at σ = 0 (i.e. is the same measure used in (7.3)). Clearly, φ → √ V (φ) is a norm on S.
Below we will always assume that t ≥ h, so that due to (5.6) we have the following representation:
Applying the stochastic integration by parts formula [15] (which is a particular case of the Itô formula)
to v(x(t + σ)) (with u := x and w := P x) for an arbitrary σ ∈ [−h, 0] and any t ≥ h, we get
Using (B.2) and minding that, according to the formal calculation rules with the stochastic differential, one has dt dW = 0 and (dW )
Since a * b = b * a when a and b are vectors, while P * = P and dW * QdW = tr Q, we get
where −h ≤ σ ≤ 0 and t ≥ h. Thus, integrating the above relationship and minding that EW t = 0, we get
where −h ≤ σ ≤ 0 and t ≥ h. Now we integrate the last equality with respect to the measure λ, which gives
In particular, this shows that the function γ(t) := EV (x t ) is differentiable for t > h and
The assumption (iii) of the theorem being proven together with the Hölder inequality implies then that
where C 1 and C 2 are some positive constants. Therefore γ ′ (t) < 0 as soon as
and t > h.
On the other hand, v(x) ≤ ∥P ∥ · |x| 2 , where ∥P ∥ stands for the matrix norm of P , so that V (φ) ≤ ∥P ∥ · ∥φ∥ 2 S . Hence, for any R > R 0 and any t > h, the inequality EV (x t ) ≥ R∥P ∥ always implies 
EV (ϕ) < R∥P ∥ implies EV (x t ) < R∥P ∥ (t > h).
Minding that x t = U 0 t ϕ, this completes the proof of part (A) (with C := R∥P ∥ and ∥| · ∥| 2 := V (·)).
Step 2. We now prove the tightness condition (B). Below we assume that T > h is kept fixed.
The assumption (iii) of Theorem 7.2 gives immediately the following estimate:
(Ω, Σ t , P; S)).
We use again the representation (5.6) to obtain (U We apply now the Gronwall inequality obtaining thus the estimate Remark B.1. It is well-known that the evolution operator U 0 t for deterministic delay equations is compact for t > h for reasonable right hand-side nonlinearities, if the delay does not exceed h. Part (B) above is the stochastic counterpart of this general statement. The suggested proof of part (B) is only based on the assumptions (i) and (iv) of the Theorem 7.2 and the linear growth assumption. This means that in the case of stochastic delay equations with reasonable nonlinearities the evolution operator should be always expected to be tight for t > h, if the delay does not exceed h.
Proof. Let a generalized (Moore-Smith) sequence {µ α } α∈A ⊂ K, where A is some directed set, be such that µ α → µ in the * -weak topology of the dual space Car ′ b to Car b (Ω, Σ, P; X), for some µ ∈ Car ′ b . Since the set of Borel measures {π X♯ µ α } α∈A over X is tight, one has that for every ε > 0 there is a compact set C ε ⊂ X such that for every u ∈ C b (X) with 0 ≤ u ≤ 1 and u = 0 over C ε one has ⟨u, π X♯ µ α ⟩ ≤ ε for all α ∈ A.
Passing to a limit in α, we get ⟨u, π X µ⟩ ≤ ε, which means that π X µ is a Borel measure (say, by Proposition B.7 from [5] ). Hence, µ is a Young measure by proposition 4.12 from [8] (the Stone-Daniell characterization of random measures). Now we present some results regarding tight sets and local operators.
Lemma C.3. A set B ⊂ L
0 (Ω, Σ, P; X), is bounded (resp. tight) if and only if for all ε > 0 there is a bounded (resp. tight) set B ε ⊂ L 0 (Ω, Σ, P; X) such that for every f ∈ B there is an f ε ∈ B ε for which P({f ̸ = f ε }) < ε.
Proof. The "if" part is trivial, because one can always choose B ε := B. To prove the "only if" part, choose an arbitrary ε > 0 and an arbitrary f ∈ B. This gives an f ε ∈ B ε such that P({f ̸ = f ε }) < ε. Let a ball (resp. compact set) K ε ⊂ X be chosen such that P({f ε ̸ ∈ K ε }) < ε (such a set exists in view of the assumption on B ε ). Since since f (ω) ∈ K ε when f (ω) = f ε (ω) and f ε (ω) ∈ K ε , we get P({f ̸ ∈ K ε }) ≤ P({f ̸ = f ε }) + P({f ε ̸ ∈ K ε }) < 2ε, which means that B is bounded (resp. tight). Proof. Clearly, for any bounded S ∈ X the image of the set B = L 0 (Ω, Σ, P; S) is contained in the relatively compact, random set A(ω, S). From proposition 2.15 in [8] it follows that for any ε > 0 there is a compact subset Q ⊂ X for which P ({ω : A(ω, S) ̸ ⊂ Q}) < ε, so that P ({h(x) ̸ ∈ Q}) < ε for all x ∈ B. Applying now Lemma C.3 completes the proof.
Lemma C.4. The Nemytskiǐ operator h defined by the formula
In particular, the above result implies tightness of the operator 
Therefore, the set I(B) is tight, and the lemma is proven.
