In numerous applications and especially in the life science domain, examples are labelled at a higher level of granularity. For example, binary classification is dominant in many of these datasets, with the positive class denoting the existence of a particular disease in medical diagnosis applications. Such labelling does not depict the reality of having different categories of the same disease; a fact evidenced in the continuous research in root causes and variations of symptoms in a number of diseases. In a quest to enhance such diagnosis, datasests were decomposed using clustering of each class to reveal hidden categories. We then apply the widely adopted ensemble classification technique Random Forests. Such class decomposition has two advantages: (1) diversification of the input that enhances the ensemble classification; and (2) improving class separability, easing the follow-up classification process. However, to be able to apply Random Forests on such class decomposed data, three main parameters need to be set: number of trees forming the ensemble, number of features to split on at each node, and a vector representing the number of clusters in each class. The large search space for tuning these parameters has motivated the use of Genetic Algorithm to optimise the solution. A thorough experimental study on 22 real datasets was conducted, predominantly in a variety of life science applications. To prove the applicability of the method to other areas of application, the proposed method was tested on a number of datasets from other The results prove the superiority of the proposed method in boosting up the accuracy.
Introduction
Class decomposition is the process breaking down labelled datasets to a larger number of subclasses by means of applying clustering to the instances that belong to one class at a time. As such, the decomposition can be applied to one or more classe(s) in the data set. A typical scenario is illustrated in 5 Figure 1 where a binary dataset S has been decomposed into multiple class problem (S' ). Class decomposition can be traced back to 2003 when suggested to mitigate the issue of low variance classification methods [37] . However, it has been proposed in the context of biomedical data mining, as a data preprocessing phase for supervised learning. The motive is that genuine subclasses 10 can be detected, and as such the accuracy of the classification process can be enhanced. Taking two stages of development in this area of application, the work reported in [31] represents the first stage, it has bee applied to the positive class only of a number of biomedical datasets. In [18] , the second stage is represented by generalising the class decomposition to all the classes in medical diagnosis 15 data sets.
In [18] , Random Forests over class decomposed medical diagnosis data sets has been adopted as recent experimental studies showed its favourable results over other state-of-the-art methods [20] . In addition to the motive of finding genuine subclasses, the diversification of the data set originated from the pro-20 cess of class decomposition can further enhance the performance of ensemble classification methods, which in this case are represented by Random Forests.
As such, it is desirable to apply class decomposition to all classes, even if the
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cluster separation is not maximised with the decomposition process. However, class decomposition adds up a number of parameter settings that are equiva- 25 lent to the number of classes. Each decomposed class can be clustered in one (the special case of not applying class decomposition to a particular class) or more subclasses. In [18] , a simple setting where all classes are decomposed to the same number of clusters was used. A typical settings is shown in Figure 1 where each class (A and B) in the data set S has been decomposed into two 30 subclasses (A c1 , A c2 , and B c1 , B c2 ) resulting in a new decomposed data set S'.
Although this simplifies the setting, it is unlikely that this would yield the best possible results. Additionally Random Forests comes with its own parameters.
Mainly the two effective settings of Random Forests is the number of trees in the ensemble, and the number of features to be assessed for goodness at each 35 split point of any tree. More details about Random Forests and its parameters are covered in the background section of this paper. Realising that setting the parameters for Random Forests over class decomposed datasets with its settings of number of clusters is an optimisation problem with a large search space, Genetic Algorithm is adopted to set all the parame- 40 ters. Genetic Algorithm is superior to other optimisation methods when there
are a relatively large number of local optima, which is the case in this problem.
The search space is exponential in the number of classes available in the data set. If the range of setting the number of subclasses is r, where r ∈ N, the number of classes in the data set is nClasses, the |mtry| is the range for the 45 number of features to use to split on at each node, and |ntree| is the range of the number of trees in the Random Forests ensemble, the search space is in O(r nClasses |mtry||ntree|). For example, for a modest classification problem, if r = 10 (the number of subclasses attempted for each class ranges from 1 to 10), c = 5 (the number of classes is 5), |mtry| = 10 (the range of the number of 50 features used to split on at each node), |ntree| = 100 (the range of the number of trees that form the ensemble), the search space is 10 5 × 10 × 100, resulting in a large search space of 10 8 solutions. The contributions of this paper can be summarised as follows.
• Optimisation of Random Forests parameters applied to class decomposed 55 datasets using Genetic Algorithm. These are the number of trees and the number of features;
• optimisation of the class decomposition parameters by varying the setting of number of classes; and
• experimental validation of the proposed technique when applied to 22 60 datasets, mostly in the area of life sciences with emphasis on biomedical datasets, with exception of a number of datasets from other domains to prove the general applicability of the method.
The paper is organised as follows. Section 2 gives the necessary background of the computational intelligence and machine learning methods adopted in this 65 research, namely, Random Forests and Genetic Algorithm. Section 3 reviews related work and contextualise the research accordingly. The proposed methods used in conducting the work have been detailed in Section 4. Section 5 provides a presentation of the experimental work and the results. Finally, the paper is concluded in Section 6 with a summary and possible directions for future work.
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A C C E P T E D M A N U S C R I P T dom Forests [11, 13] and Gradient Boosting trees [22] . Random Forests has proved superiority experimentally when compared with all widely adopted classifiers including Gradient Boosting trees [20] . As an ensemble method, Random
Forests adopts two methods for model diversification: (1) bootstrap sampling that applies sampling with replacement generating what is known as data repli-80 cas; and (2) each tree in the random forests chooses its node splits from a subset of the total number of features. The bootstrap sampling in the context of ensemble classification is referred to as Bagging [10] . Typically Random Forests would need two parameters to set, namely, the number of trees and number of features assessed for goodness of split at each node in the tree. As a rule
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of thumb, the number of trees is set between 100 and 500, and the number of features is set √ n or log 2 (n) where n is the total number of features in a data set.
A number of extensions have been proposed to further enhance the performance of Random Forests [19] . In [15] , the authors addressed a number of
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Big Data problems adopting Random Forests arguing for its robustness as a classifier. Problems addressed are oversampling, undersampling, cost sensitivity resulting, in class imbalancing. MapReduce was used varying a number of settings. None of the adopted methods has shown superiority out of the extensive experimental study conduced in this work. In [39] , the authors reported an 95 improvement in the accuracy of going-concern prediction by using a hybrid Random Forests and rough set theory approach. Random Forests is used for feature [32] and [25] . For example in [25] the authors proposed to decompose the multi-class classification problem into a binary classification problem in order to be solved by standard binary 110 classifiers. Evaluation on visual classification related tasks showed improvement in the accuracy.
Genetic Algorithm
Genetic Algorithm (GA) is the most widely used meta-heuristic approach for hard optimisation problems [9, 38, 16] . As the name suggests, GA tries to Crossover is applied on two chromosomes at a time from the parents. Mainly a point in the binary string is identified randomly cutting the two chromosomes,
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each into two pieces, and a swap between the chromosomes is applied with crossing (i.e., the first part of one chromosome is used as the second part in the
After crossover is applied, mutation is used to generate randomness in the solution space. It is used on one chromosome at a time flipping one of its bits. As such, the (healthy) parents generate a new population. The process is 130 then repeated for a pre-set number of populations. Numerous variants of this process have been proposed in the literature [14] .
Related Work
Class decomposition was first proposed as a way to reduce bias in classifiers with high bias and low variance [37] . method needs only one pass over the data set, it can be easily affected by noise and may lead to overfitting. The model itself can decompose classes to its components, but as noise is modelled, the number of subclasses is not optimised.
Furthermore, decoupling of decomposition and classification processes as applied in this paper allows only genuine clusters to be detected.
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Genetic Algorithm has been used in different ways for optimising Random
Forests. For example, in [8] , each chromosome was a Random Forests solution with a variety of trees. Applying the solution strategy described in the background section of this paper, different solutions are generated and assessed.
However, the optimisation of the number of features was not addressed. Also 
Methods
The two most critical parameters that define the performances of Random
Forests are the number of trees (ntrees) used in each forest, and the number of features used at each split (mtry). In this paper, it is aimed to optimise (ntrees, mtry) along with the parameter k which defines the number of clusters
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per class in the data set. The hypothesis deriving the work reported in the paper is that by decomposing the observations within each class of a particular data set, the structure of non-linearly separable data is eased, and hence the predictive accuracy of Random Forests is boosted up.
Class Decomposition
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Decomposing the classes of a particular data set into subclasses will be achieved by means of k-means clustering algorithm. Here, clustering will be used to decompose a particular class into a set of k -subclasses. By decomposing the class into a set of subclasses (clusters), the aim is to find the within-class similarities between different instances/observations of a data set and group them accord-210 ingly. With this approach, diversity is enhanced in the data set, and thereby the classification accuracy is improved.
To illustrate the idea of diversifying a search space by decomposing class labels within a particular data set, consider the classical hand-written digit recognition set. In such a data set, a digit 8 could be written in so many 
Now, for simplicity, lets assume that this is a binary classification that represents a medical data set and that Y ∈ {1, 0}, which respectively represents the presence or absence of a certain type of cancerous disease. Clearly, decomposing the set Y into Y ′ will result in a larger set of classes that captures more 
Where L represents the number of discrete classes in the data set and y kvalue i
implies that the i th class in the set Y will be decomposed into kvalue subclasses and kvalue is defined as in Equation 3 1 ≤ kvalue ≤ max, kvalue ∈ N
Notice that kvalue here could take any value that ranges from 1 which 250 means apply no decomposition (i.e. clustering) to this class, all the way up to a maxK as will be defined in the following sections. It is worth pointing out that with such an arrangement, for any classifier h(x) where x belongs to class y i , h(x) = y ij is considered as a correct classification ∀j ∈ y i subclasses. For further illustration, lets consider a binary classification problem (i.e. X in Equation 1) 255 and suppose that X contains 100 observation with a label set Y ∈ {a, b}, and suppose that we decomposed its first class label into two subclasses, and the 2 nd class label into 3 subclasses. In addition, let's assume that a machine learning algorithm φ is applied which resulted in a classifier h c with a 100% accuracy represented in the form of a confusion matrix as can be seen in Equation 4 . 
Notice that, the confusion matrix shown in Equation 4 is often used to compute the accuracy of a classifier by summing all elements at the diagonal and dividing it by the total number of observations (i.e.
). However, the accuracy of h c denoted by Accuracy(h c )is computed in a slightly different way to account for the decomposition of the classes in the data set (Equation5).
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Where m is the number of observations (i.e. 100), and nClasses represents the number of discrete classes in the data set, while k i represents the number of clusters applied to each class as will be discussed in the next section. In short, 
Optimised Random Forests
As discussed earlier the two most critical parameters that define the performance of Random Forests are the number of trees (ntrees) used in each forest, and the number features used at each split (mtry). Recall that the aim is to optimise these two parameters along with the set of clusters to be applied at each class 275 label in a particular data set (i.e. the kvalue/s as formulated in Equation 2).
In doing so, Genetic Algorithm is adopted to optimise these parameters.
Chromosome representation
For any particular data set X with a set of observations and a set of classes 
where y i ∈ Y and k i represents the k value that will be set to cluster the i t h class into k subsets. It is clear that by this arrangement, we are not only deciding
280
A C C E P T E D M A N U S C R I P T the optimal k value for each class, but also which class will be decomposed. For example, if k was set to be equal to 1, then this simply means that no class decomposition will be applied to this particular class.
Solution Population
Equation 6 represents the solution representation that will be used to popu-
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late the GA population. In other words, an initial random set of solutions will be generated to represent different settings in order to optimise Random Forests, this population of solutions will then be evolved over a set of generations to improve and optimise the parameters and reach near-optimal settings.
Let's consider the Parkinson data set [27] , which contains a set of obser- Table 2 . that may be applied to the second class in the data set (PD). It is also clear that the solution space will depend on the total number of classes that represents the data set. It is important to stress out here that a set of constraints are applied for the values that can appear within the solution representations. These include, the range of values that kvalue can take, which was constrained as follows: The number of trees has been set to range between 100 and 1000 (i.e. 100 ≤ 305 ntrees ≤ 1000). It was proven experimentally that the accuracy of the Random Forests do not significantly improve when increasing the number of trees beyond 500 to 1000 trees [11] therefore we set the maximum number of trees to be 1000.
At the same time we set the minimum number of trees to 100.
Finally, in Equation 8
, the set of values that can be assigned to mtry is set as follows:
where n is the total number of attributes in the data set. Notice that this range 310 will include the default settings for the Random Forests (i.e. √ n, or log 2 (n)) all the way up to 80% of the total number of attributes.
Fitness Function
GA evolves the solutions iteratively and often starts with a randomly gen- 
Algorithm
To wrap up this section, and before discussing our experimental setup and 330 results, we briefly outline the GA workflow given the above arrangements as can be seen in Algorithm 2.
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Algorithm 2 Genetic Algorithm GA (iterations, n, GA Parameters )
Generation c ← generate random n solutions ;
f itness ← computeF itness(s) ∀s ∈ Generation c ; while fitness not reached and i ≤ iterations do Generation c+1 ← evolve(Generation c ) ;
f itness ← computeF itness(s) ∀s ∈ Generation c ;
The evolve(population) outlined in Algorithm 2 refers to the application of the GA operators on the individuals (solutions) of a particular generation. This means the selection mechanism of solutions in the current generation, and the 335 application of crossover and mutation. The parameter settings of the GA will be discussed in the following section. Notice that given Algorithm 2, the aim is to obtain the solution that yields the most accurate classification results (fittest solution).
Experiments
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This section provides details about the different experiments that have been carried out to evaluate the proposed method. In the following sections, RF will be used to refer to the classical Random Forests model while the proposed method will be referred to by RFGA. Secondly, RFTuned will be used to refer to the method of tuning the RF parameters using Genetic Algorithm without 345 class decomposition. Finally, Adaboost will be used to refer to the AdaBoost Ensemble classifier which was compared against the proposed method (RF GA).
A C C E P T E D M A N U S C R I P T
The extensive experimental study reported in this section aims at establishing the following:
• Class decomposition leads to a more accurate Random Forests classifier.
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• Optimising class decomposition and Random Forests parameters is a key factor to a successful class-decomposed Random Forests.
• Affirming that class decomposition coupled with Genetic Algorithm as an optimiser is the best performing classifier among possible variations of solutions (i.e., variations of enabling or disabling decomposition, and 355 enabling or disabling parameter optimisation using Genetic Algorithm).
• The proposed method is superior when compared with state-of-the-art classifiers.
In order to establish the validity and stability of the proposed method, all experiments discussed below have been replicated 10 times. Details of the av-360 erage classification accuracy along with standard deviation are detailed in the following sections.
Datasets
In total, 22 datasets from the UCI repository have been used in this paper [7] .
As can be seen in Table 2 , these sets vary in terms of number of observations
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(from 150 to 7200 instances), number of attributes (from 3 to 34 attribute) and number of class labels (from 2 to 7).
The sets shown in Table 2 have been selected from different domains including 14 set from the life science domain. These are mostly medical and include the followings: Breast Cancer Wisconsin (Diagnostic) [30] , Contraceptive Method
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Choice [7] , Dermatology [7] , Diabetic Retinopathy Debrecen [3], Haberman's Survival set [7] , Statlog (Heart) Data Set [7] , Indian Liver Patient set (ILPD) [7] , Mammographic Mass [17] , Parkinsons [27] , Pima Indians Diabetes Data Set (PID) [7] , Thoracic Surgery [41] , Thyrodid [7] , Seeds [12] and Iris set [7] . The remaining sets have been selected from other categories including: Computer
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A C C E P T E D M A N U S C R I P T Classification and Bank Notes Authentication sets [7] ), Physical and Social Science (Ionosphere Data Set [7] , Climate Model Simulation Crashes [29] , Balance Scale Data Set [7] ) and one set from business category (Blood Transfusion Service Center [40] ). 
Pre-processing & Experiments Setup
The main objective of this experiment is to establish the importance of decomposing class labels in improving the performance of Random Forests. Every
A C C E P T E D M
A N U S C R I P T set used in this experiment was subject to pre-processing where appropriate, in particular handling missing values in some sets using [35] and normalisation 385 where feature's values are standardised in the range of 0 to 1 as can be seen in
Equation 9
z
Where x i represents the i th value of feature/attribute x in the set, and max(x), min(x) represent the maximum and minimum values in feature x, respectively. This step was necessary to suppress the sensitivity of k-means al-
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gorithms to outliers [18] . Once sets were pre-processed, each set has been split into two subsets, training and testing sets. The size of the training set is set to equal 80% of the original set and was divided into further two subsets (training and validation, with the validation set size set to be 20% of the original training set). Genetic Algorithm (GA) was implemented using [34] . GA settings used in this experiment are outlined in Table 3 . No other settings have been used in this paper as the optimisation of GA settings is beyond the scope of this work.
405
In order to asses the benefits of decomposing class labels on Random Forest performance, three different sets of experiments have been carried out on each set. Each of these experiments apply different methods and were replicated 10 times:
• First, RF with the default settings was applied on each set,
A C C E P T E D M
A N U S C R I P T Max Iterations 500.00
• and finally, RF T uned was applied which includes disabling class decomposition (i.e. setting the kvalue to 1) and optimising RF parameters (mtrees, mtry) using GA.
These experimental settings are depicted in Figure 3 which shows the results
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of the replicated experiments across the three different methods. Notice that for RF, the default parameters were held constant and no decomposition was applied. It is also worth noting that the ten runs in case of the RF is represented by seven red dots in Figure 3 instead of ten, this is because some runs have produced the same results. . In RF GA however, the proposed method 420 was applied, and it can be noticed from the solution chromosomes (shown in
the y − axis of the plot) that class decomposition have been applied to both classes in this case (Breast Cancer set). In the third experiment RF T uned, the optimisation was only applied to the mtry and ntrees while kvalue was set to equal 1 (no decomposition).
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The following two sections discuss and compare the results of RF GA (the proposed method) against RF and RF T uned, where results are reported by means of average and standard deviation of the 10 replications on each set.
RF Avg , RF GA Avg and RF T uned avg denote the average runs of RF , RF GA and RF T uned respectively, while X SD denotes the respective method standard
The experiments will be finally concluded by comparing the performance of the RF GA against a different and rival ensemble classifier. In particular,
Adaboost was used for this purposed because it proves to be one of the stateof-the-art methods in achieving high predictive accuracy [21] . 
RFGA Versus RF
Comparing the predictive accuracy of both the proposed method (RF GA) and the traditional Random Forests (RF ), the results are presented in Table 4 .
The table reports the optimal setting of the parameters that achieved the best 440 predictive accuracy for the proposed method using Genetic Algorithm. It also reports the average and standard deviation in predictive accuracy of all the 10 runs for the traditional Random Forests and the proposed method. For a fair comparison, the average predictive accuracy is used in the discussion.
It can be shown that consistent boost in the accuracy has been achieved by 445 the proposed method. In 18 out of the 22 datasets used in the experiment, the proposed method outperformed the traditional Random Forests. It can also be shown that class decomposition has been applied to the majority of classes in all datasets. In fact, all datasets have had at least one class decomposed to its subclasses. We have also measured the statistical significance of the results using Signed-Rank test adopting the 95% confidence. The p-value for this test is 0.001455. This also confirmed the statistical significance of the achieved results.
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As the proposed method is composed of a number components including Genetic Algorithm and class decomposition over Random Forests, it is important to establish whether only Genetic Algorithm has the main effect, or in fact, coupling class decomposition with Genetic Algorithm is the optimal solution. This is tested in the following subsection of this experimental study.
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RFGA Versus RFTuned
In this set of experiments, the class decomposition is disabled allowing Genetic Algorithm to tune only RF's two main parameters, namely, the number of features to split on at each node and the number of trees. This method is compared with the proposed method of applying class decomposition with Ge-
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netic Algorithm used to optimise all the parameters (i.e., RF parameters, and number of subclasses in each class). Table 5 
RFGA Versus AdaBoost
AdaBoost is an ensemble learning method that uses boosting of classifiers,
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having each classifier modelled to focus on examples misclassified by previously constructed classifiers in the sequence [21] . It is among the state-of-the-art methods in achieving a high predictive accuracy. To validate the proposed method in this paper, a comparison between the two methods is conducted.
Using the average of 10 runs for both methods the results are reported in Table   495 6. The results clearly suggest the superiority of the proposed method over
AdaBoost. In 17 out of the 22 datasets, the proposed method outperformed AdaBoost. With 95% confidence, the p-value for both the paired t-test and the ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T in this experiment was set to iterate 100 times generating the same number of trees, avoiding overfitting when a large number of trees are generated.
Results Discussion
Concluding this experimental study, after analysing all the results of the three comparisons between the proposed method, and its three identified com-
A C C E P T E D M
A N U S C R I P T perform the other methods. As shown in Table 7 , in 11 datasets, the proposed method achieved the highest predictive accuracy. It is worth noting that the next best method found to be the optimised Random Forests (RF T uned) with a superior performance in only 4 datasets. All the results for the three varia- 
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This can be attributed to the complexity of the problem, and that indeed these datasets can be naturally decomposed to its subclasses, that in turn facilitates classification using Random Forests. 
Implementation
A framework was implemented using R where several packages have been 520 utilised. These include amongst other libraries: randomForest package [26] which implements Brieman and Cutler Random Forests for Classification and Regression, and the GA package [34] which allows parallel implementation of the Genetic Algorithm. Table 3 shows the parameters settings that have been used for this experiment. AdaBoost package [1] which has been used to build 525 the AdaBoost ensemble. For handling missing values [35] and [36] were used to impute missing values.
The framework was designed to make use of the multicore facilities by utilising R packages that enable parallel execution of the code (i.e. [2] ). It is worth noting that the proposed method is scalable, as individual chromosomes We can identify a number of future directions for this research as follows.
Experimenting the hybrid method to other application domains in life sciences 
