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Abstract
Purpose: PETbox is a low cost bench top preclinical PET scanner dedicated to pharmacokinetic
and pharmacodynamic mouse studies. A prototype system was developed at our institute, and
this manuscript characterizes the performance of the prototype system.
Procedures: The PETbox detector consists of a 20×44 bismuth germanate crystal array with a
thickness of 5 mm and cross-section size of 2.05×2.05 mm. Two such detectors are placed
facing each other at a spacing of 5 cm, forming a dual-head geometry optimized for imaging
mice. The detectors are kept stationary during the scan, making PETbox a limited angle
tomography system. 3D images are reconstructed using a maximum likelihood and expectation
maximization (ML–EM) method. The performance of the prototype system was characterized
based on a modified set of the NEMA NU 4-2008 standards.
Results: In-plane image spatial resolution was measured to be an average of 1.53 mm full width
at half maximum for coronal images and 2.65 mm for the anterior–posterior direction. The
volumetric reconstructed resolution was below 8 mm
3 at most locations in the field of view
(FOV). The sensitivity, scatter fraction, and noise equivalent count rate (NECR) were measured
for different energy windows. With an energy window of 150 - 650 keV and a timing window of
20 ns optimized for mouse imaging, the peak absolute sensitivity was 3.99% at the center of
FOV and a peak NECR of 20 kcps was achieved for a total activity of 3.2 MBq (86.8 μCi).
Phantom and in vivo imaging studies were performed and demonstrated the utility of the system
at low activity levels. The quantitation capabilities of the system were also characterized
showing that despite the limited angle tomography, reasonably good quantification accuracy
was achieved over a large dynamic range of activity levels.
Conclusions: The presented results demonstrate the potential of this new tomograph for small
animal imaging.
Key Words: Positron emission tomography, PET, Small animal imaging, Performance
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Introduction
P
ositron emission tomography (PET) is recognized as a
valuable tool for non-invasive, in vivo imaging of Correspondence to: Hui Zhang; e-mail: hzhang@tsinghua.edu.cn
Mol Imaging Biol (2011) 13:949Y961biological processes at the molecular level and has found
wide applications in pharmacology, genetic, and pathology
investigations [1, 2]. Small laboratory animals are com-
monly used in these studies, which has led to tremendous
efforts in developing prototype small animal PET scanners
since the 1990s [3–17], some of which have also been
commercialized [18–23] and have been widely used in
preclinical research. Commercial small animal PET scanners
are generally designed to provide a relatively large field of
view (FOV) in both axial and transverse directions in order
to cover a wide range of animal species from mice to
primates. Scintillator arrays made up of finely segmented
discrete crystals are used to achieve high intrinsic spatial
resolution, and they are coupled to photomultiplier tubes
(PMTs) to form detector blocks. Detector blocks are
typically arranged in a polygonal (cylindrical) ring with
multiple rings assembled continuously, forming long cylin-
drical geometries. Hundreds of detector blocks with tens of
thousands of crystal elements are required in such config-
urations [23], making the scanners expensive to manufacture.
Issues of system complexity and cost versus performance have
been previously addressed by using partial ring or dual-head
geometrieswitharotatinggantryorrotatinganimalbed[6,24–
27]. Despite that, considering the rapid growth in the number
of small animal imaging studies, there is still a lack of a range
of solutions to accommodate the diversity of preclinical
imaging studies that are performed with PET.
Spatial resolution and sensitivity are the two major
performance metrics for a small animal PET scanner [28].
Over the last decade, most research efforts have been
concentrated on improving system performance to achieve
higher sensitivity and image resolution [29, 30]. While it is
always desirable to enhance the performance of an imaging
system, for applications such as biodistribution and organ
uptake quantification, system performance in terms of spatial
resolution is less critical considering the sizes of major
organs normally involved in dosimetry calculations [31].
Trade-offs can be made to optimize the imaging system for
the specified applications at a reduced cost and complexity.
It is also worthwhile to note that genetically modified mice
are largely the model of choice in biological research and
they represent more than 90% of the preclinical disease
models [32]. Therefore, it is desirable to design and build a
scanner specifically for imaging mice, which would also
lead to an optimized system design with lower cost.
Combining these considerations, a dedicated low cost
preclinical PET scanner, referred to as PETbox, is currently
under development at our institute, which we believe will be
of great interest to the research community.
The PETbox is designed as an integrated and easy to use
imaging platform optimized for biologists to perform
pharmacokinetic and pharmacodynamic mouse studies. The
goal of the design is to obtain a good overall system
performance at a reasonably low cost and complexity. Our
main performance metrics were to achieve 93% peak
absolute sensitivity at the scanner center and ~2 mm image
resolution in the reconstructed coronal planes. These
combined metrics for resolution and sensitivity are adequate
for typical biodistribution and major organ level uptake
quantification studies [33] and are comparable to the
performance of conventional full-ring tomographic systems
[34]. Imaging throughput is another important issue for these
kinds of studies because it is often necessary to image a
considerable number of subjects in a study [35]. This is
addressed by optimizing the system geometry for the highest
sensitivity achievable, thus maintaining the required scan
time, and more importantly, through the integration of a
complete animal management system to facilitate animal
preparation and handling during the study. It is not
uncommon that animal preparation takes an amount of time
at least equal to the actual imaging time [36]. It was also
shown that the level of radioactivity currently administered
during typical preclinical PET imaging procedures leads to a
radiation dose for which radiobiological effects have been
reported [37, 38]. PETbox is specifically designed to work at
a much lower radioactivity concentration in order to reduce
the dose delivered to mice, especially in the case of
longitudinal studies involving multiple experiments. For
typical PETbox biodistribution studies, we anticipate an
administered radioactivity amount of 1.85 MBq (50 μCi),
which is a factor of four times less compared to established
procedures.
Monte Carlo simulations have been performed on the
design of the PETbox scanner to guide decisions on major
system parameters and provide quantitative analysis of
system performance. That work has been included in a
different manuscript submitted separately [39]. Based on the
simulation results, a prototype system has been developed
and preliminary results of the system were reported in [40].
Main components of this prototype system such as the
detector module and system electronics are described in [41,
42]. In this paper, we report on the performance parameters
of the integrated system based on the NEMA NU 4-2008
standards [43], modified as necessary to accommodate its
non-standard geometry. We also present phantom and in vivo
animal studies to demonstrate the capabilities of this new
tomograph for small animal imaging.
Materials and Methods
PETbox System Description
Fig. 1a shows a schematic drawing of the PETbox scanner. A
bench top configuration is used which also integrates a complete
animal management system to provide life support functions,
including reproducible animal positioning, temperature control,
anesthesia, real-time monitoring of animal respiration, and a pathogen
barrier, with the emphasis on ease of use to allow non-imaging
scientists to access this technology. The scanner employs compact
dual-head geometry similar to those of positron emission mammog-
raphy (PEM) systems [44] or a high-sensitivity small-animal PET
system based on High-Resolution Research Tomograph detector
technology [45]. Two flat-panel type detector heads are placed
950 H. Zhang, et al.: Performance evaluation of PETboxopposingeach other ata spacing of 5 cm.Each detector hasa sensitive
areaofapproximately5×10cm,largeenoughtocoverthewholebody
of the vast majority of laboratory mice (18–40 g). Mechanical motions
of the gantry and the animal bed are avoided in this design in order to
reduce system complexity and lower system costs. The two detectors
and the imaging subject (mouse) are kept stationary during the scan,
providing a limited angle tomography along the central anterior–
posterior (AP) view.
PETbox Detectors The design and characterization of bismuth
germanate (BGO)-based PETbox detector modules were described
by Zhang et al. [41]. The BGO scintillator is used to take advantage
of its high stopping power, high photoelectric event fraction and
low cost. Additionally, BGO has very low intrinsic radioactivity
compared with lutetium oxyorthosilicate (LSO). The significance of
this is that system background will not adversely affect the system
minimum detectable activity [46, 47], especially considering the
very compact geometry of PETbox and the intended use of the
system at low activity levels. Each PETbox detector consists of a
20×44 pixilated BGO array with a thickness of 5 mm. The
individual crystal element in the array has a cross-section size of 2×
2 mm and a pitch size of 2.2 mm. The BGO array is coupled to two
H8500 multi-channel position-sensitive photomultiplier tubes
(PSPMT; Hamamatsu Photonics, Bridgewater, NJ) for scintillation
light detection. A charge division resistor network is used to convert
the anode outputs from the two PSPMTs into position encoding
signals, while the timing signal is obtained directly from the 12th
dynode signal on the H8500 PSPMT. Each detector module and the
associated readout circuitry is encased in aluminum housing and
mounted on a static frame. A photograph of the finished gantry with
the two detector heads assembled is shown in Fig. 1b.
Data Acquisition Electronics Position and timing signals from
the two detector modules are directly connected to a field
programmable gate array (FPGA)-based fully digital signal pro-
cessing system which is described in detail in [42]. These signals
are digitized and processed using an FPGA device. Event
processing algorithms specific to the scanner were implemented
in the FPGA device and raw list-mode data containing event
information are saved to an external hard disk. A custom graphic
user interface was developed for the data acquisition, with which
the user can set event detection parameters such as coincidence
timing window, and choose the operation mode of the system to
collect either singles or coincidence events from the scanner. A
delayed window method was also implemented in the FPGA to
collect random coincidence events.
Data Corrections and Image Reconstruction The PETbox
scanner is currently designed to collect data above a global
electronic energy threshold. Energy windowing is applied to the
acquired list-mode data afterwards, during data histogramming.
Typically the energy window is set to 150–650 keV to allow for
highersystem sensitivity.Foreachcoincidence eventthat iswithinthe
energy window, the crystal pair is identified and the count for the
corresponding line of response (LOR) is increased by one. The
randoms are obtained from a delayed window method, and they are
subtracted in a similar fashion during histogramming. Normalization
is applied on the histogrammed data to correct for the systematic non-
uniformities in the detection efficiency of each LOR. These non-
uniformities are composed by two parts: (a) system geometry
component that comes from detection geometry, crystal penetration,
and scatter and (b) variation in detector efficiency due to crystal
cutting,lightcollection,andPMTnon-uniformities.Thegeometryand
crystal penetration and scatter component is modeled in a Monte
Carlo-generated system probability matrix [48], and therefore, is
corrected during image reconstruction. The second component,
variation in intrinsic detector efficiency, is corrected by multiplying
the measured LOR count with the corresponding normalization factor
for that LOR. Since this variation in intrinsic detector efficiency is
specific to the components used for the imaging instrument, it only
needs to be characterized for one time after the system is built. These
normalization factors are obtained from the scan of a uniform plane
source. The uniform plane source, which has a total activity of
1.11 MBq (30 μCi), was imaged for 80 h to ensure adequate statistics
(~3,000 counts on average per LOR) for generating the normalization
factor for each LOR. Attenuation correction is another important data
correction forquantitative mousestudies.A method ofcombining two
orthogonal optical views to create a 3D estimate of the subject was
proposed for this purpose [49]. At the time of writing, this method is
still under development and optimization, and the results presented
here arewithout attenuation correction (exceptforthe measurement of
the image quality phantom). Scatter correction was also not
implemented and therefore not included in these results.
An iterative reconstruction method based on a maximum like-
lihood and expectation maximization (ML–EM) algorithm with the
incorporation of a system probability matrix (P-matrix) has been
developed to reconstruct 3D images from the limited angle projection
data acquired on PETbox [48]. The probability matrix was generated
by Monte Carlo-based GATE simulations, and symmetries of the
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Fig. 1. a Schematic illustration of the PETbox scanner in a bench top configuration. b A photograph of the gantry with the two
detector heads assembled.
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increase the counting statistics. The sensitivity of each plane was pre-
calculated to scale the simulation time, which ensured that each
element in the probability matrix received about the same amount of
counts and that the P-matrix Poisson noise contribution to signal-to-
noiseratioisuniform.Foratypicalstudy,30iterationsare usedforthe
reconstruction of image data. The reconstructed image matrix size is
80×80×176 with a cubic voxel of 0.55 mm edge length. The entire
reconstructed FOV is 44×44×96.8 mm
3.
Image Spatial Resolution
The image spatial resolution of the PETbox system was measured
using a 750 kBq (20.3 μCi) NEMA NU4-2008 type
22Na point
source with a nominal size of 0.3 mm, embedded in a acrylic plastic
cube measuring 10 mm on all sides (Isotope Products Laboratories,
Valencia, CA). The source was attached to a translation stage and
positioned between the two detectors. Starting from the center of
the FOV, the source was stepped across the central coronal plane
towards its edges in both the x and y directions. The step size was
10 mm along the x direction and 5 mm along the y direction. List-
mode data were acquired at 20 positions in this coronal plane. The
source was then raised by 6 mm along the z direction and stepped
across that offset coronal plane in the same manner. For all the
acquisitions, the timing window was set to 20 ns.
The list-mode data acquired at each location were histogrammed
with an energy window of 150–650 keV. Randoms were corrected
before the images were reconstructed using the ML–EM algorithm.
The response function was formed by summing 1D profiles that
were parallel to the coronal x and y directions and the z direction
(AP direction) and within two times the FWHM of the orthogonal
directions. As specified in the NEMA NU-4 2008 protocol, a
parabolic fit of the peak point and its two nearest neighboring
points were used to determine the maximum value of the response
function. Linear interpolation between adjacent pixels was used to
determine the position of the half and the one tenth of the
maximum; the FWHM and full width at tenth maximum were
determined for each extracted profile. The volumetric spatial
resolution was calculated by multiplying the resolution along the
three orthogonal directions. The measured spatial resolution was
not corrected for source size, positron range, or photon acolinearity.
Sensitivity
The absolute system sensitivity was measured using a droplet of 2-
deoxy-2-[18F]fluoro-D-glucose ([
18F]FDG) solution on a piece of
filter paper measuring 1 mm
2. The activity on the filter paper was
67 kBq (1.8 μCi) measured in a well-type gamma counter (Wallac
Wizard 1480, Perkin Elmer, Shelton, CT). The filter paper was
placed between two pieces of 5-mm-thick plastic each measuring
8×8 mm in size to ensure that all positrons emanating from the
source annihilate in the surrounding material. The source was set on
a translation stage and positioned midway between the two detectors.
Measurementswere taken by stepping the source inboth the coronal x
and y directions with steps of 5 mm. At each location, list-mode data
were acquired with a timing window of 20 ns. The data were then
histogrammed using an energy window of 150–650 keV. Randoms
were subtracted from the prompt coincidences to get the number of
true coincidences. The recorded counts were corrected for
18Fd e c a y
and positron yield, but the attenuation of the plastics surrounding the
18F source was not compensated, which leads to an estimated 9%
sensitivity loss based on the 0.095 cm
−1 attenuation of 511 keV
photons in water equivalent material. For each location, the absolute
systemsensitivitywascalculatedastheratiobetweentherecordedtrue
coincidence counting rate and the source activity.
To investigate the sensitivity dependency on the energy thresh-
old, the list-mode data taken at the center of the FOV, which
provides the system peak absolute sensitivity, were histogrammed
using different energy windows. The system peak absolute
sensitivity was measured and analyzed as a function of energy
window. The choice of energy window for a PET scanner will
affect system sensitivity and the energy window used in typical
studies should be determined based on the trade-off between system
sensitivity and scatter fraction.
Scatter and Counting-Rate Performance
Counting-rate performance of the PETbox system was evaluated
using the NEMA NU 4-2008 mouse-sized phantom, which is a
70-mm-long and 25-mm diameter solid cylinder made of high-
density polyethylene (0.96 g/cm3), with a 3.2-mm diameter hole
drilled parallel to the central axis at a radial distance of 10 mm. A
flexible tube filled with [
18F]FDG solution was inserted into the
hole of the phantom. The initial activity was measured to be
13.1 MBq (355 μCi) using a dose calibrator (Atomlab 300; Biodex
Medical Systems). The phantom was placed in the system so that
the tube was located at the axial center of the FOV to ensure that
the dead time experienced by the two detector heads were the same.
Data were acquired until the total activity decayed below
10,000 Bq. The timing window was set to 20 ns during the
acquisition. The random coincidences were measured using the
delayed window method.
The acquired list-mode data was histogrammed into 2D sinogram
sets with 10-min frame duration using four sets of energy windows
(150–650, 250–650, 350–650, and 450–650 keV). Prompts and
delayed coincidences were histogrammed separately. Data analysis
was performed conforming to the NEMA NU 4-2008 standards. For
each prompt sinogram,the profile of each projection anglewas shifted
so that the peak pixels were aligned with the center pixel of the
sinogram. A sum projection was produced by adding up all angular
projections in each slice and in each frame. All pixel counts outside of
a 14-mm centered band were assumed to be the sum of random and
scatter counts. A linear interpolation between the left and right border
of the 14 mm band was used to estimate these non-true counts under
the profile peak. Counts above this line were taken as true events.
Randoms were estimated from the delayed sonogram.
The scatter fraction was measured using a prompt sinogram with
an activity of 210 kBq (5.67 μCi). This low activity frame was
chosen to ensure that system dead time and randoms did not affect
the measurement. The randoms for this particular frame were found
to be less than 0.2% of the total prompt counts, suggesting they
were negligible in this 10-min measurement. The scatter fraction SF
was calculated as
SF ¼
Rscatter
Rprompt
¼
Rprompt   Rtrue
Rprompt
ð1Þ
where Rscatter,Rprompt, and Rtrue are the number of scatter,
prompt, and true events, respectively.
952 H. Zhang, et al.: Performance evaluation of PETboxThe noise equivalent count rate (NECR) for each prompt
sinogram was calculated using the following formula:
NECR ¼
R2
true
Rprompt þ Rrandom
¼
Rprompt   Rrandom
 2 1   SF ðÞ
2
Rprompt þ Rrandom
ð2Þ
where Rrandom is the number of random events obtained from the
delayed sinogram.
Imaging Studies
Both phantom and in vivo studies were performed to demonstrate
the imaging capabilities of the PETbox system. Unless stated, for
all the studies shown in the following sections, list-mode data were
acquired with a timing window of 20 ns. An energy window of
150–650 keV was applied during list-mode data histogramming.
Normalization and random event correction were applied before
image reconstruction. Attenuation correction was performed when
applicable and was stated in the corresponding text. No scatter
correction was performed for any of the studies presented below.
Image Quality Phantom The image quality of the PETbox
system was evaluated using an image quality phantom consisting of
a main fillable uniform region chamber, two small cold region
chambers with one filled with nonradioactive water and the other
with air, and a solid acrylic region with five fillable rods of
different diameters. The box-shaped image quality phantom, as
shown in Fig. 2, is modified from the NEMA NU 4-2008 standard
to fit into the PETbox system gantry. Since the PETbox is intended
to be used with a low injection dose, the phantom was filled with
1.85 MBq (50 μCi) [
18F]FDG solution in this study. The phantom
was placed at the center of the system FOV and scanned for 20 min
using typical settings as stated above.
Normalization, random, and attenuation corrections were
applied to the acquired data before image reconstruction, but no
scatter correction was applied. The attenuation correction was
realized by multiplying the sinograms with an analytically
generated attenuation sinogram. A voxelized model of the image
quality phantom was created with a cubic voxel size of 0.55 mm
3
and a matrix size of 80×80×176. Each voxel in the phantom was
assigned with the attenuation coefficient of water (0.095 cm
−1 at
511 keV) except for the cold region chamber filled with air, which
was set to zero. The attenuation sinogram was created by analyti-
cally calculating the line integrals of each LOR through the
phantom.
Data analysis on the image quality phantom reconstructed
images was performed with reference to the NEMA NU 4-2008
standards. A 10×20×6 mm
3 volume of interest (VOI) was drawn
over the center of the uniform region. The mean value and standard
deviation (SD) in this VOI was measured and the percentage SD
was calculated to estimate the noise performance of the imaging
system. To calculate the recovery coefficient (RC) for each hot rod,
a single coronal image was generated by averaging the image slices
covering the central 10-mm length of the rods. Circular regions of
interest (ROI) were drawn in this image around each rod, with
diameters twice the physical diameters of the rods. The RC for each
hot rod and the SD of the RCs were obtained as specified in the
NEMA NU 4-2008 standard. Although no scatter correction was
applied to the acquired dataset, the spillover ratios of the water- and
air-filled cold region chamber were calculated as specified in the
NEMA NU 4-2008 standard to provide a rough estimation of the
scatter effects.
96-Well Plate Study The quantitation capability of the PETbox
system was investigated using a specially designed 96-well plate
study. Eight wells on the 96-well plate (Greiner Bio-One 655090,
USA Scientific, Orlando, FL) were filled with decreasing activities of
[
18F]FDG solutions. As indicated in Fig. 3, the first well was filled
with the highest activity of 67.9 kBq (1.834 μCi), and the activity
decreased approximately by half for the next well, reaching 629 Bq
(17.3 μCi) for the last one. These activities were calibrated using a
well-type gamma counter (Wallac Wizard 1480, Perkin Elmer,
Shelton, CT). The 96-well plate was placed midway between the
Fig. 2. Drawing of the modified image quality phantom
specially designed for the PETbox system. All dimensions are
in millimeters.
Fig. 3. The pattern of [
18F]FDG solution distribution and
calibrated activities in the eight selected wells on the 96-well
plate used in the system quantitation study.
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data were histogrammed into 20-min frames, and 3D images were
reconstructed for each frame. For each frame, cylindrical ROIs were
drawn on the hot wells in the reconstructed images. The diameter of
each ROI was set to 9 mm to cover the well area (8 mm in diameter),
and the height of each ROI was set to 9 mm, covering ±4.5 mm from
the central coronal slice. The mean image value for each ROI was
calculated and used as a quantitative representative of the activity in
the ROI (hot well). These values were compared to the calibrated well
activities to reveal the quantitative performance of the system.
In Vivo Mouse Studies A[
18F]FDG study was performed on a
healthy mouse to demonstrate the dynamic imaging capability of
the PETbox system. The mouse was anesthetized with isofluorane,
positioned in the imaging chamber, and placed in the PETbox
system. Following a tail injection of 740 kBq (20 μCi) [
18F]FDG,
the mouse was scanned for 1 h. List-mode data were acquired and
sliced into 16 frames, with frame length of 2, 3, 5, 10, 10, 10, 10,
10, 60, 60, 60, 60, 300, 600, 600, and 1,800 s. For each frame, 3D
images were reconstructed using the ML–EM method. No
attenuation or scatter correction was applied. ROIs were manually
drawn for the bladder, heart, liver, and kidney in the reconstructed
images. The mean image value in each ROI was calculated as a
representative of activity distribution in that organ.
A static [
18F]FAC study was performed to validate system
performance with different probes. [
18F]FAC is a specialized probe
targeted for immune function and it is based on deoxyribonucleo-
tide salvage pathway for DNA synthesis [50]. One healthy mouse
was injected with 1.85 MBq (50 μCi) [
18F]FAC. After an uptake of
100 min, the mouse was scanned for 20 min. 3D images were
reconstructed from the acquired list-mode data with no attenuation
or scatter correction.
Results
Detector Performance
Basic intrinsic performance data of the PETbox detector,
including the energy resolution, coincidence timing resolu-
tion, and spatial resolution, have already been reported in
[41]. The results are summarized here for completeness. The
energy resolution for the two BGO arrays ranged from
16.1% to 38.5% full width at half maximum (FWHM), with
a mean of 20.1%; and from 15.5% to 42.7%, with a mean of
19.6%, respectively, on the prototype scanner. The coinci-
dence timing resolution of the detector pair was 4.1 ns
FWHM. The intrinsic spatial resolution was measured to
range from 1.48 to 2.33 mm along the coronal x axis
(detector long axis) and from 1.55 to 2.39 mm along the
coronal y axis (detector short axis), with an average of
1.78 mm (see Fig. 1a for the coordinates definition).
Image Spatial Resolution
Table 1 summarizes the spatial resolution measured with the
reconstructed images of the
22Na point source. No signifi-
cant difference was observed between the two planes at
different z positions. In-plane spatial resolution is rather
uniform in both planes, with an isotropic mean value of
1.53 mm FWHM. Anterior–posterior plane spatial resolution
has a mean value of 2.65 mm, and the degradation is caused
by incomplete LOR collection due to the system geometry.
Fig. 4 shows the volumetric resolution at different locations
in the two coronal planes. It ranges from 3.99 to 12.82 mm
3
for the central coronal plane and from 4.08 to 13.80 mm
3 for
the offset coronal plane. The volumetric resolution is below
8m m
3 at most locations except for near the edge of the
FOV. For comparison, we also plotted the image spatial
resolution in the radial, tangential, and axial directions
measured in the central coronal plane in compliance with
the NEMA NU 4-2008 standard, as shown in Fig. 5. The
radial and axial resolutions are all below 2 mm FWHM,
while the tangential resolutions are worse. However, the
volumetric resolutions are all below 8 mm
3, which is within
the design specifications of the system.
Sensitivity
Fig. 6a plots the measured absolute system sensitivity as a
function of the source location along both the coronal x and
y directions. The peak absolute sensitivity of the system at
the center of the FOV is measured to be 3.99%, and the
sensitivity drops for positions away from the center. It is
worthwhile to note that the measured sensitivity was not
corrected for source self-attenuation (corresponding to
approximately 9% sensitivity loss).
Fig. 6b and c shows the measured system peak absolute
sensitivity as a function of energy windows. In Fig. 6b, the
upper energy threshold (ULD) is fixed at 650 keV and the
lower energy threshold (LLD) changes from 100 to
250 keV; while in Fig. 6c, the LLD is fixed at 150 keV
and the ULD changes from 650 to 750 keV. It is evident that
the sensitivity has a strong dependency on the lower energy
threshold, dropping from 4.6% at 100 keV LLD to 2.8% at
250 keV LLD. The upper energy threshold, however, has
little effect on the sensitivity, which increases only slightly
as the ULD goes up from 650 to 750 keV.
Scatter and Counting-Rate Performance
Table 2 lists the measured scatter fraction with different
energy windows. These measured scatter fractions are higher
compared with those previously reported for other systems
Table 1. ML–EM reconstructed image spatial resolution
Plane position Spatial resolution FWHM (mm)
In-plane Coronal Anterior–
Posterior (z)
Coronal x Coronal y
z=0 (central coronal plane) 1.61±0.12 1.54±0.22 2.61±0.47
z=6 mm (offset coronal plane) 1.55±0.11 1.43±0.10 2.69±0.51
954 H. Zhang, et al.: Performance evaluation of PETbox[23, 51], especially with lower energy thresholds. This is
believed to be caused in part by the materials associated with
the system gantry and the closed geometry of the PETbox
system (~43.6% solid angle). Those materials include the
aluminum-based detector brackets as well as a special plastic
guide that sits on top of the bottom detector and serves as the
guiding rail for the mouse chamber (see Fig. 1a).
Fig. 7 shows the measured prompt and random rates and
the calculated NECR curve for the mouse-sized phantom
with two energy windows. The prompt rates reach peak
values at around 3.7 MBq (100 μCi) total activity with both
energy windows. With this activity, the random events
account for approximately 3% of the total prompt counts.
The PETbox detector pair was previously measured to have
a timing resolution of 4.1 ns FWHM [41], but since the
random rate is very low, a large timing window can be used
to increase the system sensitivity, as was done in all the
measurements presented in this manuscript. The peak NECR
is calculated as 20 kcps for the 150–650 keV and 18.2 kcps
for the 250–650 keV energy window, both achieved at a
total activity of 3.2 MBq (86.8 μCi) in the phantom,
suggesting that the NECR of the PETbox system is mainly
limited by the counting rate capability of the BGO detector.
Because the scatter fraction for mouse imaging is relatively
small, a wide open energy window maximizes system
sensitivity without significantly compromising imaging
results. For optimized mouse imaging, an energy window
of 150–650 keV and a timing window of 20 ns were chosen
for the PETbox system.
Imaging Studies
Image Quality Phantom Fig. 8 illustrates a reconstructed
coronal slice of the image quality phantom, showing the five
hot rods on the top, the uniform region in the middle, and
the two cold chambers in the bottom. Uniformity measure-
ment was performed on the uniform region. The mean value
and standard deviation (SD) in the 10×20×6 mm
3 VOI
drawn over the center of the uniform region was measured to
be 921.4 and 90.8, respectively, and the percentage SD was
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Fig. 4. Volumetric spatial resolutions of the PETbox system
measured with a point source at different locations in a the
central coronal plane and b the 6 mm offset coronal plane.
Images were reconstructed using the ML–EM method
described in the text.
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Fig. 5. ML–EM reconstructed image resolution of the PET-
box system plotted per NEMA NU 4-2008 protocol, showing
the FWHM and FWTM of the radial, tangential, and axial
image resolutions at a axial center of the FOV and b 20 mm
from the axial center towards the axial edge of the FOV.
H. Zhang, et al.: Performance evaluation of PETbox 9559.9. The percentage SD in this uniform region provides a
measure to estimate the uniformity of the imaging system.
However, because of the Poisson distribution of the signal,
the actual value is also directly related to the injection dose,
scan time, and system sensitivity. Taking those into
consideration, the percentage SD obtained in our measure-
ment is comparable to that previously reported for a
commercial full-ring system with a sensitivity of 6.72%
measured at 350–625 keV. For that system, a percentage SD
of 5.29 was obtained from a 20-min scan with 5.1 MBq
(137.8 μCi) total activity in the phantom [23], resulting in
approximately 3.5 times more true events for that measure-
ment than the events obtained here.
The calculated recovery coefficients and standard devia-
tions of the five hot rods were summarized in Table 3.I ti s
worthwhile to note that no scatter correction was applied for
the acquired dataset, resulting in a higher mean image value
in the uniform region than normal, which in turn leads to an
underestimation of the recovery coefficients for the system
[23]. The spillover ratios of the water- and air-filled cold
region chamber were calculated to be 14.8% and 3.3%,
respectively. Again, these numbers were obtained without
scatter correction.
Table 2. Scatter fraction for the mouse-sized phantom (34 cm
3)
Energy Window Scatter Fraction
150–650 keV 21.3%
250–650 keV 14.3%
350–650 keV 9.2%
450–650 keV 5.2%
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measurement. The peak absolute sensitivity as a function of
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956 H. Zhang, et al.: Performance evaluation of PETbox96-Well Plate Study Fig. 9a and b shows the reconstructed
central coronal slice of the first and last (the 21st) 20-min
frames, respectively, with the hottest and weakest well
activities indicated for each frames. The mean image
value of each ROI drawn on the hot wells was calculated
and plotted against the calibrated well activities. As
shown in Fig. 9c, good linearity was observed between
the mean ROI image values and the activities. The system
also demonstrates a wide quantitation range, from 67.9
(1.834 μCi) to 51.4 Bq (1.39 nCi) for the acquisition
presented here.
In Vivo Mouse Studies Fig. 10 shows selected recon-
structed coronal slices from eight frames corresponding to
the time period: (a) 0–2 s, (b) 2–5 s, (c) 5–10 s, (d) 30–40 s,
(e) 1–2 min, (f) 4–5 min, (g) 10–20 min, and (h) 30–60 min
following the injection in the dynamic [
18F]FDG study. The
reconstructed images show the tail injection in early frames
and the activity building up in kidney, liver, bladder, and
heart in later frames. The measured time–activity curve in
the bladder, heart, liver, and kidney are plotted in Fig. 11,
which clearly reveals the trend of activity distribution in
these organs as time progresses. Fig. 12 shows a recon-
structed coronal slice in the static [
18F]FAC study. The [
18F]
FAC probe is targeted for the immune system, and it allows
visualization of thymus and spleen in mice, which are
clearly shown in Fig. 12.
Discussion and Conclusion
The PETbox system was designed as low cost option for
pharmacokinetic and pharmacodynamic studies in mice.
Compared with commercially available small animal PET
scanners, the bench top configuration of this system greatly
reduces the cost as well as the space needed for researchers
to access PET imaging technology. While a very high
performance scanner was not the goal of this work, the key
performance metrics for PETbox were chosen to satisfy
typical resolution and sensitivity requirements for routine
biodistribution and organ uptake quantification studies [31,
33]. The evaluation presented in this manuscript demon-
strates that the prototype system meets the intended design
specifications. The tomograph was also designed with an
integrated mouse handling system that in addition to
anesthesia and temperature control provides reproducible
positioning and locates subjects within the optimal location
in the FOV [52]. The measured spatial resolution within this
effective imaging volume is 1.53 mm FWHM in the coronal
directions and 2.65 mm in the AP direction, with minimal
variations. For this region, the volumetric spatial resolution
averages 6 mm
3 and is not dramatically different than the
spatial resolution of many other dedicated preclinical
imaging instruments.
Many successive generations of preclinical imaging
system have been developed since some of the early work
in which the optimal injected dose for mouse studies was
established [53]. System design, sensitivities, and count rate
capabilities have changed dramatically since then. The
design of the PETbox took into renewed consideration a
combination of subject centered factors, including the need
to perform longitudinal studies in mice bearing tumors,
where perhaps ten or more successive studies are performed
in a period of a few weeks on the same animal. In addition,
preclinical PET as a high-sensitivity imaging modality is
often required to image very weak signals such as those
from gene expression imaging [54] or from imaging immune
system responses [50]. Based on these considerations, the
PETbox was designed with the task to optimize imaging
with routine injections of 1.85 MBq (50 μCi). At this level
of injected activity, serial protocols of ten studies give rise
to a dose of 25 cGy to background soft tissues and 55 cGy
to soft tissue tumors with an average SUV of 2 [38]. While
this dose level still is not trivial, it is significantly less
(approximately four times less) than the dose from the
standard injections of 7.4 MBq (200 μCi) used today. An
added benefit from this low injected activity is a reduced
exposure to the scanner operator.
The use of the PETbox with low levels of administered
dose was achieved by employing a compact system
air     water  
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4 
Fig. 8. A reconstructed coronal slice of the image quality
phantom. The phantom was filled with 1.85 MBq (50 μCi)
[
18F]FDG solution and scanned for 20 min.
Table 3. Report for recovery coefficient tests
Rod Diameter 1 mm 2 mm 3 mm 4 mm 5 mm
RC 0.08 0.24 0.51 0.72 0.72
% SD 13.5 11.5 17.3 18.3 18.0
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Fig. 9. Reconstructed central coronal slice of the a first frame and b last frame. Different color scales are used for the two
images for better visualization of the weakest activity in each image. ROI regions for each hot well are also shown on the
images. c The mean image ROI values are plotted as a function of calibrated well activities.
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Fig. 10. Selected frames from the 1-h dynamic scan of a mouse following a tail injection of 740 kBq (20 μCi) [
18F]FDG.
Different coronal slices are shown for each frame to better reveal the activity distribution for different time periods.
958 H. Zhang, et al.: Performance evaluation of PETboxgeometry optimized for imaging mice as well as by using a
BGO scintillator which has very high stopping power for
511 keV photons and very low intrinsic radioactivity. Our
simulation shows that for the PETbox geometry, even at a
lower LLD of 150 keV, BGO has less crystal scatter and
higher photoelectrical fraction compared with LSO at
250 keV LLD [39], suggesting that a wide open energy
window can be used for the PETbox system to collect
events. The peak absolute sensitivity was measured to be
3.99% with a 150–650 keV energy window, which agrees
very well with the simulation. The measured NECR curve
shows a favorable system operating range below a total
activity of 3.7 MBq (100 μCi). Both the phantom and in vivo
imaging studies presented in this manuscript also demon-
strate the utility of the system at low activity levels. A trade-
off though inherent in this approach is that the system does
not operate optimally when there are more than 3.7 MBq
(100 μCi) activity in the FOV. While as we have
demonstrated here, this does not pose a significant problem
for routine biodistribution studies, it could pose a challenge
for long dynamic imaging of short-lived isotopes, such as
those labeled with
11C.
Due to the dual-head geometry, PETbox provides a
limited angle tomography along the central AP view. Image
reconstruction for such geometry depends on the accurate
system modeling [55]. The PETbox system P-matrix was
generated using GATE simulation and was incorporated into
the ML–EM reconstruction method. As a result, reasonably
good quantitative results were obtained by the system, as
demonstrated by the initial 96-well plate study. Our
simulation also shows good quantification accuracy for most
large organs and suggests that the quantification capability
of the system is mainly limited by the spatial resolution [39].
This is in line with a previous study by He and Frey [56]
where a dual-headed system incorporating a full system
response provided accurate quantitative results. A full
investigation of the quantification accuracy of the PETbox
system still needs to be performed in future work with
phantom and in vivo imaging.
Finally, it is worthwhile to note that the performance of a
small animal PET scanner is conventionally characterized
using the NEMA NU 4-2008 Small Animal PET Standard.
However, since PETbox has a dual-head geometry instead of
a cylindrical geometry of typical full-ring small animal PET
scanners, the NEMA NU 4-2008 standards are not always
appropriate for the evaluation of such a system. This was
also reflected in some other studies performed on a clinical
PEM system with similar geometry [57, 58]. In the work
presented here, the NEMA NU 4-2008 standards were used
as general guidelines and the actual procedures were
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Fig. 11. Time activity curves in major organs of a mouse during the 1 h dynamic [
18F]FDG scan. a Organ uptake for the 1-h
period. b Close-up for the first 60 s following injection.
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Fig. 12. A reconstructed coronal slice showing the uptake of
[
18F]FAC in spleen and thymus in a healthy mouse during a
20-min scan. The injection was 1.85 MBq (50 μCi) and the
uptake time was 100 min. L liver, SP spleen, Thy thymus.
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