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This paper is split into two independent parts. The first section introduces 
the concept of K-Taylor series which is an approach to the theory of principal 
parts of Grothendieck [4]. W e h ave included this for two reasons. The first 
is that we believe this approach is conceptually easier than [4] because it 
recognizes the P& of [4] as the solution of a universal problem which is only 
slightly different from that of differentials. Second, at one point in the 
second part of this paper we find it convenient to pass to the completion of a 
local ring where the concept of continuous m-adic Taylor series is required. 
The m-adic theory has been carried out in [lo], but the definition and 
elementary properties of Taylor series has not been published. 
In the second section we use the concept of principal parts (or Taylor 
series) to define for line bundles with sufficient sections the concept of 
Wronskian. The Wronskian is a module associated to a line bundle and a set 
of generating sections (see Definition 2.5). Given a line bundle L, then the 
points of the support of the Wronskian we call Weierstrass points. In case L 
is the canonical bundle of a curve (over a perfect field), then these points 
coincide with the classical Weierstrass points in characteristic zero, and for 
positive characteristic they are the Boseck-Schmidt Weierstrass points. In 
either case they are seen as simple invariants of the canonical bundle. 
* This work was supported in part by NSF contract No. GP 28915 and partially 
by a contract of the Multinational Mathematics Project of OAS. 
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I 
All the rings discussed will be assumed commutative, but not necessarily 
with an identity. A ring with 1 will be called unitary. Ring homomorphisms 
between unitary rings will be assumed to carry one-to-one. 
DEFINITION 1.1. Suppose R and S are unitary rings and suppose R is 
an S-algebra. Suppose A is an R-algebra. An S-linear map T from R to A 
is said to be an A-valued S-Taylor series if and only if 
(i) T(1) = 0 and 
(ii) T&y) = xTy + yTx + TxTy for each x and y in R. 
LEMMA 1.2. Suppose R and S are unitary rings and assume that R is an 
S-algebra. Denote by rr the map from R as R to R defined by n(a @c b) = ab, 
and let I(R/S) denote the kernel of T. 
Ifx,yER, then 
(*I (1 ox- x @ I)(1 @y -y 0 1) = (1 @ xy - xy @ 1) 
- 41 Or -Y 0 1) 
- y(l @ x - x @ 1). 
The ideal I(R/S) has the structure of a left R-module and as an R-module 
I(RIS) is generated by the elements 1 @ x - x @ 1. If R is a free module over 
S with basis 1, yj (j E J), then I(R/S) is a free module over R with a basis given 
by the elements 1 @ yj - y, @ 1. The ideal I(RIS) also has the structure of a 
left R-algebra, and if zc (i E H) is a set of S-algebra generators for R, then the 
elements 1 @ zi - zi @ 1 are R-algebra generators for I(R/S). 
Proof. See [4]. 
DEFINITION 1.3. We shall call the map from R to I(R/S) which carries x 
to 1 62~~ x - x OS 1 the canonical S-Taylor series and denote this map 
by Ts - 
THEOREM 1.4. If R and S are unitary rings and if R is an S-algebra, then 
the canonical S-Taylor series is an I(R/S) valued S-Taylor series. Furthermore, 
af T: R -+ A is an A-valued S-Taylor series, then there is one (and up to 
R-isomorphism) only one R-algebra homomorphism T* from I(RJS) to A such that 
r=+=T, = r. 
LEMMA 1.5. Suppose that R and S are unitary rings such that R is an 
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S-algebra and suppose that R is generated as an S-module by xi , i E J. If A is 
an R-akebra and if 7 is an S-linear map from R to A such that 
(i) r(1) = 0 and 
(ii) 4vj) = x&d + x3.+4 + Gi) 44, 
then 7 is an A-valued S-Taylor series. 
We wish now to justify the designation of the map T, as a Taylor series, 
but in order to do so we need to discuss the structure of I(R/S) when R is a 
polynomial ring in indeterminates Yj with coefficients in S. 
LEMMA 1.6. Suppose R = S[Y, ,..., Y-1 is a polynomial ring over a 
unitary ring S. Suppose that U, ,.. ., U, are indeterminates and suppose that 
WJ, ,..., U,l+ denotes the ideal in R[U, ,..., U,] generated by U, ,.,., U, . 
Then I(R/S) is isomorphic to R[U, ,..., U,J+ under the map which carries U, 
to T,Y, . 
Proof. See Lemma 1.2. 
DEFINITION 1.7. If R = S[ Yl ,..., Y,l is a polynomial ring over a unitary 
ring S in the indeterminates Yr ,..., Y, , set Tay P(Yl ,..., Y,) = 
P(Yl + TJ, 9..., Y, + Tskm) - P(Yl ,..., Y,) ~WS). 
The connection we wish to indicate involves the higher derivations of 
Dieudonne. In [2] the following definition is given. 
DEFINITION 1.8. Suppose that R is a power series ring in X1 ,..., X,, 
which contains a field k of characteristicp, and suppose that e is a nonnegative 
integer. Denote by R, the subalgebra of power series xf’,..., 3,“‘. If 0: R --f R 
is k-linear, then it is said to be a semiderivation of height e if and only if 
(i) B(R,) < R, and (ii) if x, y E R, then f3((x)y) = (x) B(y) + ye(x) if x E R, . 
For the comparisons we wish to display we shall only use the above 
definition in the case of a polynomial ring (or k[[X, ,..., X,]] if necessary). 
Suppose now that k is a field of characteristicp. Then if R = k[X, ,..., X,J 
the R-module I(R/k) has a base which consists of the monomials 
( TkX$(l) -a- (T&,$(*), 
1 < )I OL 11 = or(l) + .** + a(n). Denote by Yfol *a. YaCn) the element of 
Hom,(l(R/K), R) which takes the value 1 at (T,X$) --- (TKX,)(l(n) and 
which takes the value zero at (T&ZJe(l) *a. ( TkX,J@tn) where /3 # a. 
DEFINITION 1.9 (DieudonnC). If k is a field of characteristic p, if R = 
W, ,a.., X,J and if e and i are integers such that 1 < i < n and e >, 0, then 
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the basic k-derivations D,,i of R are given by the formula D&X:‘) = Sij 
(Kronecker delta), and D&q(‘) ... X2%)) = 0 if all a(j) <p”. If a(i) is an 
integer let a(i) = C,“=, A(&) ph 0 < A(&) < p where A(&) is an integer. If 
a(l),..., cd(n) = a is a sequence of integers set D, = n,“=, ny=i DAt:i’ and set 
a! = fi fj @(hi)!). 
n=o i=l 
In [2], p. 243, Dieudonne developes a Taylor series formula in terms of the 
D, . We are now in a position to establish the comparisons we wish. 
THEOREM 1.10 [4, 6.4.101. S pp u ose that S is a unitary ring and assume 
that R = S[X, ,..., X,] is a polynomial ring with coe@cients in S. The algebra 
I(R/S) is contained in the polynomial ring R[T,X, ,..., T,X,J where the TY, 
are algebraically independent over R, and I(R/S) coincides with the ideal 
(TJ, ,..., T,X,) generated by the T& . The map Tay dejined in 1.7 is an 
I(R/S) valued S-Taylor series and Tay coincides with T, . If S = K is a field 
of characteristic zero and if alaY, denotes partial differentiation with respect o 
Y< , then 
forf E K[X, ,..., X,]. If S = K is a$eld of characteristic p, then Y,“” * TK = Deai 
and 
Proof. Denote by u the S algebra map from S[X, ,...,f;J to R @R 
which carries Xi to 1 @ Xi and let i denote the R map from R to 
which carries 1 to 1. Then Tay(P) = (o - i)_P. It is now a trivial matter to 
check that Tay is an S-Taylor series. Lemma 1.2 shows that I(R/S) is 
generated as an R algebra by the elements TsXi , thus an S-Taylor series is 
uniquely determined by its values on Xi . Because Tay and Ts coincide on 
Xi, it follows that T, = Tay. 
Suppose now that K = S is a field of characteristic p > 0. Then (see [2]) 
D,,jf is the coefficient of yj”” in the polynomial f(xl + y1 ,..., x, + yJ. If 
K = S has characteristic zero, then (aif)/(aX;(‘) **. ax:(“)) is the coefficient 
of y;(l) ... y”,‘“’ in f(xl + yr ,..., x, + m). Because Tay = TR the assertions 
of the theorem follow immediately. 
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The following assertions follow simply from the universality condition of 
I(R/S) with respect to Taylor series. 
THEOREM 1.11. Suppose A, S, K are unitary rings such that S is a 
K-algebra and R is an S-algebra. There is an exact sequence of R-algebras 
0 + N(S/K) + I(R/K) -+ I(R/S) + 0, 
where the ideal N(S/K) is generated (as an ideal) by the elements I(R/K) of the 
form TKs with s E S. If J’ C R is an ideal of R, then the R-&module of I(R/S) 
generated by the elements T,a(a E J’) and the elements of J’ * I(R/S) form an 
I(RIS) ideal. If v: S + R is the K-homomorphism from S onto R which deter- 
mines R as an S-algebra, then there exists an exact sequence 
where 
0 4 J” + R OS I(S/K) : I(R/K) + 0, 
(i) ~carriesr@(1@s-s@l)tor(l~~(s)-~(s)~1)and 
(ii) J+’ is the submodule of R, @ I(S/K) generated by the elements 
1 OS T,(a) with a E ker(v). 
The last remarks we would like to make about Taylor series formalize the 
obvious connection they have with principal parts as in [4]. 
DEFINITION 1.12. Suppose R and S are unitary rings such that R is an 
S-algebra and suppose that A is an R-algebra. We shall say that A is n- 
nilpotent if An = 0; i.e., if xi *.* x, = 0 for each collection of n elements 
Xl ,-**, x, in A. An S-Taylor series 7 with values in an (n + 1)-nilpotent 
R-algebra A will be said to be n-truncated. 
THEOREM 1.13. If R and S are unitary rings such that R is an S-algebra, 
and if 0: I(R/S) + I(R/S)/I(R/S) n+1 is the natural map, then ~9 . T, = Tsn is 
an n-truncated S-Taylor series. Furthermore, I(R/S)/I(R/S)n+l = D”(R/S) is 
universal for n-truncated Taylor series; that is, if r: R -+ A is an n-truncated 
S-Taylor series, then there exists an R-algebra map h from I(R/S)/I(R/S)n+l 
to A such that h . T,” = 7. 
The proof of the above follows immediately from the universality of 
I(R/S) for Taylor series. The connection with [4] is clear, because 
P;,, g R OS R/I(R/S)*+l g R @ D”(R/S) 
([4, Remark 20.4.141). The canonical map 1 + TN is denoted by dN. In [4, 
16.4.15.11 it is shown that P&s (and h ence Dn(R/S)) localizes in multiplicative 
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sets in R. For our purposes we need also note that I E R and r is a unit, 
then 0 = (Y + T,(r)) T,(r-1) + r-lT,(r), thus 
T&-l) = -pp + Ts(WTs(r), 
where the inverse (T + T,r)-l exists because Dn(R/S) is (n + I)-nilpotent. 
One may now study continuous K-Taylor series with respect to the M-adic 
topology of a local ring. This theory has been carried out by Torelli [IO]. 
In particular, it can be shown that if R is a local ring which contains a field 
k such that Dn(R/k) is a finitely generated R-module, and if R denotes the 
completion of R with respect to the M-adic topology, then R OR Dn(R/k) g 
@(R/k) where D’@/k) denotes the universal algebra for continuous Taylor 
series. Thus if R = k[[x, ,..., ’ x,]] IS a power series ring in indeterminates 
xl ,..., x,, , D”(R/k) s R[ TX, ,..., TxJ+/( TX, ,..., Tx,)7+l. 
2 
For the purposes of the discussions of singularities we wish to carry out 
in this section the following lemma is crucial. 
LEMMA 2.1. Suppose that R and K are unitary rings with R a K-algebra. 
As.~me that M is a Jinitely generated K-s&nodule of R, and denote by dN(M) 
the R-submodule of P& g enerated by the element dNm, m EM. If r E R is a 
unit in R, denote by s-M the K-s&nodule of R which consists of the elements rm, 
m E M. Then P&/dN(M) is R-module isomorphic to P$I/dN(rM). Further if 
S is a multiplicative set in R and if 0: R + Rs is the canonical map, then 
R, OR [P;;I,/d*(M)] g P&,,/dN(B(M)) as Rs-modules. 
Proof. If m EM, then for r E R, 
dN(rM) = (1 + T,)(rm) = rm + I Tm + mTr f Tr Tm 
= (y + T&(m + Tkm). 
Because Y is a unit in R, the element r + TKr is a unit of P& , thus multi- 
plication by r + Tkr is an R-module automorphism of P& . Further 
multiplication by T + TKr carries dNM to d*(rM). Thus the first assertion is 
established. For the second assertion, 16.4.14 of [4] shows that Pis,K = 
Rs OR P& under the canonical map from Rs @a PgnII which carries 
w1 @ (1 + TKn) to ~‘(1 + TKn)t. 
LEMMA 2.2. Suppose that Kti a unitary ring andsuppose that K[X, ,..., X,J 
is a polynomial ring in n-indeterminates XI ,..., X, . Suppose that 
fi ,...,f, E I%% ,..., &I 
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are K-linearly inde@r&nt. There exists an integer N such that the elements 
fii:+ TK"fi E p&xl,...,xal,K are K[-& ,..., XJ-~nt='y in@mkt. 
Proof. The elements 1 QKft are K[X, ,..., X,1-independent because the 
fg are K-independent. Thus the 1 @ fi - fi @ 1 are K[X, ,..., X,]-indepen- 
dent. If the maximum of the degrees of the fi is N, then 
1 @ fi - fi @ 1 = fi(X, + TnX, ,..., X, + T,x,) -f (Xl ,..., X,) 6 I*+l. 
However 
K[X, ,..., X,J & K[X, ,..., X,] = C K[X, ,..., Xn](TKX)u + IJ”+l. 
I%* 
Thus the linear independence of the 1 @ fi - fi @ 1 + I*+l follows 
immediately. 
The following theorem is the generalization of the concept of the Wronskian 
which we shall need for the discussion of Weierstrass points. 
For a discussion of the case of a function field in arbitrary characteristic 
see [l]. 
THEOREM 2.3. Suppose that R is a regular local ring with maximal ideal m 
such that 
(i) R contains a field Kg R/m (under the quotient map) 
(ii) Dt(R/K) is a finitely generated R-module for each t. If fi ,..., f,. are 
K-linearly independent elements of R, then there exists an integer N such that 
the elements (1 + TKN) f$ E P& are R-linearly independent. Further if 
char K = 0, if dim R = 1 and K is algebraically closed in R, then N can be 
chosen to be r - 1. 
Proof. Let R = a, R/m”. The canonical map q~ from R to R is an 
injection (see [S]), thus for some integer N, the elements fi + m*+l are 
K-linearly independent. Thus if x1 ,..., x, are a minimal system of generators 
for the ideal m, there exist polynomials P1 ,..., P,. E K[x, ,..., x,.] C R such that 
fi - Pi E rn*+l and such that the polynomials P1 ,..., P, are K-linearly 
independent. The element of m*+l are carried by d* to zero in P& (see [4]), 
thus it will suffice to show that the elements d*Pi are R-linearly independent. 
But the elements d*(PJ are K[xl ,..., x,.1-linearly independent in 
PN 
PZ” 
. . ..*X*]/E 9 as we have shown in the previous lemma. Furthermore, 
,..., x ,,K is a free K[X, ,..., X&module with basis the monomials in 
TFk (se: Lemma 1.6) and PRNjK EL R OK[X~,...,X I p&x,....,x II~ - Further- 
more, this map carries 1 @ TKNxi E PgEx, ,,.., x,,,x: t6 TKNxi E P$,K. Thus the 
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images of the elements @(Pi) in R @k[X1,...,X,j P~tX,,...,X,l,~ are R-linearly 
independent, and these images are precisely the elements (P) Pi E PRNIK . 
The last assertion is precisely the classical Wronskian theorem, which we 
shall prove by induction on r; that is we need to show that if the d’(fi) are 
linearly dependent over R, then the function fi are K-linearly dependent. 
Thus let z denote a generator for the maximal ideal of R, and denote by d/dz 
the K-derivation from R to itself which carries x to 1. We may suppose 
without loss of generality that the elements dre2fi, 1 < i < Y - 1 are 
linearly independent over the quotient field Q of R in Pd’l;K”‘. We shall assume 
that (1 + Tiz-‘)fr = CiI: ~~(1 + TL-‘)fj in P&T; , thus 
T-l 
(d/dz)if, = c c,(d/dz)ifj , 
i=l 
0 < i < Y - 1; therefore 2;:: (d/dz c,)(d/dz)‘fj = 0 for 1 < i < Y - 2. 
Because the (1 + Tre2) fi are Q 1 inearly independent it follows that (d/dz) cj = 
0 for 1 < j < Y - 1, thus cj is separable algebraic over K (see [8]); thus 
c,EK. 
Suppose now that R is a finitely generated K-algebra where K is a field and 
R is unitary. Assume further that R is a domain and that L is a rank one 
projective R-module with a set of generators si ,..., s, . Following Grothen- 
dieck [4] we form the module Pi,K OR L, where the R-structure of P& is 
the right R-module structure inherited from R OK R. There is a canonical 
homomorphism p from L to PRNIK @L defined by setting 
q(s) = 1 @EP&&L, 
then we denote by M(s, ,..., s,.) the R-submodule of P& @L spanned by 
the elements v(sJ,..., I. 
LEMMA 2.4. Suppose that K is a$eld and assume that R is a local K-algebra 
such that D(RIK) is Jinitely generated. Assume that L is a line bundle with 
generator s, and suppose that si = fdsI where fi E R and fi = 1. The R-modules 
PE;,, 6% L ad P& are R-isomorphic as left R-modules by a map 19 and 0 
carries M(s, ,..., s,) to dN{ 1 f , 2 ,..., f,.}, where (1, f2 ,..., f?} denotes the K-sub- 
module of R spanned by the elements 1, f2 ,..., f,. . 
Proof. It suffices to note that if YS, EL, then 
1@~s~=(1~y-y@l+y~l)s~=(y+T,)~s~. 
We have shown that if K is a field and R is a local K-algebra, then there is a 
concept of Wronskian (Theorem 2.2) and if L is a line bundle over R, then 
for a collection of sections s, ,..., s, of L, the R-submodule generated by the 
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images of the si in PN RIK @L is precisely the R-submodule generated by the 
N-truncated Taylor series of elements fi E R where fisl = si with s, a basis 
for L. The definition which follows is then a natural extension to line bundles 
of the concept of the Wronskian. 
In what follows, if M is a finitely generated R-module, then f(j; M) will 
denote thejth Fitting invariant of M. See [3] or [7]. 
DEFINITION 2.5. Suppose that K is a field and assume that R is a unitary 
K-algebra such that DN(R/K) is a finitely generated R-module. Suppose that 
L is a projective rank one R-module with K-linearly independent generators 
Sl )...) s, . For each positive integer N we set 
WN(sl )...) s,;L) = (P&K OR MS1 >***, 4
where (sl ,..., s,.} denotes the R-submodule of P& OK L generated by the 
images of the si . For a positive integer j we set wN(sl ,..., s,; L; j) = 
f(i; WN(sl Ye**, s ; L)). 
Suppose that R is a regular local ring and suppose that L is a rank one free 
module. If m is the maximal ideal of A, then for Y E R, we set v(r) = j if 
Y E rnj - mi+l. If s EL, and e is a basis for L, then s = te, t E R, and we set 
Y(S) = v(t). If e’ is a second basis for L, then ue’ = e for some unit u in R 
and hence s = ute’. Because V(U) = v(t), the concept of the order of a section 
of a line bundle is well defined. 
If L is a line bundle with sections s r ,..., s, such that at each point of the 
base of L at least one of these sections is nonzero we shall say that L has 
sufficient sections. 
THEOREM 2.6. Suppose that K is a perfect $eld and assume that R is a 
Jlnitely generated K-algebra of dimension n which is an integral domain such 
that each local ring of a prime of R is regular. Suppose m is a maximal ideal of 
R and assume M = rank Pt,, . Suppose L is a rank one projective module over 
R with generators 1 ,..., s, which are linearly independent over K. If 
dim,,,R/M @a WN(sI ,..., s,; L) = M - j, 
then there are exactly (dim,R/M)(r - j) K-linearly independent elements in 
the K-submodule of L generated by the si which are of order at m at least N + 1. 
Thus m 3 wN(sI ,..., s,; L; M - j) if and only if there are at least 
Y - (dim, R/M)(r - j) 
linearly independent sections among the s1 of order at least N + 1. 
Proof. Because R is a finitely generated K algebra, the module DN(R/K) 
(and hence Pf,,) is finitely g enerated. We may suppose that R is a local ring 
@I/31/2-IO 
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with maximal ideal m, and hence we may pass to the completion of R and use 
the algebra l%(fi/K) f o continuous m-adic K-Taylor series. If now R is 
complete, then denote by F a field of representatives in 8; that is P z &?I. 
Because K is perfect, F is a finite separable extension of K and hence 
l?“(&K) z IjN(&F) (see [lo, Corollary 1.211). If we denote by P& the 
m-adic completion of PcIK, then R/m @a&Kg i?/& 02 (R + BN(&K)) = 
i?/rnm+l (see [lo, Corollary 1.271). Now 
where {,...,} denotes the R-submodule generated by the elements dNfi . 
Hence R/m OR WN(s, ,..., s,.; L) s l?/fi”+l + {fi ,..., f,.} where {fi ,..., f,.} 
denotes the F-subspace spanned by the fi . If dimrR/& + (fi ,..., f,.} = 
M - j, then the rank of the F-space of elements {fi ,..., f,.} modules mN+l isj, 
where there is an r - j dimensional F subspace of {fi ,..., f,.} consisting of 
functions of order at least N + 1. Because dim,F = d, the proof of the 
theorem is complete. 
DEFINITION 2.7. Suppose that V is a nonsingular variety of dimension n 
defined over an algebraically closed field K, and suppose thatL is a line bundle 
over V with a generating set of K-linearly independent sections s, ,..., s, . 
We shall call WN(sl ,..., s,; L) the Wronskian of L and the s, ,..., s, if N is the 
least integer such that the dN(si) are linearly independent over the structure 
sheaf 0 v of V. We shall call a point P E V a Weierstrass point if P is a zero of 
the ideal u)N(sr ,. . . . sr; L; M - Y). 
Note that if V has dimension 1 and the characteristic of K is zero, then 
we may choose N = I - 1. Theorem 2.3 shows that Weierstrass points are 
in general, and hence in particular for dim V = 1, nowhere dense in V. 
It is classical that for L the canonical bundle of a nonsingular curve of 
genus >I and s, ,..., I s a linearly independent set of holomorphic differentials, 
the Weierstrass points we have defined are precisely the classical Weierstrass 
points. To see this we need only note that Theorem 2.6 shows that p is a 
Weierstrass point in our sense if and only if there is a differential which 
vanishes to order at least g + 1 at p. 
COROLLARY 2.8. Suppose that V is a nonsingulur compbzte curve defined 
over an algebraically closed $eld k of characteristic zero. Let K denote the 
canonical bundle of V and suppose it has sq@ient sections. A point p E V is 
hyperelliptic ;f and only ifp is the support of wl(s, ,..., s,; K). The curve V is 
hyperelliptic if and only if the support of wl(sI ,..., s,; K; 1) is the same as the 
support of w,& ,..., s,; K; 0). 
Proof. By definition (see [S] p. 126) a curve V is hyperelliptic if and only 
if the smallest non gap valued on V is 2 at each Weierstrass point. 
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Ifs, ,...) s, are a basis for the holomorphic differentials on I’, then there is a 
point p on V where the gaps are 1, 3,... . At such a point there exists no 
differential with a zero of order 1. Thus rank IV+, ,..., s,; K) = 1 at p. 
At a normal point q the gap sequence is 1,2 ,..., g, thus rank wl(s, ,..., s,; K) = 
0 at q. 
THEOREM 2.9. Suppose that k is a perfect field and suppose that V is an 
algebraic curve of genus g > 1 with canonical bundle K. The Weierstrass points 
of Definition 2.1 are the Boseck-Schmidt Weierstrass. 
Proof. Suppose now that fi ,..., f,. are elements of A = k[X]. Then for 
an integer N, TNfi = C aii( T ) x 3 w h ere aij E A. Theorem 2.3 shows that for 
N-sufficiently large the TNfd are A-linearly independent. To prove our 
assertion it will suffice to show that the Wronskian of Schmidt (see [9], p. 66) 
is the determinant formed of the nonzero column vectors (ali ,..., a,.J where 
the N is chosen as small as possible. However, Theorem 1 [9, p. 641 shows 
that the Schmidt Wronskian is precisely the first set of nonvanishing columns 
of the u-Taylor series, and Theorem 2 [lo, p. 2261 and Theorem 1.10 shows 
that the u Taylor series is exactly the Taylor series of the first section of this 
paper. 
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