One of the most powerful excitatory synapses in the entire brain is formed by cerebellar 41 climbing fibers, originating from neurons in the inferior olive, that wrap around the proximal 42 dendrites of cerebellar Purkinje cells. The activation of a single olivary neuron is capable of 43 generating a large electrical event, called "complex spike", at the level of the postsynaptic 44 Purkinje cell, comprising of a fast initial spike of large amplitude followed by a slow 45 polyphasic tail of small amplitude spikelets. Several ideas discussing the role of the 46 cerebellum in motor control are centered on these complex spike events. However, these 47 events are extremely rare, only occurring 1-2 times per second. As a result, drawing 48 conclusions about their functional role has been very challenging, as even few errors in their 49 detection may change the result. Since standard spike sorting approaches cannot fully handle 50 the polyphasic shape of complex spike waveforms, the only safe way to avoid omissions and 51 false detections has been to rely on visual inspection of long traces of Purkinje cell recordings 52 by experts. Here we present a supervised deep learning algorithm for rapidly and reliably 53 detecting complex spikes as an alternative to tedious visual inspection. Our algorithm, 54 utilizing both action potential and local field potential signals, not only detects complex spike 55 events much faster than human experts, but it also excavates key features of complex spike 56 morphology with a performance comparable to that of such experts. 57 58 Key words: Convolutional neural network, complex spike, simple spike, LFP, action 59 potentials, cerebellum 60 61 62 63 64 2
Introduction
In this paper, we exploited a state-of-the-art convolutional neural network (CNN) approach to 136 dramatically reduce the burden of investigators in identifying CSs. We show that our network 137 is able to learn fast and that it easily matches the performance of an experienced human 138 expert in detecting CSs. Our algorithm also extracts a number of key parameters on CS 139 timing and morphology, in a regularized and systematic manner, which we believe is 140 particularly important for understanding the functional role of CSs. 
Materials and Methods

143
Animals, preparation, surgical procedures, and recording methods 144 Two adult male rhesus macaques (Macaca mulatta) of age 10 (monkey K) and 8 (monkey E) 145 years, purchased from the German Primate Center, Göttingen, were subjects in this study. 146 Initial training of all animals required them to voluntarily enter an individually customized 147 primate chair and get accustomed to the setup environment, a procedure that could last for up 148 to three months. Following initial training, they underwent the first major surgical procedure 149 in which foundations of all implants were fixed to the skull using titanium bone screws, and 150 then allowed to rest for a period of approximately 3-4 months to improve the long-term 151 stability of the implant foundations. Then, a titanium-based hexagonal tube-shaped head post 152 was attached to the implanted head holder base to painlessly immobilize the head during 153 experiments, and scleral search coils were implanted to record eye positions using 154 electromagnetic induction (Judge et al., 1980; Bechert and Koenig, 1996) . Within 2-3 weeks 155 of recovery from the eye-coil implantation procedure, monkeys quickly recapitulated the 156 already learned chair-training protocol, and were trained further on their respective confirmed by post-surgical MRI, was finally mounted on the implanted chamber base, tilting 160 backwards by an angle of 30° with respect to the frontal plane, right above the midline of the 161 cerebellum. A part of the skull within the chamber was removed to allow precise electrode 162 access to our region of interest, the oculomotor vermis (OMV, lobuli VIc/VIIa), for Behavioral tasks 172 In-house software (NREC), running on a Linux PC (http://nrec.neurologie.uni-tuebingen.de), 173 was used for data collection, stimulus presentation, and operations control. The two monkeys 174 were trained on a fatigue inducing repetitive fast eye movements (saccades) task ( Fig. 1A,   175 top; Prsa et al., 2010) . A trial started with a red fixation dot (diameter: 0.2°) displayed at the 176 center of a CRT monitor placed 38 cm in front of the monkey. After a short and variable 177 fixation period (400-600 ms from trial onset), the fixation dot disappeared and at the same 178 time, a target, having the same features as the fixation dot, appeared on the horizontal axis at 179 an eccentricity of 15°. In a given session, the target was presented consistently either on the can be adjusted manually or alternatively, run in an adaptive mode that allows it to keep track 210 of waveforms that may gradually change over time.
212
Identification of simple spikes and complex spikes in Purkinje cells 213 As opposed to short duration SSs ( Fig. 1B) , characterized by short median inter-spike 214 intervals ( Fig. 1E ), the long duration CSs (Fig. 1C) were much more rare. In addition to the 215 10-20 msec long pause triggered by a CS in the SS firing (e.g. Fig. 1F , Bell and Grimm, 216 1969; Latham and Paul, 1971; McDevitt et al., 1982) , the presence of a CS was also indicated 217 by a massive deflection of the LFP signal, lasting for the whole duration of a CS (Fig. 1D ).
218
While the MSD-based detection of abundantly available SS events can be trusted most of the 219 time, since the consequences of erroneously including or missing a few SSs are less 220 problematic, MSD-based detection of much rarer CS events is error prone, the costs of which 221 cannot be neglected. Consequently, thorough analysis of PC data often requires 222 experimenters to visually control the quality of MSD-based detections post-hoc, and many 223 times, to even manually identify CS events.
225
Convolutional neural network 226 We used the architecture of a CNN that was originally designed to segment images ("U-Net", The network consists of convolutional and max-pooling layers. Max-pooling is an operation 233 that down-samples the input in order to reduce the dimensionality of its representation in the 234 network. It filters the input with a certain window size and extracts only the maximum value.
235
It then steps further on the input, repeating the same operation on the next time window.
236
Convolutional layers extract relevant features of the input signal by learning the parameters 237 of its convolutional kernel during training. We chose the size of the max-pooling (mp) and 238 convolutional kernels (c) as 7 and 9 bins, respectively. These influence the signal interval (SI) 239 taken into account for labeling one time bin in the output, as described by the formula,
In our case, the SI corresponds to 281 time bins before and after each classified bin. To prepare the training set, we asked our human expert, who is experienced in 250 electrophysiological recordings from PCs, to visually identify CS events and manually label 251 their start and end points. The expert used small segments of action potential and LFP 252 recordings during labeling, without access to eye movement data. For each PC, 24 segments, 253 each 250 ms long, were manually labeled. To avoid having segments in which a part of a CS 254 may have been truncated (at the beginning or end of a segment), we excluded the first and 255 last 9 ms of each segment during training, thereby reducing its size to 232 ms. Since the 256 network was trained on the manually labeled data, recording segments from the excluded set function, learning rate, batch size, and early stopping criterion, were chosen as described in 275 Bellet et al. 2018 for U'n'Eye. 276 We also performed one more performance test of our algorithm, which was concerned with 277 establishing consistency with expert labeling. For 7 PCs (out of our 119 selected ones 278 described above), we asked our human expert to manually label CSs in the entire records, and 279 not just a small training subset within each of them. This allowed us to directly compare the 280 labeling of the entire records of these 7 PCs by both our algorithm and the human expert. Our 281 algorithm in this case was based on training the network on segments from the remaining 159 282 PCs (other than the currently tested one), as described above.
284
Post-processing 285 We implemented three post-processing steps to enhance the quality of CSs detected by our 286 algorithm. First, time shifts between the detected start points of all CSs fired by a particular 287 PC were corrected by re-aligning them. To this end, we computed the average waveform 288 from the first estimation of start times of all detected CSs. This average-waveform template 289 was then used as a reference to realign each waveform within a ±2 ms window around CS 290 start so that the cross-correlation was maximized ( Fig. 2B ). Second, action potential and LFP 291 waveforms, occurring within 2 ms after CS start, were projected onto a two-dimensional nodes, corresponding to the clusters. We used the default parameters for HDBSCAN with the 299 option to find only one cluster. Waveforms were excluded if they belonged to a cluster for 300 which the average predictive probability output from the network remained below 0.5 for 301 more than 3 ms ( Fig. 2E ).
303
Quality metrics 304 We evaluated the performance of our algorithm in detecting CSs using the so-called F1 score 305 (Dice, 1945; Sørensen, 1948) , which compares the consistency of CS labels predicted by the 306 algorithm, to "ground-truth" labels provided by the human expert. The F1 score is the 307 harmonic mean of recall (the ratio of true positive detections and all true CS labels) and 308 precision (the ratio of true positive detections and all CS labels predicted by the algorithm), 309 as given by the following equation
In our case, an F1 score of 1 would suggest that the CSs predicted by our algorithm perfectly 311 matched the "ground-truth" labels provided by the human expert. However, a lower F1 score 312 may suggest that CSs were either erroneously missed or falsely detected. For quality 313 assessment, we also computed the post-CS firing rate of SSs, a signatory feature immune to 314 labels detected by the human expert, which served as a reliable and objective criterion for the 315 identification of a CS. Finally, the resulting CS waveforms were scrutinized by visual 316 inspection.
318
Results
319
CNN-based algorithm reliably detects complex spikes 320
The main idea of our approach was to train a classifier to extract relevant features from 321 electrophysiological recordings of PCs and to identify CSs. This was realized with the help of 322 a CNN that uses the LFP and action potential signals as inputs ( Fig. 2A, top) . We chose these 323 two inputs because human experts achieve consensus on the presence or absence of a CS, Fig. 2A, bottom) . The 329 prediction for each time bin depends on an interval in the input signal whose size is 330 determined by the size of the max-pooling and convolutional kernels of the CNN (Methods).
331
Our analysis considered an interval of 281 time bins before and after the time bin containing 332 a predicted CS event. As our sampling rate was 25 kHz, a 10 ms duration CS would span 250 333 time bins. This means that the network was often using information surrounding CS events 334 (281 versus 250 time bins) to classify CSs. 335 One of the key requirements for correct CS classification is the quality of the recorded PC The new algorithm outperforms a widely-used online sorter 376 The spike sorting application MSD, based on a template matching algorithm suggested by 377 Wörgötter et al. (1986) for online CS detection, has been widely used by several laboratories 378 as an aid in supporting the visual inspection of PC records (e.g. Catz et al., 2005) . This is 379 why we compared the performance of our CNN-based approach to that of the MSD for the 380 same 119 PCs used to test the performance of the algorithm in the previous section. Overall, 381 our algorithm detected 23% more CS events than the MSD (p = 1.4 x 10 -25 , Wilcoxon signed-382 rank test; Fig. 4A ). In order to objectively quantify the difference in CS detection by our 383 algorithm and the MSD, and to verify that the additionally detected events were indeed CSs, 384 we again evaluated the decrease of post-CS SS firing rate. The median decrease of SS firing 385 rate after CSs detected only by our algorithm and not by the MSD was significantly stronger 386 than the decrease induced by CSs detected only by the MSD and not by our algorithm (p = 387 1.4x 10 -5 , Wilcoxon signed-rank test; Fig. 4B ). This indicates that the CSs detected by our by the MSD (Fig. 4C ). This suggests that SSs occurring shortly before a CS altered the 394 waveform of the latter (Servais et al., 2004) (also see Fig. 2D showing how the amplitude of 395 the average CS waveform of cluster 2 was reduced), therefore impeding its detection by the 396 MSD. 397 We also found that CS waveforms for CSs only detected by our algorithm and not by the 398 MSD were similar in shape to the CSs detected by both our algorithm and the MSD (Fig. 5,   399 middle column vs. left). CSs labeled only by the MSD, on the other hand, deviated from this 400 waveform shape ( Fig. 5 right vs. left) . This impression clearly also concurs with the weaker 401 post-CS depression of SS firing rate seen in the pool of CS events detected only by the MSD 402 ( Fig. 4C ). In summary, our algorithm is both more sensitive and less error prone than the 403 MSD-based detection. 404 We also evaluated to what extent the predictions from both approaches agreed with labels 405 from a human expert. To this end, we computed the F1 score (see Methods) on short 406 recording segments from the same 119 neurons as in the previous section for which we had 407 "ground-truth" labels from the human expert. The F1 score is a measure of consistency in 408 performance between an algorithm and the human expert. As shown in Fig. 6 , our algorithm 409 achieved overall higher F1 scores than the MSD, and it also showed much less variability 410 between the different PC records (Fig. 6A ). In fact, for the majority of recorded PCs, our 411 algorithm agreed with the human expert on all CS labels, reflected by an F1 score of 1. This 412 indicates that the predictions by our approach are more "human-like" than the ones labeled by 413 the MSD. To achieve good performance in terms of F1 score, our algorithm also did not need Finally, for 7 PCs, we asked our human expert to fully label the entire recorded data for each 420 neuron, instead of only a tiny training set (Methods). We then compared the CS labels of our 421 algorithm to the ones placed by the human expert on the entire records of the neurons 422 (spanning a time range of approximately 8-14 minutes of neural recording). Overall, the 423 predictions of our algorithm agreed very well with the human labeling ( Fig. 7A) . A few 424 events were identified as CSs by our algorithm but not by the human expert. However, also 425 the waveforms of these events matched the waveforms of CSs that were labeled by the 426 human expert ( Fig 7A, cells 3 , 5, and 6), indicating that the CSs ignored by the expert were 427 indeed genuine CSs. For one of the PCs, the waveforms of additionally detected events 428 indicated that our algorithm mistakenly labeled some SSs as CSs (Fig. 7, cell 7) . These false 429 positive detections, whose average predictive probability remained above the threshold (0.5) 430 for more than 3 ms and were not removed during automatic post-processing, however, would 431 appear as isolated clusters after dimensionality reduction (Fig. 2C) . Hence, such false 432 detections could be easily removed post-hoc by inspecting the properties of the CSs in the 433 respective isolated cluster. For false positive labels, the average duration of pause in SS firing 434 after these events would also be reduced to the average refractory period of SSs in this 435 recording.
436
The comparison with human labels further showed that our algorithm reliably identified the Limitations of conventional spike sorting algorithms 468 The major challenge that any approach for detecting CSs meets is the polymorphic 469 complexity of these neural events (Warnaar et al., 2015) . The MSD spike sorter relies on user Our algorithm is more sensitive and performs better than the online sorter 492 Our CNN-based algorithm, trained on action potential and LFP signals, clearly outperformed 493 the MSD. Not only was it more sensitive in detecting more CSs, but it also rejected many 
512
A major factor, contributing to unsatisfactory performance of conventional sorters, is the fact 513 that they typically rely only on information from the action potential record, rather than using PCA-based approach notwithstanding, it is clearly outperformed by our network. First, our 520 approach gives a good estimate of CS occurrence without requiring a subsequent manual 521 selection of the cluster in a principal component space. Second, as compared to the PCA, the 522 UMAP dimensionality reduction technique is more resistant to changes in waveform shape, 523 such as reductions in waveform amplitude due to relative shifts in position between electrode 524 tips and cell bodies. Third, the performance of our algorithm is indifferent to occasional 525 oscillations that may occur in the LFP signal that may impede the performance of the PCA-526 based approach, which relies on threshold crossings for event detection. Finally, as discussed 527 further below, the CNN, but not the PCA, offers precise information on timing, enabling us to 528 study CS durations much more systematically and objectively.
529
It is well established (Eccles et al., 1967 ) that each PC receives input from only one climbing 530 fiber. Therefore, it is very unlikely to find a second CS with completely different properties 531 in addition to the first CS in a PC record. Surprisingly, we found two PCs (see Fig. 9C for an To test whether our algorithm could really take over the burden of labeling CSs manually, we which additional CSs were detected by our algorithm (Fig. 7, Cell 7) . The location of these 545 CSs in a distinct cluster in two dimensional feature space allowed the experimenter to easily 546 evaluate the validity of the identification of the waveform as CS and, in this case, to conclude 547 that it was spurious.
549
Our algorithm detects start and end points of CSs with human-level performance 550 The prevailing idea of CSs serving as the "teaching-signal" for post-synaptic PCs (Marr, 551 1969; Albus, 1971; Ito, 1972) , for which the occurrence of each CS event might be the only 552 source of relevant information (Rushmer et al., 1976; Gellman et al., 1985) , has been 553 challenged by studies that demonstrated that the duration of action potential bursts fired by developments, in which deep learning has been successfully utilized to not only design 577 stimuli with controlled higher order statistics (Gatys et al., 2015) , but also to model non-578 linear relationships in neural data (Ecker et al., 2018) , it is not hard to imagine that the full 579 potential of deep learning will significantly boost the pace of neuroscientific research in the 580 coming years. Certainly, in the case of cerebellar neurophysiology, we believe that our use of 581 deep learning to detect the rare, but relevant, CS events will allow much renewed 582 investigation of the contentious functional roles of these events in motor control and beyond. can be grouped in a dimensionality reduced space. This helps manual verifications, for 703 example by inspecting the pause in SS firing rate after CS events in each cluster. 
