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The Kardar–Parisi–Zhang model of a random kinetic growth: effects of a randomly
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The effects of a randomly moving environment on a randomly growing interface are studied by
the field theoretic renormalization group analysis. The kinetic growth of an interface (kinetic rough-
ening) is described by the Kardar–Parisi–Zhang stochastic differential equation while the velocity
field of the moving medium is modelled by the Navier-Stokes equation with an external random
force. It is found that the large-scale, long-time (infrared) asymptotic behavior of the system is
divided into four nonequilibrium universality classes related to the four types of the renormaliza-
tion group equations fixed points. In addition to the previously established regimes of asymptotic
behavior (ordinary diffusion, ordinary kinetic growth process, and passively advected scalar field),
a new nontrivial regime is found. The fixed point coordinates, their regions of stability and the
critical dimensions related to the critical exponents (e.g. roughness exponent) are calculated to the
first order of the expansion in ε = 2 − d where d is a space dimension (one-loop approximation)
or exactly. The new regime possesses a feature typical to the the Kardar–Parisi–Zhang model: the
fixed point corresponding to the regime cannot be reached from a physical starting point. Thus,
physical interpretation is elusive.
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I. INTRODUCTION
An importance of kinetic growth as a study subject takes its root in how wide-spread the phenomenon of a surface
kinetic roughening is: it is observed in a flame and smoke propagation, in colloid aggregates’ and tumours’ growth, in
a deposition of a substance on a substrate, and so on [1]–[9]. As a surface or a phase boundary (interface) evolves with
time, it becomes rougher and rougher developing coarser features. In particular, the n-th order structure function of
a kinetic growth process behaves as [1]–[5]:
Sn(t, r) ≡ 〈[h(t,x)− h(0,0)]n〉 ≃ rnχ Fn(r/t1/z), r = |x|. (1.1)
Here h(x) = h(t,x) is the height of the interface profile, the brackets 〈. . . 〉 denote averaging over the statistical
ensemble, χ and z are the roughness exponent and the dynamical exponent, respectively, and Fn(·) is a certain
universal scaling function. The power law (1.1) describes asymptotic behavior in the infrared (IR) range (the time
t and space r are large in comparison with characteristic microscopic scales). Self-similar (scaling) behavior with
universal exponents in the IR range is one of the features of equilibrium nearly-critical systems, thus, universality
classes (types of critical or scaling behavior) of kinetic roughening can be established with the methods and approaches
developed for the study of critical phenomena.
While the most typical universality classes of nearly-critical systems are described by the ϕ4-model [10, 11], various
microscopic models were proposed to describe kinetic growth: the Eden model [6], the Edwards–Wilkinson model [7],
the restricted solid-on-solid model [8], the ballistic deposition [9], etc. Among them the Kardar–Parisi–Zhang (KPZ)
model [12] attracts special attention. It is a coarse-grained model of growth described by the nonlinear stochastic
differential equation
∂th = κ0 ∂
2h+ λ0(∂h)
2/2 + f. (1.2)
Here the height field h(x) = h(t,x) depends on the d-dimensional coordinate x, ∂t = ∂/∂t, ∂ = {∂i} = {∂/∂xi},
∂2 = (∂ · ∂) = ∂i∂i is the Laplace operator and (∂h)2 = (∂h · ∂h) = ∂ih∂ih; the summations over repeated tensor
indices are always implied. The term κ0 ∂
2h in Eq. (1.2) describes the surface tension with the coefficient κ0 > 0.
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2/2 models an excess growth along the local normal to the surface. A sign of the parameter λ0
determines whether the growth is positive or negative. The term f = f(x) is the Gaussian random noise with a zero
mean and a pair correlation function
〈f(x)f(x′)〉 = D δ(t− t′)δ(d)(x− x′), (1.3)
where D is a positive amplitude factor. It is sufficient to consider only the case D = 1; indeed, any non-trivial
amplitude D can be scaled out (absorbed by the fields and other parameters of the model). Thus, we set D = 1 in
the following.
Strictly speaking, a non-vanishing mean value 〈f〉 should be introduced to cancel a linear in-time growth of the
mean value 〈h〉. However, quantities like (1.1) involve only differences of the fields, thus, both mean values can be
simultaneously ignored.
As the first two terms on the right-hand side of Eq. (1.2) are just the simplest local ones that respect the symmetries
h→ h+const and O(d), the KPZ model describes many nonequilibrium, disordered and driven diffusive systems. For
example, in [13] the KPZ model was used in the study of the Universe large-scale matter distribution. Modifications
of the KPZ models keep being introduced [14]–[20].
The field theoretic renormalization group (RG) approach is often used to a great effect in the study of critical
phenomena [10, 11]. RG approach allows one to find IR attractive fixed points of renormalizable field theoretic
models. The fixed points correspond to universality classes and their critical exponents.
The RG analysis of the KPZ model [12, 21–23] proved that the field theory related to the stochastic problem (1.2)–
(1.3) is miltiplicatively renormalizable. The nonlinearity (∂h)2 in Eq. (1.2) is IR irrelevant (in the sense of Wilson) for
d > 2, logarithmic (marginal) for d = 2 and relevant for d < 2. There is a non-trivial fixed point with the exponents
χ = 0, z = 2 but it does not lie in the physical range of the model’s parameters (κ0 > 0; λ0 is a real number; D > 0,
if it is introduced in Eq. (1.3)). All these results are “perturbatively exact”, i.e., exact in all orders of the expansion
in ε ≡ 2− d.
The KPZ model, nevertheless, could possess a hypothetical “essentially non-perturbative” IR attractive fixed point
that is not “visible” within any kind of perturbation theory. Under the assumption that the fixed point exists, one
can find the exact values for the critical exponents [12, 21, 24]. As the perturbative solution remains elusive only the
functional (“exact” or “non-perturbative”) RG is capable of detecting this fixed point [18, 25, 26]. Some other open
problems are discussed in [27, 28].
Real physical systems become quite sensitive near their critical points. Indeed, gravity, presence of impurities,
external forces, etc., can drastically affect the behavior of the system changing its universality class or even type of a
phase transition [29]–[36].
The aim of this paper is to study the influence of the random motion of the fluid environment on the IR behavior
of the randomly growing interface. The advection by the velocity field v(x) ≡ {vi(x)} is introduced by the “minimal”
replacement
∂th→ ∇th ≡ ∂th+ (v · ∂)h = ∂th+ vi∂ih, (1.4)
where ∇t is the Galilean covariant (Lagrangean) derivative. The advection is considered to be “passive”, i.e., the field
h(x) is assumed to have no effect on the dynamics of the velocity field v(x). This approximation is sufficient for a
preliminary qualitative understanding of what can happen if the fluid motion is taken into account. Dynamics of the
fluid are described by the microscopic model of an incompressible viscous fluid near thermal equilibrium, namely, by
the Navier-Stokes equation with a thermal noise as an external random force [21, 37–39]:
∂tvi + (v · ∂)vi = ν0∂2vi − ∂iP + Fi. (1.5)
Here v is the velocity field vector (it is transverse due to incompressibility: (∂ · v) = ∂ivi = 0) with a zero mean, P
is the pressure, F is the transverse external random force per unit mass (all of these quantities depend on x), ν0 is
the kinematic coefficient of viscosity. The equation (1.5) is studied on the entire t axis and is supplemented by the
retardation condition and by the condition that v vanish asymptotically for t → −∞. Random force F, a thermal
noise, has a Gaussian statistics with a zero mean and a correlation function:
〈Fi(t,x)Fj(t′,x′)〉 = δ(t− t′)D0
∫
k>m
dk
(2pi)d
Pij(k) k
2 exp(i(k · r)), (1.6)
Here Pij(k) = δij − kikj/k2 is a transverse projector, k ≡ |k| is a wave number, D0 > 0 is an amplitude factor.
The integral cutoff at k = m, where m ≡ 1/L and L is an analogue of an integral turbulence scale and provides IR
regularization. Precise form of the cutoff is unimportant, thus, the sharp cutoff is chosen for its simplicity.
The equation (1.5) with the random force F (1.6) describes spontaneous velocity fluctuations (relaxation to equi-
librium of sufficiently small externally induced fluctuations) and was studied in relation to the problem of long-time
3tails in Green functions [21]. In the framework of our investigation this choice of the velocity statistics is the most
instructive one. Indeed, the both nonlinearities in the scalar equations (1.2) and (1.5) (the KPZ interaction and the
advection term) become logarithmic at d = 2. This means that they become IR relevant (in the sense of Wilson)
simultaneously and, thus, they are equally important for the analysis of the IR asymptotic behavior. If it were not so,
one of them would be IR irrelevant for some values of d and would give but corrections to the leading IR asymptotic
behavior.
The paper consists of six Sections. The field theory equivalent to the full stochastic problem (1.2), (1.3), (1.6)
and its diagrammatic technique are described in Section II. Analysis of the ultraviolet (UV) divergences of the model
and discussion of its multiplicative renormalizability are in Section III. Derivation of the RG equations is given in
Section IV. Fixed points of the RG equations, possible universality classes and corresponding critical exponents are
discussed in Section V. It is found out that the RG equations possess a new non-trivial fixed point, in addition to
the line of the Gaussian fixed points (trivial regime of critical behavior), purely “kinematic” fixed point (the KPZ
nonlinearity is irrelevant in the sense of Wilson), and the line of the fixed points related to the pure KPZ model (random
motion of the medium is irrelevant). The fixed points’ coordinates, their regions of IR stability, and corresponding
critical exponents are derived in the leading one-loop order or exactly.
The new IR attractive fixed point, nevertheless, cannot be reached from a physical starting point. Thus, the model
studied in the paper inherits the characteristic feature of the original KPZ model. This problem as well as the obtained
results are further discussed in Sec. VI.
II. THE FIELD THEORY OF THE MODEL
The stochastic problem (1.2), (1.3) without the advection is equivalent to the field theory with the set of fields
Φ = {h, h′} and the action functional [10, 11]
S(Φ) = 1
2
h′h′ + h′
{
−∂th+ κ0∂2h+ 1
2
λ0(∂h)
2
}
. (2.1)
Here and below, the integrations over x = (t,x) are always implied, e.g.,
1
2
h′h′ =
1
2
∫
dt
∫
dx h′(t,x)h′(t,x). (2.2)
Various correlation functions and response functions of the stochastic problem (1.2), (1.3) are identified with
corresponding Green functions of the field theory (2.1) (precisely, they are represented by functional averages over
the full set of fields Φ = {h, h′} with the weight expS(Φ)).
The bare propagators are determined by the free part of the action (2.1) and have the following form in the
frequency–momentum (ω–k) representation:
〈hh′〉0 = 〈h′h〉∗0 =
1
−iω + κ0k2 ,
〈hh〉0 = 1
ω2 + κ20k
4
, 〈h′h′〉0 = 0. (2.3)
The model includes the interaction vertex λ0h
′(∂h)2/2 = h′V hh/2 with the vertex factor V = −ikj(−ipj)λ0 where k
and p are the momentums flowing out of the vertex via the fields hh.
Coupling with the velocity field v(x) is introduced by the substitution (1.4) in Eq. (1.2) and Eq. (2.1). The full
problem is then equivalent to the field theory with the four fields Φ = {h, h′,v,v′} and the action functional
S(Φ) = 1
2
D0 ∂iv
′
j∂iv
′
j + v
′
l
{−∂tvl − (v · ∂)vl + ν0∂2vl}+ 1
2
h′h′ +
+h′
{
−∂th− (v · ∂)h+ κ0∂2h+ 1
2
λ0(∂h)
2
}
(2.4)
(the summations over repeated tensor indices are always implied). The transversality of the auxiliary field v′ makes
it possible to drop the purely longitudinal contribution ∂iP from Eq. (1.5) in Eq. (2.4). Since the correlation function
(1.6) contains the factor k2 in momentum-frequency representation, the first term of S(Φ) has the factor ∂iv′j∂iv′j
instead of the usual factor (v′)2.
4TABLE I. Canonical dimensions of the fields and the parameters of the theory (2.4).
F h h′ v v′ κ0,κ, ν0, ν λ
2
0 g0, λ˜0
2
w0, w, g, λ˜
2 m,µ,Λ
dωF −1/2 1/2 1 −1 1 3 0 0 0
dkF d/2 d/2 −1 d+ 1 −2 −d− 4 2− d ≡ ε 0 1
dF d/2− 1 d/2 + 1 1 d− 1 0 2− d ε 0 1
Thus, another four propagators emerge for the full model (2.4):
〈vv′〉0 = 〈v′v〉∗0 =
Pij(k)
−iω + ν0k2 ,
〈vv〉0 = D0 k
2Pij(k)
ω2 + ν20k
4
, 〈v′v′〉0 = 0. (2.5)
There are also the two new vertices: firstly, v′l(v · ∂)vl = v′lVl,jsvjvs/2 with the vertex factor Vl,js = i(kjδls + ksδlj)
where k is the momentum flowing into the vertex via the field v′; secondly, h′(v · ∂)h = h′Vjvjh/2 with the vertex
factor Vj = −ikj = ipj where k is the momentum flowing into the vertex via the field h and p is the momentum
flowing into the vertex via the field h′.
There are three coupling constants:
g0 = D0/ν
3
0 ∼ Λε, λ˜0 = λ0/ν3/20 ∼ Λε/2 (2.6)
w0 = κ0/ν0.
The first two relations are obtained from the dimension analysis (see the next section) and define the typical UV
momentum scale Λ. The constant w0 is completely dimensionless and as such must be considered alongside the other
coupling constants.
III. UV DIVERGENCES AND RENORMALIZATION
The analysis of UV divergences is based on the canonical dimensions analysis (“power counting”) [10, 11]. There
are two independent scales to be considered in the dynamic models of the type (2.4): the time scale T and the length
scale L. The canonical dimension of some quantity F is described by two numbers, the frequency dimension dωF and
the momentum dimension dkF :
[F ] ∼ [T ]−dωF [L]−dkF .
Normalization conditions
dkk = −dkx = 1, dωk = dωx = 0, dkω = dkt = 0, dωω = −dωt = 1,
and the fact that each term of the action functional is dimensionless further determine dωF and d
k
F . The total canonical
dimension is defined as dF = d
k
F + 2d
ω
F (in the free theory, ∂t ∝ ∂2).
Canonical dimensions of the fields and the parameters of the theory (2.4) are presented in the Table I. The table
also includes renormalized parameters (the ones without the subscript “o”) and the renormalization mass µ that will
be introduced later.
Thus, the model is logarithmic at d = 2 when all of the coupling constants simultaneously become dimensionless.
The UV divergences in the Green functions manifest themselves as poles in ε = 2− d.
The total canonical dimension of an arbitrary 1-irreducible Green function Γ = 〈Φ · · ·Φ〉1−ir with Φ = {h, h′,v,v′}
in the frequency–momentum representation is given by the relation:
dΓ = d+ 2− dhNh − dh′Nh′ − dvNv − dv′Nv′ , (3.1)
where Nh, Nh′ , Nv, Nv′ are the numbers of corresponding fields entering into the function Γ, see, e.g., [11].
The total dimension dΓ in the logarithmic theory (i.e., at ε = 0) is the formal index of the UV divergence:
δΓ = dΓ|ε=0. When a number of external momenta occurs as an overall factor in all diagrams of a certain Green
function, the index of divergence should be adjusted. In the present case the fields h and v′ do, indeed, enter the
5vertices h′(∂h)2, h′(v · ∂)h and v′l(v · ∂)vl = v′lvi∂ivl = −(∂iv′l)vivl only in the form of spatial derivatives. Thus, any
appearance of h or v′ in some function Γ gives an external momentum, and the real index of divergence is given by
the expression δ′Γ = δΓ −Nh −Nv′ , hence
δ′Γ = 4−Nh − 2Nh′ −Nv − 2Nv′ . (3.2)
Superficial UV divergences can only be present in 1-irreducible functions that correspond to the non-negative index
of divergence δ′Γ.
Canonical dimensions analysis should be augmented by the following considerations. As a manifestation of causality,
all the 1-irreducible diagrams without external “tails” of the auxiliary fields v′, h′ involve closed circuits of retarded
propagators and, therefore, vanish. Thus, it is sufficient to consider only the functions with Nv′ +Nh′ ≥ 1.
The field h is passive in the sense that it does not affect the dynamics of the velocity field. This means that the
full Green functions with Nh = 0 and Nh′ > 0 and the 1-irreducible Green functions with Nh > 1 and Nh′ = 0 vanish
identically (the numbers Nv′ , Nv are arbitrary). In particular, this forbids the divergence in the 1-irreducible function
〈v′hh〉1−ir with the counterterm v′i∂ih∂2h.
The counterterms that have the form of total derivatives (or can be reduced to such form by the integration by
parts) vanish after the integration over x = {t,x} and should be ignored; consequently, the counterterms that differ
by a total derivative should be identified with each other.
Lastly, the transversality condition ∂ivi = ∂iv
′
i = 0 for the vector fields should not be forgotten.
Taking all of the above into account, one can ascertain that superficial UV divergences can be present only in the
following 1-irreducible functions:
〈h′h′〉1−ir (δΓ = 0, δ′Γ = 0) with the counterterm h′h′,
〈h′hh〉1−ir (δΓ = 2, δ′Γ = 0) with the counterterm h′(∂h)2,
〈h′h〉1−ir (δΓ = 2, δ′Γ = 1) with the counterterm h′∂2h,
〈vv′〉1−ir (δΓ = 2, δ′Γ = 1) with the counterterm v′i∂2vi,
〈v′vv〉1−ir (δΓ = 1, δ′Γ = 0) with the counterterm v′l(v · ∂)vl,
〈v′v′〉1−ir (δΓ = 2, δ′Γ = 0) with the counterterm ∂iv′j∂iv′j ,
〈h′hv〉1−ir (δΓ = 1, δ′Γ = 0) with the counterterm h′(v · ∂)h,
〈h′vv〉1−ir (δΓ = 0, δ′Γ = 0) with the counterterm h′v2. (3.3)
Some more additional considerations, related to the symmetry of the model, further reduce the number of the
counterterms.
The action functional of the KPZ model is invariant with respect to the transformation
h(t,x)→ h(t,x+ ut)− (u · x)
λ0
+
u2t
2λ0
, h′(t,x)→ h′(t,x+ ut) (3.4)
with an arbitrary constant parameter u. This invariance is the Galilean symmetry in terms of the vector field ∂ih; it
is violated in the full theory (2.1). However, the latter possesses another kind of the Galilean symmetry, namely,
h(t,x)→ h(t,x+ ut), h′(t,x)→ h′(t,x+ ut),
v(t,x)→ v(t,x+ ut)− u, v′(t,x)→ v′(t,x+ ut) (3.5)
(it is important here that the random force F in the equation describing the velocity field (1.5) has a factor δ(t− t′) in
its correlation function (1.6)). This symmetry puts restrictions on the form of the counterterms, namely, the monomial
h′(v · ∂)h must enter the counterterms only in the form of the invariant combination h′∇th = h′∂th + h′(v · ∂)h.
The first term, however, is forbidden (the field h must be under the spatial derivative). Thus, the second term is also
forbidden. The Galilean symmetry and dimensionality considerations also rule out the monomials h′v2 and v′l(v ·∂)vl.
All the remaining counterterms (h′h′, h′∂2h, h′(∂h)2, v′i∂
2vi, ∂iv
′
j∂iv
′
j) are present in the action (2.4). Thus, the
theory is multiplicatively renormalizable. The renormalized action then can be written in the form:
SR(Φ) = 1
2
Z1D (∂iv
′
j∂iv
′
j + v
′
l
{−∂tvl − (v · ∂)vl + Z2ν∂2vl}+
+
1
2
Z3h
′h′ + h′
{
−∂th− (v · ∂)h+ Z4κ∂2h+ 1
2
Z5λ(∂h)
2
}
, (3.6)
Here Zi are the renormalization constants that depend only on the completely dimensionless parameters g, w, λ˜ and
absorb the poles in ε. The renormalized action SR(Φ) is obtained from the original one (2.4) by the renormalization
of the fields (h→ Zhh, h′ → Zh′h′, v → Zvv, v′ → Zv′v′) and the parameters:
κ0 = κZκ , ν0 = νZν , g0 = gµ
εZg, λ˜0 = λ˜µ
ε/2Zλ˜, w0 = wZw. (3.7)
6The amplitude D, the coefficients λ and κ are expressed in renormalized parameters as follows:
D = gν3µε, λ = ν3/2λ˜µε/2, κ = wν. (3.8)
The renormalization constants in the equations (3.6) and (3.7) are subject to the following relations:
Zg = Z1 Z
−3
2 , Zν = Z2, Zw = Z4 Z
−1
2 , Zh = Z
−1/2
3 , Zh′ = Z
1/2
3 ,
Zλ˜ = Z5 Z
1/2
3 Z
−3/2
2 , Zv = Zv′ = 1. (3.9)
The renormalization constants Z1–Z5 are calculated directly from the diagrams, then the constants in Eqs. (3.7)
are found from Eqs. (3.9). We have performed the calculation to the first order in g and λ˜ (one-loop approximation)
using the minimal subtraction (MS) scheme. The details of the calculation are omitted for brevity; a detailed example
of a similar calculation see, e.g., [20]. The renormalization constants are as follows:
Z1 = Z2 = 1− 1
16 ε
gˆ, Z3 = 1− λˆ
2
w3
1
8 ε
, (3.10)
Z4 = Z5 = 1− 1
4 εw (1 + w)
gˆ,
where gˆ = g Sd/(2pi)
d, λˆ2 = λ˜2 Sd/(2pi)
d, and Sd = 2pi
d/Γ(d/2) is the area of the unit sphere in d dimensions. The
results for Z1 and Z2 agree, up to the notation, with those obtained in [21].
IV. RG EQUATIONS AND RG FUNCTIONS
The RG equations are written for the renormalized Green functions GR = 〈Φ · · ·Φ〉R:
G(e0, . . . ) = Z
Nh
h Z
N
h′
h′ GR(e, µ, . . . ). (4.1)
Here Nh and Nh′ are the numbers of the fields entering into G (we recall that Zv = Zv′ = 1); e0 = {g0, ν0, w0, λ˜0} is
a full set of bare parameters and e = {g, ν, w, λ˜} are their renormalized counterparts; the ellipsis stands for the times,
coordinates, momenta, etc.
The differential operation D˜µ = µ∂µ|e0 is expressed in the renormalized variables as follows:
DRG ≡ Dµ + βg∂g + βw∂w + βλ˜∂λ˜ − γνDν , (4.2)
where Dx ≡ x∂x for any variable x. The anomalous dimensions γ are defined as
γF ≡ D˜µ lnZF for any quantity F. (4.3)
The β-functions for the three coupling constants g, w, and λ˜ are found from the definitions and the relations (3.7):
βg ≡ D˜µg = g [−ε− γg], βλ˜ ≡ D˜µλ˜ = λ˜ [−ε/2− γλ˜],
βw ≡ D˜µw = −w γw. (4.4)
The RG differential equations can be derived by applying the operation D˜µ to the equality (4.1):
{DRG +Nhγh +Nh′γh′} GR(e, µ, . . . ) = 0. (4.5)
At last, equations (3.9) yield the following relations between the anomalous dimensions (4.3):
γh = −γ3/2, γh′ = γ3/2, γw = γ4 − γ2, γv = γv′ = 0,
γν = γ2, γg = γ1 − 3γ2, γλ˜ = γ5 − 3γ2/2 + γ3/2. (4.6)
The anomalous dimension corresponding to a given renormalization constant ZF can be found from the expression
γF =
(
βg∂g + βw∂w + βλ˜∂λ˜
)
lnZF ≃ −
(
εDg + εDλ˜/2
)
lnZF , (4.7)
obtained from the definition (4.3), expression (4.2), and the fact that the renormalization constants depend only on
the three completely dimensionless coupling constants g, w, and λ˜. Only the leading-order terms in the β-functions
(4.4) were retained in the second part of the relation. The MS scheme in the one-loop approximation yields:
γ1 = γ2 = gˆ/16, γ3 =
λˆ2
8w3
, γ4 = γ5 =
gˆ
4εw(1 + w)
, (4.8)
where gˆ, λˆ, and wˆ were defined earlier; the corrections of order gˆ2, λˆ4 and higher are omitted.
7V. FIXED POINTS, SCALING REGIMES, AND CRITICAL EXPONENTS
A long-time large-distance asymptotic behavior of a renormalizable field theory is determined by IR attractive fixed
points of the RG equations. The coordinates g∗, λ˜∗, w∗ of the fixed points of the theory (2.4) are found from the
three equations
βg(g∗, λ˜∗, w∗) = 0, βλ˜(g∗, λ˜∗, w∗) = 0, βw(g∗, λ˜∗, w∗) = 0, (5.1)
with the β functions from Eqs. (4.4). The type of a fixed point is determined by the matrix
Ω = {Ωij = ∂βi/∂gj}, (5.2)
where βi is the full set of the β functions and gj = {g, λ˜, w} is the full set of the coupling constants. The real parts
of all the Ω matrix eigenvalues are required to be positive for a fixed point to be IR attractive.
Relations (4.4), (4.6), and (4.8) yield the explicit one-loop expressions for the β functions:
βg = g [−ε− γg] = −g
[
ε+
gˆ
8
]
,
βλ˜ = λ˜ [−ε/2− γλ˜] = −λ˜
[
ε
2
− 3
32
gˆ +
gˆ
4w(w + 1)
+
λˆ2
16w3
]
βw = −w γw = −w gˆ
[
1
4w(w + 1)
− 1
16
]
. (5.3)
The matrix Ω turns out to be triangular (because ∂wβg = ∂λ˜βg = ∂λ˜βw = 0 for any fixed point) and its eigenvalues
are given by the diagonal elements Ωg = ∂βg/∂g, Ωλ˜ = ∂βλ˜/∂λ˜, and Ωw = ∂βw/∂w.
The fixed points are as follows:
1. A line of Gaussian (free) fixed points: g∗ = λ˜∗ = 0; w∗ is an arbitrary number; Ωg = −ε, Ωλ˜ = −ε/2, Ωw = 0.
2. Linear passive scalar field fixed point: gˆ∗ = 8ε; λ˜∗ = 0, w∗ = (−1 +
√
17)/2; Ωg = ε, Ωλ˜ = −ε/4, Ωw =
ε/2 + 8ε/(1 +
√
17)2.
This fixed point corresponds to the pure linear passive scalar field model, i.e., the KPZ nonlinearity does not affect
the leading-order IR asymptotic behavior (it is irrelevant in the sense of Wilson). These results agree, up to the
notation and a misprint in expression for w∗, with those obtained in [21]. It should be noted that due to the different
signs before ε in Ωg and Ωλ˜ the fixed point never becomes IR attractive.
3. A curve of the pure KPZ fixed points: g∗ = 0, λˆ
2
∗ = −8w3∗ε, w∗ is an arbitrary number; Ωg = −ε, Ωλ˜ = ε, Ωw = 0.
This curve of fixed points corresponds to the pure KPZ model, i.e., the random motion of the medium is irrelevant
in the sense of Wilson. These fixed points never become IR attractive for the same reasons as the fixed point 2.
4. A new non-trivial fixed point: gˆ∗ = 8ε, λ˜
2
∗ = −ε(−1 +
√
17)3/2, w∗ = (−1 +
√
17)/2; Ωg = ε, Ωλ˜ = ε/2,
Ωw = ε/2 + 8ε/(1 +
√
17)2.
This fixed point corresponds to a new nontrivial IR scaling regime (universality class), in which the nonlinearity of
the model (2.4) and the random motion of the medium are simultaneously important. However, the point becomes
IR attractive when ε is positive which leads to imaginary λ˜∗. Thus, the physical implications of this fixed point are
not clear. The issue will be discussed further in the section VI.
The critical dimension ∆F of a certain IR relevant quantity F is given by the relations (see, e.g., [10]):
∆F = d
k
F +∆ωd
ω
F + γ
∗
F (5.4)
(it is assumed that ∆k = 1), where ∆ω = 2 − γ∗ν is the critical dimension of the frequency, dk,ωF are the canonical
dimensions of F from the Table I, and γ∗F is the value of the anomalous dimension from Eqs. (4.3) at the fixed point:
γ∗F = γF (g∗, λ˜∗, w∗) [11].
Relations (4.6) and explicit one-loop expressions (4.8) yield for the critical dimensions
∆h = d/2−∆ω/2 + γ∗h, ∆h′ = d/2 + ∆ω/2− γ∗h, ∆ω = 2− γ∗ν ,
8∆v = −1 + ∆ω, ∆v′ = d+ 1−∆ω,
where γh = −λˆ2/16w3 and γν = gˆ/16. These relations give the following expressions for the critical dimensions: for
the line of the fixed points 1:
∆h = −ε
2
, ∆h′ = 2− ε
2
, ∆ω = 2, ∆v = 1, ∆v′ = 1− ε, (5.5)
for the fixed point 2:
∆h = −ε
4
, ∆h′ = 2− 3ε
4
, ∆ω = 2− ε
2
, ∆v = ∆v′ = 1− ε
2
, (5.6)
for the curve of the fixed points 3:
∆h = 0, ∆h′ = 2− ε, ∆ω = 2, ∆v = 1, ∆v′ = 1− ε, (5.7)
for the fixed point 4:
∆h = 0, ∆h′ = 2− ε, ∆ω = 2− ε
2
, ∆v = ∆v′ = 1− ε
2
. (5.8)
All of the results for critical dimensions are exact except for the values of ∆h and ∆h′ in Eqs. (5.8). Indeed, the
critical dimensions for the fixed points 1–3 (and ∆ω ,∆v,∆v′) are known exactly due to certain relations between
renormalization constants for the case of the passive scalar field [21] (see also [11]) and for the case of the pure KPZ
model [22, 23].
To relate critical dimensions with the critical exponents from (1.1) one has to identify ∆h = −χ and ∆ω = z.
However, the quantity Sn in Eq. (1.1) is not an ordinary n-th order Green function of the basic fields h(x) – it is a sum
of pair correlation functions 〈hn−s(x)hs(0)〉 of the “composite operators” hn(x). Renormalization of such quantities
usually requires further analysis. However, it turns out that none of the operators F = hn need renormalization
and their critical dimensions are simply given by ∆F = n∆h. This justifies the relation (1.1) with the dimensions
(5.5)–(5.8). The proof is omitted here as it is nearly identical to the one reported in [20].
VI. DISCUSSION AND CONCLUSION
The effects of randomly moving medium on the random kinetic growth of an interface were studied. The growth
was modelled by the Kardar–Parisi–Zhang stochastic differential equation (1.2), (1.3). The random motion of the
environment was described by the Navier-Stokes stochastic differential equation with a thermal noise (1.6).
The full problem is equivalent to the multiplicatively renormalizable theory with the action functional (2.4). The
field theoretic RG analysis revealed that the system may display four regimes of IR asymptotic behavior related to
the four types of possible fixed points of the RG equations. In addition to previously established universality classes
(ordinary diffusion, ordinary kinetic growth, and passively advected scalar field), existence of a new nonequilibrium
universality class was established.
The fixed point coordinates, their regions of stability, and corresponding critical dimensions (exponents) were
calculated to the first order of the expansion in ε = 2− d (one-loop approximation) or exactly.
However, the predictions of the theory (2.4) share the same feature with those of the original KPZ model: the
coordinates of the fixed point related to the new universality class lie in the unphysical region λ˜2∗ < 0. Thus, the
physical implications require a careful interpretation. One possible solution may lie in the Doi–Peliti formalism [40, 41],
where the original microscopic problem is formulated in terms of the creation-annihilation operators. The terms
quadratic in the auxiliary fields can appear in the action functionals with the negative signs; see e.g. [41]. The
negative term may absorb the “wrong” sign of λ˜2∗.
Interestingly, according to the results presented above, when d = 3 the asymptotic behavior is governed by the
trivial Gaussian fixed points; when d = 1 the fixed point lie in the unphysical region. Nevertheless, kinetic roughening
can be observed for the both cases. It seems likely, then, that the IR attractive fixed point of the pure KPZ model
established by the non-perturbative RG [25] might survive in the current modification of the model. Moreover, new
non-perturbative fixed points may also appear. It would be interesting to analyse the model using the non-perturbative
RG.
In our analysis we employed the Navier-Stokes equation with a thermal noise. It would be interesting to consider
more realistic models with other types of external random force, for example, a non-local noise. This work is in
progress.
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