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Abstract
We present an effective harmonic density interpolation method for the numerical evaluation
of singular and nearly singular Laplace boundary integral operators and layer potentials in two
and three spatial dimensions. The method relies on the use of Green’s third identity and local
Taylor-like interpolations of density functions in terms of harmonic polynomials. The proposed
technique effectively regularizes the singularities present in boundary integral operators and
layer potentials, and recasts the latter in terms of integrands that are bounded or even more
regular, depending on the order of the density interpolation. The resulting boundary integrals
can then be easily, accurately, and inexpensively evaluated by means of standard quadrature
rules. A variety of numerical examples demonstrate the effectiveness of the technique when
used in conjunction with the classical trapezoidal rule (to integrate over smooth curves) in two-
dimensions, and with a Chebyshev-type quadrature rule (to integrate over surfaces given as
unions of non-overlapping quadrilateral patches) in three-dimensions.
Keywords: Laplace equation, layer potentials, boundary integral operators, Taylor interpolation,
harmonic polynomials, Nystro¨m method
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1 Introduction
The numerical solution of linear constant coefficient partial differential equations (PDEs) by bound-
ary integral equation (BIE) methods provide several advantages over methods based on volumetric
discretizations such as finite difference and finite element methods. Indeed, BIE methods can easily
handle unbounded domains as they are based on the discretization of the relevant physical bound-
aries, giving rise to well-conditioned linear systems of reduced dimensionality. Although dense,
these linear systems can be efficiently solved by means of iterative solvers in conjunction with fast
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methods such as the Fast Multipole Method [22], H-matrix compression [23], or FFTs based on
equivalent-sources methods [15, 43].
One of the main attractive features of BIE discretizations is their ability to deliver high-order
convergence. The latter is typically achieved by specialized quadratures carefully designed for
the resolution of the singular behavior of the kernels of the operators that enter the BIE. As is
known BIE rely on layer potentials defined in terms of the Green function of the underlying PDE
and its derivatives. The boundary values of these layer potentials, in turn, give rise to certain
boundary integral operators (BIOs) which enter the BIE. For instance, in the case of the Laplace
equation under consideration, the boundary values of the single- and double-layer potentials and
their normal derivatives give rise to four BIOs; single-layer, double-layer, adjoint double-layer,
and hyper-singular operators. These four BIOs constitute the building blocks of all possible BIE
formulations of Laplace equation. The kernels of the four Laplace BIOs feature the Green function
of the Laplace equation and its various normal derivatives, and thus they exhibit different singular
behaviors. Indeed, in the case of regular boundaries, (1) the single-layer operators feature weakly
singular (integrable) kernels in both two and three dimensions, (2) the double-layer operators
feature regular kernels in two dimensions, and weakly singular kernels in three dimensions, and
(3) the hyper-singular operators in both two and three dimensions feature boundary integrals that
have to be understood in the sense of Hadamard finite-parts integrals. In addition, the evaluation
of layer potentials near (but not on) boundaries is faced with the significant challenge of resolving
nearly singular kernels.
1.1 Previous work
Significant efforts have been directed toward the development of high-order quadrature rules for
the numerical evaluation of singular and nearly singular boundary integral operators over the last
decades. Most of these quadratures are geared toward two dimensional applications and rely on
analytical resolution of singularities. As such, the quadratures become more involved as the kernels
become more singular. A comprehensive methodology for high-order evaluations of BIOs on smooth
(two-dimensional) curves, which relies on global trigonometric interpolation, logarithmic kernel sin-
gularity splitting and resolution of logarithmic singularities, was put forth by Martensen [39] and
Kussmaul [36]1. This method was subsequently extended by Kress to deliver high-order Nystro¨m
discretizations of boundary integral equations posed on curves with corners [33] and to boundary
integral equations involving singular kernels that arise from a regularization of the hypersingu-
lar operator [34]. Other high-order, yet not spectrally accurate, methods—some of which are
applicable to a more general class curves in the plane—have been presented in numerous contri-
butions [3, 28, 25, 32, 41]. However, the treatment of nearly singular operators in the context of
the methods mentioned above requires post-processing steps such as oversampling of densities and
interpolation/extrapolation procedures.
Motivated in part by fluids applications involving simulation of Stokes flow in multiply con-
nected domains, recent efforts targeted the development of high-order quadratures that can evalu-
ate seamlessly both singular and nearly singular Laplace kernel interactions. Notably, Quadrature
by Expansion (QBX) methods have successfully bypassed the need to directly deal with singular
integrands [31] by relying on kernel-specific expansions (based on addition theorems for Green’s
functions) of the layer potentials around points (centers) near the boundary. It is also worth men-
tioning the second-order accurate scheme of Beale et al. [8] for evaluation of nearly singular integrals
1A concise presentation of the Martensen-Kussmaul quadrature rule can be found in [19, Chapter 2]
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in 2D, which is based on a certain mollification and asymptotic correction of the integral kernel.
Substantially more accurate and sophisticated numerical procedures to deal with nearly singular
integrals were developed by Helsing et al. [26] (which was later improved in [5]) and by Barnett [6],
the latter of which provided the basis for QBX methods [31]. However, besides the fact that some
of the more recent proposed approaches for singular and nearly singular integrals do not easily
generalize to three-dimensions (3D), we believe it is fair to claim that, given their level of sophis-
tication, these methods are arguably difficult to implement. Indeed, the high accuracy achieved
by these methods is a result of a judicious combination of involved techniques encompassing grid
oversampling of the density, kernel approximations and/or expansions, and high-order polynomial
interpolation. In addition, and perhaps more importantly, all the aforementioned methods require
a careful selection of several parameters in order to garner their optimal performance. The selection
of the parameters needed in 2D QBX (e.g. location of off-surface centers, order of expansions in the
kernel representation, oversampling factors), for instance, can be streamlined by resorting to local
kernel expansions in a version of QBX referred to Adaptive Quadrature by Expansion (AQBX) [30].
There are significantly fewer high-order methods for the discretization 3D Laplace BIEs with
respect to their 2D counterparts. This fact can be explained by the additional challenges that
pertain to 3D, amongst which we mention (a) the more severe nature of the singularities of the Green
functions and their derivatives, (b) the technical difficulties associated with the reliable generation of
high-order surface representations, and (c) the need to employ patches in order to describe surfaces
as well as local approximations of densities. First, we remark that the singularities of BIOs—in
particular that of the hyper-singular one—are more challenging for Nystro¨m discretizations than for
Galerkin (BEM) discretizations, as weak formulations of Laplace BIEs require (double) integration
of weak singularities only. We also note that with regards to the latter aspect (c), the use of
non-overlapping patches (which is the most natural in our opinion) inherently gives rise to nearly
singular integrands corresponding to the scenario when the target and integration points are nearby
yet they belong to adjacent but different patches. The resolution of near singularities, encountered
mostly in Galerkin discretizations, can be effected by double exponential (e.g., sinh, tanh) changes
of variables [51] or using the singular quadratures of Sauter and Schwab [45]. Singularity subtraction
techniques are certainly the most common approach for evaluating singular integrals arising from
BIEs and, therefore, numerous low-order variants of these techniques are available in the literature
not only for the Laplace equation but also for the Helmholtz, Stokes flow and elastostatic equations.
A notable exception is the high-order version of the singularity subtraction approach proposed
in [24] for Nystro¨m discretizations of BIOs on tori. Regardless of discretization type, most 3D
high-order quadratures of BIOs are case specific, that is, they are designed to specifically treat
a certain type of kernel singularity or near-singularity, and become increasingly involved as the
kernel singularity becomes more severe. Owing to these difficulties, the implementation of high-
order numerical methods for evaluation 3D Laplace BIEs is complex, arguably leading to a dearth
of available open-source software (BEMpp [48], https://bempp.com, being a notable exception)
and ultimately limiting wider use in the engineering community. Without being exhaustive, in
what follows we review several high-order Nystro¨m numerical schemes for solution of 3D Laplace
BIEs.
A spectrally accurate Nystro¨m method for 3D BIEs in the spirit of Martensen and Kussmaul
was developed by Ganesh et al. [21] for surfaces diffeomorphic with spheres. This approach makes
use of the diffeomorphism between the surface of integration and the unit sphere, global interpola-
tion of densities in terms of spherical harmonics, as well as addition theorems that lead to analytic
resolution of weak kernel singularities. Stronger kernel singularities can be handled via integration
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by parts techniques. We mention that variants of this approach have been used in Stokes flow
simulations [55]. A more general high-order Nystro¨m method for the solution of BIEs on smooth
surfaces is the (provably convergent) method of Bruno at al. [11, 15, 16]. The essential ingredients
of this method consist of (1) use of an explicit atlas of overlapping patches and associated parti-
tion of unity functions and (2) use of polar change of variables to analytically resolve weak kernel
singularities. The method is quite general, as it was demonstrated in [14, 58] that surfaces of engi-
neering relevance can be accurately approximated by means of smooth overlapping-patch manifold
representations. The change to polar coordinates approach was extended and refined in [10] via
additional affine mappings and precomputed quadrature tables, to treat cases when the surface
parametrizations are highly non-conformal. This approach was extended to deal with singular inte-
gral operators in subsequent contributions [12, 17, 57]. In turn, several post processing techniques
have been proposed in the literature to deal with nearly singular-integrals in 3D. We mention first
the “extraction” technique of Schwab et al. [46] which, using Taylor expansions along the unit
normal to the surface, allows for approximations of layer potentials near and on the surface. The
higher-order terms in the Taylor expansions, however, involve high-order normal derivatives which
incur the significant overhead of evaluating several strongly singular boundary integral operators.
Yet another procedure to deal with nearly singular integrands in 3D was presented in [57]. Un-
like [46], this procedure makes used of both on- and off-surface values (at points sufficiently far away
from the surface with respect to the mesh size) to interpolate layer potentials near the boundary.
A simple method based on a kernel regularization that can achieve high-order evaluations of both
singular and nearly singular Laplace boundary integrals was put forth by Beale in [7] and then
further developed in [9] and even extended to Stokes flow equations in [52]. This kernel regulariza-
tion delivers third-order methods for on-surface as well as near-surface evaluations of the single and
double-layer Laplace BIOs. One of the main advantages of Beale’s kernel regularization method is
that it does not require a surface parametrization nor a surface triangulations. Finally, we mention
the very recently introduced extensions of QBX methods to evaluations of 3D boundary integral
operators/ layer potentials [1, 47]. Just like the kernel regularization methods [9], QBX methods
can seamlessly treat both weakly singular and nearly singular boundary integral operators/layer
potentials in 3D; however, evaluations of adjoint double-layer and hyper-singular boundary integral
operators or their Stokes counterparts with commensurate orders of singularity are not presented
in [1, 47].
1.2 Scope of this contribution
This paper presents a novel harmonic density interpolation method that regularizes the kernel
singularities of the four BIOs associated with the Laplace equation in smooth two- and three-
dimensional domains. Unlike singularity subtraction techniques, our method achieves regularization
of the integral kernels by targeting the densities of the BIOs instead of the kernels themselves. Low-
order precursors of regularization techniques that target the integral densities are available in the
literature for BIOs associated with various linear constant coefficient PDEs [29, 37, 38, 42, 49]. In
certain aspects the proposed method is a generalization of the third-order regularization technique
introduced in [42] for the 2D Helmholtz combined field integral operators. The main contribution of
this paper consists of developing a high-order local Taylor-like interpolation methodology based on
harmonic polynomials that takes full advantage of the boundary regularity of the density functions
that enter Laplace BIOs. Our approach is universal, in the sense that is applicable to evaluations
of all four Laplace BIOs irrespective of the singularity of their associated kernels. In detail, in order
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to evaluate the single-layer operator in Rd, d = 2, 3,
S[ϕ](x) =
∫
Γ
G(x,y)ϕ(y) ds(y), x ∈ Γ ⊂ Rd,
for example, where G is the free-space Laplace Green function and ϕ is a regular density function
defined on a closed boundary Γ, we make use of a family of smooth harmonic functions U : Rd×Γ→
R and Green’s third identities to recast S in the form
S[ϕ](x) =
1
2
U(x,x) +
∫
Γ
∂G(x,y)
∂n(y)
U(y,x) ds(y) +
∫
Γ
G(x,y) [ϕ(y)− ∂ynU(y,x)] ds(y).
We require then U to be such that both expressions U(y,x) and ϕ(y) − ∂ynU(y,x), where ∂yn
denotes the normal derivative with respect to y, vanish to prescribed orders as y → x. The key
insight of our method is to seek families of functions U : Rd × Γ→ R of the form
U(r,x) =
J∑
j=0
cj(x)Hj(r − x), r ∈ Rd,x ∈ Γ,
where Hj are homogeneous harmonic polynomials of order j. Thus, the requirement that the
expressions U(y,x) and ϕ(y) − ∂ynU(y,x) vanish simultaneously to high-order as y → x,x ∈
Γ,y ∈ Γ, is equivalent to solving for each point x ∈ Γ a local Taylor-like interpolation problem of
prescribed order involving the density function ϕ and Dirichlet and Neumann boundary values of
harmonic polynomials in the above definition of the functions U . In 2D, such families of functions U
can be easily obtained to arbitrarily high-order by means of complex variable techniques. In 3D, in
turn, their construction is significantly more involved, yet it is relatively easy to produce third-order
interpolating functions U . The proposed technique extends naturally to deal with nearly singular
integrands, allowing layer potentials and their gradients to be evaluated at target points arbitrarily
close to the boundaries without compromising numerical accuracy. The high-order harmonic density
interpolation method renders the Laplace BIOs directly amenable to evaluations by standard,
readily implementable quadrature rules (e.g. trapezoidal rule in 2D, and Feje´r, Clenshaw-Curtis
quadrature in 3D) as the BIOs feature only regular (at least continuous for weakly singular BIOs
and bounded for the hypersingular BIO in 3D) integrands. The integration of our method within
the FMM framework is fairly straightforward and will be presented in a future contribution.
We illustrate the effectiveness and simplicity of the proposed high-order harmonic density in-
terpolation technique through a variety of 2D and 3D numerical results concerning evaluation of
singular and nearly singular Laplace BIOs and layer potentials defined on closed, smooth curves and
surfaces. We show, in particular, that for sufficiently high interpolation orders M (which achieve
integrands that vanish as |x−y|M+1 at the kernel singularity x = y) our technique used in conjunc-
tion with the simple trapezoidal quadrature leads to discretization errors in the evaluation of the
two-dimensional single-layer BIO of the order O(h2M+3) for M even, and respectively O(h2M+1)
for M odd, where h > 0 denotes the grid spacing. In addition, the same methodology leads to eval-
uations of the 2D hyper-singular BIO that converge exponentially fast. For 3D problems, in turn,
we provide the explicit construction of the harmonic polynomial interpolants amenable to express
the single- and double-layer operators in terms of continuous integrands, and the adjoint double-
layer and hypersingular operators in terms of bounded integrands. Relying on a non-overlapping
quadrilateral patch manifold representation of 3D surfaces, underlying local Chebyshev grids, and
a (spectrally accurate) Feje´r quadrature rule [13, 54], we demonstrate through numerical examples
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that the proposed harmonic density interpolation technique yields a third-order accurate Nystro¨m
method for BIEs involving the Laplace single- and double-layer operators, and a second-order accu-
rate Nystro¨m method BIEs involving the Laplace adjoint-double layer and hypersingular operators.
The levels of accuracy achieved by our method for three dimensional problems (e.g., 10−5) are com-
petitive for engineering applications, especially in the light of the straightforward implementation of
the method. A preliminary Matlab implementation of the proposed methodology for 3D problems
is available at:
https://github.com/caperezar/HDIMethod.
We also mention that the proposed harmonic density interpolation can easily accommodate
evaluations of nearly singular boundary integral operators. Extensions of our method to treatment
of singular and nearly singular BIOs arising in acoustics, electromagnetics, and elastodynamics are
currently being pursued; for those problems the local Taylor-like interpolation problems will rely
on plane-waves rather than harmonic polynomials.
The structure of this paper is as follows. Sections 2 to 4 provide a comprehensive description
of the proposed technique for 2D BIEs. The details on the construction of the harmonic expansion
functions using complex variable techniques are given in Section 3. Section 4 presents the extension
of the technique for the evaluation of layer potentials at target points near the boundary. The
proposed technique for corresponding 3D problems is described in Section 5. Section 6, finally,
presents a variety of numerical examples in two and three spatial dimensions, including comparisons
with Beale et al. [8, 59] and QBX [31] methods in 2D.
2 High-order kernel singularity regularization for 2D problems
The single-layer (S), double-layer (K), adjoint double-layer (K ′) and hypersingular (N) operators
of Caldero´n calculus associated with the Laplace equation in R2 are given by
S[ϕ](x) :=
∫
Γ
G(x,y)ϕ(y) ds(y), (1a)
K ′[ϕ](x) :=
∫
Γ
∂G(x,y)
∂n(x)
ϕ(y) ds(y), (1b)
K[ϕ](x) :=
∫
Γ
∂G(x,y)
∂n(y)
ϕ(y) ds(y), (1c)
N [ϕ](x) := f.p.
∫
Γ
∂2G(x,y)
∂n(x)∂n(y)
ϕ(y) ds(y), (1d)
for x ∈ Γ, where
G(x,y) := − 1
2pi
log |x− y| (2)
is the free-space Green function for the Laplace equation in R2, and f.p. in (1d) stands for the
Hadamard finite-part integral. The curve Γ in 2D is assumed to be a simple closed curve that
admits a regular periodic counterclockwise parametrization
Γ = {x(t) = (x1(t), x2(t)) : t ∈ [0, 2pi)}. (3)
In the parameter space the four integral operators defined in (1) will be denoted by S˜[φ], K˜[φ],
K˜ ′[φ] and N˜ [φ], where φ(t) = ϕ(x(t)) : [0, 2pi) → R. For presentation simplicity throughout this
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paper both the density function φ and the curve parametrization x are assumed to be analytic
functions of t ∈ [0, 2pi]. Note that under the assumptions introduced above, and in the particular
case of the Laplace equation in two spatial dimensions, the integral kernels in both double-layer
(K) and adjoint double-layer (K ′) operators are smooth functions (see Lemmas 2.1 and 2.2), so
their high-order numerical evaluation can be achieved by application of standard quadrature rules
(e.g. trapezoidal rule). A more general analysis can be carried out to significantly relax the strong
analytic regularity assumptions made on Γ and φ (see Remark 2.3 below).
2.1 Hypersingular operator
Consider first the hypersingular operator N , defined in (1d), applied to a smooth density function
ϕ : Γ→ R, and evaluated at a point x = x(t) ∈ Γ. The proposed technique relies on introducing a
known smooth function U : R2 × Γ→ R, with Dirichlet and Neumann traces denoted by P (τ, t) =
U(x(τ),x(t)) and Q(τ, t) = ∇U(x(τ),x(t)) · n(τ) for τ, t ∈ [0, 2pi], respectively, such that
N˜ [φ](t) = N˜ [φ(·)− P (·, t)](t) + N˜ [P (·, t)](t), (4)
can be evaluated by integrating regular (non-singular) functions only. Given the strong O((s−τ)−2)
singularity of the hypersingular operator kernel, it is thus necessary that φ(τ) − P (τ, t) vanishes
to high order as τ → t. Additionally, we need N˜ [P (·, t)](t) to admit a representation in terms of
smooth integrands as well. The key idea of our method is to choose U to be harmonic in the first
variable, so that by Green’s third identity [40] we have
N˜ [P (·, t)](t) = −Q(t, t)
2
+ K˜ ′ [Q(·, t)] (t). (5)
Therefore, we can then express the hypersingular operator as
N˜ [φ](t) = −Q(t, t)
2
+ N˜ [φ− P (·, t)](t) + K˜ ′ [Q(·, t)] (t), (6)
where the integrals on the right-hand-side involve functions with smoothness that can be controlled
by an appropriate choice of U , i.e., by requiring φ(τ) − P (τ, t) to vanish to high enough order as
τ → t. In detail, for a prescribed density interpolation order M ≥ 0, we require P to satisfy the
following condition
P (τ, t) = φ(τ) +O
(|τ − t|M+1) as τ → t. (7)
We also require that the constants in the “big-O” notation in equation (7) be bounded uniformly
in t. Relying on the smoothness of both φ and P (·, t) it easy to show (using Taylor’s theorem) that
a sufficient condition for (7) to hold is that P satisfies
lim
τ→t
∂m
∂τm
{P (τ, t)− φ(τ)} = 0 for m = 0, . . . ,M, (8)
or equivalently, that them-th Taylor expansion coefficient of P (·, t) equals them-th order derivatives
of φ at τ = t. Note that on account of the smoothness of the kernel of the operator K ′, we do
not impose any vanishing conditions on the expressions Q(τ, t) as τ → t. Remarkably, and as
we will explain in the next sections, our construction of the harmonic functions U that meet the
requirement (8) achieves as a byproduct a vanishing condition of order M on Q(τ, t).
The following lemma shows that choosing M ≥ 1 in the conditions (8) for P , the hypersingular
operator can be expressed in terms of integrals of (smooth) 2pi-periodic analytic functions.
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Lemma 2.1. Let Γ ⊂ R2 be a closed simple analytic curve and φ be a real 2pi-periodic analytic
function. Suppose there exists UN : R2 × Γ → R, UN (·,x(t)) harmonic in R2 for all t ∈ [0, 2pi],
such that its Dirichlet trace PN (·, t) = UN (x(·),x(t)) : [0, 2pi] → R satisfies (8) for M ≥ 1. Then,
letting QN (·, t) = ∇UN (·,x(t)) · n(·) denote the Neumann trace of UN , the hypersingular operator
can be expressed as
N˜ [φ](t) = −QN (t, t)
2
+
∫ 2pi
0
{
R
(P )
N (τ, t) +R
(Q)
N (τ, t)
}
|x′(τ)| dτ, (9)
where
R
(P )
N (τ, t) :=

(
n(τ) · n(t)
2pi|x(t)− x(τ)|2 −
{x(t)− x(τ)} · n(t) {x(t)− x(τ)} · n(τ)
pi|x(t)− x(τ)|4
)
×{φ(τ)− PN (τ, t)} if τ 6= t,
1
2pi|x′(t)|2
∂2
∂τ2
{φ(τ)− PN (τ, t)}
∣∣∣
τ=t
if τ = t,
(10)
and
R
(Q)
N (τ, t) :=

− 1
2pi
{x(t)− x(τ)} · n(t)
|x(t)− x(τ)|2 QN (τ, t) if τ 6= t,
x′′(t) · n(t)
4pi|x′(t)|2 QN (t, t) if τ = t,
(11)
are real analytic 2pi-periodic functions of τ ∈ [0, 2pi] for all t ∈ [0, 2pi].
Proof. The explicit expressions for R
(P )
N in (10) and R
(Q)
N in (11) when τ 6= t are obtained from
identity (6). Their values at τ = t, in turn, follow from a direct application of L’Hospital rule.
In order to prove the analyticity of R
(P )
N (·, t) and R(Q)N (·, t) for t ∈ [0, 2pi], we first note that since
the curve parametrization x : [0, 2pi]→ Γ is analytic and 2pi-periodic, the following expressions hold:
|x(t) − x(τ)|2 = sin2( t−τ2 )a(τ, t), {x(t) − x(τ)} · n(t) = sin2( t−τ2 )b(τ, t) and {x(t) − x(τ)} · n(τ) =
sin2( t−τ2 )c(τ, t), where a, b and c are analytic 2pi-periodic functions. Furthermore, since the curve
parametrization is regular we have a(t, t) = |x′(t)|2 6= 0. By the interpolation conditions (8) and
the fact that φ and PN (·, t) are analytic 2pi-periodic functions (due to the fact that PN (τ, t) is the
trace on Γ of the harmonic function UN (·,x(t)), which is analytic in all of R2), on the other hand, it
follows that φ(τ)−PN (τ, t) = sinM+1( t−τ2 )d(τ, t) with d(·, t) being an analytic 2pi-periodic function.
Therefore, since M ≥ 1 by hypothesis of the lemma, we conclude that (10) and (11) are analytic
2pi-periodic functions of τ with a removable singularity at τ = t. The proof is now complete.
2.2 Single-layer operator
A calculation similar to the one shown above for the hypersingular operator yields that S˜ can be
expressed as
S˜[φ](t) =
P (t, t)
2
+ K˜[P (·, t)](t) + S˜ [φ−Q(·, t)] (t), (12)
for t ∈ [0, 2pi]. Hence, in order for the right-hand-side of (12) to be given in terms of integrals of
smooth functions, we need to find a harmonic function U with Neumann trace Q satisfying
lim
τ→t
∂m
∂τm
{Q(τ, t)− φ(τ)} = 0 for m = 0, . . . ,M. (13)
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Again, we do not formally impose any vanishing conditions on the expressions P (τ, t) as τ → t, yet
our construction of the harmonic functions U will automatically realize such conditions of order
M + 2. The following lemma shows that the single-layer operator can in fact be expressed in terms
of smooth CM integrands provided the interpolation conditions (13) are satisfied.
Lemma 2.2. Let Γ ⊂ R2 be a closed simple analytic curve and φ be a real 2pi-periodic analytic
function. Suppose there exists US : R2×Γ→ R, US(·,x(t)) harmonic in R2 for all t ∈ [0, 2pi], such
that its Neumann trace QS(·, t) = ∇US(·,x(t)) · n(·) : [0, 2pi]→ R satisfies (13) for M ≥ 0. Then,
letting PS(·, t) = US(x(·),x(t)) denote the Dirichlet trace of US, the single-layer operator can be
expressed as
S˜[φ](t) =
PS(t, t)
2
+
∫ 2pi
0
{
R
(P )
S (τ, t) +R
(Q)
S (τ, t)
}
|x′(τ)| dτ, (14)
where
R
(P )
S (τ, t) :=

1
2pi
{x(t)− x(τ)} · n(τ)
|x(t)− x(τ)|2 PS(τ, t) if τ 6= t,
−x
′′(t) · n(t)
4pi|x′(t)|2 PS(t, t) if τ = t,
(15)
is a analytic 2pi-periodic function of τ ∈ [0, 2pi], and
R
(Q)
S (τ, t) :=
 −
1
2pi
log (|x(t)− x(τ)|) {φ(τ)−QS(τ, t)} if τ 6= t,
0 if τ = t,
(16)
is a M -times continuously differentiable 2pi-periodic function of τ ∈ [0, 2pi], for all t ∈ [0, 2pi].
Furthermore, the (M + 1)-th derivative of R
(Q)
S (·, t) is an integrable function for all t ∈ [0, 2pi]
Proof. The explicit expressions for the integrands in (15) and (16) are obtained directly from
identity (12). The proof that R
(P )
S (·, t) is an analytic 2pi-periodic function, on the other hand, is
essentially the same as in the case of R
(Q)
N (·, t) in Lemma 2.1, so it is omitted here.
Since both φ and QS(·, t) are analytic 2pi-periodic functions we have that φ − QS(·, t) can
be expressed as φ(τ) − QS(τ, t) = sinM+1( t−τ2 )a(τ, t) with a(·, t) being analytic and 2pi-periodic.
Therefore, adding and subtracting the function 14pi sin
M+1( t−τ2 )a(τ, t) log(4 sin
2( t−τ2 )) to R
(Q)
S (τ, t)
in (16) we obtain R
(Q)
S (τ, t) = − 14pi sinM+1( t−τ2 )a(τ, t) log(4 sin2( t−τ2 )) + b(τ, t) with b(τ, t) =
− 14pi sinM+1( t−τ2 )a(τ, t) log(|x(τ) − x(t)|2/4 sin2( t−τ2 )) being analytic and 2pi-periodic. Therefore,
by the product rule we readily obtain that the M -th order derivative of R
(Q)
S (·, t) is a 2pi-periodic
function that vanishes as O((t − τ) log |t − τ |) as τ → t, so it is indeed continuous at τ = t. The
(M + 1)-th order derivative of R
(Q)
S (·, t), in turn, features a O(log |t− τ |) integrable singularity as
τ → t. The proof is now complete.
Remark 2.3. The analytic regularity of both the curve Γ and the density function φ assumed in this
section can be significantly relaxed. Indeed, straightforward modifications of Lemmas 2.1 and 2.2
can be carried out to show that for Γ of class Cκ˜ and φ of class Cκ, with κ ≤ κ˜ and 2 ≤M ≤ κ, the
proposed density interpolation technique yields 2pi-periodic (κ− 2)-times continuously differentiable
integrands in the cases of the hypersingular, double-layer, and adjoint double-layer operators, and
it yields 2pi-periodic M -times continuously differentiable integrands in the case of the single-layer
operator.
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It is also worth mentioning that the proposed technique can in principle be extended to piecewise
smooth curves in 2D when the (global) parametrization of the curve and the layer potential densities
are not differentiable at corners. The lack of smoothness at corners can be circumvented in practice
by discretizing the smooth panels using grids that (i) are refined toward corner points and (ii) do
not include corner points (e.g. Chebyshev nodes). As demonstrated in the numerical experiments in
Section 6.4 below, this approach works well in 3D for low-order interpolations order (see also [42]
for a related approach for the 2D Helmholtz equation using graded meshes constructed via sigmoid
transforms).
In the next section we provide a procedure to construct harmonic interpolating functions UN and
US satisfying the conditions in Lemmas 2.1 and 2.2, respectively, for any given density interpolation
order M ≥ 0.
3 Harmonic interpolating functions in 2D
In order to construct the desired harmonic functions UN , US : R2 × Γ→ R in Lemmas 2.1 and 2.2,
we consider linear combinations of harmonic polynomials of the form
U(x,y) =
J∑
j=0
Cj(y) ·Hj(x− y), x = (x1, x2) ∈ R2,y = (y1, y2) ∈ Γ, (17)
where Hj(x− y) = [Re (z −w)j , Im (z −w)j ]T , with z = x1 + ix2, w = y1 + iy2, and Cj : Γ→ R2,
for j = 0, . . . , J . Instead of working with the real expression (17) it turns out to be convenient to
complexify it and consider instead U(x,y) = Re {F (z, w)} where
F (z, w) =
J∑
j=0
c˜j(w)
j!
(z − w)j , z ∈ C, w ∈ γ, (18)
with γ denoting the curve in the complex plane parametrized by the (analytic) complex valued func-
tion ζ(t) = x1(t)+ix2(t), t ∈ [0, 2pi]. We here recall that the curve Γ ⊂ R2 is parametrized by x(t) =
(x1(t), x2(t)), t ∈ [0, 2pi]. Clearly, (by the Cauchy-Riemann equations) U(x,y) = Re {F (z, w)} is
harmonic in x ∈ R2.
Letting then w = ζ(t), z = ζ(τ), and calling f(τ, t) = F (ζ(τ), ζ(t)) for t, τ ∈ [0, 2pi] in (18), we
obtain the expressions
P (τ, t) = Re {f(τ, t)}, (19a)
Q(τ, t) =
1
|ζ ′(τ)| Im
{
∂
∂τ
f(τ, t)
}
, (19b)
for the Dirichlet and Neumann traces of U (in the parameter space), respectively, where we made
use of the identity n(t) = (Im ζ ′(t),−Re ζ ′(t))/|ζ ′(t)|. Furthermore, it is easy to show that
∂m
∂τm
P (τ, t) = Re
{
∂m
dτm
f(τ, t)
}
, (20a)
∂m
∂τm
Q(τ, t) = Im
{
∂m
∂τm
(
1
|ζ ′(τ)|
∂f
∂τ
(τ, t)
)}
, (20b)
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for m ≥ 1, where by the Faa` di Bruno formula we have
∂m
∂τm
f(τ, t)
∣∣∣
τ=t
=
m∑
j=1
cj(t)Bm,j
(
ζ ′(t), ζ ′′(t), . . . , ζ(m−j+1)(t)
)
, (21)
with cj(t) = c˜j(ζ(t)) and Bm,j , 1 ≤ m, j ≤ J , denoting the so-called partial or incomplete Bell
polynomials; cf. [2, Chapter 13].
In what follows of this section we use the identities (20) and (21) to show that given a den-
sity interpolation order M ≥ 0, there exist harmonic functions UN (x,y) = Re {FN (z, w)} and
US(x,y) = Re {FS(z, w)} satisfying the interpolating conditions in (8) and (13), where FN and FS
are functions of the form (18).
3.1 Interpolating function for the hypersingular operator
We start by seeking coefficients c
(N)
j in the expansion
fN (τ, t) = FN (ζ(τ), ζ(t)) =
J∑
j=0
c
(N)
j (t)
j!
(ζ(τ)− ζ(t))j , τ, t ∈ [0, 2pi], (22)
so that the interpolation conditions (8) are satisfied. In view of equations (20), we then note that
conditions (8) can be enforced on PN (τ, t) = Re {fN (τ, t)} by requiring fN to satisfy
lim
τ→t
∂m
∂τm
[fN (τ, t)− φ(τ)] = 0 for m = 0, . . . ,M. (23)
Clearly, the m = 0 condition in (23) implies that c
(N)
0 (t) = φ(t). Taking then J = M in (22) we
get from (21) that the remaining M conditions (for m = 1, . . . ,M) can be expressed as the linear
system
B(t)c(N)(t) = φ(N)(t), (24)
whose unknowns are the coefficients c(N)(t) = [c
(N)
1 (t), . . . , c
(N)
J (t)]
T , where the entries of the J ×J
matrix function B are given by
Bm,j(t) :=
0, m < j,Bm,j (ζ ′(t), . . . , ζ(m−j+1)(t)) , m ≥ j, (25)
and where the vector on the right-hand-side of equation (24) is given explicitly by φ(N)(t) =[
d
dtφ(t), · · · , d
J
dtJ
φ(t)
]T
. The matrix B defined in (25) is sometimes referred to as Bell matrix; cf. [2,
Chapter 13].
Since B is a lower triangular matrix and its diagonal terms are Bj,j = (ζ
′)j [2, Chapter 13],
where ζ ′(t) 6= 0 for all t ∈ [0, 2pi] (i.e., the curve is regular), we readily conclude that the linear
system (24) is invertible for all t ∈ [0, 2pi]. Therefore, having retrieved the coefficients c(N)j (t) from
solving the linear system (24), we immediately obtain PN (τ, t) = Re {fN (τ, t)} and QN (τ, t) =
|ζ(τ)|−1Im { ∂∂τ fN (τ, t)}.
11
Given that the matrix B is lower triangular, the solution c(N)(t) of the linear system (24) can
be obtained using forward substitution. For the density interpolation order M = 5, for example,
the matrix B is explicitly given by
B =

ζ ′ 0 0 0 0
ζ ′′ (ζ ′)2 0 0 0
ζ ′′′ 3ζ ′ζ ′′ (ζ ′)3 0 0
ζ(4) 3(ζ ′′)2 + 4ζ ′ζ ′′′ 6(ζ ′)2ζ ′′ (ζ ′)4 0
ζ(5) 10ζ ′′ζ ′′′ + 5ζ ′ζ(4) 15ζ ′(ζ ′′)2 + 10(ζ ′)2ζ ′′′ 10(ζ ′)3ζ ′′ (ζ ′)5
 . (26)
Matrices B corresponding to orders M < 5 are simply submatrices of the matrix displayed in (26).
Remark 3.1. It follows from (23), and the fact that φ is real-valued, that
lim
τ→t Im
{
∂m+1
∂τm+1
fN (τ, t)
}
= 0 for m = 0, . . . ,M − 1.
Therefore, QN , defined as in (19b) in terms of fN , satisfies
lim
τ→t
∂m
∂τm
QN (τ, t) = lim
τ→t Im
{
∂m
∂τm
(
1
|ζ ′(τ)|
∂fN
∂τ
(τ, t)
)}
= 0 for m = 0, . . . ,M − 1,
and, consequently, QN (τ, t) = O((τ − t)M ) as τ → t. This fact will play an important role in sec-
tion 4, where an extension of the proposed density interpolation technique is presented for the
regularization of nearly singular integrals.
3.2 Interpolating function for the single-layer operator
A procedure similar to the one described above for the construction of fN allows us to find the
coefficients c
(S)
j in the expansion
fS(τ, t) = FS(ζ(τ), ζ(t)) =
J∑
j=0
c
(S)
j (t)
j!
(ζ(τ)− ζ(t))j , τ, t ∈ [0, 2pi]. (27)
In fact, in view of identities (20), conditions (13) can be enforced on QS(τ, t) = |ζ(τ)|−1Im ∂∂τ fS(τ, t)
by requiring fS to satisfy
lim
τ→t
∂m
∂τm
[
1
|ζ ′(τ)|
∂
∂τ
fS(τ, t)− iφ(τ)
]
= 0 for m = 0, . . . ,M. (28)
Conditions (28) do not pose any constrain on c
(S)
0 , so we may set c
(S)
0 (t) = 0. Letting then J = M+1
in (27) we obtain that conditions (28) are fulfilled if and only if c(S)(t) = [c
(S)
1 (t), . . . , c
(S)
J (t)]
T
satisfies
A(t)B(t)c(S)(t) = φ(S)(t), (29)
where A is the J × J lower-triangular matrix
Am,j(t) :=

0, m < j,(
m− 1
j − 1
)
dm−j
dtm−j
(
1
|ζ ′(t)|
)
, m ≥ j,
(30)
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B is the Bell matrix (25), and φ(S)(t) =
[
φ(t), ddtφ(t), · · · , d
J−1
dtJ−1φ(t)
]T
. Since both A and B
are invertible matrices (none of the diagonal entries of A is zero), the coefficients c
(S)
j (t) in the
expansion (27) are uniquely determined by the linear system (29). Having found the coefficients
c
(S)
j (t), we obtain PS(τ, t) = Re {fS(τ, t)} and QS(τ, t) = |ζ ′(τ)|−1Im { ∂∂τ fS(τ, t)}.
Remark 3.2. Note that (28), the choice c
(S)
0 = 0, and the fact that φ is real-valued, imply that
that PS satisfies
lim
τ→t
∂m
∂τm
PS(τ, t) = lim
τ→tRe
{
∂m
∂τm
fS(τ, t)
}
= 0,
for m = 0, . . . ,M + 1. Therefore PS(τ, t) = O
(
(τ − t)M+2) as τ → t. This identity, together with
Remark 3.1, will be used in section 4 to extend the proposed density interpolation technique to the
regularization of nearly singular integrals.
Remark 3.3. If an arc-length parametrization of the curve Γ is considered, i.e., Γ = {x(s) =
(x1(s), x2(s)) : s ∈ [0, L)} where L is the length of the curve and |x′(s)| = 1 for all s ∈ [0, L), then
the matrix A in (29) becomes the identity matrix and the linear systems (44) and (29) differ only by
the right hand side. Although in theory it is always possible to re-parametrize a smooth regular curve
by its arc-length, there are practical advantages of considering the more general parametrization (3)
assumed here.
As announced, in the next section we present and extension of the harmonic interpolation
technique to the regularization of nearly singular integrals.
4 Nearly singular integrals in 2D
The single- and double-layer potentials are respectively defined as
S[ϕ](x) :=
∫
Γ
G(x,y)ϕ(y) ds(y) and D[ϕ](x) :=
∫
Γ
∂G(x,y)
∂n(y)
ϕ(y) ds(y), (31)
for x ∈ R2 \ Γ, which, using the curve parametrization in 2D, become
S[ϕ](x) :=− 1
2pi
∫ 2pi
0
log (|x− x(τ)|)φ(τ)|x′(τ)|dτ, (32a)
D[ϕ](x) := 1
2pi
∫ 2pi
0
(x− x(τ)) · n(τ)
|x− x(τ)|2 φ(τ)|x
′(τ)| dτ, (32b)
where φ(τ) = ϕ(x(τ)). As it is well known, the kernels in (32) become nearly singular (i.e., develop
sharp peaks) as the target point x approaches the boundary Γ, making the numerical evaluation
of (32) challenging. In this section we show that the harmonic interpolating functions UN and US
constructed in section 3 can be effectively used to effectively regularize the kernels of both layer
potentials.
We first note that by Green’s third identity, any function U : R2 × Γ→ R harmonic in the first
variable, satisfies
− µ(x)U(x,x0) = D[U(·,x0)](x)− S[∂nU(·,x0)](x), x /∈ Γ, (33)
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where µ(x) = 1 if x lies inside the domain enclosed by Γ, and µ(x) = 0 otherwise. Using this
identity and recalling that P and Q denote the Dirichlet and Neumann boundary values of U on
Γ, we have that the single-layer potential can be expressed as
S[ϕ](x) = µ(x)U(x,x0)
+
∫ 2pi
0
{
(x− x(τ)) · n(τ)
2pi|x− x(τ)|2 P (τ, t0)−
log (|x− x(τ)|)
2pi
(φ(τ)−Q(τ, t0))
}
|x′(τ)|dτ, (34)
while the double-layer potential can be expressed as
D[ϕ](x) = µ(x)U(x,x0)
+
∫ 2pi
0
{
(x− x(τ)) · n(τ)
2pi|x− x(τ)|2 (φ(τ)− P (τ, t0))−
log (|x− x(τ)|)
2pi
Q(τ, t0)
}
|x′(τ)|dτ, (35)
for all x /∈ Γ and x0 = x(t0) ∈ Γ.
In order to smooth out the nearly singular integrands in (34) and (35) that arise for points
x close to Γ, we let U = US in (34) and U = UN in (35), where US and UN are the harmonic
interpolating functions constructed in section 3. The expansion point x0 is then selected as x0 =
x(t0) with t0 = arg mint∈[0,2pi) |x − x(t)|, where we assume that x is sufficiently close to Γ so that
this minimizer is unique. Doing so, and in view of the fact that φ(τ) − QS(τ, t) = O((τ − t)M+1)
and PS(τ, t) = O
(
(τ − t)M+2) as τ → t (see Remark 3.2), we obtain that the integrands in (34)
satisfy
(x− x(τ)) · n(τ)
|x− x(τ)|2 PS(τ, t) = O
(
(τ − t)M+2
|x− x(τ)|
)
, (36a)
log (|x− x(τ)|) (φ(τ)−QS(τ, t0)) = O
(
log (|x− x(τ)|) (τ − t)M+1) , (36b)
as τ → t. Similarly, recalling that φ(τ) − PN (τ, t) = O
(
(τ − t)M+1) and QN (τ, t) = O((τ − t)M )
as τ → t (see Remark 3.1), it can be shown the integrands in (35) satisfy
(x− x(τ)) · n(τ)
|x− x(τ)|2 (φ(τ)− PN (τ, t0)) = O
(
(τ − t)M+1
|x− x(τ)|
)
, (37a)
log (|x− x(τ)|)QN = O
(
log (|x− x(τ)|) (τ − t)M) , (37b)
as τ → t, where M is the prescribed harmonic interpolation order. The asymptotic identities (36)
and (37) show that the smoothness of the integrands at and around the nearly singular point x0 ∈ Γ
can be controlled by means of our technique.
As shown in [42, Section 3.4], the proposed technique can also be utilized to regularize the
kernels that arise in problems involving multiply connected domains with boundary components
that are close to each other. In this case, nearly singular integrals associated with any of the
integral operators (1) can be directly computed by evaluating the regularized expressions for the
layer potentials (34) and (35), or their respective normal derivatives on a curve Γ′ that does not
intersect Γ. The numerical results presented in this paper demonstrate the effectiveness of the
proposed technique for the regularization of nearly singular integrals.
5 High-order kernel singularity regularization for 3D problems
As it turns out, most of the ideas presented above in this paper for the Laplace boundary integral
operators in 2D can be directly generalized to 3D. Indeed, letting US , UN : R3 × Γ → R denote
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harmonic functions (in the first variable) in all of R3 it can be shown—using Green’s third identity—
that for a smooth closed oriented surface Γ the four integral operators of Caldero´n calculus can be
expressed as
S[ϕ](x) =
US(x,x)
2
+K[US(·,x)])(x) + S [ϕ− ∂nUS(·,x)] (x), (38a)
K[ϕ](x) = −UN (x,x)
2
+K[ϕ− UN (·,x)](x) + S [∂nUN (·,x)] (x), (38b)
K ′[ϕ](x) =
∂nUS(x,x)
2
+N [US(·,x)](x) +K ′ [ϕ− ∂nUS(·,x)] (x), (38c)
N [ϕ](x) = −∂nUN (x,x)
2
+N [ϕ− UN (·,x)])(x) +K ′ [∂nUN (·,x)] (x), (38d)
for x ∈ Γ ⊂ R3, where the definition of the boundary integral operators S, K, K ′ and N is the
same as the one given in equation (1), except for the fundamental solution of the Laplace equation
whose expression in 3D is
G(x,y) :=
1
4pi|x− y| . (39)
Note that unlike the 2D case, the kernels of the operators K and K ′ are (weakly) singular, and
thus all the four Laplace boundary integral operators in 3D require application of the density
interpolation technique to achieve integral expressions in terms of more regular integrands.
In order to establish a set of point conditions on the Dirichlet and Neumann boundary values
of US and UN on Γ that lead to more regular integrands in the expressions on the right-hand-side
of (38), we resort to the local parametrization of the surface Γ. It follows from the regularity
of Γ that at every point x ∈ Γ there exists a smooth local diffeomorphism x : Bξ → Γ ∩ Bx,
where Bξ ⊂ R2 is an open neighborhood of ξ, Bx in an open neighborhood of x ∈ Γ, and the
mapping x is such that x(ξ) = x. Resorting to the parametrization x and the index notation for
partial derivatives, i.e., letting α = (α1, α2), |α| = α1 + α2, and ∂α = ∂α11 ∂α22 where ∂j denotes the
derivative with respect to ξj (ξ = (ξ1, ξ2)), it can be shown that the point conditions
lim
ξ′→ξ
∂αPS
(
ξ′, ξ
)
= 0 for |α| = 0, . . . ,MP , (40a)
lim
ξ′→ξ
∂α
{
φ
(
ξ′
)−QS (ξ′, ξ)} = 0 for |α| = 0, . . . ,MQ, (40b)
and
lim
ξ′→ξ
∂α
{
φ
(
ξ′
)− PN (ξ′, ξ)} = 0 for |α| = 0, . . . ,MP , (41a)
lim
ξ′→ξ
∂αQN
(
ξ′, ξ
)
= 0 for |α| = 0, . . . ,MQ, (41b)
where φ(ξ) = ϕ(x(ξ)), PS,N (ξ
′, ξ) = US,N (x(ξ′),x(ξ)) and QS,N (ξ′, ξ) = ∂nUS,N (x(ξ′),x(ξ)),
suffice to guarantee that the estimates
US(y,x) = O(|x− y|MP+1), ϕ(y)− ∂nUS(y,x) = O(|x− y|MQ+1),
∂nUN (y,x) = O(|x− y|MQ+1) and ϕ(y)− UN (y,x) = O(|x− y|MP+1)
hold true as y → x, where all the constants in the “big-O” notations above can be bounded
uniformly in x. Therefore, the smoothness of integrands in (38) is controlled by the regularization
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orders MP and MQ, provided the requirements (40) and (41) are satisfied. We emphasize that
unlike in the 2D case, there are more local vanishing conditions to be imposed in 3D per each point
x in order to achieve the same integrand regularization orders.
In the numerical examples considered in this paper we select MP = 2 and MQ = 1 (i.e. the
lowest values of these parameters that remove the singularity of the hyper-singular BIO and at
the same time lead to C1 integrands for the evaluation of both single and double-layer BIOs) and
harmonic function functions US and UN given in terms of linear combinations of homogeneous
harmonic polynomials of order at most two. In detail we let
US(r,x) =
8∑
j=0
c
(S)
j (x)Hj(r − x) and UN (r,x) =
8∑
j=0
c
(N)
j (x)Hj(r − x) (r ∈ R3, x ∈ Γ), (42)
where the homogeneous harmonic polynomials utilized in the expansions above are
H0(r) = 1, H1(r) = x, H2(r) = y, H3(r) = z, H4(r) = xy, H5(r) = xz,
H6(r) = yz, H7(r) = x
2 − y2, and H8(r) = x2 − z2, (r = (x, y, z)) ,
(43)
and the expansion coefficients c
(S)
j and c
(N)
j must be obtained by enforcing the point conditions (40)
and (41) on US and UN . In order to enforce such conditions, we first let hj(ξ
′, ξ) = Hj(x(ξ′) −
x(ξ)) and hn,j(ξ
′, ξ) = ∇Hj(x(ξ′) − x(ξ)) · n(ξ′) denote the Dirichlet and Neumann traces of
the harmonic polynomials Hj , respectively, where the unit normal at x = x(ξ) ∈ Γ is given by
n(ξ) = (∂1x(ξ)∧∂2x(ξ))/|∂1x(ξ)∧∂2x(ξ)|. Therefore, the enforcement of the points conditions (40)
and (41), respectively, leads to the following linear systems
A(ξ)c(S)(x(ξ)) = φ(S)(ξ) and A(ξ)c(N)(x(ξ)) = φ(N)(ξ), (44)
for the vectors of coefficients c(S) = [c
(S)
0 , . . . , c
(S)
8 ]
T and c(N) = [c
(N)
0 , . . . , c
(N)
8 ]
T , where the entries
of the matrix A = (ai,j) are given by
a1,j(ξ) = hj−1(ξ, ξ), a2,j(ξ) = ∂1hj−1(ξ, ξ), a3,j(ξ) = ∂2hj−1(ξ, ξ), (45a)
a4,j(ξ) = hn,j−1(ξ, ξ), a5,j(ξ) = ∂1hn,j−1(ξ, ξ), a6,j(ξ) = ∂2hn,j−1(ξ, ξ), (45b)
a7,j(ξ) = ∂
2
1hj−1(ξ, ξ), a8,j(ξ) = ∂1∂2hj−1(ξ, ξ), a9,j(ξ) = ∂
2
2hj−1(ξ, ξ), (45c)
for j = 1, . . . , 9, and the right-hand-side vectors are
φ(S)(ξ) = [0, 0, 0, φ(ξ), ∂1φ(ξ), ∂2φ(ξ), 0, 0, 0]
T ,
φ(N)(ξ) =
[
φ(ξ), ∂1φ(ξ), ∂2φ(ξ), 0, 0, 0, ∂
2
1φ(ξ), ∂1∂2φ(ξ), ∂
2
2φ(ξ)
]T
.
(46)
As discussed in Appendix A, the matrix A(ξ) ∈ R9×9 is invertible for all the points on the surface
and in fact, det(A(ξ)) = −4|∂1x(ξ) ∧ ∂2x(ξ)|5 6= 0 (we note here that |∂1x(ξ) ∧ ∂2x(ξ)| represents
the surface element, and thus the determinant of the 3D harmonic Taylor-like interpolation problem
bears similarities to its 2D counterpart). Clearly, with the aforementioned selections the integrands
on the right-hand-side of (38a) and (38b) become C(Γ)-functions, while the integrands in (38c)
and (38d) become bounded functions. Higher-order versions of the harmonic interpolation tech-
nique (corresponding to larger values of the parameters MP and MQ in equations (40) and (41))
can be pursued at the cost of incorporating higher-order harmonic polynomials in the Taylor-like
interpolation scheme as well as higher-order derivatives of the surface parametrization and of the
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density φ. However, the invertibility of matrices corresponding to the ensuing interpolation prob-
lems (44) for higher values of the parameters MP and MQ remains an open question (note that
for the next density interpolation order, that is MP = 3 and MQ = 2, one would have to deal
with 16× 16 matrices A(ξ)). Nevertheless, the numerical results presented in Section 6.4 illustrate
that the choice MP = 2 and MQ = 1 already leads to very accurate results produced by a simple
implementation.
As in 2D, nearly singular integrands arising due to observation points x 6∈ Γ near the surface,
can be regularized utilizing the harmonic functions US and UN to interpolate the density function
ϕ at the surface point x0 = arg miny∈Γ |x − y| ∈ Γ. In particular, it follows from (31) and (33)
that following expressions for the single- and double-layer potentials
S[ϕ](x) = µ(x)US(x,x0)
+
∫
Γ
{
∂G(x,y)
∂n(y)
US(y,x0) +G(x,y)(ϕ(y)− ∂nUS(y,x0))
}
ds(y),
(47a)
D[ϕ](x) = − µ(x)UN (x,x0)
+
∫
Γ
{
∂G(x,y)
∂n(y)
(ϕ(y)− UN (y,x0)) +G(x,y)∂nUN (y,x0)
}
ds(y),
(47b)
hold for all x /∈ Γ ⊂ R3, where µ(x) = 1 if x lies inside the domain enclosed by Γ, and µ(x) = 0
otherwise.
We present next a variety of numerical results that showcase the effectiveness of the regulariza-
tion technique via harmonic density interpolation in both two and three dimensions.
6 Numerical examples and applications
6.1 Singular integrals in 2D
We first present a simple Nystro¨m method based on the high-order harmonic density interpolation
technique (referred to in what follows by the acronym HDI) for kernel regularization combined with
the classical trapezoidal rule for the direct numerical evaluation of the single-layer and hypersingular
operators. Given that we assumed throughout that the smooth closed curves Γ are given in terms
of smooth, 2pi periodic parametrizations, we consider a uniform discretization of the interval [0, 2pi]
with grid points tj = hj, h = pi/N for j = 0, . . . , 2N − 1, where N > 0. Using global trigonometric
polynomial interpolation of the densities φ, application of the trapezoidal rule leads to the following
semi-discrete approximations of the parametrized single-layer and hyper-singular operators
N˜ [φ](t) ≈ −QN (t, t)
2
+ h
2N−1∑
j=0
{
R
(P )
N (tj , t) +R
(Q)
N (tj , t)
}
|x′(tj)|, (48)
S˜[φ](t) ≈ PS(t, t)
2
+ h
2N−1∑
j=0
{
R
(P )
S (tj , t) +R
(Q)
S (tj , t)
}
|x′(tj)|, (49)
for t ∈ [0, 2pi], where R(P )N , R(Q)N , R(P )S and R(Q)S are defined in (10), (11), (15) and (16), respectively.
The construction of all these functions is described in section 3 and requires computation of high-
order derivatives of the parametrization x(τ) as well as the trigonometric polynomial interpolants of
φ(τ) at the grid points. Since the functions φ(τ) are 2pi-periodic and analytic, the derivatives of their
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trigonometric polynomial interpolants can be computed via FFT-based numerical differentiation
with errors that decay exponentially fast as the size N of the equi-spaced grid increases; cf. [50]. In
light of Lemma 2.1, which established the smoothness and periodicity of R
(P )
N (·, t) and R(Q)N (·, t),
we conclude that for any regularization order M ≥ 1 the trapezoidal rule approximation (48) of the
hypersingular operator converges exponentially fast as N increases [20, 53]. Finally, fully discrete
approximations of the operators N˜ and S˜ are obtained by simply evaluating at the grid points their
semi-discrete versions in equations (48) and respectively (49).
In order to demonstrate the fast convergence of the HDI approximation (48) of the hyper-
singular operator, we present in Figure 1a maximum absolute errors on the circular boundary
between our discretizations corresponding to harmonic interpolation orders M = 0, 1 and 2 and a
reference solution produced by the spectrally accurate evaluation of the hypersingular operator [35].
The reference solution was obtained using a refined uniform discretization of the interval [0, 2pi)
with grid size h = pi/640. In the case of the application of the harmonic interpolation technique of
order M = 0—the blue curve in Figure 1a, the (undefined) values of the integrand at τ = t were
replaced by zero. As expected, for orders M ≥ 1 the kernel in (9) becomes analytic, and therefore
exponential convergence of (48) is observed as N = 2pi/h increases. Figure 1b displays the smooth
integrand R
(P )
N resulting from application of the harmonic interpolation technique for M = 1.
0.05 0.5
10-10
10-5
(a) Linear and exponential convergence of the trape-
zoidal rule for orders M = 0 and M = 1, 2, respec-
tively.
(b) Regularized singular integrand in the hypersingular
operator for M = 1. The diagonal terms of the smoothed
integrand are marked in red.
Figure 1: Convergence of the HDI discretization (48) for the hypersingular operator N [ϕ] and
smoothness of the R
(P )
N . The density function utilized in these examples is ϕ = u|Γ with u(x) =
esin(x1 cosx2) /
√
(x1 − 13)2 + (x2 − 13)2 and Γ =
{√
x21 + x
2
2 = 1
}
.
For the single-layer operator, in turn, the order of convergence of the HDI discretization (49) is
limited by the polylogarithmic singularity of R
(Q)
S (see Lemma 2.2). As M increases, R
(Q)
S becomes
smoother, but the logarithmic terms cannot be completely removed by the proposed technique. The
effect of the smoothness of R
(Q)
S on the convergence of the HDI discretization is demonstrated in
Figure 2, which displays the maximum absolute errors in the evaluation of the single-layer operators
for even (Figure 3a) and odd (Figure 3b) regularization orders M . The errors are measured with
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respect to a highly accurate evaluation of single-layer operator obtained by means of the Martensen-
Kussmaul quadrature rule [36, 39] using a refined uniform grid with h = pi/640. Interestingly, as
noted in Remark 6.1 below, an extra order of convergence is gained due to the symmetry of the
integrand R
(Q)
S for M even, which explains the fact that the same convergence rates are observed
in Figures 3a and 3b for even and odd orders M , respectively.
Remark 6.1. It follows from [18]—where the Euler-Maclaurin formula in the presence of a loga-
rithmic singularity is derived—that for an odd density interpolation order M = 2m+ 1, m ≥ 0, the
approximation of the single-layer operator (49) yields errors of order h2m+3.
For an even density interpolation order M = 2m, m ≥ 0, in turn, we can write [φ(t) −
QS(τ, t)]|x′(τ)| = sin2m+1( τ−t2 )g(τ, t) where g(·, t) is an analytic 2pi-periodic function. Using this
fact we have that RQS (τ, t)|x′(τ)| in (14) can be expressed as
RQS (τ, t)|x′(τ)| = ρ(τ, t)−
sin2m+1( τ−t2 )g(τ, t)
4pi
log
(
|x(τ)− x(t)|2
4 sin2
(
τ−t
2
) ) |x′(τ)| (50)
in terms of
ρ(τ, t) = −sin
2m+1( τ−t2 )g(τ, t)
4pi
log
(
4 sin2
(
τ − t
2
))
,
and a 2pi-periodic analytic function that is integrated with exponentially small errors by the trape-
zoidal rule. Furthermore, we note that ρ(τ, t) can be split as
ρ(τ, t) =− sin
2m+1( τ−t2 )g(t, t)
4pi
log
(
4 sin2
(
τ − t
2
))
− sin
2m+1( τ−t2 )[g(τ, t)− g(t, t)]
4pi
log
(
4 sin2
(
τ − t
2
))
.
(51)
Since the first term in (51) is a 2pi-periodic function that is odd with respect to any of the quadrature
points τ = tj = jpi/N , j = 0, . . . , 2N − 1, it readily follows that the trapezoidal rule integrates it
exactly (and yields 0). On the other hand, since the second term in (51) is a 2pi-periodic function
of class C2m+1 and the first 2m + 1 derivates of sin2m+1( τ−t2 )[g(τ, t) − g(t, t)] vanish at τ = t, we
have from [18] again, that the trapezoidal rule applied to this term yields errors of order h2m+3.
From these observations we thus conclude that the trapezoidal rule approximation (49) yields errors
of order h2m+3 for even M = 2m.
Finally, in order to illustrate the competitiveness of the proposed HDI method we present
comparisons with the recently introduced Quadrature-by-Expansion (QBX) method of Klockner et
al. [31]. The reason why we consider the QBX method is that, just like the HDI kernel regularization
method, the QBX method can deliver high-order discretizations of singular and nearly singular
boundary integral operators in both two and three dimensions. For presentation simplicity we
focus here on the evaluation of the single-layer operator. Following [4], we compute the single-layer
operator by the surrogate expansion
S˜[φ](t) = Re
{−1
2pi
∫
Γ
log (ζ(τ)− ζ(t))φ(τ)ζ ′(τ) dτ
}
≈ Re
{
p−1∑
l=0
cl (ζ(t)− z0)l
}
, (52)
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(a) Trapezoidal rule convergence for M = 0, 2 and 4.
0.05 0.5
10-15
10-10
10-5
(b) Trapezoidal rule convergence for M = 1, 3 and 5.
Figure 2: Convergence of the HDI discretization (49) of the single-layer operator S[ϕ] for density
interpolation orders (a) M = 0, 2, 4 and (b) M = 1, 3, 5. The density function utilized in these
examples is ϕ = u|Γ with u(x) = esin(x1 cosx2) /
√
(x1 − 13)2 + (x2 − 13)2 and Γ =
{√
x21 + x
2
2 = 1
}
.
where the expansion center z0 lies at a distance  away from the evaluation point ζ(t) along the
normal direction to the curve, with  > 0 (resp.  < 0) corresponding to points z0 lying outside
(resp. inside) the curve. The coefficients cl in (52), in turn, are given by
c0 = − 1
2pi
∫ 2pi
0
log(ζ(t)− z0)φ(t)ζ ′(t) dt and cl = 1
2pil
∫ 2pi
0
φ(t)
(ζ(t)− z0)l ζ
′(t) dt, (53)
and are computed by the trapezoidal rule on a uniform oversampled grid with βN = β(2pi/h) points
(β > 1). We use one expansion center per discretization point and the expansion center distance to
the curve () is selected to be proportional to the local distance between the discretization points (d)
in physical space. That is, the distance to the curve  of the expansion center z0,k associated to the
discretization point xk = x(kh), 0 ≤ k ≤ N , is proportional to d = min{|xk − xk−1|, |xk − xk+1|}.
A straightforward comparison between QBX and the HDI method becomes somewhat difficult
due to the selection of the various parameters involved. As shown by the analysis in [4, 31], the
error in the QBX discretization is governed by a subtle balance between the order of the expansion
(p), the distance of the expansion centers from the curve (), and the oversampling ratio (β).
Figure 3 presents a comparison between the two methods where the errors in the evaluation of the
single-layer operator are displayed for various choices of the QBX  parameter, keeping the order
p and the oversampling ratio β constant. To make the comparison fair, an oversampled grid with
βN points is also utilized in the HDI single-layer evaluation. Although not necessarily optimal, the
oversampling ratio β = 4 and the harmonic interpolation order M = 2 are used in both examples.
We point out here, that since our technique requires the computation of high-order derivatives
along the curve (that is the interpolation coefficients c(M) in equation (22) depend on derivatives of
both the parametrization and of the density up to order M), we have observed that in practice it is
advisable to use harmonic interpolation orders in the range M . 6. Clearly, even for M = 2 (i.e.,
a fifth-order HDI method), the observed errors are comparable in practice to those of the QBX
method for small and large values of the parameter p.
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(a) Trapezoidal rule convergence for HDI with M = 2
and QBX with p = 5, both of which correspond to fifth
order methods.
101 102
10 -10
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(b) Trapezoidal rule convergence for HDI with M = 2
and QBX with p = 16, corresponding formally to a 16th
order method.
Figure 3: Convergence of the trapezoidal rule discretization of the single-layer operator S˜[φ] by
means of the HDI method and the QBX method for various distances ε of the expansion centers.
The density function utilized in these examples is ϕ = u|Γ with u(x) = esin(x1 cosx2) /
√
x21 + x
2
2 and
Γ = [cos(t) + 0.65 cos(2t)− 0.65, 1.5 sin(t)]. The dashed lines indicate the fifth-order slope.
A more thorough comparison of the two methods is presented in Table 1, where we report the
smallest error obtained using the QBX method by scanning the order parameter p between 1 and
20, and the distance of the expansion centers to the curve  between −5d and 5d by increments
of d, for four representative β values. We then compare these errors to those obtained using the
HDI method for M = 2 (fifth-order). In conclusion, for a large range of discretization sizes (N)
the observed HDI errors are comparable to those of the QBX method even when using optimized
values of p and .
6.2 Nearly singular integrals in 2D
In our next example we consider the numerical evaluation of the single- and double-layer potentials
and their gradients inside the domain Ω enclosed by the curve Γ = {(cos t, sin t/(1 + sin6(t)), t ∈
[0, 2pi]}. The errors are measured with respect to a manufactured solution of the Laplace equation
produced by taking point sources at x1 = (−0.6, 1), x2 = (−1.2, 0.2), x3 = (0.2,−1.1) and x4 =
(1.5, 0.2) that lie outside Ω. By construction uexact(x) =
∑4
j=1 log(|x− xj |) is harmonic in Ω.
To test the accuracy of the evaluation of the double- and single-layer potentials and their
gradients, we first find densities ϕ : Γ → R and ψ : Γ → R to represent uexact by means of the
double- and single-layer potentials (32). Using the double-layer representation uexact = D[ϕ] in Ω,
we readily obtain the second-kind integral equation (−I/2 +K)ϕ = uexact|Γ for ϕ. Similarly, using
a single-layer representation u = S[ψ], we obtain the first-kind integral equation S[ψ] = uexact|Γ
for ψ.
Both surface densities ϕ and ψ are then computed by means of a spectrally accurate Nystro¨m
method [39, 36] using a fixed number of points 2N = 200 in the discretization of Γ. For this dis-
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N QBX HDI
= 2pih β = 1 β = 2 β = 4 β = 8 M = 2 M = 2, β = 4
10 1.7992e-01 6.5711e-02 9.1543e-03 2.1013e-03 2.4120e-01 9.5925e-04
20 5.8644e-02 3.8506e-03 1.4650e-03 3.4615e-05 6.3149e-02 1.1084e-05
40 5.3949e-03 5.7387e-04 2.7260e-05 6.6149e-09 2.7396e-03 5.8703e-07
80 8.2720e-04 1.9999e-05 2.7393e-09 4.7841e-11 2.1551e-05 1.7826e-08
160 1.5315e-05 2.9372e-09 1.4481e-12 2.7478e-15 6.6702e-07 6.3816e-10
320 1.7909e-07 1.9874e-12 2.5535e-15 1.9984e-15 2.2100e-08 2.1436e-11
Table 1: Maximum errors in single-layer operator applied to the density ϕ = u|Γ with u(x) =
ex2 sin(x1+5)/
√
x21 + x
2
2, computed using QBX and HDI. For each column of QBX fix the oversam-
pling ratio β, and display the minimum error found by varying 1 ≤ p ≤ 20 and −5d ≤  ≤ 5d in
increments of d where the d denotes the local distance between .
cretization, the resulting approximate densities exhibit maximum absolute errors smaller that 10−11.
The corresponding potentials and their gradients are then evaluated everywhere inside Ω by means
of direct application of the trapezoidal rule to the integral expressions (34) and (35) for the regu-
larized single- and double-layer potentials, respectively. The logarithm in base ten of the absolute
errors in the evaluation of the single-layer potential and its gradient for M = 0, 2 and 4 are displayed
in Figure 4, while the error plots corresponding to the double-layer potential and its gradient are
displayed in Figure 5. As demonstrated in these figures, the HDI technique reduces significantly
the numerical errors at observation points that are close the boundary.
6.3 Electrical response of closely packed biological cells
Finally, this section considers an application of the HDI method to the computation of the electro-
static potential in presence of closely packed cells. A detailed formulation of this problem, which
has applications in gene transfection, electrochemotherapy of tumors, and cardiac defibrillation, is
presented in the recent contribution [59]. A third-order boundary integral equation method for the
numerical solution of this challenging problem—based on the previous work [8]—is also presented
in [59]. Here we compare the accuracy of our approach with the method presented in those refer-
ences. To this end we consider a benchmark problem consisting of 20 elliptical cells whose centers,
semi-axes, and orientation angles are given in [59, Table 4] (see also Figure 6 below).
In detail, in this application we look for an electrostatic potential given by
Φ(x) = −D[v](x) + S[q](x)−E · x, x ∈ R2 \ Γ, (54)
in terms of the constant electric field E = (1, 0) and the single- and double-layer potentials defined
in (32). Here Γ denotes the multiply connected curve Γ =
⋃20
k=1 Γk where Γk, k = 1, . . . , 20, are the
boundaries of each individual elliptical cell. Letting µ = (σe−σi)/(σe +σi) with σi = 1 and σe = 2
denoting the electric conductivities of the interior and exterior domains, respectively, we have that
the unknown charge density q in (54) is given by the solution of the following second-kind integral
equation (
I
2
− µK ′
)
[q](x) = −µN [v](x)− µE · n(x) + j(x), x ∈ Γ, (55)
where n is the unit normal to Γ and where the functions v and j are assumed known (see [59] for
details).
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(a) Without kernel regulariza-
tion, E = 9.01 · 10−1.
(b) M = 0, E = 6.01 · 10−3. (c) M = 4, E = 7.23 · 10−6
(d) Without kernel regulariza-
tion, E = 2.7 · 101.
(e) M = 0, E = 5.54 · 10−1. (f) M = 4, E = 6.61 · 10−4.
Figure 4: Logarithm in base ten of the absolute error in the evaluation of the single-layer potential
(top row) and its gradient (bottom row). The maximum absolute error E is indicated in the
caption corresponding to each plot. HDI is used for all observation points at a distance smaller
than 10h = pi/10 from the boundary.
Clearly, evaluation of the adjoint double-layer (K ′) and hypersingular (N) operators in (55)
involve integration over each one of the curves Γk, k = 1, . . . , 20. In view of Lemma 2.1, when
evaluated on a curve Γk, the K
′ integrand on Γk is a smooth function, so no density interpolation
is required. The N integrand over Γk, in turn, requires a density interpolation order M ≥ 1 for it
to become a smooth real analytic function. Now, the K ′ and N integrands over Γk′ , k′ 6= k, are
nearly singular if Γk is “close” to Γk′ . In this case we evaluate the nearly singular integrals utilizing
the smoothing procedure presented in Section 4.
Table 2 displays the maximum absolute errors in the charge density q obtained by means of
three different BIE methods, namely; the HDI kernel regularization method used in conjunction
with the trapezoidal rule; the third-order kernel regularization method of Beale, Lai, and Ying
(BLY) introduced in references [8, 59]; and the spectrally accurate method of Kress [35]2 (which
is only used for evaluation of the hypersingular operator, while all other relevant integrals were
directly approximated by the trapezoidal rule). The latter is considered here for reference and
in order to highlight the importance of properly treating nearly singular integrals. The errors
corresponding to the BLY method were taken directly from [59, Table 5] for the parameter values
γ = 3 and C = 4 in that reference. Clearly, for M = 2 our approach matches the accuracy of
the BLY method and for M > 2 the HDI approach is substantially more accurate than the BLY
method for the problem considered. The improvements as the harmonic interpolation order M
increases are evident.
Finally, we show in Figure 6 the absolute error in the electrostatic potential (54) for various
2Note that “method of Kress” here refers to the high-order method for evaluation of the hypersingular operator
via trigonometric interpolation [35], not the Martensen-Kussmaul method described in the book [19].
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(a) Without kernel regulariza-
tion, E = 1.38 · 101.
(b) M = 0, E = 6.35 · 10−2. (c) M = 4, E = 1.54 · 10−5.
(d) Without kernel regulariza-
tion, E = 3.05 · 103.
(e) M = 0, E = 2.00 · 102. (f) M = 4, E = 5.38 · 10−4.
Figure 5: Logarithm in base ten of the absolute error in the evaluation of the double-layer potential
(top row) and its gradient (bottom row). The maximum absolute error E is indicated in the caption
corresponding to each plot. HDI method is used for all observation points at a distance smaller
than 10h = pi/10 from the boundary.
harmonic interpolation orders M but for a fixed number (2N = 64) of discretization points (per
ellipse). We can clearly see the improvement as M increases, specially when compared to Figure 6a,
where no regularization of any kind is used. In fact for M = 5 (see Figure 6f) we obtain global
errors in the order of 10−7 even when using only 2N = 64 discretization points per ellipse. We note
that there are numerical methods [5] capable of producing higher accuracies than those produced
by HDI for Stokes flow in the same closed-packed elliptical configurations considered in this section
(actually, the singularities of BIE formulations of Stokes problems are no worse than this of the
Laplace BIOs). However, the highly-performant methods in [5] rely heavily on complex-analytic
methods, and as such are not extendable to three dimensional applications, a fact stated by the
authors themselves while concluding their contribution. In contrast, the relatively simple HDI
technique, while not the most performant method in 2D, extends easily to three dimensions, and
it is capable to consistently produce levels of accuracy (e.g., 10−5) that are more than appropriate
for engineering applications.
6.4 Singular and nearly singular integrals in 3D
In order to produce accurate numerical discretizations of the integral operators (38) we resort to
non-overlapping surface representation with quadrilateral patches. To the best of the authors’
knowledge, the high-order surface discretization approach described in this section was originally
developed by Oscar Bruno’s group at Caltech for the high-order evaluation of BIOs by means of
polar and, more recently, rectangular-polar singularity resolution techniques [13, 54]. In detail, the
surface Γ is represented as the union Γ =
⋃Np
k=1 Pk of non-overlapping patches Pk, k = 1, . . . , Np,
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2N HDI BLY K
= 2pih M = 1 M = 2 M = 3 M = 4 M = 5
64 2.85 · 10−2 5.64 · 10−3 4.71 · 10−4 1.00 · 10−4 1.84 · 10−5 1.25 · 10−3 2.75 · 10+1
128 4.74 · 10−3 2.52 · 10−4 2.61 · 10−5 2.69 · 10−6 1.64 · 10−7 1.88 · 10−4 2.48 · 10+1
256 5.70 · 10−4 1.73 · 10−5 1.12 · 10−6 8.19 · 10−8 8.09 · 10−9 2.89 · 10−5 4.26 · 10+0
512 8.76 · 10−6 4.36 · 10−7 1.24 · 10−8 3.46 · 10−10 4.67 · 10−11 3.48 · 10−6 8.23 · 10−2
Table 2: Absolute errors, measured in the maximum norm, in the charge density q which is
computed by solving (55) by three different methods, namely; the high-order density interpolation
(HDI) technique proposed here; Beale, Lai and Ying (BLY) method [8, 59], and; Kress’ method
(K) [35] without regularization of nearly singular integrals. Note that this table displays the most
accurate results reported in [59, Table 5] for the same benchmark problem and the same number
of discretization points 2N .
(a) (b) (c)
(d) (e) (f)
Figure 6: Logarithm in base ten of the absolute error in the electrostatic potential (54) for various
harmonic interpolation orders. The same number 2N = 64 of discretization points is used on each
one of the twenty ellipses. (a) Errors without the HDI kernel regularization . (b)–(f); errors using
HDI in both integral equations and potential evaluations for M = 1, 2, 3, 4 and 5, respectively. The
maximum errors displayed in figures (b)–(f) are 1.95 · 10−3, 1.98 · 10−4, 1.34 · 10−5, 2.83 · 10−6 and
7.05 · 10−7, respectively.
where Pk ∩P l = ∅ if k 6= l. Associated to each surface patch Pk there is a bijective C∞ coordinate
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map xk : H→Pk,
xk(ξ) :=
(
xk1(ξ1, ξ2), x
k
2(ξ1, ξ2), x
k
3(ξ1, ξ2)
)
, k = 1, . . . , Np, (ξ = (ξ1, ξ2)) (56)
where the domain H = [−1, 1] × [−1, 1] ⊂ R2 is henceforth referred to as the parameter space.
Figure 7a illustrates a set of six coordinate patches that make up the surface of a bean shaped
domain. The coordinate maps (56) are selected in such a way that the unit normal
nk(ξ) =
∂1x
k(ξ) ∧ ∂2xk(ξ)
|∂1xk(ξ) ∧ ∂2xk(ξ)| (57)
at the point xk(ξ) ∈ Pk points outward to the surface Γ. As described in Section 5, the numerical
evaluation of the integral operators (38) as well as the layer potentials (47) by means of the proposed
density interpolation technique requires (1) integration of functions that are at least continuous
on the parameter space H and (2) numerical differentiation of smooth functions defined on the
surface Γ. Using the surface parametrization, the surface integral of a sufficiently regular function
F : Γ→ R—such as the integrands on the right-hand-side of the identities (38d) and (47)—is given
by ∫
Γ
F (x) ds =
Np∑
k=1
∫
H
F
(
xk(ξ)
)
|∂1xk(ξ) ∧ ∂2xk(ξ)|dξ.
In order to evaluate accurately the integrals above, we employ open Chebyshev grids in the pa-
(a) Bean-shaped surface [15] and its parametric repre-
sentation using six non-overlapping coordinate patches.
(b) Discretization of the bean-shaped sur-
face produced by a 20 × 20 Chebyshev
grid (59) in each one of the six patches.
Figure 7: Example of a non-overlapping surface parametrization and its discretization using Cheby-
shev grids.
rameter space H to collocate the functions F (xk(ξ)). Accordingly, numerical integration over the
parameters space H is carried out by means of the so-called Feje´r’s first quadrature rules [20].
Specifically, the numerical value of the integral of functions f : H → R is then approximated by
the quadrature rule ∫
H
f(ξ) dξ ≈
N∑
i=1
N∑
j=1
f(ti, tj)ωiωj , (58)
where H is discretized by the N ×N tensor-product grid
(ti, tj) ∈ H = [−1, 1]× [−1, 1], i, j = 1, . . . , N, (59)
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where the quadrature points tj are the Chebyshev zero points
tj := cos (ϑj) , ϑj :=
(2j − 1)pi
2N
, j = 1, . . . , N, (60)
and where the Feje´r quadrature weights are given by
ωj :=
2
N
1− 2 [N/2]∑
`=1
1
4`2 − 1 cos(2`ϑj)
 , j = 1, . . . , N. (61)
The quadrature weights (61) can be efficiently computed by means of the Fast Fourier Transform
(FFT) [56]. The quadrature rule (58) yields spectral (super-algebraic) accuracy for integration of
smooth C∞(H) functions. (For presentation simplicity we selected here the same numbers N of
points to discretize both variables ξ1 and ξ2, but this need not necessarily be the case.)
Another key feature of the proposed discretization scheme is that derivatives of smooth functions
f : H → C can be computed with spectral accuracy by means of FFT algorithms. In detail, partial
derivatives ∂αf , α = (α1, α2), can be approximated on the tensor-product grid (59) from the grid
sample {f(ti, tj)}Ni,j=1 as
∂αf(ti, tj) ≈ (−1)α1+α2 sin(ϑi)−α1 sin(ϑj)−α2 (DαFFTF )i,j ,
where DαFFTF corresponds to the numerical derivative of F (ϑ, ϑ
′) = f(cosϑ, cosϑ′) of order α1
(resp. α2) in the variable ϑ (resp. ϑ
′) on the grid (ϑi, ϑj), i, j = 1, . . . , N . Owing to the fact
the latter is an uniform grid, DαFFTF can be computed from the discrete Fourier transform of
{f(ti, tj)}Ni,j=1 which can in turn be obtained by means of the FFT [27]. We thus conclude that
all the partial derivatives of the coordinate maps xk and unit normals nk on the grid (59)—
which are needed in the construction of the matrix A corresponding to the harmonic polynomial
interpolation procedure (45)—are efficiently and accurately obtained by means of the Chebyshev-
FFT differentiation procedure outlined above. Similarly, the partial derivatives of the density
function ϕ : Γ → R on a patch Pk—which are needed for the construction of the right-hand-side
vectors (46)—are also evaluated by means of this procedure, which has to be applied in this case
to the function φk(ξ) = ϕ(xk(ξ)). A summary of the numerical procedure for the evaluation of
the single-layer operator is presented below (completely analogous procedures can be followed for
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evaluation of the double-layer, adjoint double-layer and hypersingular operators).
Data: Grids {xki,j}i,j=Ni,j=1 ⊂ Pk, k = 1, . . . , Np, corresponding to the discretization of the
surface Γ using Np non-overlapping patches, generated using Chebyshev grids in the
parameters space H; discrete density function ϕ(xki,j) = φki,j , i, j = 1, . . . , N.
k = 1, . . . , Np.
Result: Quantities Iki,j corresponding to the approximate value of S[ϕ] at the grid points
xki,j , i, j = 1, . . . , N , k = 1, . . . , Np.
for k from 1 to Np do
compute approximate derivatives of the density functions ϕ on the patch Pk using
FFT-based spectral differentiation of the 2D array {φki,j}i,j=Ni,j=1 ;
end
set Iki,j = 0 for i, j = 1, . . . , N and k = 1, . . . , Np;
for each grid point xki,j do
use approximate derivatives of ϕ at xki,j to compute the coefficients c
S
` (x
k
i,j), ` = 1, . . . , 8,
of the interpolating harmonic polynomial US (42);
for m from 1 to Np do
evaluate the approximate integral I =
∑
xmp,q∈Pm f(x
m
p,q)w
m
p,q ≈
∫
Pm f(y) ds with
f(y) = G(xki,j ,y)
{
ϕ(y)− ∂nUS(y,xki,j)
}
+
∂G(xki,j ,y)
∂n(y) US(y,x
k
i,j) using Feje´r’s
quadrature rule;
Iki,j ← Iki,j + I;
end
end
Algorithm 1: Numerical evaluation of the single-layer operator.
In our first 3D numerical example we consider the bean shaped obstacle depicted in Figure 7.
The surface of the obstacle, whose exact definition is given in [15, Sec. 6.4], is parametrized using six
non-overlapping quadrilateral patches, each discretized using the same number N×N of Chebyshev
quadrature points. To test the accuracy of the proposed technique for the numerical evaluation of
the four Laplace boundary integral operators, we consider the function u(x) = 1/|x−x0|−1/|x+x0|,
x0 = (2, 2, 2), which is harmonic in the interior of the bean obstacle. We then evaluate the error in
the Green’s formulas:
−u(x)
2
= K[u](x)− S[∂nu](x) (SL-DL), (62a)
−∂nu(x)
2
= N [u](x)−K ′[∂nu](x) (ADL-HS), (62b)
for x ∈ Γ, where all four Laplace integral operators are numerically approximated by means of the
proposed HDI technique combined with Chebyshev integration/differentiation. The errors (in the
maximum norm) are displayed in Figure 8a. Two convergence regimes can be distinguished. For
small N values the error seems to be dominated by the accuracy of the numerical differentiation
algorithm, which exhibits super-algebraic convergence. For larger N values, in turn, the quadrature
errors become dominant and, as expected, they exhibit O(N−3) and O(N−2) convergence rates
for the evaluation of formulae (62a) (involving the single- and double-layer operator) and (62b)
(involving the adjoint double-layer and hypersingular operators), respectively. The same example
is then performed for a parallelepiped obstacle (featuring sharp edges and corners) in Figure 8b,
where the same convergence orders are observed. We note that the accuracies reported in Figure 8a
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related to evaluations of the single and double-layer operators are similar to those achieved by the
kernel regularization method of Beale et al. [9]. While different in spirit, both methods lead to
third-order convergence and require simple implementations. Also, both methods can in principle
be pursued to higher orders in 3D, but at the expense of incorporation of higher-order derivatives
and more complicated implementations. The main appeal of the kernel regularization method in [9]
is that it does not depend on surface parametrization. One possible advantage of the HDI method
is the fact that is oblivious of the nature of the kernel singularity (it depends only on the algebraic
order of that singularity) and as such is directly applicable to evaluations of all four BIO.
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Figure 8: Relative errors (in the maximum norm) obtained in the evaluation of the Green’s for-
mulae (62a) and (62b) for a bean-shaped (a) and parallelepiped (b) obstacles, using the 3D HDI
technique. Here N denotes the number of points per dimension per patch; thus the total number
of points used is 6N2 for each obstacle. The harmonic function u(x) = 1/|x − x0| − 1/|x + x0|,
x0 = (2, 2, 2), is plotted on the surface of each one of the obstacles.
Finally, in order to demonstrate the accuracy of the proposed technique in the evaluation of
nearly singular integral in 3D, we consider a Neumann boundary value problem (BVP) posed in
the exterior of two obstacles Ωl (cushion) and Ωr (sphere) displayed in Figure 9(a), touching at the
point (0, 0, 0). Once again a harmonic function u(x) = 1/|x − xl| + 1/|x − xr| with xl ∈ Ωl and
xr ∈ Ωr is used to assess the accuracy of the numerical solution. We thus consider the Laplace
equation ∆v = 0 in R3 \{Ωl∪Ωr}, with the Neumann boundary condition ∂nv = ∂nu on ∂Ωl∪∂Ωr,
and the decay condition v(x) → 0 as |x| → ∞. Clearly, the exact (and unique) solution of the
BVP is v = u in Ωl ∪ Ωr. Using a direct formulation the BVP is posed as the following (uniquely
solvable) second-kind integral equation(
−I
2
+K
)
v = S[∂nu] on ∂Ωl ∪ ∂Ωr, (63)
whose exact solution is u|∂Ωl∪Ωr . The single- and double-layer operators in (63), which entail
evaluation of both singular and nearly singular integrals, are discretized here utilizing the numerical
procedure outlined above in this section. In particular, both surfaces ∂Ωl and ∂Ωr are parametrized
by means of six non-overlapping patches with 20 × 20 Chebyshev points per patch in the case of
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the sphere (Ωr), and 30 × 30 points in the case of cushion (Ωl). Nearly singular operators are
evaluated using formulae (47). The resulting discrete linear system is then solved iteratively using
GMRES [44], which for this example required 24 iterations to achieve an error tolerance of 10−8.
The integral equation solution achieved a maximum error of 3.77 × 10−3 on the sphere and a
maximum error of 1.29× 10−3 on the cushion, for the discretization considered.
The numerical solution of the BVP is then evaluated in both XZ and YZ planes (that pass
through the touching point). To demonstrate the effectiveness of the proposed HDI technique, the
field v = D[v]−S[∂nv] is computed with and without taking care of the nearly singular integrands.
The logarithm in base ten of the numerical errors in the XZ-plane (resp. YZ-plane) are displayed
in Figures 9(b) and 9(c) (resp. Figures 9(d) and 9(e)). In particular, the error obtained at the
touching point using the proposed technique is smaller than 6.78× 10−4.
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Figure 9: Numerical errors in the solution of the Laplace equation in the exterior of two obstacles
touching at the point (0, 0, 0) ∈ ∂Ωl ∩ ∂Ωr. (a) log10 of the absolute error in the solution of
the integral equation (63) obtained by means of the proposed density interpolation technique.
(b)-(d): log10 of the absolute errors in approximation of harmonic function v = D[v] − S[∂nv]
without using any regularization of the nearly singular integrals. (c)-(e): log10 of the absolute
errors in approximation of v using the HDI method. The maximum of the errors displayed in
figures (c) and (e) is 6.78× 10−4.
7 Conclusions
We presented a high-order kernel regularization method based on harmonic density interpolation
(HDI) for the numerical evaluation of integral operators and layer potentials of the Laplace equation
in two and three dimensions. The HDI method was extended to the numerical evaluation of nearly
singular kernels that arise when considering target points near boundaries. The main advantage
of the HDI technique is that it lends itself to straightforward implementation of second and third
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order Nystro¨m methods for evaluations of al four Laplace boundary integral operators as well as
nearly singular layer potentials in three dimensions. Possible drawbacks of the HDI method are the
need to evaluate simultaneously pairs of boundary integral operators (single-double layer operators
and adjoint-double layer-hypersingular operators) as well as its reliance on high-order numerical
differentiation that may lead to numerical instabilities for large values of the interpolation orders.
Integration of the HDI methods within a fast solver framework such as FMM will be reported in the
near future. Extensions of the kernel regularization method to boundary integral equation approach
to Stokes flow and linear elastostatic problems, as well as scattering problems for the Helmholtz,
Maxwell and elastodynamics equations, are currently under investigation and will be presented
elsewhere. Also, the numerical analysis of HDI methods is subject of ongoing investigation.
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A Appendix: Invertibility of the 3D HDI matrix
This appendix is devoted to establishing the invertibility of the matrix A defined (45) for the
construction of the harmonic interpolant in 3D. To this end we first note that A ∈ R9×9 in (45) is
a block lower triangular matrix of the form
A =
[
A1,1 O
B A2,2
]
,
where O ∈ R4×5 is the zero matrix, B ∈ R5×4, A1,1 ∈ R4×4 and A2,2 ∈ R5×5. Therefore, it suffices
to show that the diagonal blocks A1,1 and A2,2 are invertible.
Since the matrix A is constructed by evaluating both the surface gradient and the Hessian of a
certain linear combination of harmonic polynomials at a point x ∈ Γ, and none of these quantities
depend on the surface parametrization, it is expected that—as in 2D—the invertibility of A is
independent of the surface parametrization, provided it is regular, i.e., ∂1x∧∂2x 6= 0 at every point
x = x(ξ) ∈ Γ. Under this assumption we can then introduce a local re-parametrization around
x ∈ Γ, which up to possibly rotations, takes the form x˜(u, v) = (u, v, f(u, v)) where x˜(0, 0) = x with
f being a smooth function. Using this simpler parametrization and letting fu := ∂uf , fv := ∂vf
and g = 1 + f2u + f
2
v (the determinant of the metric tensor on Γ), it is easy to show that
A1,1 =

1 0
0 ∂1x˜
0 ∂2x˜
0 n˜
 =

1 0 0 0
0 1 0 fu
0 0 1 fv
0 −fu/√g −fv/√g 1/√g
 at (u, v) = (0, 0), (64)
where the unit normal is given by n˜ = (∂1x˜ ∧ ∂2x˜)/|∂1x˜ ∧ ∂2x˜|. It thus follows from here that
det(A1,1) =
√
g 6= 0. In fact, using the identity in the middle of (64), it can be shown that the
identity det(A1,1) = |∂1x ∧ ∂2x| holds true for any regular parametrization x.
Finally, we turn our attention to the block A2,2 which using the parametrization x˜ takes the
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form
A2,2 =

−fv/√g (1− f2u)/
√
g −fufv/√g −2fu/√g −4fu/√g
−fu/√g −fvfu/√g (1− f2v )/
√
g 2fv/
√
g −2fv/√g
0 2fu 0 2 2(1− f2u)
1 fv fu 0 −2fufv
0 0 2fv −2 −2f2v
 at (u, v) = (0, 0).
It turns out that det(A2,2) = −4g2 6= 0. Therefore, we conclude that det(A) = −4g5/2 and thus A
is an invertible matrix.
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