Abstract. This paper shows that -almost strongly universal classes of hash functions can yield better explicit constructions of identi cation codes via channels (ID codes) and identi cation plus transmission codes (IT codes) than the previous explicit constructions of Verd u and Wei.
Introduction
Suppose that a transmitter sends a message a to a receiver through a communication channel with Shannon capacity C S by encoding message a. An (n; W; 1 ) transmission code is a code which satis es Pr a is selected j a is transmitted] 1 ? 1 ; (1) for each message a, where each codeword has length n and there are W messages. The rate of the transmission code is de ned as R 1 
4
= log W=n:
Shannon proved that max R 1 is equal to C S for any arbitrarily small 1 .
This model implicitly assumes that:
1. A bijection from messages to codewords exists (deterministic encoding). 2. Also, the decoding regions of messages are disjoint and the receiver selects one message after receiving a noisy version of the transmitted codeword. Ahlswede and Dueck 1] introduced a new model called identi cation codes via channels (ID codes). In this model:
1. There are many codewords for each message and the transmitter chooses one of them randomly (probabilistic encoding). 2. The decoding regions of messages are not disjoint and the receiver chooses a list of messages after receiving a noisy version of the transmitted codeword.
An (n; M; 1 ; 2 ) ID code is a code which satis es eq. (1) and Pr b is selected j a is transmitted ] 2 for all b 6 = a; (2) for each message a, where each codeword has length n and there are M messages. The probabilities are taken over the coin tosses of the transmitter (to choose a codeword) as well as over the noise of the channel. The rate of an ID code is de ned as R 2 
= log log M=n (which is a double log !!). It was proven that max R 2 is equal to C S for any arbitrarily small ( 1 ; 2 ) 1, 5, 6] .
In other words, any objects among M = 2 2 nR 2 objects (double exponentially many) can be identi ed in blocklength n with arbitrarily small error probability if randomization can be used for the encoding procedure. Even for noiseless channels, the above result is of interest. = (log W=n; log log M=n): Han and Verd u proved that (C S ; C S ) is the maximum achievable rate pair for any arbitrarily small ( 1 ; 2 ) 5]. This is a noticeable improvement over encoding the address and the message separately.
Explicit constructions of IT codes and ID codes which achieve the above limits were given by Verd u and Wei 10]. They rst showed that an IT code is obtained by concatenating a transmission code with a binary constant weight code. (An (n; M; 1 ; 2 ) ID code is obtained from an (n; M; W; 1 ; 2 )
IT code easily.) They then showed explicit constructions of a sequence of binary constant weight codes which is optimum for identi cation (a SBCOI).
Their basic idea of constructing a binary constant weight code is to concatenate an error correcting code C over GF(q) with a q] PPM code. Then their rst explicit construction of SBCOIs is obtained by using an algebraic geometry code AG 7] as C. Algebraic geometry codes, however, require a nontrivial background on algebraic geometry and may not be directly accessible to most readers. Therefore, they then showed their second explicit construction of SBCOIs which uses a two-layer Reed-Solomon code. This is a conceptually simpler, more practical and even more explicit construction. On the other hand, the notion of universal classes of hash functions was introduced by Carter and Wegman 4] . It has found numerous applications in cryptography, complexity theory and other areas 4, 11, 8, 9, 2] (see the Introduction in 8]). In particular, -almost strongly universal ( -ASU) classes of hash functions have been studied and used for authentication codes 9]. This paper shows that -ASU classes of hash functions can yield better explicit constructions of SBCOIs than the previous explicit constructions of Verd u and Wei. We rst show that the incidence matrix of an -ASU class of hash functions naturally yields a binary constant weight code. Then we show two explicit constructions of SBCOIs. Our rst explicit construction combines the algebraic geometry code AG with an -ASU class of hash functions. This yields a better SBCOI than the rst construction of Verd u and Wei. Our second explicit construction combines a Reed Solomon code with an -ASU class of hash functions. This construction is not only as practical as the second construction of Verd u and Wei but also yields a better SBCOI. Since the previous SBCOIs are asymptotically optimal, the fact that our constructions are better means that our parameters converge to the optimal values faster. After all, -ASU classes of hash functions enable us to obtain better explicit constructions of IT codes and ID codes.
This paper is organized as follows. The previous constructions of SBCOIs are summarized in Section 2. The background of -ASU classes of hash functions is given in Section 3. In Section 4, we show our explicit constructions of SBCOIs using -ASU classes of hash functions. In Section 5, we illustrate how to construct a practical IT code and a practical ID code by combining a Reed Solomon code with an -ASU class of hash functions. To make ( R; R) approach (C S ; C S ), R needs to approach C S and ( ; ) ( and should be as large as possible and should be as small as possible.)
Previous construction (I)
A binary constant weight code is obtained by concatenating an error correcting code with a PPM code.
De nition 2.3 We denote an error correcting code by C = (n; jCj; d), where n is the length of a codeword, jCj is the number of codewords and d is the minimum Hamming distance.
De nition 2.4 Let C 1 = (n 1 ; jC 1 j; d 1 ) and C 2 = (n 2 ; jC 2 j; d 2 ) be error correcting codes with alphabets A 1 and A 2 , respectively, such that jA 2 j = jC 1 j. Then C = C 1 C 2 denotes a concatenated code (n 1 n 2 ; jC 2 j; d 12 ) with alphabet A 1 such that C = f(h(y 1 ); : : : ; h(y n 2 )) j (y 1 ; : : : ; y n 2 ) 2 C 2 g; where h is a bijection from A 2 to C 1 . Verd u and Wei 10] showed that a sequence of binary constant weight codes which is optimum for identi cation (see De nition 2.2) is obtained by using the algebraic geometry codes arising from modular curves in 7] as C.
Previous construction (II)
The above construction, however, requires a nontrivial background on algebraic geometry and may not be directly accessible to most readers. Verd u and Wei 10] next presented a conceptually simpler, more practical and even more explicit construction of a sequence of binary constant weight codes which is optimum for identi cation. It can be understood without much background. This construction uses a two layer Reed-Solomon code as C of Proposition 2.2.
De nition 2.6 Let q be a prime power and denote the elements of GF(q) by fa 1 ; : : : ; a q g. A q; k] Reed-Solomon code (k < q) is the set of q-vectors over GF(q):
f(p(a 1 ); : : : ; p(a q )) j p(x) is a polynomial of degree < k with coe cients from GF(q)g:
In a q; k] Reed-Solomon code, the blocklength is q, the number of codewords is q k , and the minimum distance is q?k+1 because if two polynomials of degree < k coincide at k or more places, then they are identical. Proposition 2.4 Let C i be a q i ; k i ; t i ] three layer concatenated code as in Proposition 2.3. The sequence of codes fC i g is optimal for identi cation if t i = i, k i = i + 1, and q i any increasing sequence of prime powers.
Universal hash functions
Let X and Y be nite sets such that jXj jY j. Let Stinson showed a composition construction of an -ASU class of hash functions such as follows 9, Theorem 5.5].
De nition 3. To be self-contained, we show a proof of Corollary 3.1 in Appendix.
Proposed construction of binary constant weight codes
In this section, we show explicit constructions of a sequence of binary constant weight codes which is optimum for identi cation (a SBCOI for short) by using -ASU class of hash functions. The proposed constructions give better binary SBCOIs than the previous constructions.
-ASU implies binary constant weight code
Let H be an -ASU class of hash function from X to Y . The incidence matrix of H is a jHj jXjjY j binary matrix such that each row is indexed by h 2 H and each column is indexed by (x; y) 2 X Y as follows. Then the set of column vectors of the incidence matrix of H is a (jHj; jXjjY j; jHj=jY j; jHj=jY j) binary constant weight code.
Proof: It is clear that the length of each codeword is jHj and the number of codewords is jXjjY j. The last two parameters come from De nition 3.1. 2
Then from Corollary 3.1, we obtain the following explicit construction of a binary constant weight code. 
Proposed construction (I)
We show that Corollary 4.1 yields a better binary constant weight code than Proposition 2.2 from the same error correcting code C over GF(q k ). Let 1 , 1 and 1 be the weight factor, the second order rate and the overlap factor, respectively, of the binary constant weight code of Corollary 4. ?q) binary constant weight code, where t < k < q = prime. We denote the above binary constant weight code by RB(q; k; t). Therefore, the sequence of binary constant weight codes fRB(q i ; k i ; t i )g is optimal for identi cation if t i = i, k i = i + 1, and q i any increasing sequence of prime powers from Proposition 2.4. This is a better SBCOI than the SBCOI obtained from the q; k; t] three layer concatenated code. and is an element of GF(q). Now suppose that a transmitter T wishes to transmit the (f(x); )th message to a receiver. Then T rst chooses (y; e 1 ) at random, where y is an element of GF(q k ) and e 1 is an element of GF(q). Then T computes f(y). Let the vector representation of f(y) 2 GF(q k ) be (a 1 ; : : : ; a k ), where a i is an element of GF(q). Next T computes e 0 such that e 0 + a 1 e 1 + + a k e k 1 = : Finally, T transmits the (y; e 0 ; e 1 )th codeword of the transmission code.
Choose (i; e 1 ) arbitrarily. Then there exists unique e 0 which satis es eq. (9) . Therefore N 0 = jf(i; e 0 )gj = nq = jG(q; k) C j q : Next, x x 1 ; x 2 2 f1; 2; : : : ; jCjg such that x 1 6 = x 2 and y 1 ; y 2 2 Y arbitrarily. Let's compute the number N 1 of g (i;e 0 ;e 1 ) such that g (i;e 0 ;e 1 ) (x 1 ) = y 1 ; g (i;e 0 ;e 1 ) (x 2 ) = y 2 :
Let the vector representation of the ith symbol of the x 1 th codeword of C be (a 1 ; : : : ; a k ) and that of x 2 th codeword be ( 
