We derive a new high-order compact finite difference scheme for option pricing in stochastic volatility jump models, e.g. in Bates model. In such models the option price is determined as the solution of a partial integro-differential equation. The scheme is fourth order accurate in space and second order accurate in time. Numerical experiments for the European option pricing problem are presented. We validate the stability of the scheme numerically and compare its efficiency and hedging performance to standard finite difference methods. The new scheme outperforms a standard discretisation based on a second-order central finite difference approximation in all our experiments. At the same time, it is very efficient, requiring only one initial LU-factorisation of a sparse matrix to perform the option price valuation. It can also be useful to upgrade existing implementations based on standard finite differences in a straightforward manner to obtain a highly efficient option pricing code.
Introduction
The classical model for pricing financial options is the model of Black and Scholes [3] who consider that the underlying follows a geometric Brownian motion with constant volatility. This allows for the derivation of simple, closed-form option price formulae, however it is unable to explain commonly observed features of option market prices, like the implied volatility smile (or smirk) and excess and random volatility. A wide range of option pricing models have been proposed in the literature to alleviate such shortcomings. Many of the most widely used models share one of the following two features: (i) introduction of further risk factors, very often stochastic volatility [23] , most famously in the Heston stochastic volatility model [18] ; (ii) jumps in the underlying stochastic processes, e.g. as already introduced by Merton [24] . In 1996, Bates [1] proposed to combine both features in one model, now commonly referred to as the Bates or Stochastic Volatility Jump (SVJ) model. In this model the option price is given as the solution of a partial integro-differential equation (PIDE), see e.g. [6] . It is able to capture the typical features of market option prices, allowing for improved flexibility introduced by stochastic volatility and at the same time being able to fit short-dated skews by the incorporation of jumps in the underlying's process. It now takes the position of a quasi market standard in option pricing applications.
For some option pricing models closed-form solutions are available for vanilla payoffs (see e.g. [7] ) or at least approximate analytic expressions, see e.g. [2] and the literature cited therein. In general, however, one has to rely on numerical methods for pricing options.
For numerical methods for option pricing models with a single risk factor, leading to partial differential equations in one spatial dimension, e.g. variants of the the BlackScholes model, there is a large mathematical literature, with many relying on standard finite difference methods (see e.g. [31] and the references therein). For one-dimensional models with jump-diffusion we refer to [6, 8, 4, 27, 28] .
For option pricing models with more than one risk factor, e.g. in stochastic volatility models, which involve solving partial differential equations in two or more spatial dimensions, there are fewer works, e.g. [21] where different efficient methods for solving the American option pricing problem for the Heston model are proposed. Other approaches include finite element-finite volume [33] , multigrid [5] , sparse wavelet [20] , FFT-based [26] , spectral methods [32] and operator splitting techniques [19, 11, 14, 17, 12] .
For problems which additionally include jumps in the underlying's process, and require the solution of PIDE in two or more spatial dimensions, there are even fewer works. We mention [29, 30] who propose an implicit-explicit time discretisation in combination with a standard, second-order finite difference discretisation in space and [15] who discuss and analyse an explicit discretisation.
More recently, high-order finite difference schemes (fourth order in space) have been proposed for the solving partial differential equations arising from stochastic volatility models. In [9] a high-order compact finite difference scheme for option pricing in the Heston model is derived. This approach is extended to non-uniform grids in [10] , and to multiple space dimensions in [13] .
The originality of the present work consists in proposing a new implicit-explicit highorder compact finite difference scheme for option pricing in Bates model, based on the approaches from [9] and [29] . We derive a new compact scheme that is fourth order accurate in space and second order accurate in time. We validate the stability of the scheme numerically and compare its efficiency and hedging performance to standard finite difference methods. The new scheme outperforms a standard discretisation based on a second-order central finit difference approximation in all our experiments. At the same time, it is very efficient, requiring only one initial LU-factorisation of a sparse matrix to perform the option price valuation. It can also be useful to upgrade existing implementations based on standard finite differences in a straightforward manner to obtain a highly efficient option pricing code.
This article is organised as follows. In the next section we recall Bates model for option pricing and the related partial integro-differential equation. Section 3 is devoted to a variable transformation for the problem. The new scheme is derived in Section 4. The smoothing of the initial condition and the discretisation of the boundary conditions are discussed in Section 5. Results of our numerical experiments are shown Section 6. We present numerical convergence and stability results and investigate the efficiency of the scheme and its hedging performance. Section 7 concludes.
Bates Model
We recall the Bates model [1] which we focus our paper on. The Bates model is a stochastic volatility model which allows for jumps in returns. Within this model the behaviour of the asset value, S, and its variance, σ, is described by the coupled stochastic differential equations,
for 0 t T and with S(0), σ(0) > 0. Here, µ B = r − λξ B is the drift rate, where r 0 is the risk-free interest rate. The jump process J is a compound Poisson process with intensity λ 0 and J + 1 has a log-normal distribution p(ỹ) with the mean in log(ỹ) being γ and the variance in log(ỹ) being v 2 , i.e. the probability density function is given by
The parameter ξ B is defined by ξ B = e γ+ v 2 2 − 1. The variance has mean level θ, κ is the rate of reversion back to mean level of σ and v is the volatility of the variance σ. The two Wiener processes W 1 and W 2 have correlation ρ.
By standard derivative pricing arguments for the Bates model, we obtain the partial integro-differential equation
which has to be solved for S, σ > 0, 0 ≤ t < T and subject to a suitable final condition, e.g. V (S, σ, T ) = max(K − S, 0), in the case of a European put option, with K denoting the strike price. For clarity the operators L D V and L I V are defined as the differential part (including the term −(r + λ)V ) and the integral part, respectively.
Transformation of the equation
Using the transformation of variables x = log S, τ = T − t, y = σ v and u = exp(r + λ)V we obtain
which is now posed on R × R + × (0, T ), with
Applying the same transformation to the intergral term, L I ,
Now by setting z = logỹ,ũ(z, y, τ ) = u(e z , y, τ ) andp(z) = e z p(e z ) we have
The problem is completed by the following initial and boundary conditions:
Implicit-explicit scheme
Following the idea employed by Salmi, Toivanen and von Sydow in [29, 30] , we accomplish the implicit-explicit discretisation in time by means of the IMEX-CN method. This method is an adaptation of the Crank-Nicholson method, whereby an explicit treatment is added for the integral operator. To achieve high-order convergence we utilise the high-order compact finite difference scheme developed in [9] to implicitly approximate the differential operator, while we evaluate the integral explicitly using the Simpson's rule to match the high-order accuracy of the high-order compact scheme.
4.1. High-order compact scheme for the differential operator Following the discretisation employed in [9] , we replace R by [−R 1 ,
.., M} consisting of (2N + 1) × (M + 1) grid points with R 1 = Nh 1 , R 2 = L 2 + Mh 2 and with space steps h 1 , h 2 and time step k. Let u n i,j denote the approximate solution of (2) in (x i , σ j ) at the time t n = nk and let u n = (u n i,j ).
Elliptic problem
We introduce the high-order compact discretisation for the elliptic problem with Laplacian operator,
We construct a fourth-order compact finite difference scheme with a nine-point computational stencil using the eight nearest neighbouring points around a reference grid point (i, j), following the approach in [9] . The idea behind the derivation of the high-order compact scheme is to operate on the differential equations as an auxiliary relation to obtain finite difference approximations for high-order derivatives in the truncation error. Inclusion of these expressions in a central difference approximation increases the order of accuracy while retaining a compact computational stencil.
Introducing a uniform grid with mesh spacing h = h 1 = h 2 in both the x-and ydirections, the standard central difference approximation to equation (3) at grid point (i, j) is
where δ x and δ 2 x (δ y and δ 2 y , respectively) denote the first and second order central difference approximations with respect to x (with respect to y). The associated truncation error is given by
For the sake of clarity the subindices j and (i, j) on y j and u i,j (and its derivatives) are omitted from here. Differentiating (3) with respect to x and y, respectively, yields,
Differentiating equations (6) and (7) with respect to y and x, respectively, and adding the two expressions we obtain
By differentiating equation (3) twice with respect to x and twice with respect to y and adding the two expressions, we obtain
We now substitute equations (6)- (9) into (5) to yield a new expression of the error term τ i,j that only consists of terms which are either O(h 4 ) or O(h 2 ) multiplied by derivatives of u which can be approximated to O(h 2 ) within the compact stencil. Inserting this new expression for the error term in (4) we obtain the following O(h 4 ) approximation to the partial differential equation (3),
The fourth-order compact scheme (10) considered at mesh point (i, j) involves the nearest eight neighbouring meshpoints. Associated to the shape of the computational stencil, we introduce indexes for each node from zero to eight,
With this indexing the scheme (10) is defined by
with the coefficients α l and γ l given by
,
When multiple indexes are used with ± and ∓ signs, the first index corresponds to the upper sign.
Extension to the parabolic problem
To extend the above approach to the parabolic problem we replace f (x, y) with the time derivative. We consider the class of two time step methods. By differencing at t µ = (1 − µ)t n + µt n+1 , where 0 ≤ µ ≤ 1 and the superscript n denotes the time level, we yield a set of integrators including the forward and backward Euler scheme, (µ = 0) and (µ = 1), respectively, and the Crank-Nicolson scheme (µ = 1/2). By defining δ
with the coefficients β l and ζ l given by
Where multiple indexes are used with ± and ∓ signs, the first index corresponds to the upper sign. The Crank-Nicholson scheme is used by setting µ = 1/2, yielding a scheme which is second-order accurate in time and fourth-order accurate in space.
Integral operator
After the initial transformation of variables we have the integral operator in the following form,
where the probability density function,p(z) is given bỹ
We make a final change of variables ζ = x + z with the intention of studying the value of the integral at the point x i ,
Simpson's rule
To estimate the integral we require a numerical integration method of high order to match our finite difference scheme, we choose to use the composite Simpson's rule, defined as
The error committed by the composite Simpson's rule is bounded by
Through the choice of the interval (x min , x max ) we can assure that the integrals outside this range are of negligible value. Allowing the integral to be evaluated using Simpsons rule on a equidistant grid in x with spacing ∆x and m x grid-points in (x min , x max ), where each interval has length mesh-size h/2. Equation (11) can now be written as,
This computation is calculated explicitly at each time-step by the matrix-vector equation, I = W mxũ , defined as follows,
The integral operator, L I , is estimated over (x min , x max ) using Simpson's rule. The tails could be discarded as they are assumed to be of negligible value for sufficiently small (large) choice of x min (x max ). A direct result of this approach would be the necessity to compute the option price over a wider domain than practically relevant. To alleviate this issue we assume that the option price follows the payoff function outside of the range (x min , x max ), and approximate the tails by the following integrals
The value of the first of these integrals is trivial as the payoff function is zero in the region (x max , +∞). We estimate the second integral using Simpson's rule on an equal-sized adjacent equidistant grid to our original grid.
Time discretisation for IMEX method
Having set the framework for the discretisation of the operators L D and L I , we now introduce the implicit-explicit method,
Initial condition and boundary conditions

Initial condition
The initial condition is given by the transformed payoff function of the put option,
To maintain the order of the scheme we smooth this function around the singular point, this follows from [22] which states that we cannot expect to achieve fourth order convergence if the initial condition is not sufficiently smooth. In [22] suitable smoothing operators are defined in the Fourier space. Since the order of convergence of our high-order compact scheme is four we follow [13] and select the smoothing operator φ 4 , given by its Fourier transform
This leads to the smoothed initial conditioñ
As h → 0, this smoothed initial condition converges to the original initial condition. The results in [22] prove high-order convergence of the approximation to the smoothed problem to the true solution of (2) . Note that in [9] a Rannacher style smoothing start-up [25] is used with four fully implicit quarter time steps. In our experiments we notice no benefit by employing such a start-up, and use the Crank-Nicolson time stepping throughout. Since the coefficients in (2) do not depend on time, we are required to build up the discretisation matrices for the new scheme only once. They can then be LU-factorised once, and the factorisation can be used in each time step, leading to a highly efficient scheme.
Boundary conditions
We impose artificial boundary conditions as follows. Due to the compactness of the scheme, the Dirichlet boundary conditions are considered without introduction of numerical error by imposing u n −N,j = 1 − e rtn−N h , u n +N,j = 0, j = 0, ..., M. At the other boundaries we impose homogeneous Neumann boundary conditions, these require more attention as no value is prescribed, therefore, they must be set by extrapolation from values in the interior. Here the introduction of numerical error must be negated by choice of an extrapolation formulae of order high enough not to affect the overall order of accuracy. We choose the following extrapolation formulae:
Numerical Experiments
We implement the algorithm using C++ and conduct a number of numerical experiments to assess the convergence and stability of the scheme. Below we present Figure 1 which shows the price of a European put option plotted against the volatility, √ σ, and the asset price, S. The parameters used for this calculation are given in Table 1 . Table 1 : Default parameters for numerical simulations.
Numerical Convergence
We perform a numerical study to evaluate the rate of convergence of the scheme. We refer to both the l 2 -norm error ǫ 2 and the l ∞ -norm error ǫ ∞ with respect to a numerical reference solution on a fine grid with h ref = 0.025. With the parabolic mesh ratio k/h 2 fixed to a constant value we expect these errors to converge as ǫ = Ch m for some m and C which represent constants. From this we generate a double-logarithmic plot ǫ against h which should be asymptotic to a straight line with slope m, thereby giving a method for experimentally determining the order of the scheme.
For comparative purposes we perform the same numerical study using a standard second-order central difference scheme. The second-order scheme requires a Rannacher style start-up [25] which involves starting by four quarter fully implicit Euler steps to combat stability issues [16] .
These numerical convergence results are included in Figure 2 for the l 2 -norm error ǫ 2 and Figure 3 for the l ∞ -norm error ǫ ∞ . The numerical convergence orders are estimated from the slope of a least squares fitted line. We observe that the numerical convergence order agree well with the theoretical order of the schemes, with the new high-order compact scheme achieving convergence rates close to four. 
Numerical Stability Analysis
To assess the stability of the scheme we present a numerical stability analysis. We propose to test to what extent the parabolic mesh ratio k/h 2 impacts the convergence of the scheme. If the effect is minimal this will allow numerically regular solutions to be obtained without restriction on the time step-size. We proceed to compute numerical solutions for varying values of the parabolic mesh ratio k/h 2 and the mesh width h, then plot these against the associated l 2 -norm errors to detect stability restrictions depending on k/h 2 . This numerical test is performed for both the high-order and the second-order schemes, with the results shown in Figure 4 and Figure 5 respectively. We use default parameters from Table 1 , and vary the parabolic mesh size from 0.1 to 1 in increments of 0.1. Note the difference in the error scales between the two schemes.
For both schemes the error increases gradually as the parabolic mesh ratio and h are increased. We note that for the second-order scheme the contour plot of the error may indicated some mild condition on the time stepping, the effect being stronger for larger mesh size h. The high-order scheme also features a mild dependence on the parabolic mesh ratio. Although there is no apparent stability restriction, it appears that values of the parabolic mesh ratio below and close to 0.5 are most useful. We attribute this dependence of the scheme to the parabolic mesh ratio as a consequence of the implicit-explicit nature of the scheme. For the present option pricing problem, the restriction on the time stepping for the new scheme is not severe, since the discretisation matrices do not change in time (the coefficients in the partial integro-differential equation (2) do not depend on time). Hence, the sparse matrix factorisation is performed only once, and additional time steps do not require additional factorisations to solve the problem. 
Computational efficiency comparison
We conduct an efficiency comparison between the new high-order scheme and a standard second-order discretisation. We compare the computation time to obtain a given accuracy, taking into account matrix setups, factorisation and boundary condition evaluation. The timings depend obviously on technical details of the computer as well as on specifics of the implementation. Care was taken to implement both schemes in an efficient and consistent manner to avoid unnecessary bias in the results. All results were computed on the same laptop computer (2015 MacBook Air 11"). Since the coefficients in (2) do not depend on time, we are required to build up the discretisation matrices for the new scheme only once (twice for the second-order scheme with Rannacher start-up). The new scheme requires only one initial LU-factorisation of a sparse matrix. This factorisation is then employed in each time step, leading to a highly efficient scheme. Further efficiency gains are obtainable by parallelisation or GPU computing.
The results are shown below in Figure 6 . The mesh-sizes used for this comparison are h = 0.4, h = 0.2, h = 0.1 and h = 0.05, with the reference mesh-size used being h = 0.025. From this comparison it is clear to note that the high-order compact scheme achieves higher accuracy with less computation time at all mesh-sizes. The improvement in computation time can be partly attributed to the absence of the Rannacher start-up which requires the additional construction and factorisation of a sparse matrix populated with coefficients for the implicit Euler steps.
Hedging performance
The so-called Greeks (partial derivatives of the option price with respect to independent variables or parameters) are quantities which represent the market sensitivities of options. Delta measures the sensitivity of the option price with respect to the price the underlying Delta Hedging is a common strategy employed by options traders, an options strategy that aims to hedge the risk associated with price movements in the underlying asset, by offsetting long and short positions. This strategy allows a trader to profit from potential shifts in volatility or the option duration, however to be fully hedged a trader must adapt their portfolio by managing the position in the underlying. In this instance the higher order convergence of our scheme may be of use to traders.
We propose that the higher-order convergence achieved in the option price will also be represented in the Delta of the option, and as a consequence we will achieve a better hedge.
We calculate the Delta from the option price V (S, σ, t). To maintain the order of the scheme we use the following fourth-order approximation formula with the boundaries trimmed to remove the need for extrapolation,
12h . Figure 7 shows the resulting Delta of a European put option. Through the same numerical convergence method used for the option price we examine the convergence of the Delta with respect to a numerical reference solution. The results are seen in Figures 8 and 9 . We observe also here that the numerical convergence order agree well with the theoretical order of the schemes, with the new high-order compact scheme achieving convergence rates between three and four. We construct a Delta-neutral portfolio Π = P − ∆S to measure the accuracy of the hedge, the value of this portfolio should not be affected by any change in the underlying asset. We conduct the test on a fine reference grid with mesh-size, h ref = 0.025 then we compare the performance of each subsequent mesh-size. For comparative purposes this test is also conducted using the second-order scheme central difference scheme. We now examine the percentage error introduced into the value of each portfolio in comparison to the reference grid. This test is conducted by moving the asset price up or down by a fixed amount. The results for this experiment are shown in Table 2 and Table 3 , with the parameters shown in Table 1 . We observe that our base case is satisfied and the high-order scheme offers a better delta hedge, even on a coarser grid. Table 3 : Percentage error in portfolio value for a move up in the underlying.
Conclusions
We have derived a new high-order compact finite difference method for option pricing in stochastic volatility jump models. Numerical experiments confirm high-order convergence in both the option price and the delta of the option. The method is based on an implicit-explicit scheme in combination with high-order compact finite difference stencils for solving the partial integro-differential equation. It can be implemented in a highly efficient manner and can be used to upgrade existing finite difference codes. Examples of a delta hedged portfolio provide clear evidence that the high-order scheme is valuable for industry professionals seeking to calculate the relevant delta accurately and requiring fastest computational time.
A straightforward extension of this paper is the introduction of the SVCJ model which allows for jumps in both returns and volatility. As a second extension, one can combine the method presented in this paper with high-order alternating direction implicit methods as in [14, 17, 12] . We leave these extensions for future research. discretisations for higher-order nonlinear PDE' (RPG-2015-69). AP has been supported by a studentship under the EPSRC Doctoral Training Partnership (DTP) scheme (grant number EP/M506667/1).
