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I ⊂ R arise as domains of Dirichlet forms for certain quadratic, pure jump Feller
processes Xt ∈ R with unbounded, state-dependent intensity of small jumps. For
spline wavelets with complementary boundary conditions, we establish multilevel
norm equivalences in Hm(x)(I ) and prove preconditioning and wavelet matrix com-
pression results for the variable order pseudodifferential generators A of X.
Sufficient conditions on A to satisfy a Gårding inequality in Hm(x)(I ) and time-
analyticity of the semigroup Tt associated with the Feller process Xt are established.
As application, wavelet-based algorithms of log-linear complexity are obtained for
the valuation of contingent claims on pure jump Feller-Lévy processes Xt with state-
dependent jump intensity by numerical solution of the corresponding Kolmogoroff
equations.
Keywords Feller processes · Wavelets · Pseudodifferential operators · Analytic
semigroups · Option pricing
Mathematics Subject Classification (2000) 65N30 · 35K15 · 45K05
Work supported in part under the IHP Network “Breaking Complexity” under EC contract number
HPRN-CT-2002-00286 with support by the Swiss Federal Office for Science and Education under
grant No. BBW 02.0418.
R. Schneider
Institut für Mathematik, Technische Universität Berlin, 10623 Berlin, Germany
O. Reichmann · C. Schwab ()
Seminar für Angewandte Mathematik, Eidgenössische Technische Hochschule, 8092 Zürich,
Switzerland
e-mail: christoph.schwab@sam.math.ethz.ch
66 R. Schneider et al.
1 Introduction
Arbitrage-free values v(x, t¯) of contingent claims on assets whose log-returns are
modeled by a strong Markov process Xt with state space R can be expressed as
(conditional) expectations of prices at time of maturity t¯ > 0, i.e.
v(x, t¯) = Ex(g(Xt¯ )) (1.1)
(e.g. [9]). Here Ex denotes expectation with respect to a martingale measure of Xt ,
conditional to X0 = x, and g(x) is a given, so-called payoff function of the contingent
claim. The classical example for Xt is geometric Brownian motion in the Black-
Scholes-Merton model [3, 24].
Definition (1.1) suggests to estimate v(x, t¯) by Monte-Carlo simulation, i.e. by av-
eraging over M realizations {Xt(ωj )}Mj=1 of sample-paths. The statistical error in the
estimate vM(x, t¯) thus obtained tends to zero not faster than O(1/
√
M), in general.
Deterministic methods to compute v(x, t¯) are based on the semigroup Tt of Xt
defined by
v(x, t) = (Ttg)(x) = Ex(g(Xt )), t > 0. (1.2)
The process Xt and its Semigroup Tt are called Feller if
(i) Tt maps C0(R), the continuous functions on R vanishing at infinity, into itself:
Tt : C0(R) → C0(R) boundedly
and
(ii) if Tt is strongly continuous, i.e. limt→0+ ‖u− Ttu‖L∞(R) = 0 for all u ∈ C0(R).
The infinitesimal generator AX with domain D(AX) of a Feller process Xt with
semigroup Tt is defined by the strong limit
AXu := lim
t→0+
1
t
(Ttu− u) (1.3)
on all functions u ∈ D(AX) ⊂ C0(R) for which the limit (1.3) exists w.r. to the sup-
norm. We call (AX, D(AX)) Feller generator of X. Feller generators admit the posi-
tive maximum principle, i.e.
if u ∈ D(AX) and sup
x∈R
u(x) = u(x0) > 0, then (AXu)(x0) ≤ 0 (1.4)
and admit a pseudodifferential representation (e.g. [7, 13, 14]):
Theorem 1 Let (A, D(A)) be a Feller generator with C∞0 (R) ⊂ D(A). Then
A|C∞0 (R) is a pseudodifferential operator,
(Au)(x) = −a(x,D)u(x) = −(2π)−1/2
∫
R
a(x, ξ)uˆ(ξ)eixξ dξ (1.5)
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for u ∈ C∞0 (R) with symbol a(x, ξ) : R × R → C which is measurable and locally
bounded in (x, ξ) and which admits the Lévy-Khintchine representation
a(x, ξ) = c(x)− iγ (x)ξ + (σ (x))2ξ2
+
∫
0	=y∈R
(
1 − eiyξ + iyξ
1 + y2
)
N(x,dy). (1.6)
The parameters c(x), γ (x), σ (x),N(x, dy) in (1.6) are called characteristics of
the Feller process Xt . Spatially and temporally homogeneous Feller processes Xt are
Lévy-processes (e.g. [2, 6, 29]). Their characteristics, the Lévy characteristics, do not
depend on x explicitly.
Symbols a(x, ξ) of the form (1.6) are called negative definite symbols. In (1.6),
N(x,dy) is the compensated jump measure of the Feller process Xxt = {Xt |X0 = x}
which satisfies
sup
x∈R
∫
R
min(1, y2)N(x, dy) < ∞. (1.7)
Fast deterministic computation of the conditional expectation v(x, t) in (1.2)
across all maturities 0 < t < t¯ is based on the numerical solution of the backward
Kolmogoroff equation
vt +Av = 0, v|t=T = g. (1.8)
In the Black-Scholes model [3], Xt is a diffusion for which N(x,dy) = 0 in (1.6).
The generator A in (1.8) is a diffusion with possibly spatially inhomogeneous char-
acteristics c(x), γ (x), σ (x), resp. killing, drift and volatility, corresponding to local
volatility models.
Exploiting the analyticity of the semigroup Tt and a spline wavelet discretization
of degree p ≥ 1 for generators A in (1.5) which are classical pseudodifferential op-
erators of constant order 2m, 0 ≤ m ≤ 1, it has been shown in [21–23] that v(x, t)
can be computed for 0 < t ≤ T with essentially O(N) work and memory essentially1
to accuracy O(N−p−1). Key ingredient in the numerical analysis in [22, 23] were
(i) wavelet norm equivalences in the “energy” space of A (which are also crucial
ingredients for adaptive solution methods), and (ii) the wavelets’ vanishing moment
property to compress the N2 entries in the stiffness matrices of A to O(N logN)
“essential” elements without loss in accuracy.
Here, we address the efficient solution of (1.8) for pure jump processes X with
state dependent jump intensity. In this case, σ = 0 in (1.6) and the domain V of the
Dirichlet form associated to AX is a Sobolev space of variable order m(x) ∈ (0,1).
Development of linear-complexity solvers for the Kolmogoroff equation (1.8) along
the lines of [22, 23] and also for the pseudodifferential inequality arising from expec-
tations over the stopped processes X (e.g. [20]) requires (a) verification of wavelet
norm equivalences in the “energy” space Hm(x) and (b) wavelet compression of the
generator AX or, equivalently, of the jump measure of the Feller process X and (c)
1Throughout, “essentially” means up to powers of logN or logh which will be clear from the context.
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establishing time-analyticity of the semigroup Tt . Proving (a)–(c) is the main purpose
of the present paper.
Its outline is as follows: in Sect. 2, we introduce a class of pseudodifferential op-
erators of variable order containing, in particular, certain generators AX of the form
(1.6). To analyze wavelet-based solution algorithms for (1.8), we derive, based on the
calculus of [12, 18], estimates for the Schwartz kernels of AX , resp. the densities of
the compensated jump measure NX(x, dy) of Xt with respect to the Lebesgue mea-
sure dy which are interesting in their own right. In Sect. 3, we define the variable
order Sobolev spaces Hm(x) for 0 ≤ m(x) < 1 which are the domains of Dirichlet
forms of AX . They also form the basis of Galerkin discretization of AX . In Sect. 4,
we use the bounds on the Schwartz kernels to establish our main results: multilevel
norm equivalences in the variable order spaces Hm(x) for 0 ≤ m(x) < 1 and com-
pression estimates for the moment matrices of AX in the wavelet basis. In Sect. 5, we
prove the Gårding inequality for the generator (1.6) in variable order Sobolev spaces
and deduce time-analyticity of the Semigroup Tt . The final Sect. 6 addresses the gen-
eralization of the fast pricing algorithms from [22, 23] to variable order generators.
2 Generators of variable intensity Feller-Lévy processes
The infinitesimal generator AX of the Feller process X is the pseudodifferential op-
erator a(x,D) provided by (1.5) in Theorem 1. Denote by KX(x, y) the Schwartz
kernel of the nonlocal part of AX . The distribution KX(x, y) is the density of the
jump measure NX(x, dy) of X with respect to the Lebesgue measure dy, i.e.
NX(x, dy) = KX(x, y)dy. (2.1)
For pure jump Feller processes X with state-dependent jump-intensity, domains
D(AX) of their generators AX are Sobolev spaces of variable order m(x) which, by
(1.7), satisfies m(x) < 1. Wavelet solution of the derivative pricing pseudodifferential
equation (1.8) for variable intensity processes X with generators of type (1.6), (1.7)
requires multilevel norm equivalences. To prove these, we use a calculus for variable
order pseudodifferential operators. We start by identifying classes of variable inten-
sity pure jump Feller processes X through conditions on the Lévy symbols a(x, ξ) in
(1.6) of their infinitesimal generators AX .
Throughout we use the notation 〈ξ 〉 := (1 + |ξ |2)1/2. We define a class of
quadratic, pure jump Feller processes X with variable jump intensity through their
generators AX which are variable order pseudodifferential operators. They, in turn,
are given in terms of their symbols. The following symbol classes of variable order
have been introduced in [16].
Definition 1 Let 0 ≤ δ < ρ ≤ 1 and let m(x) ∈ C∞(R) be a real-valued function all
of which derivatives are bounded on R. The symbol a(x, ξ) belongs to the class Sm(x)ρ,δ
of symbols of variable order m(x) if a(x, ξ) ∈ C∞(R × R) and m(x) = s + m˜(x)
with m˜ ∈ S(R) a tempered function, and if, for every α,β ∈ N0 there is a constant
cα,β such that
∀x, ξ ∈ R : |Dβx Dαξ a(x, ξ)| ≤ cα,β〈ξ 〉m(x)−ρ|α|+δ|β|. (2.2)
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The variable order pseudo-differential operators A(x,D) ∈ m(x)ρ,δ correspond to sym-
bols a(x, ξ) ∈ Sm(x)ρ,δ by
A(x,D)u(x) := 1
2π
∫
R
∫
R
ei(x−y)·ξ a(x, ξ)u(y)dydξ, u ∈ C∞0 (R). (2.3)
Given a variable order m(x), we define
m := sup
x∈R
m(x), m := inf
x∈Rm(x) (2.4)
and assume 0 ≤ δ < ρ ≤ 1 throughout.
For a(x, ξ) ∈ Sm(x)ρ,δ , the Martingale Problem is the problem of existence of a Feller
Process X with given generator A(x,D). We have ([12, 16], [14, Chap. 2.10] and
[30]).
Proposition 1 For every negative definite symbol a(x, ξ) ∈ Sm(x)ρ,δ of variable order
m(x) with 1 ≥ ρ > δ > 0 exists a unique Feller process Xt with generator AX as in
(1.5), (1.6) and jump measure NX(x, dy) as in (2.1).
By FPm(x)ρ,δ we denote the set of all Feller processes with generator AX ∈ m(x)ρ,δ
given by a negative definite characteristic function a(x, ξ) ∈ Sm(x)ρ,δ . Their domains
D(AX) are Sobolev spaces of variable order. Our definition and characterization
of these variable order Sobolev spaces will be based on variable order Riesz po-
tentials m(x) with symbol a(x, ξ) = 〈ξ 〉m(x). The operators m(x) are the gen-
erators of so-called “stable-like” Feller processes whose existence has been estab-
lished in [1]. More general pseudodifferential generators and their associated Feller
processes have been considered for example in [12, 16, 30]. Since |Dβx Dαξ 〈ξ 〉m(x)| 
〈ξ 〉m(x)−|α|| log〈ξ 〉||β|, we have a ∈ Sm(x)ρ,δ ⊂ Smρ,δ for all 0 < δ < ρ ≤ 1. The fol-
lowing lemma from [16] is the variable order analogue to a classical result for con-
stant order pseudo-differential operators (see, e.g., Theorems 3.1 to 3.4 in [33] or
Chap. VI.6 in [34]).
Lemma 1 Consider compound symbols of the form a(x, ξ, y) ∈ C∞(R × R × R)
satisfying
|DαxDβξ Dγy a(x, ξ, y)| ≤ cα,β,γ 〈ξ 〉m(x)+δ(|α|+|γ |)−ρ|β|,
together with the corresponding operators
(A(x,D,y)u)(x) := 1
2π
∫
R
∫
R
ei(x−y)ξ a(x, ξ, y)u(y)dydξ,
u ∈ C∞0 (R). If 0 ≤ m(x) for all x ∈ R and ‖m‖L∞(R) < 1, and A(x,D,y) is
compactly supported (see e.g. [17, 33]), there exists a pseudo-differential opera-
tor B ∈ m(x)ρ,δ with symbol b ∈ Sm(x)ρ,δ together with a pseudo-differential operator
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C ∈ m(x)−ρ+δρ,δ , such that
A(x,D,y) = B(x,D) + C (2.5)
holds.
Furthermore there exist pseudo-differential operators T1, T2 ∈ −1,δ , δ > 0, and
an  > 0, such that, for a(x, ξ) := 〈ξ 〉m(x) ∈ Sm(x)1,δ , b(x, ξ) := 〈ξ 〉−m(x) ∈ S−m(x)1,δ and
corresponding operators A(x,D) ∈ m(x)1,δ , B(x,D) ∈ −m(x)1,δ there holds
A(x,D)B(x,D) = I + T1, B(x,D)A(x,D) = I + T2. (2.6)
A calculus for variable order pseudodifferential operators m(x)ρ,δ was developed in
[16], see also [12].
Define the operators L by
(Lu)(x) := (m(x)u)(x) := 1
2π
∫ ∫
eiξ(x−y)〈ξ 〉m(y)u(y)dydξ.
Then the calculus [16] shows that L := m(x) ∈ m(x)1,δ and the operators A = L,
A = L ∈ m(x)1,δ , A = L−1 ∈ −m(x)1,δ and A = LL = (m(x))(m(x)) ∈ 2m(x)1,δ ,
as well as A(−1) = (LL)(−1) = (−m(x))(−m(x)) ∈ −2m(x)1,δ can be expressed
as singular integrals with respect to their Schwartz kernels KA(x, y) (related to the
jump measure NX(x, dy) of the Markov process X with generator A by (2.1))
Au(x) =
∫
R
KA(x, y)u(y)dy.
Formally, these kernels are given by oscillatory integrals
KA(x, y) = 12π
∫
R
ei(x−y)·ξ aA(x, ξ, y)dξ,
with
aL(x, ξ) = 〈ξ 〉m(x), aLL(x, ξ, y) = 〈ξ 〉m(x)+m(y)
and
aL−1(x, ξ, y) = 〈ξ 〉−m(x) + b(x, ξ, y)
with a corresponding pseudo-differential operator B ∈ −1,δ for sufficiently small
 > 0.
The following lemma plays a crucial role in the wavelet compression of aL(x,D).
Lemma 2 For any 0 < δ < 1, the Schwartz kernel KA(x, y) of A = LL ∈ 2m(x)1,δ
satisfies the Caldéron-Zygmund type estimate
|DαxDβy KA(x, y)| ≤ Cα,β,δ|x − y|−(1+m(x)+m(y)+(1−δ)(|α|+|β|)), (2.7)
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where x 	= y, |x − y|  1. For A−1 = (LL)(−1) ∈ −2m(x)1,δ , a corresponding esti-
mate holds
|DαxDβy KA−1(x, y)| ≤ Cα,β,δ|x − y|−(1−m(x)−m(y)+(1−δ)(|α|+|β|)). (2.8)
For |x − y| → ∞ the kernels are rapidly decaying in the sense that
|DαxDβy K(x, y)|  |x − y|−N
for every N > 0 and for K = KA and K = KA−1 .
The technique for validating of the above assertion is standard, e.g. Chap. VI of
[34]. For the reader’s convenience we provide a proof. Let χ̂ ∈ C∞0 (R) be a cut-off
function, 0 ≤ χ̂ (x) ≤ 1, χ̂(x) = 1 if x ∈ [0,1], with support supp χ̂ ⊂ [0,2], such
that ̂(ξ) = χ̂ (ξ)− χ̂(2ξ) defines a Littlewood Paley decomposition cf. [34] , i.e.
χ̂ (ξ)+
∞∑
j=1
̂(2−j ξ) = 1, ∀ξ ∈ R.
The extended symbol a(x, ξ, y) = (1+ ξ2)(m(x)+m(y))/2 = 〈ξ 〉m(x)+m(y) of A = LL
can be decomposed into the sum
a(x, ξ, y) = a0(x, ξ, y) +
∞∑
j=1
aj (x, ξ, y)
:= a(x, ξ, y)χ̂(ξ)+
∞∑
j=1
a(x, ξ, y)̂(2−j ξ). (2.9)
From this we obtain the corresponding decomposition of the operator
A = A0 +
∞∑
j=1
Aj . (2.10)
Here the operators Aj are defined by their Schwartz kernels
kj (x, z, y) = 12π
∫
ξ∈R
eiξ ·zaj (x, ξ, y)dξ, z = x − y. (2.11)
Lemma 3 Let (x, z, y) → kj (x, z, y) be the kernel functions defined by (2.11). Then
for all M ≥ 0 and z 	= 0 there holds
|DαxDβy Dγz kj (x, z, y)| ≤ CM,α,β |z|−M2j (−M−1−|γ |+δ(|α|+|β|)+m(x)+m(y)). (2.12)
Proof Due to definition (2.11) partial integration yields
(−z)μDγz DαxDβy kj (x, z, y) =
1
2π
∫
eiξ ·zDμξ [(iξ)γDαxDβy aj (x, ξ, y)]dξ. (2.13)
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We observe that the integrand is supported on {ξ : 2j−1 ≤ |ξ | ≤ 2j+1} and the volume
of this support is bounded by c2j . Therefore, we can estimate the above integral
(2.13) directly using
|DαxDβy Dμξ aj (x, ξ, y)|  〈ξ 〉m(x)+m(y)−|μ|+δ(|α|+|β|),
by
|zμDαxDβy Dγz kj (x, z, y)| ≤
1
2π
∫
|Dμξ [ξγDαxDβy aj (x, ξ, y)]|dξ
≤ Cμ,α,β2j (1+m(x)+m(y)+|γ |−|μ|+δ(|α|+|β|)).
Choosing M = |μ| gives the desired result. 
We can now prove Lemma 2.
Proof
Since
K(x,y) = k0(x, x − y, y)+
∞∑
j=1
kj (x, x − y, y)
it is sufficient to estimate
DαxD
β
y k0(x, x − y, y)+DαxDβy
∞∑
j=1
kj (x, x − y, y). (2.14)
From Lemma 3 we conclude the estimate
|DαxDβy kj (x, x − y, y)| ≤ CM,α,β |x − y|−M
× 2j (M+1−(1−δ)(|α|+|β|)+m(x)+m(y)).
First we consider the case |z| = |x − y| ≤ 1 and decompose the sum (2.14)
k0 +
∞∑
j=1
kj =
∑
2j≤|z|−1
kj +
∑
2j≥|z|−1
kj .
Setting M = 0 in Lemma 3 the first sum can be majorized by a multiple of
∑
2j≤z−1
2j (1+m(x)+m(y)−(1−δ)(|α|+|β|))  |z|−(1+m(x)+m(y)−(1−δ)(|α|+|β|))
provided that 1 + m(x)+ m(y)− (1 − δ)(|α| + |β|) > 0.
To estimate the second sum
∑
2j≥|z|−1 kj we choose
M > 1 +m(x) +m(y) − (1 − δ)(|α| + |β|)
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and obtain an upper bound
C|z|M
∑
2j≥|z|−1
2−j (1−M+m(x)+m(y)−(1−δ)(|α|+|β|))
 |z|−((1+m(x)+m(y)−(1−δ)(|α|+|β|)).
To conclude the proof we consider |z| ≥ 1. Then Lemma 3 provides, for all N := M−
m(x)+m(y)− (1− δ)(|α|+ |β|) > 0, that (2.14) can be bounded by CN,α,β |z|−N . 
Using analogous arguments as above, we obtain
Theorem 2 Let A ∈ 2m(x)ρ,δ for some 0 < δ < ρ ≤ 1. Then the Schwartz-kernel
KA(x, y) of A satisfies for all α,β ∈ N0 and all x, y ∈ R with x 	= y
|DαxDβy KA(x, y)| ≤ Cα,β,δ|x − y|−(1+m(x)+m(y)+(ρ−δ)(|α|+|β|)). (2.15)
In the applications we have in mind, the spatial domain is the unit interval I =
(0,1) rather than all of R and the variable order m(x) is only defined on I . There
holds 0 < m(x) < 1, for all x ∈ [0,1]. For technical purposes we extend m(x) =
s + m˜(x) such that there exists  > 0 with  < m(x) < 1 −  and m˜ ∈ S(R).
3 Variable order Sobolev spaces
We define the Sobolev space Hm(x)(R) of variable order m(x) ∈ [0,1) on R through
the Hm(x)(R) Sobolev norm given by
‖u‖2
Hm(x)(R)
:= ‖m(x)u‖2L2(R) + ‖u‖2L2(R). (3.1)
We also introduce the inner product
〈u,v〉m(x) := 〈m(x)u,m(x)v〉 + 〈u,v〉,
so that 〈u,u〉m(x) = ‖u‖2Hm(x)(R). The space H−m(x)(R) is defined as the dual space
of Hm(x)(R) with respect to the 〈., .〉-duality. An equivalent norm in H−m(x)(R) is
given by
〈u,v〉−m(x) := 〈m(x)u,m(x)v〉 + 〈−2mu,v〉,
‖u‖2
H−m(x)(R) = 〈u,u〉−m(x).
We remark that due to the symbolic calculus in [16] referred to in Lemma 1, an
equivalent definition used by [16, 18] is
‖u‖Hm(x)(R) := ‖(m(x))u‖L2(R). (3.2)
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On a bounded interval I = (a, b) ⊂ R we define for a variable order 0 ≤ m(x) < 1,
a ≤ x ≤ b the space
H˜m(x)(I ) :=
{
u|I
∣∣∣ u ∈ Hm(x)(R), u|
R\I = 0
}
.
It coincides with the closure of C∞0 (I ) (the space of smooth functions with support
compactly contained in I ) with respect to the norm
‖u‖
H˜m(x)(I )
:= ‖u˜‖Hm(x)(R), (3.3)
where u˜ is the zero extension of u to all of R. It follows from Lemma 2 applied to
L = m(x) and from the positive definiteness of the Dirichlet form of the variable
order Riesz potential m(x) on C∞0 (R) that for 0 < m ≤ m(x) ≤ m < 1 an intrinsic
norm on H˜m(x)(I ) is given by
‖u‖2
H˜m(x)(I )
:= ‖u‖2
L2(I ) + |u|2H˜m(x)(I ),
|u|2
H˜m(x)(I )
:=
∫
R
∫
R
|u˜(x)− u˜(y)|2
|x − y|1+m(x)+m(y) dydx.
Evidently, H˜m(x)(I ) ⊂ Hm(x)(R). We also define Hm(x)(I ) = {u ∈ D(I ): there
exists an extension lu ∈ Hm(x)(R), lu|I = u} supplied with the quotient norm
‖u‖Hm(x)(I ) := inf{‖lu‖m(x) : lu|I = u}. Then Hm(x)(I ) is isomorphic to the quotient
space Hm(x)(R)/H˜m(x)(R\I ).
Spaces of order m(x) ≤ 0 are defined by duality
(H˜m(x)(I ))′ = H−m(x)(I ) and (Hm(x)(I ))′ = H˜−m(x)(I ). (3.4)
We remark that if m(a) > 12 then functions u ∈ H˜m(x)(I ) have zero Dirichlet trace,
i.e. u(a) = 0.
4 Spline wavelets with complementary boundary conditions
Since we discretize the parabolic equation (1.8) in (0, T ) × I in the spatial variable
with spline wavelet bases for V = H˜m(x)(I ), we briefly recapitulate basic definitions
and results on wavelets from e.g. [5] and the references there. For specific spline
wavelet constructions on a bounded interval I , we refer to e.g. [10, 27, 35].
The primal wavelet bases ψl,k span finite dimensional spaces
W l := span{ψl,k : k ∈ ∇l}, VL :=
L−1⊕
l=−1
W l , l = −1,0,1 . . . ,
and the dual spaces are defined analogously in terms of the dual wavelets ψ˜l,k by
W˜ l := span{ψ˜l,k : k ∈ ∇l}, V˜L :=
L−1⊕
l=−1
W˜ l , l = −1,0,1 . . . .
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In the sequel we will require the following properties of these functions
1. Biorthogonality: the basis functions ψl,k , ψ˜l,k satisfy
〈ψl,k, ψ˜l′,k′ 〉 = δl,l′δk,k′ . (4.1)
2. Local support: the diameter of the support is proportional to a meshsize 2−l ,
diam supp ψl,k  2−l , diam supp ψ˜l,k ∼ 2−l . (4.2)
3. Conformity: the basis functions should be sufficiently regular, i.e.
W l ⊂ H˜ 1(I ), W˜ l ⊂ Hδ(I) for some δ > 0, l ≥ −1. (4.3)
Furthermore
⊕∞
l=−1 W l ,
⊕∞
l=−1 W˜ l are supposed to be dense in L2(I )
4. Vanishing moments: The primal basis functions ψl,k are assumed to satisfy van-
ishing moment conditions up to order p∗ + 1 ≥ p
〈ψl,k, xα〉 = 0, α = 0, . . . , d = p∗ + 1, l ≥ 0, (4.4)
and for all dual wavelets, except the ones at each end point, one has
〈ψ˜l,k, xα〉 = 0, α = 0, . . . , d = p + 1, l ≥ 0. (4.5)
At the end points the dual wavelets satisfy only
〈ψ˜l,k, xα〉 = 0, α = 1, . . . , d = p + 1, l ≥ 0. (4.6)
On I = (0,1) we set ∇l = {k = 1, . . . ,Ml}, where usually Ml = 2l . We re-
mark, that the third condition implies zero Dirichlet condition, namely ψl,k(0) =
ψl,k(1) = 0. To guarantee this condition one has to sacrifice the vanishing moment
property of one wavelet, e.g. ψl,k , l = 0, . . ., at each end point 0 or 1. A system-
atic and general construction for arbitrary order biorthogonal spline wavelets is pre-
sented in [8]. Sufficiently far apart from the end points of (0,1), biorthogonal wavelet
(e.g. [5] and the references there) bases are used in this approach. Using biorthogo-
nal wavelets in the case p = 1, piecewise linear spline wavelets vanishing outside
I = (0,1) are obtained by simple scaling. The interior wavelets have two vanish-
ing moments and are obtained from the mother wavelet ψ(x) which takes the values
(0,− 16 ,− 13 , 23 ,− 13 ,− 16 ,0,0,0) at the points (0, 18 , 14 , 38 , 12 , 58 , 34 , 78 ,1) by scaling and
translations: ψl,k(x) := 2l/2ψ(2l−3x − k + 2) for 2 ≤ k ≤ 2l − 3 and l ≥ 3. At the
left boundary k = 1, we use the piecewise linear function ψlef t defined by the nodal
values (0, 58 ,
−3
4 ,
−1
4 ,
1
4 ,
1
8 ,0,0,0) and ψright (x) = ψlef t (1−x). For more details we
refer to [11].
The following simplified basis functions are shown to be quite efficient for the
present applications [23]. They have the advantage of an extremely small support.
Nevertheless, the dual wavelets do not permit compact support, but they are expo-
nentially decaying. I.e.,
∣∣∣˜e(x)
∣∣∣ ≤ C exp(−κ |x|), κ > 0, x ∈ R. (4.7)
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We emphasize that we do need the local support only of the primal wavelets for matrix
compression. Therefore, this property is important for an efficient implementation.
But we have assumed local support of the dual wavelets only for simplifying the
present proof of the norm equivalence. However it is very likely that the present
results remain valid for exponentially decaying dual wavelets.
The biorthogonal wavelets in the case p = 1 are continuous, piecewise linear
spline wavelets vanishing outside I = (0,1) (for general intervals I = (a, b), they
are obtained by simple scalings). The interior wavelets have two vanishing moments
and are obtained from the mother wavelet ψ(x) taking values (0,− 12 ,1,− 12 ,0) at
(0, 14 ,
1
2 ,
3
4 ,1) by scaling and translation: ψl,k(x) := 2l/2ψ(2l−1x − (2k − 1)2−2) for
1 ≤ k ≤ 2l − 2 and l ≥ 2.
The boundary wavelets are constructed from the continuous, piecewise lin-
ear functions ψ∗, with values (0,1,− 12 ,0) at (0, 14 , 12 , 34 ), and ψ∗, taking values
(0,− 12 ,1,0) at ( 14 , 12 , 34 ,1): ψl0 = ψ∗(2l−1x) and ψl,2l−1 = 2l/2ψ∗(2l−1x − 2l−1 +
1). The following results are known for wavelets satisfying the above requirements
(e.g., [5]).
For all vh = ∑L−1l=0 ∑Mlk=1 vl,kψl,k ∈ Vh = VL, h ∼ 2−L, there holds the norm
equivalence
‖vh‖2H˜ s (I ) ∼=
L∑
l=0
Ml∑
k=1
|vl,k|222ls , (4.8)
for all 0 ≤ s < 32 . Validity of (4.8) in the variable order spaces H˜m(x)(I ) will be
shown in Theorem 3 below. Using the abbreviation λ = (l, k) ∈ I := {λ = (l, k) =
l = −1,0,1, . . . , k = 1, . . . ,Ml} any function v ∈ H˜ s(I ), 0 ≤ s ≤ p + 1, and, due
to H˜m(I ) ⊂ H˜m(x)(I ) ⊂ H˜m(I ), any function in H˜m(x)(I ) can be represented in the
wavelet series
v =
∞∑
l=0
Ml∑
k=1
vl,kψl,k =
∑
λ∈I
vλψλ.
This makes it possible to define an approximation operator Qh : H˜m(x)(I ) → Vh,
defined by
Qhv =
L∑
l=0
Ml∑
k=1
vl,kψl,k. (4.9)
For 0 ≤ s < 32 ≤ t ≤ p + 1, we have the approximation property (e.g. [5])
‖v − Qhv‖H˜ s (I ) ≤ Cht−s ‖v‖Ht (I ) . (4.10)
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5 Matrix compression and norm equivalences
Consider m(x) ∈ m(x)1,δ with symbol 〈ξ 〉m(x) ∈ Sm(x)1,δ . Then M := (m(x))m(x)
is, for u ∈ C∞0 (R), given by the oscillatory integral
((m(x))m(x))u(x) := 1
2π
∫
R
∫
R
eiξ(x−y)〈ξ 〉m(y)+m(x)u(y)dydξ.
For preconditioning as well as to establish norm equivalences in the spaces H˜m(x)(I )
of variable order, we will consider the stiffness matrices of the operators m(x) in the
wavelet basis ψλ, i.e.
M = (〈m(x)ψλ′,m(x)ψλ〉)λ,λ′∈I (5.1)
and
M(−1) = (〈−m(x)ψλ′ ,−m(x)ψλ〉)λ,λ′∈I . (5.2)
We recall (2.4), m := supx∈R m(x) and m := infx∈R m(x). For λ = (l, k), we define
the extended support λ of a wavelet basis function ψλ by
λ := l,k =
⋃
l′≥l
{suppψλ′ : suppψλ ∩ suppψλ′ 	= ∅}. (5.3)
For λ = (l, k) we also define
mλ := inf{m(x) : x ∈ λ} and mλ := sup{m(x) : x ∈ λ}. (5.4)
Lemma 4 Let ψl,k,ψl′,k′ be two wavelet basis functions with compact support and
with p∗ + 1 ≥ 2 vanishing moments. If dist(suppψl,k, suppψl′,k′) > 0, then we have
for each 0 < δ < 1 the estimate
|〈m(x)ψl,k,m(x)ψl′,k′ 〉|
≤ Cδ2−(l+l′)(1/2+d) dist(suppψl,k, suppψl′,k′)−(1+2m+2(1−δ)d)
for come constant Cδ > 0 independent of l, l′ as well as
|〈−m(x)ψ˜l,k,−m(x)ψ˜l′,k′ 〉|
≤ Cδ2−(l+l′)(1/2+d)dist(supp ψ˜l,k, supp ψ˜l′,k′)−(1−2m+2(1−δ)d). (5.5)
Proof We define the operator A = (m(x))m(x) with extended symbol
a(x, ξ, y) = 〈ξ 〉m(x)+m(y)
and denote by KA(·, ·) the corresponding Schwartz kernel.
Following standard arguments in wavelet matrix compression (e.g., [5, 31]) we
obtain
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|〈m(x)ψl,k,m(x)ψl′,k′ 〉|

∣∣∣∣
∫ ∫
KA(x, y)ψl,k(x)ψl′,k′(y)dxdy
∣∣∣∣
 (diam suppψl,k)d(diam suppψl′,k′)d
(∫
|ψl,k(x)dx|
)
×
(∫
|ψl′,k′(y)dy|
)
sup
x∈suppψl,k
sup
y∈suppψl′,k′
|DdxDdyKA(x, y)|
 2−(l+l′)(1/2+d) dist(suppψl,k, suppψl′,k′)−(1+2(1−δ)d+2m).
In the last step, we have used the fact that A ∈ 2m(x)1,δ ⊂ 2m1,δ together with
the Caldérón Zygmund property of KA(x, y) shown in Lemma 2. Since B =
(−m(x))−m(x) ∈ −2m1,δ a similar argument proves (5.5). 
Since the boundary wavelets of the dual wavelet system do not have vanishing
moments, we treat the corresponding matrix coefficients separately.
Lemma 5 If among ψ˜l,k , ψ˜l′,k′ only the latter wavelet has no vanishing moments,
and if
dist(supp ψ˜l,k, supp ψ˜l′,k′) > 0
then we have for each 0 < δ < 1 the estimate
|〈−m(x)ψ˜l,k,−m(x)ψ˜l′,k′ 〉|
≤ Cδ2−l(1/2+d) dist(suppψl,k, suppψl′,k′)−(1−2m+(1−δ)d).
We need an estimate treating the case that the supports of two wavelet functions
overlap. First we investigate the diagonal matrix entries.
Lemma 6 Let 0 ≤ m(x), x ∈ R and mλ, mλ, λ = (l, k) as defined in (5.4), then
22lmλ  |〈m(x)ψl,k,m(x)ψl,k〉|  22lmλ . (5.6)
For −1 holds correspondingly
2−2lmλ  |〈−m(x)ψ˜l,k,−m(x)ψ˜l,k〉|  2−2lmλ . (5.7)
Proof Observing 〈ξ 〉m(x)〈ξ 〉−m ∈ S01,δ for any δ > 0, and since m(x) : H˜m(x)(I ) →
L2(I ) is one-to-one [18], we estimate
〈m(x)ψl,k,m(x)ψl,k〉 = ‖m(x)ψl,k‖2L2(I )  ‖mλψl,k‖2L2(I )

∫
ξ
∣∣∣∣
∫
x
e−ixξ 〈ξ 〉mλψλ(x)dx
∣∣∣∣
2
dξ  22lmλ .
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By similar arguments we obtain using inf{θ(x) : x ∈ λ} ≥ mλ the estimates
〈−m(x)ψ˜l,k,−m(x)ψ˜l,k〉 = 12π
∫
ξ
∣∣∣∣
∫
x
e−ixξ 〈ξ 〉−m(x)ψ˜l,k(x)dx
∣∣∣∣
2
dξ
 ‖−mλψ˜l,k‖20  2−2lmλ .
We get also lower bounds. For some C > 0 independent of λ holds
〈m(x)ψl,k,m(x)ψl,k〉 = 12π
∫
ξ
∣∣∣∣
∫
x
e−ixξ 〈ξ 〉m(x)ψl,k(x)dx
∣∣∣∣
2
dξ
≥ ‖−mλψl,k‖20 ≥ C22lmλ .
Similar arguments prove the remaining inequality. 
Lemma 7 In case suppψλ ∩ suppψλ′ 	= ∅ and l ≤ l′, the following estimate holds
for 0 ≤ s +mλ < γ ,
|〈m(x)ψl,k,m(x)ψl′,k′ 〉|  2−|l−l′|s2lmλ+l′mλ′ . (5.8)
Proof We suppose that l ≥ l′. Then, for 0 ≤ s < γ − m,
|〈m(x)ψl,k,m(x)ψl′,k′ 〉| ≤ ‖m(x)−sψl,k‖0‖m(x)+sψl′,k′ ‖0
 ‖mλ′−sψl′,k′ ‖0‖mλ+sψl,k‖0
 2lmλ+l′mλ′ 2−s|l−l′|.

We treat the dual wavelets in H−m(x)(I ) analogously.
Lemma 8 In case supp ψ˜λ ∩ supp ψ˜λ′ 	= ∅ and l ≤ l′, the following estimate holds
for 0 ≤ s +mλ < γ ,
|〈−mψ˜l,k,−mψ˜l′,k′ 〉|  2−|l−l′|s2−lmλ−l′mλ′ . (5.9)
We remark that Lemmas 6–8 include the boundary wavelets as well.
Lemma 9 For λ = (l, k) ∈ I one has
mλ −mλ  2−l . (5.10)
Proof Due to m ∈ C1(R) (actually, only m ∈ C0,1(R) is required) there holds
0 ≤ mλ −mλ ≤ diam(λ) sup
x∈λ
|m′(x)|  2−l sup
x∈λ
|m′(x)|. 
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Definition 2 A matrix A = (aλ,λ′)λ,λ′∈I will be called compressible, if there exist
constants a, b > 0 such that for all λ = (l, k), λ′ = (l′, k′) holds
|aλ,λ′ |  2−(a+1/2)|l−l′|(1 + d(λ,λ′))−1−b (5.11)
with d(λ,λ′) := 2min{,′} dist(suppψλ, suppψλ′) if at least one wavelet has vanishing
moments of order d∗ ≥ 2 and d(λ,λ′) := +1 otherwise.
Let us introduce the diagonal matrices
D−m(x) := (2−mλδλ,λ′)λ,λ′∈I , Dm(x) := (2mλδλ,λ′)λ,λ′∈I . (5.12)
Proposition 2 The matrices
A = (aλ,λ′)λ,λ′∈I := D−m(x)MD−m(x) and
A(−1) := Dm(x)M(−1)Dm(x)
with M, M−1 as in (5.1), (5.2) are compressible: there exists s > 0 such that
|aλ,λ′ |  2−|l−l′|(s+1/2)(1 + d(λ,λ′))−1−2(d−m)(1−δ) (5.13)
and
|a(−1)
λ,λ′ |  2−|l−l
′|(s+1/2)(1 + d(λ,λ′))−1−2(d−m)(1−δ). (5.14)
Proof If d(λ,λ′)  1 the assertion follows from Lemma 7 and Lemma 8.
If d(λ,λ′) ≥ 1 we infer from Lemma 4, that for l ≤ l′ holds
|aλ,λ′ |  2l(1/2+m+2(1−δ)d)−d)2−l′(1/2+d−m)(1 + d(λ,λ′))−(1+2m+(1−δ)2d)
 2(l−l′)(1/2+s)(1 + d(λ,λ′))−(1+2m+(1−δ)2d)),
provided that 0 < s = min{m+ 2(1 − δ)d − d, d −m}, which is possible since δ > 0
can be arbitrarily small and m < 1 if Xt is quadratic, pure jump.
An estimate for A(−1) can be derived similarly. The case that the dual wavelets
are boundary wavelets is treated similarly if only one of the wavelets has vanishing
moments.
The case that neither of the wavelets has vanishing moments is treated in the same
way as the case of overlapping support. 
The previous result is the basis for the numerical analysis of variable order pseudodif-
ferential equations. It implies multilevel norm equivalences in the variable order
Sobolev spaces H˜m(x)(I ) and diagonal preconditioning for wavelet discretizations
of the variable order pseudo-differential operators m(x).
Theorem 3 Let u = ∑λ∈I uλψλ = u ∈ H˜m(x)(I ). Then for Dm(x) as in (5.12)
holds the multilevel norm equivalence in variable order spaces:
‖u‖2
H˜m(x)(I )
∼ u(Dm(x))Dm(x)u ∼ uD2m(x)u. (5.15)
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For v = ∑λ∈I vλψ˜λ = v˜ ∈ H−m(x)(I ) holds correspondingly
‖v‖2
H−m(x)(I ) ∼ vD−2m(x)v. (5.16)
The spectral condition number of A = D−m(x)MD−m(x) is uniformly bounded in h.
Proof As a first step, we need to show that cond D−m(x)Dm(x) ≤ C. Recalling the
definition we observe that D−m(x)Dm(x) = diag(2−lmλ2lmλ). Due to Lemma 9 we get
liml→∞ 2l|mλ−mλ| = liml→∞ 2lC(2−l ) = 1. Therefore we estimate 1 ≤ 2l|mλ−mλ| ≤ C.
It is well known that the spectral norm of a compressible matrix is bounded, see
e.g. [5] Theorem 4.6.1. Therefore, it follows from this result together with Proposi-
tion 2 that the spectral norm of the matrices A and A−1 are bounded, which means
cond A ∼ 1. Thus the matrices M, Dm(x)(Dm(x)) and D2m(x) are spectrally equiva-
lent. Since ‖u‖2
H˜m(x)(I )
= uMu, we have established the first assertion (5.15). The
second equivalence (5.16) follows analogously. 
An immediate consequence of the norm-equivalence (5.15) is the uniform bounded-
ness of the quasi-interpolants Qh in the variable order norms H˜m(x)(I ).
Corollary 1 The quasi-interpolants Qh defined in (4.9) are uniformly bounded in
H˜m(x)(I ), i.e. there is C > 0 such that
∀u ∈ H˜m(x)(I ), ∀h > 0 : ‖Qhu‖H˜m(x)(I ) ≤ C‖u‖H˜m(x)(I ).
Using the variable order norm equivalence (5.15) we can extend the approximation
property (4.10) to variable order spaces.
Corollary 2 Let u ∈ Hs(I) ∩ H˜ 1(I ) for some 1 ≤ s ≤ p + 1. Then for the quasi-
interpolant uh = Qhu = ∑Ll=0 ∑Mlj=1 uljψlj in (4.9) there holds for 0 < m < 1 ≤ s ≤
p + 1 the Jackson estimate
‖u− uh‖2H˜m(x)(I ) 
∫
I
22L(m(x)−s)(|Dsu(x)|2 + |u(x)|2)dx
 22L(m−s)‖u‖2Hs(I).
Proof For multi-indices λ = (l, k),μ = (L, k′) ∈ I , we introduce the notation λ  μ
if l := |λ| ≥ |μ| =: L and suppψλ ∩ suppψμ 	= ∅. For s ≥ 32 we choose s′ < s with
1 ≤ s′ < 32 , otherwise we set s′ = s, we observe that mλ − s′ ≤ (mμ − s′) < 0 holds
for all λ  μ . Therefore we conclude from the norm equivalence (5.15)
‖u− uh‖2H˜m(x)(I ) ∼
∑
l>L
Ml∑
k=1
22|λ|mλ |ul,k|2
=
∑
l>L
Ml∑
k=1
22|λ|(mλ−s′)22s′|λ||uλ|2
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
∑
μ∈∇L
22L(mμ−s′)
∑
λμ
22s
′|λ||uλ|2,
where ∇L = {μ = (L, k′) : k′ = 1, . . . ,ML}.
Let μ = (L, k′), L = |μ| and μ := [2−|μ|k′,2−|μ|(k′ +1)]. Then, due to the norm
equivalence (5.15) and the approximation property (4.10) we have
∑
μ∈∇L
∑
λμ
22s
′|λ||uλ|2 
∑
μ∈∇L
22L(s
′−s)
∫
μ
(|Dsu(x)|2 + |u(x)|2)dx.
Recalling that 2Lmμ ∼ 2Lm(x) ∼ 2Lmμ holds for x ∈ μ, we obtain the final result
‖u− uh‖2H˜m(x)(I ) 
∫
I
22L(m(x)−s)(|Dsu(x)|2 + |u(x)|2)dx.

Lemmas 4 to 8 addressed only the generators m(x). We focused on this case since
it is crucial for establishing the norm equivalences (5.15). For wavelet solution of the
Kolmogoroff equation (1.8) in log-linear complexity we need the compressibility of
the moment matrices in wavelet bases also for generators which are more general
than m(x).
Theorem 4 Let A ∈ 2m(x)ρ,δ (R) for some 0 < δ < ρ ≤ 1, and let {ψλ}λ be a system
of compactly supported spline wavelets in I = (0,1) of polynomial degree p ≥ 1
as introduced in Sect. 4 with complementary boundary conditions and d ≥ p + 1
vanishing moments if supp(ψλ)∩ ∂I = ∅.
Then the preconditioned moment matrix
A := D−m(x)(〈Aψλ′ ,ψλ〉)λ,λ′∈I D−m(x) (5.17)
has condition number which is uniformly bounded in L and A is compressible: there
are C > 0, s > 0 such that for all λ,λ′ ∈ I holds
|Aλ,λ′ | ≤ C2−|l−l′|(s+1/2)(1 + d(λ,λ′))−1−2(d−m)(ρ−δ). (5.18)
The proof of Theorem 4 is completely analogous to that of Proposition 2, using
Lemmas 4 to 8 with the kernel estimates (2.15) in place of (2.7).
6 Option pricing under variable intensity feller processes
With the norm equivalences (5.15), (5.16) we develop linear complexity numerical
solution algorithms for the pricing equation (1.8). Since elements of the algorithm
are identical to [22, 23, 26], we focus only on the essential differences in the analysis
due to the variable order m(x) of AX .
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6.1 Weak form of the pricing equation. Well-posedness
We consider (1.8) with nonlocal operator A ∈ L(V ,V ∗) of variable order 2m(x) ∈
(0,2) in V = H˜m(x)(I ), V ∗ = H−m(x)(I ) with Dirichlet form
a(u, v) := 〈Au,v〉V ∗×V , u, v ∈ V.
This Dirichlet form is continuous, i.e. there exists a constant α > 0 such that
|a(u, v)| ≤ α‖u‖V ‖v‖V , ∀u,v ∈ V. (6.1)
It is well known that problem (1.8) has a unique (weak) solution u(t), and there holds
the a priori estimate (see e.g. [19])
‖u‖C(J ,L2(I )) + ‖u‖L2(J,V ) + ‖u˙‖L2(J,V ∗) ≤ C‖u0‖L2(I )
provided that for some constants γ > 0, C ≥ 0 the Dirichlet form a(·, ·) satisfies the
Gårding inequality, i.e.,
∀u ∈ V a(u,u) ≥ γ ‖u‖2V −C ‖u‖2L2(I ) . (6.2)
Remark 1 Without loss of generality, we may assume in (6.2) that C = 0 since the
substitution u¯ = e−βtu results in (1.8) with the shifted operator A + βI which is
definite for sufficiently large β > 0 by (6.2) (β > 2C will suffice).
Note that for asymmetric distributions of positive and negative jumps in Xt , the gen-
erator A needs not to be self-adjoint, i.e. a(·, ·) is generally non-symmetric.
6.2 Gårding inequality. Analyticity of Tt
To establish (6.2), we start with the variable order Riesz potential A = 2m(x) ∈

2m(x)
1,δ given by
Au(x) := 1
2π
∫ ∫
eiξ ·(x−y)〈ξ 〉2m(x)u(y)dydξ, u ∈ C∞0 (I ), (6.3)
and introduce the operator L = m(x) ∈ m(x)1,δ .
Lemma 10 For every δ > 0 sufficiently small there exist ε > 0 and pseudo-
differential operators B,R ∈ −ε1,δ with symbols b(x, ξ), r(x, ξ) ∈ S−ε1,δ such that
A = L ◦ L +L ◦B +R. (6.4)
Proof Since the extended symbol a(x, ξ, y) of LL is in S2m1,δ , and since I ⊂ R is
compact we can assume that A(x,D,y) is compactly supported. We also may apply
standard pseudo differential operator calculus and expand
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a(x, ξ, y) = a0(x, ξ)+ a1(x, ξ)+ r1(x, ξ, y)
= 〈ξ 〉2m(x) + DyDξ (〈ξ 〉)m(x)+m(y)|y=x + r1(x, ξ, y).
Therefore, the subprincipal symbol of a(x, ξ) is
a1(x, ξ) = 〈ξ 〉m(x)〈ξ 〉m(x)−1 log〈ξ 〉.
We represent the corresponding operator a1(x,D), using symbolic calculus, as
a1(x,D) = L ◦ 〈D〉m(x)−1 log〈D〉 +R2 = L ◦ B + R2,
where R2 ∈ −ε1,δ for sufficiently small ε. The symbol of the operator B is b(x, ξ) =
〈ξ 〉m(x)−1 log〈ξ 〉 ∈ S−εI,δ , provided that 0 < ε < 1 − δ −m. Setting R = R1 +R2 gives
the claimed result. 
Lemma 11 Let B ∈ −ε1,δ and b ∈ S−ε1,δ as in Lemma 10. Then, for each  > 0 there
exists b ∈ S−21,δ such that
|(b − b)(x, ξ)| ≤ . (6.5)
Proof Since b ∈ S−ε1,δ , for any  > 0 there exists R such that
|b(x, ξ)| ≤ , |ξ | ≥ R
holds. Let χ be the cut-off function defined in the proof of Lemma 2, we set χˆR (ξ) :=
χˆ ((2R)−1 (ξ − 12 )) and b(x, ξ) := b(x, ξ)χR (ξ). Then
b(x, ξ) = 0, x ∈ R, |ξ | > 2R
i.e. b ∈ S−k1,δ for all k ∈ N and b satisfies the desired estimates (6.5). 
Lemma 12 Let the operators B be defined as in Lemma 10, and B be defined by the
symbol b in Lemma 11. Then there exists a constant C > 0 s.t.
|〈L ◦ (B −B)u, v〉| ≤ C‖u‖H˜m(x)(I )‖v‖H˜m(x)(I ) (6.6)
and
|〈L ◦ Bu,u〉| ≤ C‖u‖2L2(I ) (6.7)
hold for all  > 0 and for all u,v ∈ H˜m(x)(I ).
Proof Since u,v have compact support, we can assume without loss of generality
that x → b(x, ξ) − b(x, ξ) has compact support with respect to x, which simplifies
the proof. We proceed in a standard way (see e.g. [34], Chap. VI, §2), by proving that
under this assumption Lemma 11 ensures that for all  > 0 there exists B satisfying
‖(B − B)u‖L2(R) ≤ ‖u‖L2(I ).
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To this end, let us define the function dˆ(λ, ξ) := 12π
∫
e−ixλ(b(x, ξ) − b(x, ξ))dx.
Due to the local support of x → b(x, ξ) − b(x, ξ), for each N ∈ N,  > 0, there
holds the estimate
sup
ξ∈R
∣∣∣dˆ(λ, ξ)
∣∣∣ ≤ CN(1 + |λ|)−N . (6.8)
We write
(B − B)u(x) = 12π
∫ ∫
eiξ(x−y)(b(x, ξ)− b(x, ξ))u(y)dydξ
= 1
2π
∫ ∫ (∫
dˆ(λ, ξ)e
iλxdλ
)
eiξ(x−y)u(y)dydξ
=
∫ (
eixλ
∫
(eixξ dˆ(λ, ξ)uˆ(ξ)dξ)
)
dλ =:
∫
(Dλu)(x)dλ.
By Plancherel’s Theorem we get for N = 2 in (6.8)
‖Dλu‖L2(R)  sup
ξ∈R
|dˆ(λ, ξ)|‖uˆ‖L2(R)  (1 + |λ|)−2‖u‖L2(R).
Integrating with respect to λ gives, for every u ∈ L2(R)
‖(B −B)u‖L2(R) 
∫
λ∈R
‖Dλu‖L2(R)dλ

∫
λ∈R
((1 + |λ|)−2)‖u‖L2(R)dλ  ‖u‖L2(R).
Therefore, we estimate
|〈L ◦ (B − B)u, v〉| ≤ ‖(B −B)u‖L2(R)‖m(x)v‖L2(R)
≤ ‖u‖L2(I )‖v‖H˜m(x)(I )
≤ ‖v‖
H˜m(x)(I )
‖u‖
H˜m(x)(I )
,
for all u,v ∈ H˜m(I ), which concludes the first estimate (6.6).
Since m < 1 and b ∈ S−21,δ , standard pseudo differential operator calculus gives
L ◦B ∈ −ε1,δ and we obtain
|〈L ◦Bu,u〉|  ‖u‖2L2(I ). 
Now we establish the Gårding inequality in an important special case. We recall
the definition (3.3) of the H˜m(x)(I )-norm.
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Lemma 13 The variable order Riesz potential operator A given by (6.3) satisfies the
Gårding inequality: there exist constants γ > 0 and C ≥ 0 such that ∀u ∈ H˜m(x)(I ) :
a(u,u) = 1
2
(〈Au,u〉 + 〈u,Au〉) ≥ γ ‖u‖2
H˜m(x)(I )
−C‖u‖2L2(I ). (6.9)
Furthermore, the operator A is continuous,
|〈Au,v〉|  ‖u‖
H˜m(x)(I )
‖v‖
H˜m(x)(I )
∀u,v ∈ H˜m(x)(I ). (6.10)
Proof We decompose
A = L ◦L +L ◦ (B −B)+ L ◦ B + R
where R ∈ −ε1,δ . A similar expression holds for the adjoint A. Using Lemma 12
there exist constants γ > 0, C′ ≥ 0 such that for  > 0 sufficiently small and ∀u ∈
H˜m(x)(I ) :
〈Au,u〉 + 〈u,Au〉 ≥ 2〈m(x)u,m(x)u〉 − ‖u‖2
H˜m(x)(I )
− C‖u‖2L2(I )
≥ γ ‖u‖2
H˜m(x)(I )
− C′‖u‖2L2(I ),
which proves the Gårding inequality (6.9).
The second assertion follows by the same ingredients observing the L2-continuity
of R and B . 
The previous theorem has been shown in [12] for a larger class of operators under the
more restrictive condition m− m < 12 .
The Gårding inequality (6.9) holds for the operator A = 2m(x) defined in (6.3).
Lemma 13 is, however, the key ingredient in establishing a Gårding inequality for
variable order operators A(x,D) ∈ 2m(x)ρ,δ which are elliptic in a suitable sense.
Theorem 5 Let A(x,D) ∈ 2m(x)ρ,δ be a pseudodifferential operator of variable order
2m(x), 0 < m(x) < 1, given by (2.3) with symbol a(x, ξ) ∈ S2m(x)ρ,δ for some 0 < δ <
ρ ≤ 1 for which there exists γ > 0 with
∀x, ξ ∈ Rd : e a(x, ξ)+ 1 ≥ γ 〈ξ 〉2m(x). (6.11)
Then A(x,D) ∈ 2m(x)ρ,δ satisfies a Gårding inequality in the variable order space
H˜m(x)(I ): there are constants γ > 0 and C ≥ 0 such that
∀u ∈ H˜m(x)(I ) : a(u,u) ≥ γ ‖u‖2
H˜m(x)(I )
−C‖u‖2L2(I ), (6.12)
and
∃λ > 0 such that A(x,D)+ λI : H˜m(x)(I ) → H−m(x)(I ) (6.13)
is boundedly invertible.
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Proof Let I = (a, b) ⊂ R be a bounded interval and m(x) : I → (0,1) a variable
order. As in the proof of Lemma 13, we can decompose A into
A = N ◦ N + N(B −B)+ N ◦ B +R,
where N is an injective elliptic operator on I with symbol n(x, ξ) satisfying n(x, ξ) ≥
c〈ξ 〉m(x) and B,B and R have similar properties as in Lemmas 10–12. Due to these
assumptions there is c > 0 such that for all u ∈ H˜m(x)(I ) we have ‖Nu‖L2(I ) ≥
c‖u‖
H˜m(x)(I )
. This implies in the same fashion as in the previous proof that there
exist constants c, C′, γ ′ > 0 s.t. for all u ∈ H˜m(x)(I ):
a(u,u) = 1
2
(〈Au,u〉 + 〈u,Au〉) = cγ ((Nu,Nu) − ‖u‖2
L2(I ))
≥ γ ′(‖u‖2
H˜m(x)(I )
− C′‖u‖2
L2(I )).
Where we conclude (6.9) with Lemmas 10 to 13.
The bounded invertibility (6.13) of A(x,D) + λI follows from (6.12): it implies
that for λ > 0 sufficiently large, A(x,D)+ λI is H˜m(x)(I )-coercive. 
The Gårding inequality (6.12) implies time-analyticity of the semigroup Tt corre-
sponding to X ∈ FP 2m(x)ρ,δ and A ∈ 2m(x)ρ,δ . As in [32], Theorem 1, we obtain from
(6.9)
Theorem 6 Let X ∈ FP 2m(x)ρ,δ be a quadratic, pure jump Feller process of variable
intensity 2m(x) with characteristic function a(x, ξ) as in (1.6) belonging to S2m(x)ρ,δ ,
which we assume to be coercive in the sense that (6.11) holds. Then A(x,D) is the
infinitesimal generator of the Feller semigroup Tt of Xt defined in (1.2). This semi-
group is analytic in the sense, that there exist C,d > 0, such that for all t > 0, l ∈ N0
and 0 ≤ θ ≤ 1 holds
∥∥∥T (l)(t)
∥∥∥2L(Vθ ,V ) ≤ Cd
2l+1−2θ(2l + 2 − 2θ)t−2(l+1)+2θ . (6.14)
Here, Vθ = (H−m(x)(I ), H˜m(x)(I ))θ,2 denotes the real interpolation space with index
0 ≤ θ ≤ 1 with the convention that V = V1 = H˜m(x)(I ).
Proof If the negative definite characteristic function a(x, ξ) in (1.6) belongs to
S
2m(x)
ρ,δ , by Theorem 1.3 of [30], the operator A(x,D) extends to a Feller genera-
tor given by (1.3). Assumption (6.11) implies by Theorem 5 and by Theorem 1 in
[32] the analytic regularity estimate (6.14) for the Feller semigroup Tt . 
6.3 Discretization of the Kolmogoroff equation
We discretize (1.8) with wavelets on I = (a, b), and, to exploit the time-analyticity
(6.14) of u(t), by a hp-discontinuous Galerkin (dG) scheme on J = (0, T ), following
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[22, 26, 32]. In our analysis, we will need to consider functions in V = H˜m(x)(I ) with
additional regularity. Therefore, for s ≥ 0, we define the spaces
Hs(I ) =
{
H˜ s(I ) for s ≤ m,
V ∩Hs(I) for s > m. (6.15)
By ‖·‖s , we denote the corresponding norm in Hs(I ).
6.3.1 Spatial semi-discretization by wavelets
We first discretize (1.8) with respect to the space variable. Hence, let T 0 be a fixed
coarse partition of I . Furthermore, define the mesh T l , for l > 0, recursively by
bisection of each interval in T l−1. We assume that our computational mesh Th (with
mesh size h) is obtained in this way as T L, for some L > 0, with h = C2−L.
The finite element space Vh ⊂ V used for the discretization is the space of all
continuous piecewise polynomials of degree p ≥ 1 on the triangulation Th which
vanish on the boundary ∂I . In the same way, we define the spaces V l corresponding
to the triangulation T l , so that we have V 0 ⊂ V 1 ⊂ · · · ⊂ V L = Vh. Let Nl = dimV l
and N = dimVh = NL = C2L.
The semi-discrete problem corresponding to (1.8) reads: Given u0 ∈ L2(I ), find
uh ∈ H 1(J,Vh) such that
d
dt
(uh, vh)+ a(uh, vh) = 0, ∀vh ∈ Vh, and uh(0) = Phu0. (6.16)
Here, Ph is the L2 projection onto Vh. Using the stability of the quasi interpolant Qh
in (4.9), i.e. Corollary 1, the following result on the spatial semi-discretization can be
proved as in [23], Sect. 5, using the approximation property Corollary 2.
Theorem 7 Let (6.1) and (6.9) be satisfied. Furthermore, we assume that the opera-
tor A is of the form A = A0 + B, where A0 = C02m(x) ∈ 2m(x)1,δ , C0 > 0 and δ > 0
arbitrarily small, is a variable order Riesz potential, and B : V → V ∗ is a compact
perturbation in V = H˜m(x)(I ).
Then, for any t > 0, there holds
‖u(t)− uh(t)‖L2(I ) ≤ C min{1, hp+1t−
p+1
m }. (6.17)
Here, C > 0 is a constant independent of h and t , and u, uh are solutions of (1.8)
and (6.16), respectively.
In order to compute a fully discrete approximation (in space and time) to the par-
abolic problem (1.6), systems of linear equations have to be solved in each implicit
time step (of the corresponding time discretization). To obtain an efficient solution
method, we use wavelet matrix compression of the dense matrices corresponding to
the operator A into sparse ones and we use optimal preconditioning. The methodol-
ogy is as in [22, 23], but in the variable order case it is based on the norm equivalence
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Theorem 3 and the approximation property Corollary 2. After compression and pre-
conditioning, the systems may be solved in linear or log-linear complexity. Since the
proofs are analogous to what was done in [22, 23], we only give brief outlines of the
argument here.
The restriction of the Dirichlet form a to Vh × Vh corresponds to a matrix A with
entries Aλ,λ′ = A(l,k),(l′,k′) = a(ψl′,k′ ,ψl,k) which, due to the Caldéron-Zygmund es-
timates (2.15) and the vanishing moment conditions (4.4)–(4.6), decay with increas-
ing distance of their supports. Hence, we can define a compressed matrix A˜ and a
corresponding sesquilinear form a˜ by replacing some of the small entries in A with
zero:
A˜(l,k),(l′,k′) =
{
A(l,k),(l′,k′) if dist(l,k,l′,k′) ≤ δl,l′ or l,k ∩ ∂I 	= ∅ ,
0 otherwise.
(6.18)
Here, the truncation parameters δl,l′ are given by
δl,l′ := cmax{2−L+α̂(2L−l−l′),2−l ,2−l′ }, (6.19)
with some parameters c > 0 and 0 < α̂ ≤ 1 independent of L, l, l′ and l,k =
suppψl,k .
By continuity (6.10) and coercivity (6.9) with C′ = 0 (which can always be
achieved by Remark 1) of the Dirichlet form a, we have the norm equivalence
‖u‖a = |a(u,u)| 12 ∼= ‖u‖V ∼= ‖u‖H˜m(x)(I ).
As in [25, Proposition 3.2], we have
Proposition 3 Assume c in (6.19) is sufficiently large. Then, there exists 0 < β˜ ≤
α˜ < ∞ independent of h such that
|˜a(uh, vh)| ≤ α˜‖uh‖a‖vh‖a, (6.20)
and
a˜(uh,uh) ≥ β˜‖uh‖2a, (6.21)
for all uh, vh ∈ Vh.
Moreover, there holds [25]
Proposition 4 Assume c in (6.19) is sufficiently large. Then, there exists 0 <
τ < 1 independent of h such that for all L > 0 the following consistency condition is
satisfied:
|a(uh, vh)− a˜(uh, vh)| ≤ τ ‖uh‖a ‖vh‖a, ∀uh, vh ∈ Vh. (6.22)
In addition, if
α̂ >
2p + 2
2p + 2 + 2 inf{x : m(x)(ρ − δ)} =
p + 1
p + 1 + m(ρ − δ) , (6.23)
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where α̂ is the constant from (6.19), then, there holds for all u ∈ Hs(I ), vh ∈ Vh:
|a(Qhu, vh)− a˜(Qhu, vh)| ≤ Chs−m ‖u‖s ‖vh‖V ,
and for all u ∈ Hs(I ), v ∈ Hs′(I ):
|a(Qhu,Qhv)− a˜(Qhu,Qhv)| ≤ Chs+s′−2m ‖u‖s ‖v‖s′, (6.24)
for all m ≤ s, s′ ≤ p + 1, with Hs as in (6.15). Here, Qh is a projection or quasi-
interpolation operator from (4.9).
The matrix compression (6.18) reduces the number of nonzero elements from N2
in A to N times a logarithmic term in A˜; see e.g. [5, 31]. More precisely, there holds:
Proposition 5 For α̂ < 1 in (6.23), the number of nonzero elements in A˜ is
O(N logN). If α̂ = 1, then the number of nonzero elements in A˜ is O(N(logN)2).
The matrix compression from the previous section induces, instead of (6.16), a
perturbed spatial semi-discretization of (1.8): find u˜h ∈ Vh such that
d
dt
(˜uh, vh)+ a˜(˜uh, vh) = 0, ∀vh ∈ Vh with u˜h(0) = Phu0. (6.25)
6.3.2 Discontinuous Galerkin time discretization
In order to obtain a fully discrete approximation (in space and time) to the parabolic
problem (1.8), we discretize (6.25) in time using a discontinuous Galerkin timestep-
ping following [32].
For 0 < T < ∞ and M ∈ N, let M = {Jm}Mm=1 be a partition of J = (0, T ) into M
subintervals Jm = (tm−1, tm), m = 1,2, . . . ,M with 0 = t0 < t1 < t2 < · · · < tM = T .
Moreover, denote by km = tm − tm−1 the length of Jm.
For u ∈ H 1(M,Vh) = {v ∈ L2(J,Vh) : v|Jm ∈ H 1(Jm,Vh),m = 1,2, . . . ,M},
define the one-sided limits
u+m = lim
s→0+
u(tm + s), m = 0,1, . . . ,M − 1,
u−m = lim
s→0+
u(tm − s), m = 1,2, . . . ,M,
and the jumps
[[u]]m = u+m − u−m, m = 1,2, . . . ,M − 1.
In addition, to each time interval Jm, a polynomial degree (approximation order)
rm ≥ 0 is associated. These numbers are stored in the degree vector r = {rm}Mm=1.
Discontinuous Galerkin time stepping yields an approximate solution in the space
Sr (M,Vh) = {u ∈ L2(J,Vh) : u|Jm ∈ Prm(Jm,Vh),m = 1,2, . . . ,M},
where Prm(Jm) denotes the space of polynomials of degree at most rm on time inter-
val Jm.
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With these definitions, the fully discrete dG scheme for the solution of problem
(1.8), respectively (6.25), reads as follows: find U˜ dGh ∈ Sr (M,Vh) such that for all
W ∈ Sr (M,Vh)
B˜dG(U˜
dG
h ,W) = FdG(W), (6.26)
where
B˜dG(U,W) =
M∑
m=1
∫
Jm
(
(U˙ ,W)+ a˜(U,W))dt
+
M−1∑
m=1
([[U ]]m,W+m )+ (U+0 ,W+0 ),
and
FdG(W) = (Phu0,W+0 ). (6.27)
We recall from [32] that the solution U˜ dGh ∈ Sr (M,Vh) of the dG method (6.26)
is uniquely defined and that the dG method (6.26) can be interpreted as a time step-
ping scheme of variable step size km and orders rm. Indeed, assuming that U˜ dGh
is known on the time intervals Jm = (tm−1, tm), m = 1,2, . . . , n − 1, we may find
U˜dGh ∈ Prn(In,Vh), 1 ≤ n ≤ M , by solving the variational problem
∫
In
(
(∂t U˜
dG
h ,W)+ a˜(U˜ dGh ,W)
)
dt + (U˜dG+n−1 ,W+n−1) = (U˜dG−n−1 ,W+n−1), (6.28)
for all W ∈ Prn(In,Vh). Here, we set U˜ dG−0 = Phu0.
6.3.3 Convergence of the fully discrete scheme
The solution operator of the parabolic problem (1.8) generates a holomorphic semi-
group (see e.g. [32]). Therefore, the solution u(t) of (1.8) is analytic with respect to
t for all t > 0. However, due to the non-smoothness of the initial data, the solution
may be singular at t = 0. The aim of this section is to show how, by the use of so-
called geometric time partitions and linearly increasing polynomial degrees in the
time discretization, the low regularity of the solution at t = 0 can be resolved.
Definition 3 A partition MM,γ = {Jm}Mm=1 in J = (0, T ), T > 0, is called geometric
with M time steps Jm = (tm−1, tm), m = 1,2, . . . ,M , and grading factor γ ∈ (0,1),
if
t0 = 0, tm = T γM−m, 1 ≤ m ≤ M.
Definition 4 A polynomial degree vector r is called linear with slope μ > 0 on
MM,γ , if r1 = 0 and rm = μm, m = 2, . . . ,M , where μm = max{q ∈ N0 : q ≤
μm}.
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As in [23] we obtain the following a priori error estimate on the fully discrete
(perturbed) dG method.
Theorem 8 Let ρ ∈ (0,2], and u be the solution of the parabolic problem (1.8) on
J × I = (0, T ) × (a, b), with initial data u0 ∈ Vθ , for some 0 < θ ≤ 1. Let the as-
sumptions of Theorem 7 be satisfied. Moreover, let (6.20)–(6.24) hold.
Then, there exist μ0,m0 > 0 such that for all geometric partitions MM,γ (cf. Def-
inition 3) with 0 < γ < 1 and M ≥ m0| logh|, and all polynomial degree vectors r on
MM,γ (cf. Definition 4) with slope μ > μ0, the fully discrete solution U˜ dGh to (1.8)
obtained by (6.26) on the finite element space Sr (MM,γ ,Vh) satisfies the a priori
error estimate
‖u(T )− U˜dGh (T )‖L2(I ) ≤ CT −
p+1
m hp+1. (6.29)
Here, h and p are the mesh size and the polynomial degree of the spatial discretiza-
tion, respectively, C > 0 is a constant independent of h, and m is as in (2.4).
6.4 Iterative solution of the linear systems
The dG time stepping scheme (6.26) requires the solution of a nonsymmetric linear
system in each time step. These systems can be solved approximately by incom-
plete GMRES iteration without loss in convergence rates in the error estimate (6.29).
Based on the norm equivalences (5.15), it can be shown as in [23, 26] that the overall
complexity of this fully discrete dG time stepping is linear (up to some logarithmic
terms). We indicate the argument and state the main result.
The dG time stepping scheme (6.28) requires a linear system of size (rm + 1)NL
to be solved in each time step m = 1,2, . . . ,M . Here and in what follows, in order
to clarify the dependence on the refinement level L explicitly, we denote by NL the
dimension of the finite element space Vh = V L.
For 1 ≤ m ≤ M , let {φj =
√
j + 12Lj }rmj=0, where Lj is the j -th Legendre polyno-
mial on (−1,1) (normalized such that Lj (1) = 1), be a basis of the polynomial space
Prm(−1,1). Then, the temporal shape functions on the time interval Jm are given by
φj ◦ F−1m , where the mapping Fm : (−1,1) → Jm is given by
t = Fm(tˆ) = 12 (tm−1 + tm) +
1
2
kmtˆ, km = tm − tm−1, tˆ ∈ (−1,1).
Writing U˜dGh,m(x, t) = U˜ dGh |Jm(x, t) and Wm = W |Jm in (6.28) as
U˜dGh,m(x, t) =
rm∑
j=0
U˜dGh,m,j (x)(φj ◦ F−1m )(t),
Wm(x, t) =
rm∑
j=0
Wm,j (x)(φj ◦ F−1m )(t),
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the variational formulation (6.28) reads: find (U˜dGh,m,j )rmj=0 ∈ (Vh)r such that there
holds for all (Wm,i)rmi=0 ∈ (Vh)r ,
rm∑
i,j=0
Cij (U˜
dG
h,m,j ,Wm,i)L2(I ) +
km
2
rm∑
i=0
a˜(U˜ dGh,m,j ,Wm,i)
=
rm∑
i=0
fm,i(Wm,i),
where, for i, j = 0,1, . . . , rm,
Cij = σij
√(
i + 1
2
)(
j + 1
2
)
, σij =
{
(−1)i+j if j > i,
1 else,
(6.30)
and fm,i(v) = φi(−1)(U˜dG−h,m−1(tm−1), v).
From now on, for the sake of readability, we will drop the subscript m. Then,
denoting by M and A˜ the mass and (compressed) stiffness matrix on V h = V L with
respect to (·, ·) and a˜(·, ·), respectively, (6.28) takes the matrix form
Ru = f with R = C ⊗ M + k
2
I ⊗ A˜, (6.31)
where u denotes the coefficient vector of U˜ dGh,m = U˜ dGh |Jm ∈ Prm(Jm,Vh).
In [26] it has been found that the system (6.31) of size (r + 1)NL can be re-
duced to solving r + 1 linear systems of size NL. To this end, let C = QTQ be the
Schur decomposition of the (r + 1) × (r + 1) matrix C with a unitary matrix Q and
an upper triangular matrix T. Note that the diagonal of T contains the eigenvalues
λ1, λ2, . . . , λr+1 of C. Multiplying (6.31) by Q ⊗ I from the left results in the linear
system
(T ⊗ M + k
2
I ⊗ A˜)w = g with w = (Q ⊗ I)u, g = (Q ⊗ I)f .
This system is block-upper-triangular. With w = (w0,w1, . . . ,wr), wj ∈ CNL , we
obtain its solution by solving
(
λj+1M + k2 A˜
)
wj = sj (6.32)
for j = r, r − 1, . . . ,0, where sj = gj −
∑r
l=j+1 Tj+1,l+1Mwl.
By (6.32), a dG-time step of order r ≥ 0 amounts to solving r + 1 linear systems
of the form
B = λM + k
2
A˜. (6.33)
Here, λ is an eigenvalue of C defined in (6.30). Estimates on the eigenvalues of C
have been established in [26].
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For the preconditioning of (6.33), we define the matrix S and the scaled matrix
B̂ ∈ RNL × RNL by
S =
(
Re(λ)I + k
2
Dm(x)
) 1
2
, B̂ = S−1BS−1,
where Dm(x) is defined in (5.12).
The preconditioned linear equations corresponding to (6.32) are solved approx-
imately with incomplete GMRES(m0) iteration (restarted every m0 ≥ 1 iterations).
There holds:
Theorem 9 Let the assumptions of Theorem 8 hold. Then, choosing the num-
ber and order of time steps such that M = r = O(| logh|) and in each time step
nG = O(| logh|)5 GMRES iterations,
‖u(T )− Û dGh (T )‖L2(I ) ≤ CT −
p+1
m hp+1, (6.34)
where ÛdGh denotes the (perturbed) dG approximation of the exact solution u to (1.8)
obtained by the incomplete GMRES(m0) method.
Applying the matrix compression techniques from Sect. 5, the judicious combi-
nation of geometric mesh refinement and linear increase of polynomial degrees in
the dG time-stepping scheme (Theorem 8), and an appropriate number of GMRES
iterations (Theorem 9), results in an linear (up to some logarithmic terms) overall
complexity of the fully discrete scheme (6.26) for the solution of the parabolic prob-
lem (1.8).
Theorem 10 Under the assumptions of Theorems 8 and 9, the fully discrete scheme
(6.26) with nG = O(| logh|)5 GMRES(m0) iterations per time step yields Û dGh (T ) in
at most O(N(logN)8) operations, where N = NL = dimVh = O(h−1) is the number
of spatial degrees of freedom.
7 Numerical examples
In this section we describe the implementation of one dimensional Feller processes
using the techniques described above. Assume the risk-neutral dynamics of the un-
derlying asset to be given by
St = S0ert+Xt ,
where X is a Feller process with characteristic triple (γ (x), σ (x),N(x, dy)) under
a risk neutral measure Q such that eX is a martingale with respect to the canonical
filtration of X. In the following we set r = 0 for notational convenience. We will only
consider Feller processes X that are admissible market models:
Definition 5 A Feller process X with characteristic triple (γ (x), σ (x),N(x, dy)) is
called an admissible market model if
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1. There exist constants β−, C > 0 and β+ > 1 independent of x s.t. for N(x,dy) =
k(x, y)dy
k(x, y) ≤ C
{
e−β−|y|, y < −1,
e−β+y, y > 1.
2. There exists a constant C independent of x s.t.
1
2
(k(x, y)+ k(x,−y)) ≥ C 1|y|2m(x) , 0 < |y| ≤ 1, x ∈ R.
3. There exist a function m(x) ∈ C∞(R), constants ρ, δ and c s.t. m(x) ∈ (0,1),
0 ≤ δ ≤ ρ ≤ 1 and
∣∣∣Dβx Dαy k(x, y)
∣∣∣ ≤ cα!β! |y|−1−2m(x)−αρ−βδ ∀α,β ∈ N0, y 	= 0.
Remark 2 Condition (2) implies the sector condition (6.11) and condition (3) implies
a(x, ξ) ∈ S2m(x)ρ,δ .
The next lemma shows how the martingale condition on eX can be expressed in terms
of the characteristic triple.
Lemma 14 Let X be an admissible market model with characteristic triple
(γ (x), σ (x),N(x, dy)). Then eX is a Q martingale with respect to the canonical
filtration of X if and only if
σ(x)2
2
+ γ (x)+
∫
R
(ey − 1 − y)N(x, dy) = 0 ∀x ∈ R. (7.1)
Proof For the proof of this lemma we cannot use standard arguments as e.g. in [28],
since stationarity of the increments is required. We consider the characteristic func-
tion of the random variable Xt − x as in [15], i.e.
λt (x, ξ) = Ex(ei(Xt−x)ξ ).
The martingale condition implies
0 = λt (x,−i) − λ0(x,−i) ∀x ∈ R,∀t ∈ R+.
The right-hand side can be written as
λt (x,−i) − λ0(x,−i) = t
∫ 1
0
d
ds
λs(x,−i)|s=ηt dη
= t
∫ 1
0
d
ds
(
e−xTs(e(·))(x)|s=ηt
)
dη
= −t
∫ 1
0
e−xTtη(e(·)a(·,−i))(x) dη,
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where we have used (d/ds)Tsu = TsAu and A(ei(·,ξ)) = −eixξ a(x, ξ). This implies
a(x,−i) = 0. The reverse implication follows analogously. 
We now consider problem (1.8) with A being the infinitesimal generator of an ad-
missible martingale market model. The corresponding PIDE for a sufficiently smooth
payoff g in time-to-maturity reads:
∂u
∂t
− ALV − AJ = 0 in (0, T )× R
u(0, x) = g(x).
The local volatility operator ALV and the jump operator AJ are given as:
ALV(ϕ) = σ(x)
2
2
∂2ϕ
∂x2
+ γ (x)∂ϕ
∂x
,
AJ(ϕ) =
∫
R
(ϕ(x + y)− ϕ(x)− y∂xϕ(x)) k(x, y) dy.
We localize the above problem to a bounded domain I and obtain the following weak
formulation: find uI ∈ L2((0, T ),V ) ∩H 1((0, T ),V ∗) such that
(∂tuI , v)+ a(uI , v) = 0, ∀v ∈ V, a.e. in [0, T ],
uI (0) = g,
where the bilinear form a is given for φ,ψ ∈ C∞0 (I ) by
a(φ,ψ) = aLV(φ˜, ψ˜)+ aJ(φ˜, ψ˜),
aLV(φ˜, ψ˜) = 12 (σ (x)
2φ˜(x)′, ψ˜(x)′)− (γ˜ (x)φ˜(x)′, ψ˜(x)),
aJ(φ˜, ψ˜) = −
∫
R
∫
R
(
φ˜(x + y)− φ˜(x)− y∂xφ˜(x)
)
ψ˜(x)k(x, y) dydx.
Note that, unlike in the Black-Scholes case, the non-local operator AJ forces to
specify the test functions outside of I . The function γ˜ (x) is given as γ˜ (x) =
γ (x) + σ(x)σ ′(x) while φ˜ and ψ˜ are the zero extensions of φ and ψ outside of a
bounded interval I = (a, b). The space V in the above definition equals H 10 (I ) if the
diffusion is non-trivial and H˜m(x)(I ) in the pure jump case. Existence and uniqueness
of the solution have been proven above in either cases. We restrict ourselves to the
pure jump case, as the discretization of the diffusion operator is standard.
The bilinear form aJ is not easy to discretize, as the integration kernel k(x, y)
might have a singularity of order up to 3 at y = 0.
Therefore, we use partial integration in y twice and the regularity of φ to obtain a
weakly singular integration kernel, i.e.
aJ(φ˜, ψ˜) = −
∫
R
∫
R
φ˜′′(x + y)ψ˜(x)k(−2)(x, y) dydx, (7.2)
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where k(−n)(x, y) denotes the n-th antiderivative in y:
k(−n)(x, y) =
{∫ y
−∞ k
(−n+1)(x, z) dz if z < 0,
− ∫ ∞
y
k(−n+1)(x, z) dz if z > 0.
Finally we use partial integration with respect to x to get:
aJ(φ˜, ψ˜) =
∫
R
∫
R
φ˜′(x + y)ψ˜ ′(x)k(−2)(x, y) dydx
+
∫
R
∫
R
φ˜′(x + y)ψ˜(x)k(−2)x (x, y) dydx. (7.3)
Remark 3 The major differences to the Lévy case reside in the second term of (7.3)
and the x-dependence of the integration kernels. In order for the described procedure
to be feasible, the second antiderivatives of the jump kernel need to be available. This
is the case for many processes such as CGMY-type or Variance Gamma-type Feller
processes, for example.
The calculation of the stiffness matrices A and A˜ involves integration over two-
dimensional domains with integration kernels that might be weakly singular on a
diagonal of the domain or in one of the corners. In most cases we have to rely on nu-
merical methods to obtain the matrix entries, for example by using composite Gauss
quadrature rules as in [4] or [36, Chap. 5], which leads to exponential convergence in
the number of quadrature points.
In the following we will consider a special family of Feller processes to confirm
the theoretical results of the previous chapters.
Example 1 We consider a CGMY-type Feller process with jump kernel
k(x, y) = C
{
e−β+yy−1−α(x), y > 0
e−β−|y| |y|−1−α(x) , y < 0, α(x) = ke
−x2 + 0.5.
This process has no Gaussian component and the drift γ (x) is chosen according to
(7.1).
We will also consider the following family of processes that do not fulfill the condi-
tions of the theory developed above, since the variable order is assumed to be Lip-
schitz continuous only.
Example 2 We consider again a CGMY-type Feller process with jump kernel
k(x, y) = C
{
e−β+yy−1−α(x), y > 0,
e−β−|y| |y|−1−α(x) , y < 0,
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α(x) = 0.5 + k
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0.4x, 0.25 > x > 0,
0.8x − 0.1, 0.5 > x ≥ 0.25,
−0.4x + 0.5, 0.75 > x ≥ 0.5,
−0.8x + 0.8, 1 > x ≥ 0.75,
0.5, else.
This process has no Gaussian component and the drift γ (x) is chosen according to
(7.1).
In Fig. 1 the stiffness matrix for the process in Example 1 is depicted. In a next step we
study the number of non-zero entries of the uncompressed and compressed stiffness
matrix. Due to Proposition 5 we expect essentially linear growth of the number of
non-zero elements for the compressed matrix (Fig. 2).
The condition numbers of the preconditioned stiffness matrices have to be uni-
formly bounded in the number of levels due to Theorem 4. A parameter study for
various choices of k in Example 1 and Example 2 is shown in Fig. 3. The condition
numbers are uniformly bounded and of order 101 in most cases, although the result
from Theorem 4 only applies to Example 1. For variable orders with 1.95 ≤ α we
obtain condition numbers of order 102. Note that the condition numbers are not only
influenced by the order of the singularity of the jump kernel at z = 0, but also by the
rates of exponential decay β+ and β−. Fast decaying tails, i.e. large β+ and β− may
lead to larger constants.
Figure 4 shows the price of a European put option for several Lévy processes and
one Feller process. In the Feller case we choose α(x) = 0.8e−x2 + 0.1 in Example 1
and for the Lévy models we set Y = [0.1,0.5,0.7,0.8,0.9]. In all cases we set C = 1,
β+ = β− = 10 and use truncation parameters a = −3, b = 3 in log-moneyness co-
ordinates. The prices in the Feller model are significantly different from the prices in
the different Lévy models. This can be explained by the ability of the Feller model
Fig. 1 Stiffness matrices for the pure jump case with CGMY-type Lévy kernel (Y (x) = 1.25e−x2 + 0.5)
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Fig. 2 Number of non-zero entries of the compressed/uncompressed stiffness matrix versus number of
degrees of freedom corresponding to the Lévy kernel in Example 1 and k = 1.25
Fig. 3 Condition numbers for different levels and choices of k
to account for different tail behavior for different states of the process, which is not
possible using Lévy processes.
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Fig. 4 Option prices for several models for a European put option with T = 1 and K = 100
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