We consider a problem for storing a map that associates a key with a set of values. To store n values from the universe of size m, it requires log 2 ( m n ) bits of space, which can be approximated as (1.44 + n) log 2 m/n bits when n ≪ m. If we allow ϵ fraction of errors in outputs, we can store it with roughly n log 2 1 ϵ bits, which matches the entropy bound. Bloom filter is a wellknown example for such data structures. Our objective is to break this entropy bound and construct more space-efficient data structures.
1 ϵ bits, which matches the entropy bound. Bloom filter is a wellknown example for such data structures. Our objective is to break this entropy bound and construct more space-efficient data structures.
In this paper, we propose a novel data structure called a conjunctive filter, which supports conjunctive queries on k distinct keys for fixed k. Although a conjunctive filter cannot return the set of values itself associated with a queried key, it can perform conjunctive queries with O(1/ √ m) fraction of errors. Also, the consumed space is n k log 2 m bits and it is significantly smaller than the entropy bound n 2 log 2 m when k ≥ 3.
We will show that many problems can be solved by using a conjunctive filter such as full-text search and database join queries. Also, we conducted experiments using a real-world data set, and show that a conjunctive filter answers conjunctive queries almost correctly using about 1/2 ∼ 1/4 space as the entropy bound.
Introduction
We consider a data structure called a map or an associative array. A map associates a key with a value, and supports lookup operations; given a query, it returns a corresponding value if it exists, or return the special value indicating that the key is not found. We assume that pairs of a key and a value are given beforehand and a map supports neither insertions nor deletions.
We focus on an extended version of a map in which a set of integers are associated with each key. 1 An * Preferred Infrastructure, Inc and the Department of Computer Science, The University of Tokyo. email: hillbig@is.s.utokyo.ac.jp † Preferred Infrastructure Inc. and School of Informatics, Kyoto University. email: yyoshida@lab2.kuis.kyoto-u.ac.jp 1 We assume that these integers are distinct for the sake of simplicity.
important application of this data structure is full-text search. In full-text search, each term plays the role of a key and documents containing the term play the role of values.
Lower bounds and upper bounds on the required bits to store a set of integers are well studied. For n integers in {1, . . . , m}, we can store them using n(log 2 e + log 2 m/n) + o(n) bits of space, and can access each of them in O(1) time [11] . If we reduce the space further, we cannot always obtain correct answers anymore. However, in some cases such error is allowed. An example of such data structures is a Bloom filter [3] . A Bloom filter stores a set of keys, and given a key it answers whether the key exists or not. A Bloom filter never accepts false negatives, i.e., it always report that a key exists if the key indeed exists. Since a Bloomier filter allows false positives, it may report that a key exists even if the key does not indeed exist. Therefore, when we deal with a massive number of keys, we can filter out most of uninteresting keys by using a Bloom filter stored on a fast memory, and then check whether the key actually exists or not by using another data structure stored on a slow external memory.
Another example of data structures allowing errors is a Bloomier filter [4, 5, 8, 10] which associates a key with a value and accepts a small probability of false positives. Especially, an original Bloomier filter [5] is space-efficient especially when the distribution of values is very skewed.
Our study follows these work. We consider the case that a map associates a key with a set of values and we accept false positives. Our objective is to reduce the size of required bits beyond its entropy bound, which is roughly log 1 ϵ bits per element when we allow that ϵ fraction of the universe of values is in outputs. To achieve this goal, obviously we have to discard some features since the entropy bound is a lower bound.
In this paper, we propose a novel data structure called a conjunctive filter, which only processes kconjunctive queries. A k-conjunctive query is a tuple of k distinct keys. Given a k-conjunctive query, we are to compute the intersection of sets of values associated with queried keys. We assume that these sets of values are sparse. In the present study, we will give two sample problems solved with k-conjunctive queries. The first one is full-text search, and the second one is conjunctive attribute query on a database. We also describe implementation details of a conjunctive filter, which is fairly easy.
In experiments, we examined the performance of a conjunctive filter in a movie data set. We found that a conjunctive filter indeed performs k-conjunctive queries with a few errors and it requires working space less than the entropy bound.
Organization: In Section 2 we give notions used in this paper. In Section 3, we show a lower bound on the size of a data structure that supports k-conjunctive queries. We describe the detailed implementation of a conjunctive filter in Section 4. Possible applications of a conjunctive filter are given in Section 5. In Section 6, using a movie database, we show that experimental result supports our analysis. Section 7 gives our conclusions.
Definitions
An instance considered in this paper is a map that associates each key with a set of values. Let X be the universe of keys and V be the universe of values. Then, a map f can be expressed as a function f : X → 2 V . Throughout the paper, n and m denote |X |, |V| respectively. The number of elements of f is defined as
Let s be a binary encoding of a function. Here the function is supposed to simulate k-conjunctive queries on f . We identify s with the function, i.e., s :
Using these notions, we define two error measures:
Here, ϵ + X (s) is the proportion of false positives among V \ f (X) and ϵ − X (s) is the proportion of false negatives among f (X). Next, we introduce another error measure by relaxing ϵ
In this paper, we only consider data structures with ϵ − X (s) = 0, i.e., s(X) always contains f (X). We say that a binary string s (ϵ, k)-encodes a map f if it supports queries by a tuple of k distinct keys and ϵ
k . Some reader might wonder why we introduce ϵ ∪ X (s). This is because our data structure will eliminate false positives by taking the intersection of f (x i ). Thus, if a false positive appears in most (not all) of f (x i ), it will survive with high probability. Thus, we can only guarantee that values in s(X)\f ∪ (X) will be eliminated. Also, it might be thought that an
However, an (ϵ, k)-encoding only guarantees that s(X) contains f (X). Thus, there may exist false negatives with respect to f ∪ (X).
A Lower Bound on the Size of an (ϵ, k)-Encoding of a Map
In this section, we show a lower bound on the size of an (ϵ, k)-encoding of a map f . First, we consider the case k = 1. Note that we can restore all the elements (with a few error) in f (x) for every x using (ϵ, 1)-encoding. 
maps. From the counting argument, we must have
Using the fact that
b! and taking logarithm we require w ≥ l log 2 nm−l l+ϵ(nm−l) .
In particular, when l = o(nm), the lower bound becomes log 2 1 ϵ . In order to break this bound, we discard the feature of restoring f (x) itself. Instead, we only require k-conjunctive queries for k ≥ 2. The next theorem states that such a data structure might be constructed using less bits.
Theorem 3.1. The average number of bits required per element in any data structure that can (ϵ, k)-encode any map with n keys and l elements is at least
Proof. Let L(n, l) be the lower bound on the size of a data structure that can (ϵ, k)-encode any map with n keys and l elements. Let f be a map with n keys and l elements. We create a new map f ′ by duplicating each pair of a key and values in f by k times, i.e., for each x ∈ X we introduce corresponding k keys
be the number of keys and elements in f ′ . Note that 
Conjunctive Filter
In this section, we propose a conjunctive filter, which (ϵ, k)-encodes a map with bits close to the lower bound given by Theorem 3.1.
To describe our idea, let us consider the case that k = 2 and |f (x)| = 1 for every x ∈ X . In order to identify f (x) among m values, basically we need log 2 m bits (if we do not allow errors). If we use only 1 2 log 2 m bits instead of log 2 m bits, √ m candidates remain for f (x). Let S x be the set of these candidates. Suppose that there is a method that outputs S x for x ∈ X such that f (x) ⊆ S x and other elements in S x are uniformly distributed. Then, for any distinct keys x and y, it holds that f (x) ∩ f (y) ⊆ S x ∩ S y and |S x ∩ S y | = O(1) (from the birthday paradox). Using this idea, we can construct a data structure that supports 2-conjunctive queries with a few errors using 1 2 log 2 m bits for each element. This is much more efficient compared to the fact that we need log 2 m bits for each element when we naively encode f . Now, we show how to create a data structure under more general settings. For each key x, we construct a balanced binary tree T x such that there is a bijection from leaves of T x to V. We construct this bijection randomly using a hash function with seed x. An encode of a value v with respect to T x is a bit encoding of the path from the root of T x to the leaf corresponding to v. That is, in the path from the root to the leaf, we append 0 (resp., 1) if we go down to the left child (resp., the right child) at each node.
Let h x (1 ≤ h x ≤ log 2 m) be a parameter determined later. This parameter will decide the size of our data structure and the amount of errors. We encode f (x) as follows. For each v ∈ f (x), we encode the position of v with respect to T x . To reduce the number of bits, we only use the first h x bits and let p v be the resulting bits. Note that p v1 = p v2 may hold for
}. Then we store P x using rice coding [12] . The number of consumed bits is at most |P x | log 2 2 hx |Px| . Now, we describe how to perform k-conjunctive queries given a bit string obtained by the method stated above. Let X ∈ X k be a query. For each x ∈ X, we decode P x from the bit string. Then, we traverse T x using p ∈ P x until we reach a node with depth h x . Note that this is possible since T x was constructed only from x. Let V x be the set of reached nodes. We create S x by gathering all values corresponding to leaves in the subtree rooted at each node of V x . The size of S x is at most |P x |2 log 2 m−hx and f (x) ⊆ S x . Finally, we output S X = ∩ x∈X S x as an approximation to f (X). This can be done in O(km
We set h x = 1 k log 2 m + log 2 |P x | for each x so that |S x | becomes m k−1 k . The following two lemmas guarantee that S X is indeed a good approximation to f (X). distributed for each x ∈ X, we have
Thus, the expected number of elements in S X is at most |f ∪ (X)| + 1. Proof. Since for each x we require |P x | log 2 2 hx |Px| bits, The total number of bits consumed by a conjunctive filter is
We cannot bound E[|S
Lemma 4.2 does not directly imply that a conjunctive filter is an (ϵ, k)-encoding of f for small ϵ since we must bound ϵ ∪ X (s) for every X ∈ X k . However, from a simple application of Hoeffding's inequality [6] , we can show that |S X | ≤ |f ∪ (X)|+O( √ m − |f ∪ (X)|) holds for every X ∈ X k with high probability. Thus, a conjunctive filter is actually an Implementation Details: It is not practical to build a balanced binary tree T x for x ∈ X since it takes O(m) time. Here, we introduce a simple alternative. Suppose that we want to store a set of values associated with a key x. We identify V with {0, . . . , m − 1}. We calculate the position of a leaf in T x using a random bijection. Let p be the minimum prime number with p ≥ m. We chose two integers a x ̸ = 0 and b x using a hash function with seed x. Let g x (v) = (a x v + b x ) mod p. Clearly, g x (v) is a bijection. The position of the leaf corresponding to a value v in T x will be g x (v). If we want to encode a value v using h bits, we simply take first h bits of g x (v). When performing a conjunctive query, we have to decode v from g x (v). This can be easily done using the fact that g Gathering all the discussions in this section, we have the following theorem. 
Applications
We explain two applications of conjunctive filters. The first one is full-text search for long queries, and the second one is conjunctive attribute search on a database.
Full-Text Search with Long Queries
Given a query q of length m and a document set D of n documents, the task of full-text search is finding a set of
In this subsection, we show a space-efficient index for full-text search using conjunctive filters.
We focus on the case that the length of a query is large enough, say, Ω(log n). In this setting, we can search documents containing q by taking the conjunction of documents containing a substring of q.
To achieve this in an efficient manner, we propose to use the decomposition of suffix trees. First, we concatenate documents inserting a special character at each boundary of documents and build a suffix tree against the resulting text.
Let b be a parameter, which is related to how many nodes will be removed in the suffix tree. The size of an index becomes smaller by taking b larger. However, by doing so, a search result will have more false positives, i.e., documents not containing the query.
For a node t in a suffix tree, d(t) denotes the number of leaves descending from t. Let p(t) denote the parent node of t if exists and null if t is the root node. A node t is called b-marked if d(t) < b and d(p(t)) ≥ b.
Clearly, a set of b-marked nodes covers all leaves without overlapping. Then, for each b-marked node t, we remove all leaves descending from t. Also, we associate positions stored in these leaves with t. We call this tree b-suffix tree. An example is depicted in Figure 1 . The Figure 1 : An example of suffix tree and its reduced tree.
b-suffix tree can be regarded as a map from a string to a set of positions. Thus, we can store it using a conjunctive filter. Given a query q of length m, we check whether substrings of q appears in the b-suffix tree.
We can check all these positions in An offset is the beginning position of the corresponding substring in the query. Then, we perform k-conjunctive queries on these positions considering offset information and output the result as a set of documents containing q. For example, suppose that the result for a query q is { (1, {4, 16, 31} ), (3, {6, 11, 18, 33})}. Then, positions {3, 15} will be returned as positions where the query q is in the text.
Conjunctive Attribute Search on a Database
Let us consider a database in which each item are represented by a set of attributes. For example, the IMDB movie database 3 has the following attributes for each movie; actor/actress, year, production company, locations, editors. In a typical situation, a user searches movies specifying some of these attributes. To solve this problem, we assign a unique value to each value of attributes and these values form the universe of keys. Then, this problem can be solved by a conjunctive filter naively.
We notice that a conjunctive filter never gives rise to false negatives and we can obtain correct results by checking whether each result has the queried attributes.
Experiments
We implemented a database described in Section 5.2 using a conjunctive filter. We used IMDB data set 4 , actors section 5 . It contains 1103393 actors, 1791274 movies, and 6493558 relations between actors and movies, i.e., who acts in which movies. Actors play a role of keys and movies play a role of values. Thus, a query for a conjunctive filter is a set of actors and the result for the query is a set of movies in which all the actors act. Table 1 shows the size of naively encoded and the size of conjunctive filters storing IMDB data set for k = 2, 3, 4. The lower bound is obtained by Theorem 3.1 substituting n = 1103393, m = 1791274, l = 6493558 and ϵ = 1 √ m . Next, we examined the accuracy of k-conjunctive filters for k = 2, 3. The result for k = 4 is similar and we omit it. We selected 695332 and 550884 movies for k = 2, 3 respectively. For each movie we select k actors who act in the movie and we perform k-conjunctive queries with these k actors. Note that the answer to each query is not empty. Figures 2 and 3 show the results of 2-, and 3-conjunctive queries respectively. Here, the x axis is the exact solution for a query and the y axis is the number of movies returned by a conjunctive filter given the query. Therefore a point on the line y = x indicates that there is no error for the corresponding query. We can see that there is no false negatives and the number of false positives are roughly bounded by 1000. This matches the fact that a conjunctive filter is an (O(1/ √ m), k)-encoding where m = 1791274 here.
Figures 4 and 5 show the results of 2-and 3-conjunctive queries such that the exact solution for them is 1. Here, the x axis is the number of movies returned by a conjunctive filter and the y axis is the number of queries such that the number of returned movies is x. We can see that the graph decays exponentially. Figures 6 and 7 show the comparison of the upper bound given by Lemma 4.2 and the number of returned movies. From these results, we find that the variance of the number of false positives decreases as the number of returned movies increases.
Conclusions
We have presented conjunctive filters, which (ϵ, k)-encode a map with l k log 2 m bits where m is the size of the universe of values and l is the number of elements in the map. By restricting our attention to k-conjunctive queries, when l is linear in n, we break the barrier of the entropy bound on the number of bits required to In another direction, it is important to reduce the space when the distribution of values are skewed. Very recently, Hreinsson, and et. al. have presented a new data structure for an associative array [7] , which achieves a space usage close to the 0-th order entropy of the sequence of function value. We believe that a conjunctive filter can use the idea in their study to improve the spece efficiency.
Also, reducing the time complexity is an important issue. Since conjunctive filters requires O(km k−1 k ) time to perform k-conjunctive queries, we cannot insist that they are truly practical. It might be interesting to construct a data structure that supports k-conjunctive queries with time complexity, say O(log m) by using an efficient computation of intersection of compressed represention of hashed values [2] .
Our idea would be useful for another applications such as a second-index problem [9] . 
