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Existing green/eco responsible approaches for IT are frequently domain-specific and very 
focused on one topic. For example, some works are focused on saving energy with better 
virtual machine management on cloud infrastructures or data management in wireless 
sensor networks, in order to minimize the data transfers and sensors’ wakeups. 
Nevertheless, they consider only limited aspects in the whole software development 
process; indeed, very few researches propose a global approach. In this context, we envision 
a green development methodology that approaches energy saving aspects from the design 
phase and at all the system layers (software, hardware, user requirements, execution 
contexts, etc.), which can provide positive leverage as well as avoid side effects (one 
decision can be positive at one system layer but may trigger negative impact on other 
layers). We motivate the interest of this vision and describe key ideas regarding how to 
address these considerations in the development methodology. 
Keywords: eco-responsible and green computing, holistic approach, green software 
development methodology, green data management 
 
1. Introduction 
All studies related to technology converge towards the same conclusion: Information 
Technologies (IT) will have no other choice but to be sustainable. The fast growth of the 
digital sector provides new paradigms and activities, leading to growth and employment in 
every economic sector. However, this phenomenon also raises a number of questions, as 
information technologies are also the cause of significant environmental impacts at all the 
stages of the lifecycle of IT. The IT resources from the cloud seem to be unlimited, but we 
certainly know that those from our planet are not. For instance, every year, the “Earth 
Overshoot Day” is occurring earlier (in 2020, it was the 22nd of August). Therefore, 
emerging IT technologies, existing practices, and algorithms need to be redefined for 
energy-efficient, energy-proportioned, and sustainable operations [17]. An increasing 
amount of research studies are now dedicated to integrating green/eco responsible 
approaches in order to save energy, when using IT. 
Currently, most GreenIT research focuses on hardware manufacturing efficiency 
(recycling, materials used, etc.), and during the last few years some scientists have tackled 
ROOSE ET AL.                                                 TOWARDS AN INTEGRATED FULL-STACK GREEN SOFTWARE DEVELOPMENT METHODOLOGY 
the problem of decreasing the energy consumption footprint of data centers and 
middleware by using more virtualization, load balancing techniques, and image migration 
[3], [10], [18]. At a lower scale, some computer scientists focus on the use of languages 
and how to develop code and implement numerical services [16]. A high-level interpreted 
language such as PHP or Python consumes much more than a low-level and compiled 
language [13]. A program is, of course, code, but also the result of applying a software 
engineering approach. Our hypothesis is that an eco-responsible software engineering 
approach will strongly benefit the energy consumption of applications. If an application 
(including its interactions) is well designed (i.e., eco-responsibly designed), then we can 
increase and optimise the performance-energy consumption ratio while satisfying the 
users’ and application’s needs, by using autonomic techniques.  
Green Computing (part of GreenIT) is a recent topic in computer science, especially 
when compared to other traditional topics in this domain. From the software perspective, 
most research has focused on languages (for example, PHP7 consumes 64% less than the 
PHP6 release) and programming techniques (as the GreenSoft project [10] does) and on 
data centers and middleware (virtual machine migration or consolidation, for example). 
In this context, we envision an improvement of traditional development methodologies 
by considering energy savings during the whole development process, from the design 
phase. Our hypothesis is that a holistic approach, which includes green and eco-responsible 
concerns at all the system development stages can provide positive leverage as well as 
avoid side effects (one decision can be positive at one system layer but may trigger negative 
impact on other layers). The main idea is to consider energy consumption aspects related 
to hardware, software, user requirements, scalability, data and service placement, as well 
as deployment policies (duplication, [re-]deployment, etc.), during the whole cycle of the 
development process. In this paper, we motivate the interest of this vision and describe key 
ideas regarding how to address these considerations in the development methodology. The 
structure of the rest of this paper is as follows. In Section 2, we review some relevant related 
work. In Section 3, we describe the key ideas of our proposal. Finally, in Section 4, we 
summarize our conclusions and describe ideas for prospective research. 
2. Related Work  
Literature on Green IT can be analysed through different lens: (i) the working level (or 
focus); (ii) the life cycle position; and (iii) the working techniques. First ly, state-of-the-art 
literature works focus on saving energy at different working levels, including hardware 
(H), software components (C), software architecture or components assemblage (A), and 
software deployment (D). Secondly, existing proposals consider different steps of the 
software life cycle, from designing and coding till software execution (running), as well as 
the methodology guidance. Finally, we may consider the multiple techniques applied on 
the proposed works, including active monitoring, definition of SLAs (Service Level 
Agreements), or “greenness” indicators. Several proposals in the literature have considered 
energy savings on the hardware level or on software deployment [4], [15], but less efforts 
have been invested regarding software components [16] and architectures [9]. Similarly, 
multiple efforts could be observed concerning software execution, mainly in data 
centers/cloud infrastructures [3,4], [18], while we find less efforts on software design and 
methodologies [6], [9], [16]. Besides, most works focus on large infrastructures, such as 
HPC clusters, data centers, and cloud infrastructures [2], [4], [15], [18], while only a few 
works consider mobile applications; besides, in the few proposals tackling mobile apps, 
the proposed solutions often consider only offloading the application execution into cloud 
infrastructures [17]. For instance, the study presented in [9] considers sustainability as a 
quality attribute, following the ISO 25010 format. The authors propose a set of quality 
properties concerning the consumption of resources. The software architecture is 
considered through different viewpoints. Each viewpoint is associated with a set of issues, 
identified by key questions (e.g., how can we measure energy consumption on the different 
nodes executing the software?). An energy profile is considered to support possible 
adjustments on software deployment. Unfortunately, even if a catalogue of best practices 
is mentioned in [16], no guidelines are supplied for helping software developers to define 
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these profiles or support them in how to appropriately use or measure quality attributes and 
properties. Similarly, the GreenSoft project [10] advocates a holistic approach for green 
software development, including the development as well as the maintainability, 
uninstallation, and recycling aspects. Unfortunately, this project focuses mainly on 
hardware issues and energy consumption measurements, with small attention to the 
software development. The development phase considers only the environmental costs 
(how much energy is needed to power the workstations, the cost for remote work, etc.), 
focusing on a “software-hardware” matching (by comparing the consumption of different 
software instances), or on the identification of hotspots in the source code, but ignoring the 
impact of software development decisions. Furthermore, the authors analyse the energy 
consumption of multiple Java I/O (input/output) APIs, using different parameters, and 
demonstrate that significant energy savings are possible. Indeed, since I/O operations are 
often used millions of times in data centers, choosing the right API with an appropriate 
buffer size for a particular operation can lead to energy savings. Energy savings in data 
centers/cloud servers is also considered in [4], whose authors claim that eco-efficiency 
metrics might be part of a multi-criteria optimization process with both performance and 
environmental friendliness goals.  
Several authors underline the challenges to estimate the energy consumption of software 
applications and components [4], [9], [12]. Not only quantifying the energy consumption 
of individual components in a complex software application is a challenging task, but also 
precisely measuring the energy consumption often demands special equipment for 
measuring the hardware consumption. Whilst such equipment could be affordable in large 
infrastructures [6], it is not the case for mobile or edge devices, which means that energy 
consumption monitoring is a challenging task for interactive applications. Some authors 
tackle this issue by proposing software-oriented estimations for energy consumption [9], 
[12]. Even if some authors suggest that common performance metrics may provide insights 
into the behaviour of hardware components [9], and consequently on the energy 
consumption behaviour, the use of such metrics is not integrated in a full design 
methodology. Thus, no guidance is proposed for software developers during application 
design. Developers are left alone regarding the challenging task of applying such indicators 
on their software application. This lack of guidance may lead to energy wasting during the 
software lifetime.  
Another important perspective is the scalability. If we can imagine various deployment s 
to save energy, determining the optimal deployment is not always possible for ‘big’ 
applications composed of many components (well known as an NP-Complete problem). 
Besides, different authors underline the existence of a trade-off between the energy 
consumption, the application performance, and the user’s satisfaction [4]. A trade-off 
between the development efficiency and the energy efficiency is also suggested; the 
authors conclude that different designs can have a significant impact on the energy 
efficiency of the software applications. However, reaching such optimum design demands 
guiding the software developers during the whole software engineering process.  
3.  Towards an Integrated Energy-Aware Software Development 
Methodology  
Up to the authors’ knowledge, no full-fledged eco-responsible software methodology 
exists. Even if a holistic view is recommended by some authors [10], no methodology 
covering the software design, deployment and execution has been proposed so far. This 
lack is currently observed by practitioners, as highlighted in [5], representing an important 
obstacle for green software development. If we want to increase the energy savings and 
propose the best possible deployment, we need a specific software engineering approach  
and ensure that the energy efficiency concerns do not impose a heavy burden on the 
developers. Self-adaptive systems are based on a MAPE (Monitoring, Analysis, Planning 
and Execution) approach [11]. The Monitoring phase needs capturing data. Such data are 
organized and structured in an information system called Knowledge, which is the K in the 
MAPE-K (Monitor-Analyze-Plan-Execute over a shared Knowledge) denomination. This 
knowledge database contains data about sensors, adaptive rules, application state, metrics, 
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etc. The current state of an application is called Context, which is why many research works 
associate context-aware computing and autonomic computing. Even if software 
applications can take advantage of context awareness to save energy [14], this behaviour 
is not commonly observed in the literature. To apply autonomic computing for saving 
energy, we need to tackle some challenges, notably concerning the Monitoring phase. Even 
though some works use context [11], and more generally domain information, in cloud 
computing systems in order to minimize financial costs, very few research works, such as 
[15], do it to minimize energetic costs, and only at the data center level (none of them at 
application level). Covering this gap is one of our perspectives in our work. 
 
A traditional software engineering approach can be described as depicted in Figure 1, 
with eventually a back arrow (to form a feedback loop) between steps 3 and 4 (inspired by 
MAPE-K approaches).  
 
Figure 1: Traditional software engineering approach 
 
Without proposing a rupture of the classical software engineering approach, we argue 
that we can strongly improve energy savings by acting at each step, as illustrated in Figure 
2. Even though, for simplicity, we illustrate a traditional development methodology, this 
approach integrating energy concerns in all the development phases is fully compatible 
with agile methodologies.  
Figure 2: Software engineering approach enriched with energy saving concerns from the design phase 
1) Design (including the Analysis of Requirements). The requirements step and the 
design of applications may involve three main aspects: functional and non-functional 
aspects (including functional and non-functional requirements), HCI (Human Computer 
Interactions) aspects, and data. It is now admitted that the design of an interface has an 
impact on the way it is used and exploited/consumed (e.g., depending on the data 
refreshment frequency required and the colour choices). Besides, the organisation of data 
(type of data, completion, synchronization, etc.) and of course the functional analysis 
(granularity, access mode, duplication/migration capability, running time, etc.)  can also 
lead to significant differences in terms of energy consumption. Additionally, the usage and 
the type of functions have a strong impact. The energy debt has a higher influence (and 
needs additional attention) when there is an intensive use. The energy cost depends on the 
required processes; for example, a pure computation process has usually less impact on 
energy consumption than a streaming one (due to the high cost of data transfer). The 
identification of such information may help to focus on the correct aspects.  
2) Implementation. As presented in Section 1, programming languages (including 
patterns and frameworks) have a strong impact on energy consumption. Although less 
visible, some other aspects such as the choice of the type of variables/objects (e.g., using 
int as opposed to using integer), control structures, and specific instructions also influence 
the energy cost of the code’s execution. Current compilers can optimize the code, but from 
an execution time point of view instead of an eco-responsible point of view; some works 
analyse the impact of choosing among different compiler optimization levels, but a 
complete integrated and automated approach considering both metrics (performance and 
energy consumption), and analysing the potential trade-offs between them, is still missing. 
3) Deployment and redeployments. The choice of deployment plays also an important 
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role. For example, a host using 20-80% of the CPU (on average) consumes more or less 
the same [7]. It may then be interesting to move some processes to other nodes in order to 
free some CPU under 20% (economy mode, to decrease the voltage consumption) or to 
avoid the burst mode (CPU consumption higher than 80%, where there is a strong 
consumption increase). Moreover, regarding the edge computing/WSN (Wireless Sensor 
Networks) philosophy, it may be interesting to move/duplicate some data to specific 
locations to enhance the data locality during execution (i.e., move the computation closer 
to the data) and thus minimize the transfer of data and the communication latency. 
4) Execution. Measuring both the hosts’ and apps’ activity (HCI/services/data 
accesses) provides an important number of indicators (indicators on bandwidth 
consumption/services and hosts, detailed CRUD —Create, Read, Update and Delete— 
accesses, data consumers/providers, localizations, etc.). The analysis of those indicators, 
as done for context-aware apps and in autonomic computing, allow to have high level 
indicators to be re-injected into the decision process in order to better perform the 
deployments (learning techniques can also be applied to detect habits). 
The loop between stage (3) and (4) implements this autonomic point of view. The 
objective here is to analyse the deployments and see how we can better deploy (or re-
deploy) tasks in order to better use the hardware and avoid for example a CPU power boost 
phase, minimize swapping, or better use the network interfaces [1]. Such dynamic in tasks 
placement allows to move them to the most suitable devices in order to minimize/optimize 
the use of hardware resources. Actions on data with partial duplication or data migration, 
for example, is also a promising approach. Of course, those actions have to take into 
account the cost of moving/duplicating tasks/data, as well as the cost of keeping the data 
replicas synchronized (in case updates are allowed). We believe that the adoption of 
holistic approaches (encompassing all the stages of development, starting from the 
analysis, and including the design, deployment, execution, and reconfigurations steps) is 
the only way to really obtain significant gains in terms of energy savings.  
4. Conclusions and Future work 
In this paper, we have proposed an integrated energy-aware software development 
methodology considering all the system layers, from the design to the execution phase (thus 
addressing aspects related to the software, hardware, user requirements, data, and 
execution contexts). Our vision is to guide the designers as well as the software architects 
by providing useful metrics and parameters that then will be integrated in autonomic 
decisions to obtain energy savings. Furthermore, our approach can also integrate measures 
to raise the awareness of the users about their applications’ energy footprint.  The 
parameters and metrics will be integrated in the software development at the design time, 
which requires a middleware platform that respects those indications during execution, 
mainly based on a MAPE-K strategy.  
To test and validate our methodology, we will develop a middleware that will integrate an 
eco-responsible usage and autonomic rules with dedicated metrics encompassing both 
green computing aspects and interactivity aspects. The result is a prototype under 
validation for technological transfer (with one patent under redaction). We are currently 
identifying key elements in software engineering in order to help designers to propose eco-
responsible software and identify metrics to help by improving the placement of their 
execution (including the [re-]placement of data). 
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