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Abstract
Positive semidefiniteness, recursiveness, and the variety condition of a moment matrix are
necessary and sufficient conditions to solve the quadratic and quartic moment problems.
Also, positive semidefiniteness, combined with another necessary condition, consistency,
is a sufficient condition in the case of extremal moment problems, i.e., when the rank of
the moment matrix (denoted by r) and the cardinality of the associated algebraic variety
(denoted by v) are equal. However, these conditions are not sufficient for non-extremal
sextic or higher-order truncated moment problems.
In this paper we settle three key instances of the non-extremal (i.e., r < v) sextic
moment problem, as follows: when r = 7, positive semidefiniteness, consistency and the
variety condition guarantee the existence of a 7-atomic representing measure; when r = 8
we construct two determining algorithms, corresponding to the cases v = 9 and v = +∞.
To accomplish this, we generalize the rank-reduction technique developed in previous work,
where we solved the nonsingular quartic moment problem and found an explicit way to
build a representing measure.
Keywords: sextic moment problems, non-extremal truncated moment problems,
algebraic variety, rank reduction
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1. Introduction
Given a collection of real numbers β ≡ β(2n) = {β00, β10, β01, · · · , β2n,0, β2n−1,1,
· · · , β1,2n−1, β0,2n}, the truncated real moment problem (TMP) consists of finding a posi-
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tive Borel measure µ supported in the real plane R2 such that
βij =
∫
xiyj dµ (i, j ∈ Z+, 0 ≤ i+ j ≤ 2n).
The collection β is called a truncated moment sequence (of order 2n) and µ is called a
representing measure for β.
Naturally associated with each TMP is a moment matrix M(n) ≡ M(n)(β), defined
by
M(n)(β) := (β i+j)i, j ∈Z2
+
:|i|,|j|≤n.
In order to define a functional calculus for the columns of M(n), we label the columns
of M(n) with the following lexicographical order: 1 , X, Y,X2, XY, Y 2, · · · , Xn, · · · , Y n.
Let M [i, j] be the Hankel matrix of size (i + 1) × (j + 1) whose entries are moments of
order i+ j, as follows:
M [i, j] :=


βi+j,0 βi−1+j,1 · · · βi,j
βi−1+j,1 βi−2+j,2 · · · βi−1,1+j
...
. . .
. . .
...
βj,i βj−1,i+1 · · · β0,i+j

 .
Note that M(n) = (M(i, j))i,j=1,··· ,n, and that
M(n+ 1) =
(
M(n) B
B∗ M(n+ 1, n+ 1)
)
,
where B is the block matrix (M(i, n+1))i=1,··· ,n. The matrixM(n) detects the positivity
of the Riesz functional Λ : p 7→
∑
ij aijβij (p(x, y) ≡
∑
ij aijx
iyj) on the cone generated
by the collection {p2 : p ∈ R[x, y]}.
In addition to its importance for applications, a complete solution of TMP would
readily lead to a solution of the full moment problem, via a weak-* convergence argument,
as shown by J. Stochel [40]. While we primarily focus on truncated moment problems,
the full moment problem (in one or several variables) has been widely studied; see, for
example, [1], [2], [17], [23], [24], [25], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37],
[38], [41], [42], [43].
Building on previous work for the case of real moments, several years ago the first
named author and L. Fialkow introduced in [4], [5] and [6] an approach to TMP based
on matrix positivity and extension, combined with a new “functional calculus” for the
columns ofM(n). This allowed them to show that TMP is soluble in the following cases:
(i) TMP is of flat data type [4], i.e., rank M(n) = rank M(n− 1);
(ii) the columns 1 , X, Y are linearly dependent [5, Theorem 2.1];
(iii) M(n) is singular and subordinate to conics [7], [8], [9], [10];
(iv)M(n) admits a rank-preserving moment matrix extensionM(n+1), i.e., an extension
M(n+ 1) which is flat [11];
(v) M(n) is extremal, i.e., rank M(n) = card V(β(2n)), where V(β) ≡ V(β(2n)) is the
algebraic variety of β [12].
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(vi)M(n) is recursively determinate, that is, ifM(n) has only column dependence relations
of the form
Xn = p(X,Y ) (p ∈ Pn−1);
Y m = q(X,Y ) (q ∈ Pm, q has no y
m term, m ≤ n),
where Pk denotes the subspace of polynomials in R[x, y] whose degree is less than or equal
to k [13].
The common feature of the above mentioned cases is the presence, at the level of the
column space CM(n), of algebraic conditions implied by the existence of a representing
measure with support in a proper real algebraic subset of the plane. However, the chief
attraction of the truncated moment problem (TMP) is its naturalness: since the data set
is finite, we can apply “finite” techniques, grounded in finite dimensional operator theory,
linear algebra, and algebraic geometry, to develop algorithms for explicitly computing
finitely atomic representing measures.
Consistent with this view, in this paper we solve the non-extremal sextic moment prob-
lem, as follows. Without loss of generality, one assumes thatM(2) is invertible, and that
M(3) is not a flat extension ofM(2); that is, r ≥ 7. When r = 7, positive semidefiniteness,
consistency and the variety condition guarantee the existence of a 7-atomic representing
measure; when r = 8 we construct two determining algorithms, corresponding to the cases
v = 9 and v = +∞. To accomplish this, we generalize the rank-reduction technique
developed in [16], where we solved the nonsingular quartic moment problem and found an
explicit way to build a representing measure.
1.1. Necessary Conditions
In order to introduce basic necessary conditions for the existence of a measure, let µ
be a representing measure of β. First, we can compute that
0 ≤
∫
|p(x, y)|2 dµ =
∑
i,j,k,ℓ
aijakℓ
∫
xi+kyj+ℓ dµ =
∑
i,j,k,ℓ
aijakℓβi+kβj+ℓ
which is equivalent to the conditionM(n) ≥ 0. We next define an assignment from Pn to
CM(n); given a polynomial p(x, y) ≡
∑
ij aijx
iyj, we let p(X,Y ) :=
∑
ij aijX
iY j (so that
p(X,Y ) ∈ CM(n)), which is the so-called “functional calculus.” We also let Z(p) denote
the zero set of p and define the algebraic variety of β by
V ≡ V(β) :=
⋂
p (X,Y )=0, deg p≤n Z(p). (1.1)
If p̂ denotes the column vector of coefficients of p, then we see at once that p(X,Y ) =
M(n)p̂, that is, p(X,Y ) = 0 if and only if p̂ ∈ ker M(n). It follows that supp µ ⊆ V(β)
and r := rank M(n) ≤ card supp µ ≤ v := card V [6]. Thus, r ≤ v is a necessary
condition for solubility, referred to as the variety condition. In addition, if p is any
polynomial of degree at most 2n such that p|V ≡ 0, then the Riesz functional Λ must
satisfy Λ(p) :=
∫
p dµ = 0; this is the so-called consistency of the moment sequence, and
is also a necessary condition for solubility [12].
Positive semidefiniteness, recursiveness and the variety condition solve the quadratic
and quartic moment problems (see [4], [8], [21]). Moreover, the main result in [12]
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establishes that the preceding three conditions together with consistency are sufficient in
the case of extremal moment problems (i.e., r = v). In [12], the authors also showed
that consistency cannot be replaced by the weaker condition that M(n) is recursively
generated, (RG), that is, if p(X,Y ) = 0, then (p q)(X,Y ) = 0, for each polynomial q with
deg(p q) ≤ n.
Any singular moment matrix M(n) must have at least one linear column dependence
relation. A result independently proven by H.M. Mo¨ller [26] and C. Scheiderer says that
the polynomials associated to the column relations generate a real radical ideal I whenever
M(n) ≥ 0 (cf. [25, Subsection 5.1, p.203] and [24]). Through this fact, we can exploit
some results from algebraic geometry for the study of TMP; for example, we have applied
the Division Algorithm for multivariable polynomials to obtain a structure theorem that
plays an important role in getting the main results in [15].
1.2. Flat Extensions
We recall that if M(n) admits a flat extension M(n+ 1), then β has an rank M(n)-
atomic measure. This result is called the Flat Extension Theorem and is the most general
solution to TMP, even though the actual construction of an extension is sometimes not
feasible for high-order TMP. This theorem will be used implicitly in the proof of the first
main result, Theorem 3.2. For the reader’s convenience, we recall that the general form
of a flat extension of a positive semidefinite matrix A is given by(
A AW
W ∗A W ∗AW
)
for some matrix W . Note that while flat extensions have a simple algebraic structure,
generating flat extensions of a moment matrix A ≡ M(n) requires verification that the
blocksAW andW ∗AW satisfy the relevant Hankel properties. In other words, an extension
M(n+ 1) must be positive semidefinite while maintaining the moment matrix structure.
1.3. Centrality of Extremal Moment Problems
The results in [4] and [6] show that any soluble TMP with a finite algebraic variety
must have a moment matrix extension which is extremal (see also [19]). We thus need to
find the minimal integer k satisfying rank M(n + k) = rank M(n + k + 1). However,
the process is intricate; for example, even the latest version of Mathematica is unable to
deliver the symbolic calculation needed to generate the most general extension M(3) of
an invertible M(2). The existence criterion in [6, Theorem 1.5] provided an upper bound
for the length of the extension sequence, which is k = 2n2+6n+6; while the criterion sets
a finite bound, it is definitely not sharp; for example, if n = 3, then k = 42. However, for
the cases with a finite variety, the following theorem gives a significantly sharper bound.
Theorem 1.1. [19] Suppose v <∞. Then β admits a representing measure if and only
if M(n)(β) has a positive extension M(n+ v− r+1) satisfying rank M(n+ v− r+1) ≤
card VM(n+v−r+1).
The number v − r is called the extremality gap. This theorem says that for a moment
sequence to have a representing measure, M(n) must have an extension sequence (with
ranks possibly increasing) with maximal length k = v − r. For instance, if M(3) is
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singular with invertible M(2) and v <∞, then the maximal cardinality of a finite V is 9
and the minimal rank is 7 (if we assume that M(2) is invertible and that M(3) is not a
flat extension of M(2)). Thus, we get k ≤ v − r ≤ 9− 7 = 2 and it is sufficient to check
extensions up to M(3 + 2 + 1) =M(6).
1.4. The Sextic Moment Problem
Using Theorem 1.1, and focusing on the values r, v and the extremality gap v − r, we
can classify all sextic truncated moment problems, as follows. Let us first denote rn :=
rank M(n) and vn := card V(M(n)). (Hereafter, we will use this notation throughout
our presentation.) First, note that each extension must satisfy the variety condition, and
so it is necessary for the following chain of inequalities to be true:
rn ≤ rn+1 ≤ rn+2 ≤ · · · ≤ vn+2 ≤ vn+1 ≤ vn.
Since we have a complete solution to the quartic moment problem, we may always assume
that the submatrix M(2) in M(3) is invertible, that is, M(2) > 0. In Table 1 we list
all the possible sextic moment problems and provide some information for each case; we
notice that the case of r3 = v3 = 9 cannot happen. For, if the rank is 9, the moment
matrix has only one column relation, which means the algebraic variety is the graph of an
algebraic curve in the plane, and therefore infinite.
Table 1: Classification of sextic moment problems according to r and v
r3 v3 v3 − r3 Max Extension Solution Presented in
7 7 0 M(4) extremal [14], [15]
7 8 1 M(5) Theorem 3.2 below
7 9 2 M(6) Theorem 3.2 below
7 ∞ N/A N/A Theorem 3.2 below
8 8 0 M(4) extremal [15]
8 9 1 M(5) Algorithm 4.2
8 ∞ N/A N/A Algorithm 5.5
9 ∞ N/A N/A [20] (particular cases)
10 ∞ N/A N/A unknown
In general, a TMP with infinite algebraic variety is much more difficult to study than
one with a finite variety; we know that the atoms of a representing measure must lie on the
graph of an algebraic curve, but we don’t know exactly which points are in the support of
the measure when we attempt to build a flat extension. This might be one of the reasons
why, for n ≥ 3, the nonsingular TMP and the TMP admitting a single column relation
remain unsolved yet.
Since a solution to the extremal case of the sextic moment problem (i.e., when the
extremality gap is zero) is provided in [15], in this paper we focus on the cases with
nonzero extremality gap.
We conclude this subsection listing a key proposition which will be used in the proof
of the main results.
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Proposition 1.2. (cf. [4, Proposition 3.1]) Suppose µ is a representing measure for β.
For p ∈ Pn,
supp µ ⊆ Z(p) ⇐⇒ p(X,Y ) = 0.
1.5. Statement of the Main Results
It is well-known that any rank-one positive semidefinite matrix must be of the form
xx∗ for some nonzero vector x ∈ Cn. Also, a positive matrix A can be written as a sum:
A =
k∑
i=1
xix
∗
i ,
for some nonzero vectors xi ∈ C
n for i = 1, . . . , k. The minimum number of summands is
the rank of A. On the other hand, if M(n) has an r-atomic measure µ ≡
∑r
i=1 ρiδ(xi,yi),
then we may write M(n) as
M(n) =
r∑
i=1
ρiviv
∗
i ,
where the densities ρi are positive, the column vector vi is given by (1, xi, yi, . . . , x
n
i , x
n−1
i yi,
. . . , xiy
n−1
i , y
n
i )
T , and the point (xi, yi) is in the algebraic variety V for all i = 1, . . . , r.
In [21], L.A. Fialkow and J. Nie proved abstractly the existence of a representing
measure for the nonsingular quartic MP; they did this using convex analysis techniques.
They also gave an upper bound of 15 for the cardinality of the support of a representing
measure. Using the above mentioned rank-one decomposition, in [16] we obtained a
concrete solution of the nonsingular quartic MP, and we were able to discover a method for
constructing a representing (6-atomic) measure using some of the results in [8]. Applying
and extending the techniques in [16], we are now able to solve completely the non-extremal
sextic moment problems of rank 7, as follows.
Theorem 1.3. Let V ≡ V(M(3)) be the algebraic variety of M(3)(β(6)) and let v be the
cardinality of V (v = +∞ is a possible value). IfM(3) is consistent,M(3) ≥ 0,M(2) > 0,
rankM(3) = 7, and v ≥ 8, then β(6) has a 7-atomic measure.
Theorem 1.3 covers three cases in Table 1; it shows that positivity, consistency and
the variety condition are often sufficient for solubility. However, many instances of TMP
as in [14], [15], and [20] show that a solution to sextic or higher MP requires numerical
conditions associated with the given moment data. In general, it is difficult to describe
these conditions as generic properties of the moment matrix, so one typically settles for an
algorithm. This phenomenon is likely the main remaining obstacle in obtaining a general
solution to the other cases listed in Table 1.
When specific generic properties of the moment matrix that detect solubility are not
available, we find algorithms; for example, in the rank-8 cases with nonzero extremality
gaps. In our algorithms, we strive to write M(n) as a sum M(n) = M˜(n) + P for some
positive moment matrix P , which in turn is associated to a few atoms; we then proceed
to check if M˜(n) has a representing measure.
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2. Preliminary Matricial Results
When we decompose of a moment matrix as a sum M(n) = M˜(n) + P , the goal is to
both reduce the rank (i.e., rank M˜(n) < rank M(n)) and obtain a moment matrix M˜(n)
for which we can use previous known results to solve TMP. In some cases, we can even
make M˜(n) flat. Controlling the rank of the matrices requires a well known fundamental
inequality:
Lemma 2.1. Let A and B be finite matrices. Then
rank (A+B) ≤ rank A+ rank B (2.1)
Another condition we have to ensure is the positive semidefiniteness of M˜(n). We
investigate the eigenvalues of M˜(n), and need to show its minimal eigenvalue is zero. We
now denote each eigenvalue of an n × n matrix A as λi(A) for some i and arrange them
in the ascending order
λ1(A) ≤ · · · ≤ λn(A). (2.2)
2.1. Eigenvalue Inequalities
The following theorem shows the relationship between the eigenvalues of the matrix
and its perturbation by a rank-one matrix.
Theorem 2.2. [22] Let A ∈ Mn be Hermitian and let z ∈ C
n be a given vector. If
the eigenvalues of A and A ± zz∗ are arranged in increasing order as above, we have for
k = 1, 2, . . . , n− 2,
(i) λk(A± zz
∗) ≤ λk+1(A) ≤ λk+2(A± zz∗),
(ii) λk(A) ≤ λk+1(A± zz
∗) ≤ λk+2(A).
Indeed, there is a more general version of the preceding result.
Theorem 2.3. [22] Let A,B ∈Mn be Hermitian and suppose that B has rank at most r.
Then
(i) λk(A+B) ≤ λk+r(A) ≤ λk+2r(A+B) for k = 1, 2, . . . , n− 2r;
(ii) λk(A) ≤ λk+r(A+B) ≤ λk+2r(A) for k = 1, 2, . . . , n− 2r;
(iii) If A = UΛU∗ with U =
(
u1 u2 · · · un
)
∈ Mn unitary and Λ = diag(λ1, . . . , λn)
with λ1 ≤ λ2 ≤ · · · ≤ λn, and if
B = λnunu
∗
n + λn−1un−1u
∗
n−1 + · · ·+ λn−r+1un−r+1u
∗
n−r+1,
then λmax(A−B) = λn−r(A).
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In order to check the positivity of some moment matrices in Section 5, we will use the
following version of Choleski’s Algorithm.
Lemma 2.4. [3] Assume that
P =
(
u t
t∗ P0
)
,
where P0 is an (n− 1)× (n− 1) matrix, t is a row vector, and u is a real number.
(i) Let P0 be invertible. Then detP = detP0(u− tP
−1
0 t
∗).
(ii) Let P0 be invertible and positive. Then
P ≥ 0 ⇐⇒ (u− tP−10 t
∗) ≥ 0 ⇐⇒ detP ≥ 0.
(iii) Let u > 0. Then P ≥ 0 ⇐⇒ P0 − t
∗u−1t ≥ 0.
(iv) Let P ≥ 0 and pii = 0 for some i, 1 ≤ i ≤ n. Then pij = pji = 0 for all j = 1, · · · , n.
2.2. Determinantal Formulas
In order to have rank M˜(n) < rank M(n) and maintain positivity, we additionally
need to study determinantal formulas of the perturbed matrix M˜(n). In the sequel, we
will use the following notations: we shall denote by A =
(
aij
)
1≤i,j≤m an arbitrary square
matrix, and by I1 ≡ I1(m) the m×m matrix with 1 in the (1, 1)-entry and 0 in all other
entries. We shall let A{i1,...,ik} denote the compression of A to the columns and the rows
indexed by {i1, . . . , ik}.
One easily checks that, for α ∈ R
det(A− α I1) = det(A)− α det
(
A{2,3,...,m}
)
. (2.3)
On the other hand, the Spectral Theorem guarantees that any rank-one Hermitian matrix
is unitarily equivalent to a scalar multiple of I1(m). If P is rank-one, there exists a unitary
operator U such that U∗PU = λ I1, where λ is the only nonzero eigenvalue of P . We now
generalize (2.3) as follows.
Proposition 2.5. Let A be an arbitrary square matrix of size m, and let P , U and λ be
as above. Then
det(A− ρP ) = det(A)− ρ λdet
(
(U∗AU){2,3,··· ,m}
)
for all ρ ∈ R.
Proof. Recall that U∗PU = λ I1(m). Thus,
det(A− ρP ) = det(U∗AU − ρ λ I1(m))
= det(U∗AU)− ρ λdet
(
(U∗AU){2,3,··· ,m}
)
= det(A)− ρ λdet
(
(U∗AU){2,3,··· ,m}
)
.

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3. Non-extremal M(3) of Rank 7
The following example of a rank-7, sextic moment problem with an infinite variety was
introduced in [45, Appendix].
Example 3.1 (An illustration of Theorem 1.3). Beginning with a sextic TMP ad-
mitting an 8-atomic measure, five of whose atoms lie on the horizontal line y = 1, we
allow one of the moments, β60, to vary as a parameter. The resulting moment matrix
M(3) is positive semidefinite, it depends on β60, and it has rank 6 or 7 according to the
value of β60:
M(3)(β60) :=


8 19 3 233 35 67 1441 247 1 −303
19 233 35 1441 247 1 14501 1511 365 455
3 35 67 247 1 −303 1511 365 455 2503
233 1441 247 14501 1511 365 121489 14671 1633 151
35 247 1 1511 365 455 14671 1633 151 −2111
67 1 −303 365 455 2503 1633 151 −2111 −16527
1441 14501 1511 121489 14671 1633 β60 122015 15245 2543
247 1511 365 14671 1633 151 122015 15245 2543 3413
1 365 455 1633 151 −2111 15245 2543 3413 17615
−303 455 2503 151 −2111 −16527 2543 3413 17615 118447


.
We are of course interested in the case rankM(3) = 7. We can use Gaussian elimination
to determine the necessary and sufficient condition for rankM(3) = 7, while maintaining
positive semidefiniteness. The moment matrix M(3)(β60) has three column relations (i.e.,
the columns X2Y , XY 2, and Y 3 depend on the remaining seven columns), and it is
possible to identify precisely the three polynomials arising from the column relations. A
calculation shows that the intersection of the corresponding zero sets consists of the line
y = 1 together with three additional points in the (x, y)-plane. Thus, the algebraic variety
is infinite, while the rank of the moment matrix is 7. M(3) is recursively generated
and satisfies the variety condition; also, M(3)(β60) admits a flat extension, M(4), so
that the TMP associated with M(3) is soluble, and the 7-atomic representing measure has
support in the algebraic variety. Surprisingly, the value of β60, which played a key role
in determining both the rank and the positive semidefiniteness of M(3), plays no role in
the calculation of the flat extension. Thus, the moment matrix automatically generates a
family of examples, indexed by β60. 
In contrast with Example 3.1, we recall that there are some moment matrices M(3)
of rank 8 or 9, with an infinite variety (see [20] and [13]), and which have no representing
measure. Also, we know that one can easily find a pair of cubic polynomials sharing 8 or
9 points, which allow us to construct related moment matrices with nonzero extremality
gaps, with or without representing measures. However, it is quite difficult to find a triple
of cubics intersecting at more than 7 points. If one such triple has 7 intersecting points,
its associated moment problem is extremal and a solution was presented in [15], using the
consistency property. Nevertheless, we have not been able to find three cubics with an
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algebraic variety whose cardinality is 8 or 9. Thus, we believe that the sextic MP of rank
7 is more rigid than the corresponding sextic MP with rank 8 or 9. Further, one is led to
conjecture that positivity, consistency and the variety condition may be sufficient for the
existence of a measure, as in Example 3.1.
We are now ready to prove Theorem 1.3, which we restate for the reader’s convenience.
Theorem 3.2. Let V ≡ V(M(3)) be the algebraic variety of M(3)(β(6)) and let v be the
cardinality of V (v = +∞ is a possible value). IfM(3) is consistent,M(3) ≥ 0,M(2) > 0,
rankM(3) = 7, and v ≥ 8, then β(6) has a 7-atomic measure.
Proof. We first claim that there is a point (a, b) ∈ V such that no conic can contain all
the points in V − {(a, b)}. To verify the claim, and without loss of generality, we assume
that v < +∞ and we let (x1, y1), · · · , (xv , yv) in V denote v distinct points in V . We now
build the generalized Vandermonde matrix
E =
(
1 xi yi x
2
i xiyi y
2
i x
3
i x
2
i yi xiy
2
i y
3
i
)v
i≥1 .
Since the three polynomials associated to the column relations ofM(3) must pass through
all the points in V , the matrix has only 7 linearly independent columns, and a fortiori only
7 linearly independent rows. Thus, we can find a row Rj associated with a point (xj , yj)
which is a linear combination of the other rows Ri for i 6= j; namely, Rj =
∑
i6=j kiRi for
some ki ∈ R. Assume now that a quadratic polynomial c(x, y) ≡ c1 + c2x+ c3y + c4x
2 +
c5xy+c6y
2 vanishes on V−{(xj , yj)}, and therefore on every point (xi, yi) for i 6= j. This
fact can be described using matrix multiplication, as follows: for i 6= j,
Ri a =
(
1 xi yi x
2
i xiyi y
2
i x
3
i x
2
i yi xiy
2
i y
3
i
)
a = 0,
where a =
(
c1, c2, c3, c4, c5, c6, 0, 0, 0, 0
)T
. This leads to
Rj a =
∑
i6=j
kiRi a = 0 =⇒ c(xj , yj) = 0. (3.1)
Therefore, c also vanishes on (xj , yj). Since the initial v points were arbitrarily chosen
within V , it is clear that c|V ≡ 0. SinceM(3) is consistent, we immediately conclude that
c(X,Y ) = 0 in the column space of M(3); but c is a polynomial of degree 2, so this is a
contradiction to the fact that M(2) is invertible. We have thus established the claim.
Now, let us denote by (a, b) the above mentioned point (xj , yj), and consider the vector
v =
(
1, a, b, a2, ab, b2, a3, a2b, ab2, b3
)T
. Notice that vvT is a rank-one moment matrix,
with the representing measure δ(a,b). We now define
M˜(3) :=M(3)− ρvvT ,
for some ρ 6= 0. Our strategy is to show that there is a positive ρ such that M˜(2) > 0,
M˜(3) ≥ 0, and rank M˜(3) = 6. If so, M˜(3) is a flat extension of M˜(2) > 0, and
it therefore admits a 6-atomic representing measure; as a consequence, M(3) admits a
7-atomic representing measure.
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To find ρ, we first try to bound the rank of M˜(3). Since rank M(3) ≤ rank M˜(3) +
rank
(
vvT
)
(by Lemma 2.1), it follows that rank M˜(3) ≥ 6. On the other hand, the
matrix vvT has the representing measure δ(a,b) and the point (a, b) is in the the algebraic
variety ofM(3), and so the three column relations inM(3) must hold in vvT as well. This
means M˜(3) has at least three column dependence relations, and therefore rank M˜(3) ≤ 7.
Combining the two estimates, we know that rank M˜(3) is 6 or 7.
We briefly pause to observe that all compressions of the rank-one operator vvT to a
basis B of the column space CM(3) are still rank-one; indeed the (1, 1)-entry of vvT is 1,
and the column 1 is in B. We now return to the search for the desired ρ. We need to
evaluate some determinants, so let B be the basis of CM(3). According to Proposition 2.5,
all leading principal minors of M˜(3)B are linear in ρ. In particular,
det
(
M˜(3)B
)
= det (M(3)B)− ρ λdet
(
(U∗M(3)BU){2,3,...,7}
)
, (3.2)
for some unitary matrix U , where λ is the only nonzero eigenvalue of the rank-one matrix
(vvT )B. Since M(3) is positive semidefinite, the compressionM(3)B is positive definite,
which guarantees that both det (M(3)B) and λdet
(
(U∗M(3)BU){2,3,...,7}
)
are positive.
If we now choose ρ to make the right-hand side of (3.2) equal to zero, that is, ρ :=
det (M(3)B) /
(
λdet
(
(U∗M(3)BU){2,3,...,7}
))
, we see that det
(
M˜(3)B
)
= 0, and there-
fore the rank of M˜(3) becomes 6. Suppose now that the eigenvalues of M(3) and M˜(3)
are arranged in ascending order as in Theorem 2.2. Then we see that 0 < λ4(M(3)) ≤
λ5(M˜(3)), and hence that λk(M˜(3)) > 0 for k = 5, . . . , 10. This tells us that M˜(3) has
exactly 6 positive eigenvalues along with zero whose multiplicity is 4. In other words, M˜(3)
is positive semidefinite.
Moreover, the proof of the initial claim reveals that the algebraic variety associated
with M˜(3), V˜, is obtained from V by removing the point (a, b). This immediately shows
that M˜(2) is positive definite: for, if rank M˜(2) < 6, then there would exist a nonzero
quadratic form c(x, y) with c(X,Y ) = 0 in the column space of M˜(2); by the Extension
Principle [4, Proposition 3.9], we would then conclude that c(X,Y ) = 0 in the column
space of M˜(3), and therefore V˜ ⊆ Z(c), that is, the quadratic form c would vanish on
V − {(a, b)}, a contradiction to the original claim. We have thus proved that M˜(3) is a
flat extension of M˜(2), and it therefore has a 6-atomic representing measure. We conclude
that M(3) has a 7-atomic representing measure, as desired. 
Careful analysis of the proof of Theorem 3.2 shows that the following generalization
holds.
Corollary 3.3. Let V ≡ V(M(n)) be the algebraic variety of M(n)
(
β(2n)
)
and let v
be the cardinality of V. Suppose M(n) is consistent, and that M(n − 1) > 0 and its
associated moment sequence has an r-atomic representing measure. If M(n)(β(2n)) ≥ 0,
rankM(n) = n(n+1)2 + 1, and v ≥
n(n+1)
2 + 2, then β
(2n) has a (r+1)-atomic measure.
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4. M(3) with r = 8 and v = 9
To date, most concrete solutions of sextic moment problems include numerical condi-
tions on one or more of the moments; it is generally intricate to express these numerical
conditions as specific properties of the moment matrix. Moreover, when we solve a recur-
sively determinate [13] sextic moment problem (r = 8 and v ≥ 8), we need to maintain
recursiveness to build the extensionM(4), and we must also verify the positivity ofM(4).
This leads naturally to an algorithmic approach to TMP, as we will see in the following
main result. We first pause to formulate the key mathematical problem of this section.
Problem 4.1. Suppose M(3) ≥ 0 is of rank 8, consistent, with M(2) > 0, and with
v = 9. Let V ≡ {(xi, yi)}
9
i=1 be the algebraic variety of M(3). Under what conditions
does the moment sequence admit a representing measure?
Algorithm 4.2. This Algorithm provides a solution to Problem 4.1.
Step 1. Build the generalized Vandermonde matrix of V, namely,
E :=
(
1 xi yi x
2
i xiyi y
2
i x
3
i x
2
i yi xiy
2
i y
3
i
)9
i=1
. (4.1)
Now label the columns of E with monomials just as we did for a moment matrix. Since
E has 8 linearly independent rows, we can pick a point (a, b) ∈ V such that the row R(a,b)
associated with (a, b) is linearly dependent on the other 8 rows.
Step 2. Let B be the basis for the column space of E and let EB denote the resulting matrix
after removing the two dependent columns and the row R(a,b) from E. Observe that EB
is a square matrix of size 8 × 8; we claim that it is invertible. For, if EB were singular,
there would be another cubic vanishing on V −{(a, b)}; by the Cayley-Bacharach Theorem
[18], every cubic passing through any eight of the nine points also passes through the ninth
point. By Consistency, this new cubic gives rise to a column relation inM(3), in addition
to the two given column relations. This is a contradiction with the hypothesis that the
rank of M(3) is 8.
Step 3. Once we have verified that EB is invertible, we choose another point (c, d) ∈ V
((c, d) 6= (a, b)) and eliminate the row R(c,d) associated with (c, d) from EB; we denote
this matrix as E ′B. Note that E
′
B has rank 7 and this fact implies that there is a new cubic
polynomial r(x, y) vanishing on V̂ := V − {(a, b), (c, d)}, besides p(x, y) and q(x, y). The
polynomial r(x, y) has a significant role in what follows.
Step 4. We will now use a rank-one decomposition ofM(3), and will try to understand the
structure of the decomposition in case a representing measure exists. Suppose M(3) has a
representing measure. Then the variety condition forces a measure to be 8- or 9-atomic. Let
us define a vector-valued function v(x, y) :=
(
1, x, y, x2, xy, y2, x3, x2y, xy2, y3
)T
. Then, we
may write
M(3) = M˜(3) +m1v(a, b)v(a, b)
T +m2v(c, d)v(c, d)
T ,
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where m1 and m2 are nonnegative (not simultaneously zero) for (a, b), (c, d) ∈ V. Notice
that the moment matrices v(a, b)v(a, b)T and v(c, d)v(c, d)T , have the representing mea-
sures δ(a,b) and δ(c,d), respectively. Therefore, in the presence of a measure, we should be
able to find a moment matrix M˜(3) with a 6- or 7-atomic measure (since rank M˜(3) = 6
or 7). Denote such representing measure by µ˜, supported in V̂, that is, supp µ˜ ⊆ V̂. Since
V̂ ⊆ Z(r), it follows that supp µ˜ ⊆ Z(r), and therefore r(X,Y ) = 0 in M˜(3), by Propo-
sition 1.2. In short, our goal is to find nonnegative m1 and m2 such that r(X,Y ) = 0 in
M˜(3).
Step 5. In order to find such m1 and m2, we need to solve a linear system of 10 equations
with the two unknowns m1 and m2. If no nonnegative solutions exist, M(3) does not have
a representing measure. In the case when a solution does exist, we must check whether
M˜(3) ≥ 0 with the fixed m1 and m2 (equivalently, ΛM˜(3)(x
iyjr) = 0 for 0 ≤ i+ j ≤ 3).
Step 6. After checking positive semidefiniteness, we still have the two possible cases based
on the values of rank M˜(3): If rank M˜(3) = 6, then M˜(3) is a flat extension of M˜(2);
hence M˜(3) has a 6-atomic measure, and so M(3) has an 8-atomic measure. Finally,
to cover the case rank M˜(3) = 7, notice that card V(M˜(3)) = 7; if the cardinality
of the variety is 7, then M˜(3) is extremal and we need to use the results in [15]. If
card V(M˜(3)) ≥ 8, then it follows from Theorem 3.2 that M˜(3) admits a representing
measure and so does M(3).
The construction of the Algorithm is therefore complete. 
The following example explains how the algorithm works.
Example 4.3. Consider M(3) with two free moments β30 and β40:

1 0 0 1 0 1 β30 0 −β30 0
0 1 0 β30 0 −β30 β40 0 β22 0
0 0 1 0 −β30 0 0 β22 0 9
1 β30 0 β40 0 β22 41β30 0 −16β30 0
0 0 −β30 0 β22 0 0 −16β30 0 −9β30
1 −β30 0 β22 0 9 −16β30 0 −9β30 0
β30 β40 0 41β30 0 −16β30 β60 0 β42 0
0 0 β22 0 −16β30 0 0 β42 0 β24
−β30 β22 0 −16β30 0 −9β30 β42 0 β24 0
0 0 9 0 −9β30 0 0 β24 0 81


,
where β22 = 25 − β40, β60 = −400 + 41β40, β42 = 400 − 16β40, and β24 = 225 − 9β40.
After row reduction, we see that M(3) has two column relations:
XY 2 = 25X −XY and Y 3 = 9Y.
The algebraic variety of these two polynomials is the 9-point set
V := {(−5, 0), (−4,−3), (−4, 3), (0,−3), (0, 0), (0, 3), (4,−3), (4, 3), (5, 0)}.
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Moreover, using [19, Proposition 3.6], a Mathematica calculation reveals that M(3) is
consistent. Let (a, b) := (4, 3) and (c, d) := (5, 0). Then the generalized Vandermonde
matrix of V̂ := V − {(a, b), (c, d)} has rank 7. Row reduction of the Vandermonde matrix
without the two rows associated with the points (a, b) and (c, d) introduces a new cubic
r(x, y) := x2y + 13x
3 + 4xy + 3x2 + 203 x vanishing on V − {(a, b), (c, d)}. We write
M(3) = M˜(3) +m1v(a, b)v(a, b)
T +m2v(c, d)v(c, d)
T
for some m1,m2 ∈ R. We now find m1 and m2 such that the column relation r(X,Y ) = 0
holds for M˜(3); this reduces to a system of 10 equation in the two unknowns m1 and m2.
We can find the solution as m1 =
1
576 (25− 4β30 − β40) and m2 =
1
450 (−16 + 5β30 +β40)
for any β30 and β40. Now, let us fix β40 = 20. Then a calculation shows that if M(3) ≥ 0
and rank M(3) = 8, then we need to have −k < β30 < k, where k :=
√
3727
1128 −
√
7754209
1128 ≈
0.914017; for positivity of M˜(3), we should get − 54 < β30 <
4
5 ; and for m1 and m2 to
be nonzero, it is necessary that − 45 ≤ β30 ≤
5
4 . The common sub-interval for β30 is then
[− 45 ,
4
5 ]. We have:
(i) If β30 =
4
5 , then m1 =
1
320 , m2 =
4
225 , M˜(3) ≥ 0, and rank M˜(3) = 6, which implies
M(3) has an 8-atomic measure;
(ii) If β30 = −
4
5 , then m1 =
41
2880 , m2 = 0, M˜(3) ≥ 0, and rank M˜(3) = 7. Using
[45, Theorem 6.3.75], we show that M˜(3) is consistent; this requires finding the
quartic polynomial x4 + 5x3 − 16x2 − 8x vanishing on V̂ by looking at the extended,
generalized Vandermonde matrix and then testing Λ(xiyj(x4+5x3− 16x2− 8x)) = 0
for 0 ≤ i+ j ≤ 2. Since M˜(3) has a 7-atomic measure, it follows that M(3) admits
an 8-atomic measure;
(iii) If − 45 < β30 <
4
5 , then we knowM(3) has a 9-atomic measure by checking consistency
of M˜(3) as in (ii).
(iv) If −k < β30 < −
4
5 , then both M(3) and M˜(3) are positive but there are no desired
m1 and m2;
(v) If 45 < β30 < k, then M(3) ≥ 0 but M˜(3) is not positive.
Finally, it is possible to show that the last two cases do not admit a representing measure.

5. M(3) with r = 8 and v = ∞
We begin this section by introducing a result that covers singular moment problems
with a linear column relation. This theorem will be used in Case 2 of Algorithm 5.5.
Theorem 5.1. (cf. [5, Theorem 2.1]) Assume that M(n) ≥ 0 satisfies (RG) and that
Y = A1+BX for some A,B ∈ R. Then M(n) admits a flat extension M(n+ 1).
Theorem 5.1 says that once we have a linear column relation, positivity and recursive-
ness solve the problem. We now consider the last case of M(3) with r = 8.
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Problem 5.2. Let V be the algebraic variety of M(3). Assume M(3) ≥ 0, of rank 8,
consistent, with M(2) > 0, and with v = ∞. Under what conditions, does the moment
sequence admits a representing measure?
Since rank M(3) = 8, the moment matrix must have two column dependence relations,
say, p(X,Y ) = 0 and q(X,Y ) = 0. In addition, for V to be an infinite set, p and q must be
both reducible and have a common factor. If the common factor is a conic, then the two
different line factors of p and q must have only one intersecting point. For, if they don’t
intersect, then all the points in V are in the zero set of the common conic and this makes
M(2) singular. On the other hand, if p and q have a common linear factor, then p and q
have at least 3 and at most 4 common points that are not collinear on the graph of the
non-common factors of p and q. (The factors are a pair of different conics or a conic and
two lines.) If this is not the case, then all the points in the variety can stay in two lines
and this forces to be a conic column relation in M(3).
Before we describe an algorithm for Problem 5.2, we wish to discuss how one finds
a solution to M(3) with a conic column relation. Due to the equivalence of TMP under
the degree-one transformations (see [8, Section 5]), it is sufficient to consider only 5 basic
types of nontrivial conics. Suppose M(3) has rank 7, is recursively generated, and it has
only one conic column relation c(X,Y ) = 0. (Of course, two more column relations must
be found inM(3), since rank M(3) = 7.) Assume also thatM(1) > 0. First, if the conic c
is a parabola or a hyperbola, then M(3) admits a representing measure as in [9] and [10].
Second, if the conic c is an ellipse, then Theorem 3.5 in [7] guarantees that M(3) has a
measure. Finally, if the conic c is a pair of intersecting lines (resp. parallel lines), then we
may assume, via a degree-one transformation, that c(X,Y ) = XY or c(X,Y ) = X2 −X .
The following two propositions show that both cases admit a minimal (rank M(3)-atomic)
representing measure. To accomplish this, we will use a separation-of-atoms technique that
splits the atoms into two different sets, according to whether they lie in one or the other
line. These two results will be used in Algorithm 5.5.
Proposition 5.3. LetM(3) be a positive semidefinite, recursively generated moment ma-
trix satisfying XY = 0. Then M(3) has a 7-atomic representing measure.
Proof. Without loss of generality, we can take β00 = 1. Since XY = 0, we may write
M(3) =


1 β10 β01 β20 0 β02 β30 0 0 β03
β10 β20 0 β30 0 0 β40 0 0 0
β01 0 β02 0 0 β03 0 0 0 β04
β20 β30 0 β40 0 0 β50 0 0 0
0 0 0 0 0 0 0 0 0 0
β02 0 β03 0 0 β04 0 0 0 β05
β30 β40 0 β50 0 0 β60 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β03 0 β04 0 0 β05 0 0 0 β06


. (5.1)
If M(3) admits a representing measure, then it admits a finitely atomic representing
measure, by the main result in [1]. Since the support of such representing measure
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would be a subset of the degenerate hyperbola xy = 0, the support can be written as
{(x1, 0), . . . , (xℓ1 , 0), (0, y1), . . . , (0, yℓ2)}, for some nonnegative integers ℓ1, ℓ2. We now use
the above mentioned separation-of-atoms technique, which in this case amounts to decom-
posing the moment matrixM(3) as the sum of two moment matrices, each incorporating
an additional column relation (and its recursive multiples), either X = 0 or Y = 0, as
follows:
M(3) =


w 0 β01 0 0 β02 0 0 0 β03
0 0 0 0 0 0 0 0 0 0
β01 0 β02 0 0 β03 0 0 0 β04
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β02 0 β03 0 0 β04 0 0 0 β05
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β03 0 β04 0 0 β05 0 0 0 β06


+


1− w β10 0 β20 0 0 β30 0 0 0
β10 β20 0 β30 0 0 β40 0 0 0
0 0 0 0 0 0 0 0 0 0
β20 β30 0 β40 0 0 β50 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β30 β40 0 β50 0 0 β60 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


,
where w is some real number. We denote the first matrix in the above sum as A and the
second as B. We attempt to show that both A and B have a representing measure. Note
first that both moment matrices are recursively generated with a linear column relation. All
we need to do, by Theorem 5.1, is to check that the two matrices are positive semidefinite
simultaneously for some w. Consider the rearrangement of the compressions of the two
matrices: A{10,6,3,1} and B{7,4,2,1}. Since the leading principal minors, up to third order,
of the two matrices are exactly the same as those of M(3), it follows from Lemma 2.4(ii)
that
A ≥ 0, B ≥ 0 ⇐⇒ detA ≥ 0, detB ≥ 0 (5.2)
for some w. Let dA (resp. dB) be the third-order leading principal of A (resp. B); let d6
be the the sixth-order leading principal of M(3). Then we can see that
detA ≥ 0, detB ≥ 0 ⇐⇒
qA
dA
≤ w ≤
qB
dB
(5.3)
where if w = qA/dA (respectively w = qB/dB), then detA = 0 (respectively, detB = 0).
Here we have a fortuitous coincidence; a calculation shows that
qB
dB
−
qA
dA
=
d6
dAdB
> 0, (5.4)
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from which we conclude that there is always a desired w satisfying (5.3). In particular, if
we take w as one of the two end points qA/dA or qB/dA, then one of A and B has rank 3
(in other words, A or B is flat). Therefore,M(3) admits a 7-atomic measure. 
In similar fashion, we can cover the remaining case:
Proposition 5.4. LetM(3) be a positive semidefinite, recursively generated moment ma-
trix, with column relation X2 = X. Then M(3) admits a 7-atomic representing measure.
Proof. The condition X2 = X allows us to write
M(3) =


β00 β10 β01 β10 β11 β02 β10 β11 β12 β03
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β01 β11 β02 β11 β12 β03 β11 β12 β13 β04
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β11 β11 β12 β11 β12 β13 β11 β12 β13 β14
β02 β12 β03 β12 β13 β04 β12 β13 β14 β05
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β11 β11 β12 β11 β12 β13 β11 β12 β13 β14
β12 β12 β13 β12 β13 β14 β12 β13 β14 β15
β03 β13 β04 β13 β14 β05 β13 β14 β15 β06


. (5.5)
In the presence of a measure for M(3), we should be able to separate moments (ex-
cept β00) into two groups by the location of atoms; in detail, if {(x1, 0), . . . , (xℓ1 , 0),
(xℓ1+1, 1), (xℓ2+2, 1), . . . , (xℓ1+ℓ2 , 1)} is the support of a measure for some integers ℓ1, ℓ2,
then we can write
M(3) = A0 +A1 ≡
(
α
(0)
ij
)
+
(
α
(1)
ij
)
, (5.6)
where A0 (respectively, A1) is the moment matrix formed by the atoms on the line x = 0
(respectively, x = 1). We next observe that the moments βij (0 < j ≤ 6) are generated
by the atoms lying only on x = 1 so that βij = α
(1)
ij (0 < j ≤ 6). Since A1 is recursively
generated, it must have the column relations: X2 = 1, XY = Y , X3 = 1, X2Y = Y , and
XY 2 = Y 2. These additional relations determine the rest of moments in A1 except α
(1)
06 ;
indeed, we can readily show that α
(1)
1j = β1j for 0 ≤ j ≤ 5. We now let α
(1)
06 := τ (look
for τ in the lower right-hand corner of each matrix summand in the next displayed matrix
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equation). It follows that the sum in (5.6) becomes
M(3) =


β00 − β10 0 β01 − β11 0 0 β02 − β12 0 0 0 β03 − β13
0 0 0 0 0 0 0 0 0 0
β01 − β11 0 β02 − β12 0 0 β03 − β13 0 0 0 β04 − β14
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β02 − β12 0 β03 − β13 0 0 β04 − β14 0 0 0 β05 − β15
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
β03 − β13 0 β04 − β14 0 0 β05 − β15 0 0 0 β06 − τ


+


β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β11 β11 β12 β11 β12 β13 β11 β12 β13 β14
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β11 β11 β12 β11 β12 β13 β11 β12 β13 β14
β12 β12 β13 β12 β13 β14 β12 β13 β14 β15
β10 β10 β11 β10 β11 β12 β10 β11 β12 β13
β11 β11 β12 β11 β12 β13 β11 β12 β13 β14
β12 β12 β13 β12 β13 β14 β12 β13 β14 β15
β13 β13 β14 β13 β14 β15 β13 β14 β15 τ


. (5.7)
We now observe that M(3) has a representing measure if and only if so do A0 and A1,
and this is equivalent to A0 ≥ 0 and A1 ≥ 0 for some α > 0 (by Theorem 5.1). To check
the positivity, let dJ be the leading principal minors of the compression of M(3) to the
rows and columns in the index set J ; also, let d
(i)
k ’s be the k-th leading principal minors
of the compression of Ai to the basis of its column space for i = 1, 2 and 1 ≤ k ≤ 4. We
first notice that all diagonal entries in A1 are positive (except τ) and we can easily check
that d
(1)
1 = d{2} > 0, d
(1)
2 = d{2,5} > 0, and d
(1)
3 = d{2,5,9} > 0. We next observe that
the positivity of the leading principal minors implies that the diagonal entries in A0 are
positive (except β06 − τ). Also, a calculation shows that
d
(0)
2 = d{1,2,3,5}/d
(1)
2 > 0, d
(0)
3 = d{1,2,3,5,6,9}/d
(1)
3 > 0. (5.8)
Finally, for the positivity of both A0 and A1 we must have
q1 ≤ τ ≤ q0, (5.9)
where q0 (respectively, q1) is a quantity depending on moments such that d
(0)
4 = 0 (respec-
tively, d
(1)
4 = 0). As before, we have a fortuitous coincidence that
q0 − q1 =
detM(3){1,2,3,5,6,8,9}
d
(0)
3 d
(1)
3
> 0. (5.10)
To complete the proof, we apply Lemma 2.4. 
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We are ready to consider the cases of r = 8 with an infinite variety.
Algorithm 5.5. In this algorithm we provide a solution to Problem 5.2. Let us write
p(x, y) = ℓ1(x, y)c1(x, y) and q(x, y) = ℓ2(x, y)c2(x, y), where ℓi is a line and ci is a conic
for i = 1, 2.
Case 1. c(x, y) ≡ c1(x, y) = c2(x, y)
Let (a0, b0) ∈ Z(ℓ1) ∩ Z(ℓ2). Then (a0, b0) must be in the support of a representing
measure; otherwise, consistency of M(3) forces to be a conic column relation in M(3).
Notice that M(3) has a representing measure if and only if we may write M(3) as a sum
of two moment matrices, that is, for some ρ0 > 0,
M(3) = ρ0vv
T +Mc(3), (5.11)
where v =
(
1, a0, b0, a
2
0, a0b0, b
2
0, a
3
0, a
2
0b0, a0b
2
0, b
3
0
)T
and Mc(3) is a moment matrix gen-
erated with atoms in the graph of c(x, y) = 0. Observe that by Proposition 1.2, Mc(3)
must be endowed with the quadratic column relation c(X,Y ) = 0, and hence Mc(3) has
at least 3 column relations. Indeed, we can claim that there is a positive ρ0 such that
rank Mc(3) = 7. For, let B be the basis of the column space of M(3). By Proposition 2.5,
all leading principal minors of Mc(3)B are linear in ρ; that is,
det (Mc(3)B) = det (M(3)B)− ρ λdet
(
(U∗M(3)BU){2,3,...,8}
)
, (5.12)
for some unitary matrix U , where λ is the only nonzero eigenvalue of (vvT )B. Positive
definiteness of M(3)B implies that both det (M(3)B) and λdet
(
(U∗M(3)BU){2,3,...,8}
)
are positive. We thus can take ρ0 as det (M(3)B) /
(
λdet
(
(U∗M(3)BU){2,3,...,8}
))
. Next,
if the eigenvalues of M(3) and Mc(3) are arranged in ascending order as in Theorem
2.2, then we can see that 0 < λ3(M(3)) ≤ λ4(M˜c(3)). Since rank Mc(3) = 7, it follows
that Mc(3) has the eigenvalue zero with multiplicity 3, through which we can conclude
that λk(Mc(3)) = 0 for k = 1, 2, 3 and λk(Mc(3)) > 0 for k = 4, . . . , 10. In other words,
Mc(3) is positive semidefinite.
In summary, with the specific ρ0,M(3) has a representing measure if and only ifMc(3)
has a representing measure. If c is a circle, parabola, or hyperbola, then we know Mc(3)
admits a representing measure; if c is a pair of intersecting or parallel lines, then we need
to apply Propositions 5.3 or 5.4.
Case 2. ℓ(x, y) ≡ ℓ1(x, y) = ℓ2(x, y)
Let (ci, di) ∈ Z(c1) ∩ Z(c2) for i = 1, . . . ,m2 (3 ≤ m2 ≤ 4). Similarly, M(3) has a
representing measure if and only ifM(3) can be written as a sum of two moment matrices:
M(3) =Mℓ(3) +
(
β
(c)
ij
)
≡Mℓ(3) +Mc(3), (5.13)
where β
(c)
ij =
∑m2
k=1 ρ
(c)
k c
i
kd
j
k for some positive ρ
(c)
i (1 ≤ i ≤ m2) and Mℓ(3) is a moment
matrix generated by atoms in the line ℓ. We next need to see that Mℓ(3) must have the
column relation ℓ(X,Y ) = 0. Applying the relation to Mℓ(3) = M(3)−Mc(3), we have
a linear system of 10 equations in the unknowns, ρ
(c)
1 , . . . , ρ
(c)
m2 (at least 3 of them are
positive). If the system does not have a nonnegative solution set, then M(3) does not
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have a representing measure. If we can find a solution of the system, then since Mc(3)
obviously has a representing measure, it follows from Theorem 5.1 that we just need to
check if Mℓ(3) ≥ 0 and if Mℓ(3) satisfies (RG). If Mℓ(3) passes both tests, then it has a
representing measure and consequently, so does M(3). 
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