1. The hunting of wild animals for consumption by people currently threatens many species with extinction. In the tropics, where the threat is most acute, hunting frequently targets many prey species simultaneously, yet our understanding of the dynamics of hunting in such multi-prey systems is limited. This study addressed this issue by modelling the effects of human hunters on prey population dynamics in a multi-species prey community. Both pursuit hunting (in which offtake depends partly on hunters' prey preferences) and trap hunting (in which the offtake is determined solely by random processes) were considered as submodels. 2. The pursuit hunting submodel was validated against studies of subsistence hunting in tropical forests, while the trap hunting submodel was validated against data from five studies of offtake rates by snare hunters in subSaharan Africa. In all cases, observed prey removal rates were predicted well by the model. 3. Simulations demonstrated the emergence of distinctive prey profiles at different intensities of hunting, related to sequences of overexploitation dependent on species' vulnerabilities to exploitation.
Introduction
Exploitation of animal populations has been highlighted as one of the central reasons why species are currently threatened (Mace & Reynolds 2001) . In particular, it has been suggested that hunting for food poses the most potent current threat to the persistence of many species in tropical forests (Redford 1992) . In this context, there is an urgent need both to identify geographical regions where the threat may be most acute, and to determine what interventions might be most effective in alleviating the threat where it is severe.
Ideally, the impact of any harvest on a natural resource should be monitored closely by making regular estimates of offtake rate and the size of stock available for exploitation. However, in practice this level of monitoring is possible in very few situations because it requires both of these aspects to be readily measurable, and even in the best case it requires very considerable time and effort to measure them. This means that, in effect, only relatively simple harvest systems in relatively wealthy countries are likely to approach the ideal monitoring regime. In tropical forest regions, the problems associated with direct monitoring are much greater, and the resources available for monitoring much smaller than in other regions, and it is therefore impossible to assess impacts effectively over large spatial scales. Tools that allow the impacts of hunting in tropical regions to be assessed indirectly could therefore make a key contribution to the provision of information for management.
Hitherto, the most widely applied tools of this kind have been sustainability indices based on the comparison of offtake rate with the expected maximum production rate of the population in question (Robinson & Redford 1991; Slade, Gomulkiewicz & Alexander 1998) . The inference drawn from this comparison is that, if offtake rate exceeds the maximum production rate, the harvest must be unsustainable. While this approach has the merit of requiring relatively little information, and has consequently been applied very widely, it suffers from a number of problems (Milner-Gulland & Akçakaya 2001 ). An important potential flaw in the approach is the fact that exploited populations are considered in isolation while, in most instances in which the indices are applied, the prey base consists of many different species. Developing an approach that incorporates multiple prey species not only attempts to solve this problem but also provides an alternative output in the form of prey profiles (the proportional representation of different species), which may be more practical to collect than prey offtake rates.
Considering multiple species simultaneously may be important for three reasons. First, species may influence each other directly through competitive or predatory interactions (May et al. 1979) . Secondly, the existence of alternative prey may mean that more vulnerable species continue to be exploited beyond the point where exploitation would otherwise have ceased to be profitable, potentially leading to 'piggyback' extinction (Clayton, Keeling & Milner-Gulland 1997) . Thirdly, effort invested in capturing one type may reduce the effort that can be directed at others, thus potentially spreading the impact of exploitation (Gleeson & Wilson 1986; Fryxell & Lundberg 1994) . In this paper we present a model of multi-species hunting that takes account of the latter two processes. At this stage we do not consider direct interspecific interactions because our aim is to develop a realistic, data-based approach and there is currently insufficient information on which to base models of interactions within the animal communities treated.
The model can be used to predict prey abundance and offtake rates over time for given levels of hunting effort. We developed approaches for both pursuit hunting (involving guns, blowpipes, arrows, etc.) and trap hunting, combining these with simulation of prey population dynamics. Our treatment of pursuit hunting uses classical optimal foraging equations (Krebs & McCleery 1984; Stephens & Krebs 1986 ) to predict changes in preferences with changing prey abundance. While this approach was originally developed in relation to non-human predators, in a number of studies it has been successfully applied to human hunters (reviewed in Cowlishaw & Dunbar 2000) . The combination of optimal foraging theory with population dynamic equations is based on the approach developed by Winterhalder et al . (Winterhalder et al . 1988; Winterhalder & Lu 1997) .
To our knowledge, no appropriate model of trap hunting has been published previously, and we therefore developed a new model based on a random walk processes. Described by diffusion equations, this approach originated as a description of the movement of molecules but has since been applied to many biological and ecological questions (Okubo 1980 ). Our ultimate aims in developing this model were to provide a tool that could be used to: (i) draw inferences about the sustainability of hunting in tropical forests using prey profile data from hunting communities or bushmeat markets; and (ii) assess the relative efficacies of a range of possible policy options for managing wild meat exploitation in tropical forests. Given these applied aims, it is important that the model can be parameterized for specific systems. The central aim presented in this paper is therefore to demonstrate how this can be done, and to assess how well the parameterized model performs against observed hunting systems. We did this by comparing predicted offtake patterns with those observed in a number of case studies. Finally, we explored the implications of changing levels of hunting effort in these case studies on long-term patterns of hunting offtake, sustainability and extinction.
Methods

 
The model simulates a multi-species prey community undergoing hunting, which may be pursuit hunting and/or trap hunting. The dynamics of each prey population are then modelled deterministically under the emerging levels of hunting, with alternate updates of prey population densities and hunter offtake for each prey species. This is a discrete-time approximation of a continuous process, and iterations are therefore repeated at sufficiently short time intervals (daily) to ensure that the approximation holds. The treatment of hunting offtake and population dynamics is described in detail in the following sections, while the parameters introduced in the equations are summarized in Table 1 . The model was written in C++ and simulations undertaken in a Windows environment.
Pursuit hunting model structure
Active hunting is based on the premise that hunters can choose to attack or ignore prey according to their profitability (Pulliam 1974; Charnov 1976) . The profitability of prey type i ( F i ) is defined as the total value gained per unit handling time:
where V is the value of an individual, q is the number of individuals killed per prey group and H is the handling time per prey group. This and several subsequent equations are modified to take account of the group-living nature of many prey species, because many species are encountered and attacked as social groups, but offtake and value are defined in terms of individual animals for all species. The most profitable prey type is always taken. Prey types are then added to the prey set in descending order of profitability until the gain rate over
all prey types so far added to the set is greater than the profitability of the next ranked prey type, i : eqn 2 (modified from Stephens & Krebs 1986 ) where E is encounter rate and G is group density. The i th prey type, and all those less profitable, are then excluded from those taken, because not to do so would lead to a reduction in overall gain rate. For prey type i , the number captured per time step is given by the functional response:
where Z is the number of hunters active and T is the amount of time spent hunting by each hunter per time step.
Trap hunting model structure
Simulation of offtake by snares is based on the theory of contact rates between randomly moving particles, extended from the model developed by Hutchinson (2000) . A moving object sweeps out a strip 2 D wide, where D is the distance within which a contact occurs (or, in this case, a trap is triggered). In a time period of length c , an animal moving at velocity v sweeps a total area of 2 Dcv . For a given density of animals N , strips totalling 2 DcvN in area are swept. The number of strips coming into contact with a randomly positioned stationary trap (i.e. the number of potential captures) thus follows a Poisson distribution with mean 2 DcvN . The finite rate of capture for a given prey species (or final proportion of traps successful) is therefore given by:
In reality, capture of one prey type closes snares to other potentially snared species, effectively reducing the realized capture rates. Based on competing mortality factors (Anderson & Burnham 1976) this effect can be taken into account by converting finite rates for all species to instantaneous rates of capture per snare:
and the proportion of snares that successfully trap an individual of that species is then given by:
Total offtake for a given density of snares, S , in a time period of length, L , is then given by:
where c is the length of time between checking of snares. As presented here, this approach assumes that one type V q E G H E G 
of snare is used for all prey types, but this assumption can be relaxed if necessary by defining classes of snare size and their corresponding target species.
   
Population change for the i th prey type is described by a discrete-time logistic equation: eqn 8
where K is the expected equilibrium population size in the absence of hunting, r is the maximum intrinsic annual population growth rate, L is the length of each time step (in days) and M is the total hunter offtake, summed across both active and passive methods.
The concept of carrying capacity is essentially theoretical and there is no uncontroversial way in which to quantify this parameter from field data (Dhondt 1988 ). However, it remains an essential element of simple density-dependent population models of the type used here, and it is therefore necessary to estimate the parameter in some way. The approach we adopt is to assume that the long-term average density in an apparently undisturbed or only lightly hunted population is an approximation of carrying capacity. Even populations supposedly at equilibrium fluctuate, hence using a single density estimate to impute K is likely to be highly prone to error. This is particularly so for species in highly stochastic environments, such as those with low and unpredictable rainfall. It is therefore preferable to quantify K from multiple estimates, either spatially or temporally, in order to account for fluctuations and measurement error. Estimates of density in largely or wholly undisturbed populations are available for a reasonable range of species (Robinson & Redford 1986a; Fa & Purvis 1997) The number of individual animals killed per group attacked, q , can be estimated using data from accompanied hunts listing the numbers of individuals killed in each successful attack. The value of an individual carcass may be expressed in various ways, including body mass, total nutrient content, monetary value or cultural value. In the case studies presented here, hunting is for subsistence purposes rather than commercial use and the prey taken therefore has no monetary value. While it is possible that cultural values may influence the observed prey preferences, in neither case does the published information mention any strong tastes for certain species or other cultural influences. We have therefore assumed that the value of a carcass is simply proportional to its body mass, which is strongly correlated with nutritional value.
Handling time, H , is derived from the total time spent handling a given species (including time in unsuccessful pursuits), T h , and the number of groups successfully attacked, N k , as:
The correct estimation of encounter rate, E , requires considerable care. An idealized encounter process is summarized in Fig. 1 , describing a form of filtration through which progressively fewer potential encounters actually lead to a successful kill. First, only a proportion of detected groups is vulnerable to attack (proportion u ); secondly, some vulnerable groups may be deemed insufficiently profitable to be worth attacking (proportion a ); and finally, only a proportion of attacks culminate in a successful kill (proportion k ). The parameter E is defined as the rate of successful kills per unit time spent searching, expressed as a proportion of available density, and can therefore, in principle, be calculated by:
where N k is the number of successful kills, T s is the total time spent searching and G is group density. The necessary parameters for this calculation are frequently quoted in detailed hunting studies; however, there are several instances in which N k will not be available. In particular, less preferred species are rarely or never killed, despite being frequently encountered, whereas kills of sought-after but rare species may never be observed. In such cases, it is possible to use a predictive equation to estimate raw encounter rate ( E ′ ; see Appendix 1). This raw value is the rate of encounter with all prey groups as recorded during abundance surveys, thus including those not vulnerable to attack. In order to derive E-values for use in the model we therefore use the conversion:
The proportion attacked, a, does not appear here because the prey choice model assumes that, as long as
a prey type is sufficiently profitable and vulnerable, it will always be attacked (a = 1), leaving us with the necessity to estimate only k and u. In the first case (k), studies of hunter behaviour frequently record the numbers of prey groups detected, attacked and killed, allowing a straightforward prey-specific calculation of k as N k /N a . In the second case (u), it is rarely clear whether the discrepancy between numbers detected and numbers attacked represents an invulnerable portion, a vulnerable but ignored portion, or some combination of these. In practice, there is likely to be a gradual decrease in motivation to attack with declining profitability, perhaps leading to apparently lower proportions vulnerable in less preferred species. Because of this probable trend, u can only be estimated for all species by assuming, first, that hunters are always fully motivated to attack the most profitable prey species, and, secondly, that vulnerability is constant across all species. Following from these assumptions, a constant u can be calculated as N k /N a for a subset of the most profitable species, and this constant applied to all prey species.
Pursuit hunting case studies
Two case studies were used to validate the pursuit hunting model: Piro shotgun hunters in Peru (Alvard & Kaplan 1991; Alvard 1993; Alvard et al. 1996) , and Semaq Beri blowpipe hunters in peninsular Malaysia (Kuchikura 1988) . These case studies both provide data from accompanied hunts, from which encounter rates and handling times can be calculated. Both studies also provide estimates of long-term hunting offtake rates against which the predictions of the model can be tested. These harvest data were derived from village surveys rather than accompanied hunts, and are therefore fully independent of the data used to derive the predictions.
The parameter values, data sources and calculations for these case studies are summarized in Tables 2.1 and 2.2 of Appendix 2. These indicate that the number of individuals killed per successful attack, q, is remarkably constant both across studies and across species within studies. A constant value of q was therefore applied across all group-living species.
The calculation of E highlights differences between the studies in the encounter data. In the case of the Piro data (Alvard 1993) , virtually all individuals of the most profitable prey encountered were attacked, whereas in the Semaq Beri data (Kuchikura 1988 ) a significant proportion of detections were always ignored. This may reflect either a real difference, determined by the different hunting methods (shotguns leading to higher vulnerabilities than blowpipes), or a difference arising from the way the data were collected (only vulnerable detections being recorded in the Piro data, but a more strict recording of all detections in the Semaq Beri data). Whichever is the correct explanation, it appears that all recorded detections were effectively worth attacking in the case of the Piro, and it was therefore assumed that u = 1 for all species. In the case of the Semaq Beri, u was calculated from the five most profitable species combined (these comprising the core target species), giving u = 0·64.
Although it is clearly preferable to estimate E directly from data on hunter behaviour, it is also clear from the examples above that this approach presents some problems for species that are rarely or never observed to be killed. Equally, if the model is to be widely applied, an alternative approach will be required that allows encounter rates to be estimated for species with no available hunting information. One possible approach is to use a predictive equation based on census data (see Appendix 1); however, it might be expected that an encounter as defined by a census team would be quite different from one defined by a hunter. It is therefore useful to be able to compare the encounter rates defined above with those predicted using the equation given in Appendix 1. The predictive equation effectively yields estimates of N d (raw numbers detected) and it is therefore necessary to convert these values to N k values using the u and k values derived above. The resulting comparison (Fig. 2) indicates that, for some species, estimates of E are very similar between methods, but that overall there is a tendency for estimates from hunter data to be lower than those from the predictive equation. These discrepancies are minimal for the most preferred prey species, and greatest for lowprofitability prey. Thus it appears that, for core prey species, hunters' definitions of an encounter are effectively the same as for census teams, but that hunters are more likely to ignore less preferred species.
To validate the snaring model, published studies giving species-specific trapping rates for African hunting systems were sought. Five such studies were amassed, reporting numbers of individuals caught per trap per day for a total of 12 species. In order to calculate predicted trapping rates, population densities (N) and day ranges (v) were also extracted from the literature for each species. When possible, densities and day ranges were taken from independent estimates made in the same area in which the trapping took place; however, in some cases it was necessary to impute values, taking typical densities from estimates made elsewhere, or using predictive allometric equations for day range (see Appendix 1). Data sources are summarized in Table 2 .3 of Appendix 2. No information was available on the distance of approach between trap and animal required to trigger the trap (D), so a common-sense estimate of 10 cm was therefore used as an initial guess, assuming a constant value across species. This estimate of D was subsequently refined by minimizing the residual sum of squares between observed and predicted trapping rates (see trap hunting model validation below).
In order to calculate both observed and predicted trapping rates, a simplifying assumption was made that captures of different species were effectively independent, i.e. trapping rates were not affected by the blocking of traps by other species. This assumption could be justified as approximately true by the fact that the percentage of snares catching animals in any one trapping session was generally very low (< 10%) in the studies cited. Simulations indicate that for overall trapping rates at this level there is effectively no difference between the predictions of equations 4 and 6. Furthermore, not all the cited studies provided information on the number of days between checking of traps, and it was therefore necessary to express trapping rates as the number of traps successful per day (derived from total numbers of animals caught by a given number of traps over a given time period). As trappers may not in fact check snares on a strictly daily basis, the calculation of observed rates requires the assumption that capture probability is linear with time (i.e. there is effectively no saturation of traps as they become filled). For the parameter values estimated, equation 4 predicts that capture probability is in fact effectively linear with respect to time up to at least 10 days, while it was clear from those studies that provided information on the interval between checks that hunters generally return to traps every 3 days at most. It therefore appears justified to ignore saturation of traps for the purpose of estimating observed trapping rates. Because observed rates were expressed as a daily probability of capture per trap, a c parameter value of 1 was used in equation 4 to calculate predicted trapping rates. The parameters used to validate the trapping model are summarized in Table 2 .3 of Appendix 2.
The implications of variation in trapping intensity for long-term offtake rates were explored by simulating a snaring system over a number of years, and recording the offtake rate predicted at the end of this period. A typical central African prey community hunted by snares was used for this purpose, based on data published by Noss (2000; also used in the validation above). Species' parameter values used for this simulation are summarized in Table 2 .4 of Appendix 2.
Results
   
The sensitivity of the pursuit hunting model was tested in a hypothetical system with three contrasting species, ranging from a large-bodied, low-density, slow-reproducing solitary species with high handling time and low encounter rate, to a small-bodied, highdensity, fast-reproducing group-living species with low handling time and high encounter rate ( Table 2 ). The effects of changing each parameter on the outcome for each species were assessed by simulating hunting over a 10-year period, comparing the results of a baseline case with those after systematic alteration of each parameter in turn. A sensitivity index for each parameter of each species was then calculated as: eqn 12 Fig. 2 . Comparison between encounter rates observed in two studies (distinguished by symbol shape as indicated) and rates predicted using a regression equation. Each point represents a single species and shading indicates the profitability rank for the species, from most profitable (darkest) to least (lightest). Table 2 . Parameter values for the hypothetical three-prey simulation used in the sensitivity analysis. Ten hunters were assumed to be active (Z = 10), each hunting for 0·01 h km
where λ is the factor by which a parameter is multiplied, and X b and X are the output results for the baseline and altered cases, respectively; λ = 1·01 was used in all cases. This formulation gives a value of > 1 if the result changes supra-proportionally to the change in parameter (high sensitivity) and < 1 if the change is subproportional (low sensitivity). Sensitivity was explored both in prey population density outcomes and in prey offtake rate results (Fig. 3) . No parameters showed supra-proportional sensitivity but several showed exact proportionality, indicating moderately high sensitivity. This was the case for carrying capacity, K, in all species; however, in other parameters the level of sensitivity depended on the species and output measure tested. In all other parameters except r and H, sensitivity in terms of population density was proportional for the rarer, slower reproducing species, but lower for the other two species. In terms of offtake rate, the pattern was reversed, with higher sensitivity in the more abundant, fastreproducing species. This result can be attributed to the fact that the parameters used led to little decline and rapid stabilization of densities in the two less vulnerable species (B and C), but a continuous decline in the more vulnerable species (A) over the period simulated. Because species A does not stabilize, there is effectively no significant density-dependent compensation for hunting offtake, and any increase in a parameter directly affecting offtake rate thus translates directly into a proportional decrease in population density. However, because the other species' densities remain nearly constant, this decline in species A leads to a proportionally greater time spent handling the other two species, and thus a subproportional change in its own offtake value.
The remaining parameters (intrinsic rate of increase, r, and handling time, H ) showed much lower sensitivities in all species. In the case of r, sensitivity was lowest for the abundant, fast-reproducing species. In the case of H, sensitivity again showed different patterns depending on the criterion used, although the extremely low overall sensitivity makes these subtle differences less important. Figure 3 explores the sensitivities of species' responses to changes in their own parameter values only. Changes in one species' parameters also affects densities and offtakes of other species; however, these cross-species sensitivities were all extremely low (< 0·01).
   
Using equation 2 to define the optimal prey set, the model predicted that the smallest primates and squirrels should be ignored in both case studies. This confirms the theoretical and empirical conclusions presented by Alvard (1993) and Kuchikura (1988) . The predicted annual harvest correlates well with observed harvest in both studies (Fig. 4) . There was up to a fourfold difference between observed and predicted; however, only 40% of the predicted species offtakes diverged by more than a factor of two.
   
The model was used to assess the effects of hunting effort on the predicted long-term offtake rates in the two case studies explored in the validation above. For both systems, hunting was simulated for a period of 100 years, assuming one hunter km . The offtake rates of each prey species at the end of the simulation were then recorded under a range of levels of time spent hunting (Fig. 5) . In both cases, there are marked discontinuities in the total offtake rate associated with the decline of key prey types. For example, in the case of the Semaq Beri (Fig. 5a) , as dusky leaf-monkey becomes overexploited and declines in availability, so the total Fig. 3 . The sensitivity of model outputs in terms of (a) prey population densities and (b) prey offtake rates. Results are given for a hypothetical three-prey system, simulated over 10 years of hunting. Bars indicate the sensitivity of the given prey species to changes in the parameter value for that species, except for T and Z (effort and number of hunters, respectively), which apply to all species equally. offtake across all species declines. A similar but more marked pattern is associated with the overexploitation of collared peccary in the Piro system (Fig. 5b) . This pattern arises because, although production rates in the more resilient prey types increase as offtake approaches the maximum sustainable yield, there are effectively gaps in the progression of maximal exploitation from one species to the next. These gaps are sufficiently large to allow total biomass offtake rates to decline, and the addition of new species to the prey set thus has a limited ability to compensate for the loss of key prey types in the long run.
These results also demonstrate distinctive prey profiles at equilibrium under different hunting pressures. In both cases, three or four phases can be distinguished, each with a highly characteristic prey profile. At the lowest hunting pressure, one or two common large-bodied species dominate the offtake, with minor contributions from several other large-to mediumbodied species. Then, as effort increases, several less resilient species disappear. Next, the previously common prey disappear, and a new set of small-bodied, previously ignored species enter the prey set as minor components. Further increases in effort lead to gradual changes in the relative contributions of different species to the total offtake, with the balance tipping away from ungulates and larger rodents towards the smallest species. In both examples, the least resilient species are driven extinct at much lower hunting efforts than those at which the prey profiles characterized by very smallbodied species appear.
   
The sensitivity of predicted snaring rate to changes in parameter values was calculated for the snaring model in a similar way to the method above (equation 12), with some key differences in the execution. First, it is clear from equation 4 that all parameters have equal sensitivity, and we therefore need only examine sensitivity to a single 'generic' parameter to represent the response to changes in any of the others. Secondly, at low trapping intensity, a small change in a parameter can have a large proportional effect on the predicted probability of capture, whereas at high trapping intensity, as the per-trap probability of capture approaches 1, there is intrinsically less scope for parameter changes to influence the probability of capture. Thus the sensitivity to any given parameter change effectively depends on the overall trapping rate expected. Combining equations 4 and 12 and simplifying, sensitivity to change in any of the parameters in the snaring model can be reformulated as dependent on the per-trap probability of capture, P, as: eqn 13 where λ is the parameter multiplication factor as before. Figure 6 uses this equation to plot sensitivity to a small change in any one parameter against the baseline expected per-trap probability of capture. At very low trapping rates, sensitivity approaches perfect proportionality, but as predicted trapping rate increases, sensitivity to parameter changes declines. As trapping rate approaches 1, sensitivity approaches 0.
   
Initially, predicted estimates of snaring rates were derived using a D value (the parameter determining the distance between trap and animal required to trap an animal) of 10 cm. This gave predicted estimates that correlated well with observed snaring rates; however, the fit between observed and predicted could be improved by a slight adjustment of D. The best fit between observed and predicted (found by minimizing residual sums of squares) was given when D = 8 cm, and the comparison between predicted and observed snare harvest rates assuming this value is shown in Fig. 7 . As in the pursuit hunting model, there is a strong correlation between predicted and observed rates. In this test, only five of the 13 predictions diverged by more than 10%, up to a maximum of 25% divergence. Figure 8 shows the predicted long-term offtake rates of each major prey category (given as the expected daily rate after a transition of 100 years of snaring) in the snaring case study (Noss 2000) . The pattern seen here is similar to that shown by the pursuit hunting model predictions, with a progression of distinctive prey profiles as hunting intensity increases, and declines in overall offtake associated with overexploitation of key prey types. There is a slight difference in the outcome of the snaring model in that, because snares are non-selective, there is no possibility for the loss of offtake associated with the depletion of preferred species to be buffered by the addition of new species to the prey set, and the overall offtake therefore shows a more nearly continuous decline with increasing hunting intensity. Offtake peaks at relatively low snaring rate, but drops rapidly with the overexploitation and disappearance of large-bodied species (primates, 'red' duikers Cephalophus spp. and bush pigs Potamochoerus porcus L.). A relatively stable phase follows these extinctions, characterized by blue duiker Cephalophus monticola Thunberg, porcupine Atherurus africanus Gray, and an increasing volume of giant rat Cricetomys emini Wroughton and other large rodents. Finally, as snare density exceeds about 7 km −2 , only the large rodents are still extant, and these are capable of sustaining high snare densities (over 20 km
   
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). 
Discussion
This study has developed an approach by which hunting in multi-species prey communities can be simulated, providing predictions of both the offtake rates of prey species at a given hunting intensity and the resulting impacts on prey populations. The combination of optimal foraging and population dynamics theories is conceptually similar to earlier models developed for both human (Belovsky 1988 ) and non-human (Gleeson & Wilson 1986; Fryxell & Lundberg 1994) predators. Our approach to pursuit hunting is particularly close to that of Winterhalder (Winterhalder et al. 1988; Winterhalder & Lu 1997) in that we use the same prey choice algorithm; however, the work presented here differs from all these studies in several important ways. First, we do not consider the population dynamics of the hunters. This is because ultimately we are interested in applying the approach to commercial and mixed hunting/agricultural systems, in which hunter numbers and effort are primarily determined by socio-economic, rather than biological, factors. Secondly, we have introduced a novel approach to the modelling of trap hunting. Finally, we have emphasized the application of the model to real-world scenarios, and therefore discuss the derivation of realistic parameters in depth. The central aim of this study was to compare the performance of these models against observed patterns in a number of case studies. This validation exercise suggests that the approach can be sufficiently robust to provide useful predictions, given careful parameterization, and therefore shows promise as a tool for tackling some key questions surrounding the issue of sustainable management of hunting. We discuss some anticipated applications and the developments necessary to achieve them at the end of the Discussion. Initially, we discuss some issues concerning the structure and parameterization of the models in their current form.
 
The model currently uses a simple logistic representation of population dynamics. This simplification is commonly used because we rarely have sufficient knowledge of the fine detail of population processes for any species to justify more complex models. However, a range of alternative descriptions of population dynamics could have been used. In particular, Allee effects may be important, hastening the decline of overexploited species as they reach critically low densities. Unfortunately it is not currently possible to say with any certainty how Allee effects may operate in tropical forest species, or even whether they are at all important. In the absence of this information, a theoretical exploration of the model modified to include plausible levels of depensation may be informative as a first step to understanding its importance.
An important area for future development is in the treatment of hunters' prey choice decisions. The model currently assumes absolute preferences, meaning that a given species is either always ignored or always pursued, depending on profitability. In reality, whenever prey choice has been rigorously measured in either humans or animals, partial preferences have turned out to be the rule rather than the exception (Rechten, Avery & Stevens 1983; Alvard 1993) . The fact that apparently optimal items are sometimes ignored (or suboptimal ones attacked) has been cited as a serious failing of optimal diet theory; however, we would argue that this need not be the case. Deviation from the all-or-nothing rule may reflect simple errors in perception (Stephens 1985) or stochastic variation in the probability of success of potential attacks, as estimated by hunters on encountering each individual prey. McNamara & Houston (1987) have developed a modelling approach appropriate to these cases, assuming that the probability of taking a given item is related to the cost of not taking it. Alternatively, partial preferences may be due to specific constraints within an optimality framework, and Krebs & McCleery (1984) give a number of examples where this may be the case. In the case of the Piro shotgun hunters, Alvard (1993) presents evidence that attack limitation is a real constraint. Hunters take a limited number of shotgun cartridges on hunting trips, and therefore naturally ignore less profitable prey early in the trip, when hope for more profitable prey later is high. Later in the trip, if the hunter still has cartridges, lower-ranked prey may be more likely to be pursued in preference to returning empty-handed. Limitations to the amount of prey that can be carried by the hunter may equally apply. There is currently no modelling framework explicitly tackling these processes, and further work is needed both to develop such a framework and to apply it to the case of human hunters.
Seasonality, either in hunting activity, related to agricultural or other activities (review by Cowlishaw & Dunbar 2000) , or in prey dynamics, related to climate, may require further consideration. It is likely that all the cases in which the model might be applied will show at least some degree of seasonality in one or both of these factors, and this could have a considerable impact on predictions. Strongly seasonal systems present the greatest complications, as seasonally targeted hunting of seasonally breeding species can show markedly different outcomes from the unstructured case (Åstrom, Lundberg & Lundberg 1996) . In practice, the tropical systems at which this approach is primarily (although not necessarily exclusively) aimed are likely to show relatively little seasonality in prey population dynamics. Seasonality in hunting activity will probably be more widespread; however, this is relatively easy to account for in the existing framework, either by integrating hunting pressure over the annual cycle or by explicitly simulating the observed activity patterns.
Finally, spatial structure is a critical aspect of model structure requiring further development. As currently formulated, the model assumes no explicit spatial structure. For predictions over the short-term, or for restricted areas, this is a reasonable assumption to make. However, as we come to consider the implications of allowing hunter effort to vary according to economic decisions, distance will become a crucial factor through the imposition of travel costs (Milner-Gulland & Clayton 2002) . In this case, it will obviously be essential to consider spatial structure.

Encounter rate, E, has moderate to high levels of sensitivity in the model, and is also relatively difficult to estimate. Quantifying E presents particular problems for rare and rarely pursued prey, as in few such cases will adequate data be available. Using a predictive equation (Appendix 1) to fill in these unknown or poorly quantified values provides a reasonable escape from this problem; however, this may raise a new problem for species with low profitability that are less often or never pursued in the state in which the system is initially studied. This study has shown some evidence that lower profitability species are apparently encountered at a systematically lower rate than the predictive equation would indicate, suggesting some systematic change in hunter behaviour towards prey of decreasing profitability. The implication is that apparent encounter rates for a low profitability species may increase as other, more profitable, species disappear and fewer alternatives are available. This issue ties in with the question of partial preferences discussed above, and we anticipate that a modelling solution to that problem may also yield a solution to the problem of apparently changing encounter rates. Consideration of this problem is particularly important if the model is to be used to represent high hunting pressure, leading to the extinction of some species.
 
The model approach described here is intended to simulate the impacts of hunting on multi-species prey communities, and thus lends itself to applications that require an assessment of sustainability. However, as with all models of this kind, the quantitative nature of the model outputs should not lead us to apply quantitative predictions uncritically. Having said this, the model validations presented here indicate that the model's quantitative predictions can be reliable to well within an order of magnitude. This suggests that the use of the model for 'semi-quantitative' predictions may not be unreasonable where there is some confidence in the parameter values available.
Regardless of whether one considers quantitative predictions reliable at any level, the modelling approach remains useful for the elucidation of general principles through qualitative predictions, and there are two key areas where we anticipate that this modelling approach can contribute in this way. The first of these is in the interpretation of prey offtake profiles. The principle that hunters' or market prey profiles reflect the underlying status of source prey communities has previously been used to infer indirectly the sustainability of hunting (Wilkie & Carpenter 1999; Fa, Garcia Juste & Castelo 2000) . Such interpretation relies on the basic biological principle that species with slow life-history strategies are more vulnerable to exploitation and that prey profiles lacking these species are therefore to some degree overexploited. The modelling approach presented here formalizes this principle, allowing snapshot prey-profile data to be matched with explicit predictions to indicate where in the spectrum of exploitation a given hunting system lies. In addition, because the model can simulate transient dynamics, it holds the prospect for identifying prey profiles that are characteristic of different stages of exploitation over time. This could, for example, enable us to identify profiles that distinguish between a sustainable system at equilibrium and an overexploited system in the early stages of depletion. Explorations of the model to generate predictions of this kind are currently in progress (J.M. Rowcliffe & G. Cowlishaw, unpublished data) .
It is important to note that, while the model predicts the emergence of clearly distinctive offtake profiles, these may be obscured in practice. For example, apparently unprofitable prey may be taken by a segment of the human population that is excluded from the hunting of larger game, such as young boys. Similarly, if a profile is estimated from large central markets, it may effectively represent an amalgamation of different profiles across a large, heterogeneous geographical area. A clear appreciation of these potential problems will help to ensure the use of data that are appropriate to the testing of the present models.
The second anticipated application of the approach presented here is in the comparison of alternative policy tools for the sustainable management of hunting. This could be further enhanced by developing the model to allow hunter effort to vary according to socio-economic opportunities and constraints. By considering the tradeoff between the benefits and costs of hunting (both direct and indirect), the optimal behaviour for hunters in a given socio-economic framework can be predicted and, in this way, the implications for sustainability of alternative regulatory and institutional frameworks can be assessed (Clark 1990 ). This will require consideration of how supply and demand processes influence the value of prey, since this is a key component of the pursuit hunting model, as well as directly affecting the expected benefits of hunting. In order for the model to provide useable principles, it will also be necessary to understand the social constraints under which hunters operate in real systems, since these are likely to have important impacts on the opportunities for alternative sources of income.
Appendix 1
The model described in this paper is primarily aimed at simulating tropical forest hunting systems. The biological data required to parameterize the model for these systems are likely to be hard to find, as many of the species in question are little studied. Thus, if the model is to be applied in a wide range of cases, it is important to be able to estimate realistic parameter values for species for which no direct estimates exist. This appendix and Appendix 2 describe allometric equations that have been derived to meet this requirement. The aim is to predict key model parameters from basic biological data that are likely to be available for any species. Each appendix summarizes the data used for analysis, the results of general linear models testing the significance of predictor variables, and the equations for the resulting minimum adequate models. All models used a normal error structure, having first log e -transformed all continuous variables. In each case, a full model was first fitted including all explanatory variables and two-way interaction terms involving continuous variables, followed by sequential removal of non-significant terms. In models retaining factorial variables, two further stages of model simplification followed. 1. Factors containing few species (< 3) were merged with more speciose factors. Each species-poor factor was merged with the factor with the most similar parameter estimate in the full model. 2. Further merging of factors was carried out where there were significant differences between, but not within, the resulting merged factors.
All the equations apply only to mammals. It would be possible to extend these analyses to include birds, reptiles and perhaps even invertebrates, all of which can appear in bushmeat offtake; however, we have focused on mammals for the present purposes because they comprise the vast majority of hunted taxa in tropical forests (Cowlishaw & Dunbar 2000) .
In these analyses we have accounted for shared evolutionary history through higher taxon (order) as a factor. We have used this approach in preference to alternative phylogeny-based approaches because the latter are dependent on contrasts between species and cannot therefore be used to back-calculate speciesspecific values of dependent variables. It is further justifiable in the cases of the population density and intrinsic rate of increase analyses as appropriate phylogenetically constrained analyses of these variables have previously been published (Fa & Purvis 1997; Ross & Jones 1999 ) broadly confirming our conclusions. A similar analysis of day range data is in progress (C. Carbone et al., unpublished data) . In principle, encounter rate would seem to be less prone to problems with phylogenetic correlation because it is largely determined by a purely physical (rather than biological) process; however, future work should be carried out to confirm the conclusions drawn here.
  , K
The biological significance of allometric scaling of population density has been widely discussed elsewhere (Silva & Downing 1994; Cotgreave 1995; Silva & Downing 1995a; Fa & Purvis 1997; Silva, Brown & Downing 1997; Morand & Poulin 1998; Carbone & Gittleman 2002 ). Here we summarize the results of an analysis of density in relation to a number of explanatory variables in order to provide an equation with which to predict expected K in species for which no direct estimate exists. Published estimates of density were compiled for populations experiencing little or no known hunting. Whenever multiple estimates were available for a single species, the average of the estimates was assigned to that species.
A total of 192 tropical species was included in the analysis, extracted from two key references (Robinson & Redford 1986a; Fa & Purvis 1997) . Body mass, diet, region (Africa or Americas) and higher taxon (order) were tested as possible explanatory variables. Region had no significant effect, and was dropped from the model, neither were there any significant interaction terms. Body mass, diet and order all remained as significant explanatory variables in the model. A small amount of merging of groups was possible. The results of this minimum adequate model are summarized in 
    , R
Allometric scaling of the intrinsic rate of increase has been well demonstrated, and the biological significance and consequences of this scaling have been discussed elsewhere (Hennemann 1983; Western 1983; Robinson & Redford 1986b ). The analysis here broadens the number of species included but narrows the focus to obtaining a minimum adequate model for predictive purposes. Where possible, published estimates of r were used; however, where these were not available data on annual production rates and ages at first and last reproduction were used in conjunction with Cole's (1954) equation to estimate r. Using six key references (Hennemann 1983; Robinson & Redford 1986b; Ross 1992; Fa et al. 1995; Rowe 1996; Ross & Jones 1999) , data were obtained for a total of 146 species in 10 orders, and body mass and higher taxon (order) were fitted as explanatory variables. The interaction term between body mass and order was non-significant; however, both single terms were strongly significant. Merging of orders led to the emergence of just two groupings: primates alone, and all others combined (Artiodactyla, Carnivora, Lagomorpha, Perissodactyla, Proboscidea, Rodentia, Scandentia, Xenarthra and Macroscelidea). The minimum adequate model is summarized in Table A1·2 .
  , E ′
In the model, encounter rate, E, is defined as the rate of encounter with successful kills, expressed as a proportion of the available density. This appendix uses data from biological surveys where a large number of estimates of both encounter rate and density are given. However, these are effectively raw encounter rates, here termed E′, including cases where no kill would have been possible had the observer been hunting. An approach to deriving E values from E′ estimates is described in the Methods section of the paper. Here, working with E′ values allows us to amass a large number of paired estimates of density and raw encounter rate, and this then allows us to predict speciesspecific raw encounter rates by regressing numbers encountered per unit time against density. Assuming that there is no systematic variation in the detectability of prey with changing density, the average raw encounter rate is given by the intercept of the relationship. This assumption can easily be tested; if it is violated, the slope of the response will be significantly different from one. Extending the procedure to a multiple regression allows the effects of other variables on raw encounter rate to be tested.
Data were extracted from three published surveys of tropical forest mammals, each reporting both raw encounter rates and subsequent density estimates for a number of populations (White 1994; Peres 1997; Chapman et al. 2000) . Each study provided between 35 and 144 independent estimates (total 223), covering 32 species. The times used to calculate encounter rates were total times, including time spent recording information as well as searching, and it was therefore necessary to correct for this 'handling time' before analysis. In all the studies used, approximately 10 -20 min were spent recording information for each group of animals encountered. Thus, assuming a 'handling time' of 0·25 h, numbers encountered per hour spent searching could be derived from the raw numbers detected per hour (n) as:
. Explanatory variables tested as well as density were group size, body mass, habitat (heavily logged, lightly logged or unlogged dry forest, or unlogged flooded forest), taxon (primates, ungulates or elephants) and habitat-use pattern (arboreal, semi-arboreal or terrestrial).
Only density and group size were significant predictors of numbers encountered; however, these two variables explained over 80% of the deviance (Table  A1·3 ). In the initial unconstrained model, the parameter estimate for density slope was 0·96 ± 0·03 SE, which is not significantly different from 1, confirming the expectation that there should be no systematic variation in detectability with density. Refitting the model with the density slope constrained to one thus yields an intercept (c) and group size slope (b) that can be used to derive predicted raw encounter rate estimates as: exp(c + b log e {group size}) Strictly speaking, the statistical test used here is compromised by the inclusion of multiple estimates for n n i 1 025 − ⋅ many of the species. This was necessary in order to assess the potential independent effects of habitat, but it also leads to non-independence of points in the final model. To check whether this alone was responsible for the relationship derived, the analysis was repeated using averaged densities and encounter rates to give a single point for each species, and dropping habitat as a potential explanatory variable. This largely confirmed the original conclusion, with body mass, taxon and habitat use pattern all clearly non-significant. Density remained a strongly significant predictor ( = 46·2, P < 0·0001), with a slope not significantly different from 1 (0·95 ± 0·07 SE). However, group size dropped to marginal significance in this reduced model ( = 3·52, P < 0·1).
  , V
Data on day range and associated variables were extracted from 40 published and unpublished studies, covering 200 species. Day range data were analysed in relation to body mass, group size, region (tropical or temperate), continent (Africa / Madagascar, Americas, Eurasia or global), higher taxon (10 orders), diet (eight categories) and habitat-use pattern (arboreal, semi-arboreal or terrestrial). Full details of this analysis are being prepared for publication elsewhere.
The minimum adequate model is summarized in Table A1·4 . Region, continent and habitat-use pattern were dropped from the model, leaving group size, diet, order and an order-by-body mass interaction as significant terms. Considerable regrouping of factors was possible. For order, Hyracoidea were merged with Rodentia, Insectivora and Tubulidentata with Carnivora, Marsupialia with primates, and Proboscidea with Perissodactyla. For diet, herbivore grazers were merged with herbivore browsers (termed herbivores in Table A1·4 ), frugivore herbivores were merged with frugivore granivores (termed frugivores in Table A1·4) , and frugivore omnivores, mymecivores, carnivores and insectivore omnivores were all merged into a single group (termed carnivore/omnivore in Table A1·4 ).
Appendix 2
This appendix summarizes the raw data, their sources and the derived parameters used in the model validation and simulation exercises described in the paper (Tables A2·1-2·4 ). Species authorities can be found in Wilson & Reeder (1993) . Table A1 .4. Summary of the minimum adequate model for day range (v, km) , following the elimination of non-significant variables and regrouping of order and diet factors. Overall r 2 = 59·2% Values derived by reducing carrying capacity by a factor, p, dependent on the reported prior duration and intensity of hunting (i.e. N 0 = pK). In the case of the Semaq Beri, no hunting was recorded prior to the study, thus p = 1. In the case of the Piro, low-intensity bow hunting was practised prior to the study, and species-specific estimates of p were therefore derived as the ratio of density under light hunting to that with no hunting, using density estimates published by Hill & Padwe (2000) , Mena et al. 2000) and Peres (2000) .
5
Values derived as N 0 /g. Piro: Alvard (1993) , Semaq Beri: Kuchikura (1988) . Alvard (1993) does not report the number of groups in which a successful kill was made (N k ) and values for the Piro were therefore estimated as N i /q, with q (individuals killed per group;
see Table A1·2 ). Values derived using equations 10 and 11 in the main text.
10
Values derived using equation 9 in the main text.
11
Values derived using equation 1 in the main text. Table A2 .2. The derivation of estimated number of individuals killed per group (q) from raw data. In neither study does the estimate differ significantly between species (Piro: = 1·53, P > 0·5; Semap Beri: = 1·27), nor does the estimate differ between studies ( = 0·02, P > 0·9). Piro data taken from Alvard & Kaplan (1991) ; Semaq Beri data taken from Kuchikura (1988) 
