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Abstract
This paper investigates the compositional properties of reusable software components deﬁned with explicit dependencies and
behavioural contracts expressing rely-guarantee speciﬁcations in the form of communication traces. In this setting, connection
of components through their matching ports is indeed compositional and yields a new component or composite that respects its
constituents’ contracts. Thus the behaviour of the composite is computed from the behaviours of its constituents and is known to
conform to the contracts without any new proof.
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1. Introduction
Components and composition are the embodiment of a very old problem solving strategy: Divide et Impera.
In the broad ﬁeld of engineering, this decomposition strategy aims at identifying, given a large problem, how known
solutions can be composed to solve the problem. This practice alleviates the burden of complex engineering as known
solutions are reused and domain-speciﬁc only parts need adhoc solutions. Component software [20] emerged from
object-oriented programming as a way to apply compositional engineering to the construction of complex software.
The main achievement of the ﬁeld has been the production of distributed component frameworks such as CCM (CORBA
Component Model) [16], J2EE and .NET. These frameworks provide technical solutions to software engineers at the im-
plementation and detailed design levels but they are not adequate for reasoning and verifying systems and components
interactions.
What is needed is then component models and methods that lend themselves to formal compositional reasoning.
Architectural Description Languages (ADL [14]) have pioneered the ﬁeld while trying to give precise meanings to
the notion of software architecture and providing tools to reason about it. One achieved work is SOFA [17], an ADL
and framework that allows decomposition of frames or systems’ interfaces into components, interfaces and connectors
speciﬁed with regular languages over messages, down to primitive components. System behavior can then be inferred
using languages’ composition rules. As this work is mostly aimed towards providing adaptable softwares, it gives a
formal deﬁnition of substitutability that is based on language inclusion. One problem with this approach is that correct
behavior should be re-proved at each (de)composition step as it is changed by connectors’ speciﬁcations. Similar works
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based on process algebras (e.g. [2,5,13]) are quite successful at modeling complex behaviors, including reﬂective
behaviors and encoding of structural evolutions of systems. This complexity is of course at the price of the complexity
of proofs and the undecidability of most properties.
Somequestions that should be addressedby suchmodels are:Given a certain assemblyof components,what properties
can be inferred from their composition as a system? Is it possible to ﬁnd a system that has deﬁned expected properties?
Is a particular component substitutable with another component without breaking the whole system? Is it possible to
preserve properties through composition? In terms of formal languages theory, all these questions can be reduced to
the use of synchronization products of languages and the well-known problem of re-constructing a language from its
projections onto sub-alphabets. An overview of the problem of composition in the setting of ﬁnite state automata is
studied in [6], where compositionality of automata depends on the composition rules used. In this paper, we consider
some classical form of trace-based speciﬁcation given in terms of regular languages. Moreover, we show that we obtain
“good composition properties” using an encoding of the topology of a set of connected components in the alphabet, in
the static case (i.e. when all connections of components are established at deployment). More precisely, we are stating
and proving some desirable properties of a composite (set of components seen as a component) that are preserved by
composition: The behavior of the composite respects the contract of the services it provides and uses, and any client
using its services will not be blocked by misbehaving clients using other services.
Composition and decomposition of systems are widely studied in the literature in several settings. Composition of
formal speciﬁcation gives rise in [9] to two different notions of invariants: Existential invariants guarantee preservation
of a property through composition with any other component, while universal properties require composition with
components holding the same property to be kept through composition. In [1], speciﬁcations are given in terms of TLA
formulas and the speciﬁcation of a complete system is a conjunction of component speciﬁcations. Then, Composition
and Decomposition theorems allow proving large systems by reasoning about their components. Interface automata in
[4] are closed to our preoccupations in the sense that they specify component behaviors in terms of assumptions about
the order in which the methods of the component are called and guarantees about the order in which the component
calls the methods of the environment. However, we aim at dealing with a model, which is closer to the implementation
of distributed systems were clients of a components are not aware from each others: speciﬁcations deﬁne interfaces as
behavioral types that are the contracts offered to clients. Thus, the interface automata composition relation that allows
strengthening the assumptions about the environment is not applicable in our context. In more “practical” models, like
ArchJava for example [3], there exists some kind of “consistency by construction” but often reduced to some syntactical
or typing properties. What we obtain here is some kind of “compositional behavioral typing relation” similar to the
compositional typing relations in the -calculus, which from our knowledge does not exist in other formalisms.
Paper overview: Section 2 introduces themodel, notations, and speciﬁcationwe use, and the key notion of “consistent
component”. Section 3 describes our composition mechanism. Section 4 shows that a set of composed components,
called a system, is consistent. Section 5 deﬁnes a notion of composite extracted from a system and shows that such a
composite is a consistent component. Section 6 concludes the paper and gives some perspectives of this work.
2. Component model and speciﬁcations
2.1. Component model
The component model we use here is an abstraction of the CCM, simple enough to ﬁt a large number of used models.
A component is an opaque object that communicates through ports. A port may be synchronous, then communication
is by method calls, or may be asynchronous, then messages are structured events. Furthermore, a port may represent
a service provided by the component or required by the component from its environment. Synchronous ports are
typed by interfaces: A provided synchronous port is called a facet; a required one is called a receptacle. Provided and
required asynchronous ports are called, respectively, sinks and sources. Fig. 1 gives a representation of a component.
Components do not operate in isolation; they must be connected through their ports to operate, that is to exchange
messages. Throughout this article, we focus on the simpler case where the connections of components are established
at deployment time and do not change until the system stops.
We consider behavioral speciﬁcations of services, and we emphasize the fact that all the components that offer a
speciﬁc service should be similar from a client’s viewpoint (especially in open systems). Services usage is observable
through messages exchanged between various components, so the speciﬁcations are given in terms of communication
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traces, which are sequences of messages. An asynchronous event is modeled by a message sent between two objects,
whereas a method call is modeled by two events: A message from the caller to the callee representing the call of
the method, and a message from the callee to the caller representing the return of the method call. As we consider
distributed systems, each element of the system, a component for example, only knows about its own communications,
so its speciﬁcation is a language (set of traces) whose words (traces) are sequences of messages sent or received by
this element. So the language deﬁnes a contract between the speciﬁed element and its potential user(s). In the case of
interfaces, this contract relates calls made by one client to returns produced by a component providing this interface.
In the case of components, this contract allows relating messages received/produced on provided ports to messages on
required ports. This is a very low level form of rely-guarantee speciﬁcation that can be derived from a lot of known
models based on state machines, predicates on traces, etc.
Observable events are messages exchanged by elements of the system (e.g. a call to a method m). A distinctive
feature of our model is the form of the alphabet: A letter representing an event includes sender’s and receiver’s identity
and the names of the ports through which the communication occurs. It is an essential aspect of our formalism that
allows us to encode the system architecture in the alphabet. While the speciﬁcation is abstract and deals with models
of components, the semantics of composition deals with identiﬁed instances of components and ports through proper
renaming (alphabetic morphisms). These requirements lead to the following deﬁnition of the event alphabet:
Deﬁnition 1 (Event alphabet). An event alphabet E is composed of letters of the form (c1, p1, c2, p2, k,m), where:
• c1 is a component and p1 is the name of a required port of this component,
• c2 is a component and p2 is the name of a provided port of this component,
• k is the “kind”: method call (call), return from method call (return), or asynchronous event (event), and
• m is the name of the method or the event type.
2.2. Preliminaries
As preliminaries to the speciﬁcation description, we give some notations and deﬁnitions in this subsection.We denote
by  the empty word. The preﬁx-closure of a language L denoted by pf (L) is pf (L) = {u | ∃v such that uv ∈ L}, L
is said to be preﬁx-closed if L = pf (L). For two alphabets 1 and 2 such that 2 ⊆ 1, we denote by 1→2 the
alphabeticalmorphism from1 to2 such that for each x of1,1→2(x) = x if x belongs to2, and1→2(x) = 
otherwise. By abuse of notation, for an event alphabet E , we denote
(c,p) = E→{(c1,p1,c2,p2,k,m)∈E |(c1,p1)=(c,p)∨(c2,p2)=(c,p)}.
Let E and E ′ be event alphabets. We denote by h1,...,n1,...,n the strictly alphabetical morphism (with forall 0 < i < jn,
i = j ):
h
1,...,n
1,...,n : E −→ E ′
(c1, p1, c2, p2, k,m) 	−→ (c′1, p′1, c′2, p′2, k,m)
with for  being in {1, 2}:
• c′ = i if there exists 1 in such that c = i and c′ = c otherwise,• p′ = i if there exists 1 in such that p = i and p′ = p otherwise.
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We use in the following two particular products on languages. Let 1 and 2 be ﬁnite alphabets, L1 be a language
deﬁned over 1, and L2 be a language deﬁned over 2. The shufﬂe product of L1 and L2 is denoted by L1 unionsqunionsqL2, and
is deﬁned by
⋃
u∈L1,v∈L2
⎧⎨
⎩
n ∈ N,
u1v1u2v2 . . . unvn ∀1 in, ui ∈ ∗1, vi ∈ ∗2,
u = u1u2 · · · un, v = v1v2 . . . vn
⎫⎬
⎭ .
The shufﬂe product is associative and commutative. For languages L1 ⊆ ∗1, L2 ⊆ ∗2, the synchronization product of
L1 and L2 on 1 and 2 denoted by L1 
1,2
L2 is deﬁned as
L1 
1,2
L2 = {u ∈ (1 ∪ 2)∗ | 1∪2→1(u) ∈ L1, 1∪2→2(u) ∈ L2}.
We use this deﬁnition given by Duboc in [10] instead of De Simone’s one [18] since it gives an associative operation:
L1 
1,2
L2 
2,3
L3 =
(
L1 
1,2
L2
)

1∪2,3
L3 = L1 
1,2∪3
(
L2 
2,3
L3
)
.
2.3. Speciﬁcations
The speciﬁcations are given in terms of communication traces.More precisely, each element of the system is speciﬁed
by a regular language whose words are valid communication traces of this element (traces where the context and the
element both respect the speciﬁcation). Each trace corresponds to an observation of the system; thus, speciﬁcations
are preﬁx-closed languages to take into account observations at any time. In execution traces, it is clear that method
calls must precede the corresponding returns, even if we allow some concurrency inside components. But as only one
method call of each kind is possible on one asynchronous port at a given time, we do not need to use a stack: we
consider for speciﬁcation purposes well-formed languages.
Deﬁnition 2 (Well-formed language). A language L over an event alphabet E is said to be well-formed if L is preﬁx-
closed and
L ⊆ pf
(( ⊔⊔
(x,y,z,t,event,m)∈E
(x, y, z, t,event,m)∗
)
⊔⊔( ⊔⊔
(x,y,z,t,call,m)∈E
((x, y, z, t,call,m)(x, y, z, t,return,m))∗
))
.
An interface speciﬁcation is a contract offered by an interface to its clients, more precisely, this is a contract on the
interface as a type: Each port typed by the interface should offer this contract to its clients. Components are also deﬁned
as types: Each instance of a component must respect the component speciﬁcation. Thus, to write speciﬁcations we use
variables as components identities, these variables will be instantiated with the identities of component instances for a
particular system conﬁguration.
Deﬁnition 3 (Connection variables). In an event, the variables 1 and 1 (resp. 2 and 2) are reserved names that are
used—when necessary—to denote the identity of a component and the name of one of its required (resp.
provided) port.
Deﬁnition 4 (Interface). An interface speciﬁcation I is a pair [[meth,LI ]] where meth is a set of method names, LI a
regular preﬁx-closed language of (I )∗ with (I ) = {(1, 1, 2, 2, k,m) | m ∈ meth ∧ k ∈ {call,return}} and
LI is included in
pf
(( ⋃
m∈meth
((1, 1, 2, 2,call,m)(1, 1, 2, 2,return,m))
)∗)
.
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A component speciﬁcation describes the behavior of its instances (i.e. pieces of software that offer ports); thus, we
ﬁrst have to deﬁne ports.
Deﬁnition 5 (Port). A port is a tuple (, t, g) where  is the port name, t its type (an interface or an asynchronous event
type) and g its kind (receptacle, facet, source or sink).
The event alphabet of a component is the set of events it can send or receive through its ports. So, it is built from
the alphabets of the types of its ports. But when we specify a particular component we use a variable  to denote an
instance of this component. In events of the alphabets of required (resp. provided) ports,  replaces 1 (resp. 2) and
the effective name of the port in this component replace 1 (resp. 2). Note that this allows us to deal with components
having several ports of the same type.
Deﬁnition 6 (Component speciﬁcation). A component speciﬁcation C is deﬁned by C = [[P,L]] with:
• P a set of ports whose names are pairwise distinct,
• L a regular well-formed language over (C) which is the union of:
◦ h,f2,2((I )) for each (f, I,facet) ∈ P ,
◦ h,r1,1((I )) for each (r, I,receptacle) ∈ P ,◦ {(, so, 2, 2,event, So)} for each (so, So,source) of P,
◦ {(1, 1, , si,event, Si)} for each (si, Si,sink) of P,
where  is the variable that represents any instance of this component.
Let us consider a simple example of an adaptor component in Fig. 2. This component is simply used as a translator
between to interfaces I and J that are functionally similar but syntactically not compatible.
Each of the interfaces I and J offers one method, and the adaptor component translates each call to the method of I
in a call to the method of J. Let I = [[{calc},LI ]] and J = [[{comp},LJ ]] with
LI = ((1, 1, 2, 2,call, calc)(1, 1, 2, 2,return, calc))∗,
LJ = ((1, 1, 2, 2,call, comp)(1, 1, , f,return, comp))∗.
The component Adaptor is speciﬁed by:
Adaptor = [[{(f, I,facet), (r, J,receptacle)},L]],
with
L = ( (1, 1, , f,call, calc)(, r, 2, 2,call, comp)
(, r, 2, 2,return, comp)(, f, 2, 2,return, calc)
)∗.
The speciﬁcation of a particular component instance is then obtained by instantiation of the variable with the actual
identity of the component instance.
Deﬁnition 7 (Component instance). A component instance of C = [[P,L]] whose name is c is deﬁned by c =
〈P, hc(L)〉, its alphabet being (c) = hc((C)).
A component provides and uses ports. We expect such a piece of code to abide by the speciﬁcation of its ports,
so we ﬁrst describe three basic properties that a component must respect to be consistent. A component may have
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asynchronous and synchronous ports; the expected behavior of the component is not the same regarding both kinds
of ports.
Asynchronous events are supposed to be sent at any time depending of the context. Thus, a component that offers a
sink must be able to receive events at any time, which is expressed by the following deﬁnition (remember that we are
interested in preﬁx-closed languages):
Deﬁnition 8. A language L over an event alphabet E is consistent for the sink (s, S,sink) of a component  (denoted
by L(s, S,sink)) if:
∀u ∈ L, u(1, 1, , s,event, S) ∈ L,
with (1, 1, , s,event, S) the event of the sink.
As components that offer a sink are supposed to be able to receive events at any time, there is no requirement
for components that offer a source: they can send events when necessary, the connection constraints are completely
supported by the component offering the sink.
Constraints for synchronous ports are more complex, since synchronous port types have speciﬁcations that serve as
contracts between components that provide or use the ports. For a receptacle, we want messages emitted by an element
(most of the time a component) through a receptacle to be accepted by the speciﬁcation of its type (interface).
Deﬁnition 9. A language L over an event alphabet E is consistent for the receptacle (r, I,receptacle) of a com-
ponent  (denoted by L  (r, I,receptacle)) if:
(,r)(L) ⊆ h,r1,1(LI ).
A component that offers a facet has to respect its speciﬁcation. But we require another property which is of great
importance in the setting of open distributed systems: At each time, a facet must be available independently of the
external events not controlled by the component (as calls received on the other facets) in order tomake all the components
offering the same services equivalent from the viewpoint of a client. This “non-blocking condition” is essential for the
facet to be able to give the receptacle the service it requires. The availability of the service is the responsibility of the
providing component, but this component can provide the service in any possible manner: we require that there exists
at least one execution that do not interfere with other facets (there exists v) but other execution paths may also exist
(for example if the component is implemented with several threads).
Deﬁnition 10. A language L over an event alphabet E is consistent for the facet (f, I,facet) of a component 
(denoted by L  (f, I,facet)) if:
h
,f
2,2(LI ) ⊆ (,f )(L) (1)
and
∀u ∈ L,∀x ∈ E such that (,f )(u)x ∈ h,f2,2(LI ), ∃v such that uvx ∈ L and∀(, t, g) with g ∈ {facet,sink},(,)(v) = . (2)
Part (1) says that the behavior of an element must conform to the speciﬁcation of a facet it “offers”:An element must
accept all speciﬁed calls and returns are completely speciﬁed by calls. Part (2) indicates that at each time, each event
valid for the facet speciﬁcation should be accessible independently of events not controlled by the component that is
events on other facets or sinks.
The three previous deﬁnitions lead us to deﬁne a consistent component.
Deﬁnition 11 (Consistent component). A component C = [[P,L]] is consistent if for each (, t, g) of P such that g
belongs to {receptacle,facet,sink}:
L  (, t, g).
An instance of a consistent component is said to be consistent.
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3. Component composition
In this section, we describe how to compose components to obtain systems, that is to say sets of inter-connected
components.
Deﬁnition 12 (Connection). A connection is a tuple (c1, p1, c2, p2) where c1 and c2 are component instances, p1 is
the name of a required port of c1 and p2 is the name of a provided port of c2 such that p1 and p2 are of the same type.
Deﬁnition 13 (Valid set of connections). A set of connections X is said to be valid if for all (c1, p1, c2, p2) of X, X does
not contain any (c1, p1, c′, p′) with (c2, p2) = (c′, p′) or does not contain any (c′, p′, c2, p2) with (c1, p1) = (c′, p′).
We denote the set of elements of X by
elem(X) = {(c, p) | ∃(c, p, c′, p′) ∈ X or ∃(c′, p′, c, p) ∈ X}.
For a component instance c = 〈c, P 〉 and a set of connections X, we denote by
NC(c,X) = {(, t, g) ∈ P | (c, ) ∈ elem(X)}
the set of ports of c that are not connected by the set of connections X.
The event alphabet has been designed to embed the structure of the system in languages. Thus, when connecting
components, we instantiate the connection variables to register the connections in the language. This allows us to deal
with several instances of the same component as the names of the ports allow us to deal with components having several
ports of the same type.
Deﬁnition 14 (Connection morphism). Let E be an event alphabet andX a valid set of connections. Then the connection
morphism hX is deﬁned by:
hX : E −→ E
(c, p, 2, 2, k,m) 	−→ (c, p, c′, p′, k,m) if (c, p, c′, p′) ∈ X
(1, 1, c, p, k,m) 	−→ (c′, p′, c, p, k,m) if (c′, p′, c, p) ∈ X
x 	−→ x otherwise.
Lemma 15. Let B be a set of component instances and X1 and X2 be two valid sets of connections over this set
(i.e. for each (c1, p1, c2, p2) of X1 ∪ X2, c1 and c2 belong to B). Then, we have
(elem(X1) ∩ elem(X2) = ∅) ⇒ (hX1∪X2 = hX1 ◦ hX2 = hX2 ◦ hX1).
Proof. Straightforward. 
Deﬁnition 16 (System). A system S = 〈B,X〉 is built from a set of consistent component instances B = {c1, . . . , cn},
with for each 1 in, ci = 〈Pi,Lci 〉, and a valid set of connections X over B. The alphabet of S, denoted by (S) is
(S) = ⋃
1 in
hX((ci)).
The behavior of S is deduced from the behavior of its components and from the connections. That is,
LB,X = LS = hX(Lc1)
X
(c1),(c2)
· · · X
(cn−1),(cn)
hX(Lcn),
with X
,	
the synchronization product on the alphabets hX() and hX(	).
Note that as the synchronization product of well-formed languages is well-formed, the language of a system is
well-formed. The creation of systems from components allows us to build sub-systems. Then, it is interesting to be
able to compose systems in a “compositional” way.
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Deﬁnition 17 (External connection set). Let S1 = 〈B1, X1〉 and S2 = 〈B2, X2〉 be two systems such thatB1∩B2 = ∅.
Then, a valid connection set X is said external for these systems if and only if
elem(X) ∩ elem(X1) = ∅,
and elem(X) ∩ elem(X2) = ∅,
and ∀ (c1, p1, c2, p2) ∈ X, {c1, c2} ∩ B1 = ∅ ∧ {c1, c2} ∩ B2 = ∅.
Deﬁnition 18 (Composition of two systems). LetS1 = 〈B1,X1〉 andS2 = 〈B2, X2〉be two systems such thatB1∩B2 =
∅ and X be an external connection set for these systems. Then the composition of the systems by X, denoted by
S = S1 ◦X S2, is the system S = 〈B1 ∪ B2, X1 ∪ X2 ∪ X〉 (with LS = LB1∪B2,X1∪X2∪X).
The next proposition states that it is possible to hierarchically compute the system languages, which is a basic
required property of component systems.
Proposition 19. Let S1 = 〈B1, X1〉 and S2 = 〈B2, X2〉 be two systemswithB1∩B2 = ∅.Then, the system S = S1◦XS2
with X an external connection set for S1 and S2 is such that
LS = hX(LS1)
X
(S1),(S2)
hX(LS2).
Proof. Set B1 = {c0, . . . , ck}, B2 = {ck+1, . . . , cn}, with for each 0 in, ci = 〈Pi,Lci 〉, and Z = X1 ∪ X2 ∪ X.
By deﬁnition, the language of S is deﬁned by
LS = LB1∪B2,Z
= hZ(Lc0)
Z
(c0),(c1)
· · · Z
(ck−1),(ck)
hZ(Lck )
Z
(ck),(ck+1)
hZ(Lck+1)
Z
(ck+1),(ck+2)
· · · Z
(cn−1),(cn)
hZ(Lcn).
By associativity of the synchronization product, we have
LS =
(
hZ(Lc0)
Z
(c0),(c1)
· · · Z
(ck−1),(ck)
hZ(Lck )
)
Z
(c0)∪···∪(ck),(ck+1)∪···∪(cn)(
hZ(Lck+1)
Z
(ck+1),(ck+2)
· · · Z
(cn−1),(cn)
hZ(Lcn)
)
.
The operator
Z
(c0)∪···∪(ck),(ck+1)∪···∪(cn)
is the synchronization product on the alphabets hZ((c0) ∪ · · · ∪ (ck)) and hZ((ck+1) ∪ · · · ∪ (cn)). Since the
connections of X1 and X2, respectively, refer to instances of B1 and B2, this product is the product on the alphabets
hX1∪X((c0)∪ · · ·∪(ck)) and hX2∪X((ck+1)∪ · · ·∪(cn)). According to Lemma 15, we have hX1∪X = hX1 ◦hX =
hX ◦ hX1 and hX2∪X = hX2 ◦ hX = hX ◦ hX2 . So, this synchronization product is the product on the alphabets
hX(hX1((c0)∪· · ·∪(ck))) and hX(hX2((ck+1)∪· · ·∪(cn))) that is, by deﬁnition of a system alphabet, hX((S1))
and hX((S2)). So, we have
LS =
(
hZ(Lc0)
Z
(c0),(c1)
· · · Z
(ck−1),(ck)
hZ(Lck )
)
X
(S1),(S2)(
hZ(Lck+1)
Z
(ck+1),(ck+2)
· · · Z
(cn−1),(cn)
hZ(Lcn)
)
.
We once again use the fact that the connection sets X1 and X2 are disjoint to simplify:
LS =
(
hX1∪X(Lc0)
X1∪X
(c0),(c1)
· · · X1∪X
(ck−1),(ck)
hX1∪X(Lck )
)
X
(S1),(S2)(
hX2∪X(Lck+1)
X2∪X
(ck+1),(ck+2)
· · · X2∪X
(cn−1),(cn)
hX2∪X(Lcn)
)
.
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Since X is external, the morphism hX can be applied before or after the computation of the synchronization product in
the higher-level operands of the product. We obtain
LS = hX
(
hX1(Lc0)
X1
(c0),(c1)
· · · X1
(ck−1),(ck)
hX1(Lck )
)
X
(S1),(S2)
hX
(
hX2(Lck+1)
X2
(ck+1),(ck+2)
· · · X2
(cn−1),(cn)
hX2(Lcn)
)
= hX(LS1)
X
(S1),(S2)
hX(LS2). 
We can now note two interesting properties of the composition operation.
Proposition 20. The composition (◦) of systems is commutative.
Proof. Let S1 = 〈B1, X1〉 and S2 = 〈B2, X2〉 be two systems such that B1 ∩ B2 = ∅. Let X be a set of external
connections for S1 and S2. By deﬁnition S1 ◦X S2 = 〈B1 ∪ B2, X1 ∪ X2 ∪ X〉 with LS = LB1∪B2,X1∪X2∪X. Since the
union is commutative S1 ◦X S2 is obviously equals to S2 ◦X S1. 
Proposition 21. Let S1 = 〈B1, X1〉, S2 = 〈B2, X2〉 and S3 = 〈B3, X3〉 be systems such that B1, B2 and B3 are
pairwise disjoint. Let Y1 be external for S1 and S2, Y2 be external for S2 and S3, and Y3 be external for S1 and S3 such
that elem(Y1) ∩ elem(Y2) = elem(Y1) ∩ elem(Y3) = elem(Y2) ∩ elem(Y3) = ∅, then
(S1 ◦Y1 S2) ◦Y2∪Y3 S3 = S1 ◦Y1∪Y3 (S2 ◦Y2 S3).
Proof. Let S1 = 〈B1, X1〉, S2 = 〈B2, X2〉 and S3 = 〈B3, X3〉 be systems such that B1, B2 and B3 are pairwise disjoint.
Let Y1 be a set of external connections of S1 and S2, Y2 a set of external connections of S2 and S3, and Y3 a set of external
connections of S1 and S3 such that elem(Y1)∩ elem(Y2) = ∅, elem(Y1)∩ elem(Y3) = ∅ and elem(Y2)∩ elem(Y3) = ∅.
Fix A1 = S1 ◦Y1 S2 = 〈B1 ∪ B2, X1 ∪ X2 ∪ Y1,LB1∪B2,X1∪X2∪Y1〉 and S = A1 ◦Y2∪Y3 S3 = 〈(B1 ∪ B2) ∪
B3, (X1 ∪ X2 ∪ Y1) ∪ X3 ∪ (Y2 ∪ Y3),L(B1∪B2)∪B3,(X1∪X2∪Y1)∪X3∪(Y2∪Y3)〉 on one side, and A2 = S2 ◦Y2 S3 =
〈B2 ∪ B3, X2 ∪ X3 ∪ Y2,LB2∪B3,X2∪X3∪Y2〉 and S′ = S1 ◦Y1∪Y3 A2 = 〈B1 ∪ (B2 ∪ B3),X1 ∪ (X2 ∪ X3 ∪ Y2) ∪ (Y1 ∪
Y3),LB1∪(B2∪B3),X1∪(X2∪X3∪Y2)∪(Y1∪Y3)〉 on the other side. Since union is commutative and associative, S and S′ are
obviously equal. 
The problem is now to show that the connections preserve the consistency of components. As the components we
connect are consistent, the connections are proved to work:Any message sent by a component on a connection respects
the speciﬁcation of its partner on this connection. But as we use synchronization products to compute the language of a
system, it is not obvious that all the components are still consistent for the non-connected ports: For example, it could
happen that the trace language of the system does not contain any call to a method m which is supposed to be provided
by a component.
4. System consistency
Now, we show that a system is consistent with regard to the behavioral typing:All its components are still consistent
after connection. Using the properties of component languages, it is easy to show the consistency for receptacles and
sinks.
Proposition 22. Let S = 〈B,X〉 be a system. Then, for each c = 〈Pc,Lc〉 in B, we have
∀(r, I,receptacle) ∈ NC(c,X),LS c (r, I,receptacle) (3)
∀(si, Si,sink) ∈ NC(c,X),LS c (si, Si,sink) (4)
Proof. Let us set B = {c1, . . . , cn}, and for each 1 in, ci = 〈Pi,Lci 〉. Let us ﬁrst show (3). We want to prove that:
(c,r)(LS) ⊆ hc,r1,1(LI ). By deﬁnition of a system construction,
LS = hX(Lc1)
X
(c1),(c2)
· · · X
(cn−1),(cn)
hX(Lcn)
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uses
r
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f2
uses
Fig. 3. Connection cycle.
so, we have
(c,r)(LS) = (c,r)
(
hX(Lc1)
X
(c1),(c2)
· · · X
(cn−1),(cn)
hX(Lcn)
)
.
The only language Lci whose projection by (c,r) is not empty is Lc and since the port r of c is not connected by a
connection of X, only hX(Lc) among the hX(Lci ) for 0 < in has a non empty image by (c,r); so, (c,r)(LS) ⊆
(c,r)(hX(Lc)), and since r is not connected, (c,r)(LS) ⊆ (c,r)(Lc). Since c is a consistent component, we have:
(c,r)(LS) ⊆ (c,r)(Lc) ⊆ hc,r1,1(LI ).
Let us now show (4). Let ci = 〈Pi,Lci 〉 be a component of B, (si, Si,sink) belong to NC(ci, X), and u be a word
of LS . By deﬁnition of a system, LS is the synchronization product of hX(Lc1), . . . , hX(Lcn), so, there exist words
w1, . . . , wn, respectively, belonging to hX(Lc1), . . . , hX(Lcn) such that:
u ∈ w1 X
(c1),(c2)
· · · X
(cn−1),(cn)
wn.
There exists a word w′i of Lci such that hX(w′i ) = wi . Since ci is a consistent component, w′i (1, 1, ci, si,event, Si)
belongs to Lci . Since si is not connected, hX((1, 1, ci, si,event, Si)) is equal to (1, 1, ci, si,event, Si), so
hX(w
′
i (1, 1, ci, si,event, Si)) is equal to wi(1, 1, ci, si,event, Si) and we have immediately:
uz ∈ w1 X
(c1),(c2)
· · · X
(ci−1),(ci )
wiz
X
(ci ),(ci+1)
· · · X
(cn−1),(cn)
wn,
with z = (1, 1, ci, si,event, Si). 
To show a similar property in the case of facet, we have to require another property from the systems we consider.We
will consider “loop-free” systems that we call DAG (DirectedAcyclic Graph). One of the consistency properties imposes
that a component is always able to provide a service it offers independently from actions depending on other clients.
This can for instance be ensured if we forbid cyclic connections: A simple example of this problem is a component c
that provides two facets f1 and f2, and requires a receptacle r. If we connect r to f1 and if f1 and f2 use services of r
to provide their own services then a call on f2 can lead to a deadlock (Fig. 3). This restriction on the system expresses
the idea that “one does not require a service one provides”.
Deﬁnition 23. A system S = 〈B,X〉 is said to be a DAG if and only if the graphG = 〈B,E〉 is a DAG whereE ⊆ B×B
is deﬁned by: ∀(ci, cj ) ∈ B × B, ((ci, cj ) ∈ E) ⇔ (∃(ci, pi, cj , pj ) ∈ X). The height of a component instance ci of
B is the length of the longest path in G whose origin is ci and is denoted by height(ci).
We ﬁrst introduce two technical lemmas.
Lemma 24. Let S = 〈B,X〉 be a DAG. If there exists (c, p, c′, p′) in X then height(c) > height(c′).
Proof. Straightforward. 
Lemma 25. Let S = 〈B,X〉 be a DAG, and w be a word of LS . For each component instance c = 〈P,L〉 of B, each
(f, I,facet) of NC(c,X), and each event x such that (c,f )(w)x belongs to hX(hc,f2,2(LI )), there exists a word 
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such that:
• w
x belongs to LS ,
• for each c′ = 〈P ′,L′〉 ∈ B, for each (, t, g) ∈ NC(c′, X) with g in {facet,sink}, we have (c′,)(
) = ,
• for each element c′ = 〈P ′,L′〉 of B, such that height(c′) > height(c), for each (, t, g) in P ′, we have(c′,)(
) = .
Proof. We prove the lemma by induction on the height of components. Let c0 = 〈P0,L0〉, . . . , cn = 〈Pn,Ln〉 be the
sequence of components of B ordered by decreasing height.
Let w be a word of LS . Then, there exist w0, . . . , wn of hX(L0), …, hX(Ln) such that
w ∈ w0 X
(c0),(c1)
· · · X
(cn−1),(cn)
wn.
Obviously, for each 0 in and for each port of name p of ci , (ci ,p)(w) = (ci ,p)(wi).
Let ci = 〈Pi,Li〉 be a component ofB, (f, I,facet) be a facet ofNC(ci, X), and x be an event such that(ci ,f )(w)x
belongs to hX(hci ,f2,2(LI )). Since wi belongs to hX(Li ), there exists a word w′i of Li such that hX(w′i ) = wi ; moreover,
there exists x′ of (ci) such that hX(x′) = x. Since ci is a consistent component, there exists a word 
′i such that
w′i
′ix′ belongs to Li and such that for all (, t, g) ∈ Pi with g ∈ {facet,sink}, (ci ,)(
′i ) =  and so the
word hX(w′i
′ix′) = wi
ix belongs to hX(Li ). Consequently, the events contained in the word 
i are only related to
receptacles or sources of ci .
If the height of ci is 0, none of the receptacles or sources of events of 
i is connected. Thus, the letters of 
i are of
the form (ci, r, 2, 2, k,m) with r a receptacle or a source of ci . Thus, we have:
w
ix ∈ w0 X
(c0),(c1)
· · · X
(ci−1),(ci )
wi
ix
X
(ci ),(ci+1)
· · · X
(cn−1),(cn)
wn,
and it is clear that 
i veriﬁes the lemma.
Let us suppose that the lemma holds for the components of height smaller or equal to n and that the height of ci
is n + 1. Let us decompose the word 
i in 
i = 0x11 · · · xll with for each 0k l, k only containing events of
non-connected receptacles or sources of ci and xk an event of a connected receptacle or source.
We are now in the situation (P ):
•  =  is such that
◦ for each c′ = 〈P ′,L′〉 of B, for each (, t, g) of NC(c′, X) with g ∈ {facet,sink}, we have (c′,)() = ,
◦ for each c′ = 〈P ′,L′〉 of B, such that height(c′) > height(ci), for each (, t, g) in P ′, we have (c′,)() = ,
• we want to show that there exists a word 1 such that w01x1 belongs to LS and 1 does not contain any letter
of ci .
It is clear that:
w0 ∈ w0 X
(c0),(c1)
· · · X
(ci−1),(ci )
wi0
X
(ci ),(ci+1)
· · · X
(cn−1),(cn)
wn.
There are two cases, either x1 is an event of a connected source of ci , either it is an event of a connected receptacle of
ci :
• if x1 is an event of a connected source of ci then, there exists a component cj with i < jn which has a sink p
connected to this source. Since, by hypothesis, this component is consistent, the word wjx1 belongs to hX(Lj ) and
so the word w0x1 belongs to LS (1 = ),
• let us now suppose that x1 is an event of a connected receptacle of ci . Since the system is a DAG, the con-
nected receptacles of ci are connected to facets of components cj with j > i. Fix x1 = (ci, r, cj , f ′, k, t) with
(r, J,receptacle) a receptacle of Pi . By hypothesis, the component ci is consistent so(ci ,r)(Li ) ⊆ hci ,r1,1(LJ )
and then (ci ,r)(w′i′0x′1) ∈ hci ,r1,1(LJ ), with hX(′0) = 0 and hX(x′1) = x1. The morphism hX is an alphabeti-
cal morphism so hX((ci ,r)(w′i′0x′1)) ∈ hX(hci ,r1,1(LJ )). Since hX transforms letters of type (ci, r, 2, 2, k,m)
into (ci, r, cj , f ′, k,m), hX((ci ,r)(w′i′0x′1)) is equal to (ci ,r)(hX(w′i′0x′1)) that is equal to (ci ,r)(wi0x1)
that is equal to (cj ,f ′)(wi0x1). On the other side, since hX transforms letters of type (1, 1, cj , f ′, k,m) into
(ci, r, cj , f
′, k,m), then hX(hci ,r1,1(LJ )) = hX(h
cj ,f
′
2,2(LJ )). Thus, we obtain (cj ,f ′)(wi0x1) ∈ hX(h
cj ,f
′
2,2(LJ )).
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By construction, (cj ,f ′)(0) = , (cj ,f ′)(x1) = x1 and (cj ,f ′)(wi) = (cj ,f ′)(wj ), so we obtain:
(cj ,f ′)(w0x1) = (cj ,f ′)(wj )x1 ∈ hX(hcj ,f
′
2,2(LJ )).
According to Lemma 24, the height of cj is strictly smaller then the height of ci , by induction hypothesis, there exists
a word 1 such that:
◦ w01x1 ∈ LS ,
◦ ∀c = 〈P,L〉 ∈ B, ∀(, t, g) ∈ NC(c,X) such that g ∈ {facet,sink}, we have (c,)(1) = ,
◦ ∀c = 〈P,L〉 ∈ B with height(c) > height(cj ), (, T , g) ∈ P , (c,)(1) = .
So, now we are in the same situation that at point (P): We have  = 01x1 such that:
• for each c′ = 〈P ′,L′〉 ∈ B, for each (, t, g) of NC(c′, X) with g ∈ {facet,sink}, we have (c′,)() = ,
• for each c′ = 〈P ′,L′〉 ∈ B, such that height(c′) > height(ci), for each (, t, g) in P ′, we have(c′,)() =  (since
height(ci) > height(cj )),
and we want to show that there exists a word 2 such that w01x112x2 belongs to LS and 2 does not contain any
letter of ci .
So we can iterate the process to obtain:
w01x1 · · · l−1lxllx ∈ LS
with
• for each c′ = 〈P ′,L′〉 ∈ B, for each (, T , g) of NC(c′, X) with g ∈ {facet,sink}, we have (c′,)(01x1 · · ·
l−1lxll ) = ,
• for each c′ = 〈P ′,L′〉 ∈ B, such that height(c′)height(c), for each (, T , g) in P ′, we have (c′,)(01x1 · · ·
l−1lxll ) = .
Using these two lemmas, we can now show the facet consistency of a system.
Proposition 26. Let S = 〈B,X〉 be a DAG. Then, we have for all c = 〈P,Lc〉 of B,
∀(f, I,facet) ∈ NC(c,X),LSc(f, I,facet).
Proof. Let S = 〈B,X〉 be a DAG with B = {c0, . . . , cn} and for each i, ci = 〈Pi,Li〉. According to Deﬁnition 10,
we ﬁrst have to show that for each component ci = 〈Pi,Li〉 and for each facet (f, I,facet) of NC(ci, X), we have
∀0 in,∀(f, I,facet) ∈ NC(ci, X), hci ,f2,2(LI ) ⊆ ci ,f (LS), (5)
and
∀w ∈ LS,∀x ∈ (S) such that (ci ,f )(w)x ∈ hci ,f2,2(LI ), ∃
 such that w
x ∈ LS
and ∀c′ = 〈P ′,L′〉 ∈ B,∀(, t, g) ∈ NC(c′, X) with g ∈ {facet,sink},(c′,)(
) = . (6)
Let us show (5) by induction on the length of a word belonging to hci ,f2,2(LI ), which is obvious for the empty word(the language is preﬁx-closed).
Let us suppose that the inclusion is true for the words of length smaller or equal to n and let us consider a word ux
of hci ,f2,2(LI ) whose length is n + 1 with n the length of u. Since the facet f is not connected, we have hci ,f2,2(LI ) =
hX(h
ci ,f
2,2(LI )) and hX(ux) = ux. Since the languages are preﬁx-closed, u belongs to hci ,f2,2(LI ) and then, by induction
hypothesis, to ci ,f (LS). So, there exists a word w in LS such that ci ,f (w) = u and ci ,f (w)x ∈ hci ,f2,2(LI ) =
hX(h
ci ,f
2,2(LI )). So according to Lemma 25, there exists 
 such that w
x belongs to LS and ci ,f (w
x) = ux (since f
is not connected). To conclude, ux belongs to ci ,f (LS), and we get (5).
Let us now show (6). Let w be a word of LS and x a letter of (S) such that (ci ,f )(w)x ∈ hci ,f2,2(LI ). Since
f is not connected, we have hci ,f2,2(LI ) = hX(hci ,f2,2(LI )), so (ci ,f )(w)x ∈ hX(hci ,f2,2(LI )). According to Lemma
25, we know that there exists a word 
 with w
x a word of LS such that for each c′ = 〈P ′,L′〉 ∈ B, and for each
(, t, g) ∈ NC(c′, X) with g ∈ {facet,sink}, (c′,)(
) = . 
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As a conclusion of this section, a DAG system has been shown to be consistent for its non connected ports.
5. Composites
We are now able to deﬁne a composite as an abstraction of a component system. The abstraction operation hides the
internal structure of a system, shows it as a unique component, and renames the external ports in order to make port
names unique for a given composite. Let us remark that the composite is here seen as an instance of component. This
allows hierarchical reasoning about systems.
Deﬁnition 27 (Composite). A composite is the abstraction of a DAG component system. Let S = 〈B,X〉 be a DAG
system with B = {c1, . . . , cn}, we can extract from S a composite c = abstract(S) = 〈P,Lc〉 such that
P = {(ci_p, t, g) | ∃ci = 〈Pi,Li〉 ∈ B with (p, t, g) ∈ NC(ci, X)}
and Lc = hc(LS) where ci_p are new names introduced to ensure that the port names of the composite are pairwise
distinct. The abstraction morphism hc is deﬁned by
hc : (S) −→ hc((S)) = (c)
(1, 1, ci, p, k,m) 	−→ (1, 1, c, ci_p, k,m) for each ci and p,
(ci, p, 2, 2, k,m) 	−→ (c, ci_p, 2, 2, k,m) for each ci and p,
x 	−→  otherwise.
The next lemmas allow us to establish the consistency of a composite for its ports.
Lemma 28. Let c = 〈P,Lc〉 be a composite. Then, we have
∀(si, Si,sink) ∈ P,Lc c (si, Si,sink).
Proof. Let us set c = abstract(S) with S = 〈B,X〉 and B = {c0, . . . , cn}. We want to show that for all sinks
(si′, Si,sink) of P, we have: (u ∈ Lc) ⇒ (u(1, 1, c, si,event, Si) ∈ Lc). Since the composite is the abstraction
of a component system, there exists a component ci of B that has a sink si such that si′ = ci_si (si′ is the abstraction
of si).
For each u of Lc, there exists a word u′ of LS such that hc(u′) = u. Since S is a consistent system, the word
u′(1, 1, ci, si,event, Si) belongs to LS and then
hc(u
′(1, 1, ci, si,event, Si)) = u(1, 1, c, si′,event, Si) ∈ Lc. 
Let us remark some properties of the operations we use.
Lemma 29. Let S = 〈B,X〉 be a component system, c be a component of B, p be a non-connected port of c,  be an
identity of a composite, and I be an interface. Then, we have
h(h
c,p
i ,i (LI )) = h,c_pi ,i (LI ) with i ∈ {1, 2} (7)
h ◦(c,p) = (,c_p) ◦ h. (8)
Proof. Let us ﬁrst show (7). The alphabet of LI is composed of letters of the form (1, 1, 2, 2, k,m) with k ∈
{call,return} and m a method name. There are two cases, if i = 1 then
h(h
c,p
1,1((1, 1, 2, 2, k,m))) = h((c, p, 2, 2, k,m))
= (, c_p, 2, 2, k,m)
= h,c_p1,1 ((1, 1, 2, 2, k,m)).
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For the second case, i = 2,
h(h
c,p
2,2((1, 1, 2, 2, k,m))) = h((1, 1, c, p, k,m))
= (1, 1, , c_p, k,m)
= h,c_p2,2 ((1, 1, 2, 2, k,m)).
Let us now show (8). The alphabet of LS is composed of letters of two kinds: The ones that refer to the port p of the
component c and the others. Let us ﬁrst consider the events of the port p of c, there are two cases depending on the fact
that p is provided or required:
• if p is a required port, then h((c,p)((c, p, 2, 2, k,m))) is equal to h((c, p, 2, 2, k,m)), which is equal to
(, c_p, 2, 2, k,m). On the other hand, (,c_p)(h((c, p, 2, 2, k,m))) is equal to (,c_p)((, c_p, 2,
2, k,m)) that is equal to (, c_p, 2, 2, k,m),
• if p is a provided port, then h((c,p)((1, 1, c, p, k,m)) is equal to h((1, 1, c, p, k,m)) which is equal to
(1, 1, , c_p, k,m) and, on the other hand, (,c_p)(h((1, 1, c, p, k,m)) is equal to (,c_p)((1, 1,
, c_p, k,m) that is equal to (1, 1, , c_p, k,m).
Let us now consider the other letters, we have:
• the letters like (ci, pi, cj , pi, k,m) such that (ci, pi) = (c, p) and (cj , pj ) = (c, p) where (ci, pi, cj , pj ) is
in X. Then, we have h((c,p)((ci, pi, cj , pi, k,m))) = h() = , and we have also (,c_p)(h((ci, pi, cj ,
pi, k,m))) = (,c_p)() = ,
• the letters like (1, 1, ci, pi, k,m) with (ci, pi) = (c, p) where pi is a non-connected provided port. Then, we have
on one hand h((c,p)((1, 1, ci, pi, k,m))) = h() = , and we have also (,c_p)(h((1, 1, ci, pi, k,m))) =
(,c_p)((1, 1, , ci_pi, k,m)) = ,
• the letters like (ci, pi, 2, 2, k,m) with (ci, pi) = (c, p) where pi is a non-connected required port. Then, we have
on one hand h((c,p)((ci, pi, 2, 2, k,m))) = h() = , and we have also (,c_p)(h((ci, pi, 2, 2, k,m))) =
(,c_p)((, ci_pi, 2, 2, k,m)) = .
In all the cases, we have h ◦(c,p) = (,c_p) ◦ h. 
Lemma 30. Let c = 〈P,Lc〉 be a composite. Then, we have
∀(r ′, I,receptacle) ∈ P,Lc c (r ′, I,receptacle).
Proof. Let us set c = abstract(S) with S = 〈B,X〉 and B = {c0, . . . , cn}. We want to show that for each receptacle
(r ′, I,receptacle) of P, we have: (c,r ′)(Lc) ⊆ hc,r ′1,1(LI ). Since the composite is the abstraction of a compo-
nent system, there exists a component ci of B that has a receptacle r such that r ′ = ci_r (r ′ is the abstraction of
r). According to Proposition 22, we have LS ci (r, I,receptacle) i.e. (ci ,r)(LS) ⊆ hci ,r1,1(LI ). Since hc is an
alphabetical morphism, hc((ci ,r)(LS)) ⊆ hc(hci ,r1,1(LI )), so, according to Lemma 29(7), we have hc(hci ,r1,1(LI )) =
h
c,ci_r
1,1 (LI ). On the other side, according to Lemma 29(8), we have hc ◦ (ci ,r) = (c,ci_r) ◦ hc. In conclusion, we
have (c,ci_r)(hc(LS)) = hc((ci ,r)(LS)) ⊆ hc(hci ,r1,1(LI )) = hc,ci_r1,1 (LI ), that is to say that (c,ci_r)(Lc) ⊆
h
c,ci_r
1,1 (LI ). 
Lemma 31. Let c = 〈P,Lc〉 be a composite. Then, we have
∀(f ′, I,facet) ∈ P,Lcc(f ′, I,facet).
Proof. Let us set c = abstract(S) with S = 〈B,X〉 and B = {c0, . . . , cn}. We want to show that for each facet
(f ′, I,facet) of P, we have Lc c (f ′, I,facet). Since the composite is the abstraction of a system, there exists a
component ci of B that has a non-connected facet f such that f ′ = ci_f (f ′ is the abstraction of f ).
Let us ﬁrst consider (1) of Deﬁnition 10. According to Proposition 26, we have hci ,f2,2(LI ) ⊆ (ci ,f )(LS) and
then hc(hci ,f2,2(LI )) ⊆ hc((ci ,f )(LS)). According to Lemma 29(7), hc(hci ,f2,2(LI )) is equal to hc,ci_f2,2 (LI ) and
according to Lemma 29(8), hc((ci ,f )(LS)) is equal to (c,ci_f )(hc(LS)). We have hc,ci_f2,2 (LI ) = hc(hci ,f2,2(LI )) ⊆
hc((ci ,f )(LS)) = (c,ci_f )(hc(LS)) = (c,ci_f )(Lc).
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Let us now show (2) of Deﬁnition 10. Let u ∈ Lc and x ∈ E such that (c,ci_f )(u)x ∈ hc,ci_f2,2 (LI ). By deﬁnition,
there exists a word u′ of LS such that hc(u′) = u. So, we have (c,ci_f )(hc(u′))x ∈ hc,ci_f2,2 (LI ), thus, according to
Lemma 29(8), hc((ci ,f )(u′))x ∈ hc,ci_f2,2 (LI ), and, according to Lemma 29(7), hc((ci ,f )(u′))x ∈ hc(hci ,f2,2(LI )).
The letter x belongs to the alphabet of hc,ci_f2,2 (LI ), so, it is of the form (1, 1, c, ci_f, k,m) and then there exists
x′ = (1, 1, ci, f, k,m) such that hc(x′) = x. We now have
hc((ci ,f )(u
′))hc(x′) ∈ hc(hci ,f2,2(LI )). (9)
The alphabet of hci ,f2,2(LI ) is
{(1, 1, ci, f, k′,m′) | (1, 1, 2, 2, k′,m′) ∈ (I )},
the alphabet of (ci ,f )(u′) is included in (S) and only contains letters of the form (1, 1, ci, f, k′,m′) since f is not
connected, and x′ = (1, 1, ci, f, k,m). So, in the equation (9), hc is applied to words or languages whose alphabet
only contains letters of the form (1, 1, ci, f, k′,m′) and the alphabets of the results only contain letters of the form
(1, 1, c, ci_f, k
′,m′), andhc is clearly bijective on these alphabets, sowe have:(ci ,f )(u′)x′ ∈ hci ,f2,2(LI ).According
to Proposition 26, there exists a word 
′ such that u′
′x′ ∈ LS and for each cl = 〈Pl,Ll〉 of B and for each (, t, g) of
NC(cl, X) such that g ∈ {facet,sink}, (cl ,)(
′) =  so, there exists 
 = hc(
′) with hc(u′
′x′) = u
x ∈ Lc and
for each cl = 〈Pl,Ll〉 of B and for each (, t, g) of NC(cl, X) such that g ∈ {facet,sink}, (cl ,)(
) = . 
From Lemmas 30, 28, and 31, since the synchronization product of well-formed languages is well-formed, we get
Proposition 32.
Proposition 32. A composite is an instance of a consistent component.
This proposition allows us to directly use composite as components without any proof of their consistency: the model
ensures consistency.
6. Conclusion
The main result of this paper is a fully-compositional formal model for component-oriented systems: A composite
built from components is itself a component that can be used in further compositions. The obvious advantage of this
property is that when designing systems from components, nothing needs to be re-proved on the system: It is guaranteed
to behave according to the speciﬁcation of its facets and its receptacles. Of course, this property needs to be proved for
atomic components, which is the subject of other work on formal testing [19].
There are numerous perspectives of this works. A ﬁrst extension would be to consider systems that are not DAGs:
Even if a lot of “real” systems are DAGs, in particular the ones without asynchronous events, some systems may not be.
Such systems are problematic in that they invalidate the compositional property shown in this paper. So, we will have
to determine the class of systems for which the property remains true or to add proof obligations in the other cases.
Another important issue not addressed in this paper is substitutability of components. This issue is closely related to
the behavioral subtyping introduced in the context of object-oriented programming [12]:A similar notion of behavioral
subtyping could be deﬁned for components from the classical one regarding facets. The tied topic of components’
adaptations has been studied in [7,15] but mostly from the point-of-view of object-oriented programming languages
and design. Further works can also take into account the possible dynamic evolution of connections. We have currently
a speciﬁcation tool that may be used to analyze and design softwares but not yet to control component systems. There
are approaches [8,11] that explicitly model lifecycle of components (mostly objects) thus providing a way to reason on
changes in the structure of the system. Such considerations will introduce new fundamental problems in our model.
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