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Abstract 
Chiefly for improved efficiency, the trend to increasing use of gas turbine engines in stationary 
powerplants has been firmly established. The requirement for minimum NOx production has motivated 
operation as close as practically possible near the lean flammability limit, to reduce flame temperatures and 
consequently reduce formation of nitrogen oxides via the Zeldovich thermal mechanism. However, 
experience has shown that under these conditions, stability of the chamber is compromised, often leading 
to the presence of sustained oscillations in the combustor. That possibility raises the problem of the 
influence of oscillatory motions on the production of nitrogen oxides. Numerically calculating these 
influences for a complex geometry gas turbine combustor is too computationally expensive at this ?me. 
Nonlinear analytical methods making use of these influences are a promising direction for simplei ways to 
design and develop operational gas turbine combustors. However, this analysis needs results on which to 
base unsteady models of the interaction between nonlinear oscillations and species production within a gas 
turbine combustor. In this paper, two methods are explored briefly as an initial step. The first is based on 
a configuration of perfectly stirred and plug flow reactors to approximate the flow in a combustion 
chamber. A complete representation of the chemical processes is accommodated, but the geometry is 
simplified. The second is a full numerical simulation for a realistic geometry, but at this stage the 
chemistry is simplified. 
Introduction 
The rate of fonnation of unwanted chemical species depends on both detailed local chemical 
kinetics and on the various aspects of fluid mechanics comprising both local and global influences. Past 
experimental and numerical efforts have been largely concerned with the detennination of steady state or 
time averaged values of these chemical species for a wide range of operating conditions. However, the 
flow field in a combustor is rarely steady, owing to the inevitable fluctuations associated with local 
instabilities, including regions of flow separation, and to the presence of substantial noise arising from a 
variety of sources. Hence, it is quite possibly more appropriate and practically useful to examine the 
fonnation of pollutants, in particular nitrogen oxides, under dynamic conditions. The work in this paper 
will set forth methods for the detennination of various chemical species under dynamic conditions. Results 
of this work will eventually lead to analytical tools to describe the influence of flow field oscillations on 
chemical production rates. These analytical tools will be developed further in subsequent work. 
Because combustors necessarily contain high densities of energy production, and possess 
relatively low losses for unsteady motions in the flow, the general problem of instabilities - generically 
called 'combustion instabilities' - has been encountered in all types of propulsion systems and stationary 
powerplants. Analyses have been carried out at various levels of complexity and with varying degrees of 
success. The approach taken here amounts to extension of the methods used with considerable success in 
analyzing combustion instabilities in rockets and ramjets [1-4]. The eventual purpose is to develop 
methods for predicting the fonnation of pollutants in the presence of organized oscillations and random 
motions or noise. In the present work, we are concerned with numerical methods directed to the eventual 
construction oflocal 'response functions' for unsteady fonnations of NO x and other chemical species. 
Environmental concerns have led to increased restrictions on pollutant emissions of gas turbine 
combustion systems. The strict standards have increased the efforts by researchers to understand the 
mechanisms behind pollutant fonnation (NOx, CO, UHC) in order to reduce emission levels. One of the 
efforts in the reduction of emissions has been in the development oflean premixed combustion (LPC). 
Recent efforts to examine NOx fonnation in LPC have been reviewed by Correa [5]. The general strategy 
is to decrease the NOx level with a decrease in the equivalence ratio and a corresponding decrease in flame 
temperature which reduces the amount of NO x produced according to the Zeldovich thennal mechanism. 
2 
Another consequence of LPC is that combustion is pushed toward the lean flammability limit, which has 
been shown experimentally to have reduced stability and a greater chance of developing sustained 
oscillations. 
Current computational and experimental works in the field ofLPC [6-8] examine steady state or 
time averaged pollutant values at a set operating condition. The goals are scaling laws relating pollutant 
levels to pressure and temperature design conditions. Those relations apply to steady conditions; however, 
the predicted values may show variations within an oscillating flow field. The report by J. O. Keller and 1. 
Hongo [9] provides some results for pollutant emissions in a pulse combustor under pulsing and non-
pulsing conditions. Significantly higher NOx was produced in the main flame zone while significantly less 
NOx was expelled at the exit plane under pulsing conditions. The higher levels in the main flame zone are 
likely due to an exponential dependence of NO x levels on temperature, leading to an increase in the 
average NOx levels in the presence of an oscillating temperature field. The explanation given for the lower 
NOx output at the exit plane was based on the idea that the shorter residence time at high combustion 
temperatures reduced the impact of the Zeldovich thermal mechanism. In the non-pulsing case, the 
temperature remained high downstream of the flame, allowing more time for the completion of NO x 
production. However, in the pulsing case, the temperature field dropped off significantly after the peak 
flame temperature, reducing the residence time at high temperature and hence lowering the emission level. 
The interpretations given in that paper are largely speculative; neither sufficiently detailed experimental 
results nor any analysis exists to support the conclusions. 
The development of analytical models is important for the design and evaluation of gas turbine 
combustors. The models should provide a means of describing how chemical species and thermodynamic 
fluctuations affect each other. The models should also make use of both local and global interactions 
within the flow field. For the models to be developed and for this interaction to be better understood, 
results, either experimental or numerical need to be obtained. This paper will describe numerical work 
currently in progress to meet these requirements. The first method makes use of a combination of PSRs 
(perfectly stirred reactors) and PFRs (plugged flow reactors) to compute the effects of oscillations with 
complete chemistry, but a simplified geometry. The second method is numerical modeling of the complex 
geometry of a gas turbine test combustor with simplified chemistry in an initial step to examine more 
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closely how the overall flow field might impact chemical production rates. Both of these methods are 
approximations to a complete simulation of reacting flow within a full scale detailed geometry and with a 
faithful representation of the actual chemistry. 
This paper has two purposes: (1) to outline the application of an approximate analysis to the 
problem of determining the effects of coherent oscillations and noise on the formation of NO x; and (2) to 
give initial results for the influences of flow field oscillations on the level of various species including NOx 
and CO. 
Background: Formulation of an Approximate Analysis 
It is presently not reasonable to attempt a complete analysis of a flow in a combustor to determine 
the production of pollutants, whether or not organized oscillations are present. The numerical methods of 
CFD might be adequate but the basis for applying them has not been fully developed and applications are 
computationally expensive. A comprehensive theory encompassing large scale non-uniform motions, 
small-scale turbulence, detailed finite-rate chemistry and interactions between turbulence and chemical 
kinetics is not available [5-10]. In any event, analytical work is necessarily approximate. Since our 
attention here is directed to the possible influences of oscillations in the flow on the rate at which pollutants 
are formed, it seems a rational strategy to investigate the possibility of extending an existing approximate 
analysis. In this section, we first describe briefly a framework that has been used to predict and interpret 
the characteristics of linear and nonlinear oscillations in combustion chambers. We then indicate how that 
analysis may be applied to the problem of pollution. It is an intrinsic property of this approach that careful 
modeling and explicit calculations of contributing physical processes are prerequisite to obtaining 
quantitative global results. The discussion in this section suggests what processes must be accommodated 
and where they fit in the approximate analysis. 
Formulation of the analysis begins with the conservation equations of mass, momentum and 
energy. To those we must eventually add equations governing the time and spatial evolution of chemical 
species, and a set of equations representing the kinetic mechanism. The analysis is concerned essentially 
with matters of coupling between unsteady fluid motions and the chemical processes. In the framework 
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constructed here, the coupling or interactions are strongly biased in one direction. The unsteady motions 
(i.e. the pressure, temperature and velocity fluctuations) determine unsteady formation of chemical species, 
but are themselves weakly influenced by the detailed chemistry. Here we ignore the latter, to concentrate 
on a method for calculating the time-dependent formation of chemical species in a combustor. Of course, 
the comparable assumption cannot be made with respect to steady motions: the flow itself depends on the 
production of energy released in chemical reactions; even for steady flow much useful information is 
gained even with quite severe approximations to the chemistry. In analysis of the unsteady flows we 
assume that the properties of the steady flow are known. 
Much of the formulation may therefore be constructed without regard for the species equations 
and begins with the equations for the conservation of mass, momentum and energy written in the primitive 
form. 
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op ) 
-+ V.(pu =W 
at 
o 
-(pu) + V .(puu) + Vp = V·. +F 
at 
(1) 
(2) 
(3) 
where p, u and p are the density, velocity and pressure; eo = e + u2/2 is the stagnation internal energy (de = 
CvdT where T is temperature); • is the viscous stress tensor; q is internal heat transfer; and W, F and Q 
represent sources of mass, momentum and energy, the last being essentially the heat released in chemical 
reactions. The equation of state is 
p=pRT 
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So far as combustion instabilities in a gas turbine are concerned, the contributions from F/W I' and q are 
normally negligible, giving the simple result for P, 
P = RQ/Cy = RQICy (13) 
Nonlinear gas dynamic processes are important in the kinds of problems envisioned here, acting to 
couple the turbulent and acoustic fields [11,12]. Experience with analysis of nonlinear combustion 
instabilities has demonstrated that it is sufficient to carry nonlinear contributions to second order: third 
order terms seems to generate only quantitative, not qualitative, corrections. The flow field is represented 
as a sum of a steady mean field and an unsteady fluctuation, p = p + p', u = u + u', etc. For simplicity 
- -
here we will assume p, p and T uniform but u must be non-uniform. 
The next step in the formulation is construction of a nonlinear wave equation for the pressure 
fluctuation and its associated boundary condition, i.e. 
V2p' __ 1 Jp' = h 
a2 a2 
n·Vp'=-j 
(14)a,b 
with a2 = y pi p. Details of the derivation and the formulas for hand f may be found in the references 
cited above; they are unimportant in the present discussion. 
Application of a form of Galerkin' s method, a convenient way of spatially averaging the 
governing equations (14) a,b, produces the set 
(15) 
where 
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The Ij/ n (r) are the eigenfunctions for the unperturbed classical acoustic problem set in the same geometry 
as the combustion chamber in question; COn = ak" is the frequency of the nth normal mode and k" is the 
wavenumber. Derivation of (15) for the amplitudes lln rests on spatially averaging (14)a,b after 
substituting the series representation of the pressure field, 
00 
p' = iL'lj(f)V/j(F) (17) 
j=! 
With the approximation to second order noted above, the forcing function Fn , defined by (16), can 
eventually be written 
where, 
II = J(u. Vu' + u'· Vu)· V\lfndV 
12 = ~ f( yp'V· U + uV· P')\lfndV 
at 
J( p' au') 13 = u'· Vu' + pat· V\lfndV 
14 = ~ f( yp'V . U' + U'V . P')\lfndV 
at 
( 19)a,b,c,d 
In deriving these formulas for the integrals 11-14, some use has been made of the classical acoustics 
relations, pu~ = -Vp' and p~ = -ypV . u', a step consistent with the order to which the equations have 
been written. The approximation can be justified by carrying out a two-parameter expansion of the 
original conservation equations, the two small parameters being Mach numbers characterizing the steady 
and unsteady fields. 
A significant feature of the general problem defined by (15), (16), (18) and (19) is that the 
influences of a turbulent reacting flow on acoustic waves can be determined simultaneously with the noise 
field. The analysis supporting that statement is in progress and will be described but briefly here. The 
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fundamental idea is that developed most completely by Chu and Kovasznay [13], that any disturbance in a 
compressible flow can be treated as a synthesis of three 'modes' of propagation, or classes of waves: 
acoustic, vortical, and entropic (or temperature) waves. In the linear limit, these three modes of 
propagation possess the following fundamental properties not proved here: (i) pressure fluctuations are 
carried only by acoustic waves which propagate with the speed of sound a; (ii) vortical and entropic 
disturbances are carried by the mean flow and hence propagate with the local mean flow velocity; and (iii) 
vorticity and entropy fluctuations are associated respectively with vortical and entropic waves only. 
The fluctuations of pressure, vorticity and entropy (or nonisentropic temperature) are nonzero 
only for their corresponding modes of propagation. An immediate consequence is that coherent acoustic 
waves and the noise field can be represented, at least in principle, by the synthesis (17) of classical normal 
modes. Development of this idea requires lengthy formal calculations [11,12] leading finally to the more 
explicit form for the set of coupled oscillator equations, 
(20) 
Here FnNL stands for the well-known terms arising from second-order nonlinear gasdynamics (see ref. [2], 
for example) and the ~n(t), ~nV(t), ... , 3 n(t) represent stochastic processes responsible for the background 
noise evident in experimental data. They are defined in terms of the integrals (19) a,b,c,d with the velocity 
fluctuation replaced by its values for one of the three modes of propagation. Thus, the first term in 13 gives 
rise to nine distinct integrals which contribute to the stochastic functions in (20). 
Coupling of Unsteady Motions with Chemical Kinetics 
The formulation described in the preceding section leads to the representation (20) of the unsteady 
pressure field as a collection of nonlinear oscillators driven by energy released by chemical reactions, 
coupling with the mean flow field, and interactions with the turbulence field. Nearly all published works 
on combustion instabilities neglect the influences of turbulence and are concerned with stability of small 
disturbances and some aspects of nonlinear behavior. The details of the chemistry are buried in 
representations of the unsteady heat release and normally receive little attention, although that omission is 
being corrected in recent works on unsteady burning of solid propellants. 
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As we remarked earlier, we assume here that the unsteady motions can be computed (i.e. by 
solving the set (20» without specifying details of the chemistry. That assumption implies assigning the 
fluctuation Q' of heat release values that depend only on the velocity and thermodynamic variables. 
Having, in principle, determined the unsteady field, we then tum attention to its influence on the chemical 
kinetics required to describe the formation of pollutants - here nitrogen oxides. Each of the species, having 
concentration Yi = pip is described by the equation 
ay. () 
at l +pu,VYj =V· pIJVYj +Wj (21) 
where Wi is the production rate, having dimension S·l. 
Given the unsteady field (p', p', T' and u') and a formula for the source w/ in terms of the field 
variables, the formation of species is to be computed by solving the set (21) written for the fluctuations. 
Presently there is no formal approximate method for doing so and solutions must be obtained numerically. 
That procedure would then give the global distributions of the Y/ and the rates at which the species depart 
the chamber. A complete treatment of the problem must also include computation of nonisentropic 
temperature fluctuations which are lightly coupled (in both directions) to the species concentrations; we 
ignore that problem here. 
The remainder of this paper is concerned with only a small but important part of the general 
problem just described, namely fluctuations w/ of the local production rate of constituent i when the 
unsteady field is specified. We examine several simplified elementary modes of the kinetic mechanism as 
a means of investigating the response of the chemical kinetics to imposed oscillations. The results amount 
to an initial determination of models of the local "response function" for the reacting system. Such a 
response function could then be used as a representation of w/. Weare far from carrying out the program 
suggested by the preceding discussion which here serves chiefly to provide the context for the calculations 
given in the following sections. 
Numerical Results for Complete Chemistry Simulations 
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The first method employed to determine the behavior within a gas turbine combustor is the use of 
PSR (perfectly stirred reactor) and PFR (plugged flow reactor) modules to break up the flow field into 
simplified elements and make accurate determinations of the chemistry. The results from the numerical 
simulations and experimental results provide guidelines as to how the combustion chamber can be broken 
up into elements that approximate different flame zones. This division of the chamber into regions ofPSR 
and PFR elements is useful for investigating the overall chemistry production in the context of an 
extremely simplified form of the complex flow field. This work has been very useful in the determination 
of pollutant emissions where conventional experimental methods might not be usable, for example in the 
main flame zone of a combustion chamber. 
Most applications of the PSR and PFR elements involve steady state calculations of the species 
field. While these results are useful, they might not accurately portray the behavior of the reaction rates in 
the presence of nonlinear oscillations and noise which affect real combustors. It was for this reason that 
Feitelberg [14] began work to impose an oscillating condition onto a PSR element and look at how the 
pressure, temperature and species mass fractions were related. The results Feitelberg presented showed an 
increase in the average amount of NO x produced under oscillating conditions. Since a PSR was used, this 
simulation models the main flame zone behavior only or a small region of a combustor. Due to the 
exponential dependence of the NOx production rate on the temperature field, it should be no surprise that 
an oscillating temperature field with a constant T' led to a oscillating NOx production with more NOx 
produced while the temperature was cycling above the mean value than NOx reduction while the 
temperature was cycling below the mean value. 
Work along this line of reasoning has been continued as a part of this program. As a first step the 
work has been based on a configuration of PSR and PFR elements intended to simulate the behavior of 
NOx levels at various locations within a given chamber design. The given setup is run at a series of steady 
state conditions by varying the input equivalence ratio. The steady state results are then used to develop a 
correlation between the temperature levels and the pollutant levels at the exit plane of each element. 
Earlier work was performed with varying pressure values as well, but it was determined that the pollutant 
levels will depend weakly on the pressure and strongly on the temperature for the fluctuation range we are 
concerned with. Due to this, only temperature dependence will be described here. 
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Figure 1 is a sketch of the actual gas turbine combustor geometry simulated in this paper. It 
should be noted that the sketch is an axisymmetric slice of the chamber and is not drawn to scale. Figure 2 
shows the way in which the combustor geometry was divided into a system ofPSR and PFR elements. The 
impact of the pilot flame was neglected and replaced with a PFR recirculation element. The Miller-
Bowman mechanism [15] was used to determine the chemical kinetics for the reactions. The method for 
determining dynamic behavior was different from the method used by Feitelberg. Feitelberg imposed a 
fluctuation in the upstream pressure at distinct time intervals in a continuous manner. This method made 
use of the current state in the PSR for future calculations. The method used for this paper was even more 
quasi-steady in nature. A separate simulation, started from baseline initial conditions, was run for a series 
of distinct equivalence ratio input conditions. These separate simulations were used to correlate a curve of 
species concentrations of NO x and CO to the temperature. Figure 3 shows the distinct point values and the 
curve fits for the NOx and CO levels at the exit of elements PSR2 and PFR4. The relations for the NOx 
dependence on temperature for the exit of elements PSR2 and PFR4 are given by: 
[NOx(15%Dry)] = 14.37T1.905 exp( _2.622E%) 
[NOx(15%Dry)] = 52.99T2 .l49 exp( _3.059E%) 
at PSRexit 
at system exit 
(22a,b) 
The mole fraction of CO for these same regions was fit using a polynomial to fifth power in temperature. 
An oscillation of the temperature field was then imposed on these relations determined from the 
distinct steady state simulations. At each point along the temperature oscillation, the NOx and CO values 
were determined from the curve fit. The oscillation values were determined for one period and the average 
values of the NOx and CO levels were determined over this cycle. Figures 4 and 5 show the NOx and CO 
levels along with the temperature for one period of the oscillation for elements PSR2 and PFR4. The 
average values are also shown in the figure. The temperature oscillation used was a 2 percent variation 
around the mean value of 1624 K in element PSR2 and 1597 Kin PFR4. As can be seen from the figures, 
the pollutant levels at both exit planes are increased in the presence of a temperature oscillation. Our use of 
a quasi-steady application of an oscillating temperature field to steady state relations between the chemical 
species and temperature was compared to Feitelberg's method of imposing an oscillation which made 
better use of the time history within a PSR to determine dynamic response. The main result shown by 
Feitelberg [14] involved a 2% temperature oscillation. He showed that the average NOx level in the 
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presence of this oscillation showed an increase of2.3%. Our result for the same oscillation level and using 
equation 22a, showed an increase of 2.5% in the average NOx level. Although it is only one matching 
condition, it seems that these two approximate methods are comparable and may provide a qualitative 
description of how pollutant levels will change within a single PSR or PFR element. 
Since, this is only an initial step to determine how chemistry behaves with an oscillating flow and 
the PSR, PFR system is already a crude approximation, we believe these approximations are acceptable to 
provide a qualitative idea of the effects of an oscillating field. However, since the PSR and PFR method 
for chemistry determination does not accommodate dynamic behavior in a rigorous way, research in this 
area might provide a way of determining accurate levels and qualitative dependence on temperature, but 
will not provide much insight into the system wide dynamic response between the chemical species and an 
unsteady flow field. 
Numerical Results for Complex Geometry Simulations 
The other method being used to investigate the nonlinear behavior within a gas turbine combustor 
is based on solving the fluid flow with a limited chemical reaction system and with a grid system that 
matches the complex geometry of an actual combustor. Since the fluid flow is already a complicated and 
sometimes stiff problem to solve, the complexity of the chemical reactions is reduced in order to lessen 
computational time and to keep the overall system from being too complex to solve. The numerical 
simulation of the entire flow field is a widely sought goal in the research field. It is intended to improve 
the research and design capabilities of the gas turbine industry by reducing the cost associated with 
experimental firings and increasing the amount of information that can be determined about the flow field 
and flame structure of a given system. There has been much progress in the area of steady state 
calculations for full scale combustors [16-18]. Beyond steady state simulations, work towards transient 
simulations is also underway [19-21]. This work on transient simulations should provide better 
information about interactions between the flow field and the reaction rate chemistry. The results will also 
provide a framework for testing control schemes to help damp out nonlinear oscillations. 
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The work conducted for this paper was first designed to simulate the steady state behavior for a 
gas turbine combustor. The idea is then to use those results to examine the transient behavior within the 
combustion chamber. The numerical calculations were performed using the commercially available code 
ANSWER developed by ACR, Inc. The code is a full Navier-Stokes solver making use of the ADI 
(alternating direction implicit) scheme to solve for the complete flow field variables. The turbulence was 
calculated via a k-e model and the EBU (eddy-breakup model) was used in the reaction rate determination. 
The chemistry rates were simplified to a 3-step methane reaction: 
CH4 +1-02 ~ CO+2H20 
CO+t0 2 ~C02 (23) 
A 5-step method, with the inclusion of NO x production, was not available for the work performed for this 
paper but will be implemented in further studies to determine how nonlinear behavior affects the NOx 
production in various regions of the chamber. 
The gas turbine combustor modeled is intended for use in stationary power plant applications. In 
order to simplify the simulation even further, the flow was modeled as a 2-D axisymmetric system as can 
be seen in figure 1. The combustor has both a premixed flame and a central pilot flame which are both run 
in lean conditions. The inlet temperature was set as 650 K and the reference pressure was set as 14e5 Pa. 
Secondary air flow was input tangentially along the top of the chamber. 
Figure 6 shows the grid employed. Note that the scale along the y-axis has been magnified to 
better show the details of the field. The letter markers will be used in the other graphs to indicate where the 
history results have been determined. Figure 7 is a contour of the steady state temperature field. Figure 8 
shows the steady state velocity contour. The central recirculation zone is very distinct in this plot. The 
simulation also calculated the tangential velocity in order to look at any affects of swirl on the steady state 
and transient results. These steady state values will be important for further nonlinear analysis of acoustic 
interactions within the chamber by the use of the analytical tools mentioned earlier in the paper. The 
temperature field can be used to determine the acoustic frequency modes and mode shapes for the 
chamber. 
The steady state results provided a starting point for the transient calculations. In order to initiate 
oscillations in the chamber, two methods were used. The first method was a simple velocity pulse at the 
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pilot air inlet. This pulse corresponds to a mass flow pulse which will be convected downstream at a rate 
proportional to the local velocity. In order to have smooth transitions into and out of the pulse, the form of 
the pulse was taken as: 
16i1U 2 2 U(t) = Uo +-4-t (t-"r) 
.. 
(24) 
The first method was designed to trigger any nonlinear self sustained oscillations within the chamber. The 
results for the conditions used showed a transition within the flame structure, but no sustained oscillations. 
The second method was intended to drive the oscillations at a given frequency to see if a resonance state 
occurred and also check how flow field variables interacted locally. The oscillation was initiated with a 
pulse up until t = ,/2 where, had the same definition as in (24) and then a cosine function with respect to 
time was employed. 
Figure 9 shows the axial velocity that was imposed at the air inlet of the pilot section. Figures 10 
and 11 show the time history of various values of the flow field for a point in the center of the diffusion 
flame, point B in figure 6, and at a point in the center of the recirculation zone, point E in figure 6. After 
some initial start up time, the imposed inlet oscillation has led to the development of a oscillation within 
the chamber. The imposed oscillation was at a frequency of 100 Hz and the downstream oscillation 
showed a frequency around 100 Hz. The simulation with the simple pulsed inlet condition showed similar 
start up behavior and transition to a secondary state, but no sustained oscillations were developed. Figures 
12 and 13 show phase plots at points Band E within the chamber. These relations can be used in the 
nonlinear analysis to attempt to model how the pressure and velocity interact locally, as well as how the 
chemistry field will interact with the temperature. 
The plots of axial velocity versus the relative pressure show that, locally and in the limit cycle, 
these variables are in phase with each other. One of the main concerns in nonlinear combusting flow is 
how the heat release is coupled with the pressure field. According to Rayleigh's criterion, if the integral of 
these terms over the entire chamber is positive, there will be a driven system. In order to approximate the 
heat release rate, it was assumed here to be related to the time variation of the temperature. Figures 14 and 
15 show the phase plots versus this time variation of temperature for points Band E. At these points, the 
pressure and the term related to heat release are in phase with each other and local driving should take 
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place. Of course, this local driving may be overcome by acoustic damping within the rest of the chamber 
and an overall unsteady situation may not develop. 
The other important modeling tool to be determined from this research is the dependence of the 
species production on the temperature and other flow field quantities. The flow variable of greatest 
concern is the temperature, although velocity will also be important for local diffusion and convection 
determination. Similarly with the heat release rate, the variation in the chemical production terms was 
assumed to be related to the time variation of the mass fractions of the chemical species. Figures 16 and 17 
show the plots of the time variation of CH4 and CO versus temperature. The CO plots will give good 
indication how the production rate will be affected by an oscillating temperature field. However, since the 
CH4 is actually being burned away, this correlation will be more important in describing the local rate of 
destruction. 
Conclusions 
The work presented in this paper was designed as a preliminary analysis of how to develop 
dynamic response models between flow field variables and chemical production rates. The results 
described were designed to give some framework for the development of these dynamic response models. 
The PSR and PFR results demonstrated an ability to accurately calculate the levels of chemical species in 
steady state operation. Fitting curves to these steady state results can provide some guide as to proper 
pollutant level dependence in future dynamics work; however, a system of these PSR and PFR elements 
does not appear to have the dynamic flexibility for detailed transient simulations which are needed for 
proper phase information. 
The detailed geometry simulation results have shown that they can handle transient solutions and 
are therefore more likely to provide the information necessary for good local and global dynamic response 
models. The results have shown the ability to investigate overall nonlinear effects, by examining how the 
pressure and the velocity, or the pressure and the heat release are coupled in time. The results have also 
shown that the transient simulations can provide local relations between the chemical production terms and 
the temperature, which will be of further use in developing dynamic response models to describe the 
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complete system. The addition of more detailed chemistry in this analysis in the future will provide a more 
detailed transient simulation to use for dynamic response modeling. 
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Figure 11: Decay rates detected using the method of pulsing. 
increases dramatically as the decaying pressure pulse gets rapidly 'drowned' by the noise. This effect is 
especially pronounced for the fast decaying higher modes and is in sharp contrast to the independence of the 
identification accuracy using the power spectrum. Using this latter method the values of all decay constants 
can be given to 20% uncertainty for any noise level. 
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Figure 12: Peak amplitudes for all modes in the power spectral density vs. input noise power 
4.2 Linear motions with multiplicative nOIse 
The numerical experiments are repeated for multiplicative noise. A certain amount of additive noise (noise 
power 104 ) is also added to excite the otherwise stable system. 
There are two distinct kinds of multiplicative noise; in equation (37) they are denoted by C and ~, causing 
respectively stochastic fluctuations of the damping and the frequency. Both kinds of source terms are 
analyzed separately. 
Figures 13 and 14 show the effect of random perturbations of the frequency shift on the identified decay 
rates of the individual modes using the two different methods. No apparent effect is noticeable - both the 
mean value and the uncertainty associated with it remain unaffected by the noise source. Comparing with 
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the previous section, it can be seen that the observed scatter is only due to the presence of the additive 
nOIse. 
At the same time the identification (mean and accuracy) of the modal frequencies (and thus of the frequency 
shifts) is independent of this sort of parametric noise. This is due to the fact that the length of the analyzed 
pressure trace is much longer then the fundamental period and therefore the frequency perturbations average 
out. 
The influence of growth rate perturbations is displayed in figures 15 and 16. -At low levels the system 
identification based on Burg's method gives the same results in terms of mean detected growth rates and 
their uncertainty as for the other types of noise. As the noise level grows, however, a shift in the mean values 
occurs (and thus a wrong determination of the system parameters!), paired with a spreading uncertainty. 
Finally, as the noise power reaches a critical level the linear system ID process breaks down. 
This type of parametric noise also strongly affects the identification of the system parameters determined by 
measuring the decaying pulse in the chamber. It should be noted that even at the low noise levels where Burg's 
method delivered familiar results, the method of pulsing shows rather large standard deviations (25% for 
the first mode) of the detected parameters when compared with low levels of the other kinds of pertubations 
(where the error was of the order of 1%). With growing noise level both shifts of the mean values (growing 
identification error) and a ballooning uncertainty are apparent before the identification process completely 
fails. 
At this 'break-down point' the instantaneous growth rate of the first mode (the least stable one) has a 
finite probability of being positive thus changing the qualitative behavior of the system. As a result the 
system response undergoes a dramatic change: the pressure signal now exhibits 'spontaneous bursts'. This 
phenomenon is demonstrated in figure 17. 
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Figure 17 - Phase Plots of Time Derivative of CH4 and CO versus Temperature at Point E 
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