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1  Introduction
In many developing countries, traffic congestion represents a major problem for urban
transportation. Because of traffic congestion, fluctuating traffic conditions and high demand,
travel time varies significantly by day and by hour, which in many cases subjects the bus operation
to a terminal queuing process: buses and crews are placed into queues at terminals, waiting for an
assignment to a trip instead of being pre-assigned to specific trips before the start of the daily
operation. The advantage of the terminal queuing process is that it can easily be adapted to the
unpredictable traffic conditions, and headways can be adjusted according to unpredictable
circumstances such as absence of drivers, breakdowns and accidents.
Trip frequency scheduling is the determination of trip frequencies for an operation period,
normally a daily operation. The operation period is divided into several sub time periods for
which trip frequencies are determined. Trip frequency scheduling is more or less identical to trip
frequency (or headway) determination and hence to the so-called timetable construction
mentioned in the literature. All of these scheduling tasks are solved taking into account the
number of available buses, travel time and the demand for public transport. The timetable
construction, however, requires the specification of precise arrival and departure times at
terminals and major stops. A headway determination normally requires even headways with only
minor changes during the day. Both timetable construction and trip frequency determination are
hard to follow in cities with fluctuating traffic conditions, especially in developing countries
where there are insufficient buses for each route. A trip frequency schedule is the least precise
and demands only the specification of a number of trips per sub time period. They should be
flexible to alter in reality serving as a guideline for the operators who dispatch buses in the
terminal queuing operation. Trip frequency scheduling can be regarded as a real-time scheduling
process.
A review of the existing literature suggests that frequency scheduling for terminal queuing bus
routes has not been studied. Most papers (e.g. Seshagiri et al. 1969, Friedman 1976, Furth and
Wilson 1981, Koutsopoulos et al. 1983) assume much more stable travel time and planning
conditions. Some assumptions (e.g. a fixed amount of available buses without considering the
dynamic feature of arriving buses in each time period) are not applicable to the conditions in
developing countries (e.g. Giannacopoulas 1983). The trip frequency determination for a single
time period without considering the interaction with other time periods (e.g. Lampkin 1967,
Scheele 1977) are not practically operational. Simulation studies like Gupta and Vrat (1983) and
Voravid (1988) are useful for obtaining particular insights and for testing strategies. Making a
simulation model for every bus route is, however, impracticable. No significant progress in trip
frequency scheduling has been made in recent years (see Daduna and Wren 1988, Desrochers and
Rousseau 1990).
This paper presents a practical, computerised approach for trip frequency scheduling for terminal
queuing bus routes. Trip frequency scheduling is studied for each single route, independently of
other routes. Due to high demand for public transport in developing countries, usually not
sufficient buses are assigned to a particular route. It is not worthwhile to assign buses of a given
route to another route during an operation day. Transferring buses from one route to another
would furthermore result in more uncertainty, dead mileage and time loss, and complicate the
management of the operations. The objective of the approach developed herein is to provide
reasonable good service at low cost. The approach has two distinct phases.
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In the first phase (Section 4), the number of required trips based on passenger demand is
determined for each time period, without considering the bus fleet size limitation. For this
purpose, the load-factor method in Furth and Wilson (1981) is adapted. For the case of only
travel time and the number of sold tickets, the load-factor method is modified by introducing a
scaling factor.
In the second phase, the number of required trips will be examined and brought to the scheduled
trip frequencies within the bus fleet size limitation. A non-linear integer programming model is
formulated to represent this problem (Section 5). The objective is to minimise the difference
between the number of required trips and the number of trips to be scheduled, under the bus fleet
size limitation. Although the formulation can be approximated by a linear programming model
which is called the linear programming approximation (LPA) model (Appendix A), a heuristic
method, which is a more straightforward derivation from the process of the terminal queuing
operation and is called greedy and increment balance (GIB) heuristic method, is more preferable
(Section 7).
Both the GIB method and LPA model were tested in a case study of two bus routes in Bangkok
(Section 8), which give similar results and thus expose high likelihood of reaching the frontier of
the optimal solutions to the original model, showing the significant improvements on the existing
trip frequency scheduling methodology.
2  Assumptions and Notations
The following assumptions are made in this study.
(1) Each route is operated independently. This is pertinent to the BMTA case, where buses on
one route are normally not transferable to others.
(2) Passenger demand for service is inelastic and independent of frequencies and services on
other routes.
(3) Travel time of buses depends on the time of the day. This travel time is, however,
represented by a non-stochastic variable. The travel time includes the dwell time at stops and
layover time at terminals.
(4) Only one type of bus capacity is considered.
(5) Passenger demand and operating cost under consideration are proportional to the number of
tickets sold and bus travel time respectively.
(6) The travel time of buses from the depot to a terminal is not considered.
(7) Demand in a time period will be completely served and can not be deferred to the next time
period.
The whole operation period [0,T] is divided into m time periods [Ti-1,Ti], called time period i,
with T0, Tm=T, i=1,2,...,m. In practice, [Ti-1,Ti] is often equal to 60 minutes. For time period i
(i=1,2, ..., m) and terminal k (k=1,2), the following notation is introduced.
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tki   = travel time of buses released from terminal k in time period i.
Dki = total number of tickets sold from buses released from terminal k in time period i.
aki = scaling factor; multiplied with the number of tickets sold, to give the number of
passengers on board at the peak-load point of the bus route.
Nki = number of required trips at terminal k in time period i.
Kki = number of trips to be scheduled, which is determined by trip frequency scheduling.
Aki = total number of buses arriving at terminal k in time period i.
Rki = number of buses remaining at terminal k, at moment Ti, after Kki scheduled trips are
released from terminal k in time period i. Initially, Rk0 = 0 (k=1,2).
Bki = total number of buses available at terminal k in time period i. Bki = Rk,i-1 + Aki.
Lki = number of buses required from depot at terminal k in time period i.
Si   = number of buses remaining  the depot after the required buses for time period i have left
from the depot. Initially, S0= N, where N is the bus fleet size of the route.
k is an index of a terminal. Since the bus routes with two terminals and two directions (i.e.,
inbound and outbound) are considered, k+1 will denote
k+1 =  
î
í
ì 2 if k=1
 1 if k=2 
k can also be expressed using the modular function: k+1=k mod 2 + 1.
Nki is the number of required trips, determined by the demand for the bus route without
considering a bus fleet limitation. Nki is the ideal number of trips that is generated to both
minimise total operating cost and satisfy passenger demand. Kki is the umber of scheduled trips
that will be determined by trip frequency scheduling based on the number of required trips, the
bus fleet limitation and other constraints.
aki reflects the percentage of the number of passengers at peak-load point to the total number of
sold tickets from buses released from terminal k in time period i. Thus akiDki represents the
number of passengers at the peak-load point of a bus route.
A trip frequency schedule is then the collection of all scheduled trips Kki (k=1,2, i=1,2, ... , m)
for all time periods and both terminals, denoted as { Kki }. A trip frequency schedule which is
composed of all number of required trips Nki (k=1,2, i=1,2, ... , m) can be called an ideal trip
frequency schedule, denoted by { Nki }. The ideal trip frequencies can be specified as a target for
a trip frequency schedule to achieve.
For a trip frequency schedule { Kki }, Kki trips are assumed to be evenly released in time period i
with the first trip starting at the beginning of the time period, namely Ti-1. This ans that for the
time period i, the interval [Ti-1, Ti] is divided by Kki segments, and the j
th of the Kki trips will be
released at the left end point of the jth segment, i.e., the jth  trip is released at time
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Ti-1 +  
 j-1 
Kki
  (Ti - Ti-1) (j=1,2, ... , Nki)
With this assumption, it can be shown (Zhu, 1991) that the number of arriving buses at terminal k
in time period i, Aki, can be expressed in the following formula:
Aki = å
j=1
i
 Aikj (1)
Aikj is the number of arriving buses at terminal k in time period i, from Kk+1,jbuses released
from terminal k+1 in time period j (j=1,2, ... , i), which is a function of Kk+1,j: A
i
kj =
Aikj(Kk+1,j) determined by the following formula:
Aikj(Kk+1,j) = max { 0, a2 - a1 } (2)
where,a1 = max { 0,  È ¢Ti - (Tj-1+tk+1,j)Tj - Tj-1  Kk+1,j   }
a2 = min  {  Kk+1,j,  È ¢Ti - (Tj-1+tk+1,j)Tj - Tj-1  Kk+1,j   }
and Èa¢ is the smallest integer greater than or equal to the number a.
The number of arriving buses is fundamental for verifying the feasibility of a trip frequency
schedule with limited bus fleet size, which is presented in the next section.
3  Feasibility of a Trip Frequency Schedule
Given a trip frequency schedule, { Kki }, the particular concern is its feasibility with respect to a
limited bus fleet size. By feasibility, we mean that the available bus fleet is sufficient to operate
the trips in the trip frequency schedule. Further interest is to find a way to adjust the schedule
when there are not enough buses to complete the trips in the schedule. These aspects are
considered in the following algorithm, which is called a Greedy Assignment.
The Greedy Assignment checks, for each time period i, the number of available buses Bki = Rk,i-
1 + Aki at each terminal k. Whenever the number of buses å
k=1,2
 max { 0, Kki-Bki }  required from
the depot is less than the number of available buses Si-1 in th  depot, Kki is accepted. Otherwise,
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not enough buses are available and there is at least one terminal k, at which Kki > Bki. T o ases
can be distinguished:
(1) Kki  B ki and Kk+1,i > Bk+1,i.
In this case, Kki is accepted and Kk+1,i should be reduced by using all the available buses
from the depot: Kk+1,i: = Bk+1,i + Si-1.
(2) Kki > Bki for k=1,2.
In this case, priority will be given to less expensive trips. That is, if the travel time from
terminal k is less than from terminal k+1, then
Kki : = Bki + min { Si-1, Kki - Bki }
S'i-1 : = Si-1 - min { Si-1, Kki - Bki }
Kk+1,i: = Bk+1,i + min { S'i-1, Kk+1,i - Bk+1,i }
After the trips are checked and adjusted, we obtain the numbers of remaining buses at the
terminals, the buses required from the depot and the remaining buses in the depot by the
following expressions:
Rki = max { 0, Bki - Kki }
Lki = max { 0, Kki - Bki }
Si  = Si-1 - å
k=1,2
 Lki 
The check and adjustment task is carried out from the first time period to the last time period.
The checking process is progressive and the adjustment performance is greedy in nature. The
procedure calculates the number of available buses at both terminals and in the depot, and assigns
the maximum number of available buses whenever there is a shortage of buses. The bus shortage
is represented by the difference between the number of predetermined trips and the number of
finally adjusted trips. The algorithm can start at any time period v if the checking and adjustment
for the first v-1 time periods are not required in certain cases. The detailed description of the
algorithm is as follows.
Starting from the vth time period, for i:=v, v+1, ... , m do the following.
(1) Calculate the number of available buses at terminal k (k=1,2)
Bki = Rk,i-1 + Aki
(2) Assign values to Kk according to the following conditions:
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(i) If å
k=1,2
  max { 0, Kki - Bki }   S i, then the available buses at the terminals and in the
depot are sufficient to supply the predetermined trips. Therefore, Kk: = Kki, i.e. the
original Kki is accepted.
(ii) If å
k=1,2
  max { 0, Kki - Bki }  > Si, then the total available buses are not sufficient to
supply the predetermined trips. Modify Kk (k=1,2) according to:
CASE 1
Kki  B ki  and  Kk+1,i > Bk+1,i, then
Kk: = Kki , Kk+1: = Bk+1,i + Si-1
CASE 2
Kki > Bki for k=1,2, then priority is given sending more buses in the depot to
perform the less expensive trips. That is, if tki  t k+1,i, then
Kk : = Bki + min { Si-1, Kki - Bki }
S'i-1 : = Si-1 - min { Si-1, Kk - Bki }
Kk+1 : = Bk+1,i + min { S'i-1, Kk+1,i - Bk+1,i }
(3) If for at least one k, Kk < Kki, then assign Kki: = Kk (k=1,2) and repeat processes (1) -
(2) until Kki = Kk (k=1,2). This step is to ensure that the obtained Kki (k=1,2) are
feasible.
(4) Afterwards, the state parameters become:
Rki = max { 0, Bki - Kki }
Lki = max { 0, Kki - Bki }
Si  = Si-1 - å
k=1,2
  Lki 
(5) Repeat processes (1) - (4) for i:=i+1 until i=m.
By the termination of the algorithm, Kki is the adjusted number of trips to be released at terminal
k in time period i (k=1,2, i=1,2, ..., m). If it turns out that the adjusted trip frequency schedule
{ Kki } is different from the original trip frequency schedule, then the original trip frequency
schedule is infeasible with respect to the bus fleet size. In the Greedy Assignment, Rki = max { 0,
Kki - Bki } and Lki = max { 0, Bki- Kki } are the number of remaining buses at terminal k and
number of buses required from depot at terminal k in time period i respectively. Lk = Lk1 + Lk2
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+ ... + Lkm is thus the total number of buses required at terminal k (k=1,2) for the whole
operation period from the depot.
4  Trip Requirement Determination
The number of required trips is the minimum number of trips which is determined based on
passenger demand and capacity of buses without considering the bus fleet size limitation.
Determining the number of required trips will be called trip requirement determination.
Therefore, the number of required trips can be determined independently for each direction of a
route.
To establish the method for determining the required trips Nki for each terminal k (k=1,2) and for
each time period i (i=1,2, ... , m) based on the number of sold tickets, the concept of peak-load
factor (Furth and Wilson, 1981) is utilised. Let us denote the average occupancy level of a bus
released from terminal k in time period i as Gki. Obviously Gki is a function of Dki, fki and bus
capacity C: Gki = Gki(Dki, fki, C). where,
Dki = total number of sold tickets from trips released at terminal k in time period i;
fki = number of trips originating from terminal k in time period i.
Clearly when the number of sold tickets Dki increases, the bus will become crowded. Likewise,
when the number of trips fki becomes high, the bus will have low occupancy. Furthermore, large
bus capacity C will lead to a low average occupancy level. Therefore, if all passengers boarded
the bus at terminal k and alighted from the bus at terminal k+1, this function would be:
Gki = 
 Dki
 fki*C 
 
However, the above assumption is certainly not true and the real value of Gki wi l, in general, be
smaller, and will differ along the bus route and from time period to time period. G'ki is thus used
to represent the maximum occupancy of the bus during a trip from terminal k to terminal k+1.
The value G'ki can be approximated in the following way:
G'ki = aki 
Dki
 fki*C 
 
where aki is a scaling factor, being the percentage reduction of the number of total sold tickets
Dki.
G'ki = 1 means that the capacity of the bus is used for 100% at the peak-load point of the bus
route. G'ki > 1 implies that the bus capacity is exceeded by the loading passengers. From the
passengers' point of view, G'ki  1 is required. From the operators' point of view, G'ki = 1 would
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be ideal in order to minimise the number of trips while still meeting passenger demand. Therefore,
the ideal number of trips is determined by
fki =  aki 
Dki
 C  
When the passenger waiting time is considered, there is a lower limit for the number of trips,
fminki, for every time period, to represent the upper bound on the passenger waiting time.
Therefore, the number of required trips Nki is determined by
Nki = max { f
min
ki, aki 
Dki
 C   }      (k=1,2, i=1,2, ..., m) (3)
5  An Integer Programming Formulation
The number of required trips for each time period specifies the target trip frequency for the bus
operators to achieve. It is not always possible to achieve all the specified number of required trips
because of the limited bus fleet size. Therefore to establish a method to minimise the total
difference between the number of required trips and the number of trips to be scheduled within
the constraint of limited bus fleet size will be the objective of the following established integer
programming model, which utilises the concept of goal programming.
min z = å
k=1
2
 å
i=1
m
 P tki   dki
- + tkidki
+ (4)
Subject to
Kki - Nki + dki
- - dki
+ = 0 (k=1,2, i=1,2, ... , m) (5)
Si = Si-1 - å
k=1
2
 Lki  (k=1,2, i=1,2, ... , m) (6)
Rki = Rk,i-1 + Aki + Lki - Kki (k=1,2, i=1,2, ... , m) (7)
Kki  f
min
ki (k=1,2, i=1,2, ... , m) (8)
L  akiDki/Kki  U (k=1,2, i=1,2, ... , m) (9)
S0  = N,  Rk,0 = 0 (k=1,2)
Si, Kki, Lki, Rki, dki
-, dki
+ (k=1,2, i=1,2, ... , m) are non-negative integers.
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In the formulation, &dki
- - dki
+& is the difference between the number of required trips Nki and
the number of trips Kki to be scheduled. To minimise the objective, either dki
- or dki
+ should be
equal to zero. In order that under-provided trips dki
-, which are called under-achievements, arise
as seldom as possible, the coefficient of dki
- in the objective is multiplied by a large value P. The
reason for this big P is that minimising the under-achievements should be given priority because
passenger demand is the most important factor to be considered. The coefficient of dki
- in the
objective is divided by the travel time tki because, if a choice is possible, more expensive trips
should be avoided first. Likewise, to avoid more over-provided trips, which are called over-
achievements, the travel time tki  is multiplied with dki
+ in the objective function.
The value of P should not be too large otherwise the minimisation effort will only deal with
under-achievement while the minimisation effort on the over-achievement is neglected, especially
when linear programming is used to approximate the problem. In this study, P = max { tki
4 |
k=1,2, i=1,2, ... ,m } is chosen. The division of the under-achievement term by the travel time tki
may tend to generate more under-achievements in the peak periods because travel time during
peak periods is normally longer than in the off-peak periods. It is, however, important to notice
that during off-peak periods, demand is low and the number of required trips is less than in the
peak period. Therefore, under-achievements usually do not occur in the off-peak periods. Even
when the available buses are not sufficient to supply the required trips, the effort should still be
devoted to minimise the under-achievements in the off-peak periods in order to avoid long
waiting time for passengers.
Constraint (6) reflects the relationship between the number of available buses in the depot in the
current and previous time periods, and the number of buses required from the depot. Constraint
(7) expresses the relationship between the number of remaining buses at the terminal, the number
of arriving buses, the number of required buses from the depot and the number of trips to be
scheduled.
Constraint (8) is set to limit the number of trips such that passenger waiting time will not be
longer than a certain value. Constraint (9) places lower and upper limits on the occupancy level
of a bus. The lower limit may represent the tolerance of the bus operators regarding the operating
cost, which may also limit the inefficiency of the bus operation. The upper limit reflects the
passengers' tolerance for crowdedness. It is different from the lower limit for the trip frequency
fminki. The value f
min
ki normally is related to the passengers' tolerance for waiting time, while U
deals with the tolerance for crowdedness.
S0 = N indicates that initially there are N buses available in the depot and Rk,0= 0 indicates that
there are no remaining buses at the terminals at the beginning of the daily operation.
6  Linear Programming Approximation (LPA) Model
The integer programming model in Section 5 can be approximated by a linear programming
approximation (LPA) model. From (6),
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Si = N - å
k=1
2
 å
j=1
i
  Lkj   0 (i=1,2, ... , m)
It is equivalent to
Sm  = N - å
k=1
2
 å
j=1
m
  Lki   0 (10)
because all Lki  0.
Further, (8) and (9) can be combined into the following constraint:
uki  K ki  c ki       (k=1,2, i=1,2, ... , m) (11)
where,
uki = max { f
min
ki, ÈakiDki/U¢}
cki = ÎakiDki/LÚ
Constraint (11) indicates the lower and upper bounds for the decision variable Kki (k=1,2, i=1,2,
... , m).
Again, from (7),
Rki = å
j=1
i
 (Akj + Lkj - Kkj)   0 (12)
and Akj is represented by
Akj = å
1rj
 Ajkr(Kk+1,r) 
The formulation of minimising z, subject to constraints (5), (10), (11) and (12), is non-linear
because the term Ajkr(Kk+1,r) is non-linear (see Eqn. (2)). However, the following linear
expression is used to approximate the arriving buses:
Ajkr(Kk+1,r) ª w
j
k+1,rKk+1,r (13)
where, wikj is the length of the overlap between arrival time period j and time period i, divided by
the duration of time period j:
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wikj = 
 max { 0, min{Tj+tkj,Ti}-max{Tj-1+tkj,Ti-1} } 
Tj - Tj-1
 
Thus, the formulation is approximated by following linear integer programming model with the
introduction of slack variables ski (k=1,2, i=1,2, ... ,m):
min z = å
k=1
2
 å
j=1
m
 Ptki  dki
- + tkidki
+
Subject to
Kki - Nki + dki
- - dki
+ = 0 (k=1,2, i=1,2, ... , m)
Lki - Kki + sk,i-1 - ski + å
j=1
i
 wik+1,jKk+1,j  = 0 (k=1,2, i=1,2, ... , m)
å
k=1
2
  å
j=1
m
  Lki    N
uki  K ki  c ki (k=1,2, i=1,2, ... m)
sk0 = 0 (k=1,2)
Kki, Lki, dki
-, dki
+, ski (k=1,2, i=1,2, ... , m) are non-negative integers.
The above model can be shown to be NP-hard. Thus to solve the above formulation for a large
problem size is not possible in practice. A further approximation should be made by relaxing the
integer variables to real variables. In this way, the above integer formulation becomes a linear
programming model, which is called a linear programming approximation (LPA) model. The
rounded off solution of the LPA model can be regarded as an approximated solution to the
original problem. However, the solution from the LPA model may not be feasible to the original
formulation. The infeasibility may be caused by the approximation of the LPA model and the
rounding off of the solutions. However, practical application of the above approximation
approach shows that most values of the solutions produced are integers. The solutions are very
close to the ones obtained by the GIB heuristic method, which will be discussed in the next
section. Even for the solutions which are not feasible to the original formulation, they appear to
be very close to the boundary of the feasible region because they only require 2 to 3 additional
buses. This would not cause too much difficulty in implementation because the trip frequency
schedule is used only as a guideline for releasing trips due to the fluctuating traffic conditions.
7  A Heuristic Method - GIB Method
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Although the trip frequency scheduling can be approached by the LPA model derived in the
previous section, the operational aspects are not clear through the solution procedure of the LPA
model. Further, to solve the LPA model requires considerable time to formulate and solve. The
following heuristic method, called the greedy increment balance (GIB) method, is derived from
the real operation of terminal queuing process in Bangkok. The purpose of the GIB method is to
furnish a clear idea of how the solution is obtained so that personnel involved in the scheduling
operation can be quite certain about the quality of the solutions obtained and how to modify the
obtained solutions; and to compare with the solutions from the LPA model to be more confident
about the quality of the solution. Another advantage of the GIB method is less computation time
compared with the simplex method for the LPA model, and thus alternatives are easier to
produce.
The GIB method consists of four steps. The first step utilises the Greedy Assignment Algorithm.
It produces an initial feasible solution with respect to the bus fleet size limitation, based on the
number of required trips. The second step is a modification of the solution obtained in the first
step. It tries to bridge the gap between the number of required trips and the number of trips
obtained from the first step. That is, if under-achievements occur at terminal k in time period i:
kki < Nki, the trips in the previous time period j (ji) at the other terminal k+1 should be
increased so that more buses can arrive to make up the under-achievements. The criteria for
increasing the bus trips in the previous time periods is the existence of remaining buses at
terminal k+1 and the overlapping pattern of time period i and the arrival interval of time period j,
i.e. wikj > 0.
However, after the first two steps, the obtained trip frequency schedule { Kki } may not be
feasible for the constraint Kki  u ki (k=1,2, i=1,2, ... , m) because of the greedy nature of the
greedy assignment. Even in the second step, it only seeks a possible improvement on the under-
achievements but does not check the feasibility of the obtained trips with respect to the lower
bounds of Kki: Kki  u ki. The third step of the GIB method takes into account the lower bound
constraints. If Kki < uki, then Kki < Nki because Nki is designed such that Nki  u ki. Since it is
not possible to provide more trips from previous time periods at the other terminal, some trips
from previous time periods at the same t rminal should be removed. The trips to be removed in
previous time period j (ji) at the same terminal is the minimum of uki - Kki and Kkj - ukj if Kkj
> ukj, i.e., min { uki - Kki, Kkj - ukj }.
In the fourth step, relative under-achievements will be balanced between two successive time
periods if a relative under-achievement is found larger than in the previous time period. The
relative under-achievement is simply defined by dividing the under-achievement by the number of
required trips, i.e., (Nki-Kki)/Nki. The number of trips to be removed, b, from the previous time
period i-1 should be such that the order of the resulting relative under-achievements in time
periods i-1 and i will not be reversed. That is, b should be determined such that
[Nki-(Kki+b)]/Nki  [N k,i-1-(Kk,i-1-b)]/Nk,i-1
is still held but the gap between the two relative under-achievements should be reduced to its
minimum.
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The detailed description of the GIB method is as follows.
Initially, set S0:= N, Rk,0:= 0, Kki:= Nki (k=1,2, i=1,2,..., m)
STEP I - Greedy assignment
Starting from the first time period, perform the Greedy Assignment with v=1 to produce an initial
feasible solution with respect to the bus fleet size limitation, based on the required trips. The
solution may not be feasible with respect to the lower bound of Kki: Kki  u ki (k=1,2, i=1,2, ... ,
m).
STEP II  - Increment
For i:=2,3, ... , m, and k:=1,2, if Kki < Nki (i.e., Nki is under-achieved), increase the number of
trips in the previous time period at the other terminal so that more buses can arrive.
(1) Determine q such that
Tq-1  T i-1 + tki < Tq
[Tq-1, Tq] is the first time period that the buses arrive at terminal k+1, from trips released
at terminal k in time period i.
If such a q does not exist, set q:= m.
(2) For j:=1,2, ... , i, if the arrival interval of time period j overlaps the current time period i,
i.e., wik+1,j > 0, then there is a possibility to add more trips at terminal k+1 in time period
j to have more buses arriving at terminal k in the current time period i. Therefore,
determine at terminal k+1 the minimum remaining buses from time period j to time period
q:
Rqk+1,j =  min  { Rk+1,j' }
     jj'q
If Rqk+1,j > 0, then there is a possibility to assign more buses from terminal k+1 in time
period j without destroying the property that Kk+1,j' = Nk+1,j' (j'=j,j+1, ... , q) at terminal
k+1 from time period j to time period q.
(3) Determine the number of trips dk+1,j to be added at terminal k+1 in time period j:
dk+1,j = max { d & d  M k+1,j, A
i
kj(Kk+1,j+d) - A
i
kj(Kk+1,j)  N ki-Kki }
where, Mk+1,j = min { R
q
k+1,j, ck+1,j - Kk+1,j }
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If dk+1,j > 0, then assign Kk+1,j:= Kk+1,j + dk+1,j, Rk+1,j:= Rk+1,j - dk+1,j and
perform the greedy assignment starting from time period j, while keeping Kk+1,j
unchanged.
(4) Repeat (2)-(3) for j:=j+1 until j=i or Kki  N ki.
(5) Repeat (1)-(4) for i:=i+1 until i=m.
STEP III  - Feasibility Remedy (Balance 1)
(1) Initially set i:=2
(2) For k:=1,2, if Kki < uki, then do the following feasibility remedy procedure:
 ki:= 0
For j:=i-1,i-2, ... , 1, do the following
if Kkj > ukj, then
dkj:= min { Kkj-ukj, uki-Kki-  ki }
 ki:=  ki + dkj
Kkj:= Kkj - dkj
Repeat for j:=j-1 until ki  u ki - Kki or j=1.
(3) If  ki > 0, then perform the greedy assignment starting from time period j and then set
i:=j.
If the infeasibility after the greedy assignment remains same or becomes worse, terminate
the remedy process and reinstate the removed trips in the previous time period.
(4) Repeat (2) - (3) for i:=i+1 until i=m.
STEP IV - Under-achievement Balance (Balance 2)
For i:=2,3, ... , m and k:=1,2, if Kki < Nki, balance the relative under-achievements between the
current and previous time periods. That is, if there is a larger relative under-achievement in time
period i than in previous time period i-1:
(Nki-Kki)/Nki > (Nk,i-1-Kk,i-1)/Nk,i-1
or
Kki/Nki < Kk,i-1/Nk,i-1
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and Kk,i-1 > uk,i-1 (feasibility should be guaranteed), perform the following balancing procedure.
(1) Determine the first time period p that buses released in time period i-1 arrive
Tp-1  T i-2 + tk,i-1 < Tp.
(2) If Rk+1,p > 0 (if such a p does not exist, Rk+1,pcan take a large positive value), then
there is a possibility of reducing trips from time period i-1 so that more trips can be added
to time period i. Determine bk,i-1such that
bk,i-1 = max { b & b  g k,i-1, A
p
k,i-1(Kk,i-1) - A
p
k,i-1(Kk,i-1-b)  R k+1,p }
where,
gk,i-1 = min { Kk,i-1-uk,i-1, (NkiKk,i-1-Nk,i-1Kki)/(Nk,i-1+Nki) }
This value indicates that the number of trips b to be removed in time period i-1 should be:
(i) Kk,i-1-uk,i-1 is not exceeded so that infeasibility in time period i-1 will not be
incurred; (ii) the relative under-achievements in time period i-1 are still less than in time
period i, i.e.
[Nk,i-1 - (Kk,i-1-b)]/Nk,i-1  [N ki-(Kki+b)]/Nki
or
b  (N kiKk,i-1-Nk,i-1Kki)/(Nk,i-1+Nki)
(3) If bk,i-1> 0, then assign Kk,i-1:= Kk,i-1-bk,i-1, Rk,i-1:= Rk,i-1+bk,i-1 and perform
greedy assignment starting from time period i-1, keeping Kk,i-1 unchanged.
(4) Repeat process (1)-(3) for i:=i+1 until i=m.
The trip frequency schedule { Kki } is then obtained when the algorithm terminates after step IV.
Following the process of the algorithm, it can be seen that the generation of the trip frequencies
follows the real bus operation and is performed within the limitation of the bus fleet size. The
solution may still not be feasible with respect to the constraint Kki  u ki if the bus fleet in the
system is really insufficient. In this case, the original problem is naturally infeasible. The lower
bound uki should be relaxed or the bus fleet size must be increased in order to produce a feasible
solution. Unlike the LPA model, the GIB still produces a solution even the original problem is
naturally infeasible. This infeasible solution can at least be used as a guideline for relaxing the
lower bounds. In this respect, the GIB method is more flexible than the LPA model. Moreover,
the GIB method can be more flexible than the LPA model in the sense that it can incorporate a
large number of divided time periods while it could be a limitation for solving large LPA model.
Another aspect the GIB method overwhelming the LPA model is its even balancing among the
under-achievements, which is neither considered in the original model nor in the LPA model. This
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type of even balancing is important in the real bus operation as it can provide better service to the
public in terms of even loads of passengers.
8  Additional Constraints
Preventive maintenance schedules can be incorporated in the number of required trips. If x buses
are required for maintenance covering time period i,i+1, ... , i+r and terminal k is close to the
maintenance depot, then x additional trips should be added to the required trips at terminal k in
time periods i,i+1, ... , i+r, i.e. Nkj trips will be replaced by Nkj+x trips (j=i,i+1, ... , i+r) for the
LPA model or the GIB method. Additional constraints will be that the actually released number
of trips at terminal k in time period j is Nkj (j=i,i+1, ... , i+r). It is not difficult to see that these
constraints can be easily incorporated into the LPA model and the GIB method. Thus by
releasing the actually required trips, x more remaining buses can occur in these two time periods.
These x additional buses can then be sent to the depot for maintenance.
In many public bus transit systems (e.g. the Bangkok bus transit system), For most routes, there
is only one depot which is close to one of terminals. In this case, buses have to be sent to the
terminal that is close to the depot after the daily operation. Thus the depot location constraint is
to restrict the number of remaining buses in the last time period [Tm-1, Tm] at a given number R.
This given number R can be zero if the end of the planning period is just the end of the operation
period. R can be positive if the planning period is only a part or sub-interval of the whole
operation period so that R can be the remaining buses needed for the rest part of the operation
period.
Suppose terminal 1 is close to the depot. Then R2m = R can be the expression for the depot
location constraint, or
å
i=1
m
 å
j=i
m
  wj1iK1i + L2i - K2i = R (15)
This is a linear constraint and it is not difficult to deal with the depot location constraint in the
GIB method by increasing trips at terminal 2. If increasing trips at terminal 2 still does not solve
the depot location constraint, trips at terminal 1 should be decreased while complying with the
lower bound constraints for trips.
Another typical constraint is the limitation of parking space at terminals. The typical way of
handling this problem is to let the excess remaining buses join the predetermined trips which is
not difficult to be incorporated in the GIB method. For the PLA model, the terminal parking
constraint can be easily expressed:
Rki  R k (k=1,2, i=1,2, ... , m)
By introducing slack variables ski (k=1,2, i=1,2, ... , m), they become
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Lki - Kki - sk,i-1 + ski + å
j=1
i
 wik+1,jKk+1,j  = 0 (16)
Lk1 - Kk1 + sk1 + w
1
k+1,1Kk+1,1 = Rk (k=1,2, i=1,2, ... ,m)(17)
They are also linear constraints.
9  A Case Study
Two bus routes of the Bangkok Mass Transit Authority (BMTA), Routes 35 and 47, were
selected to test intensively the proposed methods taking into account the practical constraints:
limited bus fleet, depot location, parking space at terminals. Relevant data and assumptions are:
(1) The actual operation period is [5:00,23:00]. However, the planning period considered is
[5:00,22:00] due to the fact that data in time period [22:00,23:00] are missing.
(2) The period under consideration is divided into m=17 equal hourly sub time periods [Ti-
1,Ti] (i=1,2, ... , 17), such that T0=5:00, T1=6:00, ... , T17=22:00.
(3) Average travel time and the number of sold tickets for weekdays and weekends of June
1990 are listed in Tables 1 and 2 respectively.
(4) Scaling factors and minimum trip frequencies are set to be 80% and 4 respectively for all
time periods.
(5) Upper and lower bounds for occupancy level are assumed to be 150 and 50
passengers/bus respectively.
(6) Minimum layover time is set to be 5 minutes for both terminals and both routes.
(7) Parking space at terminal 1 is unlimited for both routes and parking space at terminal 2 is
limited to 8 buses for Route 35 and 6 buses for Route 47.
(8) Terminal 1 is near to the depot and is a relief point for shift exchange. Shift exchange
starts at 12:00 noon.
(9) There were 30 buses for Route 35 and 35 for Route 47. The number of drivers was 52 for
Route 35 and 62 for Route 47. The number of conductors was 55 for Route 35 and 65 for
Route 47.
The proposed LPA model is solved using a commercial linear programming package TURBO-
Simplex 3.0 and the GIB method is coded in dBASE IV version 1.0. Both are run on a 286 NEC
personal computer.
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Based on the above assumptions, the numbers of required trips are calculated and listed in Tables
1 and 2 for Routes 35 and 47 respectively together with manual trip frequency schedules. Trip
frequency schedules produced by the GIB method and the LPA model for both Routes 35 and
Route 47 are listed in Table 3.
It can be found in Table 3 that the solutions generated by both the GIB method and the LPA
model are very close and thus they are in the neighbourhood of the real optimum of the original
problem. Computational experience shows that on average, the GIB method takes 20 seconds to
produce a solution while the LPA model takes 1 minute and 50 seconds to produce a feasible
solution. Statistically, 82% of the values in a solution by the LPA model are integers. Experience
also shows that more integer values are produced when the bus fleet size constraint is more
relaxed. When the bus fleet size is relaxed such that all required trips can be reached, the LPA
model produces all integer values.
The produced results were compared with the manual trip frequency schedules used for June
1990 and the average trips summarised from the real operation of June 1990. It was found that
the manual trip frequency schedules are far from the ideal in terms of its feasibility with the
specified constraints, achieving targets of the required trip, and minimising operating cost. As a
result, the real operation could not follow in the evidence of difference from the average trips
summarised from the real operation, and a larger number of under- and over- achievements occur
with respect to the required trips. A large number of additional buses would have been needed if
the real operation had been required to follow the manual schedule.
The average trips, which are the summary of trips from real operation, have reached a quite low
operating cost. However, they are not satisfactory in achieving the required trips. That is the
reason that during some periods, buses were very crowded (targets are under-achieved) while in
other periods, buses had low occupancy (targets are over-achieved). By contrast, the results of
both the LPA and GIB methods lead to both low under- and over-achievements. Table 4 provides
the information about the operating cost, under- and over-achievements of the manual schedule,
the average trips, and the schedules produced by the LPA and GIB methods.
The GIB schedule performs well in the performance indices considered in Table 4. On Route 47,
although the average trips take less travel time, the LPA and GIB methods can generate trip
frequency schedules with even less travel time if the under-achievement, is retained at the same
level as the average trips. For example, if the reduction of the under-achievement of the GIB
schedule over the average trips is reduced from present (65-18)/65 = 72.31% to 15.38%, then the
total travel time of the GIB schedule over the average trips can be reduced by (41993-38621) /
41993 = 9.03%. Further reduction is significant from its complementary bus and crew schedules:
only 25 buses and 45 drivers are required to operate when the under-achievement improvement is
retained at 15.38% (Zhu, 1991). Therefore, 10 buses and 17 drivers can be removed from the
operation, which represent a drastic reduction in rental and maintenance costs of buses ((35-
25)/35 =28.57%) and crew costs ((62-45)/62 = 27.42%). For Route 35, a remarkable reduction
in both total travel time (19.05%) and total under-achievement (77.78%) can be achieved by the
GIB schedule. The above mentioned improvement does not count for the improvement on the
costs of conductors.
Since the total travel time represents the operating cost and the under-achievement reflects the
satisfaction of the demand, i.e. service level, improvements achieved by the LPA and GIB
methods  in the contradictory objectives: operating cost and service level, is very meaningful.
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Table 1 Statistics of Route 35, June 1990
Time period Terminal 1, WeekdaysTerminal 2, WeekdaysTerminal 1, WeekendsTerminal 2, Weekends
Trv Trip Tckt RtpMtpTrv Trip Tckt RtpMtpTrv Trip Tckt RtpMtpTrv Trip Tckt RtpMtp
05:00-06:0043 9.24 488 5 10 43 6.24 326 4 4 41 10.11 420 4 9 46 6.00 300 4 4
06:00-07:0072 12.33 1522 15 20 63 7.38 886 9 10 44 10.67 677 7 9 48 9.44 578 6 9
07:00-08:0082 12.76 1538 15 16 66 4.90 642 6 20 46 11.11 980 9 9 53 9.78 686 7 9
08:00-09:0075 9.00 816 8 8 61 10.48 631 6 16 49 10.78 960 9 9 63 10.11 631 6 9
09:00-10:0075 9.33 645 6 8 67 10.38 576 6 8 64 9.78 805 8 9 68 9.11 622 6 9
10:00-11:0074 9.86 689 7 9 79 8.86 488 5 8 70 9.89 836 8 9 77 7.67 594 6 9
11:00-12:0073 8.67 577 6 9 72 8.81 418 4 9 71 7.89 675 7 9 71 7.11 478 5 9
12:00-13:0069 6.57 449 4 9 69 7.90 477 5 9 71 6.11 480 5 9 64 7.22 661 6 9
13:00-14:0077 9.19 557 5 9 72 6.33 511 5 9 64 8.56 583 6 9 65 5.56 575 6 9
14:00-15:0077 8.52 533 5 9 73 7.00 638 6 9 53 9.44 526 5 9 61 7.44 767 7 9
15:00-16:0083 10.24 995 10 9 77 8.38 852 8 9 45 9.33 501 5 9 62 9.56 859 8 9
16:00-17:0090 8.62 895 9 12 80 7.52 439 4 9 46 8.33 474 5 9 65 9.67 699 7 9
17:00-18:0076 7.71 854 8 10 71 7.62 337 4 12 47 7.89 462 4 9 78 7.78 404 4 9
18:00-19:0067 4.71 453 4 10 67 9.19 295 4 10 47 5.11 334 4 9 72 8.00 331 4 9
19:00-20:0061 4.05 320 4 10 62 6.10 365 4 10 43 3.11 257 4 8 69 4.78 374 4 9
20:00-21:0047 3.86 241 4 6 38 4.05 143 4 10 40 3.89 169 4 7 36 3.78 113 4 8
21:00-22:0039 2.52 110 4 6 38 4.24 143 4 6 36 2.67 76 4 6 36 4.33 17 4 7
Table 2 Statistics of Route 47, June 1990
Time period Terminal 1, WeekdaysTerminal 2, WeekdaysTerminal 1, WeekendsTerminal 2, Weekends
Trv Trip Tckt RtpMtpTrv Trip Tckt RtpMtpTrv Trip Tckt RtpMtpTrv Trip Tckt RtpMtp
00:00-06:0047 10.67 678 7 10 51 2.10 173 4 2 41 8.67 429 4 8 45 2.11 117 4 2
06:00-07:0061 18.29 2382 23 16 58 10.24 1461 14 10 46 11.33 772 7 9 46 7.11 430 4 8
07:00-08:0082 11.76 1654 16 16 80 11.90 1972 19 16 50 11.89 1086 10 9 48 10.67 860 8 9
08:00-09:0083 9.33 967 9 12 76 11.71 1301 13 16 57 9.78 933 9 9 53 10.44 762 7 9
09:00-10:0086 10.57 971 9 9 80 8.90 734 7 12 66 9.89 967 9 9 61 10.11 758 7 9
10:00-11:0091 9.14 891 9 9 83 9.81 758 7 9 71 9.89 970 9 10 64 8.33 672 6 9
11:00-12:0085 9.38 1038 10 9 84 8.95 690 7 9 74 8.56 1152 11 10 65 9.67 582 6 10
12:00-13:0079 7.43 829 8 9 87 9.90 744 7 9 74 6.89 1065 10 10 76 9.11 872 8 10
13:00-14:0080 9.67 1063 10 9 89 9.62 938 9 9 70 8.22 1011 10 10 84 6.89 814 8 10
14:00-15:0086 9.90 1084 10 9 86 8.81 933 9 9 68 9.33 1042 10 10 71 7.78 873 8 10
15:00-16:0087 11.71 1497 14 12 86 8.81 1252 12 9 66 9.33 1047 10 10 71 9.44 1033 10 10
16:00-17:0010210.57 1612 16 1210111.00 1434 14 12 64 9.22 1002 10 9 69 9.56 933 9 10
17:00-18:00110 5.14 844 8 11 90 9.14 1021 10 12 58 8.00 896 9 9 64 10.00 792 8 9
18:00-19:0084 2.19 355 3 8 83 7.81 850 8 11 58 4.11 495 5 9 66 8.78 655 6 9
19:00-20:0065 3.52 484 5 8 65 5.33 560 5 8 58 3.44 427 4 8 44 4.67 319 4 9
20:00-21:0055 4.00 516 5 5 52 4.95 471 5 8 50 3.44 405 4 5 42 4.00 342 4 8
21:00-22:0044 2.33 202 4 3 27 4.62 150 4 5 42 2.00 182 4 3 29 3.56 136 4 5
Legend: Trv - average travel time
Trip - average trips
Tckt - number of passengers
Rtp - number of required trips
Mtp - manual trip frequency schedule
Table 3. Trip frequency schedules of the proposed methods
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Route 35 Route 47
Time Period L,W G,W L,D G,D L,W G,W L,D G,D
1     2 1     2 1     2 1     2 1     2 1     2 1     2 1     2
05:00-06:00 5 4 5 4 4 4 4 4 7 4 7 4 4 4 4 4
06:00-07:00 15 9 15 9 7 6 7 6 21 14 22 14 7 4 7 4
07:00-08:00 13.810 14 7 9 7.0 9 7 13.315.313 18 10 8 10 8
08:00-09:00 8 10 8 8 9 6.7 9 6 9 13 9 12 9 9.1 9 8
09:00-10:00 6 9 6 12 8 6 8 7 9 10.79 7 9 8.7 9 8
10:00-11:00 7 5 7 6 8 6 8 6 9 8.5 9 7 9 7.6 9 8
11:00-12:00 6 6 6 7 7 5 7 5 10 8.2 10 7 11 8.2 11 8
12:00-13:00 4 7 4 8 5 6 5 7 8 9 8 10 10 8 10 10
13:00-14:00 5 6.9 5 5 6 6 6 6 10 9 10 10 10 8 10 10
14:00-15:00 5 6 5 6 5 9.1 5 7 10 9 10 9 10 8.9 10 11
15:00-16:00 6.2 8 10 8 5 8 5 8 14 11.111 12 10 10.310 10
16:00-17:00 5 5.1 6 7 5 7 5 7 10 11.310 13 10 13.010 11
17:00-18:00 5 5 8 6 4 4 4 5 7.4 10 8 9 9 12 9 11
18:00-19:00 4 4 4 12 4 4 4 4 4 8.4 3 8 5 10 5 10
19:00-20:00 4 5 4 6 4 4 4 4 5 8 5 8 4 5 4 5
20:00-21:00 4 4 4 4 4 4 4 4 4.4 7 4 5 4 5 4 4
21:00-22:00 4 4 4 5 4 4 4 4 4 4 4 5 4 4 4 4
Legend:L,W - Trip frequency schedule of the LPA model for weekdays
G,W - Trip frequency schedule of the GIB method for weekdays
L,D - Trip frequency schedule of the LPA model for weekends
G,D - Trip frequency schedule of the GIB method for weekends
Table 4. Travel time and achievement
Method Route 35 Route 47
Travl U-acv O-acv Travl U-acv O-acv
Manual Schedule 42233 - 217 49266 34 104
Average trips 36726 11 248 41993 65 60
LPA Schedule 28000 12 23 44296 21 43
GIB Schedule 29728 4 37 43903 18 37
Legend:Travl - total travel time
U-acv - total under-achievement
O-acv - total over-achievement
10  Conclusion
Recognising the special features of terminal queuing bus routes in cities of developing countries,
trip frequency scheduling is shown to be the most important step in improving supply of service
and in reducing operating costs. To deal with trip frequency scheduling, the operation period is
divided into several sub time periods, as is already done in present practice, and a two-phase
method is proposed. In the first phase, the number of required trips is determined for each time
period utilising the existing data from the route operation.
In the second phase, an integer programming model is formulated to represent the trip frequency
scheduling based on the required trips. The objective of the model is to minimise the difference
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between the number of required trips and the number of trips to be scheduled, with a limited bus
fleet size. Two heuristic methods are proposed to solve the model, one making use of linear
programming and the other following the operational practice of terminal queuing. Practical
constraints of depot location, terminal parking space, and crew sizes, are considered.
Analysis of the tested results shows that the proposed scheduling methods achieve success in the
following aspects, compared with real operations: (i) the total travel time can be reduced (e.g. by
19.05%), which represents a reduction of operating costs based on the assumption that the
operating costs are proportional to the travel time of buses; (ii) service level, in terms of the
difference between the number of required trips by the passenger demand and the number of trips
to be scheduled, can be reduced (e.g. by 77.78%). Since (i) and (ii) are contradictory, achieving
both (i) and (ii) is a significant success.
The manual schedules presently used in the Bangkok Mass Transit Authority (BMTA) have been
shown not feasible. The manual trip frequency schedules are planned by the personnel who use a
simple rule of thumb, without calculating detailed travel time, demand and availability of buses in
each time period. This is because they lack an appropriate methodology for planning trip
frequencies and mechanism for verifying the feasibility of planned trip frequency schedules. As a
result, the real operation could not follow, operating costs were high and supply of service to
meet passenger demand was not satisfactory. Using the scheduling methods developed in this
paper, both the operating cost and the difference between supply and demand can be considerably
reduced. Also, the proposed scheduling methods have the advantage of being easy to
computerise.
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