Several recent studies have shown that fluorescent particles can be localized with an accuracy that is well beyond traditional resolution limits. Using a theoretical model of the image formation process that accounts for possible sources of noise, Cramér-Rao bounds have been used to define the theoretical limits. A crucial influence on these bounds is the mismatch of refractive indices that is usually present between immersion medium and specimen. This results in an axially shift-variant point spread function, meaning that the bounds change as a function of the particle's position in the zdirection. We investigate the theoretical bounds for this shiftvariant model, and propose a maximum-likelihood estimator for the particle position in 3D (XYZ position). Using this estimator, sub-resolution localization at the nanometer scale is demonstrated on experimental data. The results provide optimal conditions for particle tracking and localization experiments.
INTRODUCTION
New markers such as fluorescent proteins and quantum dots have become indispensable tools for dynamic studies of molecular interactions in living cells [1] . An essential aspect of these studies lies in the accuracy with which an individual fluorescent marker can be spatially localized from its image through a microscope. The size of these markers is typically of the order of 10 nm, which is significantly smaller than the optical resolution of a fluorescence microscope. Efforts are currently being made both in instrumentation and image processing to surpass this resolution limit. For example, by controlling the excitation of the sample in a precise way, techniques such as STED microscopy have led to significantly improved lateral and axial resolutions [2] . Similarly, recent work on computational approaches to localization yielded results with an accuracy at the nanometer scale [3, 4, 5] . Fluorophores can be assimilated to point sources, and therefore, This work was supported by the Swiss National Science Foundation under grant 200020-109415, as well as by the Hasler foundation. localization of a particle essentially amounts to fitting a model of the microscope's point spread function (PSF) to the acquired image(s) of the particle, which may be corrupted by various types of noise. Betzig et al. recently proposed a technique which combines selective excitation of individual fluorophores with a localization algorithm based on a Gaussian fit, and obtained results with a resolution of a few nanometers, rivaling electron microscopy [6] . Several studies have established the theoretical lower bounds on the attainable localization accuracy in the plane [4] and along the optical axis [5] , using Cramér-Rao bounds. Here, we extend our previous analysis on axial localization to a complete framework for the localization of fluorophores in 3-D. In particular, we focus on the influence of the shift-variant PSF on the localization bounds and propose an estimator that reaches these bounds.
IMAGE FORMATION MODEL
We first introduce the PSF model used in our work. Subsequently we formulate a general model for acquisition noise and briefly discuss the effects of discretization and pixelation by the CCD array.
PSF model
Due to design constraints of modern microscope optics, a mismatch between the refractive indices of the immersion medium and the specimen inevitably leads to spherical aberrations that are especially significant for high NA objectives. These aberrations vary as a function of the source's depth within the specimen, resulting in a shift-variant PSF along the optical axis. This phenomenon is most accurately characterized by the vectorial models proposed by Hell et al. [7] and Török et al. [8] . They are computationally costly, however, and offer no significant gain in accuracy for the application discussed here with respect to the scalar model proposed by Gibson and Lanni [9] . This model takes the general form
where x = (x, y, z) is a point on the image plane in object space, x p = (x p , y p , z p ) are the coordinates of the particle, p = (NA, n, t) is a parameter vector containing the optical parameters of the system: numerical aperture (NA), refractive index (n) and thickness (t) of the immersion / coverslip / specimen layers, r = (x − x p ) 2 + (y − y p ) 2 , A is a constant amplitude, and J τ denotes the Bessel function of the first kind of order τ . For ease of notation, all coordinates are expressed in object space, which implies that we consider the image space to be demagnified and projected into object space. For further details the reader is referred to [9, 5] .
The phase term W (ρ, x, x p ; p) is proportional to the optical path difference between the actual and ideal imaging conditions. When no index mismatches occur, it reduces to
which is the standard defocus model (linear approximation of this expression yields the classical Born & Wolf phase aberration term). Note that for Δz = 0, Eq. (1) further reduces to the familiar Airy function.
Noise model
The dominant kinds of noise in fluorescence microscopy are shot noise, background noise due to autofluorescence of the sample, and read-out noise. Whereas the first two obey Poisson statistics, the latter is Gaussian distributed, which calls for an additive noise model. The Poisson distribution rapidly converges towards a Gaussian with equal mean and variance, given that the latter is large enough (this is usually considered the case when σ 2 > 10, and is a valid assumption for the read-out noise measured in our experiments). Taking this into account, we establish a general noise model where we formulate the expected photon countq(x, x p ; p) corresponding to a point x in object space as
where c is a conversion factor and σ 2 b is the variance (in intensity) of the read-out noise. To simplify the notation, we will omit the argument (x, x p ; p) when it is clear from the context. The probability of detecting q photons at x is then given by
Pixelation
The effects of pixelation of the detector have been extensively covered by Ober et al. [4] . In our notation, it is assumed hereinafter that a point of observation x represents a pixel on the CCD, and thus that, when appropriate, functions of x incorporate integration over the pixel's area (pixels are assumed to be contiguous and non-overlapping).
THEORETICAL BOUNDS
We proceed with an analysis of the localization accuracy attainable with an estimator based on the proposed image formation model. A limit on the localization accuracy can be obtained by means of the Cramér-Rao bound (CRB), which is a theoretical lower bound on the variance of an arbitrary unbiased estimator. For multiple parameters, this bound is given by the diagonal of the inverse of the Fisher information matrix. Under the assumption that the PSF is radially symmetric, the Fisher information matrix is diagonal and the CRBs for the coordinates of the particle's position x p are given by
where S is the set of pixels in the acquisition, and wherex p is an unbiased estimator of the particle's x-coordinate, with homologous expressions for the bounds on y and z. Evaluating the bounds for our image formation model yields
again with homologous expressions for Var(ŷ p ) and Var(ẑ p ).
The partial derivatives of the PSF are given by , where
The partial derivative with respect to z p is given in [5, Appendix].
MAXIMUM-LIKELIHOOD ESTIMATOR
We now introduce an estimator for a particle's position that is optimal in the sense that it reaches the theoretical bounds stated above. The probability of observing a given spatial distribution q(x, x p ; p) of photons emitted by a source located at x p is given by x∈S P (q(x, x p ; p)).
By maximizing the likelihood of Eq. (9) with respect to x p we obtain the basis for our estimator:
Since there is no closed-form solution for x p in the above expression, we take the first-order Taylor approximation of the maximum-likelihood function around an estimatex p of x p , which gives us the following iterative expression:
where m denotes the iteration. The second partial derivative of the PSF with respect to x p is given by
As before, the expression for
is identical up to the partial derivative, and the second partial derivative with respect to z p is given in our earlier work [5, Appendix] .
The proposed linearization holds only locally and thus requires an adequate initialization. This can be obtained by evaluating the normalized cross-correlation between the acquisition and a precomputed set of 3D PSFs corresponding to the range of possible particle positions:
where μ q and μq are the mean pixel values in acquisitions and model, respectively. The estimation can be stopped when the absolute value of the update step becomes smaller than the CRB by an order of magnitude, after which further refining the estimate becomes irrelevant.
RESULTS
We now provide some examples of our estimator and its performance relative to the CRB for some specific situations: first in simulation and then on experimental data. The acquisition parameters are the same for all examples provided, and are taken from the experiments, which were carried out on a Zeiss Axioplan 2 microscope equipped with an AxioCam CCD with pixels of size 6.45 × 6.45 μm 2 . The objective used is a Zeiss Plan-Apochromat 1.4 NA oil-immersion objective. The test sample consisted of 100 nm-diameter beads fluorescing at 430 nm, deposited onto a microscope slide and embedded in a solid mounting medium of refractive index 1.46. The immersion oil has a refractive index of 1.515. 
Properties of the CRB
Analyzing the behavior of the CRBs for specific experimental parameters gives some important insights into the imaging conditions required to maximize the localization accuracy. The axial accuracy significantly improves when performed on out-of-focus acquisitions of particles that are located deeper into the specimen (see Fig. 1 ). In comparison, the localization accuracy in the acquisition plane evolves similarly, but is optimal where the intensity of the PSF is maximal, in which case the axial localization is usually poor. As the different plots show, the loss in accuracy for xylocalization under imaging conditions that are optimal for axial localization is small, and thus offers an easy compromise. As Ober et al. have investigated, the xy-localization accuracy also varies as a function of the particle's position with respect to the CCD grid [4] . For 3-D localization experiments, our results show that the amount of defocus and the position of the particle within the specimen can be at least as important in determining the localization accuracy. Nevertheless, they can be optimized to some degree-especially when multiple particles are involved-using prior knowledge of the particles' distribution within the specimen [5] .
Estimation results
In Fig. 2 we compare the standard deviation of the localization results using our estimator with the CRBs for x p and z p . As the plots indicate, the estimator is optimal in the sense that it reaches the CRB. Its performance on experimental data is shown in Fig. 3 . For each particle, a focal series separated by 100 nm was acquired over its entire visible range. To derive a ground truth for each particle's position, we performed a global fit of the unknown parameters using all available acquisitions, which also provided us with the acquisition positions z required by the estimator, due to its reliance on a shiftvariant PSF. Further details on this calibration can be found in [5] . In the best cases, we achieved a localization accuracy of 12.8 nm axially and 7.15 nm in the acquisition plane.
A surprising and important aspect of our results comes from the comparison of the lateral and axial localization accuracies, where, contrary to the differences usually experienced in terms of resolution, the theoretical limits are very close. 
