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Povzetek
Naslov: Napovedovanje konceptov na podlagi toka dogodkov
Avtor: Alen Nemec
Mozˇnost napovedovanja prihodnjih dogodkov in njihovih posledic je pri-
vlacˇna ideja, a v praksi tezˇko izvedljiva zaradi velikega sˇtevila mozˇnih izidov.
Ta diploma predstavlja poskus napovedovanja, ki temelji na predpostavki,
da se vzorci iz preteklosti ponavljajo. Svetovne dogodke modeliramo kot
skupine konceptov, na podlagi katerih jih grucˇimo v skupine povezanih do-
godkov. Iz teh zgradimo podatkovno zbirko za namene napovedovanja, kjer
vhodni atributi opisujejo koncepte, ki se pojavijo v posamezni grucˇi znotraj
danega cˇasovnega okna, ciljne oznake pa so koncepti, ki se pojavijo naslednji
teden. Na podatkih ocenimo in primerjamo uspesˇnost razlicˇnih modelov za
napovedovanje. Nasˇi poskusi pokazˇejo, da taksˇno modeliranje povezav med
koncepti prispeva koristne informacije za namene napovedovanja prihodnjih
dogodkov.
Kljucˇne besede: novice, grucˇenje, podatkovno rudarjenje, napovedovanje,
dogodki.

Abstract
Title: Predicting concepts based on streams of events
Author: Alen Nemec
Having the ability to predict the course of future events is an attractive idea,
but difficult to achieve in practice because of the vast number of possibilities.
This diploma presents an attempt at doing so based on the hypothesis that
patterns of events from the past tend to repeat. We model real world events as
groups of concepts. We cluster events into groups of related events. We then
build a dataset from these clusters, where the attributes of each data point
represent concepts that occur in a single cluster within a certain time window,
and the target labels are concepts that occur the next week. We compare
the effectiveness of several different prediction models. Our tests show that
relationships between concepts contain useful information for predicting the
future course of events.
Keywords: news, clustering, data mining, prediction, events.

Poglavje 1
Uvod
Napovedovanje prihodnjih dogodkov je relativno neraziskano podrocˇje. Pre-
den zgradimo napovedni model, moramo odgovoriti na dve vprasˇanji.
Kaj napovedujemo? Potrebno je opredeliti spremenljivke, ki jih napo-
vedujemo, saj morajo veljati tako za pretekle kot prihodnje dogodke. To so
lahko splosˇni dogodki oziroma karakteristike dogodkov, ki ne vsebujejo infor-
macij o kontekstu, kot so cˇas, lokacija ali vpletene entitete. Primeri taksˇnih
vrednosti so “vojna,” “naravna nesrecˇa” ali “evakuacija.”
Kako definirati relacije med dogodki? Za ucˇenje modela potrebujemo
predznanje o obstojecˇih relacijah med dogodki, ki ga lahko pridobimo iz
analize besedil, ki dogodke opisujejo in konteksta, v katerem se zgodijo. Tako
lahko na primer predpostavimo, da sta dva dogodka povezana, cˇe se zgodita
znotraj nekega cˇasovnega intervala in imata podobne karakteristike, kot sta
lokacija ali vpletene entitete.
Klasicˇni pristop, ki sicer ne uporablja metod umetne inteligence ali po-
datkovnega rudarjenja, se zanasˇa na anketiranje sˇtevila posameznikov, ki so
tipicˇno strokovnjaki na svojem podrocˇju, in iskanje konsenza med njimi. Ta
metoda je znana kot metoda Delphi. Razvita je bila v obdobju 1950-1960 [6]
in se v taksˇni ali drugacˇni obliki uporablja tudi danes.
Na podrocˇju umetne inteligence je omembe vreden model avtorja Si-
pple [8], ki napoveduje prihajajocˇe dogodke glede na relacije med dogodki iz
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preteklosti, pridobljene na podlagi informacij o kontekstu. Predlagan sistem
deluje v realnem cˇasu in na veliki kolicˇini podatkov. Analizira prihajajocˇe
podatke in v njih zazna pomembna dogajanja, na podlagi katerih napoveduje
prihajajocˇe dogodke. Za modeliranje relacij med njimi uporablja statisticˇne
metode in grucˇenje na podlagi informacij o tipu dogodka, cˇasu in lokaciji. Vir
podatkov prestavljajo spletni viri, ki govorijo o dogodkih, kot so novinarski
cˇlanki, socialna omrezˇja in podobno.
Poglavje 2
Metode
2.1 Grucˇenje
S postopkom grucˇenja podatkov dolocˇamo obstojecˇo strukturo v zbirki po-
datkov. Gre za proces razvrsˇcˇanja primerov v skupine na osnovi neke izbrane
funkcije podobnosti med primeri.
V praksi je iskana struktura lahko kakrsˇnekoli oblike, zato obstaja tudi
veliko razlicˇnih pristopov. Izbira pristopa grucˇenja kot ocenjevanja doblje-
nih rezultatov potemtakem temelji na nasˇih predpostavkah o obliki iskanih
grucˇ v podatkih. Grucˇenje je oblika nenadzorovanega ucˇenja, v primerjavi
z nadzorovanim ucˇenjem. To pomeni, da v procesu ucˇenja sˇtevilo grucˇ ni
znano, niti niso znane pravilne klasifikacije posameznih primerov v grucˇe. V
diplomskem delu smo uporabili pristop hierarhicˇnega grucˇenja.
2.1.1 Hierarhicˇno grucˇenje
Hierarhicˇno grucˇenje je pristop, kjer vsak posamezen primer najprej pred-
stavlja lastno grucˇo. V vsakem koraku nato postopoma zdruzˇuje najbolj
podobne grucˇe glede na izbrano mero podobnosti, dokler ustavitveni pogoj
ni izpolnjen oziroma dokler ne ostane samo ena grucˇa. Pristop zgradi hie-
rarhicˇno drevo grucˇ. Tipicˇno uporabljene mere razdalje med primeri za hi-
erarhicˇno grucˇenje so evklidska razdalja, manhatanska razdalja in kosinusna
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razdalja, vendar pa pristop deluje s katerokoli mero razdalje. Podobnost med
grucˇami primerov dolocˇamo na podlagi razdalje med primeri, ki pripadajo
razlicˇnim grucˇam. Pri tem lahko uporabimo vecˇ mer:
Posamezna povezanost (ang. single linkage) za razdaljo med dvema
grucˇama vzame najkrajˇso razdaljo med grucˇama.
Celotna povezanost (ang. complete linkage) vzame najvecˇjo razdaljo
med grucˇama.
Povprecˇna povezanost (ang. average linkage) uporabi povprecˇno razda-
ljo med grucˇama.
Povezanost Ward poimenovana po raziskovalcu, ki jo je predlagal, pri
zdruzˇevanju uporablja kriterij, ki minimizira varianco evklidske razdalje zno-
traj grucˇ [9]. Princip, na katerem temelji metoda Ward, je optimizacija kri-
terijske funkcije in se v teoriji lahko prilagodi tako, da uposˇteva poljubne
kriterije.
Na podlagi razdalje med zdruzˇenimi grucˇami v vsakem koraku lahko zgra-
dimo vizualizacijo postopka, tako imenovan dendrogram. Taksˇna vizualiza-
cija nosi koristne informacije o strukturi grucˇ tudi pri visokodimenzionalnih
podatkih.
Evklidska razdalja
Evklidska razdalja (ang. euclidean distance) je razdalja med dvema tocˇkama
v evklidskem prostoru. Cˇe sta tocˇki q in p v evklidskem prostoru z d dimen-
zijami, potem je njuna razdalja definirana kot:√√√√ d∑
i=1
(qi − pi)2
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2.1.2 Prekletstvo dimenzionalnosti
Pojem prekletstvo dimenzionalnosti (ang. curse of dimensionality) se po-
gosto pojavlja pri problemih z visoko dimenzionalnostjo podatkov. Tipicˇni
primeri v resnicˇnem svetu so genetski podatki in besedila.
Pojem opisuje vrsto tezˇav, ki se pojavijo pri analizi podatkovnih zbirk z
visoko dimenzionalnostjo. S povecˇevanjem sˇtevila dimenzij se eksponentno
povecˇuje prostornina prostora. Posledicˇno se povecˇuje tudi kolicˇina podat-
kov, ki so potrebni za dober opis prostora.
Dolocˇene mere razdalje lahko pri visoki dimenzionalnost izgubijo ucˇinko-
vitost, saj se kontrast med razdaljami do najblizˇjega in najbolj oddaljenega
soseda neke tocˇke zmanjˇsuje. S tem se zmanjˇsuje tudi sposobnost diskrimi-
nacije med grucˇami tocˇk [1]. Problem je bolj ocˇiten pri zelo redkih matrikah.
Najpogostejˇsi nacˇin resˇevanja problema prekletstva dimenzionalnosti je
zmanjˇsevanje dimenzionalnosti, kjer uporabimo eno od vrste metod za pro-
jekcijo podatkov v manjˇse sˇtevilo dimenzij. To je velikokrat zadostna resˇitev,
saj imamo pri visoki dimenzionalnosti tipicˇno veliko atributov, ki so med se-
boj povezani, ali pa preprosto ne prispevajo dovolj informacije, da bi jih lahko
uporabili. Takrat lahko ucˇinkovito zmanjˇsamo sˇtevilo dimenzij in obdrzˇimo
vecˇino informacije. Poleg tega se lahko krepko zmanjˇsata tudi cˇasovna in
prostorska zahtevnost algoritmov, uporabljenih za analizo teh podatkov.
2.1.3 Analiza glavnih komponent (PCA)
Analiza glavnih komponent (ang. principal component analysis) je metoda za
zmanjˇsevanje dimenzionalnosti. S pomocˇjo ortogonalne transformacije pre-
slika podatke v manjˇse sˇtevilo dimenzij. Hkrati minimizira izgubo informacij
in obdrzˇi cˇim vecˇjo varianco preslikanih tocˇk.
2.1.4 Mere kvalitete grucˇenja
Zaradi sˇiroke definicije problema grucˇenja ima pricˇakovana struktura grucˇ v
nasˇih podatkih, kot tudi struktura podatkov samih, velik vpliv na to, katero
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mero kvalitete grucˇenja izberemo.
V splosˇnem jih delimo na notranje in zunanje mere grucˇenja. Notra-
nje mere ocenijo kvaliteto grucˇenja brez zanasˇanja na podatke o dejanskih
oznakah, tako da preverijo strukturo grucˇ samih. Zunanje mere pa ocenijo
grucˇenje glede na podatke o dejanskih oznakah. Zunanje mere so nacˇeloma
bolj tocˇne, ampak manj uporabljene, saj se pri grucˇenju pogosto soocˇamo s
primeri, za katere ne poznamo dejanskih oznak.
Silhuetna ocena je notranja mera grucˇenja, ki temelji na analizi kompak-
tnosti in locˇenosti grucˇ [7]. Za dano mnozˇico primerov c, ki pripadajo grucˇi
velikosti K, se silhouette(c) izracˇuna kot:
silhouette(c) =
1
K
∑
xi∈c
b(xi)− a(xi)
max{a(xi), b(xi)} ,
kjer a(x) oznacˇuje povprecˇno razdaljo primera x od drugih primerov znotraj
iste grucˇe, b(x) pa povprecˇno razdaljo primera x od vseh primerov najblizˇje
sosednje grucˇe. Oceno grucˇenja potemtakem dobimo kot povprecˇje silhuetne
ocene mnozˇice grucˇ.
Rezultat je omejen na intervalu [−1, 1]. Vrednost 1 pomeni, da so grucˇe
dobro locˇene, vrednost -1 pa, da so grucˇe razprsˇene in slabo definirane. Pri-
mer z visoko oceno se nahaja blizu srediˇscˇa grucˇe, primer z nizko oceno pa
na robu grucˇe, kateri pripada. Negativne ocene oznacˇujejo primere, ki so bili
dodeljeni napacˇni grucˇi, saj lezˇijo blizˇje sosednji grucˇi kot svoji lastni.
Povprecˇna kronolosˇka povezanost Zaradi potrebe po meri, ki bi upo-
sˇtevala nasˇe predpostavke o strukturi grucˇ v podatkih, smo vpeljali novo
mero kvalitete grucˇenja. Ta za vsako grucˇo izracˇuna povprecˇje razdalj med
posameznimi dogodki v grucˇi, ki si sledijo po datumu, in ga deli s povprecˇjem
vseh razdalj znotraj grucˇe. Cˇe je mnozˇica dogodkov D v grucˇi, ki so urejeni
po datumu in K sˇtevilo teh dogodkov, potem je:
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chron(D) =
1
K
∑
di∈D
dist(di, di+1),
kjer dist(di, di+1) predstavlja funkcijo, ki izracˇuna razdaljo med dogodkom
(di) in dogodkom, ki mu sledi (di+1). Vrednost nato dodatno delimo s pov-
precˇjem vseh razdalj v grucˇi.
Mera temelji na predpostavki, da imajo zˇelene grucˇe splosˇno obliko verige,
kjer so najbolj tesno povezani tisti dogodki, ki si sledijo kronolosˇko.
2.2 Vecˇznacˇna in vecˇrazredna klasifikacija
Pri podatkovnem rudarjenju se vcˇasih srecˇujemo s primeri, ki imajo vecˇ
ciljnih oznak. Takrat govorimo o vecˇrazredni klasifikaciji (ang. multi-class),
cˇe za vsak primer napovedujemo eno od oznak, oziroma vecˇznacˇni klasifikaciji
(ang. multi-label), kadar napovedujemo vecˇ oznak hkrati. Tipicˇen primer
vecˇznacˇnega problema je razvrsˇcˇanje besedil po kategorijah.
V diplomskem delu se ukvarjamo z vecˇznacˇno klasifikacijo, saj za vsak
primer napovedujemo n konceptov.
2.2.1 Eden-proti-vsem
Metoda eden-proti-vsem (ang. one-vs-rest) je preprost pristop k vecˇznacˇnim
in vecˇrazrednim primerom, kjer naucˇimo locˇen klasifikator za vsako ciljno
oznako. Zgradimo n napovednih modelov za n oznak. Tako vecˇznacˇni pro-
blem prevedemo na binarno klasifikacijo, kjer nam vsak klasifikator pove,
ali je pripadajocˇa oznaka prisotna ali ne. Pri vecˇznacˇnih problemih je me-
toda znana kot binarna relevantnost (ang. binary relevance). Klasifikator,
uporabljen pri tej metodi, je lahko poljuben.
Pristop je hiter in relativno ucˇinkovit. Poleg tega lahko analiziramo kla-
sifikator za posamezno oznako in izvemo koristne informacije o njej. Njegova
slabost je ta, da ne uposˇteva odvisnosti med ciljnimi oznakami. Zaradi pre-
prostosti sluzˇi kot dobro izhodiˇscˇe za primerjavo z drugimi modeli.
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2.2.2 Metoda linearnih podpornih vektorjev
Metoda linearnih podpornih vektorjev (ang. linear support vector classifier)
je binarni klasifikator, ki za podatke s poljubnim sˇtevilom dimenzij dolocˇi
hiperravnino, ki jih razdeli na dva razreda na nacˇin, da je razdalja med
ravnino in najblizˇjima primeroma vsakega razreda cˇim vecˇja.
2.2.3 Metoda nakljucˇnih gozdov
Metoda nakljucˇnih gozdov (ang. random forest) je pristop, ki za napovedo-
vanje zgradi vrsto odlocˇitvenih dreves (ang. decision tree) in napove najpo-
gostejˇso vrednost. Algoritem tipicˇno deluje po principu “bootstrap,” tako da
za vsako drevo iz originalne ucˇne mnozˇice nakljucˇno (z vracˇanjem) izbere n
vzorcev nad katerimi zgradi odlocˇitveno drevo.
Odlocˇitvena drevesa so zgrajena tako, da ob vsakem koraku izberemo atri-
but, ki mnozˇico podatkov razdeli najbolj homogeno. Pri metodi nakljucˇnih
gozdov izbiramo med nakljucˇno podmnozˇico vseh atributov, zato da se izo-
gnemo prevelikemu prilagajanju modela (ang. overfitting).
Metodo nakljucˇnih gozdov je mogocˇe prilagoditi vecˇznacˇnim problemom
tako, da odlocˇitvena drevesa vracˇajo n vrednosti namesto ene same, pri
locˇevanju mnozˇice pa uposˇtevamo povprecˇno zmanjˇsevanje variance.
2.2.4 Nevronske mrezˇe
Nevronske mrezˇe so metode, ki imajo temelje v delovanju nevronov v cˇlovesˇ-
kih mozˇganih. Na podrocˇju strojnega ucˇenja se prvicˇ pojavijo nekje v drugi
polovici 20. stoletja in pozneje zamrejo zaradi nezadostne procesorske mocˇi
takratnih racˇunalnikov in splosˇno slabe uspesˇnosti.
Ponoven razcvet dozˇivijo na koncu 20. stoletja zaradi hitrega razvoja
racˇunalniˇske opreme in razvojem boljˇsih algoritmov ter metod, kot je vzvra-
tno razsˇirjanje napake (ang. backpropagation) [10]. Danes veljajo za mocˇno
orodje umetne inteligence, ki dosega dobre rezultate na tezˇkih problemih, kot
je, na primer, klasifikacija slik.
Diplomska naloga 9
BP-MLL
Metoda Back Propagation for Multi Label Learning (BP-MLL) je mera na-
pake, prilagojena za vecˇznacˇne primere (ang. loss function), ki uposˇteva
korelacije med posameznimi atributi [11]. Napaka posameznega primera je
definirana kot:
Ei =
1
|Yi|||Y¯i|
∑
(k,l)∈Yi×Y¯i
exp(−(cik − cil)),
kjer je Yi mnozˇica napovedanih oznak za primer i, Y¯i je njena komplemen-
tarna mnozˇica, | · | pa oznacˇuje kardinalnost mnozˇice.
2.3 Mere uspesˇnosti napovedovanja
Pri evalvaciji napovednega modela obstaja vrsta mer, s katerimi lahko oce-
nimo pricˇakovano uspesˇnost modela na novih podatkih. Tipicˇno za evalvacijo
uporabimo vecˇ razlicˇnih mer, ki njegovo delovanje ocenijo z vecˇ zornih ko-
tov. Pri vecˇznacˇnih problemih sta informativni predvsem meri preciznosti in
priklica, ki nam povesta, koliksˇen odstotek napovedanih oznak je pravilen,
oziroma koliksˇen odstotek pravilnih oznak je bil napovedan.
Jaccardov indeks Za posamezen primer x je definiran kot razmerje med
presekom in unijo napovedanih in dejanskih oznak. Za vecˇznacˇne primere je
mera znana kot tocˇnost (ang. accuracy).
J(Ytrue, Ypred) =
|Ytrue ∩ Ypred|
Ytrue ∪ Ypred
Preciznost Za vecˇznacˇne probleme je definirana kot razmerje med sˇtevilom
pravilno napovedanih oznak in sˇtevilom vseh napovedanih oznak, za vsak
primer posebej. Povprecˇje skozi vse primere nam da oceno modela.
precision =
|Ytrue ∩ Ypred|
Ypred
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Visoka preciznost pomeni, da je model napovedal vecˇ pravilnih kot nepravil-
nih oznak.
Priklic (ang. recall) je definiran kot razmerje med sˇtevilom pravilno na-
povedanih oznak in sˇtevilom vseh dejanskih oznak.
recall =
|Ytrue ∩ Ypred|
Ytrue
Visok priklic oznacˇuje model, ki napove vecˇino pravilnih oznak.
Mera F (ang. F-score) je definirana kot harmonicˇna sredina med preci-
znostjo in priklicem. Omejena je na intervalu [0, 1].
F = 2 ∗ precision× recall
precision + recall
Poglavje 3
Podatki in orodja
Podatki izhajajo iz spletnih cˇlankov, ki porocˇajo o aktualnih dogodkih, ki
se dogajajo po svetu. Za pridobivanje podatkov smo uporabili sistem Event
Registry, ki cˇlanke zdruzˇuje in procesira s pomocˇjo metod tekstovnega ru-
darjenja.
3.1 Struktura podatkov
Podatke sprva pridobimo preko vmesnika API Event Registry za program-
ski jezik Python. Od vmesnika zahtevamo vse dogodke med 1. 1. 2016 in
31. 12. 2016, ki so v anglesˇkem jeziku in obsegajo vsaj 10 cˇlankov. Teh je v
praksi prevecˇ za analizo in procesiranje, zato se omejimo na dogodke iz ka-
tegorije druzˇbenih problemov (ang. social issues). To kategorijo smo izbrali
kot primerno za analizo predvsem zato, ker zajema aktualna dogajanja po
svetu, katerih posledice se lahko raztezajo dalj cˇasa.
Dobimo 59775 razlicˇnih dogodkov, ki jih shranimo v datoteko csv, kjer
vsaka vrstica predstavlja posamezen dogodek. Za vsak dogodek poznamo da-
tum in kraj dogodka, vpletene koncepte ter oceno od 0 do 100, kako mocˇno
so povezani z dogodkom, sˇtevilo cˇlankov, ki govorijo o dogodku, oceno popu-
larnosti na druzˇbenih omrezˇjih in splosˇne kategorije, pod katere spada. Vsak
posamezen koncept spada v eno izmed sˇtirih kategorij: organizacija, lokacija,
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Slika 3.1: Distribucija konceptov glede na sˇtevilo pojavov v dogodkih. Os x
predstavlja sˇtevilo pojavov, os y pa sˇtevilo konceptov.
oseba ali pojem.
Vhod v model predstavlja redka matrika velikosti n×m, kjer je n sˇtevilo
dogodkov in m sˇtevilo konceptov. Posamezna celica matrike ima lahko vre-
dnost od 0 do 100, ki predstavlja relevantnost koncepta v dogodku.
Podatki so visokodimenzionalni, obsegajo 147437 razlicˇnih konceptov,
vendar se jih velika vecˇina v dogodkih pojavi manj kot 5-krat, kot je to
razvidno na sliki 3.1.
Kjer je bilo to mogocˇe, smo matriko dogodkov in njihovih konceptov
obravnavali kot stisnjeno redko matriko vrstic (ang. compressed sparse row
matrix ) [2], v kateri so podatki shranjeni kot tri eno-dimenzionalne tabele, ki
posamezno vsebujejo ne-nicˇne vrednosti celic, dolzˇine vrstic in indekse stolp-
cev. Taksˇen zapis v delovnem pomnilniku zavzame bistveno manj prostora
kot celotna matrika in sˇe vedno podpira aritmeticˇne operacije. To nam je
omogocˇilo, da smo lahko s celotno matriko delali v pomnilniku.
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3.2 Osnovne statistike o podatkih
Slika 3.2: Sˇtevilo dogodkov na teden.
Sˇtevilo dogodkov ostaja relativno konstantno skozi celo leto, z nekaj iz-
jemami, ki odrazˇajo obdobja vecˇje medijske aktivnosti zaradi odmevnih do-
gajanj. Dogodkov je nacˇeloma manj med vikendi, kar je verjetno odraz me-
dijskega cikla, ki je takrat manj aktiven, glej sliko 3.3.
Na sliki 3.4 je izrisana frekvenca konceptov na dan. Zaradi preglednosti je
izrisanih samo najpogostejˇsih 50 konceptov za zadnjih 100 dni v letu. Tudi tu
je razvidno, da je dogodkov manj med vikendi kot pa med tednom. Omembe
vredno je obdobje vecˇje aktivnosti med datumi 11. 11. 2016 in 18. 11. 2016,
kjer gre najverjetneje za porocˇanje o rezultatih takratnih ameriˇskih predse-
dniˇskih volitev, ki so bile 8. novembra.
Na sliki 3.5 je prikazana distribucija razlicˇnih konceptov glede na njihovo
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Slika 3.3: Povprecˇno sˇtevilo dogodkov za posamezni dan v tednu in standar-
dni odklon.
klasifikacijo. Razvidno je, da je pojmov precej vecˇ kot pa oseb, lokacij ali
organizacij.
3.3 Event Registry
Event Registry je sistem, ki cˇlanke iz vecˇ kot 100000 virov v vecˇ kot 10 jezikih
agregira in procesira s pomocˇjo tekstovnega rudarjenja [5, 4]. Sposoben je
identificirati in zdruzˇiti cˇlanke, ki govorijo o istem dogodku. Iz njih povzame
kljucˇne informacije o dogodkih, kot so lokacija, datum, vpletene entitete in
koncepti. Omogocˇa analizo podatkov v podatkovni bazi preko uporabniˇskega
vmesnika: API za pridobivanje podatkov in SDK za Python ter Node.js.
Deluje v sˇtirih korakih. Pricˇne s pridobivanjem cˇlankov iz spletnih virov.
Vsebino cˇlankov nato pred-procesira z vrsto lingvisticˇnih orodij. V njih de-
tektira entitete in datume. V tretji fazi uporabi algoritem za grucˇenje, locˇeno
za vsakega izmed sˇtirih najpogostejˇsih jezikov. Vsakih n novih cˇlankov grucˇe
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Slika 3.4: Toplotna karta konceptov.
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Slika 3.5: Sˇtevilo razlicˇnih konceptov po kategorijah.
ponovno analizira in jih zdruzˇi oziroma razbije na vecˇ delov. Pri tem uposˇteva
samo tiste, ki ne vsebujejo cˇlankov starejˇsih od k dni, zato ker te grucˇe naj-
verjetneje ne opisujejo vecˇ istih dogodkov. Ime in opis dogodka izvirata iz
imena in opisa cˇlanka, ki se nahaja v sami sredini grucˇe.
3.4 Python
Uporabili smo programski jezik Python, ki ponuja knjizˇnice za strojno ucˇenje
in manipulacijo podatkov: numpy in pandas za obdelavo podatkov, sklearn
in scipy za splosˇne algoritme za strojno ucˇenje in keras ter tensorflow za
nevronske mrezˇe.
Poglavje 4
Gradnja modela za
napovedovanje konceptov
Model za napovedovanje konceptov v dogodkih zgradimo v vecˇ korakih:
1. Za vsak teden od datuma 28. 8. 2016 naprej podatkovno zbirko raz-
delimo na ucˇne in validacijske podatke glede na datum. Ucˇni podatki
so dogodki, ki so se zgodili pred tem datumom, validacijski podatki pa
dogodki, ki so se zgodili na ta dan ali po tem dnevu.
2. Ucˇne dogodke grucˇimo z uporabo hierarhicˇnega grucˇenja.
3. Iz grucˇ dogodkov je sestavljena podatkovna zbirka, v kateri za vsak
posamezen primer vhodni atributi predstavljajo vse koncepte znotraj
grucˇe, ki so se zgodili znotraj cˇasovnega okna, ciljni atributi pa so
koncepti, ki so se zgodili v naslednjem tednu.
4. Na podlagi podatkovne zbirke v 3. tocˇki zgradimo napovedni model.
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Slika 4.1: Postopek gradnje napovednega modela.
4.1 Grucˇenje dogodkov
S pomocˇjo grucˇenja dogodkov dejansko zˇelimo odkriti tok dogodkov, ki si
smiselno sledijo in opisujejo neko dogajanje v svetu. Grucˇe nam torej pred-
stavljajo verige dogodkov, ki implicirajo neko vzrocˇno povezanost med do-
godki.
Za grucˇenje smo uporabili hierarhicˇno grucˇenje z metodo Ward in evklid-
sko razdaljo. Pri tem smo uposˇtevali koncepte, ki se v podatkih pojavijo
v vsaj 5 dogodkih. Sˇtevilo dimenzij smo zmanjˇsali na 2000 z uporabo me-
tode randomized truncated SVD [3], ki deluje na podoben nacˇin kot PCA s
to razliko, da podatkov ne centrira pred izvajanjem. To pomeni, da deluje
nad stisnjenimi redkimi matrikami in je cˇasovno bolj ucˇinkovita. Taksˇna
projekcija obdrzˇi 78,7 % variance v podatkih.
4.2 Napovedovanje
V koraku napovedovanja iz pridobljenih grucˇ najprej zgradimo podatkovno
zbirko. Ta je sestavljena iz konceptov, ki so se zgodili znotraj cˇasovnega
okna, in konceptov, ki se zgodijo naslednji teden. Gre za binarne podatke,
kjer 1 oznacˇuje prisotnost koncepta, 0 pa njegovo odsotnost.
Zgradimo en model na podlagi podatkov vseh grucˇ. Pri tem ne uposˇte-
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Slika 4.2: Kumulativni graf razlozˇene variance komponent SVD. Os x pred-
stavlja komponente, os y pa odstotek pojasnjene variance.
vamo konceptov, ki so entitete (oseba, lokacija ali organizacija), ker so te
specificˇne grucˇam in se ne generalizirajo na ostale podatke. Zahtevamo tudi,
da se koncept pojavi v vsaj 100 dogodkih v ucˇni mnozˇici. Tako zmanjˇsamo
sˇum v podatkih in obdrzˇimo samo tiste koncepte, ki se v podatkih pojavijo
dovolj pogosto, da je iz njih mogocˇe razbrati vzorce.
Napovedovanje izvajamo na nivoju posameznih grucˇ, kar pomeni, da za
vsako grucˇo zgradimo napoved na podlagi dogodkov znotraj cˇasovnega okna
v grucˇi. Nato za namene validacije napovedi dogodke iz validacijske mnozˇice
umestimo v grucˇe iz ucˇne mnozˇice z uporabo metode K-najblizˇjih sosedov
(ang. k-nearest neighbours), ki jo naucˇimo na podlagi rezultatov grucˇenja
ucˇne mnozˇice. Pri ocenjevanju uposˇtevamo napovedi iz grucˇ, v katere spada
vsaj en dogodek iz validacijske mnozˇice za trenutni teden.
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Poglavje 5
Rezultati
Predlagano metodo smo uporabili na podatkih iz sistema Event Registry,
ki vsebujejo 59775 dogodkov in 147437 razlicˇnih konceptov. Podatke smo
razdelili na ucˇno in validacijsko mnozˇico glede na datum - dogodki, ki so se
zgodili po 28. 8. 2016 so umesˇcˇeni v validacijsko mnozˇico.
5.1 Grucˇenje
Za grucˇenje smo uporabili metodo Ward, ki daje najbolj enakomerne grucˇe,
kot je prikazano na dendrogramu na sliki 5.1. Zaradi preglednosti je prikaza-
nih samo zadnjih 100 zdruzˇitev, ki jih je naredil algoritem. Ostali kriteriji za
zdruzˇevanje so privedli do slabo locˇenih grucˇ. Primer je dendrogram grucˇenja
na sliki 5.2, ki je bil zgrajen z uporabo povprecˇne povezanosti.
Na sliki 5.3 je razvidno, da je ena od grucˇ znatno vecˇja od ostalih. Razlog
za to je predvidoma visoka dimenzionalnost podatkov in posledicˇno slabsˇa
sposobnost locˇevanja med njimi.
Na sliki 5.5 je razvidna slabost silhuetne ocene, saj v vecˇini primerov
boljˇse oceni grucˇenje z vecˇjim sˇtevilom grucˇ. S tega vidika se izkazˇe za bolj
primerno povprecˇna kronolosˇka mera, saj ne raste skupaj s sˇtevilom grucˇ,
kot je razvidno na sliki 5.4. Silhuetna ocena prav tako daje rezultate, ki so
relativno blizu nicˇle, kar v splosˇnem sicer pomeni, da so grucˇe slabo locˇene,
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Slika 5.1: Dendrogram grucˇenja dogodkov pri uporabi metode Ward.
Slika 5.2: Dendrogram grucˇenja dogodkov pri uporabi povprecˇne povezanosti.
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Slika 5.3: Velikosti grucˇ. Os x predstavlja grucˇe, os y pa sˇtevilo dogodkov.
vendar to drzˇi predvsem za grucˇe sfericˇne oblike, pri katerih se ta mera
najboljˇse odrezˇe.
Cˇe za dolocˇanje primernega sˇtevila grucˇ na podlagi grafov uporabimo me-
todo komolca (ang. elbow method), pri kateri primerno sˇtevilo grucˇ dolocˇimo
glede na tocˇko v grafu, kjer je sprememba v oceni najvecˇja, bi pri kronolosˇki
meri izbrali sˇtevilo med 50 in 600, pri silhuetni oceni pa sˇtevilo med 300 in
1700.
Pri grucˇenju dogodkov je vredno omeniti tudi vpliv, ki ga ima samo
porocˇanje o dogodkih. Koncepti, s katerimi so povezani dogodki, so namrecˇ
dolocˇeni na podlagi njihove uporabe v cˇlankih, kar posledicˇno neposredno
vpliva na razvrsˇcˇanje dogodkov v grucˇe.
5.2 Napovedovanje
Za napovedovanje smo iz rezultatov grucˇenja zgradili dve podatkovni zbirki
z razlicˇno dolzˇino cˇasovnega okna t - 14 dni in 30 dni. Pricˇakovano je, da bo
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Slika 5.4: Grucˇenje, ocenjeno s povprecˇno kronolosˇko povezanostjo. Os x
prestavlja sˇtevilo grucˇ, os y pa oceno.
model z vecˇjim t dosegel boljˇso natancˇnost, ker ima na voljo vecˇ podatkov
pri gradnji napovedi. Dogodke smo razdelili na 100 grucˇ. Nato smo primer-
jali rezultate treh konceptualno razlicˇnih metod na vsaki izmed podatkovnih
zbirk. Primerjali smo metodo eden-proti-vsem z uporabo klasifikatorja li-
nearnih podpornih vektorjev, nevronsko mrezˇo z vzvratnim razsˇirjanjem na-
pake BL-MLL, metodo nakljucˇnih gozdov in konstantni klasifikator, ki vedno
napove najpogostejˇsih 50 konceptov v ucˇni mnozˇici.
5.3 Eden-proti-vsem z uporabo klasifikatorja
linearnih podpornih vektorjev
Model eden-proti-vsem je pri obeh dolzˇinah cˇasovnega okna boljˇsi od kon-
stantnega klasifikatorja pri vseh merah razen preciznosti. V tabeli 5.1 je
razvidno, da ima vecˇja velikost t tudi boljˇsi priklic, medtem ko je preciznost
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Slika 5.5: Grucˇenje, ocenjeno s silhuetno oceno. Os x prestavlja sˇtevilo grucˇ,
os y pa oceno.
podobna pri vseh treh modelih.
Za klasifikator posameznega koncepta lahko izriˇsemo graf konceptov z
najvecˇjimi koeficienti. Tako dobimo preprost vpogled v to, kateri koncepti
napovedujejo njegovo prisotnost oziroma odsotnost. Vpliv dolocˇenih kon-
ceptov na sliki 5.6 za koncept “Terrorism” je smiseln, kot na primer “Illegal
immigration to the United States” ali “Israel-United States relations,” med-
tem ko je prisotnost drugih konceptov, kot je “Monopoly”, nesmiselna, in
model tocˇnost preciznost priklic F
eden-proti-vsem t = 14 0.156 0.272 0.300 0.264
eden-proti-vsem t = 30 0.159 0.265 0.322 0.268
konstantni klasifikator 0.116 0.268 0.202 0.240
Tabela 5.1: Uspesˇnost modela eden-proti-vsem z uporabo klasifikatorja line-
arnih podpornih vektorjev.
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model sˇtevilo dreves tocˇnost preciznost priklic F
nakljucˇni gozd 10 0.201 0.711 0.228 0.316
nakljucˇni gozd 50 0.200 0.755 0.221 0.314
nakljucˇni gozd 100 0.200 0.761 0.221 0.314
nakljucˇni gozd 200 0.200 0.763 0.220 0.314
Tabela 5.2: Uspesˇnost modela nakljucˇnih gozdov, t = 14.
je verjetno posledica sˇuma v podatkih. Prisotna sta tudi koncepta “Ashraf
Ghani” in “Hugo Cha´vez,” ki bi praviloma morala biti definirana kot osebi
in ne bi smela biti prisotna v podatkih, vendar ju je Event Registry opredelil
kot pojem.
Na sliki 5.7 je za koncept “Refugees of the Syrian Civil War” razvidno,
da klasifikator pogosto napove odsotnost koncepta, cˇe se je ta pojavil znotraj
cˇasovnega okna. Zato ima v tem grafu ta koncept najvecˇji negativni vpliv.
Koncepti za cˇasovno okno velikosti 30 dni niso prikazani, ker pri njih ni
bistvene razlike.
5.4 Metoda nakljucˇnih gozdov
Kriterij za dolocˇanje atributa za vejitev drevesa je mera Gini. Pri vsaki
vejitvi uposˇtevamo 10 % vseh atributov. Minimalno sˇtevilo primerov v listih
dreves omejimo na 5. Zgradimo sˇtiri modele z razlicˇnim sˇtevilom dreves - 10,
50, 100 in 200.
V tabeli rezultatov 5.2 je razvidno, da ima metoda nakljucˇnih gozdov
bistveno boljˇso preciznost, vendar slabsˇi priklic kot metoda eden-proti-vsem.
Pri vecˇ kot 50 drevesih ni videti bistvene izboljˇsave.
Iz rezultatov v tabeli 5.3 je razvidno, da se je priklic modela povecˇal pri
vecˇjem cˇasovnem oknu. Vecˇje sˇtevilo dreves ni izboljˇsalo kvalitete napovedi.
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model sˇtevilo dreves tocˇnost preciznost priklic F
nakljucˇni gozd 10 0.215 0.663 0.252 0.338
nakljucˇni gozd 50 0.214 0.703 0.244 0.335
nakljucˇni gozd 100 0.214 0.715 0.243 0.335
nakljucˇni gozd 200 0.214 0.717 0.243 0.335
Tabela 5.3: Uspesˇnost modela nakljucˇnih gozdov, t = 30.
5.5 Nevronska mrezˇa z vzvratnim
razsˇirjanjem napake BP-MLL
Naucˇili smo nevronsko mrezˇo s funkcijo napake BP-MLL pri treh razlicˇnih
sˇtevilih iteracij oziroma prehodov (10, 50 in 100), skozi celotno ucˇno mnozˇico
(ang. epoch). Mrezˇa ima tri skrite nivoje, vsakega z 200 nevroni. Na prvem
in zadnjem nivoju je sˇtevilo nevronov enako sˇtevilu vhodnih in izhodnih
atributov.
Zadnji nivo ima sigmoidno aktivacijsko funkcijo, ki je bolj primerna za
vecˇznacˇne primere, ker izhodne verjetnosti modelira kot neodvisne druga od
druge. V nasprotnem primeru bi se verjetnosti na izhodnih nivojih sesˇtele
v 1, cˇesar seveda nocˇemo. Pri napovedovanju za nevronske mrezˇe z binarno
navzkrizˇno entropijo izberemo tiste oznake z verjetnostjo vecˇjo od 0.5, pri
nevronskih mrezˇah z BP-MLL pa ta prag postavimo na 1.
Model smo dodatno primerjali sˇe z nevronsko mrezˇo, ki uporablja obicˇajno
uporabljeno funkcijo napake za vecˇznacˇno klasifikacijo, binarno navzkrizˇno
entropijo (ang. binary cross entropy).
Iz rezultatov je razvidno, da dosezˇe BP-MLL obcˇutno boljˇsi priklic kot bi-
narna navzkrizˇna entropija in podobno preciznost. Najboljˇsi rezultat dosezˇe
pri 50 iteracijah. Povecˇanje velikosti cˇasovnega okna je izboljˇsalo priklic
in poslabsˇalo preciznost. Model je dosegel boljˇse rezultate kot metodi na-
kljucˇnih gozdov in eden-proti vsem.
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model iteracij tocˇnost preciznost priklic F
BP-MLL 10 0.230 0.398 0.391 0.365
BP-MLL 50 0.262 0.363 0.522 0.406
BP-MLL 100 0.244 0.307 0.596 0.383
Tabela 5.4: Uspesˇnost modela nevronske mrezˇe z BP-MLL, t = 14.
model iteracij tocˇnost preciznost priklic F
BP-MLL 10 0.238 0.359 0.468 0.377
BP-MLL 50 0.258 0.344 0.555 0.402
BP-MLL 100 0.238 0.296 0.614 0.375
Tabela 5.5: Uspesˇnost modela nevronske mrezˇe z BP-MLL, t = 30.
model iteracij tocˇnost preciznost priklic F
b. n. entropija 10 0.246 0.475 0.362 0.384
b. n. entropija 50 0.204 0.355 0.355 0.329
b. n. entropija 100 0.191 0.327 0.349 0.313
Tabela 5.6: Uspesˇnost modela nevronske mrezˇe z binarno navzkrizˇno entro-
pijo, t = 14.
model iteracij tocˇnost preciznost priklic F
b. n. entropija 10 0.239 0.431 0.378 0.377
b. n. entropija 50 0.199 0.328 0.37 0.323
b. n. entropija 100 0.186 0.309 0.354 0.306
Tabela 5.7: Uspesˇnost modela nevronske mrezˇe z binarno navzkrizˇno entro-
pijo, t = 30.
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model tocˇnost preciznost priklic F
konstantni klasifikator 0.115 0.258 0.209 0.202
eden-proti-vsem 0.146 0.227 0.327 0.250
nakljucˇni gozd, 10 dreves 0.200 0.639 0.239 0.318
nev. mrezˇa, BP-MLL, 50 iter. 0.214 0.254 0.648 0.344
Tabela 5.8: Uspesˇnost modela nevronske mrezˇe z binarno navzkrizˇno entro-
pijo, na testnih podatkih, t = 30.
5.6 Testiranje napovednih modelov
Uspesˇnost modelov z najboljˇso mero F smo ocenili sˇe na testni mnozˇici.
Testna mnozˇica je sestavljena iz dogodkov, ki so se zgodili med 1. 1. 2017 in
30. 4. 2017. Uporabljena je dolzˇina cˇasovnega okna 30 dni, ker je v splosˇnem
dajala boljˇse rezultate.
Rezultati v tabeli 5.8 so primerljivi, cˇeprav malce slabsˇi od ekvivalentnih
modelov ocenjenih na validacijski mnozˇici. Glede na mero F so najuspesˇnejˇse
nevronske mrezˇe.
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Slika 5.6: Koncepti z najvecˇjimi koeficienti za klasifikator SVC, za koncept
“terorizem.”
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Slika 5.7: Koncepti z najvecˇjimi koeficienti za klasifikator SVC, za koncept
“begunci sirijske civilne vojne.”
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Poglavje 6
Zakljucˇek
Rezultati so pokazali, da lahko z modeliranjem odnosov med dogodki kot
grucˇe izvlecˇemo koristne informacije za napovedovanje karakteristik priha-
jajocˇih dogodkov. Prav tako je iz rezultatov razvidno, da lahko z vecˇjim
cˇasovnim oknom dosezˇemo boljˇsi priklic. Metoda nakljucˇnih gozdov je do-
segla dobro preciznost, a slabsˇi priklic kot metoda eden-proti-vsem. Model
nevronske mrezˇe z BP-MLL je dosegel dalecˇ najboljˇsi priklic. Cˇeprav ima
slabsˇo preciznost od metode nakljucˇnih gozdov, dosezˇe najboljˇse ravnotezˇje
med tema dvema merama, kot je razvidno iz mere F.
Menimo, da bi bilo napovedovanje mogocˇe bistveno izboljˇsati, cˇe bi gru-
cˇenje prilagodili tako, da bolj strogo uposˇteva pravilo kronolosˇke poveza-
nosti, na primer z uporabo principa, na katerem temelji metoda Ward pri
hierarhicˇnem grucˇenju. Pri zdruzˇevanju grucˇ bi lashko minimizirali razdaljo
med dogodki, ki si sledijo kronolosˇko.
Na delovanje pristopa vpliva izbor pricˇakovanega sˇtevila grucˇ. Postopek
smo omejili na iskanje 100 grucˇ, predvsem zaradi racˇunske zahtevnosti. Ker
je to parameter, ki ima lahko znaten vpliv na rezultate, tako na nivoju napo-
vedovanja kot na nivoju validacije, bi v nadaljnjem delu bilo vredno preucˇiti
vpliv izbora sˇtevila grucˇ na uspesˇnost modela.
Drugi pomemben parameter pri gradnji modelov je velikost cˇasovnega
okna. Uposˇtevali smo dve velikosti cˇasovnega okna: 14 in 30 dni. Vecˇja
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velikost cˇasovnega okna je v vecˇini primerov izboljˇsala priklic. Verjetno je,
da bi s povecˇanjem cˇasovnega okna lahko dosegli sˇe boljˇso natancˇnost pri na-
povedovanju konceptov, ki se s preteklimi koncepti povezujejo preko daljˇsega
obdobja. Glede na rezultate bi bilo vredno preveriti tudi uspesˇnost napovedi,
ki kombinirajo ansambel modelov z razlicˇnimi velikosti cˇasovnega okna.
V diplomskem delu smo se omejili na podatke iz obdobja enega leta. Pri
uporabi vecˇje kolicˇine podatkov za daljˇse obdobje bi bilo koristno prilagoditi
pristop do grucˇenja tako, da bi omejili najvecˇji cˇasovni razpon posamezne
grucˇe in omogocˇili dinamicˇno dodajanje grucˇ glede na prihajajocˇe podatke.
Pri obravnavanem problemu gre za sekvencˇne podatke. Vrstni red, v
katerem se pojavijo koncepti znotraj cˇasovnega okna pri gradnji podatkovne
zbirke za napovedovanje ne uposˇtevamo. Model, ki uposˇteva tudi vrstni
red, bi lahko potencialno dosegel boljˇso natancˇnost, na primer z uporabo
rekurentnih nevronskih mrezˇ (ang. recurrent neural networks).
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