Introduction
Complex numbers and vectors have been used extensively in the modeling of many scientific and engineering problems. For example, in electronics, sinusoidal voltage and current signals are much better described using complex numbers sometimes called phasors [1] . Similarly, electrical impedance, the measure of the opposition that an electrical circuit presents to a current when a voltage is applied, can be modeled as a complex number that changes with the frequency of the applied voltage. Another example is in electromagnetism. Rather than trying to describe an electromagnetic field by two real quantities of electric field strength and magnetic field strength, it can be better described as a single complex number, of which the electric and magnetic components are simply the real and imaginary parts [2] . In digital communications, a modulated signal can be conveniently modeled in baseband as a complex signal that encompasses the amplitude and phase information of the original modulated signal [3] .
Central limit theorem states that, under mild conditions, the arithmetic mean of many random variables independently drawn from the different distributions asymptotically converges to a normal distribution [4] . This makes the normal distribution very useful to model many continuous random events. Physical quantities that are the sum of many independent phenomena often have distributions that closely approximate a normal distribution. For example, in wireless communication, when there are many scatterer objects in the environment that scatter the radio signal before its arrival at the receiver, the received signal can be modeled as a normal random process [5] .
Vector projection as well as rejection also appears in many scientific and engineering problems [6] . For example, in classical Physics, it is helpful to decompose the available forces into orthogonal and horizontal components [7] . In detection theory, it is often beneficial to project the noise vector onto the signal subspace and discard the rejection vector of noise [8] . Projection requires solving the problem of finding the vectorâ as the best approximation of vector a in the direction of vector b. The difference of a andâ can be considered as the rejection vector indicating the approximation error. As another example from statistical classification, consider independent complex random vectors x ∈ C , = 1, . . . , , each introducing a category, and a complex random vector y independent of x 's. The norm of the projection of y in the direction of each of x vectors can be used as a metric to associate y with one of these categories. Also, the norm of the rejection of y from x can be considered as the error of such an approximation. In this paper, we derive the distribution of these norms assuming normal distributions for x 's and y.
Projection and Rejection Vectors
Consider two complex vectors a, b ∈ C . We can decompose any of these vectors (say a) into two parts. One part is collinear with b which is called vector projection of a on b, and the other part is orthogonal to b which is called vector rejection of a from b. Mathematically, the vector projection of a on b can be expressed as [6] 
where ⟨a, b⟩ = b a. Also, the vector rejection of a from b can be written as
Considering these definitions, the squared norm of vector projection/rejection of a on/from b can be, respectively, written as
In the next section, we assume that the original vectors a, b ∈ C are complex normally distributed vectors. Our aim is to find the distribution of the norm and squared norm of both vector projection and vector rejection.
Vector Projection and Rejection of Two Normal Random Vectors
Let us assume a and b are zero mean and independent and identically distributed (i.i.d.) normal vectors such that
where c = [a , b ] . In the following, we find the distribution of the norm of vector projection and vector rejection of such random vectors. The squared norm of vector rejection is the difference of a chi-squared random variable (‖a‖ 2 ) and squared norm of the vector projection which is a ratio of two dependent random variables. Also, ‖a‖ 2 and the squared norm of the vector projection are not independent. Therefore, direct calculation of the distribution of the norm of the vector rejection is difficult. Instead, in this section, we calculate the moments of . To do this, we first introduce a few lemmas.
Lemma 1. For a standard normal random variable , one has
Proof. We have = ⋅ exp ( ), where and are amplitude and phase of . Since is a standard normal random variable, and are independent with Rayleigh and Uniform distributions, respectively [9] . Therefore, we have
The second term in the right-hand side of (3) is zero when ̸ = . Otherwise if = , we have
This is because the last expectation is simply the ( + )th moment of an exponential distribution.
Lemma 2. For any nonnegative integer numbers , 's and 's, one has
where ∑ =1 = , = ∑ =1 , , = ∑ =1 , , and
Proof. The lemma is a generalization to Vandermonde's identity [10] . For a positive integer number , nonnegative integers , ,1 , . . . , , , and real numbers ∈ R ( = 1, . . . , ), it holds that
We can rewrite (10) as
We can then directly expand the left-hand side of (11) as
By finding the coefficient of ∏ =1 in (11) and (12), and setting them equal to each other, the lemma is proved. ( = 1, . . . , ) , and , and any integer number ≥ 2, the following equation holds:
Lemma 3. For any set of nonnegative integer numbers 's, 's
where
Proof. This is also a generalization to Vandermonde's identity. Given a positive integer number , nonnegative integers , ( = 1, . . . , ), and a real number ∈ R, we have
Also, (14) is the geometric series formula. We can write the products of (14) for all values of as
The left-hand side of (15) can be directly expanded as
By obtaining ∏ =1 in (15) and (16), the lemma is proved.
We are now ready for the main result of this paper as stated in the following theorem.
Theorem 4. Moments of squared norm of vector rejection of two standard complex normal vectors a, b ∈ C with independent entries described in (5) can be expressed as
Proof. We can expand { } as
To calculate (19), we can write
To simplify (21), we use the following expansions:
where = ∑ =1 , and = ∑ =1 , . Multiplying (22) and taking the expectation, based on Lemma 1 we have
Based on Lemmas 2 and 3, (23) can be further simplified as
Substituting (24) 
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As a result, the th moment of the squared norm of the vector rejection in (18) can be obtained as
Based on alternative sum of the binomial coefficients which can simply be proved by induction, we have
Corollary 5. The norm of the vector rejection of two standard complex normal vectors a, b ∈ C with independent entries described in (5) is a Nakagami random variable; that is,
Proof. Based on Theorem 4, the moment generating function (MGF) of (a, b) can be obtained as
The series in (29) is the well-known Negative Binomial Series [11] and its convergence can be easily proven with the ratio test. This is the same as the MGF of the Gamma distribution with scale parameter of "1" and shape parameter of " − 1". Since the MGF fully describes a random distribution, we have (a, b) ∼ Gamma ( − 1, 1) .
Since ‖rej b a‖ = √ (a, b), the corollary is proved. 
This is the same as the MGF of an exponential distribution with the parameter of "1". That is,
and since ‖proj b a‖ = √ (a, b), the corollary is proved.
