ABSTRACT Domain-Specific Languages are used in software engineering in order to enhance quality, flexibility, and timely delivery of software systems, by taking advantage of specific properties of a particular application domain. This survey covers terminology, risks and benefits, examples, design methodologies, and implementation techniques of domain-specific languages as used for the construction and maintenance of software systems. Moreover, it covers an annotated selection of 75 key publications in the area of domain-specific languages. System: D.3 
Introduction
In all branches of science and engineering one can distinguish between approaches that are generic and those that are specific. A generic approach provides a general solution for many problems in a certain area, but such a solution may be suboptimal. A specific approach provides a much better solution for a smaller set of problems. One of the incarnations of this dichotomy in computer science is the topic of this survey: domain-specific languages versus generic programming languages.
Of course, this is not a new topic. The older programming languages (Cobol, Fortran, Lisp) all came into existence as dedicated languages for solving problems in a certain area (respectively business processing, numeric computation and symbolic processing). Gradually they have evolved into general purpose languages and over and over again the need for more specialized language support to solve problems in well-defined application domains has resurfaced. Over time, the following solutions have been tried:
Subroutine libraries contain subroutines that perform related tasks in well-defined domains like, for instance, differential equations, graphics, user-interfaces and databases. The subroutine library is the classical method for packaging reusable domain-knowledge.
Object-oriented frameworks and component frameworks continue the idea of subroutine libraries. Classical libraries have a flat structure, and the application invokes the library. In object-oriented frameworks it is often the case that the framework is in control, and invokes methods provided by the application-specific code [42, 32] .
A domain-specific language (DSL) is a small, usually declarative, language that offers expressive power focused on a particular problem domain. In many cases, DSL programs are translated to calls to a common subroutine library and the DSL can be viewed as a means to hide the details of that library.
Although many domain-specific languages have been designed and used over the years, the systematic study of domainspecific languages has only started more recently. This survey provides an inventory of the field and covers references to research that deals with the following topics: terminology (Section 2), risks and opportunities (Section 3), example DSLs (Section 4), DSL design methodology (Section 5), and DSL implementation strategies (Section 6). The papers listed are annotated with summaries, which in turn are cross-referenced to related papers.
The difficulty of balancing between domain-specificity and general-purpose programming language constructs.
The potential loss of efficiency when compared with hand-coded software.
Comparisons of the DSL approach to other approaches to software generation are made in [20, 22, 47] . In [24] the costs and benefits of DSLs are analyzed from the perspective of software maintenance. In [49] , DSLs are categorized as one of the main approaches to software reuse, and a detailed comparison is made to other reuse techniques.
Example DSLs
Literally hundreds of DSLs are in existence today. Of these, only a subset is actually described in the software engineering or programming language literature. Best-known are classical examples like PIC, SCATTER, CHEM, LEX, YACC, and Make, which are described in [7] . Other well-known examples are SQL, BNF, and HTML. We have included references to various example domain-specific languages. Their domains can be grouped into the following areas: 
Software Engineering

Systems Software
Description and analysis of abstract syntax trees [77, 19, 51] , video device driver specifications [76] , cache coherence protocols [15] , data structures in C [72] , and operating system specialization [63] .
Multi-Media
Web computing [14, 35, 4, 33] , image manipulation [73] , 3D animation [29] , and drawing [44] . A collection of several papers on DSLs can be found in [67] .
Telecommunications
DSL Design Methodology
The development of a domain-specific language typically involves the following steps (see [17, 24] 
Implementation
(5) Construct a library that implements the semantic notions. (6) Design and implement a compiler that translates DSL programs to a sequence of library calls. Use (7) Write DSL programs for all desired applications and compile them.
The aim of the analysis steps (1) through (4) is to build up a thorough understanding of the underlying application domain. Guidelines for acquiring such an understanding are provided by the research area of domain analysis which investigates ways of modeling domains. Following [58] , a domain analyst is a person who examines the needs and requirements of a collection of systems which seem "similar". Neighbors emphasizes that this is work that only can be done by a person who has built many systems for different customers in the same problem area. The domain analyst is like a systems analyst, except that the goal is to support the development of families of related systems, not just one-of-a-kind productions [75] . Strongly related to domain engineering is the notion of program families which are sets of similar programs [52, 18] . At Lucent, a systematic approach to the development of families is in use, the Family-Oriented Abstraction, Specification and Translation (FAST) approach, which has been successfully applied to over 25 different domains [18] . Program families are in turn related to software product lines. These emphasize features shared by all products, and are focused on the needs of a selected market [21, 53, 78] .
A prerequisite to developing a DSL is mature domain knowledge. For that reason, a DSL is viewed as the final and most mature phase of the evolution of an object-oriented application framework [66, 22] . For the same reason, the existence of legacy systems implementing domain concepts will be of use when developing a DSL for that domain [70] . Reverse engineering techniques may be used to distill domain knowledge from such legacy systems -an overview of such techniques is provided by [16, 25] .
DSL Implementation
The implementation steps (5) and (6) of the previous section can be carried out using several approaches:
Interpretation or compilation
This is the classical approach to implementing a new language. Standard compiler tools [1, 7] The main advantage of building a compiler or interpreter is that the implementation is completely tailored towards the DSL and no concessions are necessary regarding notation, primitives and the like. Also, error detection, static analysis, and optimizations can be done at the domain level, for example using an effect system as in [13] .
Clearly, an important problem is the cost of building such a compiler or interpreter from scratch, and the lack of reuse from other (DSL) implementations, although some DSL tool sets (for example InfoWiz [56] ) are particularly designed to overcome such problems.
As an alternative to implementing a DSL from scratch, a DSL can be implemented by extending a given base language. For instance, [6] describes an extension of (a restricted version of) a general-purpose language with domain-specific constructs. The main advantage of this approach is that all features of the base language remain available and need not be re-implemented.
When implementing domain-specific extensions of a base language, the implementation of the base language can be reused in three different ways:
Embedded languages / domain-specific libraries
In this approach, existing mechanisms such as definitions for functions or operators with user-defined syntax are used to build a library of domain-specific operations. The syntactic mechanisms of the base language are used to express the idiom of the domain.
An advantage of this approach is that the compiler or interpreter of the base language is reused as is for the DSL. The main limitation is in the expressiveness of the syntactic mechanisms in the base language. In many cases, the optimal domainspecific notation has to be compromised to fit the limitations of the base language. Typical examples of this approach are [61] (a robot control language embedded in Haskell) and [44] (a PIC-like drawing language embedded in ML). The concept of domain-specific embedded language was coined by Hudak [40] .
Preprocessing or macro processing
In this approach the new constructs are translated to statements in the base language by a preprocessor. The main advantage of this approach is simplicity. Its main disadvantage is that static checking and optimization are not done at the domain level.
Consequently, generated code is error prone, and the user is provided with feedback on these errors at the level of the base language, or only at run-time.
Extensible compiler or interpreter
This approach is similar to the previous one, but the preprocessing phase is now integrated in the compiler. The advantage is that more type checking and better optimization is possible. This approach is taken by [30, 74] . The Tcl [59] interpreter is also a prime example: it has been extended for dozens of domains.
Apart from building a dedicated DSL compiler or interpreter, or reusing the implementation of an underlying base language, other implementation techniques may be used. For instance, in aspect-oriented programming [46] a DSL is used to describe an aspect of a system's behavior that is orthogonal to its main functionality. An aspect weaver is then used to generate domainspecific code and merge it with the main code.
Concluding Remarks
This survey on domain-specific languages covered covered terminology, risks and opportunities, example DSLs, and design and implementation issues, listing relevant references for each of these topics. The references themselves are annotated with a summary of the most important results discussed in each paper.
For up to date information on the topic of domain-specific languages, we refer to the series of DSL conferences organized by USENIX [64, 27] , which most likely will have successors in the years to come.
Another valuable source of up to date information may be the web. A searchable domain engineering bibliography, with abstracts, is available at http://www.iese.fhg.de/pubs_and_links/spl/bibliography/. An online bibliography on the topic of generative programming can be found at http://home.t-online.de/home/Ulrich.Eisenecker/gpref.htm. Finally, http: //www.irisa.fr/compose/dsl/ provides a survey of domain-specific languages in general.
Describes the language SHIFT for hybrid system simulation. Main application area is traffic simulation. Implemented by translation to C and a run-time library with solvers for various kinds of differential equations.
[3] G. Arango. [4] D. Atkins, T. Ball, G. Bruns, and K. Cox. Mawl: A domain-specific language for form-based services. In DSL-IEEE [28] , pages 334-346. An earlier version appeared in [64] .
Describes the language Mawl that is intended for implementing form-based information services for different devices (web browser, interactive voice response service). The main contributions of this language are: (1) separation of user-interface code and service logic, (2) static type checking, (3) device-independence, (4) automatic generation of low-level CGI code, (5) automatic generation of HTML templates, and (6) automatic generation of usage statistics.
[ [13] D. Bruce. What makes a good domain-specific language? APOSTLE, and its approach to parallel discrete event simulation. In Kamin [43], pages 17-35.
Discusses the design of a DSL for parallel discrete event simulation. On the basis of this experience a number of observations are made regarding DSL design principles. Most notably, the use of a strong effect system is advocated to do static checking on the domain level, and to determine applicability of optimizations.
[14] L. Cardelli and R. Davies. Service combinators for web computing. In DSL-IEEE [28] , pages 309-316. An earlier version appeared in [64] .
Access to the resources of the World-Wide Web is usually obtained though manual browsers. Service combinators are intended for writing programs that reproduce human browsing behaviour, including reactions to slow transmission rates and various kinds of failure. Based on a concurrent programming model, the paper gives both an informal and formal treatment of a DSL for Web computing.
[15] S. Chandra, , B. Richards, and J. R. Larus. Teapot: A domain-specific language for writing cache coherence protocols. In DSL-IEEE [28] , pages 317-333. An earlier version appeared in [64] . [17] J. C. Cleaveland. Building application generators. IEEE Software, pages 25-33, July 1988.
Uses the term "application generators" to refer to DSL compilers. Gives a compiler generator architecture diagram. Describes relationships between roles of customers, domain engineers and system engineers. Lists pros and cons of application generators. Describes "Stage", an application-generator development tool. Describes a methodology for building an application generator.
[ [19] R. F. Crew. ASTLOG: A language for examining abstract syntax trees. In Ramming [64] , pages 229-242.
Introduces a Prolog-based query language for analyzing abstract syntax trees of C/C++ programs.
[20] K. Czarnecki and U. Eisenecker. 
Contrasts domain-specific languages with object-oriented frameworks by comparing two projects in the financial engineering domain: RISLA (DSL) and the ET++SwapsManager (OO framework). See also [12].
[23] A. van Deursen, J. Heering, and P. Klint, editors. Describes an extension of Tcl [59] for mobile agents.
[37] S. Z. Guyer and C. Lin. An annotation language for optimizing software libraries. In DSL-99 [27] , pages 39-52.
A language is presented for annotating C libraries with information that is exploited by an optimizing compiler. Domainspecific information is conveyed by annotations that in effect define (i) a dataflow analysis problem on the various library procedures, and (ii) procedure specializations that are to be triggered by the outcome of the analysis. The approach aims at giving libraries some of the compiler support enjoyed by DSLs.
[ 
