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Abstract
So far, numerical studies of double-diffusive layering in turbulent con-
vective flows have neglected the effects of rotation. We undertake a first
step into that direction by investigating how Coriolis forces affect a double-
diffusive layer inside a rotating spherical shell. For this purpose we have
run simulations in a parameter regime where these layers are expected to
form and successively increased the rate of rotation with the result that
fast rotation is found to have a similar stabilising effect on the overall con-
vective flux as an increase of the stability ratio Rρ has in a non-rotating
setup. We have also studied to what extent the regimes of rotational con-
straints suggested by King, Stellmach, and Buffett (2013) for rotation in
the case of Rayleigh-Be´nard convection are influenced by double-diffusive
convection: their classification could also be applicable to the case of
double-diffusive convection in a spherical shell if it is extended to be also
a function of the stability ratio Rρ. Furthermore, we examined the ratio of
saline and thermal Nusselt numbers and compared our results with models
of Spruit (2013), Rosenblum et al. (2011) and Wood, Garaud, and Stell-
mach (2013). We find our data to be fitted best by Spruit’s model. Our
result that fast rotation further decreases the convective transport, which
is already lowered by double-diffusive convection, could play a major role
for e.g. the modeling of the interior of some rapidly rotating giant planets,
as gaseous giant planets have recently been proposed to be influenced by
double-diffusive convection.
∗Email address for correspondence: patrick.blies@univie.ac.at
1
ar
X
iv
:1
40
4.
60
86
v1
  [
ph
ys
ics
.fl
u-
dy
n]
  2
4 A
pr
 20
14
1 Introduction
The physical process known as double-diffusive convection was first described in
the 1950’s by Stommel, Arons, and Blanchard (1956) who observed the effect in
an experiment. Shortly afterwards, it was also found in astrophysics when the
first detailed stellar models were computed and Schwarzschild and Ha¨rm (1958)
found irregularities in their calculations concerning whether or not a zone with
a gradient in molecular weight was stable according to the Ledoux criterion or
the Schwarzschild criterion. But even more than fifty years after its discovery,
the field is still actively researched which is due to two reasons: on the one hand
it lacked immediate practical incentives that have accelerated the development
of other branches of fluid mechanics. On the other hand, numerical simulations
were not possible for a long time because of the considerable computational ex-
penses they demand. For a summary of the historical development of the area
see the paper by Huppert and Turner (1981), for a recent physical review about
semiconvection see Zaussinger, Kupka, and Muthsam (2013).
Double-diffusive convection occurs in situations where the effect of a thermal
gradient on stability and the effect of a molecular weight gradient on stability
compete with each other: if the temperature gradient stabilises the system and
the molecular weight gradient destabilises it, thermohaline convection can oc-
cur. Its distinguishing property is the appearance of flow structures known as
salt-fingers (thus also the name salt-fingering convection). In the opposite case
(temperature gradient unstable and molecular weight gradient stable) layering
convection/semiconvection can occur. Note that we used the term “can occur”.
Whether thermohaline/layering convection really does occur depends on the
ratio of the molecular weight buoyancy frequency to the thermal buoyancy fre-
quency, the so called stability ratio Rρ = −N2µ/N2T . In the incompressible case
it is equivalent to the ratio of the Rayleigh numbers associated with the thermal
instability and the instability caused by the molecular weight. In this paper,
our focus will be on layering convection. Situations where this process occurs
on earth include the convection in the arctic ocean where cool and fresh melt
water from above leads to a destabilising negative temperature gradient and a
stabilising negative molecular gradient in salt (Turner, 2010). Other examples
are East-African rift lakes which are heated from below by volcanic activity.
This leads to a temperature gradient (unstable) and causes dissolved gases like
methane and carbon dioxide to be introduced into the system, thus causing a
stabilising molecular weight gradient (Schmid, Busbridge, and West, 2010).
But not only systems on earth are prone to double-diffusive convection:
it can also occur in astrophysical systems like in icy satellites, giant planets
and massive stars. Very recently, O’Rourke and Stevenson (2014) have in-
vestigated the effects of a stabilising compositional gradient and the resulting
double-diffusive convection in Titan. The role of semiconvection for the inte-
rior of giant planets has been discussed by Stevenson (1982) and recently by
Chabrier and Baraffe (2007) who suggested that it might be responsible for the
radius anomalies of some hot Jupiters. This thought is further developed by
Leconte and Chabrier (2012); they investigated the effect of semiconvection on
the interior structure of planets and showed that it could explain the luminosity
anomaly of Saturn (Leconte and Chabrier, 2013). They also point out: “De-
termining the solute transport properties in the regime of layered convection
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more precisely, however, will be central to evolutionary calculations. 3D hydro-
dynamical simulations in a realistic parameter range are thus strongly needed.”
(Leconte and Chabrier, 2012).
However, numerical simulations of double-diffusive systems in a realistic as-
trophysical parameter range pose a serious challenge (and are, in fact, still
impossible in the stellar regime with today’s computers) because of the huge
spread of length and time scales of which the smallest length scale — the size of
the diffusive boundary layer — needs to be resolved. For example, the ratio of
the diffusivities of temperature and solute (the Lewis number) for the plasma
in the interior of a semiconvective region of a star is Le ≈ 10−9 (Zaussinger,
2010). This would require an impossible spatial resolution if one were to at-
tempt a DNS of such a zone (also Zaussinger, 2010). While simulations are
nowhere near the realistic parameter range for stellar astrophysical conditions
yet, the parameter regime of giant planets has become feasible with today’s
computers since their Prandtl and Lewis numbers are much more moderate:
the Prandtl number ranges from Pr = 10−2 to 1, the Lewis number is about
Le = 0.01 (Chabrier and Baraffe, 2007). For idealised microphysics, there are a
number of simulations in two dimensions (e.g. Zaussinger and Spruit, 2013) and
in three dimensions (e.g. Wood et al., 2013) in this parameter regime. Recently,
a simulation in a realistic parameter range for the Atlantic Ocean that correctly
reproduces measurements has been conducted by Flanagan, Lefler, and Radko
(2013).
However, all of the mentioned studies have neglected the effect of rotation on
the development of double-diffusive convection. While this may be justifiable in
the case of thin layers as they are occuring in the Arctic ocean (layer thickness
1 to 5 m, see Timmermans et al. 2008) or in lake Kivu (average thickness of
the mixed layers 0.48 m, see Schmid et al. 2010), it might not be negligible for
large layers that could be forming in global convection zones on rapidly rotating
giant planets and stars.
It might even prove to be essential if trying to determine if layered convection
is indeed occurring in giant planets and stars and what its precise influences
on the transport properties are. Our work is a first step in the direction of
investigating the effects of rotation on semiconvective layers. We note that
while Net, Garcia, and Sa´nchez (2012) did study thermosolutial convection in
rotating spherical shells, they investigated a different parameter regime than
the one where layers are expected to form so their work gives us no lead as to
how semiconvective layers are influenced by rotation.
We want to give a remark on nomenclature here: in oceans the molecular
weight gradient is caused by dissolved salt. That is why salinity gradient is an-
other common term for the molecular weight gradient, particularly in oceanog-
raphy. We will use the term salinity in this papers as well because it is handier
than molecular weight of second species. We assume salinity to be the concen-
tration of the solute, no matter what exactly the solute is.
The publication is structured as follows: in chapter 2 we present the physical
model and the underlying equations. We introduce the governing dimensionless
numbers and the boundary conditions. In chapter 3 we discuss the numerical
setup. In chapter 4 we present the results of our simulations. First, we show
the results for a run with one set of parameters without rotation to have a
reference framework to which we can compare the following runs (chapter 4.1).
Next, we present the results of the simulations with rotation (chapter 4.2) and
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highlight some differences before investigating the influence of a change of the
Prandtl number Pr and the density ratio Rρ chapter 4.3. This is followed by a
discussion in chapter 5 and conclusions in chapter 6.
2 Model description
2.1 The governing equations
Two concentric spherical shells are maintained at different, constant tempera-
tures: a hot inner sphere (radius R1, temperature T1) and a cool outer sphere
(radius R2, temperature T2). The axis of rotation is taken to be the z-axis, the
rate of rotation is constant and parallel to the z-direction: Ω = Ωez. Gravity
operates inwards in radial direction: g = −ger. The main simulation was run
over a simulation time of almost one full thermal diffusion time scale. We stud-
ied the effects of an increase of the rate of rotation on the temporal evolution
of a double-diffusive state.
For constant viscosities and diffusivities, the Navier–Stokes equations in the
Boussinesq form including rotation and conservation of solute, read
∇ · u = 0, (1)(
∂u
∂t
)
+ (u · ∇)u = −∇p
ρ0
+ ν∇2u + ρ
ρ0
g − 2Ω× u−Ω× (Ω× r), (2)
∂T
∂t
+ (u · ∇)T = κT∇2T, (3)
∂S
∂t
+ (u · ∇)S = κS∇2S, (4)
with ρ = ρ0[1− α(T − T0) + β(S − S0)].
u is the velocity of the flow, p the pressure, ρ the density, ρ0 a reference
density, ν the kinematic viscosity, Ω the angular velocity, r the position vector,
T the temperature, T0 the reference temperature where ρ = ρ0, S the salinity,
S0 the reference salinity where ρ = ρ0, κT the thermal diffusivity and κS the
molecular diffusivity. α is the thermal expansion coefficient −ρ−10 (∂ρ/∂T )S , β
is the saline expansion coefficient ρ−10 (∂ρ/∂S)T . With a later application in
astrophysics in mind, we concentrated on systems where the centrifugal force is
assumed much smaller than the gravitational force. Hence, the term describing
centrifugal forces (−Ω× (Ω× r)) will be neglected.
The equations are nondimensionalized with the scales
r = Lr∗, T − T0 = ∆TT ∗, S − S0 = ∆SS∗, u = κT
L
u∗, t =
L2
κT
t∗.(5)
L = R2 − R1 is the difference between outer and inner radius, ∆T and ∆S
are the differences of temperature and salinity between outer and inner radius.
The time scale used is the thermal diffusion time scale. Inserting (5) into (1) –
(4) and dropping the asterisks leads to the dimensionless form of the equations:
∇ · u = 0, (6)
4
Pr−1
[(
∂u
∂t
)
+ (u · ∇)u
]
= −∇peff +∇2u+RaTTer−RaSSer−
√
Taez×u,
(7)
∂T
∂t
+ (u · ∇)T = ∇2T, (8)
∂S
∂t
+ (u · ∇)S = Le∇2S, (9)
where we introduced the dimensionless numbers
Pr =
ν
κT
, Le =
κS
κT
, RaT =
αL3∆Tg
κT ν
, RaS =
βL3∆Sg
κT ν
, Ta =
4Ω2L4
ν2
.
P r is the Prandtl number, Le is the Lewis number, RaT/S are thermal and
saline Rayleigh numbers, respectively, and Ta is the Taylor number. RaT and
RaS are related to each other by the stability parameter Rρ = RaS/RaT . Note
that t now stands for the time in thermal diffusion time scales, so that t = 1
means that one thermal diffusion time scale has passed. We also introduced the
effective pressure peff which is the gradient of the scaled original pressure plus a
constant term. This can be written in this form because the constant term will
vanish in the course of solving the equations.
2.2 Boundary and initial conditions, parameter regime
The idea behind our setup is to observe a growing double-diffusive layer and
to investigate how it is influenced by rotation. To achieve that, we chose the
following boundary and initial conditions.
2.2.1 Boundary conditions
We applied no-slip boundary conditions which read
u(R1) = 0, u(R2) = 0, T (R1) = 1, T (R2) = 0, S(R1) = 1, S(R2) = 0.
These are reasonable boundary conditions because we assume our spherical shell
to be one layer of a so called double-diffusive stack. The appropriateness of these
boundary conditions is explained in chapter 3.2 of Zaussinger and Spruit (2013).
2.2.2 Initial conditions
The same assumption (taking the shell to be one layer of many) demands a step-
like initial distribution of temperature and salt. However, since the purpose
of this work is to investigate the effects of rotation on a developed double-
diffusive layer it was imperative for a layer to form within our simulated spherical
shell. We ran some simulations with different initial conditions: step-like initial
distributions of both temperature and salinity and a step-like distribution of
one quantity and a linear distribution of the other one. Our goal was to test
the influence of these different initial conditions on the thermal Nusselt number.
The thermal and saline Nusselt numbers are measures for the convective heat
and salt flux at the boundaries of the system, respectively. For incompressible
flows (which we are looking at) they are defined as the ratio of the total heat
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Figure 1: Left-hand side: step-like and linear initial distributions of temperature
or salinity as discussed in the text. Right-hand side: average thermal Nusselt
number vs. simulation time in thermal diffusion time scales for three different
initial conditions for temperature (T) and salinity (S): a step in both T and S, a
step in T and a linear distribution in S and linear distributions for both T and
S. It can easily be seen that each initial condition leads to the same asymptotic
range of values for the average thermal Nusselt number. The time that it takes
to reach this asymptotic value differs, however. RaT = 10
7, P r = 1, Le = 0.1
or salt flux and the heat or salt flux that would be transported by conduction
alone:
NuT =
FT
FcT
and NuS =
FS
FcS
(10)
with FT being the total heat flux, FcT the flux that would be transported if
the temperature profile was linear between the bottom and the top, FS the
measured saline flux and FcS the saline flux that would be transported if the
concentration profile was linear between the bottom and the top.
The result is shown in figure 1. Each initial condition leads to the same
asymptotic range of values for the average thermal Nusselt number which means
that the physical state after relaxation is the same. Only the time it takes to
reach this state differs. For “T step, S step”, plumes immediately reached the
upper boundary of the shell without any layering in between. But as we wanted
to investigate the effects of rotation on layering, this initial condition was no
viable option for us.
To reduce computational costs, we did not chose “T linear, S linear”. This
left us with the initial condition of a step in the temperature field and a linear
distribution of salinity which offered a good compromise between observing
layering and keeping simulation time within affordable limits.
2.2.3 Parameter regime
We investigated three different parameter regimes. The main simulations were
run with Pr = 1, Le = 0.1 and RaT = 10
7. To be able to reach the layered
convective state, Rρ has to be sufficiently small. There exist two upper bounds
for the maximum value ofRρ, for which layer formation occurs. The one given by
linear stability analysis is Rρ,max = (1+Pr)/(Le+Pr) which gives Rρ,max,lin =
1.8 in our case. For larger values, the flow would be damped by viscous friction.
The other one is given by the model of Spruit (2013) (figure 3 therein) and
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is Rρ,max,Spuit ≈ 1.6 with our parameters and provides an upper limit for the
subcritical instability that triggers layer formation.
Additionally, to avoid the simple case of convective mixing due to an un-
stable stratification in the sense of Ledoux (1947), Rρ should be larger than 1.
In simulations without rotation an increase of Rρ has a stabilising effect on the
flow (Zaussinger, 2010; Zaussinger and Spruit, 2013; Rosenblum et al., 2011)
and different regimes as a function of Rρ are established (figure 3 and chapter
3.2 in Zaussinger and Spruit (2013) and the schematic illustration in figure 1 of
Mirouh et al. (2012)). We have investigated if the same applies when rotation
is present and have chosen Rρ = 1.3 for our main simulations and Rρ = 1.5
for comparison runs. In another set of comparison runs we reduced the Prandtl
number to 0.5 to get a hint of the effects of viscosity on the rotational constraints.
A commonly used dimensionless number used to measure the respective im-
portance of buoyancy and rotation on a system is the Rossby number
Ro =
V
2ΩL sin(Λ)
(11)
where V is the characteristic flow speed and Λ is the colatitude.
This can be written as
Ro =
1
sin(Λ)
√
Ra
PrTa
. (12)
In order for a motion to be significantly influenced by rotation the Rossby
number must be of order one or less. We have chosen a range of Rossby numbers
near unity: 0.1, 0.3, 0.5, 1, 3, 4, 10 and the case without rotation. Since the used
code uses the Taylor number as an input parameter, we rewrite (12) as
Ta =
Ra
(Ro · sin(Λ))2Pr . (13)
A point to note is that for the same Rossby number, we have different Taylor
numbers when the Prandtl number varies. This is important because we ran
simulations with Prandtl numbers 1 and 0.5. Accordingly, the Taylor numbers
of the simulations with Pr = 0.5 had to be doubled so that the Rossby number
was the same.
The corresponding Taylor numbers for Prandtl numbers 0.5 and 1 at different
colatitudes are shown in table 1.
3 Numerical implementation
The numerical solution of the Navier-Stokes equations in the spherical shell is
based on a spectral method. The radial direction is discretised on Chebyshev
nodes (k), which brings desired clustering at the boundaries. However, the vari-
ables are expanded in spherical harmonics along the meridional (l) and the zonal
(m) direction. While the linear parts of the equations are solved in the spectral
space, the non-linear ones are calculated in real space. The time integration is
based on a modified Runge-Kutta scheme of second order, where the diffusive
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Taylor number at Rossby Number at colatitude
Pr = 1 Pr = 0.5 Λ = pi/2 Λ = pi/3 Λ = pi/4 Λ = pi/6
1.00 · 109 2.00 · 109 0.10 0.12 0.14 0.20
1.11 · 108 2.22 · 108 0.30 0.35 0.42 0.60
4.00 · 107 8.00 · 107 0.50 0.58 0.71 1.00
1.00 · 107 2.00 · 107 1.00 1.15 1.41 2.00
1.11 · 106 2.22 · 106 3.00 3.46 4.24 6.00
4.00 · 105 8.00 · 105 5.00 5.77 7.07 10.00
1.00 · 105 2.00 · 105 10.00 11.55 14.14 20.00
0 0 ∞ ∞ ∞ ∞
Table 1: Rossby numbers and corresponding Taylor numbers for Prandtl num-
bers 1 and 0.5
terms are treated implicitly. This numerical method is fast and accurate espe-
cially for double-diffusive flows with high Prandtl number. Another advantage
of the method is the uncoupled resolution of the vector fields and the scalar
fields. This means that the expansion of each variable can be treated indepen-
dently. Mainly low Mach number flows benefit from this feature. The velocity
field is discretised on k = 71 nodes in radial direction, l = 71 modes in merid-
ional and m = 71 modes in zonal direction, respectively, for all simulations. The
expansion of the temperature and the solute equations use k = 71 radial nodes
and l = m = 71 modes. The time step is set to τ = 2 · 10−6 thermal diffusion
time scales.
We refer to Hollerbach (2000) for a detailed description of the method that
was presented here briefly. In contrast to the original version of the code, the
set of equations was extended for solute transport. This introduces the Lewis
number Le = κS/κT and the stability ratio Rρ = RaS/RaT as new input
parameters.
4 Results
4.1 The non-rotating reference run: Pr = 1, Rρ = 1.3, Le =
0.1, RaT = 10
7, Ta = 0
First, we take a look at the temporal evolution of the reference run with param-
eters Pr = 1 and stability parameter Rρ = 1.3.
In order to validate the reference simulation we compare the numerical out-
come with theoretical results. The convective flux parameterised as Nusselt
number NuT follows typically a power law in the form of NuT = aRa
b
T , whereas
0.1 < a < 0.3 is a constant factor and b ≈ 2/7. However, dozens of different
power laws have been found until now, which makes it nearly impossible to
compare two simulations exactly. The 2/7 power law seems to be valid for most
applications, which gives a = 0.19/pi for our simulations. This is in good agree-
ment with Castaing et al. (1989) and Kerr (1996). To check the saline flux,
we come back to the linear stability analysis, e.g. Huppert and Moore (1976),
which gives NuS = Le
−1/2NuT for NuT >> 1. A correction for NuT = O(1)
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Figure 2: Temporal evolution of the temperature field (left above each plot)
and the salinity field (right above each plot) for Ta = 0 and plots of averaged
potential temperature (T) and salinity (S) in the equatorial plane vs. radius.
Note: the snapshots are not equidistant in time.
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Figure 3: Temporal evolution of the temperature field (left above each plot)
and the salinity field (right above each plot) for Ta = 0 and plots of averaged
potential temperature (T) and salinity (S) in the equatorial plane vs. radius.
Note: the snapshots are not equidistant in time.
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Figure 4: Temporal evolution of the temperature field (left above each plot)
and the salinity field (right above each plot) for Ta = 0 and plots of averaged
potential temperature (T) and salinity (S) in the equatorial plane vs. radius.
Note: the snapshots are not equidistant in time.
Figure 5: Kinetic energy (highest curve), average saline (middle curve) and
average thermal (lowest) Nusselt numbers vs. simulation time for Ta = 0 from
t = 0 to t = 0.01 (left) and from t = 0 to t = 0.47 (right)
was considered by Spruit (2013) and tested by Zaussinger and Spruit (2013),
NuS − 1 = qLe−1/2/Rρ (NuT − 1), (14)
where q ≈ 1 is a fitting parameter. Our reference simulation gives mean values
of NuT = 5.77 and NuS = 11.62, thus (14) seems to fit very well for q = 0.915.
To get an overview, the temporal evolution of the temperature and salinity
fields in a semiconvective setup in a non-rotating spherical shell is shown in
figure 2. After starting the simulation it takes some time until convection sets
in. The plumes do not, however, rise to the top of the shell. Convection is
restricted to a zone with a thickness d. d increases as time passes until the top
of the zone touches the upper boundary at t ≈ 0.03. At t ≈ 0.05 the zone not
just touches the upper boundary at some points but fills the whole simulation
domain. At t ≈ 0.47, the whole region is thoroughly mixed. Also shown in
figure 2 are plots of averaged potential temperature (T) and salinity (S) in the
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equatorial plane vs. radius. We can see the relaxation of the initial conditions
to the solution which consists of a plateau of constant temperature and salinity
throughout the spherical shell. This plateau is typical for a convective region.
It is interesting to see that at t ≈ 0.02 there is a similar plateau but is not as
wide as the one at t ≈ 0.47, meaning that the convective overturning region is
limited to a smaller region in the shell. This is is also visible in the temperature
field itself. Another point to note is the height of the plateau which decreases
as time passes. Interestingly, the plateaus of saline and thermal composition
reach their final height at different times. This is visible in figure 4. At t ≈ 0.1
the plateau of T is at ≈ 0.25 while the plateau of S is a bit less than ≈ 0.4. At
t ≈ 0.47, the thermal plateau has only moved by a very modest amount to ≈ 0.2
while the saline plateau has dropped a comparatively large amount to ≈ 0.25.
This phenomenon can also be observed when looking at the convective flux
and kinetic energies contained in the system (figure 5).
While both the thermal and saline Nusselt numbers reach their maximum
at the same time t ≈ 0.054, the thermal Nusselt number keeps that value.
The saline Nusselt number, however, decreases until at t ≈ 0.2 . The Nusselt
numbers also emphasise the distinction of the flow state into different phases
through which the convective flow develops. We have the “plume phase” which
is characterised by the first appearance and upward movement of the convective
plumes. Once they break we enter the “layered convection phase” at t ≈ 0.006.
In this phase we can identify two regions, based on the slope of Nusselt numbers
and kinetic energy: one region with a low slope, corresponding to the rising of
the semiconvective layer to the upper boundary, and one region with a high
slope, corresponding to the case that one semiconvective layer fills out all of the
shell, but semiconvection is still taking place. At t ≈ 0.054 , the thermal part
of the semiconvective layer turns into a fully mixed layer. The saline part of
the semiconvective layer, however, needs much longer than the thermal part to
reach equilibrium. While this difference is not visible in figure 2, it is clearly
visible in figure 5 (b): while the thermal Nusselt number reaches its asymptotic
limit at t ≈ 0.054 , the saline Nusselt reaches the equilibrium state at t ≈ 0.2
. This is about the same time at which the kinetic energy reaches its limiting
average value. This is understandable because the flux of both the solute and the
temperature add to the kinetic energy, hence they are dependent on each other.
Looking at figure 3 we see that the convective layer has already reached the top
boundary at t ≈ 0.06 , so the constant thermal convective flux is no measure
for how long a semiconvective layer lasts until it reaches its final state. Thermal
and saline processes clearly have different lifetimes and the longer timescale on
which saline processes take place agrees well with Le < 1.
Comparing figures 3 and 5, we observe that at t ≈ 0.03, when the semicon-
vective layer reaches the top boundary, the slope of the saline Nusselt number
starts to increase. This increase continues up to about t ≈ 0.055 where it reaches
a maximum. Looking at a later simulation time we see that this maximum is
in fact the global maximum of the saline Nusselt number. From there, it slowly
decreases until it reaches an asymptotic limit at t ≈ 0.2.
In summary, we have observed a growing double-diffusive layer that fills out
the whole volume at the end of the simulation. We will now study the effects of
rotation on this process.
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Figure 6: The temperature field at t = 0.03 for different Taylor numbers and
plots of averaged potential temperature (T) and salinity (S) in the equatorial
plane vs. radius. See also the movie online for the temporal evolution of a few
chosen Taylor numbers from t = 0 up to t = 0.0564.
4.2 The effects of rotation
To help emphasising some effects, we split up the results into three time scales:
t = 0 − 0.03 is the time it takes the semiconvective layer to reach the upper
boundary in the non-rotating case (see figures 3 and 14). t = 0 − 0.1 is a
time scale on which it becomes clear that the time a simulation needs to run is
higher than expected from dynamical (flow related) timescales and t = 0− 1 is
the complete simulation time where global effects are visible. Since the fields
of temperature and salinity look alike in figures 2 to 4, we restrict ourselves to
showing the temperature field from now on. We start with a discussion of the
initial development phase.
4.2.1 The temporal evolution with rotation up to t = 0.03
After t = 0.03 the semiconvective layer has reached the upper boundary in
the non-rotating case (see figures 2 and 3). The situation is very different in
the rotating case as is shown in figure 6 and in the movie online: a moderate
rotation rate already has a stabilising effect on semiconvection, similar to an
increase of the salinity gradient. At Ta = 107 this effect is very clearly visible.
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Figure 7: Average saline and thermal Nusselt number and kinetic energy as
function of simulation time for the specified Taylor numbers up to t = 0.03 .
Note the practically simultaneous onset of instability for Ta < 109.
The semiconvective zone has a thickness of about 0.75. Further out, temperature
and salinity diffuse out. At a certain critical Taylor number Tacrit convection
is suppressed completely. A point to note is that if Ta < Tacrit the onset of
convection occurs practically simultaneously and is not influenced by the rate
of rotation. This is shown in figure 7: the Nusselt numbers start to increase at
the same time t ≈ 0.003. It can also be seen in the movie supplementing the
paper that convection starts at the same time if Ta < Tacrit.
Figure 7 also shows the kinetic energy in the system and the average saline
and thermal Nusselt numbers as a function of the simulation time up to t = 0.03.
At higher rotation rates of Ta ≥ 107 both the Nusselt numbers and the kinetic
energy have lower values than at lower rotation rates.
4.2.2 The temporal evolution with rotation up to t = 0.1
We will now take a look at the real space temperature fields at t = 0.1 for
different rotation rates. These are shown in figure 8 together with the aver-
aged values of temperature and salinity. For Taylor numbers 0, 105, 4 · 105 and
1.11 · 106 we can see that the whole spherical shell is thoroughly mixed and
the convective plumes have reached the outer boundary. This results in a con-
stant thermal Nusselt number as shown in figure 9. For Taylor numbers 107
and 4 · 107 the simulation is still in the phase of semiconvective layering which
is also visible in the real space pictures as well as in the plots of averaged T
and S. At Ta = 1.11 · 108 no convective plateau is observable in the plot of
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Figure 8: The temperature field at t = 0.1 for different Taylor numbers and
plots of averaged potential temperature (T) and salinity (S) in the equatorial
plane vs. radius.
averaged T and S, so semiconvection already is seriously dampened by the high
rate of rotation. This could correspond to the diffusive turbulent case which
Zaussinger and Spruit (2013, figure 3) observe for simulations with high Rρ, i.e.
Rρ > Rρ,crit where Rρ,crit is the maximum value of Rρ for which layer formation
can occur (Radko, 2003; Spruit, 2013). At Ta = 109 there is no convection at all.
The left-hand column of figure 9 shows the plots of kinetic energy and average
thermal and saline Nusselt numbers vs. time up to a simulation time of t = 0.1.
As in the temperature fields three distinctively different behaviours depending
on the rotation rate are visible.
The cases Ta = 0, 105, 4 ·105 and 1.11 ·106 are almost indistinguishable: the
average thermal Nusselt number of these runs reaches an asymptotic limit of
about 6 like the non-rotating case.. Also, the four mentioned simulations have
a similar temporal evolution of the convective flow: they all show an increase
in energy and Nusselt numbers starting at t ≈ 0.02 and an only slightly varying
slope. However, they do reach the asymptotic limit at different times. This will
be investigated further when we take a look at the ratios of Nusselt numbers in
chapter 5.2.2.
The simulation with Ta = 107 shows a distinct behaviour: energy and Nus-
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selt number rise much slower than the simulations with a lower rotation rate
but they are rising nonetheless.
The simulations with Ta = 4 · 107, 1.11 · 108 and 109 show no increase of
either kinetic energy nor Nusselt number. From looking at these plots alone, one
could think that the simulations with these rotation rates will lead to a purely
diffusive state and hence could be aborted. As we will see later, this would be
a grave mistake because the case with Ta = 4 · 107 is the most interesting one.
4.2.3 The temporal evolution from t = 0.1 to t = 1
In order to get a clear picture of the global temporal evolution one has to look
at the final equilibrium/unstable states which the systems take on after a very
long simulation time. Figure 9 shows the average saline and thermal Nusselt
numbers and kinetic energy as a function of the simulation time for up to one
full thermal diffusion time scale for all simulated Taylor numbers. Only after
such a long time each simulation has reached its final state, as is indicated by
the asymptotically constant Nusselt numbers. Although Feudel et al. (2011)
showed changes in convective patterns after 60 and more thermal time scales,
these simulations are located in the laminar parameter space and the Nusselt
number changes only in the second digit. Once a simulation reaches the asymp-
totic limit of statistically constant Nusselt number, nothing changes in the con-
vective state even after a longer simulation time. Letting the simulations run
any longer would provide no additional information. We regard every simula-
tion which has reached this limit as finished. As already mentioned, especially
the simulation with 4 ·107 has attracted our attention. While it looked as if this
rate of rotation had enough of a dampening effect on convection to suppress it
completely in the left column of figure 9 the picture is quite different if looking
at the right column of figure 9 or at the real temperature fields. Therefore, we
need to point out that a sufficiently long simulation time is mandatory for this
kind of simulation in order to avoid any wrong conclusions.
Having performed an analysis of the time evolution over one full thermal
time scale lets us see very clearly that an increase of rotation slows down the
temporal evolution and reduces the amount of the convective flux. The real
space temperature fields after t = 0.47 are shown in figure 10. At that time,
only the simulation with Ta = 4 · 107 has not reached its final stable state yet.
The ones with Ta = 0 − 107 have all reached the fully convective overturning
state while the ones with Ta = 1.11 · 108 and 109 show no convection at all
and have diffused out. This is, in fact, close to the analytical solution of the
diffusion problem: when solving the diffusion equation
∂T
∂t
= κT∇2T (15)
for the steady state in spherical coordinates and using as boundary conditions
T (R1) = 1 and T (R2) = 0 and the fact that R2 = 2R1, we obtain the solution
T (r) =
2
r
− 1 for r ∈ [1, 2]. (16)
This is plotted in figure 10 for the case of Ta = 109. We see that our numerical
result converges nicely to the analytical one for the case of high rotation rates.
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Figure 9: Average saline and thermal Nusselt number and kinetic energy as
function of simulation time for the specified Taylor numbers up to t = 0.1 (left)
and t = 1 (right). The vertical bars represent the times when the average
thermal Nusselt number reaches its statistically stable asymptotic state.
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Figure 10: The temperature field at t = 0.47 for different Taylor numbers and
plots of averaged potential temperature (T) and salinity (S) in the equatorial
plane vs. radius. For Ta = 109, we plotted the analytical solution of (15) as a
means for comparison (see text).
Note that since κT does not appear in (16) — basically because ∂T/∂t = 0
in the steady state — the solution for S(r) is the same as for T (r) thanks to
S(R1) = 1 and S(R2) = 0. This immediately follows from comparing (3) and
(4) with (15), whence S is governed by the same asymptotic laws and thus are
found to converge to the same analytical solution in figure 10.
4.3 Modifying Pr and Rρ
A first conclusion we can draw from the previous observations is that rotation
has a stabilising effect on the lifetime of semiconvective layers as a function of
Ta with a variety of cases distinguished by the specific value of Ta.
The next question we look into is, if the effects of rotation were similar if we
reduced the Prandtl number or increased the density ratio Rρ. As we have seen,
only rotation above a critical Taylor number has an effect on semiconvection. Be-
cause of this, we have neglected Taylor numbers 0 and 105 in this chapter. This
leaves us with six Taylor numbers which can be grouped into three categories
based on the rate of rotation: low rotation rates (Ta = 4·105, 2.22·106), medium
rotation rates (Ta = 4·106, 2·107) and high rotation rates (Ta = 1.11·108, 2·109).
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We will have a look at each regime consecutively.
4.4 The effect of different Pr and Rρ at low rotation rates
4.4.1 Reduction of Pr
Looking at figures 11 (a) and (b), we can observe that a reduction of Pr has no
significant effect on the Nusselt number. Although the less viscous simulation
reaches the asymptotic state of Nu ≈ 6 a bit earlier, this could very well be a
coincidence. The reason for this may be that with lower viscosity there is less
damping at the onset of convection so the final convective state can be reached
sooner but this is not clearly visible at low rotation rates.
Comparing the kinetic energies in figures 12 (a) and (b), a significant influence
of a lower Pr is obvious: although the asymptotic limit is again reached at
the same time, the value of the kinetic energy differs significantly. This can
be explained by noting that for a more viscous system, more energy has to be
stored in the convective motion in order to maintain a specific level of convection
because more energy is converted to heat due to higher friction.
4.4.2 Increase of Rρ
Even at low rotation rates, the stability parameter Rρ exerts a significant in-
fluence on the convective state of the system as well as on the stored kinetic
energy. Figures 11 (a) and (b) show that the system with a higher Rρ not only
reaches a lower asymptotic limit of Nu ≈ 5.5 than the reference run (Nu ≈ 6),
but it also reaches this limit at a later time which hints at a longer occurrence of
a layered state. The same holds true for the time development of kinetic energy,
as is shown in figures 12 (a) and (b).
4.5 The effect of different Pr and Rρ at medium rotation
rates
4.5.1 Reduction of Pr
Looking at figure 11(c) we see that a reduction of Pr to 0.5 has a slight effect
on the time when the system reaches the asymptotic limit of the average saline
Nusselt number for Ta = 1 · 107. It has no significant effect on the height of
the limit. The effect on the kinetic energy at Ta = 1 · 107 is similar to the low
rotation rate cases: for lower Prandtl numbers the asymptotic limit is reached
a little sooner and it is lower than in the reference run.
At Ta = 4 · 107 the effect of a reduced Prandtl number is clearly visible (figure
11 d): the asymptotic limit is approached much earlier than it is in the reference
run. We observe a similar behaviour for the kinetic energy as we did for the
Nusselt numbers: the asymptotic limit for the less viscous case is reached sooner
and it is lower than in the reference run.
4.5.2 Increase of Rρ
Increasing Rρ has a significant effect on the convection at medium rotation
rates: at Ta = 1 · 107 the asymptotic limit of Nu ≈ 4 is reached much later for
Rρ = 1.5 than for Rρ = 1.3 (see figure 11 c). It is also lower than the reference
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Figure 11: Comparison of average saline Nusselt numbers vs. simulation time
at low (first row), medium (second row) and high (third row) rotation rates for
a variation of Prandtl number Pr and stability factor Rρ.
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Figure 12: Comparison of kinetic energy vs. simulation time at low (first row),
medium (second row) and high (third row) rotation rates for a variation of
Prandtl number Pr and stability factor Rρ.
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run (Nu ≈ 5).
A very clear effect can be seen for Ta = 4 · 107 (see figure 11 d): while for
Rρ = 1.3 the Nusselt number and hence the heat transport by convection slowly
increases, for Rρ = 1.5 it decreases instead and no convection is taking place.
For kinetic energy the effect is similar (see figure 12 d).
4.6 The effect of different Pr and Rρ at high rotation rates
At high rotation rates of Ta = O(108) and Ta = O(109) convection is hindered
so drastically by rotation that the effects of reducing Pr and increasing Rρ
are negligible. No convection and hence no double-diffusive convection takes
place, the Nusselt number approaches 1 (see figure 11 f) and the kinetic energy
contained is very low.
5 Discussion
5.1 Rotational Constraints
5.1.1 Characterisation through Ra and Ta
As we have seen, it also depends on the Taylor number whether heat and salt
are transported by convection or diffusion only. King et al. (2013) have re-
cently suggested that a power law constructed from the product of Ekman and
Rayleigh number can be used to describe how strong rotation affects convection.
Although they have studied Rayleigh-Be´nard convection we think it is interest-
ing to compare their results with ours. They have found three important con-
vection regimes: rotationally constrained convection occurs for RaE3/2 . 10,
weakly rotating convection for 10 . RaE3/2 < ∞ and non-rotating convection
for E−1 = 0. E is the Ekman number E = ν/(2ΩL2), which is closely related
to the Taylor number we used: E = 1/
√
Ta. Transferred to our studies, the
limiting value is given by
Ra
Ta3/4
(17)
and the three regimes are non-rotating convection for Ta = 0, weakly rotating
convection for 10 . Ra/Ta3/4 <∞ and rotationally constrained convection for
Ra/Ta3/4 . 10. Which regimes our Taylor numbers belong to is seen in table 2;
and indeed, the three regimes coincide very nicely with our results: convection
is effectively prevented for Ta = 1.11 · 108 and Ta = 1 · 109 which correspond
to the regime of rotationally constrained convection of Ra/Ta3/4 . 10.
However, the proposed regimes have to be expanded for the case of semicon-
vection. We have added an overview of the effect of a change of the density ratio
Rρ on convection to table 2. We see that for Ta = 4 ·107 it crucially depends on
Rρ if a global convective layer forms or if diffusion is the only transport mecha-
nism of heat and salinity. Although the system should actually be only weakly
influenced by rotation since Ra/Ta3/4 = 19.9 > 10, convection is completely
subdued by rotation when Rρ = 1.5. This suggests that the stability ratio Rρ
has to enter (17) in a way that a higher Rρ leads to a reduced value (because
rotation has a stronger influence):
Ra
Ta3/4
· f(Rρ) (18)
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Convection for
Ta Ropi/6 Ra/Ta
3/4 Rρ = 1.3 Rρ = 1.5
0 ∞ ∞ y y
1 · 105 20 1780 y y
4 · 105 10 629 y y
1 · 106 6.0 292 y y
1 · 107 2.0 56.2 y y
4 · 107 1.0 19.9 y n
1 · 108 0.6 9.2 n n
1 · 109 0.2 1.78 n n
Table 2: Taylor numbers, Rossby numbers at colatitude Λ = pi/6 and corre-
sponding values of the convective regime following King et al. (2013). The two
right columns indicate if convection occurred in our simulations with the indi-
cated value for the density ratio Rρ. The horizontal lines divide the table into
rotationally non constrained (upper part), weakly constrained (middle part)
and strongly constrained (lower part) regimes for Rρ = 1.3. For all simulations:
Pr = 1, Le = 0.1, Ra = 107.
This is an interesting result and worth to be studied in greater detail. In this
paper, however, we restrict ourselves to the short remark that the convective
regimes that King et al. (2013) proposed could also be applicable to the case of
semiconvection in a spherical shell if extended to be also a function of Rρ.
5.1.2 Characterisation through Ro
As we have seen in the course of this paper, for Pr = 1, Le = 0.1, Rρ = 1.3
we have strongly constrained convection for Taylor numbers Ta ∈ {108, 109},
weakly constrained convection for Ta ∈ {107, 4 · 107} and non constrained con-
vection for Ta ∈ {0, 105, 4 · 105, 106}. This is indicated by the horizontal lines
in table 2. It is interesting to compare the Rossby numbers from table 1 to the
constraint that rotation exerts on the flow in our simulations. For the stability
ratio Rρ = 1.3, we get the result that if Ro < 0.5 in the bulk of the shell (in-
dicated by the Rossby number at colatitude Λ = pi/6 in table 2), we have the
case of rotationally strongly constrained convection. The weakly constrained (or
transition) cases correspond to 0.5 < Ro < 2 while the non constrained cases
correspond to Ro > 2.
It is interesting to note that the Reynold stress correlations investigated in
Chan (2001) and the structure of the temperature field shown in Chan (2007),
both times for so-called f-box simulations of rotating convection with uniform
composition and a fully compressible flow, show a similar transition region at
Coriolis numbers (which are defined as 1/Ro) that correspond to exactly the
same regime of Rossby numbers as in our case with Rρ = 1.3: a transition region
for 0.5 < Ro < 1 and a rotation dominated flow for Ro < 0.5, at equatorial co-
latitude respectively.
However, as in the case of King et al.’s model, the Rossby number alone
seems to be insufficient for figuring out the effect of rotation on semiconvection.
Again, Rρ presents itself to be a crucial factor. For Rρ = 1.5 we have a higher
23
influence of rotation than for Rρ = 1.3. An increase to Rρ = 1.5 seems to
shift the Rossby numbers by a factor of about 0.5, meaning that the effective
Rossby number for Ta = 4 · 107 would be Roeff = 0.5. With this value, it enters
the rotationally strongly constrained regime. And indeed, for Ta = 4 · 107 and
Rρ = 1.5 we have no convection (see figure 11). So the stability ratio also affects
the Rossby number in a way that a higher Rρ leads to a lower effective Rossby
number Roeff :
Roeff =
Ro
f(Rρ)
. (19)
5.2 The relationship between NuS and NuT
5.2.1 The relationship between NuS and NuT for Ta = 0
There exist different models for the relationship between the thermal and saline
Nusselt number. According to Spruit (2013) they are related via
NuS − 1 = q
Le1/2Rρ
(NuT − 1) (20)
for Rρ < Le
−1/2. q is a fit parameter. According to (32) of Rosenblum et al.
(2011) the relationship is
NuS − 1 ≈ 1
LeRρ
(NuT − 1), (21)
which is especially for very low Lewis numbers in strong contrast to theoretical
results from the linear stability theory. According to (42) and (43) of Wood
et al. (2013), the relation is given by
NuS − 1 = B
A
Pr1/12
Le
Ra
0.37−1/3
T (NuT − 1). (22)
The latter is given for Pr  1 which is not the case in our simulations, so a
deviation can be expected. Typical values for A and B are given as A ≈ 0.1
and B ≈ 0.03, so B/A ≈ 0.3.
These three models are tested here against our results of average thermal and
saline Nusselt numbers. The result for the simulation without rotation is seen in
figure 13. We see that Spruit’s theoretical prediction (solid line in figure 13) lies
in the vicinity of the data points but does not exactly reproduce them except
in one area where there is a big amount of data points at NuT ≈ 6. This area
of abundant data represents the system, when it has reached the statistically
stable end state. The line of data points, on the other hand, represents the
system while it is relaxing to its end state. Rosenblum et al.’s model (dotted
line in figure 13) does not fit our data. Since it does not have a fitting parameter,
it cannot be adjusted to fit the data, either. Wood et al.’s model does not fit
our data with their proposed values for A and B. It does, however, fit the data
equally good as Spruit’s model does when adjusting A and B accordingly. We
can therefore conclude that Spruit’s model and the adjusted version of Wood et
al.’s model both make successful predictions for the ratio of saline and thermal
Nusselt numbers in the parameter range that we simulated in the non-rotating
case. Albeit, they do so only after the system has reached its equilibrium state.
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Figure 13: Average saline Nusselt number vs. average thermal Nusselt number
for Ta = 0. The black dots are data points from our simulation, the (red) solid
line is a plot of (20) with q = 0.95, the (green) dotted line is a plot of (21), the
(blue) dash-dotted line is a plot of (22) with B/A = 0.3, the (black) dashed line
a plot of (22) with B/A = 0.128.
Taking Spruit’s model as a starting point, we calculate the interval that
NuS/NuT has to lie in. Starting from (20) after a few elementary transforma-
tions we get
NuS
NuT
=
q
Le1/2Rρ
− 1
NuT
(
q
Le1/2Rρ
− 1
)
≡ g(NuT ) (23)
The smallest possible value of NuT is one, which corresponds to the case of
pure diffusion:
g(1) =
q
Le1/2Rρ
− q
Le1/2Rρ
+ 1 = 1. (24)
In the limit of NuT →∞ we get
limNuT→∞g(NuT ) =
q
Le1/2Rρ
. (25)
Provided that q ≥ Le1/2Rρ the ratio of Nusselt numbers g(NuT ) is therefore
bounded by
1 ≤ NuS
NuT
≤ q
Le1/2Rρ
. (26)
In our reference case, where Le = 0.1 and Rρ = 1.3 this gives
1 ≤ NuS
NuT
≤ 2.43 q. (27)
Setting the fit parameter q = 0.95, which is the value that fits the data in figure
13, we end up with
1 ≤ NuS
NuT
≤ 2.31 (28)
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Figure 14: Ratio of average saline and thermal Nusselt number vs. simulation
time for up to t = 0.1 (left) and t = 0.4 for Ta = 0. The state of the system can
be separated into different regions of sharply rising and slowly declining ratio
of Nusselt numbers that correspond to states of layered convection, boundary
layer creation and overturning convection.
Our data confirms this for all times except for the initial plume phase, as
can be observed from figures 5 and 14. The maximal value of NuS/NuT is
≈ 2.25. The plots show another interesting result. It appears that the ratio
of Nusselt numbers is a good classification for the state of the flow. After the
plumes have broken, a convective layer is established (at t ≈ 0.013 in figure
14). The thickness of the layer ds increases with time until the top of the layer
reaches the upper boundary of the shell (at t ≈ 0.034 ). Then, thermal and
saline diffusive boundary layers at the shell boundary are established. This is
indicated by a rise of NuS/NuT . We suspect that if we had a second layer on
top, these would then start to merge at this point. But since we have imposed
boundary conditions there, the state of the system relaxes to a homogeneous
convective layer embedded between diffusive transition ranges at both top and
bottom, a state that is reached at t ≈ 0.2 .
We note here that during layer formation and extension q and, likewise, A
and B in the models of Spruit and Wood et al., respectively, may not remain
constant and their values may not be the same for differently sized stacks of
layers or during a “merging process” or for different boundary conditions.
If and which influence rotation and a change of Pr andRρ have onNuS/NuT
will be investigated next.
5.2.2 Influence of rotation on the relationship between NuS and NuT
The first row of figure 15 shows NuS/NuT against the simulation time for dif-
ferent rotation rates up to t = 0.2 (left) and up to t = 1 (right). For no rotation,
at low simulation times, the ratio of saline and thermal Nusselt numbers rises
monotonously with a high slope until it relaxes to a slightly falling “plateau
of (slowly growing) layered convection” only to sharply rise again and relax to
a statistically continuous value. Rotation seems to stretch the plateau which
exists while the thickness ds of the layer grows and turns it into more of a sink
and makes it much wider for higher rotation rates. For the highest rotation
rates, the ones where the final state is one of diffusion, there is no plateau/sink
at all, the ratio of Nusselt numbers falls monotonously and approaches one.
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Figure 15: The ratio of saline and thermal Nusselt numbers for the three pa-
rameter pairs (Pr = 1, Rρ = 1.3) (upper row), (Pr = 0.5, Rρ = 1.3) (middle
row) and (Pr = 1, Rρ = 1.5) (lower row) for simulation times up to t = 0.02
(left column) and t = 1 (right column).
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The maximum value for NuS/NuT does not change for Ta ≤ 1.11 · 106. For
Ta = 107 it decreases from ≈ 2.25 obtained for all lower Taylor numbers to
≈ 2. For Ta = 4 · 107 it decreases further to ≈ 1.8. For Ta = 1.11 · 108 the
ratio of Nusselt numbers does not reach its global maximum after t ≈ 0.05 but
before. This is before the system is in statistic equilibrium. When it reaches
the equilibrium state, convection is suppressed and both Nusselt numbers tend
to one. The same is true for Ta = 109.
Since fast rotation does have a significant effect on the ratio of Nusselt
numbers and hence the flux ratio, a measure of the rate of rotation has to enter
the theoretical prediction (20) or the fit formula (22).
5.2.3 Modifying Pr and Rρ
Looking at the middle and last row of figure 15 we get the same result that
was seen in chapters 4.3 to 4.6. Lowering the Prandtl number decreases the
influence that a higher rotation rate has on the stability of semiconvection.
While for Ta = 4 · 107 the asymptotic state of the ratio of Nusselt numbers
occurs at t ≈ 0.7, for a Prandtl number half as high, the corresponding case
with Ta = 8·107 reaches the asymptotic state already at t ≈ 0.35. So the phases
of layered convection and the creation of a diffusive boundary layer happen on
a shorter time scale for lower Prandtl numbers. Likewise, increasing Rρ to
1.5 on the other hand slows down the time development for Ta = 107 and
turns Ta = 107 into a diffusive case where NuS/NuT drops to 1 after an early
maximum value. The saturation of NuS/NuT for the non-diffusive cases occurs
at the same time as for NuS .
5.3 The influence of rotation on the lifetime of a layer
Next, we take note of the time at which the thermal Nusselt number reaches
the asymptotic value. We chose the thermal Nusselt number because it has the
sharpest kink when reaching the statistically stable state. The results are sum-
marised in table 3. The times were taken from figure 9. Obviously, increasing
Rρ delays the time development of NuT while lowering Pr accelerates it. But
since these are far too few data points to make a sound assumption about an
underlying law we restrict ourselves to just listing them.
6 Summary and Outlook
We have studied the influence of rotation on semiconvection in a three dimen-
sional spherical shell. First, we have run simulations without rotation with
Pr = 1 and a stability ratio Rρ = 1.3 to set up a reference calculation. Then,
we compared simulations with different rates of rotation to the non-rotating
case and compared the values for thermal and saline Nusselt numbers and ki-
netic energies. We concluded that slow rotation has hardly any influence on
layer formation while fast rotation suppresses convective transport completely.
At intermediate rotation rates the temporal development of layers may take an
entire thermal diffusion time scale at some critical Ta. This is why short simu-
lation times can be highly misleading as there may be a long relaxation phase.
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Ta · Pr tasymptotic
Pr = 1, Rρ = 1.3 Pr = 1, Rρ = 1.5 Pr = 0.5, Rρ = 1.3
0 0.056 n/a n/a
1 · 105 0.056 n/a n/a
4 · 105 0.059 0.110 0.046
1.11 · 106 0.060 0.124 0.048
1 · 107 0.132 0.428 0.106
4 · 107 0.724 ∞ 0.328
1.11 · 108 ∞ ∞ ∞
1 · 109 ∞ ∞ ∞
Table 3: Time in thermal diffusion time scales when thermal Nusselt number
reaches the statistically stable asymptotic state. n/a means that we did not run
simulations for these parameters. ∞ means that there is no statistically stable
convective state for these parameters.
At low rotation rates the relaxation of NuT to its quasi-equilibrium value oc-
curs on a much smaller timescale that for NuS . Furthermore, for higher Ta the
equilibrium state is no longer quasi-adiabatic but becomes increasingly more
superadiabatic with ever more extended, diffusive transition regions at the layer
boundaries.
We have also compared results from simulations with a modified Prandtl
number or a modified stability ratioRρ and conclude that the critical value of the
Taylor number Tacrit at which convection is suppressed depends weakly on Pr
and strongly on Rρ. For lower Pr the equilibrium state requires less (turbulent)
kinetic energy, since less viscous friction occurs which converts kinetic energy
into heat. For higher Rρ the maximum Ta for which convection develops, drops,
so the critical Rρ in the sense of Spruit (2013) and Radko (2003) should depend
on Ta. We have also compared our results with the three regimes of rotational
constraints that King et al. (2013) suggested and conclude that they are a valid
means of classifying the effect of rotation on semiconvection but have to be
extended by a dependence on Rρ. Similarly, if using the Rossby number as a
means for the influence of rotation it has to be extended by a dependence on
Rρ as well.
We have studied the relationship of NuT and NuS which seems to be a good
indication for the state of the flow in terms of layered convection, boundary
layer creation, relaxation to thoroughly mixed convection and the final state of
overturning convection. For the case without rotation, we compared our data
with model predictions by Spruit (2013), Rosenblum et al. (2011) and Wood
et al. (2013). For the equilibrium state of the system, Spruit’s model fits our
data perfectly, while Wood et al.’s model does so only after readjusting their
fitting parameters. Rosenblum et al.’s model does not deliver a satisfactory fit
to our data. For the rotating case, the models have to be readjusted, however,
since fast rotation is found to significantly affect the ratio of Nusselt numbers.
Our work is a step on the ladder of correctly understanding the influence of
double-diffusive convection on the heat and solute transport in rapidly rotat-
ing systems like some stars and planets. We already know that semiconvection
significantly constrains heat transport. If we now respect that high rates of
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rotation can further decrease the effective heat and solute fluxes, the assumed
overall heat flux in a rapidly rotating system undergoing double-diffusive con-
vection has to be lowered even further when modeling planets or stars. Future
works can include a more precise study of the influence of rotation on the life-
time of a layer and an investigation of the opposite regime of double-diffusive
convection: that of salt-fingering.
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