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We use Monte Carlo simulations to demonstrate generic scaling aspects of classical phase transitions ap-
proached through a quench (or annealing) protocol where the temperature changes as a function of time with
velocity v. Using a generalized Kibble-Zurek ansatz, we demonstrate dynamic scaling for different types of
stochastic dynamics (Metropolis, Swendsen-Wang, and Wolff) on Ising models in two and higher dimensions.
We show that there are dual scaling functions governing the dynamic scaling, which together describe the scal-
ing behavior in the entire velocity range v ∈ [0,∞). These functions have asymptotics corresponding to the
adiabatic and diabatic limit, and close to these limits they are perturbative in v and 1/v, respectively. Away
from their perturbative domains, both functions cross over into the same universal power-law scaling form gov-
erned by the static and dynamic critical exponents (as well as an exponent characterizing the quench protocol).
As a by-product of the scaling studies, we obtain high-precision estimates of the dynamic exponent z for the
two-dimensional Ising model subject to the three variants of Monte Carlo dynamics; for single-spin Metropolis
updates zM = 2.1767(5), for Swendsen-Wang multi-cluster updates zSW = 0.297(3), and for Wolff single-
cluster updates zW = 0.30(2). For Wolff dynamics, we find an interesting behavior with a non-analytic break-
down of the quasi-adiabatic and diabatic scaling, instead of the generic smooth cross-over described by a power
law. We interpret this disconnect between the two scaling regimes as a dynamic phase transition of the Wolff
algorithm, caused by an effective sudden loss of ergodicity at high velocity.
PACS numbers: 64.60.De, 64.60.F-, 64.60.Ht, 05.70.Ln
I. INTRODUCTION
Phase transitions and critical phenomena have formed a
dominant theme in statistical physics for a long time and
new aspects are still subject to active research. This is not
only because of the importance and elegance of the funda-
mental aspect of many-body systems in the original setting of
condensed-matter physics, but also thanks to diverse applica-
tions to various complex systems in other areas of physics, as
well as in chemistry, biology, and even in economy and social
sciences. Any system with collective behavior resulting from
a large number of interacting particles (or “agents”) can be de-
scribed by methods of statistical physics, and phase transitions
often are important features of such systems.
A fundamental aspect of phase transitions is the scale in-
variance emerging upon approaching a critical point, which
leads to universal scaling behavior independent of micro-
scopic characteristics. The theoretical understanding of uni-
versality in equilibrium statistical mechanics is well estab-
lished in terms of the renormalization group (RG).1 Attempts
have also been made to generalize this formalism as well as
general scaling hypotheses to non-equilibrium phase transi-
tions and dynamic critical scaling,2–20 but the understanding
here is much less complete. Since many important systems
are far from equilibrium, deeper understanding of criticality
and scaling behavior under such conditions is called for.
In this paper we report progress in characterizing dynami-
cal critical scaling at classical (thermal) phase transitions. We
discuss a scaling hypothesis for a very general class of quench
(or annealing) protocols in which a function with a single dy-
namic exponent (along with the standard equilibrium expo-
nents) describes the changes from adiabatic to diabatic evolu-
tion. To test the scaling forms we study phase transitions in
classical Ising models, using Monte Carlo (MC) simulations
with both single-spin and cluster updates.
A. Kibble-Zurek Mechanism
Our approach is based on extensions of the Kibble-Zurek
(KZ) arguments,3,4 which originally focused on quantitatively
relating defect formation (e.g., the typical defect size and the
density of defects) to the rate of change (the quench velocity)
of a parameter of the system (such as the temperature, external
fields, etc.). The KZ mechanism and extensions of it have
successfully been used to describe out-of-equilibrium physics
at both classical3,4,13 and quantum phase transitions7–9,12,14–18
(for a general review, see, e.g., Refs. 19,20).
We consider a system with critical temperature Tc. When
this system is quenched to the neighborhood of Tc by starting
from some initial temperature Ti > Tc and ending at some
final temperature Tc ≤ T < Ti, if the rate of change is suffi-
ciently slow the system evolves adiabatically toward its equi-
librium state at temperature T . (More accurately, we should
refer to this limit as quasi-static when we are dealing with an
open system. We will here use the term adiabatic in the gen-
eralized sense.) Small deviations from adiabaticity (the quasi-
adiabatic regime) can be described by adiabatic perturbation
theory (as has been demonstrated explicitly for quenches of
quantum systems at zero temperature,18,21 and one can antic-
ipate direct analogues for classical quenches). In contrast, if
the evolution is fast (the quench velocity is high), excitations
lead to a large density of defects and the adiabatic description
breaks down. The KZ mechanism provides a natural way to
distinguish these perturbative and non-perturbative regimes.
According to the arguments of KZ, for the quasi-adiabatic
picture to be valid, the time τq that the system is allowed to
take to approach the final temperature T must be at least of
the order of the relaxation time τrel associated with the sys-
2tem’s microscopic dynamical properties at that temperature.
The relaxation time is simply related to the equilibrium spa-
tial correlation length ξT according to
τrel ∼ ξzT , (1)
which defines the dynamic exponent z. This exponent de-
pends on the equilibrium universality class of the phase tran-
sition, as well as the stochastic dynamics imposed on the sys-
tem (or, alternatively, one can consider Hamiltonian dynam-
ics, e.g., in quantum systems). Thus, for a linear quench with
velocity v, the criterion for staying adiabatic is obtained by
requiring for the total quench time τq:
τq ∼ |Ti − T |/v ∼ τrel ∼ ξzT ∼ |T − Tc|−zν , (2)
where ν is the equilibrium correlation-length exponent.
Another way to interpret the above relationship is to con-
sider the remaining time τ of a quench which has reached
temperature T > Tc after starting out at some Ti > T and
which is to continue all the way down to Tc. Then, for a given
τ , or equivalently, for given velocity v, the relation
τ = |T − Tc|/v ∼ |T − Tc|−zν (3)
defines the temperature T at which the system falls out of the
adiabatic evolution and essentially freezes, not being able to
evolve significantly for the remainder of the quench process.
This should hold independently of the starting temperature Ti
if it is sufficiently above T . From this relation we can also
extract the velocity (the KZ velocity)
vKZ(T ) ∼ |T − Tc|1+zν , (4)
at which the system falls out of adiabaticity at temperature T .
Thus, it is, in the thermodynamic limit, not possible to stay
adiabatic all the way down to Tc. We present an alternative
derivation of this result in Appendix A, where we consider
the continuous quench as a series of infinitesimal quenches.
We can also write down the spatial length-scale ξv associ-
ated with a given velocity, i.e., the correlation length reached
at the point where the infinite system freezes and cannot fol-
low the instantaneous equilibrium state. Since ξv ∼ ξT for the
quasi-adiabatic evolution and ξT ∼ |T −Tc|−ν at the point of
freezing, Eq. (4) gives
ξv ∼ v−1/(z+1/ν). (5)
For a finite system the maximum length scale is L, i.e., ξv ≤
L, and the characteristic velocity separating the adiabatic and
non-adiabatic responses then has an lower bound, which is
simply obtained, according to standard arguments in finite-
size scaling theory,33 by replacing the largest length-scale for
the infinite system by L. In this case that means ξv → L in
(5). Thus, a system of linear size L will remain adiabatic all
the way down to Tc, provided that the quench velocity is of
the order of the size-dependent KZ velocity given by
v
KZ
(L) ∼ L−(z+1/ν). (6)
When the velocity is below this characteristic value, the non-
adiabatic response of the system is very small and can be
treated perturbatively. In contrast, when the velocity exceeds
v
KZ
(L) the quasi-adiabaticity breaks down and the response
of the system corresponds to non-adiabatic dynamics which is
non-perturbative in v.
It should be pointed out that it is in general not possible to
assign an exact value to v
KZ
(L) (and all the other quantities
defined above), as Eq. (6) only indicates a proportionality and
the change between the quasi-adiabatic and non-perturbative
regime normally takes place in the form of a smooth cross-
over (although we will also demonstrate an interesting excep-
tion, where the break-down of the quasi-adiabatic regime is
sudden). We will here use extensive MC simulations to extract
scaling functions of the form f(v/vKZ) describing the dy-
namic approach to the critical point for several models and dy-
namic schemes, from which the cross-over scale can be read-
ily read-off. In addition to the KZ scale, we will also inves-
tigate and quantify another, higher-velocity (diabatic) cross-
over scale va related to a size-independent microscopic (lat-
tice) scale a.
B. Dynamic exponents
As we have seen in the discussion above, the dynamic scal-
ing will naturally involve the dynamic exponent z of a given
combination of model and imposed MC dynamics (updat-
ing scheme for the system configurations). For Metropolis
dynamics,29 in which N single-spin flip attempts define a unit
of time in updating the system configurations, many works
have been devoted to extracting the value of z (which in the
case of Metropolis dynamics we will often call zM) for the 2D
Ising model, e.g., Refs. 34–41. The values obtained are typi-
cally close to 2.2, with zM = 2.1667(5), obtained in Ref. 38,
often quoted as the most reliable result. The relatively large
dynamic exponent implies that the Metropolis algorithm suf-
fers rather severely from critical slowing-down42 when the
system is close to its critical point—the collective critical clus-
ters persist for long times when updated only gradually by
single-spin flips. Despite of the critical slowing-down issue,
Metropolis dynamics is still indispensable in its own right due
to its close correspondence to relaxation processes due to local
couplings to the environment in experiment systems.30 More-
over, the Metropolis algorithm is very widely applicable to
simulations even of very complex many-body systems. Even
though there is no experimental counterpart of cluster updates,
efficient cluster updates such as the Swendsen-Wang (SW)31
and Wolff algorithms32 have been very important to reduce
or eliminate the inefficiency caused by critical slowing down
in simulations. However, unlike the Metropolis scheme, the
applicability in practice of these algorithms is restricted to a
smaller number of models.
For SW updates of the 2D Ising model, where the system is
subdivided into clusters and each cluster is flipped with proba-
bility 1/2, the nature of the dynamic scaling is still somewhat
controversial. Values for the dynamic exponent have typi-
cally fallen in the range zSW = 0.2 ∼ 0.35,43–46 but in some
works it was instead proposed that the characteristic time di-
verges not as a power Lz but logarithmically, which would
3imply zSW = 0.48 For the 3D Ising model the exponent is
not known very precisely, with results typically falling in the
range zSW = 0.44 ∼ 0.75.45–47,49
In the Wolff algorithm, which can be regarded as an im-
provement over the SW algorithm, clusters are constructed
one at a time and always flipped. It is therefore normally more
likely to flip large clusters.47 The value of the dynamic expo-
nent was estimated at zW ≈ 0.3 for the 2D Ising model, and
in the range zW ∼ 0.28 to 0.44 for the 3D Ising model.46,47
C. Aims and outline of the paper
We here explore dynamic critical scaling in MC simulations
of the Ising model, primarily in two dimensions but with some
results also for higher dimensions. We change the temperature
linearly or nonlinearly as a function of MC time and focus on
the approach to the critical point. When such a quench be-
comes extremely slow (and perhaps is more properly referred
to as annealing), the scheme described above is known as sim-
ulated annealing.22
While ideas of how to incorporate insights from the KZ
mechanism or similar considerations into simulated anneal-
ing processes have been discussed previously,23–25 the goal
of these works has normally been to maximize the efficiency
of the process of finding the global energy minimum of a sys-
tem (optimizing the annealing schedule), or to reach the finite-
temperature equilibrium distribution as fast as possible. Also,
simulated annealing was studied to analyze the interplay be-
tween the KZ mechanism and coarsening dynamics.26,27 In
our work presented here, the objective is instead to study the
scaling behavior when the transition point is approached in
systems of different size and at different velocities.
The basic idea is to generalize the standard finite-size scal-
ing techniques, where scaling functions depend on the ra-
tio L/ξT , to finite-velocity scaling where L/ξv should en-
ter in a similar way. Our main aim is to establish bench-
marks for dynamical critical scaling, especially the form of
the scaling functions describing quenches to Tc, for a pro-
totypical model system and the above mentioned most com-
monly used MC updating schemes. Some aspects of this
kind of generalized KZ scaling have already been reported,
e.g., in quantum systems where similar scaling behavior
applies,12,14,15,18 in some classical systems based on effec-
tive dynamical Ginzburg-Landau models13, and in the con-
text of soliton formation that can be described by the stochas-
tic Gross-Pitaeveski equation.11 In Ref. 10, Gong et al. stud-
ied a similar non-equilibrium setup with external-field tuning
in infinite-size limit, motivated by general scaling arguments
and an RG approach. Some studies have also been reported
of linear temperature quenches similar to those discussed in
this paper.6,28 Here we propose different ways to analyze data
and provide a more complete characterization of the scaling
behaviors in the entire velocity range.
We study basic classical Ising models described by the
generic Hamiltonian
H = −J
∑
〈i,j〉
σiσj , (7)
where the coupling is ferromagnetic,J > 0, and the spins take
values σi = ±1. The site pairs 〈i, j〉 normally correspond
to nearest neighbors (and we then impose periodic bound-
ary conditions) but we will also consider the fully-connected
model (i.e., all site pairs are included in the summation). We
discuss the two-dimensional (2D) case in the main results sec-
tion and discuss the three-dimensional (3D) and fully con-
nected cases in Appendix B. For the dynamics, we use single-
spin flips accepted according to the Metropolis algorithm29 as
as well as two different cluster algorithms; those of Swendsen-
Wang31 and Wolff.32
The rest of the paper is organized as follows: In Sec. II we
discuss details of the dynamic scaling of the order parame-
ter for linear and generalized non-linear power-law protocols
through which the system is quenched to the critical point. We
also discuss the use of different scaling functions applicable in
the low-velocity (quasi-adiabatic) and high-velocity (diabatic)
regimes, as well as in the regime (a universal scaling regime)
connecting these behaviors. In Sec. III we demonstrate the ap-
plication of the dynamic scaling ansatz using simulation data
obtained with the three different MC updating schemes for the
2D Ising model. In Sec. IV we summarize our main conclu-
sions and discuss potential further applications. An alterna-
tive derivation of the KZ velocity is provided in Appendix A,
where we also briefly discuss optimized protocols given finite
time resources for quenching. In Appendix B we demonstrate
dynamic scaling with SW and Wolff cluster updates for the
3D and fully-connected Ising models.
II. DYNAMIC FINITE-SIZE SCALING
It is well known in equilibrium physics that systems show
universal finite-size scaling behavior in the neighborhood of
the critical temperature Tc. Physical quantities can then be
described by a non-singular scaling function g(L/ξ
T
) and a
universal power of the system size according to the form
A(L, T ) = Lκ/νg(L/ξ
T
) = Lκ/νG[(T − Tc)L1/ν ], (8)
where κ is an exponent depending on the universality class
of the transition and the quantity A. This general equilibrium
form was initially hypothesized based on observations and has
now been rigorously demonstrated through the renormaliza-
tion group.1,33
We here discuss how the KZ mechanism introduced in
Sec. I A can be incorporated into finite-size scaling forms for
systems undergoing quench dynamics.
A. Generalized KZ finite-size scaling
In a non-equilibrium setup, which we here first take to be
a linear quench toward the critical point, the scaling argument
4L/ξv, with ξv defined in Eq. (5) should enter in addition to the
equilibrium argumentL/ξT . Equivalently, as is clear from the
definitions in Sec. I A, we can also consider the velocity ratio
v/vKZ(L). We use it to write down an ansatz in terms of a
function depending on the two scaling arguments;
A(T, L, v) = Lκ/νf(L/ξ
T
, v/v
KZ
) (9)
= Lκ/νF
[
(T − Tc)L1/ν , vLz+1/ν
]
.
This generalized scaling ansatz has been justified in quan-
tum systems in the slow limit using adiabatic perturbation
theory,7,21 and it has also been demonstrated in the case of
quantum phase transitions in imaginary-time dynamics.14,18
However, except for several works by Zhong and collabora-
tors (where an L → ∞ formalism was mostly adopted from
the outset)6,10,28 and Chandran et al.13 the classical counter-
part has not, to our knowledge, been investigated as exten-
sively as the quantum case.
B. Linear quench protocol and procedures
Clearly, Eq. (9) reduces to the standard equilibrium finite-
size scaling ansatz in the limit v → 0. When v 6= 0 the frame-
work allows us to study the response of the system away from
the adiabatic limit. For a system with a known value of Tc,
one can carry out a quench process from a high temperature,
Ti > Tc to Tc, hence eliminating the first argument in the
universal function in (9);
A(Tc, L, v) = L
κ/νF (vLz+1/ν). (10)
This scaling form is very similar to the equilibrium form (8)
and is easy to study the size and velocity dependence of phys-
ical quantities at the transition point, using data-collapse tech-
niques familiar from conventional finite-size scaling.
The main purpose of the work reported here is to justify the
generalized scaling ansatz (10) at T = Tc by testing it in de-
tail for classical phase transitions and investigating its range
of applicability. We present several bench-mark cases show-
ing that the ansatz works extremely well. Below we will also
extend Eq. (10) by introducing yet another scaling argument
v/va, where va is related to a microscopic scale. One can then
observe scaling over the entire velocity range v ∈ [0,∞].
Theoretically, any temperature higher than Tc can be used
as the initial temperature (or one can start below Tc from an
ordered state, but here we will only consider Ti > Tc) but in
practice a higher temperature implies that it is easier to gen-
erate an equilibrated configuration before the quench process
begins (which would be particularly important when studying
spin glasses or related systems with very slow equilibration
close to Tc). The details of the diabatic dynamics will also
of course depend on Ti, but for slower velocities the results
should become independent of the initial condition.
Knowing the exact value of Tc prior to the simulation is not
a necessary condition for this approach to work, since one can
also track, e.g., the order parameter or the Binder cumulant52
in non-equilibrium simulations and locate Tc by various scal-
ing techniques similar to equilibrium finite-size scaling. We
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FIG. 1: (Color online) Illustration of linear quenches of the 2D Ising
model. A system of size N = 32 × 32 was equilibrated at the ini-
tial temperature Ti = 1.5Tc and was thereafter linearly quenched to
Tc. The quench velocity was v = 0.5Tc/τq , where τq is the total
quench time. Here one unit of time is defined as one MC step con-
sisting N attempts to flip randomly selected spins using the standard
Metropolis probability. Shown are the temperature (bottom panel)
and the magnetization squared (top panel) versus time for different
total quench times. We will focus our studies here on the scaling of
〈m2〉 at the final point.
demonstrated this recently for a quantum model.18 However,
for purpose of demonstrating dynamic scaling at classical
transitions under different dynamic schemes, we will here use
the known values of Tc for the systems of interest.
For obtaining the results presented in this paper, we typ-
ically started with an equilibrated configuration at an initial
temperature Ti = 1.5Tc and performed an MC quench pro-
cess carrying the system to its critical point. The quench
velocity in the linear case can therefore be written as v =
0.5Tc/τq , where τq is the total quench time in units of MC
steps. We note that one unit of time in MC simulations nor-
mally corresponds to an extensive number of spin flips (but
we will also consider a case, with Wolff dynamics, where this
is not true). The precise definition of the time unit depends on
the dynamics used.
Typical examples of linear quench processes are illustrated
in Fig. 1 with results for the magnetization squared (which
will be the only physical quantity studied in this paper);
m2 =
(
1
N
N∑
i=1
σi
)2
. (11)
In this case the exponent κ = −2β in Eq. (10) and we expect
scaling at Tc according to
〈m2〉 = L−2β/νF (vLz+1/ν), (12)
provided v is sufficiently small (and we will discuss how small
5that is below). Note that the process stops at Tc and there is
no waiting time after that to relax the system further (which
would introduce yet another time scale, which one can cer-
tainly consider but we do not include it here). Only a single
measurement of m2 is carried out after the system has reached
Tc and the brackets 〈. . . 〉 in Eq. (12) represent the ensem-
ble average over different quenches with different equilibrated
starting configurations. Typically, we calculated averages on
the basis of thousands of such independent MC runs.
The initial configuration at T = Ti was equilibrated and
sampled before the start of each run using cluster updates (to
be discussed further below) to ensure statistically independent
starting configurations for each quench process. For studying
slow dynamics it is strictly not necessary to equilibrate the ini-
tial configuration, since one can expect the system to become
memoryless for slow enough quenches when approaching Tc.
However, we here also study the fast limit and want the system
to reduce to the equilibrium at Ti when v →∞. We therefore
always equilibrate.
C. Nonlinear quench protocols
The simple scaling hypothesis discussed above has also
been generalized to non-linear protocols, where the critical
point is approached according to an arbitrary power-law of
the time t measured with respect to the final time τq ,50,51
T − Tc = v(τq − t)r, (13)
where v is the velocity as above for a linear quench (r = 1),
the acceleration (up to a factor 2) for a quadratic quench (r =
2), etc. (and for simplicity we will refer to v as the velocity,
regardless of the power r). For a sudden quench (r = 0) v
should be regarded as the amplitude of the change in T (and
with this definition note that there is no waiting time after the
quench, which is another time-scale that could be added but
we do not consider here). As in the linear case, for all r we
use Ti = 1.5Tc and express v in units of Tc as v = 0.5Tc/τrq ,
where τq is the total quench time.
The generalized critical “velocity” for arbitrary r (includ-
ing non-integer) can be easily found by following the same
arguments as in Sec. I A;
v
KZ
(L) ∼ L−(zr+1/ν). (14)
In Appendix A we provide an alternative derivation of this
result based on a time-discretized quench, which also gives
some information on how the unknown prefactor above de-
pends on the exponents involved.
The magnetization scaling form (12) with (14) becomes
〈m2〉 = L−2β/νF (vLzr+1/ν). (15)
We will study mainly r = 1 quenches but also discuss some
results for r = 1/2 and r = 2. Protocols for approaching the
critical point very slowly, in particular with negative r, have
also been investigated recently.13
D. Complete scaling form for the order parameter
For a given system size we can access a wide range of ve-
locities (the highest v < ∞ corresponding to carrying out a
single MC step) and we can therefore examine very different
response regimes of the system. When the quench velocity
becomes very high, our procedures ensure that the magnetiza-
tion squared after the quench to Tc remains close to its value
at the initial temperature Ti. Since the correlation length has
a finite value there, one expects, for sufficiently large L,
〈m2〉 = 1
N2
∑
〈i,j〉
〈σiσj〉 = 1
N
∑
j
〈σ0σj〉 ∼ L−d, (16)
where d is the number of dimensions; here d = 2 except in
Appendix B, where we also consider d = 3 and infinite di-
mensionality (in which case L is defined by L = N1/d with d
the upper critical dimension). Thus, in the high-velocity limit,
〈m2〉 should depend on the initial temperature Ti and scale as
L−d.
When the velocity decreases one can expect the order of the
system to develop gradually, and as long as the KZ correlation
length ξv is much smaller than the system size L the magneti-
zation squared should still depend on L with the trivial power
above. With the scaling form (15), this behavior necessarily
implies that the function F in this regime must reduce to a
power law of the argument vLz+1/ν ;
〈m2〉 ∼ L−2β/ν(vLzr+1/ν)−x, (17)
and this exponent can be obtained by demanding this to be
proportional to L−d, i.e.,
x =
d− 2β/ν
zr + 1/ν
. (18)
Thus, there is an intermediate universal scaling regime where
〈m2〉 ∼ L−dv−x. (19)
Note that this is not consistent with the high-velocity limit for
fixed L, where, as discussed above, 〈m2〉 must converge to
a constant times L−d (without any remaining v dependence).
The power law written as Eq. (17) should instead hold for ar-
bitrary large values of vLz+1/ν , as long as L is sufficiently
large. Below we will discuss in detail the cross-overs between
the power law and the ultimate high-v limit for any L.
Finally, when the velocity is decreased further and ap-
proaches v
KZ
(L), the assumption ξv ≪ L no longer holds.
One would then expect deviations from the power-law form
and a cross-over to a regime where Eq. (15) tends toward the
corresponding L-dependent equilibrium value of at Tc, i.e.,
the standard finite-size behavior scaling,
〈m2〉 ∼ L−2β/ν , (20)
sets in. This cross-over from the v-dependent power-law to
this equilibrium form is smooth and contained in the function
F in Eq. (15).
6To incorporate all these different asymptotics in different
velocity regimes, it is useful to introduce a short-range length
scale a, which is of the order of one lattice spacing, and, there-
fore, can be set to 1 for any practical purpose. This non-trivial
factor a is essential for defining the engineering dimension,53
a−d+2β/ν , which compensates for the discrepancy between
the scaling dimension L−2β/ν of 〈m2〉 and its canonical di-
mension L−d. The short-range length scale sets the size-
independent upper limit v ∼ va beyond which the power-law
behavior (19) should break down;
va ∼ a−(zr+1/ν). (21)
More explicitly, based on the above discussion one cannot ex-
pect Eq. (15) to be able to describe all situations with a single
scaling function F , and this function should actually be re-
placed by two different scaling functions in different regimes
of (v, L), namely,
〈m2〉 =


L−2β/νa−d+2β/ν f1(vL
zr+1/ν), v < va
L−d f2(a
−(zr+1/ν)v−1), v > vKZ(L),
(22)
where f1 and f2 are different scaling functions, valid in their
own associated velocity regions. More generally, the above
two scaling functions can be described by a single common
universal form with two arguments, i.e.,
〈m2〉 ∼ L−2β/νa−d+2β/νG(vLzr+1/ν , a−(zr+1/ν)/v).
(23)
However, it is in practice easier to analyze its two limiting
forms (22) with single scaling arguments.
In the velocity regime v ≪ v
KZ
(L), the system should be
perturbative in v, while in the opposite limit when v ≫ va
the system can be described by perturbation in 1/v. As we
will demonstrate below with numerical data, there is a wide
region, vKZ(L) < v < va, over which f1 and f2 are both
applicable. This corresponds to the regime where both pertur-
bative descriptions (in v and 1/v) have broken down and have
been replaced by a universal power-law behavior, expressed
as Eq. (17) and (19) for f1 and f2, respectively.
The basic idea that we are pursuing throughout this paper is
that by quenching the system with different velocities (or gen-
eralized velocity for r 6= 1), one can generally observe cross-
over behaviors at v ∼ vKZ(L) as well as at v ∼ va between
perturbative and non-perturbative regimes. The velocities
vKZ(L) and va separate different forms of the size dependen-
cies of the magnetization squared (which is the quantity we
focus on here, but one of course expects analogous behaviors
in other quantities). The characteristic velocity va separates
the velocity independence, 〈m2〉 ∼ L−d, from the power-law
form 〈m2〉 ∼ L−dv−x for vKZ(L) < v < va, and then an-
other characteristic velocity vKZ(L) separates this behavior
from the critical equilibrium scaling form 〈m2〉 ∼ L−2β/ν
for v < vKZ(L).
The above forms Eq. (22) can be used to analyze numerical
data by dividing 〈m2〉 by the appropriate power of L appear-
ing on the right-hand side and graphing the result versus the
argument of the scaling function. The data should then col-
lapse onto the scaling function in the region of (v, L) where it
holds; hence the scaling function is obtained. The first scaling
form f1, which requires the knowledge of critical exponents,
is analogous to the equilibrium scaling at Tc. The second scal-
ing f2, requires no knowledge of the critical exponents.
Although it is not necessary, we can also assume that the
function f1 in Eq. (22) can be written as a series expansion
of vLz+1/ν in its perturbative regime, and, as was pointed out
above, f2 should depend on Ti and can be written as a se-
ries expansion in 1/v in its perturbative regime. In their non-
perturbative regimes both functions reduce to the same power
law form (just expressed in two different ways). We there-
fore expect the following forms to hold in the three different
scaling regimes:
〈m2〉 =


L−2β/ν
∑
n
cn(vL
zr+1/ν)n, v . v
KZ
(L)
L−d
(
1
v
)x
, vKZ(L)≪ v ≪ 1
L−d
∑
n
cn(1/v)
n, v & 1
(24)
where we have explicitly set a = 1 and, therefore, va = 1.
In the following, we will refer to the velocity regime v .
vKZ(L) as the quasi-adiabatic regime, vKZ(L) ≪ v ≪ 1
as the universal scaling regime, and v & 1 as the diabatic
regime. The asymptotic form in the universal scaling regime
vKZ(L) ≪ v ≪ 1 corresponds to the power-law behavior,
Eq. (19), that both scaling functions f1 and f2 converge to.
Note again that, in practice, the highest velocity in our simu-
lations corresponds to one MC step, i.e., v = (Ti − Tc)/τrq
with τq = 1, which is of the order 1 with our chosen initial
temperature.
Normally the cross-overs between the different regimes in
Eq. (24) are completely smooth, which we will demonstrate
in the next section for Metropolis and SW dynamics in the 2D
Ising model. Remarkably, however, in the case of the Wolff
cluster algorithm we will show that the power-law regime
is absent and the cross-over between the two perturbative
regimes is not smooth. Instead, in the thermodynamic limit
both the quasi-adiabatic and diabatic scaling behaviors break
down discontinuously at specific values of the scaled velocity.
In this sense the Ising model with Wolff dynamics undergoes
a dynamic phase transition.
III. SIMULATION RESULTS
In this section we demonstrate the application of dynamic
finite-size scaling using the standard 2D Ising model on the
square lattice. We discuss results using Metropolis dynam-
ics in Sec. III A, SW dynamics in Sec. III B, and Wolff dy-
namics in Sec. III C. The exact value of Tc and the critical
exponents are known exactly from the Onsager solution:54
Tc/J = 2/ ln(1 +
√
2), ν = 1 and β = 1/8. This system
therefore provides a good testing ground for our techniques.
For all the quench processes we consider in the following we
start with an initial temperature Ti = 1.5Tc, using the value
of Tc quoted above, and then quench the system exactly to the
7critical point, at which observables are computed (and note
again that there is no further waiting at Tc; a single measure-
ment of 〈m2〉 is obtained after each quench). The quench pro-
cess for given parameters is repeated thousands of times with
different equilibrated starting configurations in order to obtain
statistically precise averages.
The focus here will be how the system responds to the dy-
namics when crossing the two characteristic velocities defined
in the previous section, va and vKZ (L) , and how the cross-
over behaviors emerge in the dynamic scaling. As shown ex-
plicitly in the scaling forms discussed above, the scaling nat-
urally involves the dynamic exponent z. Since the 2D Ising
equilibrium critical exponents are all known exactly, the dy-
namic scaling allows one to extract z independently (and note
that this exponent depends on the dynamics imposed and is
not known exactly for any of the schemes we use). In practice
we here do this by optimizing a data collapse (onto one of the
unknown scaling functions, which the process yields) with z
as the only adjustable parameter.
A. Metropolis dynamics
Typical linear quench processes using Metropolis dynam-
ics have been shown in Fig. 1. We here follow the convention
that one unit of time is defined as N = L2 attempts of flip-
ping a randomly selected spin with the acceptance probability
p = min[1, e−∆E/T ], where ∆E is the change in energy after
flipping the spin. For convenience we will give velocities in
units of Tc, i.e., with the above Ti we define v = 0.5/τrq for
total quench time τq in units of MC steps. To demonstrate the
insensitivity of the scaling to Ti, we will also present a test of
this assumption. We first discuss the linear quenches and then
present some results also for r = 1/2 and r = 2 non-linear
protocols according to Eq. (13).
1. Linear quench
Data sets for different system sizes in linear-quench simula-
tions at different velocities are analyzed collectively in Fig. 2,
using the scaling procedure appropriate when the first scaling
form in Eq. (22) applies. Scaling collapse giving the function
f1 is observed all the way from the adiabatic regime, crossing
over into universal power-law scaling, which persists up to ar-
bitrarily large values of the KZ scaled velocity vLz+1/ν when
increasingly large L is used (pushing the diabatic cross-over
further to the right). As we discussed in Sec. II, the scaling
behavior allows one to determine the dynamic exponent by
carrying out a fitting procedure in which the value of z is ad-
justed to give the optimal fit to all the data included, which we
quantify using the standard χ2 per degree of freedom (dof).
We here use two different functional forms to describe the
function f1 in the fitting procedure, as in the first two lines
of Eq. (24), in two non-overlapping windows of the scaling
argument vLz+1/ν . The “plateau and shoulder” in Fig. 2 cor-
respond to the quasi-adiabatic regime v . vKZ(L) and we
use a high-order polynomial fit in this window. For practical
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FIG. 2: (Color online) The squared magnetization scaled by L2β/ν
after linear quenches to Tc, using Metropolis dynamics for 2D Ising
models of different sizes. The collapsed data correspond to the
first scaling form, f1, in Eq. (22). The expected three different
regimes corresponding to different asymptotics can be clearly dis-
tinguished; (left) approach to the equilibrium critical scaling in the
quasi-adiabatic regime v . vKZ(L), (center) power-law scaling in
the universal regime v
KZ
(L) ≪ v ≪ 1, and (right-most points for
each L) deviations from the scaling function in the diabatic regime
v & 1. The vertical dashed line shows the point separating the two
fitting windows used in the optimization of the data collapse (vary-
ing z); to the left the fitted function approximating f1 in the quasi-
adiabatic regime is a high-order polynomial, and to the right a pure
power law (straight line) given by Eq. (18) is used to account for
the universal scaling behavior. The diabatic tails for each L were
not included in the fits. The dynamic exponent used in scaling the
x-axis was adjusted to obtain the overall best simultaneous fits of
the data in the quasi-adiabatic and scaling regimes, which resulted in
zM = 2.172(3) with the goodness of the fit, χ2/dof ≈ 1.0. Error
bars for the data points are all smaller than the symbol sizes. The
inset shows details of the L = 128 data in the region where the be-
havior crosses over from universal scaling to diabatic.
purposes, to minimize the order of the polynomial required,
we fit to the log-log data instead of the original data. The
second window corresponds to the universal scaling regime
characterized by vKZ(L) ≪ v ≪ 1, where we use a pure
power-law fit (a straight-line fit on the log-log scale).
The point separating the two fitting windows is chosen such
that χ2 computed individually in each window is statistically
good. High-v data are excluded for each L when they devi-
ate from the common curve (in which case they will also ruin
the goodness of the fit, thus allowing for systematic exclusion
of diabatic data). There are of course scaling corrections ex-
pected, as in standard finite-size scaling of equilibrium data,
but for the Ising model these are relatively small.55 We obtain
good fits by considering system sizes L ≥ 12. The statistical
error of z is computed by repeating the data-collapse proce-
dure many times with Gaussian noise added to the MC data
(with standard deviation given by the corresponding error bars
of the data). This procedure gives zM = 2.172(3), which is
in good agreement with values previously obtained, e.g., in
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FIG. 3: (Color online) The difference between the fitted function
f1(vL
z+1/ν) and the scaled magnetization squared, 〈m2〉L2β/ν
(same data as in Fig. 1). The vertical line shows the point separating
the two fitting windows. The points deviating significantly from the
horizontal line correspond to diabatic behavior and those points were
systematically excluded in the fitting procedure.
Refs. 35–38.
Fig. 3 further illustrates the optimization procedure in
the form of the deviation of the two-piece fitting function
f1(vL
z+1/ν) from the MC data for 〈m2〉L2β/ν . Statistically,
the data points fully obey the scaling collapse except for those
corresponding to the diabatic v & 1 regime (which are ex-
cluded from the fits).
Note that the purpose of parametrizing the scaling function
and carrying out fits is only to provide a convenient way to de-
fine the goodness of the data collapse. As long as the imposed
functional form is capable of reproducing the scaling function
to within the precision set by the error bars of the data (which
is self-consistently tested by the statistical soundness of the fit
quantified by χ2), this procedure in no way distorts or biases
the data collapse.
We discuss the diabatic regime next. Data collapse accord-
ing to the second of Eqs. (22) is shown in Fig. 4. The dashed
line in Fig 4 is drawn according the the value of x given by
the result of z from Fig 2. However, independently, the power-
law behavior corresponding to the straight line allows one to
estimate the dynamic exponent in a straight-forward manner
through this kind of analysis, given the relation between the
power (slope) x and z in Eq. (18). The advantage of this pro-
cedure is that the rescaling of the data does not involve any
critical exponents at all. As we will discuss in more detail
in Sec. III A 3, using linear fit after taking log-log, we obtain
xr1 = 0.550(3), which implies zM = 2.17(1), this is consis-
tent with the result obtained by f1 scaling.
Note again that the linear regions in Figs. 2 and 4 corre-
spond to the same data points, falling within the universal
scaling regime, with just two different ways of expressing the
middle line of Eq. (24), as stated according to Eq. (19) or as
in Eq. (17) by moving the appropriate power of L to the left.
As discussed in Sec. II, the initial temperature Ti at which
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FIG. 4: (Color online) Data collapse producing the second scaling
function, f2, in Eq. (22) for linear Metropolis-quenches with differ-
ent system sizes. Here the left region corresponds to the diabatic
regime, while straight-line form corresponds to the universal power-
law scaling regime. The points deviate from the common function f2
in the L-dependent quasi-adiabatic regime. The dashed line shows
the slope expected with the dynamic exponent extracted in Fig. 2.
As will be discussed in Sec. III A 3, the line with arrow indicates
the region selected for the linear fit after taking log-log, we consider
sizes L ≥ 192. The linear fit gives the slope xr1 = 0.550(3), with
χ2/dof ≈ 1.0, which implies zM = 2.17(1), consistent with the
result obtained in Fig. 2 of f1 scaling.
the system is equilibrated before the quench process begins
should only have a nominal effect on the scaling. We nor-
mally use Ti = 1.5Tc, but to demonstrate the insensitivity
of the scaling to the initial temperature we show in Fig. 5 re-
sults for a fixed system size and several values of Ti. As ex-
pected, there are differences in the diabatic regime, where in
the v → ∞ limit the results converge to the equilibrium at
Ti. Beyond this regime, at lower velocities the data quickly
converge to a common curve in the universal scaling regime.
The convergence to a pure power law is somewhat faster for
higher Ti, but it should be noted that the simulation time in-
creases with Ti, which implies that, for purposes of extracting
the dynamic exponent by fitting a straight line, there is some
trade-off between the faster convergence to the power law and
the longer simulation time. In cases where the initial equi-
libration may be challenging close to Tc, e.g., in frustrated
systems (especially glasses) where cluster algorithms cannot
be used, one may also want to start at a high Ti in order to
ensure good initial equilibration.
2. Non-linear quenches
As we pointed out in Sec. II, the KZ scaling scheme is
not restricted to linear protocols. Eq. (22) incorporate non-
linear quench scenarios through the exponent r in the defi-
nition (13) of the more general protocol. These expressions
provide a simple way to separate the quench process from the
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FIG. 5: (Color online) Data graphed according to the second scaling
function, f2, in Eq. (22) for linear Metropolis quenches on L = 48
system with different initial temperatures. As expected, f2 nominally
depends on the initial temperature only in the diabatic regime. The
inset shows more details of the data in the region where the data
converge to common curve.
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FIG. 6: (Color online) Data collapse in non-linear quenches to Tc
with Metropolis dynamics of the 2D Ising model. The top and bottom
panels are for r = 1/2 and r = 2, respectively, and v is expressed
in units of Tc according to the definition (13) of the protocols with
Ti = 1.5Tc. The data are analyzed and graphed in the same way
as the linear quenches in Fig. 2. The dashed lines show the slopes
expected according to Eq. (18) with the dynamic exponent extracted
in Fig. 2. The insets shows examples of the protocols used.
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FIG. 7: (Color online) Data collapse in the diabatic and universal
scaling regimes for non-linear Metropolis quenches, with the top and
bottom panels for protocols with r = 1/2 and r = 2, respectively.
The dashed lines show the slopes expected according to Eq. (18) with
the dynamic exponent extracted in Fig. 2. As we will discuss in
Sec. III A 3, the line in r = 2 panel indicates the region selected
for linear fit after taking log-log, we consider sizes L ≥ 48. The
linear fit yields the slope xr2 = 0.32689(7), with χ2/dof ≈ 0.9,
which implies zM = 2.1767(5), consistent with the result obtained
in Fig. 2.
underlying stochastic dynamics (updating scheme); the for-
mer is characterized by the parameter r and the latter by the
dynamic exponent z. Since in the non-equilibrium scaling re-
lations only the combination zr enters, changing the expo-
nent r has an effect similar to manipulating the dynamical ex-
ponent, which potentially can be useful for optimization and
other purposes. Here we just focus on testing the applicability
of scaling with r 6= 1.
In Fig. 6, bottom panel, we show results of a “constant ac-
celeration” quadratic quench with r = 2, in which case the
the characteristic quantity (14) stands for a critical accelera-
tion separating a perturbative and non-perturbative regimes,
in analogy with the earlier discussion of the linear quench.
The scaling collapse works very well, apart from the expected
ultra-high acceleration limit where a break-down again is ex-
pected (and the deviations can be analyzed in terms of a differ-
ent scaling function, as we will do below). The dynamic scal-
ing also holds when the parameter r is a non-integer number
corresponding to a non-analytic protocol, as it should, based
on the derivations of the KZ scaling in Appendix A (while the
applicability for non-integer r is less clear from other general-
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izations considered for r 6= 150,51). We demonstrate this with
results of a square-root quench, r = 1/2, in the top panel of
Fig. 6.
As shown in Fig. 7, scaling collapse also works very well
in the diabatic limit of both these nonlinear quench proto-
cols. A cross-over of the function f2 to the universal scal-
ing regime is observed as in the r = 1 case. Most impor-
tantly, the power-law behavior is clearly observed. One can
again use the power-law regime in the f2 scaling to estimate
the power x, which can then be translated to z according to
Eq. (18). Using linear fit after taking log-log in the f2 scal-
ing of r = 2 quench, we obtain the slope xr2 = 0.32689(7),
which implies zM = 2.1767(5). Remarkably, the statistical
precision of this result is higher than the best results based
on the r = 1 quenches discussed above, although the system
sizes there were considerably larger. It is then interesting to
ask what the optimal r is for extracting zM , but we have not
investigated this systematically. The applicability of the dual
scaling for arbitrary r also opens an interesting opportunity to
independently extract all of the exponents β, ν, and z, as we
will discuss in Sec. III A 3.
3. Combining results from different quenches
As shown in the previous section, the f1 and f2 dual scaling
behaviors are clearly observed in both linear and non-linear
quenches. The f2 scaling scheme is particularly interesting in
practice. As we mentioned in Sec. II, f2 scaling does not in-
volve the prior knowledge or optimization of the critical expo-
nents, while the power in the universal scaling regime still car-
ries the information of the critical exponents through Eq. (18).
The power x can be measured easily by linear log-log fit of the
data. This property of dual scaling and the convenient way of
extracting the power x from f2 scaling for any arbitrary r open
an interesting opportunity to extract the exponents z, ν, and β
in a completely independent way.
We first point out some important aspects of the applica-
tions of f2 scaling. One important aspect of f2 scaling is that
it corresponds to the regime in which the correlation length
ξv Eq. (5) is growing as v decreases, while ξv is still much
smaller than the system size, i.e., ξv ≪ L. Effectively, in
this regime the rescaled quantity 〈m2〉L2 is size-independent.
This property provides a simple way to do the linear fit in prac-
tice: one can simply follow the largest available sizes, when
the data points from these sizes become indistinguishable in
the f2 plot and the system sizes, thus, are large enough to be
effectively free of finite-size effects. This L convergence as-
pect is seen in Figs. 4 and 7. Quantitatively, one can again use
χ2/dof to quantify the result. If small sizes that potentially
carry finite-size effect are included in the linear fit, they will
certainly ruin the goodness of the statistics. The same prin-
ciple can also be used for selecting the region for linear fit.
The ideal region for the linear fit should be in the power-law
regime. If the data points from either the quasi-adiabatic or
diabatic regime are included, they will also ruin the goodness
of the fit quantified by χ2/dof.
In the following we use r = 1 and r = 2 quenches to
demonstrate the idea outlined above. For r = 1 quench as
shown in Fig. 4, we consider sizes L ≥ 192 since the data
points from these sizes already show indistinguishable behav-
ior in the power-law regime. The region in which linear fit is
performed is indicated by the line with arrows. The selection
of the region is determined by the minimization of χ2/dof.
We obtain xr1 = 0.550(3) with χ2/dof ≈ 1.0. For r = 2
quench shown in the bottom panel of Fig. 7, using the same
principle for selecting the system sizes (with L ≥ 48) and the
region for linear fit (indicated by the line with arrows), we ob-
tain xr2 = 0.32689(7) with χ2/dof ≈ 0.9. Given two values
xr1 and xr2 , the exponents can be easily computed as :
zν =
xr2 − xr1
r1xr1 − r2xr2
≡ a,
dν − 2β = (r2 − r1)xr1xr2
r2xr2 − r1xr1
≡ b.
(25)
According to the above expressions, we obtain a = 2.17(8)
and b = 1.75(5). Furthermore, with either the r1- or the r2-
quench, one can use f1 scaling with 2-parameter fitting to ob-
tain β/ν and z + 1/ν, as indicated by Figs. 2 and 6. We
use the f1 scaling from the r = 1 quench, treating all ex-
ponents as unknown and performing a 2-parameter fitting for
p1 = z + 1/ν and p2 = β/ν and we obtain p1 = 3.16(5),
p2 = 0.13(1) with χ2/dof ≈ 1.0. Combining with the results
from Eq. (25), one can then solve for z, ν, and β:


z + 1/ν = p1,
zν = a,
β/ν = p2,
⇒


z = 2.16(4),
ν = 1.00(3),
β = 0.13(1).
(26)
These exponents all agree with their known or expected (in the
case of z) values within the error bars, which were estimated
by introducing Gaussian noises to the fit parameters a, p1, and
p2 and solving the equations repeatedly.
This method should be particularly useful in cases where it
is difficult to reach the adiabatic limit and carry out standard
finite-size scaling techniques around Tc, e.g., for frustrated
systems such as spin glasses.56
B. Swendsen-Wang dynamics
Due to the rather large dynamic exponent, the Metropo-
lis algorithm suffers significantly from critical slowing down.
Physically, the slow dynamics originates from the inability
of single-spin (or any local) updates to quickly change the
structure of configurations with large clusters. In the SW
algorithm,31 a spin configuration is decomposed into clus-
ters using bond variables introduced through the Fortuin-
Kasteleyn transformation.57,58 A broad range of cluster sizes
appear according to Coniglio-Klein droplet theory,59 and
the algorithm is therefore much more efficient (has a much
smaller dynamic exponent) than the Metropolis scheme.
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FIG. 8: (Color online) Results of linear quenches with SW dynamics
of the 2D Ising model. The magnetization squared and the quench
velocity are rescaled according to the first line in Eq. (22), resulting
in data collapsing onto the scaling function f1. A high-order polyno-
mial was fitted to the data and the dynamic exponent was adjusted to
optimize this fit, giving the optimal exponent zSW = 0.297(3) with
χ2/dof ≈ 1.0. The dashed line indicates the predicted power-law
behavior according to Eq. (18) in the universal scaling regime given
the optimized value of zSW.
In the SW algorithm, one unit of time is defined as de-
composing the all spins in a configuration into clusters, us-
ing bonds set between same-oriented spins with probability
P = 1 − e−2J/T . Each spin uniquely belongs to one of
the clusters (with spins having no connected bonds treated as
clusters of size 1) and each cluster is flipped independently
with probability 1/2. In the quench process we again start at
Ti = 1.5Tc and stop exactly at the known Tc, repeating the
procedure thousands of times for averaging.
The dynamic scaling, summarized as Eq. (22), is indepen-
dent of the underlying updating scheme, except for the value
of z. We can therefore carry out the same kind of non-
equilibrium quench process as in the previous subsection to
study SW dynamics. Here we will focus on the linear quench
(r = 1) of the 2D Ising model.
We again observe scaling collapse onto a scaling function
f1 according to the first line of Eq. (22), as shown in Fig. 8
(where we have not shown the diabatic data points, which de-
viate from the common scaling function—they will be ana-
lyzed further below). Here the dynamic exponent was again
optimized to give the best fit. Due to the rather small value
of the exponent in this case, zSW ≈ 0.3, the universal power-
law scaling regime is less accessible than in the Metropolis
case. We therefore use a polynomial fit (to log-log data) in the
whole region of the scaling variable in the figure, instead of
dividing it into two velocity regimes. Nonetheless, given the
predicted power x, Eq. (18), one can still test the consistency
with the power-law behavior expected in the universal scaling
regime after the optimized zSW has been obtained. The result
for the dynamic exponent is zSW = 0.297(3), which is con-
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FIG. 9: (Color online) Scaling collapse using the second line of
Eq. (22) to obtain the diabatic to power-law scaling function f2 in
the case of SW dynamics. The dashed line shows the slope expected
with the dynamic exponent extracted in Fig. 8. As in the case of
Metropolis, one can also independently obtain z by measuring the
slope in the power-law regime. The line with arrow indicates the re-
gion in which linear fit is performed after taking log-log, we obtain
x = 1.35(4) with χ2/dof ≈ 0.9, which implies zSW = 0.29(4).
sistent with Ref. 45 (but with a smaller error bar). The dashed
line in Fig. 8 shows the predicted power-law given the above
value of the dynamic exponent. The agreement is indeed good
for the right-most points. This behavior strongly supports the
conventional critical dynamics with zSW > 0, instead of a
logarithmic divergence of the time scale.48
Note again that, for clarity, in Fig. 8 we have not shown the
diabatic points deviating from the common scaling function.
These data points are included in Fig. 9, which shows a scaling
collapse according to the second line of Eq. (22). We can
observe that the universal power-law regime is reached in a
window of 1/v where the data is collapsed for the system sizes
we have used. As demonstrated in Metropolis case, one can
independently estimate zSW by performing linear fit in the f2
scaling after taking log-log, this procedure yields x = 1.35(4)
with χ2/dof ≈ 0.9, which implies zSW = 0.29(4). As in the
Metropolis case, the zSW extracted by f1 and f2 scalings are
completely consistent.
C. Wolff dynamics
The Wolff algorithm32 is an improvement of the SW algo-
rithm. It is based on constructing single clusters according
to the same bond rule as in the SW algorithm, but each time
starting from a random seed site (instead of one not previ-
ously visited when decomposing the whole system into non-
overlapping clusters in the SW algorithm) and flipping the
clusters with probability one. The clusters are then on average
larger than in the SW algorithm, and the dynamic exponent is
therefore normally smaller.47
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FIG. 10: (Color online) Scaling collapse in the quasi-adiabatic
regime (giving the scaling function f1) for Wolff cluster dynamics
with the time unit defined as the flipping of a single cluster. Here
the scaling collapse appears to break down at a singular point, as
shown in greater detail in the inset. In the regime where scaling col-
lapse can be achieved, the optimized value of the dynamic exponent
is z′W = 0.55(2) with χ2/dof ≈ 1.0.
In order to compare the dynamics of the SW and Wolff al-
gorithms it is important to treat the time-step in the latter in
such a way that the number of spins flipped is proportional to
N . Clearly, above Tc this is not the case for a single cluster,
but one can still define the elementary unit of time as the flip-
ping of one cluster and subsequently rescale the time based on
the average cluster size, so that an extensive number of spins
are flipped in the rescaled time unit. This is straight-forward
in the equilibrium, where the scaling of the average cluster
size is known in terms of critical exponents and the Fourtuin-
Kasteleyn mapping.57,59 The critical Wolff cluster size scales
as the magnetic susceptibility, χ ∼ Lγ/ν . This implies that
on average ∼ Ld/Lγ/ν Wolff updates correspond to one MC
step as defined in SW or Metropolis dynamics. Denoting by
z′W the dynamic exponent measured using the single-cluster
time unit and by zW the exponent corresponding to prop-
erly rescaled time, the relationship between these exponents
is therefore47
zW = z
′
W − (d− γ/ν). (27)
In non-equilibrium simulations the situation is more compli-
cated, as we will see below.
We here perform the same kind of linear quench with Wolff
dynamics at different velocities as in the previous subsections
for Metropolis and SW dynamics. We consider the elementary
time unit as a single cluster flip and later discuss the subtleties
involved in this definition.
The scaling procedure of the squared magnetization ex-
pected to yield the function f1 is shown in Fig. 10. Here
we observe a feature distinctively different from the Metropo-
lis and SW cases: There is no universal scaling regime with
power-law behavior. There is still a quasi-adiabatic regime
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FIG. 11: (Color online) Bottom panel: Temperature dependence of
the average cluster size C relative to the system size N in Wolff-
quenches at different velocities on a 128 × 128 lattice. Top panel:
The fraction of spins that are actually flipped with respect to the ini-
tial configuration after the entire quench process, graphed as a func-
tion of the rescaled velocity with the dynamic exponent z′W = 0.55
as obtained in Fig. 10. The fraction of flipped spins should approach
1/2 if the system at the initial and final times are completely decor-
related.
where the data collapse well. We discuss this regime first
and will return later to the lack of universal power-law scaling
regime.
In the quasi-adiabatic regime the rescaled squared magne-
tization is rather flat in Fig. 10. Upon closer examination, as
shown in the inset, there is still a clear drop when the scaled
velocity approaches the region where the data-collapse breaks
down. Interestingly, that break-down appears to take place
at a single well defined point. Using a polynomial fit to the
data before this point and optimizing the collapse by adjust-
ing the dynamic exponent as in the previous cases, we obtain
z′W = 0.55(2). This again is the dynamic exponent measured
according to the single-cluster definition of time, and to com-
pare with Metropolis and SW dynamics the exponent should
be shifted according to Eq. (27)—provided that the quench is
sufficiently adiabatic throughout this regime. Since for the 2D
Ising model γ = 7/4 and ν = 1, we obtain zW = 0.30(2).
This value is in good agreement with previous results, e.g.,
Ref. 47, providing further confirmation of the quench process
being effectively adiabatic in the regime where the scaling col-
lapse occurs in Fig. 10.
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Let us now discuss the break-down of scaling collapse and
absence of a power-law regime at higher rescaled velocity.
It seems clear that the break-down should be related to the
single-cluster definition of the time unit. The typical size of
the cluster is naturally associated with the temperature and the
corresponding KZ correlation length, ξv, reached at a given
time step. This implies that at the early stage of the quench
most of the system is left untouched by the Wolff construc-
tion, due to the small ξv and cluster size. The growth of the
cluster size versus T as T is decreased is of course slower
than in the equilibrium. The bottom panel of Fig. 11 shows
the average cluster size for different quench times as a frac-
tion of the total system size for a system of size 1282. It
is also illuminating to examine the fraction Rf of spins ac-
tually flipped with respect to the initial configuration during
the entire quench, i.e., counting the number of spins that are
different in the initial and final configurations. If the simula-
tion is ergodic within the total quench time, so that the initial
and final configurations can become completely decorrelated,
this fraction should be very close to 1/2 (strictly speaking,
Rf → 1/2 exponentially fast for quench times much longer
than the autocorrelation time). Furthermore, with any defini-
tion of the time unit where all spins are visited, the fraction ap-
proaches some L-independent constant, Rf ∈ (0, 1/2), when
v →∞ (in practice, with our definitions, at v = (Ti−Tc)/τq
with τq = 1; the minimum quench time of one MC step).
However, as shown in the top panel of Fig. 11, with the single-
cluster definition the flipped fraction decays sharply with in-
creasing velocity and size. Interestingly, it reaches 1/2 at a
scaled velocity very close to the special point where the scal-
ing collapse breaks down in Fig. 10. It is clear that no quasi-
adiabatic evolution, or even critical scaling, can take place if
the scheme effectively is non-ergodic, as theRf → 0 behavior
indicates.
There is still of course a diabatic regime where in the high-
velocity limit the magnetization squared approaches its equi-
librium value at the initial temperature. In this case, since the
effect of the single-cluster flips in one unit of time changes
with T , the velocity is not constant if one rescales to a time
unit in which an extensive number of spins is flipped. There-
fore, effectively, the procedure corresponds to a nonlinear
quench protocol leading to an effectively much faster ap-
proach to the diabatic limit with increasing v than in schemes
based on usual definitions of the time unit with an extensive
number of spin flips. With usual time definitions, for any sys-
tem size L one can reach any configuration, in principle, in a
single time steps, while with the Wolff algorithm, in the dia-
batic regime, the number of steps (flipped clusters) needed for
ergodic sampling increases with the system size and also with
the velocity (since the clusters increase in size with decreasing
velocity).
Despite the peculiarities of the Wolff time unit, we can
still attempt to rescale the data in Fig. 10 using the same di-
abatic approach as in the SW and Metropolis cases, to ob-
tain the scaling function f2 in Eq. (22) for Wolff dynam-
ics. However, in this case we have to modify the argument
a−(zr+1/ν)/v = vaKZ/v of the scaling function, because the
effective velocity is normalized up by a factor, the inverse av-
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FIG. 12: (Color online) Scaled squared magnetization in the diabatic
regime, using a velocity rescaling of the form expected in this regime
(accounting for the size of the Wolff-clusters decreasing with the sys-
tem size as L−2 for fixed v).
erage fraction of flipped spins in a time step, which, as we
have seen above, vanishes with increasingL for fixed v. Since
we are analyzing the diabatic regime, where the cluster size
should be L-independent for sufficiently large L, the flipped
fraction of spins in one step should scale asL−d, and, thus, we
should let v → vLd in the scaling analysis. Setting the lattice
scale parameter a = 1 as before, we therefore expect scaling
collapse with f2(L−d/v), here with d = 2. Indeed, as shown
in Fig. 12, graphing 〈m2〉L2 versus L−2/v, the data collapse
almost perfectly, down to a velocity where the scaling func-
tion appears to diverge in the thermodynamic limit (with the
quasi-adiabatic plateaus splitting off later as L grows).
The above analysis shows that, even with the subtleties of
the single-cluster time unit in the Wolff algorithm, there are
still two well defined slow and fast regimes, where essentially
perfect data collapse onto functions f1 and f2 can be achieved.
Unlike the cases of Metropolis and SW dynamics, these scal-
ing functions do not have any universal power-law parts con-
necting them in cross-overs, but instead they both break down
in a singular manner with one type of scaling replaced by a
completely different kind of scaling. In terms of rescaling of
the time unit of the single-cluster Wolff steps, we have demon-
strated that on the adiabatic side it is with the standard factor
(same as in the equilibrium), t → tL−(d−γ/ν), while on the
diabatic side it is just t → tL−d. The failures of these time
rescalings at singular points leads us to conclude that Wolff
dynamics is associated with a dynamic phase transition, and
this transition is related to a sudden effective loss of ergodicity
as a function of the velocity in fast quenches.
IV. SUMMARY AND DISCUSSION
We have demonstrated a non-equilibrium quench approach
and associated dynamic scaling scheme for studying the scale-
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Dynamics Model z
Metropolis 2D 2.1767(5)
Swendsen-Wang
2D 0.297(3)
3D 0.53(1)
fc 1.2(2)
Wolff
2D 0.30(2)
3D 0.24(2)
fc 0.04(4)
TABLE I: Dynamic exponents obtained using either f1 or f2 scal-
ing for Ising models in two and three dimensions, as well as the
fully-connected (fc) model (infinite-dimensional). The Metropolis
dynamic exponent for 2D case quoted above is from f2 scaling of
r = 2 quench, which yields the best estimate so far. The exponents
for Wolff dynamics have been shifted using Eq. (27) to account for
the single-cluster definition of the time unit of the simulations.
invariant universal behavior and various cross-over behaviors
when approaching critical points of classical phase transitions.
Using three different variants of MC dynamics—Metropolis,
SW, and Wolff—we demonstrated that the order parameter
(the squared magnetization) is governed by two different scal-
ing functions describing quasi-adiabatic (including fully adi-
abatic) and diabatic (including extreme diabatic) evolution
from an initial paramagnetic state to the critical point. In all
cases we have studied, the two scaling functions capture the
dynamic behavior for the entire range of velocities v ∈ [0,∞)
for all system sizes (up to very small subleading finite-size
corrections also present in the equilibrium). This complete
characterization of the non-equilibrium scaling for several dy-
namic schedules was the main result of the paper. In addition,
we showed that the quench scheme can also be used to extract
accurate values of the dynamic exponent for given combina-
tions of models and dynamics. In the main part of the paper
we used the standard 2D Ising model, but we have also in-
vestigated the 3D and fully-connected (infinite-dimensional)
variants and report results for them in Appendix B. We sum-
marize our results for the dynamic exponents in Table. I.
In this paper we performed linear and non-linear quenches
to exactly the critical point Tc and observed excellent scaling
in both cases. The quasi-adiabatic and diabatic scaling func-
tions can be described perturbatively in v and 1/v, respec-
tively, for small values of these parameters. These regimes
are normally (for SW and Metropolis dynamics) smoothly
connected to each other via cross-overs to a universal, non-
perturbative power-law scaling regime that can be described
by either function. However, with Wolff dynamics, the two
scaling regimes are separated in a singular manner and there is
no power-law regime. This can be traced to the single-cluster
definition of the time unit in the Wolff algorithm, which for a
linear quench leads to an effectively non-linear, ultrafast ap-
proach to the diabatic limit, where the scheme becomes effec-
tively non-ergodic. It is remarkable that the loss of ergodicity
takes place in such a singular way, and not through a smooth
cross-over. The singular change in the scaling function can be
interpreted as a dynamic phase transition.
An issue with the non-linear quenches of the form (13) is
that the critical point has to be known exactly for the proto-
col to be asymptotically non-linear. If the critical point is not
precisely known and the final point of the quench is therefore
off the targeted critical value, the quench ultimately becomes
linear (if one stops below the true Tc)19 or doesn’t reach Tc
at all (if one stops above the true Tc). In this situation, as-
sume that the final point of the non-linear quench is T ∗, the
offset from the critical point |Tc − T ∗|L1/ν enters as another
argument of the scaling function (10). As usual in the scaling
theory, the shorter length scale dominates, and, providedT ∗ is
below Tc and not too far off Tc, one should be able to observe
non-linear scaling r 6= 1 for some range of velocities before a
cross-over to r = 1 scaling. If T ∗ > Tc there should instead
be a cross-over into high-T behavior with a finite correlation
length. These cross-overs will be interesting targets for future
studies.
Non-equilibrium relaxation from an ordered state has been
widely used in the past to extract the dynamic exponents for
ordered systems as well as spin glasses.35,60,61 In our language,
this corresponds to a sudden quench to the critical point, r = 0
in Eq. (13), starting from the ordered state (instead of starting
from the disordered state, as we did in the present work). The
“velocity” in this case is the inverse waiting time [unlike our
definition (13) where for r → 0 there is effectively waiting
before a sudden quench and no waiting after], and the order
parameter asymptotically decays as a power of the time. Nor-
mally the decay is studied for systems sufficiently large to ef-
fectively be in the thermodynamic limit for the time windows
considered. We have not compared these approaches in terms
of their abilities to extract high-precision values for the dy-
namic exponent, but at least naively it appears to us that it
should be better to take advantage of finite-size and finite ve-
locity scaling. In addition, for a linear quench one can also
easily, without much additional computational effort, obtain
results not only at a known (or approximately known) final
critical point, but one can collect data also before the critical
point is reached and continue past the critical point as well.
This opens opportunities for other types of scaling studies in
the vicinity of Tc, using Eq. (9) and its generalizations to in-
corporate both adiabatic and diabatic scaling functions.
Our value for the dynamic exponent for Metropolis up-
dates of the 2D Ising model is in good agreement with the
best known value.38 As we mentioned in Sec. I B, for clus-
ter dynamics the value of z has been a matter of debate for
some time. For SW dynamics, it was claimed in Ref. 48 that
zSW = 0 for the 2D Ising model. However, based on our
approach, a nonzero zSW is clearly shown, not only in the
scaling collapse of Fig. 8 but also as indicated by the consis-
tent pow-law behavior in the universal scaling regime. For
Wolff dynamics of the 2D Ising model, it was reported in
Ref. 48 that zW = 1.19(2), which is significantly higher than
the value obtained in Ref. 47. The latter is consistent with
our result in Table I. As pointed out in Ref. 48, zW com-
puted with standard relaxation from an ordered state may in
practice be sensitive to the initial state, unless extremely long
times are considered. Furthermore, the result may also de-
pend on the targeted observable.49 In this sense we think our
approach is more stable in practice and has useful features for
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self-consistency checks, e.g., the same power laws appearing
in all three dynamical regimes in Eq. (24).
We have demonstrated that the dynamic exponent in prin-
ciple can be extracted by two different kinds of scaling
collapses, especially when the static exponents are already
known, given either the quasi-adiabatic function f1 or the di-
abatic function f2 in Eq. (22). Throughout the demonstration
we show that the results of z obtained by f1 and f2 are com-
pletely consistent. Since the diabatic quenches are very fast
in comparison to the quasi-adiabatic ones, it is more tempting
to focus on the universal power-law scaling before the cross-
over into the quasi-adiabatic behavior. Apart from the savings
in raw computer resources, the data-collapsing procedure for
f2 in the universal scaling regime requires no knowledge or
optimization of critical exponents; one simply plots 〈m2〉N
versus v−1, in the style of Fig. 4, Fig. 7, or Fig. 9, and uses
linear fit to extract the slope x of the collapsed data on the
log-log plot. The resulting x of course still is a combination
of the critical exponents (18) and one needs some further steps
to disentangle them.
It is very interesting to note that all the static exponents can
be extracted along with z by combining results from two dif-
ferent quench protocols characterized by two different values
of r in Eq. (13), as we demonstrated in Sec. III A 3. This may
potentially be very beneficial to systems such as spin glasses,
where the large dynamic exponent makes it very difficult to
carry out equilibrium calculations for large systems.56 In our
proposed method above, the need to equilibrate configurations
at and close to the glass transition is completely circumvented,
as one can start from some elevated temperature, where the
equilibration is fast, and any slowing down “problem” just re-
flects the underlying dynamic exponent and manifests itself in
the form of the desired exponent x.
We also point out that the non-equilibrium scheme dis-
cussed here is not restricted only to classical phase transitions,
but also applies to quantum phase transitions, which can be
studied, e.g., with the quantum MC simulation schemes re-
cently developed in Refs. 14,18 for evolution in imaginary
time. Some results for transverse-field Ising models were al-
ready reported in the above papers.
In this paper, we have discussed temperature quenches, but
the same framework is also applicable to quenching, e.g., an
external field. Beyond the critical scaling discussed in this
paper, such quenches allow one to investigate numerous as-
pects of first-order phase transitions and hysteresis in the Ising
model, as was already done in some cases.10,62–64
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Appendix A: Derivation of the Kibble-Zurek velocity for
non-linear quenches and construction of optimal adiabatic
quench protocols
The original derivation of the KZ mechanism is not en-
tirely satisfying, as it treats proportionality in a rather cav-
alier (though ultimately correct) way. For instance, in the
first argument, Eq. (2), for the total time required for a lin-
ear quench to stay in equilibrium, there is an apparent depen-
dence on the initial temperature Ti, which disappears in the
subsequent analysis. Furthermore, if the initial temperature is
very close to the final one, it appears that one should take into
account that the system is already from the outset almost in
equilibrium at the final temperature, and, hence, the time re-
quired to stay in equilibrium should be shorter than suggested
by Eq. (2). More generally, any quench taking place over a
finite time can be seen as a series of small sudden quenches,
and in each of them the time to equilibrate should be much
smaller than Eq. (2). From the outset it is not clear whether
the total, integrated time of a quench staying in equilibrium is
really the same as Eq. (2) and its nonlinear generalizations.
We will here show very explicitly that this is true for power-
law quenches. The calculations can easily be generalized for
any protocol.
We also note that, for nonlinear quenches of the form (13),
when r → 0 the protocol effectively turns into waiting for the
full time τq and then quenching suddenly to Tc, while r →∞
corresponds to the reversed situation; first quenching suddenly
to Tc and then waiting a time τq . It is then interesting to see
how r enters in the proportionalities, e.g., in the finite-size KZ
velocity Eq. (4). Our derivations below gives several prefac-
tors of the proportionalities, which, among other things, can
be useful for constructing optimized quench protocols.
1. Kibble-Zurek velocity
We here treat a power-law quench of the form (13) for ar-
bitrary r (including r < 0) and any final time ≥ Tc. We
imagine dividing the temperature window of interest into n in-
tervals ∆T between points T0, T1, . . . , Tn, with T0 the initial
temperature (at which the system is presumed to be in thermal
equilibrium before the quench starts) and the final temperature
Tn, with Tc ≤ Tn < T0. We replace the smooth quench by a
series of n steps consisting of the temperature dropping sud-
denly by the fixed amount ∆T from T = Ti to Ti+1, followed
by a waiting time ∆t(T ) determined by the protocol and ∆T .
This is illustrated in Fig. 13. We will eventually take the limit
∆T → 0 to recover the smooth quench process.
With the protocol (13) generalized to final time Tn, the time
versus temperature is given by
t = τq − v−1/r(T − Tn)1/r, (A1)
and therefore the time taken for the i:th quench step, where the
temperature decreases from Ti to Ti+1 by the small amount
∆T , is given by
∆t(Ti) =
∆T
rv1/r
(Ti − Tn)1/r−1. (A2)
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FIG. 13: (Color online) Discretized quench protocol in which the
continuous time dependence of the temperature is replaced by a se-
ries of sudden quenches in which the temperature is changed by a
constant amount ∆T .
Now consider the relaxation time. Since the steps are small,
if the system was in equilibrium at Ti it is almost in equi-
librium after the temperature change, and the time ∆τ (Ti) to
equilibrate at the new temperature should be given by the time
taken to increase the correlation length from ξ(Ti) to ξ(Ti+1),
which should be just the differences in the equilibration times
at the two temperatures;
∆τ (Ti) = ξ
z
T (Ti+1)− ξzT (Ti)
= (Ti+1 − Tc)−νz − (Ti − Tc)−νz
= −∆T d
dT
(T − Tc)−νz|T=Ti
= ∆T νz(Ti − Tc)−νz−1. (A3)
The criterion for staying in equilibrium is now simply ob-
tained by comparing this incremental relaxation time with the
time taken for the i:th step according to Eq. (A2). We can
use this kind of comparison in different ways, e.g., to find the
velocity needed to stay in equilibrium all the way to the fi-
nal temperature Tn or to find the temperature Ti at which the
system falls out of equilibrium. Here we explicitly consider
quenches all the way to the critical temperature; Tn = Tc.
We can first ask what the requirement is for staying in equi-
librium during the whole process. The criterion for this is that
∆t(Ti) > ∆τ (Ti) for all i, which, according to Eqs. (A2) and
(A3) means that
1
rv1/r
(T − Tn)1/r−1 > νz(T − Tc)−νz−1, (A4)
where we have implicitly taken the limit ∆T → 0. Here we
can disregard the prefactors and just conclude that the quench
can stay adiabatic all the way down to Tc, provided that
1
r
< −νz, (A5)
i.e., r has to be negative and it takes an infinitely long time
to actually reach Tc—in this case the protocol formally has
to be modified, with the total time (A1) spent to get down to
temperature T becoming
t =
v1/|r|
(T − Tc)1/|r| , (r < 0). (A6)
This kind of ultra-slow quench was recently considered in
work by Chandran et al,13 who also obtained, through a dif-
ferent derivation, the adiabaticity criterion (A5).
When the quench parameter r is larger than the above
threshold value, the system will fall out of equilibrium at
some temperature, when ∆τ (T ) > ∆t(T ). To analyze this
condition we keep all the prefactors in Eqs. (A2) and (A3).
The threshold criterion for staying in equilibrium according
to Eq. (A4) for given r can then be written as (with Tn = Tc
and taking the ∆T → 0 limit)
νz(T − Tc)−νz−1 ∼ 1
rv1/r
(T − Tc)1/r−1, (A7)
which we simplify as
(T − Tc)νz+1/r ∼ νzrv1/r . (A8)
From this proportionality expression we can extract the tem-
perature at which the system falls out of equilibrium for fixed
r and v. We can also extract the critical velocity required to
stay in equilibrium down to temperature T > Tc, i.e., the KZ
velocity,
vKZ(T ) ∼ (νzr)−r(T − Tc)νzr+1, (A9)
which agrees with the r = 1 result stated in Eq. (4). From this
result we can also obtain an L-dependent KZ velocity (thresh-
old for staying in equilibrium all the way down to Tc) by re-
placing (T − Tc)−ν by L, giving
vKZ(L) ∼ (νzr)−rL−(zr+1/ν), (A10)
in agreement with Eq. (14). However, we also now see that
there is a prefactor which becomes very small for large r, es-
pecially if νz is large (as is the case, e.g., for spin glasses). Of
course the power of T −Tc or L is still dominant, but in some
cases, e.g., for optimization purposes, it can be important to
consider the prefactor as well. Similar r-dependent prefactors
have been derived in a different way in the context of opti-
mized passages through quantum-critical points (T = 0).65
2. Optimal protocol
Eq. (A9) gives the relation between the correlation length
at the point where the adiabatic approximation breaks down
and the generalized velocity of the quench:
ξv ∼ 1|T − Tc|ν ∼ (νzr)
−r/(zr+1/ν)v−1/(zr+1/ν). (A11)
It is interesting that this simple expression can be immedi-
ately used to find the optimal adiabatic protocol maximizing
the correlation length for a fixed quench time τq . Expressing
v ∼ 1/τrq we find that
ξv(τ) ∼
( τq
νzr
)−r/(zr+1/ν)
. (A12)
This expression coincides with the one obtained in Ref. 65 for
quantum quenches. The optimal value of the exponent r can
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FIG. 14: (Color online) Optimized scaling collapse for linear SW
quenches of the 3D Ising model, giving z
SW
= 0.53(1) with
χ2/dof ≈ 1.1. The dashed line shows the anticipated power-law
asymptotic behavior in the universal scaling regime, with the above
value of the dynamic exponent and the slope x given by Eq. (18).
now be obtained by extremizing ξv with respect to r at fixed
duration τq , which is equivalent to the condition
νr
(νzr + 1)2
log
( τq
νzr
)
= 1. (A13)
In the long time limit (τq ≫ 1) this equation can be approxi-
mately solved, giving
r ∼ 1
νz
log(τq), (A14)
which is exactly the optimum power obtained in Ref. 65 for
quantum systems, and which was also subsequently obtained
numerically for classical systems with Langevin dynamics.66
Here we have obtained this classical result from the very sim-
ple but rigorous arguments of successive equilibration illus-
trated in Fig. 13.
Note that in the limit τq →∞ in Eq. (A14), the optimal pa-
rameter r → ∞, which, as discussed in the beginning of this
Appendix, turns the protocol into a sudden quench followed
by a waiting time τq . However, since the divergence of r is
only logarithmic in τq , and νz can be large, in practice, given
a finite time resource τq , the optimal protocol can still be very
far from the sudden quench.
Appendix B: Higher-dimensional models
Despite the similar dynamic exponents of the SW and Wolff
algorithms when applied to the 2D Ising model, zSW ≈ zW ≈
0.3, the degree of critical slowing-down with these algorithms
can be very different in higher dimensions. To demonstrate
that the scaling schemes developed and tested in the bulk of
the paper also apply beyond the simple 2D Ising model, and
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FIG. 15: (Color online) Optimized log-log scaling collapse for linear
SW quenches of the fully-connected Ising model, giving z
SW
=
1.2(2) with χ2/dof ≈ 0.8.
to further examine the peculiarities of the Wolff algorithm dis-
covered in Sec. III C, we here present results of linear SW and
Wolff quenches of Ising models in higher dimensions. The
resulting dynamic exponents are listed in Table I.
For the 3D Ising model, with the Hamiltonian (7) defined
with nearest-neighbor interactions on the simple cubic lattice,
numerical estimates for the critical point Tc and the exponents
are known to rather high precision;67,68 J/Tc = 0.22169(2),
ν = 0.6298(5), and η = 0.0366(8). Given these exponents,
we use the exponent relation 2β/ν = 1 + η in the r = 1
dynamic scaling relation (15).
We write the Hamiltonian for the fully-connected (or
infinite-dimensional) Ising model as
H = − J
N − 1
N∑
i=1
∑
j>i
σiσj , (B1)
where the coupling is normalized by the system size. Since
mean-field theory becomes exact for this model when N →
∞, we have Tc/J = 1, and the critical exponents are ν = 1/2,
β = 1/2. To apply scaling forms such as Eq. (22) in this case
we have to use the upper critical dimension of the Ising model,
dc = 4, to define the effective system length as Leff = N1/dc
and use d = dc.
1. Swendsen-Wang dynamics
Data collapse for SW dynamics on the 3D model is shown
in Fig. 14. Fitting a polynomial to the quasi-adiabatic region
and adjusting the exponent to optimize the collapse as before
gives z
SW
= 0.53(1), this is in good agreement with Ref. 46.
The collapsed region where this fitting procedure was carried
out corresponds mainly to the quasi-adiabatic regime, but a
cross-over to a power-law regime, with the slope consistent
with the expected exponent, is also clear for the larger system
sizes.
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FIG. 16: (Color online) Optimized scaling collapse in the quasi-
adiabatic regime of the 3D Ising model with Wolff dynamics. The
optimal dynamic exponent with the single-cluster time unit is z′
W
=
1.27(2) with χ2/dof ≈ 1.0. The shifted value according to Eq. (27)
is z
W
= 0.24(2). The inset shows more details of the data (but on a
lin-lin plot) around the point where the data collapse breaks down.
The same kind of scaling collapse for the fully-connected
Ising model is shown in Fig. 15. Here we have much less data,
but, focusing on the quasi-adiabatic regime, we can observe
scaling collapse with a dynamic exponent z
SW
= 1.2(2). This
in good agreement with mean-field calculation,47 according to
which zMF = 1.
2. Wolff dynamics
As we saw in the Sec. III C, Wolff dynamics on the 2D Ising
model exhibits scaling collapse in the quasi-adiabatic and dia-
batic regimes, but the smooth cross-over with power-law scal-
ing in Eq. (24) is lacking. It is interesting to investigate how
this behavior evolves as the dimensionality is increased, which
we do here by studying the 3D and fully connected models.
The analysis of the data in the quasi-adiabatic regime is pre-
sented in Fig. 16. Here, again, the data collapse appears to
break down essentially at a point, with no apparent signs of
any emergent power-law scaling behavior (although the point
at which the curves split off from the scaling function ap-
pears to show somewhat more finite-size drift than in Fig. 10,
where almost no drift can be seen). The dynamic exponent
is z′
W
= 1.27(2). To compare this with the exponent in SW
dynamics, one again has has to shift the value according to
Eq. (27), which gives z
W
= 0.24(2). This is close to the re-
sult obtained in Ref. 69.
Turning now to the fully connected Ising model, Fig. 17
shows the outcome of an optimized data collapse yielding
z′
W
= 2.04(4), or, after shifting the value according to
Eq. (27), z
W
= 0.04(4). This confirms the expectation that
the Wolff algorithm should be completely free from critical
slowing down in this case.47 The figure also shows an inter-
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FIG. 17: (Color online) Optimized scaling collapse in the quasi-
adiabatic regime of the fully connected Ising model subject to Wolff
dynamics. The optimal dynamic exponent is z′
W
= 2.04(4), or
z
W
= 0.04(4), with χ2/dof ≈ 0.9. The dashed line shows the
expected behavior with z′ = 2 and mean-field static exponents
(ν = β = 1/2) if the exponent relation (18) is valid (which does
not appear to be the case).
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FIG. 18: (Color online) The same data as in Fig. 17, analyzed using
diabatic scaling. Here the exponent b ≈ 1.2 accounts for the growth
of the Wolff-cluster size with Leff . It was optimized for the best
data collapse. The dashed line shows the expected behavior with the
exponent (18) with z′ = 2, that does not appear to apply here.
esting feature different from any of the other cases we have
considered: While the data collapse now does also extend to
(apparently) arbitrarily high scaled velocities and the behav-
ior does look like a power law, the slope on the log-log plot
is not what would be expected based on the relationship (18)
with the dynamic exponent extracted in the optimization of the
data collapse (i.e., with z′ = 2 in place of z in the expression
for the exponent x). While we do not know the exact reason
for this, one can suspect that it has to do with the non-locality
of the model invalidating the arguments leading to the expo-
nent relation (18), perhaps similar to violation of hyperscaling
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relations above the upper critical dimension.
In Sec. III C, when analyzing the the diabatic regime for the
2D model, we had to rescale the velocity by a factor Ld to ac-
count for the fact that the Wolff clusters stay constant in size
for fixed v when the system grows. In the fully-connected
model, however, since the number of interacting bonds per
site increases as N , the Wolff clusters should be expected to
grow as well, as some power of the size. We have not investi-
gated this behavior explicitly and therefore just assume that it
is power law and graph 〈m2〉Ldceff versusL−beff /v (= N−b/4/v),
where b is optimized and should be expected to be less than
du = 4 (since the clusters cannot grow faster than N ). As
shown in Fig. 18, we can indeed achieve data collapse this
way, with b ≈ 1.2, although the subleading finite size correc-
tions are very strong. This value of b indicates that the Wolff
clusters grow approximately as ∼ N0.3.
Beyond the clearly diabatic behavior in Fig. 18 we cannot
yet, for the range of system sizes considered, observe a clear
power-law scaling regime, although the convergence of the
data is certainty consistent with a power law. Again, as in
Fig. 17 the behavior does not appear to be consistent with the
expected exponent given by Eq. (18), shown with the dashed
line in Fig. 18.
1 K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
2 P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49, 435
(1977).
3 T. W. B. Kibble, J. Phys. A: Math. Gen. 9, 1387 (1976).
4 W. H. Zurek, Nature 317, 505 (1985).
5 H. K. Janssen, B. Schaub, and B. Schmittman, Z. Phys. B 73, 539
(1989).
6 F. Zhong and Z. Xu, Phys. Rev. B 71, 132402 (2005).
7 A. Polkovnikov, Phys. Rev. B 72, 161201(R) (2005).
8 W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett. 95, 105701
(2005).
9 J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
10 S. Gong, F. Zhong, X. Huang, and S. Fan, New J. Phys. 12,
043036 (2010).
11 B. Damski and W. H. Zurek, Phys. Rev. Lett. 104, 160404 (2010).
12 S. Deng, G. Ortiz, and L. Viola, Europhys. Lett. 84, 67008 (2008).
13 A. Chandran, A. Erez, S. S. Gubser, and S. L. Sondhi, Phys. Rev.
B 86, 064304 (2012).
14 C. De Grandi, A. Polkovnikov, and A. W. Sandvik, Phys. Rev. B
84, 224303 (2011).
15 M. Kolodrubetz, B. K. Clark, and D. A. Huse, Phys. Rev. Lett.
109, 015701 (2012).
16 A. Chandran, F. J. Burnell, V. Khemani, S. L. Sondhi, J. Phys.:
Cond. Matt. 25, 404214 (2013).
17 M. Kolodrubetz, D. Pekker, B. K. Clark, and K. Sengupta, Phys.
Rev. B 85, 100505 (2012).
18 C.-W. Liu, A. Polkovnikov, and A. W. Sandvik, Phys. Rev. B 87,
174302 (2013).
19 J. Dziarmaga, Adv. Phys. 59, 1063 (2010).
20 A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, Rev.
Mod. Phys. 83, 863 (2011).
21 C. De Grandi, A. Polkovnikov, A. W. Sandvik, J. Phys.: Cond.
Matt. 25, 404216 (2013).
22 S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, Science 220, 671
(1983).
23 S. Suzuki, J. Stat. Mech. (2009) P03032.
24 S. Suzuki, J. Phys.: Conf. Series. 302, 012046 (2011).
25 Y. Nourani and B. Andresen, J. Phys. A: Math. Gen. 31, 8373
(1998).
26 G. Biroli, L. F. Cugliandolo, and A. Sicilia, Phys. Rev. E 81,
050101(R) (2010).
27 P. L. Krapivsky, J. Stat. Mech. 2010, P02014.
28 F. Zhong, in Applications of Monte Carlo Method in Science and
Engineering Edited by S. Mordechai (In Tech, Rijeka, 2011).
29 N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller,
and E. Teller, J. Chem. Phys. 21, 1087 (1953).
30 M. J. Dunlavy and D. Venus, Phys. Rev. B 71, 144406 (2005).
31 R. H. Swendsen and J.-S. Wang, Phys. Rev. Lett. 58, 86 (1987).
32 U. Wolff, Phys. Rev. Lett. 62, 361 (1989).
33 M. N. Barber, in Phase Transitions and Critical Phenomena,
Vol. 8, edited by C. Domb and J. Lebowitz (Academic, London,
1983).
34 K.-t. Leung, J. Phys. A: Math. Gen. 26, 6691 (1993).
35 F.-G. Wang and C.-K. Hu, Phys. Rev. E 56, 2310 (1997).
36 N. Ito, Physica A: Stat. Mech. Appl. 196, 591 (1993).
37 N. Ito, Pramana 64, 871, (2005).
38 M. P. Nightingale and H. W. J. Blo¨te, Phys. Rev. B 62, 1089
(2000).
39 Y. Murase and N. Ito, J. Phys. Soc. Jpn. 77, 014002 (2008).
40 P. H. Poole and N. Jan, J. Phys. A: Math. Gen. 23, L453 (1990).
41 K. MacIssac and N. Jan, J. Phys. A: Math. Gen. 25, 2139 (1992).
42 H. Yahata and M. Suzuki, J. Phys. Soc. Jpn. 27, 1421 (1969).
43 C. F. Baillie and P. D. Coddington, Phys. Rev. B 43, 10617 (1991).
44 Z. B. Li, L. Schu¨lke, and B. Zheng, Phys. Rev. Lett. 74, 3396
(1995).
45 W. Klein, T. Ray, and P. Tamayo, Phys. Rev. Lett. 62, 163 (1989).
46 P. D. Coddington and C. F. Baillie, Phys. Rev. Lett. 68, 962
(1992).
47 P. Tamayo, R. Brower, and W. Klein, J. Stat. Phys. 58, 1083
(1990).
48 J. Du, B. Zheng, and J.-S. Wang, J. Stat. Mech. 2006, P05004
(2006).
49 G. Ossola and A. D. Sokal, Nucl. Phys. B 691, 259 (2004).
50 C. De Grandi, V. Gritsev, and A. Polkovnikov, Phys. Rev. B 81,
012303 (2010).
51 In Ref.50 the protocol was defined as T − Tc = v(τq − t)r/r!.
For simplicity we here leave out the factor 1/r!.
52 K. Binder, Phys. Rev. Lett., 47, 693 (1981).
53 S. Sachdev, Quantum Phase Transitions, Second Edition (Cam-
bridge University Press, 2011).
54 L. Onsager, Phys. Rev. 65, 117 (1944).
55 A. W. Sandvik, AIP Conf. Proc. 1297, 135 (2010).
56 H. G. Katzgraber, M. Ko¨rner, and A. P. Young, Phys. Rev. B 73,
224432 (2006).
57 C. M. Fortuin and P. W. Kasteleyn, Physica 57, 536 (1972).
58 A. W. Sandvik, Phys. Rev. E 68, 056701 (2003).
59 A. Coniglio and W. Klein, J. Phys. A: Math. Gen. 13, 2775 (1980).
60 Y. Ozeki and N. Ito, J. Phys. A: Math. Theor. 40, R149 (2007).
61 G. Parisi, P. Ranieri, F. Ricci-Tersenghi, and J. J. Ruiz-Lorenzo, J.
Phys. A: Math. Gen. 30, 7115 (1997).
62 K. A. Takeuchi, Phys. Rev. E 77, 030103(R), (2008).
63 H. Zhu, S. Dong, and J. M. Liu, Phys. Rev. B 70, 132403 (2004).
20
64 Z. Fan, Z. Jinxiu, and L. Xiao, Phys. Rev. E 52, 1399 (1995).
65 R. Barankov and A. Polkovnikov, Phys. Rev. Lett. 101, 076801
(2008).
66 M. J. M. Power and G. De Chiara, arXiv:1306.4989.
67 M. Creutz, P. Mitra, and K. Moriarty, J. Stat. Phys. 42 823 (1986).
68 M. Hasenbusch, K. Pinn, and S. Vinti, Phys. Rev. B 59, 11471
(1999).
69 U. Wolff, Phys. Lett. B 228, 379 (1989).
