Abstract. Assume both X and Y are Riemann surfaces which are subsets of compact Riemann surfaces X 1 and Y 1 , respectively, and that the set X 1 − X has infinitely many points. We show that the only surjective complex linear isometries between the spaces of integrable holomorphic quadratic differentials on X and Y are the ones induced by conformal homeomorphisms and complex constants of modulus 1. It follows that every biholomorphic map from the Teichmüller space of X onto the Teichmüller space of Y is induced by some quasiconformal map of X onto Y . Consequently we can find an uncountable set of Riemann surfaces whose Teichmüller spaces are not biholomorphically equivalent.
Introduction
Let A(X) and A(Y ) be the complex Banach spaces of integrable holomorphic quadratic differentials on the Riemann surfaces X and Y . If α is a conformal mapping from Y onto X, and C is a complex constant of modulus one, then Cα * : A(X) → A(Y ) defined by Cα * (ϕ)(z) = Cϕ(α(z))α (z) 2 is a complex linear isometry in the norms for A(X)and A(Y ) .
Our main result is the following theorem. A Riemann surface is of finite analytic type (g, n) if it is obtained from a compact Riemann surface of genus g by deleting n points. A Riemann surface of finite analytic type (g, n) is called exceptional if 2g + n ≤ 4. For the case of Riemann surfaces of type (g, 0) , g ≥ 2, the isometry theorem was proved by Royden ( [R] ). Using the same method of proof, Earle and Kra generalized the isometry theorem to the case of nonexceptional Riemann surfaces of finite analytic type. The method was to study the smoothness properties of the L 1 -norm on A(X) and A(Y ) and to consider the differentials in A(X) and A(Y ) with zeros of the highest possible order at the points in X and Y . This method does not generalize to the case where X is not of finite analytic type because there is no limit on the order of zero of a differential in A(X).
Isometry Theorem. If the Riemann surfaces
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A Riemann surface is of finite genus if it can be holomorphically imbedded into a subset of a compact Riemann surface. We prove the isometry theorem in the case where X and Y are subsets of compact Riemann surfaces X 1 and Y 1 such that the set X 1 − X has infinitely many points. Therefore X and Y are Riemann surfaces of finite genus. The further condition imposed on X simply means that X is not a Riemann surface of finite analytic type, a case completely discussed in [EK] . Hence, we prove the isometry theorem precisely in the case when X is a Riemann surface of finite genus and infinite analytic type and Y is a Riemann surface of finite genus. In the proof we use the smoothness of the L 1 -norm on A(X) and A(Y ), and we consider differentials in A(X) with at least a double zero at some fixed point in X.
In Section 1 it is shown that the integrability of the quadratic differential ψ 2 /ϕ, where ψ and ϕ are in A(X), is an invariant for every linear isometry L from A(X) onto A(Y ). That is obtained by proving that the integrability of ψ 2 /ϕ is equivalent to the existence of the second derivative of the function f (t) = ||ϕ + tψ|| at t = 0, in the direction of both real and imaginary axes.
In Section 2 we consider the case where X and Y are plane domains. We show that the image under L of the space of all quadratic differentials in A(X) with at least a double zero at some fixed point p in X is the space of all quadratic differentials in A(Y ) with at least a double zero at some point q in Y . That implies that the image under L of the space of all differentials in A(X) that vanish at p is the space of all differentials in A(Y ) that vanish at q. The function from Y to X that sends q to p is a conformal homeomorphism which together with a complex constant of modulus 1 realizes the given isometry.
We prove the isometry theorem in Section 3, following the same steps from the plane domain case and using standard theorems about the existence of certain meromorphic functions on compact Riemann surfaces.
Finally, in Section 4 we use the isometry theorem to classify the biholomorphic mappings between the Teichmüller spaces of X and Y. By combining the isometry theorem with the results in [EG] As an application of the automorphism theorem we prove the existence of uncountably many non-isomorphic Teichmüller spaces by constructing an uncountable set of quasiconformally inequivalent plane regions.
I would like to thank my adviser Frederick P. Gardiner for motivation and many helpful discussions and suggestions. Clifford J. Earle and the referee also made several important suggestions. The remark in Section 2 was pointed out to me by the referee.
1. The nonsmoothness of the norm on quadratic differentials Definition 1. If X is a Riemann surface, then A(X) is the Banach space of all holomorphic quadratic differentials ϕ on X satisfying ||ϕ|| = X |ϕ| < ∞.
Note that if ϕ and ψ are two differentials in A(X), then ψ 2 ϕ is also a quadratic differential on X.
In this section we use the smoothness properties of Teichmüller's metric to show that the integrability of a quadratic differential ψ 2 ϕ is an invariant for any complex linear isometry L from A(X) onto A(Y ). First we state the following simple inequality for complex numbers and reproduce its short proof from [H] .
Lemma 1. For all complex numbers
Lemma 2. Let X be an arbitrary Riemann surface. Suppose that ϕ, ψ ∈ A(X), ϕ = 0, and t is a real variable. Consider the two real-valued functions f (t) = ||ϕ + tψ|| and g(t) = ||ϕ + itψ||. Then the following two conditions are equivalent:
Proof. Suppose first that
).
An easy calculation shows that, except at the zeros of ϕ(z), . The same calculation shows that
Now suppose that both f (t) and g(t) have second derivative at t = 0. For any subset S of X, let f S (t) = S |ϕ + tψ|. Take any point p in X. Let m be the order of zero of ϕ at p, and k the order of zero of ψ at p. Let U be a small conformal disk with center at p such that ψϕ has no zeros in U − {p}. Then, obviously,
, where C > 0, and K) , and by the previous calculation
Similarly we obtain
Adding (1) and (2), we see that 
Proof. Since ||L(ϕ)+tL(ψ)|| = ||ϕ+ tψ|| and ||L(ϕ)+itL(ψ)|| = ||ϕ+ itψ||, Lemma 3 is a trivial consequence of the equivalence of (a) and (b) in Lemma 2.
Plane domain case
Definition 2. For any rational function
the order of R, denoted by ord (R) , is equal to m − n. If ord(R) = −3, then we say that R has a pole at ∞.
Let P be a set in the complex plane with parameter z. Let R(P) be the set the of rational functions r(z) which are holomorphic in C − P, and for which ||r|| = C |r(z)|dxdy < ∞. The space R(P ) has several important properties: 1. The rational function r(z) belongs to L 1 (C) if and only if all poles of r(z) are simple and ord(r) ≤ −3. More generally, if f (z) is holomorphic in a disc D = {z : |z − p| < } except for an isolated singularity at p and f belongs to L 1 (D), then the singularity of f at p is either removable or a simple pole.
2. If the set P is finite and consists of the n ≥ 3 points p 1 , p 2 , . . . , p n−2 , a, b, then the functions
are a basis for R(P ). 3. Let a, b be distinct points of C and let {p n } be a sequence in C − {a, b}. Let
We will frequently use an approximation theorem due to Bers ([B] ) and Ahlfors ( [A] ). We refer to this theorem as the Bers' approximation theorem.
Theorem (Bers). If X is a domain in the complex plane and P is dense in X c , the set complementary to X, then R(P) is dense in A(X).
Notice that if α is a conformal mapping from a plane domain Y onto a plane domain X, then α
is a complex linear isometry in the norms for A(X) and A(Y ). Moreover if α is a Möbius transformation, then the set complementary to X is transformed into the set complementary to Y .
In this section we prove:
Theorem 1. If X and Y are two plane domains such that X c is infinite and if L : A(X) → A(Y ) is a linear invertible isometry, then there exist a constant C of modulus one and a conformal mapping
First we prove a lemma about rational functions which is used frequently in the proof of Theorem 1.
Lemma 4. If R 1 = 0 and R 2 = 0 are two rational functions with no non-simple zeros in common, then there exist constants C 1 and C 2 such that a.
, and we can take C 1 = 0, C 2 = 1.
Suppose that R = 0. Then A = {a|R(a) = 0} is a finite set. If R 1 (a), R 2 (a), R 1 (a) and R 2 (a) are all equal to zero, then R 1 and R 2 have a common non-simple zero at a.
If a ∈ A, and not both R 1 (a) and R 2 (a) are zero, then
If a ∈ A, and not both R 1 (a) and R 2 (a) are zero, then C 1 R 1 (a) = −C 2 R 2 (a) is a linear condition for C 1 and C 2 .
Therefore, to satisfy condition (a), it is enough to take (C 1 , C 2 ) from the set
Since R 1 and R 2 have finitely many poles, to satisfy condition (b), we are only restricted by finitely many linear conditions for C 1 and C 2 .
To satisfy (c), it is enough to take C 1 = 0 and C 2 = 0 such that αC 1 + βC 2 = 0, where α and β are such that
Therefore, to satisfy conditions (a), (b) and (c) we are only restricted by finitely many linear conditions for C 1 and C 2 .
Proof of Theorem 1. Since the proof of Theorem 1 is rather long, it will be convenient to divide it into several steps.
Since X c and Y c are infinite, we may assume that X and Y are subsets of C − {0, 1}. Let a belong to X. Our first goal is to find a point b in Y such that if ϕ ∈ A(X) then ϕ(a) = 0 if and only if Lϕ(b) = 0. For that purpose we introduce two subsets of A(X).
Definition 3. Let F be the space of all differentials in A(X) which have a nonsimple zero at a, and V be the space of all differentials ψ in A(X) for which there exists a differential ϕ in F such that
Step I. V , the closure of V , is the set of all quadratic differentials in A(X) that vanish at a. Therefore, Codim(L(V )) = 1.
Proof. If ψ and ϕ are in A(X), and ϕ belongs to F , and ψ does not vanish at a, then ψ 2 ϕ has a non-simple pole at a and is not integrable. Therefore, V is contained in the set of quadratic differentials in A(X) which vanish at a.
Conversely, assume that ψ is a rational function in A(X) and ψ(a) = 0. Take
Step
Proof.
Step II follows immediately from Lemma 3.
Hence, there is a rational function R 0 which is integrable over the complex plane and belongs to L (F ) . Note that R 0 has at least three poles and at most two zeros. We may assume that R 0 has poles at 0, 1 and ∞. To see that this can be done, let p, q, and r be three distinct poles of R 0 . If α is a Möbius transformation that maps 0 to p, 1 to q and ∞ to r, then α * • L is a linear isometry of A(X) onto A(α −1 (Y )), and α * (R 0 ) has poles at 0, 1 and ∞. In the next step we prove that R 0 has a double zero.
Step III. Every rational function R in L(F ) with poles at 0, 1 and ∞ has a nonsimple zero.
Proof. Suppose that some rational function R in L(F ) has poles in 0, 1 and ∞ and has only simple zeros.
If
; a contradiction. Therefore, we may assume that
Since Codim(L(F )) = 2, we can find three complex constants α, β and γ, not all equal to zero, such that
Therefore, M has a pole at a 1 , a 2 or a 3 . Assume that M has a pole at a 1 . Then, by Lemma 4, we can find constants C 1 and C 2 such that T = C 1 M + C 2 R has poles at 0, 1, ∞ and a 1 , and has no non-simple zeros. This implies T ∈ L(F ), and
which contradicts the fact that Let q 1 , q 2 , q 3 and q 4 be four distinct points in the complement of X.
is holomorphic at p, and L(ϕ 1 ) has a pole at p. This yields
has a non-simple pole at p, contradicting Lemma 3. Therefore, we may also assume that
Since Codim(L(F )) = 2, there exist three constants α, β and γ, not all equal to zero, such that
is not in L (F ) , then M has a pole at p or at q. Assume that M has a pole at p. By Lemma 4, we can find constants C 1 and C 2 such that C 1 M + C 2 R has poles at p, 0, 1, ∞, and has no non-simple zeros. But then
thus, p, q}, and by property (2) and the Bers' approximation theorem,
Step IV. L(F ) is the set of all differentials in A(Y ) with a non-simple zero at some point b in Y .
Proof. The rational function R 0 introduced right after Step II belongs to L (F ) and has poles at 0, 1 and ∞; thus by Step III it has a double zero at some point b. Note that b is the only zero of R 0 . Suppose that R is a rational function in A(Y ) with a non-simple zero at b.
for some (α, β, γ) = 0. If P (b) = 0 or P (b) = 0, then, by Lemma 4, we can find constants C 1 and C 2 such that C 1 P + C 2 R 0 has poles at 0, 1, ∞, and has no nonsimple zeros. This contradicts Step III. Therefore P (b) = 0 and P (b) = 0. This yields γ = 0 and β = 0, which means R ∈ L(F ). Therefore, every rational function in A(Y ) with a non-simple zero at b is in L (F ) . Suppose that b ∈ Y C . Choose four distinct points p 1 , p 2 , p 3 and p 4 in Y c − {0, 1, b}. Then, since Codim(F ) = 2,
Since b is the only zero of R 0 , by Lemma 4 we can find constants C 1 and C 2 such that C 1 M + C 2 R 0 has poles at 0, 1, ∞ and has no non-simple zeros, again contradicting Step III. By the Bers' approximation theorem and the fact that Codim(L(F )) = 2, we have L(F ) = {ψ ∈ A(Y )|ψ has a non-simple zero at b }.
Step V. There exists a bijection β from Y onto X such that
Proof. Steps II and IV imply that every ψ in L(V ) has a zero at b. Therefore, by
Step I,
Therefore, for every ψ in A(X),
Step V follows by applying previous steps to L −1 .
Remark. In
Step I we proved that Codim(L(V )) = 1; in Step III we constructed functions L(ϕ 1 ) and
Step II we proved that Therefore we have proved the following theorem.
Theorem. Let X be a plane domain such that X c is infinite, and let E be a closed subspace of A(X). Then there exists a point a in X such that E = {ψ ∈ A(X)|ψ(a) = 0} if and only if the following three conditions hold:
1. E has codimension 1, 2. there exist a differential ϕ in E and a differential ψ in A(X) − E such that ψ 2 ϕ ∈ L 1 (X), and 3. there is a closed subspace F of A(X) such that F has codimension 2 and
The author is thankful to the referee for pointing out this remark.
Step VI. β is a conformal homeomorphism.
is in A(X) and has a zero at q. Hence,
Step VII. L = Cβ * for some complex constant C of modulus one.
Proof. Without loss of generality we can assume that X = Y and β ≡ id. If we let ϕ(z) = 1 (z−q1)...(z−q4) , then for every ψ ∈ A(X) and every p ∈ X, the quadratic differential ψ − ψ(p) ϕ(p) ϕ is in A(X) and has a zero at p. Therefore, by Step
. . } is normal. Therefore, |f | ≤ 1. Since ||ψ|| = ||Lψ||, |f (z)| = 1 for every z; thus f is a constant function.
Riemann surfaces of finite genus
For any subset Λ of any Riemann surface W define R(W, Λ) to be the set of meromorphic quadratic differentials ϕ on W such that W |ϕ| < ∞ and ϕ has only finitely many poles, all of them in Λ. We now prove a version of Bers' approximation theorem that holds for general Riemann surfaces. We refer to this theorem as the generalized Bers' approximation theorem.
Theorem. Let V be any open subset of
Proof. If W − V is finite, then Λ = W − V and the theorem follows from property (1) in Section 2. If W − V is infinite, fix three points p 1 , p 2 and p 3 in W − V and let W 1 = W − {p 1 , p 2 , p 3 }. Let π : ∆ → W 1 be the universal covering map with a covering group Γ. Let U = π −1 (V ), and let Θ :
By the Bers' approximation theorem, S (B) , the space of rational functions which are integrable over the complex plane and holomorphic in ∆ − B, is dense in A(U ). Since Θ is surjective (see [K] ), Θ(S (B) ) is dense in Θ(A(U )) = A(U, Γ) = A(V ). Every quadratic differential in Θ(S (B) ) is integrable in W, and holomorphic in W except for possibly finitely many poles in Λ; thus it belongs to R(W, Λ).
Assume both X and Y are Riemann surfaces which are subsets of compact Riemann surfaces X 1 and Y 1 , respectively. Let L be a linear isometry from A(X) onto A(Y ). If X 1 − X is a finite set, then A(X) is finite dimensional; thus, A(Y ) is also finite dimensional; so Y 1 − Y contains only finitely many points. In that case, all holomorphic automorphisms between Teichmüller spaces of X and Y are determined in [EK] . Therefore, we assume that X 1 − X and Y 1 − Y are infinite sets.
An example for X is a Riemann surface of finite topological type with non-empty border.
Denote
Hence, for every ϕ in R(X) we can find a neighborhood U of X so that all poles of ϕ in U belong to X − X.
In this section we prove our main result:
Theorem 2. If both X and Y are Riemann surfaces which are subsets of compact Riemann surfaces X 1 and Y 1 , respectively , and the set X 1 − X has infinitely many points, then every linear isometry from A(X) onto A(Y ) comes from a pull-back by conformal mapping from Y onto X and multiplication by a complex constant of modulus one.
In the proof of Theorem 2 we use a theorem due to Noether about the existence of meromorphic functions with certain properties on a compact Riemann surface. We refer to this theorem as the "gap" theorem. The proof of the "gap" theorem can be found in [FK] . The proof of Theorem 2 will follow the methods developed in Section 2. Before we begin to prove Theorem 2, we prove two preliminary lemmas. First we adapt Lemma 4 to a new situation.
Lemma 5. If R 1 , R 2 ∈ R(X) are non-zero meromorphic quadratic differentials with no non-simple zeros in common on X, then there exist constants C 1 and C 2 such that a. C 1 R 1 + C 2 R 2 has no non-simple zeros in X, and
Proof. Take a finite open cover
is a finite set provided that R 1 and R 2 are linearly independent, and the rest of the proof is the same as in Lemma 4.
The second preliminary lemma is a consequence of the "gap" theorem and Lemma 5. Proof. Since S is an infinite set, by the "gap" theorem, there exist two linearly independent meromorphic functions h 1 and h 2 on N which both satisfy (b). Let f be a non-trivial linear combination of h 1 and h 2 such that f (m) = 0. Let {a 1 = m, a 2 , a 3 , . . . , a k } be the set of all zeros of f in N . Let m i be the order of zero of f at a i for i > 1, and let m 1 + 1 be the order of zero of f at a 1 . By the "gap" theorem, there exist meromorphic functions f i on N such that f i has a pole of order m i at a i , all poles of f i in N − {a i } are simple and belong to S − {s 1 , . . . , s n }, and such that f and f i have no poles in common. The function f f i satisfies (a) and (b), and f f i (a i ) = 0, for i > 1, and f f 1 has a simple zero at m. By induction, we can find constants α 1 , . . . , α k such that the meromorphic 
Step I. V is the space of all differentials in A(X) that vanish at b. To prove the converse, suppose that R ∈ R(X) is such that R(b) = 0. The set X 1 − X is infinite; thus, by Lemma 6, we can choose a meromorphic function g on X 1 such that a. g(b) = 0, b. all poles of g are simple and belong to X 1 − X, c. g and R have no poles in common, d. All zeros of g are simple, and e. g has no zeros at the poles of R.
Proof. If ψ does not vanish at b and ϕ is in F, then
The quadratic differential ϕ = gR has a non-simple zero at b, and all poles of g and R are simple, distinct, and outside X. Hence ϕ is in F. Futhermore,
Step II.
Step III. Let p be an isolated point in
Let ϕ ∈ R(X) be such that ϕ(b) = 0. Such a differential exists by an easy consequence of the "gap" theorem.
By Lemma 6, we can choose a meromorphic function g on X 1 such that a. g(b) = 0, b. all poles of g are simple and belong to X 1 − X, c. g and ϕ have no poles in common, d. all zeros of g are simple, and e. g has no zeros at the poles of ϕ. Therefore ϕ is not in V , and gϕ is in V ; thus L(ϕ) has a pole at p and L(gϕ) is holomorphic at p. Hence Step
The existence of such a differential is guaranteed by the fact that the dimension of the space of integrable holomorphic quadratic differentials on a Riemann surface of finite analytic type (g, n) is 3g − 3 + n whenever n > 2; and it can be easily constructed using the Poincaré theta series
Therefore, there exists a sequence (ψ n ) in A(Y ) such that ψ n → ψ p , and ψ n is holomorphic in Y 0 except for finitely many poles in {p 1 , p 2 , p 3 , . . . }. Without loss of generality, we can assume that ψ n and ψ m have no poles in common on Y 0 for m = n, and that ψ n is not in L(V ) for every n. Since Codim(F ) = 2, there exist constants α, β and γ, not all equal to 0, such that M = αψ 1 + βψ 2 + γψ 3 ∈ L (F ) . Assume α = 0. Then by Lemma 5, we can find constants C 1 and C 2 such that C 1 R + C 2 M belongs to Q(Y ), has poles wherever ψ 1 has poles, and has no non-simple zeros in Y . That yields
Therefore, ψ q is not in L(V ) for some q isolated in Y 0 −Y −{p}. This implies that neither ψ q nor ψ p is in L (F ) . Let ψ ∈ R(Y ) be holomorphic at p and q. Suppose that ψ does not belong to L (F ) . Since Codim(F ) = 2, there exist constants α, β and γ, not both α and β equal to zero, such that M = αψ p + βψ q + γψ ∈ L (F ) . Assume that α = 0. Then M has a pole at p, and, by Lemma 5, there exist constants C 1 and C 2 such that T = C 1 M + C 2 R has poles at p, c 1 , c 2 , c 3 and has no non-simple zeros. But then
. This contradiction proves that every ψ ∈ R(Y ) which is holomorphic at p and q belongs to L (F ) 
Step V. There exists a point a in Y such that every R in L(F ) ∩ R(Y ) has a non-simple zero at a.
. This is possible by changing c 1 , c 2 and c 3 in the definition of Q(Y ) if necessary. Let {a 1 , a 2 , . . . , a n } be the set of all non-simple zeros of
is not a non-simple zero of R 1 , then by the proof of Lemma 5, there exist constants C 1 and C 2 such that the set of non-simple zeros of C 1 R 1 + C 2 R in Y is a subset of {a 2 , a 3 , . . . , a n }, and C 1 R 1 + C 2 R belongs to Q(Y ). By induction, there exists a ∈ Y such that every quadratic differential in L(F ) ∩ R(Y ) has a non-simple zero at a.
We now show that a must be in Y . Suppose not. Then a ∈ Y − Y ; thus there exists a quadratic differential ψ a in R(Y ) which has a pole at a. By an easy consequence of the "gap" theorem, there exist differentials ψ and ϕ in R(Y ) such that ψ(a) = 0, ϕ(a) = 0, and ϕ (a) = 0, Therefore, Codim(L(F )) = 2 implies that some non-trivial linear combination of ϕ, ψ and ψ a belongs to L (F ) , thus has a non-simple zero at a; a contradiction.
Step VI. L (F ) is the space of all quadratic differentials in A(Y ) with a non-simple zero at a.
Proof. Let ϕ and ψ be the quadratic differentials introduced toward the end of the proof of Step V. Take R in R(Y ) such that R has a non-simple zero at a. Since Codim(F ) = 2, some linear combination of ψ, ϕ and R is in L (F ) , thus has a nonsimple zero at a. That implies that R is in L (F ) . Since R(Y ) is dense in A(Y ), the set of all differentials in A(Y ) with a non-simple zero at a is a subset of L (F ) . Since Codim(F ) = 2, we have L(F ) = {ψ ∈ A(Y )|ψ(a) = 0 and ψ (a) = 0}.
Step VII. L(V ) is the set of all differentials in A(Y ) that vanish at a.
Proof. As in Section 2, Step VII follows immediately from Steps I, II and VI.
Remark. The proofs of Steps I-VII generalize the theorem from the remark in Section 2.
Theorem. Let X be a Riemann surface of finite genus and infinite analytic type and let E be a closed subspace of A(X).
Then there exists a point a in X such that E = {ψ ∈ A(X)|ψ(a) = 0} if and only if the following three conditions hold:
Notice that by Lemma 3, the properties 1, 2, and 3 of a closed set E are equivalent under any linear isometry of A(X). The next step is a consequence of this invariance.
Step VIII. There exists a bijection β from X onto Y such that ψ(p) = 0 iff Lψ(β(p)) = 0 for every p in X and every ψ in A(X).
Proof. To prove
Step VIII, consider L −1 and observe that by an easy consequence of the "gap" theorem, for any two distinct points p and q in X, there exists a differential ϕ in A(X) such that ϕ(p) = 0 and ϕ(q) = 0.
Step IX. β is continuous.
Proof. Suppose that β is not continuous. Then there exist a point p and a sequence (p n ) in X that converges to p such that β(p n ) does not converge to β(p). Since Y is compact, we can assume that β(p n ) converges to a point q in Y − {β(p)}.
By Lemma 6, there exist a quadratic differential ψ ∈ A(Y ) and a function g, meromorphic in Y 1 and holomorphic in Y, such that gψ ∈ A(Y ), g(β(p)) = 0, ψ(β(p)) = 0, and g(q) = 0. Then ϕ n = (g − g(β(p n )))ψ belongs to A(Y ) and vanishes at β(p n ). Furthermore, ϕ n converges to gψ in the L 1 − norm. Therefore ||L −1 (ϕ n ) − L −1 (gψ)|| → 0, L −1 (ϕ n )(p n ) = 0, and L −1 (gψ)(p) = 0. This contradicts the principle of argument.
Step X. β is holomorphic.
Proof. Take any two linearly independent quadratic differentials ϕ and ψ in R(X). 
locally, for almost every p; thus β is holomorphic.
Step XI. There exists a constant C of modulus one such that L = C(β −1 ) * .
Proof. By taking a geometric postcomposition, we can assume that β = id. The proof of Step X implies that L(ψ) = ψ 
