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Abstract  
Since the topography and surface irregularities of the terrain have a significant effect 
on the seismic response of the earth's surface, the numerical analysis using boundary 
element method in elastodynamics, which leads to a significant increase in the 
number of degree of freedom and stiffness matrix dimension, as well as the sparse and 
unsymmetrical structure of stiffness matrix, indicates the inefficiency of the 
conventional method. This paper presents a fast boundary element algorithm in 
seismic analysis of two-dimensional elastic media for the first time. In the proposed 
method, instead of the usual node-to-node, a method of cell-to-cell relation method is 
implemented by hierarchy tree structure. In addition, the Plane Wave Time Domain 
algorithm and the Iterative method has been used to solve a system of equations 
which increases the speed of network convergence, especially in high degrees of 
freedom that has not been used in the study of the seismic waves’ response yet. 
Nowadays, this new algorithm adopts for investigating the response wave fields of 
electrical, magnet [1], acoustic and thermal conductivity which are discussed in 
details in various articles and books. 
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Introduction: 
As the need to implement large-scale 
surface topographies, efficient 
algorithm for evaluation of seismic 
ground response becomes 
indispensable. For analyzing the 
transient wave in elasto-dynamic 
media, most enhanced numerical 
methods are based on either integral or 
differential equations. Differential 
equation methods, such as Finite-
Difference and Finite-Element, are 
more capable to model finite and 
inhomogeneous media, while integral 
equation methods represent two 
notable advantages in analyzing 
surface materials’ behavior: 
1) Integral equation methods such as 
boundary element only need to mesh 
exterior (boundary) surface, while 
differential equation methods are based 
on body (volumetric) discretization, 
which aggressively increases DOF 
compared to integral equation 
methods. 
2) Green functions in shape of main 
elements of integral equations 
implicitly impose radiation condition, 
which eliminates the need for local 
absorbing boundary conditions. 
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Aside from these advantages, Moving 
on Time (MOT) nature schemes of 
integral equation methods enforcedly 
present unstable and computationally 
expensive state, while the number of 
DOF soars abruptly. Therefore, the 
computational complexity of 
traditional integral equation methods 
restricts their widespread and practical 
use. 
Lately, Plane Wave Time Domain 
algorithm along with Iteration solver 
provides efficient and practical 
solutions in transient linear wave 
propagation problems, which 
accelerate the speed of node potential 
evaluations and reduces the time and 
memory usage of matrix solution 
compared to classical MOT schemes. 
 The purpose of this article is two-fold: 
1) We introduce PWTD algorithm in a 
simple way, which demonstrates 
interpolation-anterpolation wave 
translation via multilevel tree structure 
in the time and space domain in 2-D 
with graphical illustration. 
 
2) We continue the efforts by 
Nishimura et.al and modify some 
internal parameters’ formulation for 
implementation in elastodynamics 2D 
large-scale surface topographies 
problems first, and propose a new 
flowchart with detailed explanations.  
 
Basis of Fast BIEM 
Boundary Integral Equation Method or 
boundary element method is the way to 
convert problem defined in a domain 
to boundary surface indeed. In the mid-
1970s, no one could imagine that 
geometry node reduction leads to 
increase in computational costs in 
comparison with differential equation 
methods such as finite difference and 
finite element methods. In conventional 
BEM, multiplication of N ˟ N full 
matrix ( N is degree of freedom) [2] is 
indispensable, while in large-scale 
problems, thanks to bounded 
coefficient matrices in differential 
equation, number of unknown values 
decreased exceedingly instead. 
Furthermore, reduction of N in BEM 
compared to FEM in geometry 
definition would be controversial. 
Even with this difference, one sees that 
BEM is inferior to domain methods, at 
least in 3-D problems [3]. Therefore, 
BEM has less demand in large-scale 
practical problems. However, recent 
outspread of the fast BEM has shown 
that for large-scale problems, - Fast 
Multi-pole Method (FMM), decreases 
the rank of system complexity. Finally, 
BEM is regarded again as a practical 
large-scale problem solver. 
This section describes the basis of Fast 
BEM based on FMM with simplicity 
that could be applied for Heat 
conduction [4], Elasticity [5], Stokes 
flow [6], Acoustic [7] and seismic 
wave problems totally. 
 
Let 2RD  be a domain having smooth 
boundary, and the governing equation 
for an elastic, isotropic, and 
homogeneous body with a small 
amplitude displacement field can be 
written as: [8] 
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The matrix of BEM system for each 
time step of equation is shown below 
[9]: 
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Then, we insert boundary conditions 
and switch the columns of two 
matrices: 
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The left hand side expressions consist 
of the known coefficient matrix, and 
unknown vectors, where the other side 
defines known vectors.  
Building of coefficient Matrix A needs 
)( 2NO [10] operations, and the required 
size of the memory for storing A is 
also )( 2NO  because A is asymmetric 
and dense matrix. Using iterative 
solver, the solution time is still )( 2NO , 
while the situation in direct method 
construction is worse, requiring )( 3NO  
operation, for the existence of general 
matrix. 
The nature of fast multi-pole method is 
relying on iterative solvers like CG, 
GMRES, Bi-CGSTAB, etc. to solve 
Eq.1 and using FMM structure to 
accelerate the matrix vector 
multiplication in each iteration, 
without ever forming the entire matrix 
A explicitly, where the traditional 
BEM is also used as a part of fast 
method when the source point is close 
to the collocation node indeed. 
In addition, the idea of node-to-node or 
element-to-element interaction in 
conventional boundary element is 
replaced with cell-to-cell interaction in 
fast method. For more simplicity, For 
more simplicity, figure 1 shows the 
complexity in graphical view where 
lines mean interactions and nodes 
define nodes or cells’ centers in two 
methods. 
 
 
(a)                           (b) 
Fig. 1 Graphical illustration of:  a) 
Conventional BEM b) Fast BEM 
 
The descriptive black lines in two 
above figures represent the cost of 
complexities. It is obvious that the fast 
approach dramatically decreases the 
number of operations. 
 In FMM, connection between cells is 
provided by hierarchical tree structure 
containing group of elements; 
meanwhile, combination of local 
expansion, and some translations that 
would be discussed in the following 
sections build main core of the fast 
method. 
We can also reduce the solution time 
and memory requirement to )(NO  
because, with iterative solvers, the 
entire matrix does not need to be stored 
in the memory. This drastic 
improvement in computing efficiency 
has presented many opportunities for 
the BEM. Large BEM models with a 
couple of million DOFs that could not 
be solved by the conventional BEM 
before, now can be solved readily by 
using the fast multi-pole BEM within 
hours on a PC or BEM models with 
tens of millions of DOFs on a 
supercomputer [11]. 
 
1 Methodology and implementation 
issues 
1.1 Elements division (discretization) 
S  represents the boundary of the 
domain D . For simplicity, we assume 
that body force and initial conditions to 
vanish (This assumption has no effect 
on problem generality). The following 
boundary integral equation is obtained 
from Eq.1. 
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In first step, we discretize boundary S
just the same as the conventional 
boundary integral equation method; 
therefore our boundary consists of 
SN
straight-line elements and tN time 
intervals with equal t  length. The 
boundary collocation points are 
provided in the center of each line. 
In second step, we have new definition 
like level, cell, and leaf in FMM which 
would be defined in 2-D. Level 0  is 
called the square shape cell that 
surrounds the region D  (geometry of 
problem) used in a hierarchical quad 
tree structure. Then, we divide it into 4 
equal squares called level 1 cells by 
bisecting the edge of the level 0 cell. 
We further subdivide the level l cell 
into 4 squares, from which those cells 
containing boundary element are kept 
as the level 1l  cells. We continue this 
subdivision until the cell contains less 
than a certain number of elements. The 
lowest level number is denoted by maxl . 
Note that the edge length of a cell at 
level l  is given by
l
L
2 . We denoted as
 L , with L  being the length of the edge 
of the largest cell at level zero. 
 If for some cell C  of level l  0l , that 
contain only boundary elements less 
than the predetermined number, we 
call it leaf, or a childless cell is called 
leaf. 
 
1.2 Source wave implementation 
Despite conventional BEM which 
solves integral equations in each time 
step separately, fast BEM uses source 
signal as a sequence of waves with 
defined and constant time length as 
shown in figure 2, [12] therefore the 
source signal )(tf  is divided into z  
consecutive sub-signals 
1,...,2,1,0),(  zztf z   as 




1
0
)()(
z
z
z tftf
. 
 
Fig. 2 Sectioning of signal into sub-
signals of duration  ST  
 
Note that the earliest time of arrival of 
the actual signal in the observer point 
with temporal signature )(tf z  should 
meet special situation that explanation 
will mentioned below. 
 
Fig. 3 Source and Observer 
 
Let 
SC
 and 
OC be disjoint circular 
domains with radius of R centered at s ,
o  and distance between the centers or 
so   will be denoted by  RRc 2  as 
shown in figure 3. Also, assume that 
SC  includes a part of S  denoted by 0S . 
In the plane wave expansion for the 
fundamental solution of Eq. 4 that 
proposed by Takahashi et.al [13] we 
have expression that includes a non-
physical ghost and true sub-signal 
simultaneously. In utilizing this 
expansion, we have to develop an 
approach, which guarantees that the 
ghost does not pollute the solution. In 
order to obtain such an approach, we 
are interested to find density functions 
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u (displacement) and t  (traction) as 
sums of functions 
zu and
zt , 
1,...,2,1,0),(  zztf z  which have 
supports in the finite time intervals
 zz TT 21 , . 
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Fig. 4 Signal and Ghost 
Here, the time interval 
zz TT 12  is equal 
for all z . At this time, 21 cc  , If you 
note that is, 
)6()(
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And we have     
zz
S TTT 12                                                                                                                    
Therefore, if
gost
Z
trans
Z TT  , all ghost fields’ 
sub-signals in the observation circle 
OC  cease to exist before true signal 
arrives. In addition, S
trans
Z TzT )1(  , all 
source potentials related to the z -th 
time interval ends before the true 
signal reaches any observer( Fig. 4). 
Now, because of the nature of FMM, 
the obtained broken series of time-
gated sub-signals should be 
interpolated for each arbitrary time 
step by use of appropriate interpolation 
function. There are so much 
interpolation functions in time and 
space and after comparing some of 
them, finally the following 
interpolation function (approximate 
prolate spherical interpolant) is a 
variant of the one originally proposed 
by Knab [14]. 
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
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 and tp , 1  
are parameters, which tp is an integer 
equal or greater than 0 and 1 is an real 
number equal or greater than 1 too.   
is band limited by max1  f  and 
almost vanishes(or 0 )  for
tpt t  . 
We assume that )(tf  is very smooth, or 
is band limited by max . We interpolate 
)(tf  using an approximately time and 
band limited base function   and 
group consecutive M  terms together to 
define: 
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We thus split )(tf  into a sum of 
approximately time and band limited 
functions )(tf z  by using M samples of 
)(tf (Fig. 5). 
 
Fig. 5 Decomposing of Signal to Sub-Signals 
1.3 Outgoing rays construction 
First, computation of outgoing rays on 
all cells belonging to 2l , is requested 
and followed the tree structure upward 
from the leaf to highest level ( 2l ). 
Outgoing rays at centroid of each leaf 
for the )(lz -th time step interval is 
calculated by the formulation of 
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Takahashi et. al as we mentioned 
below: 
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Here, s  is the center of the leaf cell,
    SinCoskkk ,, 21   is a unit vector, and 
z
jt is known traction of thj   DOF at 
thz   time step, where ij
e
is the 
alternating symbol. 
Then outgoing rays are translated to 
the center of higher-level cells up to 
2l  with below equation: 
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Here,  N  and )1( lND 
, and  n  are 
calculated from the below formulas at 
level l .  
Furthermore,  is convolution operator 
in time domain. 
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In addition, the following equation 
defines N  between two consecutive 
levels. 
    132 1    NN                                                                                                                                  
As we depict in left part of Fig.6, the 
first step of FMM implementation is to 
translate outgoing rays from interior 
part of cells to centers from deepest 
levels to level two according to 
interpolation of each direction of . 
Formulation is presented in equations 9 
to 11. 
 
1.4 Outgoing rays converted to 
incoming rays. 
Splicing outgoing rays is done when 
outgoing rays are translated from 
center of parent cell sources to center 
of observers with proper delays, that 
we mentioned in below equation as 
shown in Fig. 6.  
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1.5 Resection of incoming rays 
Resection of incoming rays (
z
qI ) at the 
center of each cell for the current time 
interval is the activity that all incoming 
rays from upper levels ( 2l ) transmit 
their potential to downward ones. 
 
In this process, we define the incoming 
rays associated with a level l  cell C  to 
be the sum of the incoming rays from 
all the level l  cells (denoted 
collectively by C ) which are not close 
to C . Such C ’s consist of level l  cells 
which are not close to C , but whose 
parents are close to the parent of C
(interaction list) and those whose 
parents are not close to the parent of C
(far list) is shown in figure 7. The 
contributions from parent cells to child 
cells are evaluated by below equation.  
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o  is the center of parent cell, while o  
is the center of child cell.  maxlN  is 
calculated by equation 13. 
 
1.6 Anterpolation of incoming rays 
Anterpolation is the process in which 
produced incoming rays on deeper 
levels project onto observers (elements 
or nodes). The fields at the observer 
locations are constructed by 
convolving Hilbert transform of 
incoming rays with Delta Dirac 
functions and performing the spherical 
integration as shown in below 
equation: 
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1.7 Conventional BEM participation 
 As shown in figure 3, the cell C of 
level l  included in the boundary 0\ SS , 
and parent cell of level 1l such that 
the leaf, and neighboring of cell C at 
level l  do not satisfy the equation (6) 
either C  or C  is a leaf, is computed as 
conventional direct integration method. 
 
 
Fig 6. Composition and Decomposition of Rays 
 
2. Proposed Algorithm for 
elastodynamics 2-D 
To solve boundary integral equation 
given in Eq. (4), we split the boundary 
into two parts, i.e. the first part is far 
from observer circle that is satisfied 
Eq. (6) (as shown in Fig. (3)), and the 
potential is calculated with the help of 
the FMM method while the 
contribution to the potentials from near 
part which is mentioned in last section 
is computed using Hybrid software. 
Hybrid software is created by 
Kamalian et. al. that calculates 
numerical seismic response of 
elastodynamics 2-D time domain using 
conventional boundary element 
method, whereas we use it for adjacent 
cells as shown in Fig. (7), and for 
compatibility of Hybrid software with 
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FMM algorithm, some indispensable 
modifications are done.  
It is obvious that we need to implement 
hierarchical structure to define some 
parameters such as cells numbers in 
higher and lower levels with their 
dependencies, total number of 
elements in each cell and their 
coordinates, and so on. Therefore, in 
our article, hierarchical tree structure is 
provided to distinguish near and far 
part of each arbitrary collocation point.   
 
Fig. 7 Defining cell C position 
 
Now, because of dependence of FMM 
to iterative solvers, initial guesses to 
the unknown parts of Eq. (4) in each 
iteration related to each time step is 
essential task in order to save time and 
memory usage, therefore we do great 
effort to find the most effective 
preconditioning coefficient producer. 
A simple and effective choice is to use 
a Block Diagonal Preconditioner in the 
form: 
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In which all non-empty values of upper 
preconditioner matrix are formed by 
use of evaluation of direct integration 
potential within that leaf. 
 
Fig. 8 Proposed Flowchart 
 
Our proposed hierarchy algorithm is 
summarized in figure 8 which depicts 
the transposition between main 
subroutines. Main controller 
subroutines start with calling 
subroutine model preparation, which 
reads in the data for the boundary 
nodes, elements, boundary conditions, 
and the additional parameters used in 
FMM and iterative solver. It then 
generates the tree structure, computes 
the right hand side B vector, and solves 
the system of equations BXA   using 
iterative solver, computes all requested 
values and finally outputs the results, 
meanwhile outgoing and incoming 
wave computation is done in 
accordance with hybrid software. 
 
3. Conclusion 
It is the first time that graphical 
interpretation of FMM is depicted, 
especially for new researchers who 
want to investigate new fast algorithm. 
We consider the nature of fast multi-
pole method in elastodynamics 2-D 
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time domain with formulation in a 
simple way beside iterative solver in 
flow diagram coincidently. 
Hierarchy tree structure provides 
innovative arrangement of known 
parameters in predefined matrix 
element positions that feeds into 
iterative solver directly. This process 
lessens equation system complexity 
and accelerates speed of matrix 
equation solution. 
In problems with low range of DOF, 
FMM increases time and memory 
usage where one should define some 
special arrays with new geometry 
definition that leads to more system 
equation complexity. 
Initial guesses to the unknown parts of 
displacements and tractions in iterative 
solver have notable influence on speed 
of matrix equation solution that need to 
do more research and investigation. 
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