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Abstract 
A multidisciplinary approach is employed to study informational processes that may occur on 
subliminal physical (quantum) and subliminal cognitive (unconscious) levels, with a focus on 
assessing how these processes may be influenced by and in turn exert influence on human 
concepts and perceptions of information and reality. 
The unconscious is studied through the concepts developed by Carl Jung, which are investigated 
through secondary sources as opposed to direct research into his body of work.  
In the study of quantum phenomena, the Copenhagen Interpretation is employed.  
It is shown that a shift in world views within the physics community may be occurring that places 
emphasis on information as the fundamental foundation of physical reality. 
In the study of depth psychology, archetypes are found to be possible cognitive structures that 
deal with organising information within the mind. It is suggested that archetypes may have the 
ability to indirectly but definitively influence aspects of behaviour in and perceptions of reality. It is 
also suggested that this influence may extend to our innate science forming abilities, thus 
compromising the notion of scientific objectivity. 
A correlation between Jungian concepts and fundamental concepts in Quantum Physics is 
highlighted. This correlation is shown to be informational in nature, suggesting that through a 
study grounded in Information Science, concepts in disparate subjects may be linked. 
While a certain amount of ambiguity and uncertainty is shown to be inherent in both subatomic 
reality (i.e. quantum states) and deep psychic phenomena (i.e. archetypes), it is shown that this 
ambiguity may be a shared aspect forming a broader phenomenon of reality. 
The preliminary research conducted in this investigation shows that while human intervention on 
both a physical and psychic level may be disruptive to the extent of rendering certain aspects of 
reality unknowable, the concepts of the Collective Unconscious and Quantum Physics can 
nonetheless be united to form a deeper understanding regarding the informational structure of 
universal reality.  
As a result, it is suggested that this could help towards the formulation of a unified and universal 
theory of information. 
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1 Introduction 
1.1 Some Issues with Information 
The term ‘Information’ derives from the Latin informare (Bawden, 2001) meaning 'to give form 
to'*, however defining or giving form to the term itself is far from straightforward. Discussions 
regarding issues pertaining to information are not a new concern in LIS (Bates, 2005; Bawden, 
2008; Brookes, 1980; Madden, 2000) and may have existed since before IS became a recognised 
subject. 
Brookes (1980) for example refers to the “antiquity of the basic problems of information science”, 
suggesting that these problems reach back through history. 
While the unique aspects of and problems associated with information have been highlighted and 
discussed by many researchers, the plethora of variant intangibilities associated with information 
(as discussed, for example, by Capurro & Hjørland, 2003) is possibly one of the main reasons why a 
definitive theory or definition of information is so difficult to construct. 
Even within IS itself, despite utilising theories from other disciplines and fields of study, there is no 
agreed definition, resulting in the lack of an explicit TOI (Hjørland 1998; Kaye, 1995).  
In fact, to some commentators it seems that information scientists appear reluctant to formulate 
or propose definitions of information at all (Madden, 2000). As Madden suggests IS researchers 
display a preference for discussing concepts rather than definitions, citing Belkin when suggesting 
the difference between the two:  
“a definition ‘says what the phenomenon defined is, whereas a concept is a way of looking 
at or interpreting the phenomenon” - (Madden 2000, citing Belkin, 1978) 
While both the definition and concept of information are of obvious significance to LIS, the 
interest here will lie with investigating the latter (i.e. with the concept of information, rather than 
the definition).  
 
1.2  Approaches for Investigating Information 
LIS lacks both a Unified Theory of Information (UTI); that is a theory intended to unify various 
scientific disciplines and fields of study with respect to the informational issues pertaining and 
particular to each, and also a General Theory of Information (GTI); pertaining directly to concepts 
of information within LIS. 
Although some researchers, such as Bates (2005, 2006), Capurro & Hjørland (2003), Madden 
(2000), Stonier (1990, 1996), Floridi (2011) and so on, have put forward ideas, definitions, theories 
and philosophies, there is no agreed consensus within IS at present (Bawden, 2007). Addressing 
aspects of these concerns are therefore on-going research questions within LIS. 
*taken from the Oxford Concise Dictionary of English Etymology, 1996. Ed. T. F Hoad 
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There are several aspects that can be considered when attempting such a study of information.  
In order to validate the basis and methods that are intended to be employed for this investigation, 
three of the main approaches that have been utilised by researchers within LIS will be briefly 
discussed.  
Namely, these approaches are  
• multidisciplinary (particularly in terms of achieving a UTI) 
• cognitive  
• philosophical (specifically realism and idealism).  
 
1.3  The Multidisciplinary Approach 
Information has come to be an all-purpose term, employed in different fields of study to refer to 
different phenomena (Vickery, 1997). As Bawden (2007) highlights 'the concept of “information” 
appears in different guises, in disciplines far removed from the library/information area”. 
Since information as a phenomenon is present independently across many fields and disciplines, 
this not only results in divergent meanings but also means that studying information (certainly in 
terms of creating a TOI) can necessitate a multi-disciplinary approach to ensure these divergent 
aspects and contexts are taken into account and catered for (Bawden 2007, 2008; Capurro & 
Hjørland, 2003; Díaz Nafría & Alemany 2011). 
Attempts to collate the various definitions gathered from a multidisciplinary approach however 
can be problematic; many of the concepts of information are vague and in need of clarification 
(Capurro & Hjørland 2003; Floridi 2009). 
The multiplicity of definitions and uses of information is compounded by contextual dependence, 
and while an intuitive or lexical definition of information exists, there lacks a deeper, more formal 
understanding of information as a basic phenomenon. Furthermore, LIS is only one among a 
network within disciplines and multidisciplines, all of which employ the term information within a 
contextual frame of reference. This results in a multitude of concepts, each embedded in the 
theoretical and contextual structures of the disciplines they are concerned with, causing varied 
use of the term in different situations (Bates, 2005; Bawden 2001, 2007; Capurro & Hjørland 2003; 
Floridi 2009; Díaz Nafría & Alemany 2011).  
Several researchers have recognised that attempts to formulate a more comprehensive and 
universal understanding of information as a phenomena necessitates employing perspectives from 
other fields of study, which in turn may benefit IS (for example Bawden 2007, 2008; Cornelius 
2002).   
As Bawden (2008) puts it 
“the validity and strength of the information science discipline may only show itself in the 
future, by the adoption of concepts from that discipline by the physical and biological 
sciences, in contrast to the usual ‘intellectual flow’. This would be a more fundamental 
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adoption of concepts and perspectives, rather than a more superficial adoption of 
techniques and algorithms,”  
Furthermore, a UTI necessitates that any definition or concept of information collate these 
divergent views. A UTI then may be considered to encompass information from the physical, 
biological and human (or social) domains, with an aim to understand the links and interactions 
between them.  
With regard to the domain of physics, Bawden (2007) highlights three main areas in which 
information may be regarded, one of which focusses on aspects of quantum mechanics. 
Díaz Nafría & Alemany (2011) further suggest several frameworks that may be employed in a 
trans-disciplinary research of information, one of which is a  
“Quantum-Information framework, from the formality of statistical physics, measurement 
processes, de-coherence, qbits, and the relation to consciousness. It aims at establishing a 
strong basis for bridging over physical, life and cognition domains” 
This suggests a clear relationship between QM and Consciousness which should be investigated (in 
terms of information) in order to bridge the gap between the physical and cognitive domains.  
The existing research conducted by LIS researchers (e.g. Bates, Floridi and Stonier) further 
reinforces the validity of a multidisciplinary approach when attempting to investigate the nature 
of information, particularly with respect to linking information concepts from varied spheres of 
study. 
 
1.4  Cognitive Approach 
The cognitive view may be described as an epistemological framework (Ingwersen, 1984), and is 
generally believed to have started in IS with de Mey, with subsequent strong influences stemming 
from Brookes, Belkin, and Wersig & Ingwersen (Cornelius, 2002). Many consider the essence of 
this approach to deal with human perception, cognition and structures of knowledge (Wilson, 
1984). As De Mey suggests, the cognitive view (for IS) is  
“any processing of information, whether perceptual or symbolic, is mediated by a system 
of categories or concepts which, for the information-processing device, are a model of his 
world” - (Belkin 1990, citing De Mey 1977, italics in original).  
The cognitive viewpoint therefore is strongly linked with issues of information representation in 
mental states, human cognitive factors in information processing, and investigation into how 
interaction with information is influenced by or impacts on the mind. Talja et al. (2005) go on to 
clarify that within IS this viewpoint emphasises the way in which individual minds build up 
knowledge to “serve the organisation of internal and external reality”. The cognitive approach 
employed in LIS therefore, places emphasis on the information user, whose perceptions are of 
central importance (Kaye, 1995). 
Brookes is generally considered to be one of the first major proponents of the cognitive view in IS 
and has been highly influential in this regard (Belkin, 1990; Bawden, 2008). The Brookes equation 
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(Brookes 1980; Cornelius, 2002; Bawden, 2008) is an attempt to explain, in a very general way, the 
cognitive process whereby knowledge and information interact to create a change in knowledge 
structures within a recipient’s mind (Belkin, 1990; Brookes, 1980; Cornelius, 2002). While this 
equation is central to the cognitive approach in IS it cannot be used for predictions or calculations 
(Bawden, 2008). The Brookes equation accounts for what happens or possibly approximates how 
it happens in terms of information transfer, but not necessarily why it happens, or even how it 
happens in terms of actual cognitive functions (meaning it does not take into account actual 
psychological or neurological functions). As Cornelius (2002) highlights, the exact process by which 
information changes into knowledge is unclear.  
Ingwersen (1984) considers knowledge to be information which has to be perceived or produced 
by, for example, the human mind.  As Belkin (1990) goes on to highlight, the essence of the 
cognitive viewpoint entails considering that  
“the states of knowledge, beliefs and so on of human beings (or information-processing 
devices) mediate (or interact with) that which they receive/perceive or produce.” 
Perception is considered to be a key factor, however while this interpretation focusses on the 
interaction between received/produced information and the resultant effects on knowledge 
structures, Wilson (1984) considers that the cognitive viewpoint should be focused on 
understanding how meaning is generated from that which is perceived, with further research on 
the contextual factors involved (Belkin, 1990; Wilson, 1984).  
Assessing issues within LIS from the cognitive viewpoint has led to the formulation of various 
models regarding information transfer, use and acquisition. The most prominent example 
stemming from this line of research is the Anomalous State of Knowledge (ASK) model proposed 
by Belkin, which relates to the method by which a deficiency in knowledge (in terms of a search 
query) is dealt with (Cornelius, 2002; Bawden & Robinson, 2012). 
As Belkin (1990) highlights, there is ample evidence to suggest that employing a cognitive 
viewpoint for the study of information concepts leads to highly beneficial results.  
 
1.5  Philosophical Approaches  
Broadly speaking, two of the main philosophical stances that may be adopted within LIS stem from 
either the realist (realism) or the idealist (idealism) perspectives (Bawden & Robinson, 2012).  
Realism considers that reality exists as an entity independent of the human mind, and therefore 
promotes an objective approach when studying the nature of information. Idealism however 
considers reality to be a construct of the mind and is therefore more focussed from a subjective 
viewpoint, such as constructivism (Bawden and Robinson, 2012; Brookes, 1980; Capurro & 
Hjørland, 2003). 
Both philosophical approaches have been employed by different researchers within the LIS field, 
leading to differing concepts of information. When summarising the work of McCreadie and Rice 
for instance, Madden (2000) highlights that some concepts of information may constitute 
information as (among others): 
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 data in the environment (informative only when appropriately interpreted), 
 part of the communication process (where contextual meaning depends on the user 
rather than the data).  
In some cases then it seems one can view information as an existing phenomena waiting to be 
interpreted (i.e. existing with no purposeful intent to convey or communicate anything; an 
objective viewpoint), while in other cases it is possible to think of information as something 
purposefully communicated by at least one party (i.e. a subjective viewpoint),. 
Therefore the philosophical grounding when attempting to formulate concepts of information may 
have a direct effect on the final conceptualisations. As Hjørland (1998) highlights, philosophical 
positions have an effect on practical processes in LIS. Therefore, if attempting to define or create a 
concept of information, the philosophical approach taken will affect the way in which information 
is viewed.  
This is not to suggest however, there is a correct philosophical approach to adopt, or that any one 
particular approach is better than another. Bates (2005) for example suggests that perhaps there 
may be an effective way to employ both subjective and objective perspectives (in LIS). 
Furthermore Talja et al. (2005) conducted research on three philosophical approaches used within 
IS, concluding that not only are all three meta-theories “applicable as orientation strategies in IS, 
each having their own area of applicability”, but that they also all complement each other. 
The two aforementioned approaches (Realism and Idealism) will be very briefly discussed 
individually below.  
 
1.5.1  Philosophical Approach: Realism 
 
As Hjørland succinctly states, “the basic realist claim is that a mind-independent reality exists” 
(Hjørland, 2004). The realist view therefore considers that there is a single objective reality, that 
information in the physical world exists and can therefore be studied and understood (Bawden & 
Robinson, 2012), and that the “structural properties of reality are knowable in themselves” (Floridi, 
2011) and it is therefore possible to 'get them right' (ibid).  
There are several variants of the realist approach, such as scholastic realism, transcendental 
realism, scientific realism, critical realism, naïve realism and so on (Hjørland, 2004). For example, 
while Hjørland and Floridi can both be considered realists, they employ different variants of the 
realist perspective (Bawden & Robinson, 2012). Hjørland subscribes to pragmatic realism 
(Hjørland, 2004), while Floridi to structural realism (Floridi, 2011).  
The central tenet for all these variations however, is essentially the same, and results in 
considering information from an objective viewpoint. Reality and the phenomena of reality (such 
as mountains, books, tropical fish etc.) exist as matter of fact; therefore the information pertaining 
to reality can be acquired, as a matter of fact. However even when employing a realist approach 
when dealing with information, one should not 'uncritically accept scientific knowledge claims', but 
rather maintain a certain scepticism and be open to investigating alternative views (Hjørland, 
2004).  
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The realist approach, when adopted for study within LIS, may often result in quantitative research 
and evaluation methodology to be employed (Bawden & Robinson, 2012). 
 
1.5.2  Philosophical Approach: Idealism 
As with realism, there are variants to idealism, however the main viewpoint of interest here is 
constructivism, which contends that “rather than a single objective reality, we must consider 
numerous subjective realities, created by individuals and social groups” (Bawden & Robinson, 
2012). 
Constructivism may be defined as a view in which “the individual mind constructs reality but within 
a systematic relationship to the external world” - (Talja et al., 2005).  
In contrast to the realist view, proponents of constructivism argue that reality is constructed by 
individuals. There is a strong connection therefore between constructivist ideas and the cognitive 
viewpoint.  
As with realism, there are further variations within this approach. For example, when citing the 
work of Wersig, Cornelius (2002) suggests that constructivism is either radical or moderate. The 
moderate view allows for the possibility that humans perceive and develop knowledge in similar 
ways, and because of this not all experiences (of information) are entirely subjective. Therefore, 
according to moderate constructivist theory, under the same conditions all humans will most likely 
come to the same conclusions.  
Radical constructivism however contends that all individuals interpret information in different 
ways, potentially drawing different conclusions from the same material, and that all knowledge is 
a product of social practices (Cornelius, 2002 citing Cornelis, 1996).  
Employing either constructivist viewpoint for IS entails placing emphasis on the individuals’ 
experience of information, leading to suggestions that information does not exist independent of 
social practices and human experience, leading some to consider that without observers or users, 
there is no information (Roederer, 2003).  
Employing a constructivist approach may lead to a more qualitative or holistic method of research 
(Bawden & Robinson, 2012). According to Cornelius (2002) constructivism seems to have secured 
enough support to diminish claims that information is simply a "thing" as suggested by Buckland 
(Bawden, 2007) or just a physical property of the universe (as for example suggested by Stonier 
(1990, 1996).  
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1.6  Summing Up 
Though evaluated only briefly, the three approaches discussed (multi-disciplinary, philosophical, 
and cognitive) provide a valid standpoint from which to study the concept of information within 
the human environment.  
As suggested, a multidisciplinary approach entails studying information concepts from the 
physical, biological, social and psychological perspectives. Attempting to assess information from 
multiple fields of study however, is a task too great for the confines of this research, therefore 
informational concepts will only be assessed from two fields of study. 
As highlighted, when studying concepts of information from Quantum Physics, there is valid basis 
for conjointly employing perspective form Psychology, where the psychological aspects lead to 
employment of a cognitive approach.  
Both these fields to an extent deal with information and phenomena that may be below or beyond 
conscious human thresholds of perception. While QM deals with sub-atomic phenomena, 
cognitive approaches encompass unconscious mental information processing. Furthermore, the 
cognitive approach places emphasis on the way an individual mind builds up knowledge to “serve 
the organisation of internal and external reality” (Talja et al., 2005).  
The phrase 'internal and external' can be equated to cognitive abilities (internal) and quantum 
phenomena (external), with the common denominator being 'reality'. 
With regard to the philosophical viewpoint, Brookes (1980) contends that since information is an 
entity pervading all human activity, the separation of objective from subjective is a problematic 
issue. The cognitive approach however, is closely linked to the constructivist philosophy, in that 
notions of objective reality are, to an extent, rejected, in favour of the subjective constructs of 
individuals (Kaye, 1995). For this reason a constructivist approach may be feasibly employed if 
studying information from a cognitive viewpoint. 
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2 Aims Scope & Limitations 
2.1  Aims & Research Questions 
This investigation will not attempt to justify or build a case to suggest that information is either a 
physical or non-physical entity. The investigation will instead consider both the physical and 
cognitive aspects of information processing that might occur or be generated at a subliminal level, 
i.e. one that may be below the threshold of conscious perception.  
Consequently, from the field of physics this will entail focussing on aspects of QM, while 
unconscious cognitive information processes will be investigated by focusing on the work of Carl 
Jung and his theories regarding depth psychology (namely Archetypes and the Collective 
Unconscious).  
The primary aim through this line of inquiry will be to understand whether the information we 
extract from reality accurately represents what exists, or whether we instead perceive reality 
through some form of informational bias.  
2.1.1 Research Questions 
Q1.  Is the reality of what is perceived the same as the reality of what exists? 
Q2.  How, if at all, are we influencing the information in our environments, i.e. the 
information of reality? 
Q3.  Can concepts from Quantum Physics and Psychology be employed to understand 
concepts of Information? 
2.2.  Scope and Limitations 
2.2.1 Assumptions 
1. Knowledge Data And Information 
The oft quoted information hierarchy (data->information->knowledge->wisdom) indicates 
that the terms involved are all related (Bawden, 2008). Knowledge for example may be a 
structure of linked concepts, with information being sub-units of this structure (Brookes 
1980; Vickery 1997), while data may be considered as potential information (Bates, 2005, 
2006; Meadow & Yuan, 1997).  
 
There are many such fine lines of subtlety between these terms, with no “agreed set of 
relations” between them (Bawden, 2001). The key point however, is that these concepts 
(data, information, knowledge etc.) are all interlinked.  
 
For the purpose of this investigation these distinctions will not be investigated. The term 
'information' will instead be used as an umbrella term that will cover all these separate 
concepts.  
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This generalisation is done for two reasons. Firstly, the scope and limitations of this 
investigation do not allow for these individual concepts to be investigated and 
distinguished at length. Secondly, since, as Bates (2006) suggests, “almost anything 
existing in the universe, that can come into human and other animals’ purview, can be 
experienced as information”, it is assumed that any instance or phenomena, from which 
information can be potentially derived at some stage, can be prematurely referred to as 
information (for the purpose of this particular investigation).  
 
The terms involved (data, information, knowledge etc.) may therefore be used 
interchangeably within this paper, with this aforementioned understanding.  
Furthermore, with particular reference to QM, while the terms 'information' and 'data' 
may hold specific and unique context dependent meanings within this field, this 
distinction will again be superseded by the generalisation that anything from which 
information may potentially be derived will be referred to as ‘information’. 
 
2. Quantum Mechanics and Quantum Physics 
While a distinction exists, it is considered acceptable to use these two terms 
interchangeably within the context of this research to refer to quantum phenomena and 
the quantum field of study. 
 
3. Brain/Mind 
When discussing cognition, the terms ‘mind’ and ‘brain’ will be used interchangeably/ 
synonymously.  
 
2.2.2 Previous Research 
Carl Jung 
To the best of this researcher’s knowledge, Jung's theories have not been applied in the 
context of LIS research. Given this fact, research here will be based on analytical 
psychology journals and papers/publications, rather than on LIS publications/material.  
Furthermore, given the large body of Jung's work and the time limits under which this 
research will be conducted, with one exception of Jung’s own work, in all other instances 
Jung will be cited or referenced via secondary sources.  
Quantum Physics 
To the best of this researcher’s knowledge, QM has not been extensively researched with 
reference to LIS. Research here will attempt to avoid the ‘hard maths’ of the subject and 
will instead focus on importing, interpreting and utilising the concepts involved. 
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3 Considerations from the Quantum Realm 
3.1  Influences on IS from Quantum Physics 
Like any scientific field QM has its own subject specific meaning when employing the term 
information. Beyond this usage, it may initially seem that quantum mechanics has little if anything 
to do with IS.  
However, the roots that have enabled us to technologically evolve into an Information Society are 
fundamentally grounded in QM. The technologies we employ today are based on the quantum 
theories and discoveries made by physicist in the 1920's and 1930's, and would be impossible 
without them (Kakalios, 2010). The field of solid state physics, made possible through QM, enabled 
an information revolution; 
“the wonders enabled by quantum mechanics are almost too many to name: devices such 
as lasers, light-emitting diodes, and key chain memory sticks.” (Kakalios, 2010)  
Without such developments, there would be no mobile phones, no DVD's, no blu-rays, no laser 
printers, no personal computers, no World Wide Web, and so on. This may seem an exaggeration 
but as Kakalios highlights, without semiconductor devices such as the transistor for example, 
computers would still rely on bulky vacuum tubes. Given that modern laptops employ 
approximately a hundred million solid state transistors for data storage and processing, if a 
computer of equivalent processing power were built using the old vacuum tube technology, the 
average laptop would be the size of the White House (Kakalios, 2010).   
The impact of ICT’s and ipso facto QM on LIS is undeniable; the current state of the profession has 
certainly been shaped by the quantum discoveries made in the early part of the twentieth century.  
Beyond the impact on ICT's, the quantum world is becoming pervasive on more traditional or 
classical aspects of IS. As Stonier contends, information is a basic property of the universe: 
“Any general theory of information must begin by studying the physical properties of 
information as they manifest themselves in the universe” - (Stonier, 1990) 
3.2  Influences on Quantum Physics from IS 
Information Scientists have of course been interested in the physical aspects of information, 
especially with a view to reconcile and unify the various aspects of information that arise in 
different fields of study.  
However, the idea that the universe is informational in nature has gained credence in circles 
outside of IS, namely in physics. This is surmised by physicist John Archibald Wheeler’s statement: 
'it from bit' (Bawden, 2007; Davies, 2011; Floridi, 2010; Gleick, 2011), which implies that the 'it', 
i.e. matter or what Floridi (2010) calls the “ultimate nature of physical reality” stems from the 'bit', 
i.e. the informational base unit. This suggests that rather than matter or energy, the universe is 
instead composed of data.  
As Davies (2011) highlights, the orthodox association between maths, physics and information 
may be articulated symbolically as  
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This view suggests the most basic aspects of existence are mathematical relationships, with 
information being considered a secondary concept derived from specific states of matter (Davies, 
2011).  
However, the view promoting information as the “primary entity from which physical reality is 
built” (ibid) is gaining increased popularity within the scientific and mathematical community. This 
view remodels the traditional association by placing information as the primary factor in the 
relationship: 
 
This revised interpretation places information at the base of physical reality, highlighting that 
“Physics suggests theories of reality in which information takes over the role that matter once 
played” (Clayton, 2011 – italics in original). Davies (2011) points out that while this represents a 
“radical shift in world view”, laws of physics were always essentially informational statements 
enabling us to understand the laws which govern the physical world. 
If information is taking over from matter at a basic level, then the processes which occur within 
the universe at the most basic level are, essentially, informational processes. Phrased another 
way, the universe processes information. This line of thinking has led many to consider the 
universe to be a quantum computer. That is not to say that the universe may be compared to a 
computer or be thought of as working in a similar manner to a computer, but more definitively 
that the universe actually is a computer.  As Seth Lloyd suggests, this is not a metaphor, it is a 
mathematical fact; the universe is an information processing machine (Lloyd, 2011).  
While this is of central interest to information scientists, QM is far from simple. As Zeilinger (2000) 
points out, discussions regarding how to interpret QM which began in the early 1920's are still on-
going; 
“Richard Feynman once commented, “I think I can safely say that nobody today 
understands quantum mechanics”, and Sir Roger Penrose remarked that, although the 
theory agrees very well with all experiments and it is of profound mathematical beauty, it 
“makes absolutely no sense”.”  
This ambiguity however provides interesting avenues and opportunities for research when 
thinking about information. Zeilinger (2000) for example suggests that given the views of some 
leading proponents in the field it is suggestive to think of QM as a theory of information and that 
we are “gaining new insight into quantum mechanics itself by viewing it as an advanced theory of 
information”.  
 
3.3  Concepts, Theories & Phenomena to be Considered 
As mentioned earlier, the physical aspects of information (i.e. pertaining to the field of physics) 
have been considered by several researchers in the LIS field. Interest here will differ slightly in that 
consideration will be focused on some of the fundamental concepts of QM, the implications of 
which will be used to consider certain ideas about information and the information of reality.  
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Prior to this however, certain theories, experiments and phenomena, as encountered in the 
quantum world require clarification. Namely, these are:  
 The Double Slit Experiment 
 The ‘Schrödinger's Cat’ Experiment 
 The Copenhagen Interpretation 
 The Wigner’s Friend Adaption  
 Heisenberg’s Uncertainty Principle 
Since these theories and experiments are well established within QM, they will only be explained 
here very briefly and without in depth discussion regarding their historical development. 
Readers wishing to gain a deeper understanding of Quantum phenomena, historic development of 
the subject, broader discussion or a more comprehensive level of experimental detail are referred 
in particular to Baggott, (1990), Davies and Gregersen (2011), Greene (2004), Gribbin (2000; 1989), 
Hawking (1988), and Kakalios, (2010), all of which discuss these experiments and phenomena, and 
are sources used to summarise the following experiments.  
 
3.3.1  The Double Slit Experiment 
This experiment highlights one of the central phenomena of QM.  
The set-up for this experiment involves a light source that is separated from a wall by a partition 
containing two slits (Figure 1).  
 
 
 
 
 
 
 
 
 
The light must pass through the slits in order to reach the back wall, which is covered with some 
form of photographic film or plate that will record the pattern made. When the light is shone, the 
wall reveals an interference pattern; an alternating band of light and dark, where dark bands are 
caused by two wave fronts cancelling each other out (Figure 1). This is what would be expected 
from a wave passing through the two slits (Figure 2), so the conclusion drawn at this stage is that 
light is a wave.  
Fig. 1 – Original set-up for Double Slit 
Experiment 
Fig. 2 – Interference pattern of light behaving as a wave  
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Light however consists of tiny particles (photons). If the experiment is adjusted to allow only one 
photon at a time to travel from the source to the wall, we no longer expect to see an interference 
pattern, since there are no other photons to interfere with the single photon being sent. 
 
 
 
 
After some time the aggregate pattern created by all the photons that have been shot out (one by 
one) can be viewed. What would be expected is a pattern of two bands of light, brighter at the 
centre of the bands and fading towards the edges. What is actually seen is the interference 
pattern (Figure 3). This seems impossible since the only way to achieve this pattern is if each 
photon goes through both slits at the same time and interferes with itself. The set-up is then 
altered slightly and some form of detector is incorporated to ascertain which slit each photon has 
gone through. However, when this is done and the experiment repeated, each photon only goes 
through one slit and the interference pattern on the back wall disappears, replaced instead by the 
two bands of light that we originally expected to see (Figure 4). 
The act of trying to observe what the photon does seems to change the behaviour of the photon. 
When un-observed or un-measured, the photon seems to go through both slits at the same time. 
When observed, it goes through only one.  
This is sometimes referred to as the measurement problem or the observer paradox. 
The two slits represent the different possibilities for the photon. When un-observed, it seems that 
all possibilities simultaneously exist. When observed, a specific possibility is forced into becoming 
an actuality. The indeterminate state of photons (existing for example in both slits 
simultaneously), is described mathematically as a superposition of possible measurements which is 
then resolved into a single state when measured. The act of measuring collapses the possibilities 
and is commonly referred to as the act of ‘collapsing the wave function’.  
When a measurement or observation is made, the wave function is forced to collapse and the 
photon exists in one specific definitive state. Both observations (with and without the detector at 
Fig. 3 – Double Slit experiment with photon gun 
shooting out one photon out at a time 
Fig. 4 – Double Slit experiment with addition of 
photon detector  
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the slit, wave interference pattern and particle interference pattern) are valid, contradictory and 
most importantly, both are true.  
This experiment exemplifies wave-particle duality, highlighting the ability of all particles to exist as 
waves and particles. 
 
3.3.2  The Schrödinger’s Cat Experiment 
This thought experiment, often referred to simply as Schrödinger’s Cat, also highlights the wave 
particle duality established from the double slit experiment. There are several variations but the 
central principal is as follows: 
A cat is placed in a container, with a vial of poison, a hammer, some quantity of radioactive 
material and a Geiger counter. The is set up such that if the Geiger counter detects any radioactive 
decay (even one atom) it will trigger the hammer to break the vial of poison, thus killing the cat. 
The radioactive material has a decay rate such that in the space of an hour, a radioactive particle 
may decay, but there is equal probability that it may not. The container is then sealed. Within the 
space of an hour, there is equal chance that the cat is dead (if radioactive decay occurred), or alive 
(if no decay occurred). To an outside observer therefore, until the container is opened, the cat is 
both dead and alive. It exists in both states. It is only the opening of the box that forces one or the 
other of these outcomes to be realised. The act of opening the container is the action that 
collapses the wave function and causes a particular possibility (or reality) to be actualised and 
exist. 
Clayton (2011) suggests that the implications of this, in terms of reality or in terms of what actually 
happens, is that the observer plays some role in “making the physical world become what we 
perceive it to be at the macrophysical level”. Schrödinger’s experiment was suggested to explain 
the Copenhagen Interpretation of QM. (see 3.3.3 The Copenhagen Interpretation, below). 
 
3.3.3  The Copenhagen Interpretation 
This duality (wave-particle duality) and effects on observable (or forced) reality has led to the 
Copenhagen Interpretation of quantum theory; the conventional interpretation of QM adhered to 
by most physicists (Bawden, 2007; Gribbin, 2000). 
Formulated principally by Niels Bohr, Werner Heisenberg, and Wolfgang Pauli in Copenhagen 
(Stapp, 2011), this interpretation suggests it is essentially meaningless to consider a quantum 
particle as existing until it is projected into a state (i.e. a particular state of existence) by the 
measuring device (Baggott, 1990). Niels Bohr expanded this to suggest that nature follows every 
possibility and only chooses a specific path when forced (by observation or observer) to do so. 
As Baggott (1990) goes on to point out, if we take such considerations to their logical conclusions, 
the theoretical implications are that quantum particles, and therefore the entire universe, has “no 
existence independent of observation”. This suggests that reality does not exist until observed, but 
throws up other questions, such as how the observer or the observational apparatus exist. 
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Brukner & Zeilinger (2002) suggest caution when placing too much emphasis on the observer, 
stating that while the observer is responsible for deciding whether to place the detector into the 
interfering path or not (and is therefore responsible for creating or forcing one or the other state 
of reality), this is not a justification for misinterpreting the role of the observer: 
“This role of the observer has led to numerous misunderstandings about the Copenhagen 
interpretation of quantum mechanics. Very often, and erroneously, a strong subjective 
element is brought into the discussion, implying that even the consciousness of the 
observer has a role in the quantum measurement process. One has to be very careful at 
this point” - Brukner & Zeilinger (2002) 
The point that Brukner & Zeilinger (2002) go on to clarify is that the observer has “no influence on 
the specific element of the world that becomes reality”. This is an important point, since it 
highlights that the role of the observer is limited to forcing an outcome from a predefined set of 
possibilities. The observer does not have the ability (or is presumed to not have the ability) to alter 
or specify the set of possibilities that will be available. The act of measuring does however have an 
undeniable effect on actualising a particular event, thus rendering the notion of 'pure' or 'true' 
measurements problematic.  
The implication of the Copenhagen Interpretation, the idea that objective reality does not exist, is 
a controversial one. It was in opposition to views like this that led Einstein to famously quip “Do 
you really believe that the moon is not there unless we are looking at it?” (Greene, 2004). 
Supporters of the Copenhagen Interpretation however, argue that if no one and nothing is looking 
at or in any other way interacting with the moon, it is indeed not there (ibid).   
Einstein, along with Boris Podolsky and Nathan Rosen wrote a paper (commonly known as the EPR 
paper) setting out arguments against the Copenhagen Interpretation.  
According to QM, if two particles are described by the same wave function (i.e. are 'entangled'), 
quantum theory dictates they will remain in contact until the point of measurement (i.e. until the 
wave function collapses). At that point, measurements made on one particle will instantaneously 
affect the other. Essentially this implies that information could travel faster than light.  
The EPR paper highlighted this paradox with the aim of showing that quantum theory may be 
flawed, or in the very least, was incomplete. Various experiments conducted since the publication 
of the EPR paper however have suggested that quantum theory is not flawed, and that 
information exchange (between two 'entangled' particles) can be instantaneous, regardless of the 
distance by which they are separated (Baggott, 1990; Clayton, 2011). 
While the Copenhagen Interpretation is not without its flaws or opponents, it is the most 
commonly held view within QM, and establishes the crucial foundations in QM. Therefore it shall 
be adhered to for the purposes of this discussion. 
 
3.3.4  The Wigner's Friend Adaption  
One of the problems with the Copenhagen Interpretation is highlighted by a derivation of the 
Schrödinger’s cat experiment, devised by Eugene Wigner, entitled "Wigner's Friend". He suggested 
that if the cat is replaced with a human but all other aspects of the experiment remain the same, 
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to the outside observer, nothing has changed; the life form within the container, in this case 
human instead of feline, will be either dead or alive. Again for the outside observer, until one or 
the other possibility is actually viewed, both exist and it will only be the opening of the container 
that will force the probability wave to collapse. The human in the container however is observing 
what is occurring within the container, and therefore the act of observing what is happening in the 
box must collapse the wave function. According to this scenario, two differing versions of reality 
co-exist, each dependent on the observer. In one, all possibilities exist; in the other, a possibility 
has been actualised. If this is expanded to account for all the humans who exist, it results in a 
multitude of realities existing simultaneously in the same reality.  
This has led to an alternative to the Copenhagen Interpretation; the Many World Interpretation 
(also known as the 'relative state' or ‘branching universe' interpretation). This version suggests 
that rather than being forced into one reality, every possibility that can exist does exist by 
branching off into another universe, all of which co-exist. In this way, the wave does not collapse, 
multiple realities are created, and every possible eventuality occupies one of these realities. 
Neither interpretation (Copenhagen or Many Worlds) has been conclusively proved, both 
remaining open to discussion.  
As Baggott (1990) points out, quantum theory is only the “best interpretation of the physical world 
currently available and may be in need of replacement when new experimental tests are devised”.  
 
3.3.5  Heisenberg’s Uncertainty Principle 
Succinctly put, Heisenberg's Uncertainty Principle states it is impossible to simultaneously 
measure conjugate properties of particles (for example, the position of a particle AND its 
momentum at that particular point) (Baggott, 1990). Uncertainty therefore, according to 
Heisenberg is inherent in the nature of things.  
If one gathers information regarding the path of the photon, one loses information regarding the 
interference pattern (in that it is no longer present). However if one obtains information in the 
form of the interference patterns, no path information is available. In either case, it can be 
considered that it is an informational difference that occurs. 
As Brukner & Zeilinger (2002, citing Zeilinger 1999) points out 
“From a fundamental perspective, this approach suggests that the most basic notion of 
quantum mechanics is information”. 
Gribbin (1989, 2000) clarifies an important point regarding the Uncertainty Principle; it is not the 
practical difficulty or inaccuracy of experimental measurement that creates uncertainty, nor any 
physical interference caused by measuring that causes change in a particles pre-existing state or 
momentum. Rather the cause for uncertainty stems from the fact that the quantum object 
(electron, photon etc.) simply does not have a precise and defined momentum and position. As 
Clayton (2011) further elaborates, under the Copenhagen Interpretation, not only can we not 
know the precise location and momentum of particles, but the particles themselves simply do not 
have a precise location and momentum.  
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3.4  What does this mean in terms of Information? 
What these principles and experiments suggest is that while every possibility that can exist does 
exist, it remains undefined until observed or intercepted. Any information pertaining to reality 
therefore may be forced into creation, rather than existing fully manifest ready for study. 
Furthermore, it is an informational ambiguity that causes these dualities and uncertainties. 
Quoting Fuchs, Hagar (2003) highlights  
“a large part (but not all) of the structure of quantum theory has always concerned 
information. It is just that the physics community has somehow forgotten this.” - Hagar 
(2003) – quoting Fuchs (2001) 
It can be argued that the Schrödinger experiment is, at its very essence, an informational problem. 
Until the container is opened, the cat is both dead and alive, i.e. until we gain information about 
what is inside the box, the potential exists for both informational states to exist.  
This scenario can be understood by employing the ASK (anomalous state of knowledge) hypothesis 
proposed by Belkin, whereby an information need arises from a recognised anomaly in the 
knowledge state (Cornelius, 2002).   
In Schrödinger’s experiment, for the outside observer there is a state of ambiguity, an anomalous 
state of knowledge, where the query may be 'is the cat dead or alive?' The resolution of this 
requires information. The act of gaining this information (i.e. the act of opening the box) resolves 
the ambiguous state and resolves the query. Even in the adapted experiment involving Wigner's 
friend, the act of opening the container, creates one definitive resolution. If this is true for this 
instance of information, can it also be true for all information? If we have an information need, 
until the point at which we resolve that need, do all possibilities of information exist? 
Furthermore, do informational outputs create one specified, distinct or unified reality? 
 
3.4.1 Playing With Dice 
Einstein suggested that “God does not play dice” (Gribbin, 1989; Lloyd, 2011), however there are 
no such restrictions present here.  
Consider the following scenario that may help explore how information exists in reality: 
A dice with the traditional six faces, where each face is numbered from one to six and 
represents a state or value of information, is rolled. When the dice stops, the value of the 
top facing side is noted. 
While the dice is being rolled, the potential exists for any of the six faces (i.e. informational values) 
to exist. Therefore, up until the dice actually lands and stops on a particular face, all six 
possibilities can be thought to simultaneously both exist and not exist. It is the act of completion 
(i.e. the act of observing the outcome) which creates a particular informational reality.  
So far, this seems very similar, in theory, to Schrödinger’s experiment.  
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However, the scenario is now modified by changing the type of die used and incorporating two 
conscious and active participants/observers.  
The participants are arranged facing one another and asked to note the numerical value of 
the upward facing dice-face when it lands. Traditional die are marked with dots, not 
numerals, however the dice is changed from a six sided one, to a twelve sided one, and the 
markings changed from dots to numerals. These are written in a 'random' order from 1 to 
12. The dice is again rolled and lands with the same side facing upwards. This time 
however, the two participants are not in agreement. For one of the observers the numeral 
is a '6'. For the other however, sat facing opposite, this number appears upside-down, and 
is therefore a '9'.  
There is no way to know which is correct. They may in fact both be correct. In this scenario, an 
actuality has again been forced however this time there is not just one definite answer. Unlike 
Schrödinger’s experiment or the double slit experiment which, when observed created one 
definitive output, the observation in the dice experiment does not resolve the informational 
problem with a unique informational result. In both the double slit experiment and Schrödinger’s 
experiment, the probability wave collapsed to create one outcome of reality. In the above scenario 
however, the dice is showing both 9 and 6, depending on how it is viewed. Regardless of the actual 
physical output, it is the interpretation of that output that creates a continued informational 
duality.  
Both informational states exist in the same reality and as true reality. However they differ in the 
personal realities of each participant. This highlights that information is relative and contextual. It 
is user orientated, or user dependant. A similar issue in Information Retrieval referred to as the 
“crucial ambiguity problem” arises due to the fact that in certain situations, all interpretations and 
conclusions may be valid (Ingwersen, 1984). 
 
3.4.2 Conservation of Information 
The dice of course can be assigned a correct 'right way up' position, by drawing a line under the 
numerals to indicate which way up they should be read. Further conditions can be stipulated, such 
as ordering the sequence in which numbers are written. These acts of limiting the possible or 
potential outcomes, creates another scenario in terms of information; reducing the informational 
output involves increasing the informational input. It is as if the informational constitutes of a 
situation, much like with a mathematical problem, must balance out. 
This apparent conservation is indicative of the quantum entropic logic theory, which according to 
Nesterov (2011) has become a theory regarding information. One of the resultant postulates is 
that information must follow the conservation law; it cannot disappear without a trace nor can it 
appear from nowhere. Nesterov however goes on to point out that this theory does not consider 
the semantics of information (ibid). For this reason therefore, it may exist in the same vein as the 
Shannon-Weaver theory, which addresses certain aspects of information (such as data) without 
encompassing the entirety of complexities affiliated with the concept of information (Meadow, & 
Yuan, 1997). 
Since quantum-entropic logic theory considers that information is a material category, on par with 
energy and mass, and given that all material mediums display wave properties (Nesterov, 2011), it 
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may be feasible to consider information as also having wave-like properties. The wave-like 
properties associated with information may manifest informational potentials, thereby suggesting 
that a given piece of information contains multiple potentials, and that any of these may be 
realised when the information is actualised within a given context. Nesterov seems to 
acknowledge this or point this out by stating that probability according to Information Theory 
corresponds to one state of information from a many possible states (ibid). 
Furthermore, given that no two contexts can be exactly the same (each individual will have an 
individual outlook) informational outcomes may be thought to co-exist in different contextual 
realities.  
 
3.4.3 Amount of Information/Information Potential 
If information is equated with energy and matter, (as done in IS by for example Bates (2005, 2006) 
and Stonier (1996)) and in QM by the quantum entropic logic theory) then one of the implications 
is that information, like matter and energy, has existed since the moment of the Big Bang. This 
would not necessarily mean that the works of Byron for example existed at the point of the Big 
Bang. It would however imply that the potential for them existed. For example with a colour 
palette of primary colours, the potential to create green or orange or purple exists. The potential 
to create a work of art exists. To create these requires a combination of time, energy (mental and 
physical) and a reconfiguration of matter, but eventually this is achieved. Given that the works of 
Byron do exist, the potential for them to exist must have been one of the eventual possibilities that 
existed at the beginning of time.  
Information, like matter, is capable of changing, but within this change, the conservation law must 
be adhered. For example, in order to change a thought into a sentence into a written piece of 
work, energy changes must occur.  
In this way the potential for all the information we know now, would have always existed in some 
primitive or pre-influenced form.  
In this sense, information in all its guises must be seen to have some origin that is grounded in 
some way with the physical reality in which we exist. If information obeys laws in the same way as 
mass or energy, this not only implies that there may be a finite amount of information in the 
universe, but that all this information was present in some form since the start. Therefore what we 
experience as information (or new information) is merely a reconfiguration and realisation of 
possible actualities stemming from an initial set of probable eventualities. 
Using QM calculations Seth Lloyd has suggested a definitive number representing the amount of 
information in the universe as being 10
122
 bits (Davies, 2011; Gleick, 2011) however this has not 
been unanimously accepted or confirmed (Floridi, 2010). 
If all current information is derivative, could it be possible to work backwards and deconstruct 
information, to such an extent that we could not only uncover the ‘base set’ that existed, but also 
use this to predict the future? 
Perhaps a powerful enough computer could perform such an algorithmic calculation, but it would 
require an initial input that accounted for all the informational influences acting upon a system. 
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There is a flaw with this line of thinking, which can be highlighted by reconsidering the dice 
experiment. 
The ambiguity in the experiment (whether the numeral is a 9 or a 6) can be said to be an example 
of a known unknown. The informational possibilities are known, despite ambiguity regarding 
which one is 'true'. Even when the dice is being thrown, the possibilities are known. The 
informational reality that can exist (at the time when the dice is rolling) is a known unknown; we 
know what it could be, we don’t know what it will be. 
There were only two alternatives in the scenario suggested; six or nine, and overall there were 
only twelve possible outcomes, given that we use a twelve sided die and barring anomalous 
events (such as the die landing on an edge etc.). Since the potential outcomes are known, the 
informational contents of the scenario can be understood using probability ratings. Probabilities 
can be considered to be numerical encodings of a state of knowledge. In other words, as Tribus 
and McIrvine (1971) clarify,  
“one's knowledge about a particular question can be represented by the assignment of a 
certain probability ... to the various conceivable answers to the question”.  
In terms of quantum informational probabilities, this is the foundation for considering the universe 
to be algorithmic computer, as suggested earlier. As Hagar (2003) elaborates: 
“Physicists say that they use quantum mechanics to calculate probabilities for results of 
experiments and that the theory does not describe matters of fact in the world but rather 
provides an algorithm for computing these probabilities. The probabilities of QM are 
simply probabilities for finding the system in a certain state”  
On this basis every action is an informational exchange and the universe (on a quantum level) is 
employing algorithms to compute these probabilities and create reality. 
These probabilities would not however, take into account semantic information. Furthermore the 
probable outcomes (for humans) must be known in order to be considered. As Levinson (1982) 
suggests, while all aspects of phenomena of the universe are knowable and unknowable, 
physicists can only account for the known universe. The uncertainty principle may therefore 
dictate a fundamental limit to what can be known since, as Hawking points out, a completely 
deterministic model of the universe may be difficult to create if “one cannot even measure the 
present state of the universe precisely” (Hawking, 1988). 
So the unknowable may be redefined as the known (or knowable) unknowable; things which we 
know we don’t know.  
This links with Heisenberg's uncertainty principle; if for example we measure (and therefore know) 
the position of a particle, we don’t know its speed at that point (and vice versa). However we 
know that we do not know this. So while one aspect becomes a known, the other becomes a 
known unknowable.  
This leaves a third possibility catering for things which may remain unknown and of whose 
existence we may remain oblivious; a potential unknowable unknown. This may be an absolute 
truth that remains hidden (as suggested by Kant for example), but is something we could not even 
begin conjecture about. 
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While known and unknown accounts for the informational content of a twelve (or any known) 
sided die, it does not account for any unknowable variables. Therefore the actual information 
about this situation (if we were hoping to program a computer to work back through time) may be 
limited to a greater or lesser degree, depending on how many unknowable factors were involved. 
Even accounting for knowable unknowns causes a multitude of problems. 
In the dice experiment, if the dice is substituted for one whose properties are unknown to us, we 
are unable to account for this new information.  
On a universal scale, this may be used to help classify information in to different categories (in 
terms of cognition), namely 
1) Known or knowable (that which we know - the outcome of a conventional dice being 
thrown) 
2) Knowable unknown (that which we can know, e.g. the state of Schrödinger's cat which 
is unknown but can be known upon opening the box, or whether the die face 
represented a six or a nine which can be determined by stipulating control conditions) 
3) Potentially unknowable unknown (any information which we cannot predict, of which 
we have no knowledge of existence or for which we have no information) 
There is a fourth category that can be added at this stage that covers tacit knowledge, (as 
suggested by Polanyi - Capurro & Hjørland, 2003), which may be surmised as 
4) Unknown known (things we don’t know that we know, for example instincts or innate 
knowledge such as knowing how to throw a dice etc.) 
Categories 1 & 2 are dependent on perception and influenced by interpretation. Category 3 is 
difficult to speculate upon since any speculation would be limited to and derived from knowledge 
that is currently known. Any speculation would therefore predict an outcome based on this known 
information, and would therefore create a knowable unknown. For this reason, category 3 may 
contain information that is not only beyond our current comprehension, but also the information 
of reality before we perceive and interpret it, this perception and interpretation causing the 
information of reality to change and be categorised as either 1 or 2. It would in essence, be 
equivalent of asking someone to imagine a colour that they had never seen.  
While Category 3 may seem to overly complicate our view of information, the alternative may be 
to assume that we know all there is to know and all there is to potentially know. However 
comprehensive the views regarding a particular situation may be, there must always exist the 
opportunity to either uncover more or else remain oblivious. Max Planck for example, was told in 
1874 by physicist Philipp von Jolly to “study something else, as all fundamental laws were known 
and all that was left to physicists was to fill in a few remaining details” (Zeilinger, 2000). Plank 
went on to initiate quantum theory, winning a Nobel Prize in Physics for his efforts. 
 
3.4.4 Consciousness, Information and Quantum 
While possible configurations of information as physical manifestations may be finite, 
interpretation and perception of these informational configurations may not be. Contextual 
consciousness seems to make a difference, causing multiple versions of informational reality to be 
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extracted from a single version of physical reality. As Kaye (1995) contends, the long-term storage 
capacity of the brain is virtually infinite. It seems reasonable to consider therefore that in terms of 
cognition, the amount of interpretative information may outnumber any restrictions presented by 
physical limitations of the universe, as suggest for example by Seth Lloyd, (Davies, 2011). 
Returning to the twelve sided dice experiment, the duality of information represented by the 6 
and the 9 is clearly dependant on the contextual interpretation and perception of this information 
by the observer. It may therefore be feasible to speculate that interpretation and perception 
effect reality and more importantly help create an informational reality dependant on the 
contextual information available at a particular point in time. 
With regard to the double slit experiment, attempts to perceive the photon’s path cause the wave 
function to collapse and thus create a particular reality. The Copenhagen Interpretation does not 
simply suggest that we are unaware of certain informational states, for example the state of the 
cat or the position of the photon; it suggests that these properties do not exist unless they are 
actually observed (Gribbin, 1989, 2000). Furthermore, the observer who is central to the 
Copenhagen Interpretation, must be an intelligent observer, i.e. a human observer like Wigner’s 
friend, not a cat etc. (ibid).  
This suggests that reality (and the information of reality) is based on at least the following three 
aspects: 
i) interference (by a conscious agent, if adhering to the Copenhagen Interpretation), 
ii) perception (of the physical manifestation)  
iii) interpretation (by the mind)  
When considering the dice experiment, it is easier to concede that the output of rolling the dice 
has a distinct effect on our consciousness and our information processing abilities, since die are 
large enough to be immediately tangible and their physical attributes are easily perceived by our 
senses. When discussing photons and collapsing waves of probability however, it may seem harder 
to envisage that effects on such a microscopic level may have any effect on humans, on a 
conscious level or otherwise.  
Nonetheless, attempt to discuss the informational processes involved in QM without getting 
ensnared in the theoretical 'hard' physics and mathematics of the theories leads back to issues 
concerning consciousness and active conscious agents, as briefly discussed so far, and 
interpretations and perceptions of reality, as will be discussed next. 
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3.4.5 Perception  
Poli (2006) suggests that there is a connection between external reality and internal 
representation, suggesting that external reality as it exists is viewed internally as a presentation. 
What is meant by presentation in this context is “the basic temporal structure of our conscious life” 
(Poli, 2006), meaning the time an event stays in consciousness or in consciousness within the 
present moment. This is closely linked with the capacity limits of visual short term memory with 
regard to the amount of information that can be stored and the rate at which it can be processed 
(Marois & Ivanoff, 2005). These phenomena (related to cognition) seem to impact our view of 
reality. More importantly, they seem to be intrinsic with our informational interpretation of 
reality.  
The connection (between external and internal) is, as Poli stresses, far from simple.  
In terms of mental information processing, it is generally believed that the human brain cannot 
process all the information it is bombarded with (Marois & Ivanoff, 2005). Furthermore, in terms 
of the information processing capacities of the mind, behavioural research has highlighted at least 
three major bottle-necks that can “cripple our ability to consciously perceive, hold in mind, and act 
upon the visual world” (ibid). As Moraglia (1991) highlights “a tremendous amount of information 
is processed by the human central nervous system without the mediation of awareness”. 
This suggests there may be a significant difference between what is perceived and what actually 
exists.  
One example is Kanizsa's triangle (Figure 5.), instantiating the phenomena of optical illusions, 
whereby “we see 'things' that are not there and do not see 'things' that are there” (Poli, 2006). 
 
 
 
 
 
 
 
 
 
 
The double slit experiment for example, centres on ascertaining the path of a photon. It may seem 
that such particles (that make up light) would be too small to have any perceivable individual 
relevance in everyday scenarios. However light is the main proponent enabling us to see, and as 
Castañeda (1977) points out the function of vision is to reveal physical reality, while Sorajjakool 
Fig. 5 – Kanizsa’s Triangle  
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(1999) calls attention to the fact that although we live in the real world, we interact with the world 
“as it is perceived by us”.  
In terms of perception, not only are photons integral in enabling us to visually affirm our reality, 
but the human eye is in fact capable of detecting a single photon.  
There are approximately 100 to 125 million photoreceptor cells in the eye, each of which is 
capable of detecting a single photon (Rieke, & Baylor, 1998; Stryer, 1996). Information captured by 
these cells is converted to electrical signals by the retina and carried via the optic nerve to the 
brain (Rieke, & Baylor, 1998; Stryer, 1996). The information captured by the 100 million or so 
photoreceptors is sent by only around 1 million ganglion cell axons (Stryer, 1996). Human biology 
is capable not only of incredible coding and compression of visual information (to enable efficient 
and fast transmission to the brain), but also of regulating when the brain becomes consciously 
aware of this information. As Stryer (1996) highlights, it is not individual but rather synchronous 
firing events that are registered consciously. In other words: “visual cortex activation can occur 
without awareness” (Marois & Ivanoff, 2005). Therefore while a single photon can be detected, it 
will not necessarily be consciously registered (or registered on a conscious level). 
However, given that neurons in the brain are capable of discriminating between 1, 2 and 3 
absorbed photons (Rieke & Baylor, 1998), and given that this information must be registered in 
order to ascertain whether it will become apparent in consciousness or not, it is possible that it is 
initially registered on an unconscious level.  
Returning to the double slit experiment, if we adhere to the Copenhagen Interpretation, it is 
implied that conscious observation, measurement and detection of a photon's path cause collapse 
of the probability wave. Given that the eye is capable of detecting a single photon but not 
necessarily on a conscious level, if this detection is acknowledged on an unconscious level, then it 
may be the unconscious that is in fact collapsing the wave.  
In terms of information, conscious information processing may be more dependent on 
unconscious information processing factors than currently considered. 
An example of this is the Pöetzl effect (or Pöetzl phenomena) (Dixon 1972; Moraglia 1991; Tallis 
2002), which relates to information absorption and processing on an unconscious level. According 
to this effect, information that has been registered in the brain but has not been represented in 
consciousness subsequently enters awareness. For example, Dixon (1972) highlights a case 
whereby a subject was shown an image for 1/100
th
 of a second, and was subsequently asked to 
reproduce the image immediately afterwards. The subject was unable to generate more than an 
insubstantial impression; however on the following day when the subject was asked to draw 
images from any dreams from the previous night, the subject produced substantially more 
detailed images recreating some of key features contained in the original image (viewed the 
previous day).  
This type of information return (i.e. through dreams) is the most well researched example of the 
Pöetzl effect, however as Tallis (2002) points out these “rebounds of information from the 
unconscious” manifest in many other ways, such as drawings, doodles, responses to Rorschach 
tests, word associations, and so on.  
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The Pöetzl effect seems indicative of a broader fact that has been recognised, most notably by the 
philosopher Michael Polanyi, whose dictum ‘we may know more than we can tell’ highlights the 
complex and often hidden nature of the information our minds process.  
In a similar vein, it seems plausible to consider that we may see more than we observe.  
Furthermore, while the human eye enables us to perceive the world, we have to accept that there 
is a time-lag between the light reflected off an object, received by the eye and consciously 
registered by the brain. This time-lag, however miniscule, means that everything we consciously 
see is how reality was, not how it is. For an event to be registered in consciousness takes longer 
than for it to be registered on an unconscious level (we may be unconsciously aware of photon 
activity before the signal is interpreted enabling conscious awareness, we may have unconsciously 
captured more details from an image seen for 1/100
th
 of a second than we are consciously aware 
of at the time, and so on). Following this through we may postulate that it may not be 
consciousness that collapses the wave and 'creates' reality, but rather the unconscious (and 
unconscious information processing) that ‘creates reality’.  
 
3.4.6 Interpretation  
There is a distinction to be made here, as pointed out by Poli (2006), who distinguishes between 
levels of reality and levels of interpretation, emphasising that although both may be linked 
components within a given framework, they are not the same.  
Poli goes further to suggest that material, psychological and social realms (or strata) of reality may 
be connected in one of two ways:  
a) the material strata (or realm) is the bearer of the psychological strata which in turn is 
the bearer of the social strata  
or  
b) the material strata bears both the psychological and the social, with the psychological 
and the social existing in a reciprocally determined state (i.e. one is the ‘environmental 
prerequisite for the other’ (Poli 2006, citing Luhmann, 1984)  
The first interpretation seems to bear similarities to Hjørland’s socio-cognitive view, whereby 
individuals create the collective social phenomena of information domains resulting in a social 
rather than individual basis for information analysis (Bawden & Robinson, 2012). The second 
however, seems to equate the social and the psychological in a constant state of mutual co-
evolution, meaning that one influences the other. This interpretation suggests that the personal 
view is created by social view and vice versa, is favoured by Poli and also seems more consistent 
with constructivist ideology. 
Poli goes on to point out that the material and psychological strata are considerably and 
substantially different, and that shortcomings with regard to understanding the psyche present 
serious problems when considering the validity of research.  
For example, in the image shown in Figure 6., the resultant image perceived depends on 
interpretation (i.e. either a pair of faces in profile facing one another, or a candlestick). 
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As with the dice experiment there are two possible interpretations, both of which are valid 
depending on one's viewpoint. However, interpretation of events, images, situations, essentially 
information in general, is open to a multitude of interpretations.  
Poli (2006) considers cognitive acts to “concern data about perception, memory, imagery, 
phantasy and reasoning”, making a distinction within the cognitive field between presentation and 
representation.  
Experimental data shows that presentations are temporary phenomena, lasting on average about 
700µs. Furthermore presentations are dependent on the context (of the event) for the cognitive 
subject (Poli, 2006). If an event is more contextually relevant or interesting for an individual, the 
duration of presentation will increase. Presentations may occur on a low level of the psyche and 
provide the informational basis for further reasoning (on a higher cognitive level). If we couple this 
information with the amount of information we potentially perceive (such as described by the 
Pöetzl effect), this seems to indicate that our unconscious is responsible for an enormous amount 
of potentially influential information processing (influential in the sense it may impact our view 
and interpretation of reality). 
According to Roederer (2003) the extraction of information in physics involves two main types of 
interactions; physical interaction with the system being measured, and a cognitive and perceptive 
interaction by humans. The brain then forms a simplified model of the interactions, and 
formulates physical laws. Extending this line of thinking, Roederer (2003) presents an interesting 
view, suggesting information appears in physics  
“because of the paradigms (correspondences) involved and because measurement and 
experimentation are processes imposed on nature with a pre-designed purpose—but not 
because information was present and controlled the physical world “before we looked”” 
This seems to suggest that information, or at the very least the information extracted from an 
experiment or observation, may be a construct of some pre-existing bias. Again, this seems similar 
to Poli's (2006) suggestion, which can be adapted to accommodate Roederer's (2003) view, 
implying that we may see things that are not there simply because we are looking for them, and 
Fig. 6 – ‘Two faces or a candlestick’ illusion  
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therefore we may not see the things that may really be there. In other words, we may be missing 
(or even be incapable of seeing) the reality that actually exists.  
If this is true, it implies that there is some predetermined factor within our cognitive processes 
that is causing us to perceive or interpret information in a particular way (i.e. seeing the Kanizsa’s 
triangle that is not really there, trying to understand the complexities of wave-functions by 
creating certain thought experiments, seeing faces or candlesticks, and so on). 
Roederer (2003) considers that, in terms of QM,  
“it is us who interfere with a quantum system by creating “unnatural” situations, such as 
the application of a measuring device (a process that unavoidably perturbs the state of a 
quantum system); the setting up of laboratory experiments that have no natural 
equivalents; the asking of macroscopic-world questions such as “where exactly is the 
electron now?”” 
In this way, we may be actively creating a state of informational reality that did not, or indeed may 
not, have existed without us.  
In terms of the observer's impact on reality (and therefore extraction of information from an 
observed reality), Hagar quotes Fuchs to highlight the impact an observers has on nature: 
“Observers, scientific agents, a necessary part of reality? No. But do they tend to change 
things once they are on the scene? Yes. If QM can tell us something truly deep about 
nature, I think it is this.” (Hagar, 2003 – quoting Fuchs 2002). 
While Hagar considers Fuchs analogies somewhat 'shrewdly contrived', it nonetheless seems 
reasonable to consider that, as observers (or active agents) who exist within the world and its 
reality, we change the informational content of reality. Therefore, what is perceived and what 
actually exists (or existed prior to observation or involvement) may not be one and the same. This 
may be a subtle difference in reality, one that seems inconsequential, but as Lorenz’s butterfly 
effect shows, small differences cannot be assumed to be negligible (Gleick, 1989). 
  
3.5 Bridging the Gap between Mind and Quantum 
“Looking to the future, it is intriguing to speculate that consciousness, intelligence and 
human information may play a major, and as yet unforseeable, part in the development of 
the universe.” (Bawden, 2007) 
If, as Roederer (2003) suggests, we create unnatural systems when attempting to measure or 
observe phenomena, it seems reasonable to consider why we do so.  
Assuming reality does not exist until we look raises at least the following questions  
• Why does reality look the way it does when we do look? 
• Why does there seem to be one consistent or communal reality?  
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While many may consider QM to be irrelevant to the problem of mind and brain connectivity 
(Stapp, 2011) and consider that QM and consciousness may be related in the same way spark-
plugs may be essential to traffic jams (Calvin, 1997), there has been a link established here so far 
between the two. 
Extraction of information at the quantum level may be dependent on consciousness (or 
unconsciousness) causing the wave function to collapse. However the seemingly unified view of 
reality shared by all, suggests that consciousness (or unconsciousness) may be to a certain extent a 
commonly shared phenomenon. 
These questions suggest that the way in which information exists in the physical reality we 
perceive is intrinsically linked with the way in which information is processed (from a cognitive 
viewpoint).  
It has been suggested here that it may be the unconscious, rather than the conscious, that 
‘creates’ reality, collapses the wave or processes information enabling perception or 
interpretation of phenomena (e.g. unconscious registry of a photon, the Pöetzl effect suggesting a 
higher amount of unconscious information processing verses conscious information processing, 
etc.).  
As indicated, it is possible that we create a particular state of informational reality that may not 
have existed without us, for example by creating or setting up specific experiments to observe 
certain phenomenon (Roederer, 2003). The unconscious can be considered to be a pervasive and 
powerful influence over higher metal processes (Bargh & Morsella, 2008). If there are some 
species specific unconscious cognitive biases that influence the way in which we set up 
experiments, this will obviously affect the way in which we build a picture of reality based on 
results extracted from these experiments. As Bargh & Morsella (2008 - citing Nisbett & Wilson 
1977) point out people are not aware of or able to report the true cause of their behaviour to any 
great extent. Moraglia (1991) similarly highlights that conscious mental functions can be affected 
by unconscious processes to the extent that this influence may escape the individual’s awareness. 
Given these considerations, attention will now be turned to the cognitive aspects of human 
information processing, specifically to the concepts of unconscious as explored by Carl Jung.  
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4  Jung’s Model of the Psyche 
Swiss psychiatrist Carl Gustav Jung (1875 – 1961), father of the Jungian or Analytical School of 
Psychology, is perhaps best known for his ideas regarding archetypes and the collective 
unconscious (Carr, 2002). Jung may be considered a psychologist of the unconscious (Pietikainen, 
1998), who speculated at length about the structure of the mind with a view to understand and 
integrate its conscious and unconscious aspects (Walters, 1994). 
According to Jung’s model, the psyche consists of three interactive and dynamic levels (Walters, 
1994 - quoting Stevens, 1990). These are the conscious (or consciousness), the personal 
unconscious, and the collective unconscious.  
The outermost level is consciousness. This is the layer of the psyche of which we are most aware; 
consisting of thoughts and memories of which we are consciously aware.  
The second layer, residing on a middle level, is the personal unconscious, made up of complexes. 
As Walters (1994) clarifies: “All of one’s thoughts, memories, and knowledge that are not conscious 
at any given time reside here”, going on to highlight that the personal unconscious has a profound 
effect on subjectivity, influencing thought and behaviour on various levels of consciousness. As 
Jung explains it 
“...the personal unconscious is made up essentially of contents which have at one time 
been conscious but which have disappeared from consciousness through having been 
forgotten or repressed”. – Jung (1990) 
The contents of the personal unconscious have been personally experienced and are therefore 
personal acquisitions (Jung, 1990). For example, one may be consciously aware of having a 
mistrust of authority figures, the cause of which may be an event personally experienced, but 
which has been forgotten or repressed and resides in the personal unconscious. The memory or 
event has been forgotten, but it leaves a residual impression which forms a complex. This complex 
then interacts with the conscious where effects become apparent, while the cause remains hidden 
in the personal unconscious and therefore unapparent to the conscious. 
The collective unconscious is the deepest-most layer. This is where Jung suggested that archetypes 
reside. Jung posited that these universal archetypes were shared by all humans via the collective 
unconscious, a part of the human psyche which he defined as a 
“subliminal repository of ancestral history and memory accumulated over evolutionary 
time and inherited by all members of the species.” – Walters (1994) quoting Jung. 
Before further investigation into these Jungian concepts, a brief overview of the general term 
'archetype' will be given to enable clearer understanding from a historical perspective. Subsequent 
to this, investigation will focus on Jung’s concept of archetypes and the collective unconscious. The 
last part of this section will include an overview of some of the studies conducted (by researchers 
within the field) aimed at finding evidence to support Jung's work. 
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4.1  ARCHETYPE: Broad Definition and Explanation  
The term archetype literally means a universally understood symbol, image or pattern of 
behaviour etc. that is repeated, recognised or upon which other such things are based.  
The term itself derives from the Latin noun archetypum and the latinisation of the Greek 
compound of "arche" (or 'arkhe') and "tupos" (Card, 1991).  "Arche", meaning origin, beginning, 
primal and so on, also carries the secondary implication of dominance. The second component, 
"tupos", means imprint (or impression, as from a stamp), model, pattern etc. (Card, 1991; 1996). 
Conjointly then, the word 'archetype' stemming from 'arche-tupos', means primal, dominant 
imagery or impression. The Oxford Dictionary of English Etymology* defines archetype as 'first 
molded as a model' or 'model type'. This is not suggesting that archetypes are a form of ideals, but 
that an archetype is a prototype or original on which other things are based. As such, repetition 
and replication is implicitly implied by the term. An archetype therefore is an original recognisable 
image or theme that is repeated, imitated or re-occurs.  
Carl Jung employed the term to refer to universal characters and images in thought or imagination 
that he found to regularly reoccur across human knowledge and cultures (Geldart, 1997; Nunn, 
1998). Jung proposed that these archetypes resided within the collective unconscious - a part of 
the human psyche that Jung believed to be a common substrate present in all humans (Walters, 
1994). 
However, while the terms 'collective unconscious' and 'archetype' have become almost 
synonymous with Jung, he was not the first to propose such notions (Roesler, 2012), nor was he 
the first to use such terminology. As Percival (1993) points out “the concept of an archetype 
divorced from Jung’s theory is general enough to apply to any innate behavior". 
The term 'archetype' itself can be traced back to Neo-platonic philosophers, such as Plotinus (Card, 
1996) and many others since then have employed its use. The German mathematician and 
astronomer Johannes Kepler (1571 - 1630) for example used the term archetypus to refer to 
archetypal ideas (Card, 1991; 1996), as did Pico della Mirandola (1463-1494) and Henry More 
(1614-1687) (Card, 1996). Uses of the term can also be found in the writings of Francis Bacon 
(1561-1626) and Sir Thomas Brown (1605-1682). Other usages of the term can be found in Rene 
Descartes’ 1641 printing of his Meditationes Prima Philosophia and later by John Locke, in Books II 
and IV of his Essay Concerning Human Understanding. 
The cognitive aspects of the unconscious had been on-going matters for discourse in philosophy 
for many centuries prior to Jung’s involvement (Card, 1995). As far back as the 1700's Kant put 
forwards ideas suggesting that the possibility of experience required humans to possess a pre-
existent knowledge of space, time and causality (Card, 1995; Percival, 1993).  
Jung himself acknowledged that roots of his concept were embedded in classical philosophy. For 
example both Kant and Jung consider that the reality of existence in the world is itself unknowable 
(Donati, 2004). Jung’s theory of archetypes is also, as he acknowledged, highly influenced by 
Plato's concept of Idea (Card, 1991), and while both Jung and Plato defined archetypes in the 
context of analytical psychology (Sotirova-Kohli et al., 2011), Jung’s view differs with Plato's in that 
Jung's idea is “multivalent and dynamic”, as opposed to Plato's interpretation which suggests that  
 
*taken from the Oxford Concise Dictionary of English Etymology, 1996. Ed. T. F Hoad 
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of “singular and static perfection” (Card, 1996). This results in Jung's concept being broader and 
more flexible. (Card, 1991; Donati, 2004).  
Jung can be considered a realist; he believed that reality is essentially a mental construct, that the 
reality of the external world is a mental creation and that the core of reality is essentially 
unknowable (Pietikainen, 1998).  
With regard to Jung's specific use of the term 'archetype', when he began developing his ideas 
(c1912) regarding ancient predispositions to universal ideas, images or patterns of behaviour, he 
initially used terms such as 'primordial images' or 'dominants of the collective unconscious', only 
settling on 'archetype' in around 1919 (Card, 1991; 1996; Rosen et al. 1991; Sotirova-Kohli et al., 
2011).   
It is generally believed he took the term from two main sources, namely the Corpus Hermeticum 
and from Dionysius the Areopagite's De Divini nominibus, with a further influential factor 
stemming from St Augustine's definition of the ideae principales, (Card, 1991; 1996).  
Jung has not been the only one to recognise repetitious phenomena. Similar concepts to that of 
archetype (i.e. the notion of reoccurrence and repetition of recognisable ideas and images etc.) 
are not limited to philosophy or psychology and are in fact widespread across numerous domains, 
albeit with different terminologies. In mythological research for example there are 'motifs', in 
psychology of primates or primitives there is Lucien Levy-Bruhl's concept of 'representations 
collectives', in ethology 'innate releasing mechanisms', in biology 'open programs', in anthropology 
'biogrammar'; in psycholinguistics there is Noam Chomsky's 'language acquisition device and deep 
structure'; in religion Henri Hubert and Marcel Mauss have defined 'categories of imagination', to 
name a few (Card, 1991, 1996; Jung, 1990).  
More recently, the term 'meme' as coined by Richard Dawkins (Madden, 2000; Nunn, 1998), is 
used to refer to ideas, skills, habits, behaviours, stories, songs etc. that are spread from person to 
person within a culture or group.  
In fact, this phenomenon has developed in so many different fields that the archetype concept 
itself may be, as Card (1996) suggests, “considered to be archetypal in the sense given to it by 
Jung”. 
From this brief overview it becomes apparent that although the modern meaning and use of the 
term archetype is most frequently associated with, and indeed shaped by, Jung, the concept itself 
(i.e. that of regularly repeating phenomena), did not originate with him, nor is it a phenomena that 
appears to be limited to psychology (Card, 1991).  
Interestingly, the Latin and Greek roots of 'archetype' are not entirely dissimilar to those of 
'Information'. Capurro & Hjørland (2003) for example suggest derivation of 'Information' from 
(amongst other sources) the phrase informatio rei; implying 'things impressed in our souls before 
any experience (a priori, as Kant would say)', linking the term also to Plato's ideas, and showing 
links to terms with cognitive implications (e.g. cogitatio and informatio cogitationis, meaning 'the 
faculty of dealing with internal representations') (Capurro & Hjørland, 2003). 
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4.2  Jungian Archetypes & the Collective Unconscious 
4.2.1  Formulation of Concepts 
“Probably none of my empirical concepts has met with so much misunderstanding as the 
idea of the collective unconscious”. - Carl Jung, 1936 (Jung, 1990) 
“The concept of the archetype has given rise to the greatest misunderstandings and – if 
one may judge by the adverse criticisms – must be presumed to be very difficult to 
comprehend” (Saunders & Skar, 2001 - quoting Jung) 
 
In Jungian theory, archetypes are the roots of archetypal representations, and these 
representations (or archetypal images) are such that they recur in human consciousness (i.e. in 
cognition, imagination, dreams, perception etc.). These themes (archetypes) are universal; they 
can be experienced by any one at any time, regardless of culture. They play on human psyche and 
personality, manifesting through archetypal imagery.  
Crucially, there is a distinction between archetypes and archetypal images (or archetypal imagery 
etc.). Archetypes are the tendency in the human mind to form representations, and these 
representations are manifest as archetypal imagery. Furthermore, archetypal imagery is only the 
representation of an archetype; it is not the archetype itself rather only the way in which it is 
manifested in consciousness. A clarification lies in Jung's own work 
“We must, however, constantly bear in mind that what we mean by ”archetype” is in itself 
irrepresentable, but has effects which make visualizations of it possible, namely the 
archetypal images and ideas” (Card, 1991 – quoting Jung) 
“The archetypal representations (images and ideas) mediated to us by the unconscious 
should not be confused with the archetype as such. They are very varied structures which 
all point back to one essentially "irrepresentable” basic form. The latter is characterized by 
certain formal elements and by certain fundamental meanings, although these can be 
grasped only approximately” (Card, 1991 – quoting Jung) 
From this explanation it becomes apparent that Jung believed archetypes themselves to be 
implicitly unknowable (Moraglia, 1991; Sotirova-Kohli et al., 2011), apparent only by their effects 
through interpretation and resultant representation, i.e. through resultant archetypal imagery. 
The psychological theme of being engulfed for example, essentially the fear or idea of being 
devoured or swallowed, can be seen through imagery found in fairy tales and folklore, i.e. the 
witch or wolf or ogre (who eats children), or the whale (that swallowed Jonah) and so on. As Carr 
(2002, citing Adams, 1997) highlights it "the archetype is an abstract theme (engulfment), and 
archetypal images (whale, witch, ogre, dragon, etc.) are the concrete variations on that theme". 
Jung described a number of different archetypes (or archetypal images), such as the wise old man, 
the maiden, the trickster, the great mother, the divine child and so on (Carr, 2002). Archetypes are 
not however restricted to anthropomorphic themes; concepts, such as beauty, knowledge, the 
serpent, quest, birth, and so on also exist (Rosen et al. 1991). Further examples of archetypal 
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imagery are the Mandala (any form of symbol within a circle), the Mother or Father image (as 
personified for example as Goddesses and Gods) or the Anima (female aspect of the psyche) 
(Nunn, 1998).  
In his work on the unconscious, Jung worked closely with quantum physicist Wolfgang Pauli and in 
the later years of their lives they formulated their archetypal hypothesis (Card, 1991), however 
neither put forward a definitive number of archetypes, presumably since a multitude of archetypal 
images (or interpretational outputs) can arise from just a single archetype.  
Jung instead suggested that  
“there are as many archetypes as there are typical situations in life. Endless repetition has 
engraved these experiences into our psychic constitution, not in the form of images filled 
with content, but at first only as forms without content, representing merely certain the 
possibility of a certain type of perception and action. When a situation occurs which 
corresponds to a given archetype, that archetype becomes activated.” (Mahlberg 1987, 
quoting Jung) 
As stated previously, archetypes reside in the deepest layer of the psyche. This is also where Jung 
believed instincts to reside. These instincts are also regularly occurring modes of action and 
reaction, resulting in each species member wanting or feeling the urge to do what must be done 
for its survival (Geldart, 1997), which, like archetypes, suggests “predispositions to patterns of 
behavior" (Rosen et al. 1991).   
In other words, according to Jung, archetypes (and instincts) indicate that humans are born with 
certain abilities, knowledge or “propensities to learn and interpret the world of experience in a 
certain way” (Percival, 1993). These archetypes present and shared by all via the collective 
unconscious then manifest as archetypal imagery in the conscious world.  
Defining archetypes however is not a simple endeavour and the development of Jung's 
epistemology is not without its confusions and ambiguity. As Pietikainen (1998) elucidates 
“Jung himself was of the opinion that we can never be able to know what the archetypes 
really are, and even the profound efforts to explain them are nothing more or less 
successful translations from one metaphorical language to another”. 
Both Jung and his immediate successors struggled to provide a clear, precise definition for the 
term (Walters, 1994). Nunn (1998) highlights several reasons for this and it becomes apparent that 
one of the central factors is Jung's own shifting opinion and vague clarifications. Despite spending 
more than 40 years investigating and formulating his ideas, there is no consistent definition of the 
term 'archetype' in Jung's work (Roesler, 2012). As Pietikainen (1998) notes, Jung himself 
“struggled for years in his theoretical conceptualization of the ontological status of archetypes”. 
This was not a situation he was able to reconcile within his lifetime and for this reason therefore, 
as Laughlin (1996) highlights, Jung left considerable "ambiguity surrounding the ontological status 
of the archetypes and the collective unconscious".  
Over the course of his career, Jung's thoughts and views regarding archetypes continuously 
evolved and altered (Card, 1991; Laughlin, 1996). As Moraglia (1991) states, it was one of his most 
“complex and multi-faceted ideas and one which underwent protracted, and not always 'linear', 
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development”. While Jung held clear distinctions within his own mind regarding archetypes and 
archetypal images, this distinction was not always apparent in his writings (Nunn, 1998).  
Another cause for ambiguity may have stemmed from the fact that Jung's theories went against 
the established status quo of his day. Behavioural psychologists and theorists at the time believed 
the human mind was a blank slate at birth (Maloney, 1999; Roesler, 2012). While Jung was unclear 
with regard to inheritance mechanisms of archetypes (Walters, 1994), his writings at times 
seemed to imply that he was suggesting ideas themselves could somehow be biologically or 
genetically inherited. This was contrary to the tabula rasa models of the mind that were assumed 
by many scholars, and this may have resulted in Jung being more cautious and hesitant in his 
writing, aware that his theories might likely be rejected (Percival, 1993; Walters, 1994). This 
assumption (that he was suggesting ideas were genetically inherited) may be a misconception, as 
the following quotes reveals: 
“In no sense is it a question of inherited ideas, but of inherited, instinctive impulses and 
forms that can be observed in all living creatures.” (Saunders & Skar, 2001 – quoting Jung) 
and again here: 
“Of course this term [archetype] is not meant to denote an inherited idea, but rather an 
inherited mode of psychic functioning,.... In other words, it is a ‘pattern of behaviour’. This 
aspect of the archetype, the purely biological one, is the proper concern of scientific 
psychology.” (Saunders & Skar, 2001 – quoting Jung) 
While this suggests it may be a mental inclination to form certain ideas rather than ideas 
themselves that were inherited, the use of the term 'inherited' still implies something passed 
genetically from generation to generation. As Roesler (2012) highlights, the conceptualization of 
Jung’s theories relating to archetypes were firmly based on biological inheritance, as can be seen 
from the last line in the second quotation above. This still went against accepted models, although 
Jung's shifting views made his stance on this matter questionable at times, as the following two 
quotes highlight 
[Archetypes] “are inherited with the brain structure- indeed they are its psychic aspect” 
 (Card, 1991 quoting Jung)  
 “.... you are utterly mistaken in saying that I have described the archetypes as given with 
the brain structure” 
  (Nunn, 1998 quotation Jung) 
Jung's varied use and definition of the term 'archetype' did not help elucidate the matter either. 
For example he would define archetypes as possibilities for symbols, but then later, often on the 
same page, refer to them as simply symbols and images (Percival, 1993).  
While archetype theory is based on the a priori nature of knowledge in human mental 
competencies (Maloney, 2003), the inconsistent narrative in Jung's writings results in ambiguity 
regarding where archetypes reside and how they are transmitted, a matter which continues to be 
debated within Jungian and analytical psychology today. This results in the collective unconscious 
and archetypes being topics raising considerable confusion and debate (Saunders & Skar, 2001; 
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Sotirova-Kohli et al., 2011) This is compounded by the fact it is not yet clear where and how the 
brain stores and retrieves information (Saunders & Skar, 2001).   
Finally there is the sheer volume of writing to consider; as Walters (1994) highlights, Jung's 
collected works comprise of twenty volumes, and one of the great challenges when understanding 
Jung stems from both his prolific writing and his use of difficult prose. 
All these factors result in somewhat inconsistent formulations, discussions and writings when 
looking at Jung’s work.  
Jung’s lack of clarity with regard to inheritance mechanisms of archetypes (Walters, 1994) is 
perhaps understandable to a degree, given the limited and unclear understanding of brain 
function in Jung's time. Even now information organisation and retrieval within the brain is not 
absolutely and implicitly understood (Maloney, 2003). This may be the very reason why Jungian 
ideas and theories of innate archetypal information should not be dismissed. As Goodwyn (2010) 
points out, there appears to be a considerable amount of innate structure within the brain, leading 
to suggestions that Jung's theories of the a priori structure and archetypes is perhaps more 
feasible than has been previously believed. Furthermore the core of Jungian theory seems 
consistent with current findings and scientific ideas pertaining to neurophysiology and brain 
function (Saunders & Skar, 2001). As Roesler (2012) highlights growing awareness within the 
sciences regarding processes of communication and transmission (of information on subliminal 
levels) lends credence and support to Jung's work.  
In the very least Jung was certainly correct when going against the tabula rasa models of the 
human mind that were prevalent in his day, a stance for which he faced considerable opposition 
throughout his life (Goodwyn, 2010). 
 
4.2.2  Interaction and effects of Archetypes and the Collective Unconscious 
As stated previously, archetypes reside in the deepest layer of the psyche; the collective 
unconscious. This layer affects the personal unconscious, interacting with it via archetypes. 
Crucially however, the collective unconscious, and ergo archetypes, do not and cannot affect the 
conscious level directly. Furthermore, Jung makes clear that, unlike the personal unconscious, the 
collective unconscious does not owe its existence to personal experience and consequently is not 
necessarily a personal acquisition (Jung, 1990). He goes on to state that  
“the contents of the collective unconscious have never been in consciousness, and 
therefore have never been individually acquired, but owe their existence exclusively to 
heredity” (Jung, 1990) 
This suggests that via the collective unconscious, all humans share some form of basic knowledge, 
despite that knowledge and experience not having been personally gained first hand by each 
individual.  
Jung further postulated that while archetypes do affect the conscious level of the psyche, they do 
so indirectly, after interaction with complexes in the personal unconscious. The contents of 
archetype only become apparent when they have been “filled out with the material of conscious 
experience” (Carr 2002, citing Jung). This interaction results in the actual archetype being obscured 
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through interpretation. It is therefore only apparent as an archetypal image; an interpretive 
representation of the actual archetype.  
In other words, archetypes themselves can never be observed directly, since any awareness of 
them on a conscious level has come from the archetype having been interpreted.  
What this immediately suggests is that while archetypes may be universal, resultant archetypal 
imagery depends on a variety of personal interpretations stemming from experiences in the 
personal unconscious, which in turn may be due to any number of cultural or social factors that 
may affect ones viewpoint.  
While Jung’s work pertained directly to the deeper function of the psyche, there is still ambiguity 
within Jungian circles regarding where in the brain archetypes may reside and how they are 
transmitted. While the prospect of archetypes being genetically transmitted is controversial, the 
brain does contain innate structure (Goodwyn, 2010; Mloney, 2003; Roesler, 2012) and therefore 
the possibility for archetypes to be innate structures cannot be completely ruled out either.  
The innateness and a priori structure of archetypes, i.e. the idea that they are present from birth, 
is an issue which continues to be debated. Many point to the fact that humans are born with 
certain innate mental abilities and patterns, such as language acquisition, emotions, face detection 
and ability in new-borns to imitate facial expressions etc. (Calvin, 1997; Roesler 2012).  
If it is assumed that archetypes are part of the innate structure of the brain, this still allows for a 
great deal of variation, simply due to how archetypes must become apparent on the conscious 
level, i.e. by interacting with the personal unconscious to manifest as resultant archetypal image.  
However, as Knox (2004) highlights, there is growing evidence in developmental research 
suggesting that “new meaning is constantly being created as a central process of psychological 
development”. This can be seen in line with Jung's view that archetypes have to interact with the 
personal unconscious in order to become conscious, and the personal unconscious is continually 
being shaped and formed by the accumulation of new personal experiences, especially during 
early stages of development. This suggests the possibility that new archetypes can be created or, 
as Saunders and Skar (2001) put it “can be born into our constantly evolving experience of life”. It is 
even possible that archetypes may have changed during our evolutionary past, as suggested by 
Laughlin (1996). 
Furthermore, evidence is being found in cognitive sciences suggesting information is “repeatedly 
re-analysed and re-encoded into ever more complex forms of representation” (Knox, 2004). This 
seems to imply a great deal of cognitive activity, possibly on an unconscious level, which is what is 
required for archetypes to emerge from the deeper level of the psyche into the conscious level as 
informative and conscious archetypal representations. It also seems to imply that, if archetypes 
are to be thought of as information carrying or organising structures within the mind, there is the 
possibility that they continue to evolve or be created.  
Saunders and Skar (2001) suggest that 
“As humankind has evolved, the important experiences and symbols that have emerged 
help us to function and make meaning and order out of the chaos of our experience” 
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Even if the concept of archetypes existing as a priori structures within the brain is dismissed, there 
is still ample opportunity to assume that they can be acquired rapidly from birth to such an extent 
that they help shape and organise subsequent information processing within the brain. The ability 
to acquire them is in itself in some way an innate ability of the brain. In this regard, Jung's 
contributions to the mental information processing abilities of the brain were ahead of his time. 
Walters (1994) for example points out that Jung's insights into the human mind, namely his 
concepts recognising that the mind is a functional system rather than a blank slate at birth, are 
vital contributions to modern evolutionary psychology.  
In a similar vein, Knox (2004) also suggests that archetypes may be one of the concepts which 
emerge from the earliest stages of psychological development, going on to develop into the 
capacity to initially symbolize, and then to create narratives and connect temporal events and 
experiences. This may be an on-going event. 
In this way, archetypes may help form and shape the minds ability to organise information, not 
just from birth and throughout life, but as Jung suggested, throughout human history and 
evolution. 
What this suggests is that archetypes, in providing a means for the brain to organise information, 
create a predisposition in humans to think or respond or behave in a particular way. This of course 
has implications for information processing in the brain and its resultant effects in our world. As 
Walters (1994) suggests 
“if much of human thought is organized around domain-specific, archetypal frames of 
reference, then certain events may take on meaning that is imposed by those frames of 
reference.” 
So while subjective variance occurs through interpretation via the personal unconscious, there is 
still a commonality to archetypes that is shared by all members of the species. Archetypes may 
therefore be a common human trait causing propensity to organise information in the brain in 
such a way as to predetermine and continuously influence behaviour.  
This leads to suppositions such as the following:  
 a) all humans behave in similar ways 
 b) this behaviour is, to an extent, pre-determined. 
While the first of these summations seems reasonable, the second has more notable ramifications.  
If we are predetermined to behave in a certain way, or are predetermined to be influenced by 
certain mental conditions (i.e. archetypal influences), how accurately can we be interpreting the 
information around us? If our very ability to objectively interpret data is 'tainted' on some deep 
level and we have no conscious control over this effect due to its innate and deep seeded nature, 
how objective can our interpretations of information be? Furthermore, if we are all subject to the 
same influential factors, regardless of subjective variation, are we constricted in our 
understanding of information, since we will all interpret it in a similar way? 
The further we go along this line of thinking, the more myopic our view of human information 
becomes; all scientific discoveries were inevitable since all scientists are human and subject to the 
same innate predispositions. All interpretations of scientific phenomena are made by humans and 
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therefore cannot be 100% objective. Everything that happens or is known was an inevitable end 
result, given our predispositions as a species. The facts of reality may still exist; gravity is gravity 
for example, but our interpretation, use and understanding of it may be more influenced by 
subliminal and innate mechanisms than we are aware. 
While it may not seem that archetypal influence has any effect on our day to day lives, and the 
reality of our world and our interaction with it is unaffected, Nunn gives this striking and dramatic 
example, suggesting that implications of Jungian archetypes may affect mass behaviour, which in 
turn has dramatic effects on our world, lives and reality of existence: 
“It is hard to overestimate the relevance of archetypes to our lives, whatever the view that 
one takes of their basic nature. To give dramatic examples, Nazism can be regarded as 
having been due to a rather complex representation of the Prophet/Hero appearing in a 
millennial context as He (He.s nearly always masculine) so often does“ (Nunn, 1998)  
This may seem disconcerting however we should be wary in our formulations. While archetypes 
may affect behaviour they do not directly affect the conscious level, since they have to pass 
through the personal unconscious. The personal unconscious is itself affected by a myriad of 
factors. As Jung himself suggested, archetypes could not directly affect consciousness. The 
development of human personality and formation of the psyche is subject to a variety of 
influences, therefore while archetypes may influence psychological development, they are just 
one aspect of a multitude of factors.  
Furthermore, these considerations and possibilities are dependent on finding evidence which can 
show whether or not archetypes and the collective unconscious have any measurable effects on 
information processing in the brain, and if so, how.  
 
4.3  Evidence of Archetypes and the Collective Unconscious 
Empirical studies of archetypes and the collective unconscious are sparse (Sotirova-Kohli et al., 
2011). Some of the problems may arise from the fact that while several concepts similar to Jungian 
archetypal theory exist in a multitude of disciplines (as briefly highlighted previously), they do so 
under different guises, as independent terms and with associated genre-specific vocabulary. In this 
sense it is a similar problem to the one encountered when attempting to collated theories of 
information from divergent fields of study.  
If collated and analysed, archetypal concepts may show that more evidence for archetypes has 
been uncovered than is realised, but this requires an in-depth multi-disciplinary study of these 
concepts, which is unfortunately beyond the scope of this current investigation.  
Another factor is the difficulty in understanding how to conceptualise Jungian archetypes which 
may also impede progress with regard to investigating archetypes and the collective unconscious 
(Nunn, 1998). 
Some research linking Jungian theory with other concepts has been conducted however, with a 
view of understanding how archetypes and the collective unconscious may affect brain function. 
This research may also help elucidate how unconscious information processing might affect 
conscious cognitive behaviour.  
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The aspect of archetypes to symbolically manifest as archetypal symbolism and imagery (in 
dreams, myths, folklore and so on), and their subsequent 'knock-on' effects in consciousness that 
have an influential effect on the organisation of experiences, have been considered to be similar in 
concept to Image Schemas, a basic theory established in cognitive semantics (Sotirova-Kohli et al., 
2011).  
Sotirova-Kohli et al. draw on the work of Mark Johnson to define an Image schema as a “dynamic, 
recurring pattern of organism environment interactions”, “structures of sensorimotor experience 
that can be recruited for abstract conceptualization and reasoning”, “preverbal and mostly 
nonconscious”, and representative forms of “emergent level of meaning”. (Sotirova-Kohli et al., 
2011, citing Johnson, 2007).   
Rosen et al. (1991) conducted one of the first empirical studies looking at evidence for the 
collective unconscious by investigating the relationship and correlations between symbols and 
their meaning. Rosen et al. suggest that this relationship may be similar to semantic memories, a 
form of abstract knowledge that is distinguishable from memories of personally experienced 
events, and takes the form of such things as language, concepts, the relationship between ideas, 
and so on. The resonance here between this type of abstract knowledge and archetypes stems 
from Jung’s belief that the collective unconscious was made up of items and events that were not 
personally experienced and therefore were not personal acquisitions.  
Rosen et al.'s study involved utilising an adaption of word association tests, namely a Symbol 
Association Test, and suggesting that the collective unconscious may function in aiding recall on 
simple learning tasks that utilise imagery i.e. archetypal symbols, with the associative meaning 
also arising from the collective unconscious. The study involved creating an Archetypal Symbol 
Inventory (ASI), which was composed of forty archetypal symbols and their associated archetypal 
meaning. This study tested over two hundred and ninety subjects and the resultant findings 
supported Jung’s theory of collective unconscious archetypal memory. They showed that while the 
correct meaning of an archetypal symbol may not have been consciously known by a subject, 
unconscious associations may have positively influenced recall of information.   
Building on this study, Sotirova-Kohli et al. (2011) used the concept of Image Schema to conduct 
an empirical study analysing characters in Japanese language as symbolic representations of 
archetypes and thus investigate the influence of the collective unconscious on Japanese language 
(specifically on the writing system known as Kanji).  
One of the examples cited in the study illustrates the link between archetypes, archetypal imagery, 
and the collective unconscious very succinctly; the character used to represent concepts such as 
‘to get a drift', to 'flow', to 'flow at' or away, and so on, is graphically derived from imagery 
representing a child being set adrift in water. This idea, as Sotirova-Kohli et al. (2011) point out, is 
itself seen to be a re-occurring archetypal image, (as seen for example with Moses being set adrift 
amongst the reeds in the New Testament), and is seen to be an expression of the abandonment 
archetype as identified by Jung.  
A similar correlation between other graphical images used in Japanese language were said to be 
linked with or derived from pre-existent rituals and beliefs, suggesting the potential to think of 
language and linguistic meaning from an archetypal basis. This is based on thinking of language 
and linguistic characters as being based on, derived from and representative of ancient beliefs and 
rituals, which correlates with Jung's ideas of archetypes and their relation to mythology.  
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Sotirova-Kohli et al.’s study corroborates findings of Rosen et al. (1991), lending weight to the 
theory that some form of unconscious knowledge of symbols and meaning is present in human 
cognitive functions.  
One of the most interesting and significant findings from these studies lies in the learning effects 
that archetypes seem to exert, suggesting archetypal imagery may have significant influence on 
improved recall rate and memory (Sotirova-Kohli et al., 2011).  
Another study, conducted by Maloney (1999), was aimed at determining whether archetypal 
themes had any effect on adult cognition. Over a hundred and fifty subjects participated in the 
study, which employed images representative of archetypal themes, and required subjects to rate 
them in response to a series of questions aimed at assessing their emotional response to the 
image. Results of this study not only seemed to validate archetypes as innate structures in the 
human mind that help to shape experience and culture, but also that archetypal themes are 
significantly relevant in adult cognition, having a testable effect on adult perception.  
One other key finding suggested that archetypal images had to be viewed in a certain context in 
order to illicit a significant response, which in this case involved the archetypal image being 
coupled with a question that generated higher mental activity and participation from subjects 
than other questions posed in the study. This seems consistent with Jung’s theories that 
archetypes required additional external or environmental factors to become apparent and were 
most prolifically manifested in creative outputs (Maloney, 1999; Sotirova-Kohli et al., 2011) (i.e. 
stemming from activities which provoked more thought and mental activity).  
Mahlberg (1987) states that “IQ scores have been dramatically and consistently increasing over 
time...”, and that a comparable rate of increase has been noted in both the United States and 
Japan. By analysing and testing theories put forward by Sheldrake, Mahlberg suggests that the 
collective unconscious could be predicted to produce such an increase in IQ scores.  
Sheldrake’s theory suggested that repetition of an event causes it to become “progressively easier 
and more probable for things to take form that has already been assumed by previous similar 
things” (Mahlberg, 1987), where ‘similar things’ refers to human emotion, behaviour, thought etc. 
Mahlberg used Sheldrake’s theory to suggest that it becomes progressively easier to learn 
something as more and more people have previously learned it. Mahlberg went on to suggest that 
Jung’s theory of the collective unconscious is very similar to Sheldrake’s theory in that the 
collective unconscious, like Sheldrake’s morphogenetic field, is shared in common by all 
individuals.  
Furthermore, both theories suggest that emotion, thought, experience and behaviour acquire 
strength through repetition. Mahlberg tested the hypothesis that material that has already been 
learned by a large number of people, is easier to learn than new material of equal difficulty. Also, 
the hypothesis that this new material would become easier to learn as it was learned by more and 
more people was also tested.  
The results of the study supported both Sheldrake’s and Jung’s theories, providing empirical 
evidence for Jung’s idea that there is a collective unconscious and that it contains memory traces 
from the experiences of other people. According to Mahlberg Jung appears to have been correct in 
his idea that the process of repetition throughout human history causes behaviours in universal 
situations to become archetypal. Mahlberg goes on to suggest that Sheldrake may have been 
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correct to suggest that a transpersonal psyche (or collective unconscious) may contain virtually 
every behaviour, feeling and thought that has ever occurred. 
 
4.4  Jungian Concepts and Science 
The most useful interpretations or definitions considered so far seem to suggest similar concepts; 
that the collective unconscious and its contents, i.e. archetypes, are  
• “propensities to learn and interpret the world of experience in a certain way” (Percival, 
1993);  
• “innate information-processing psychological adaptions' that may 'organize thinking” 
causing humans to “define and attend to the world in predetermined ways” and 
“profoundly influence human thought, feeling, and behaviour” (Walters, 1994);  
• “predispositions to patterns of behaviour” (Rosen et al. 1991); 
• “innate pattern of perception and behaviour which influences human perception and 
action” that help in development towards “organizing day-to-day experience into patterns 
which can then guide our future expectations” (Roesler, 2012); 
• representative of “patterns of behaviour' which organize experience” (Sotirova-Kohli et al., 
2011); 
• entities which “form the fundamental organization of the psyche, that arise anew in every 
human incarnation” and that “impel us to act in a distinctly human way”, to perceive, 
understand events and respond in a distinctly human way (Laughlin, 1996) 
• patterns of instinctual behaviour (Card, 1991) 
and so on.  
Since one of the main outlets for archetypal influences is considered to be through creativity 
(Maloney, 1999; Sotirova-Kohli et al., 2011), this may seem to reinforce belief that science is a 
pure subject, generated from objective observation of facts rather than created or influenced by 
imagination.  
Despite this however, there is still an aspect of interpretation when observing or noting facts, and 
what is being considered here is the possibility that imagination effects interpretation (even of 
supposed 'facts') in all humans, resulting in a predisposition to interpret scientific phenomena in a 
predetermined or particular way, that is defined or dictated to an extent by archetypal influences. 
If we are predetermined to behave in a particular way, the causal relationship between cause and 
effect is already predefined to a certain extent.  
Root-Bernstein (1984) points out that the roots of science are embedded in the arts and crafts of 
the Renaissance, and science therefore could be said to have developed from flights of 
imagination or, from “intellectual exercises of no obvious utility at all”.  
According to Root-Bernstein some of the greatest scientists from human history actively pursued, 
or were interested in, different forms of 'arts and crafts' and a variety of similar cultural pursuits. 
Root-Bernstein cites Van't Hoff, who researched over two hundred scientists concluding that there 
was direct correlation between scientific and other forms of creativity. This suggest, as Root-
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Bernstein recognises, that skills and patterns of thought and behaviour are connected and 
transferable from field to field.  
If this is the case, then it seem wholly plausible to assume that the excursion into arts and other 
forms of non-scientific creativity by scientists would strongly expose the individual to archetypal 
imagery and archetypal suggestion (via the collective unconscious). This exposure may leave 
residual effects, which may be transmuted into and manifest in their scientific study as well. 
Science, therefore, may not be as purely clinical as we assume, with its roots embedded in the 
muddied pool of the collective unconscious, archetypes and archetypal imagery. 
In a similar vein is a study conducted by Garwood (1964) that assessed the creativity amongst a 
group of young scientists. The research found that those who were classed as ‘Higher Creatives’ 
not only scored more highly on personality tests (which covered aspects such as ‘cognitive 
flexibility’ and ‘time since first interest in science’) but also “showed a greater level of integration 
of nonconscious material” (ibid). 
If scientists in general display aspects of creativity, and archetypes most obviously manifest in 
creative outputs, this suggests that science may be more affected by archetypal influences (i.e. 
non-objective cognitive influences) than previously considered. This was an idea not wholly 
unimagined by Jung himself, who conceptualised that theories are based on archetypal affects 
(Fordham, 1963). Given that Jung also considered archetypes to be a “kind of readiness to produce 
over and over again the same or similar mythical idea” (Rosen et al. 1991), this suggests that many 
scientific theories and formulations may be repeated throughout history. This would certainly be 
in line with formulations considering the information in the universe to be finite.  
Madden (2000) points out that history is replete with tales of serendipitous finds, such as Kekule's 
dream that led to deriving the structure of benzene, or Newton's thoughts upon seeing the apple 
fall from the tree that led to contemplation regarding gravity. Madden however goes on to suggest 
that such situations hold no practical relevance (from an IS perspective) since “information of this 
kind is impossible to organise” (ibid). As has been mentioned however, archetypes may be a 
method by which information in the mind is organised on an unconscious level. The type of 
information that led people throughout history to form conclusions and make seemingly 
intangible connections (or as Madden suggests serendipitous discoveries), can be described as 
having occurred on some level due to subconscious cognitive functions. If this is true, that these 
discoveries were made due to unconscious information processing and innate cognitive functions, 
then it seems possible to perceive that thought patterns, i.e. the informational pathways, that led 
to these discoveries were affected or 'guided' by archetypal influences.  
Maloney (1999) suggests that experimental psychologists are beginning to consider the wider 
implications of innate structures and in doing so are having to deal with issues of how these innate 
structures may constitute a form of inherited information and innate knowledge.  
There are aspects of Jung’s work that are unresolved giving rise to investigative scope, 
interpretation and analysis of his concepts and theories. The lack of full comprehension regarding 
the neural workings of the brain gives rise to further ambiguity when attempting to validate or 
disprove much of Jung's work on the deeper psyche; the way in which the brain and mind develop 
and function are an on-going areas of investigation. For example, Roesler (2012) states that  
“There is some evidence from different sources that there must be something like a subliminal, 
unconscious transmission of complex information from one generation to the other.” 
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This communication is transmitted unconsciously from grandparents to parents and 
grandchildren, and is often quite detailed (Roesler, 2012). As research continues, Jung's work may 
yet prove more profound than previously recognised. 
Certainly from a cognitive and multidisciplinary IS viewpoint, there seems legitimate justification 
to continue research of Jung’s theories beyond that possible within the scope of this investigation.  
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5 Discussion 
The following research questions (identified as the main aims of this investigation) will be 
collectively discussed with respect to the evidence uncovered within this investigation: 
Q1.  Is the reality of what is perceived the same as the reality of what exists? 
Q2.  How, if at all, are we influencing the information in our environments, i.e. the 
information of reality? 
Q3.  Can concepts from Quantum Physics and Psychology be employed to understand 
concepts of Information? 
While Bates (2005) suggests that “If the information is anywhere, it resides in the physical realities 
of nature”, one of the problems when considering QM is, as Bawden (2007) points out “physical 
reality is a strange mingling of quantum states, so that the outcome of any observation is a mix of 
possibilities”.  
Furthermore, according to Gribbin (2000) the views of some of the top quantum physicists reveal 
that they all 'plump for different versions of reality'. This bears similarity to what may be said of 
information scientists and information. 
While information may objectively reside in the physical reality of our world, interacting with 
reality alters the physical world at a fundamental level, before we can extract information from it. 
Regardless of how we may go on to manipulate, formulate or interpret this information, on a 
purely quantum level, it has already undergone a change.  
As discussed in this investigation, the Copenhagen Interpretation of Heisenberg’s Uncertainty 
Principle implies that the quantum objects forming the building blocks for our universe simply do 
not have a precise location and momentum unless their properties are measured. As exemplified 
by the double slit experiment, it seems that they exist simultaneously in all possible states. In 
terms of information, all possible informational states of reality exist. 
Regardless of the mathematical, theoretical or experimental proof that may back this up, it still 
seems intuitively wrong and contrary to the sensory information we receive from the world.  
Much of the information processed by our senses however, is done on an unconscious level. While 
this helps to prevent sensory overload, it renders much of the information we might actively rely 
upon to inform our view of reality, open to pre-processing on an unconscious level.  
Levinson (1982) contends that the human brain allows us to simplify the chaotic quantity of 
perceived data, breaking it up into units that may be better understood or handled by the innate 
structure of the mind. If this is true, then these innate structures must not only dictate the units 
into which the environmental data is reduced, but also by extension how we perceive and 
interpret the data presented by our environment. In other words, the information processing 
innate structures within the mind may predetermine how we store, organise and interpret the 
information presented to us by reality.  
Beyond the fundamental or quantum level therefore, even information that we are consciously or 
actively aware of, may not be completely reliable or accurate, since it stems to an extent from the 
unconscious sensory input our minds process and present.  
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Bates (2005, 2006) defines information as a “pattern of organization of matter and energy”, where 
one of the definitions for pattern is given as “repeated similar cycles of activity”.  
However, according to Clayton (2011) and Davies, the emergent view in QM is to equate or 
supplant matter and energy with information. If this view is used conjointly with Bates’ definition 
of ‘pattern’, Bates’ original statement may be rewritten as:  
‘Repeated similar cycles of activity of organisation of information’ 
Recalling some definitions of archetypes highlighted in this investigation reveals a common trend 
between Bates’ modified statement and views regarding archetypes, where archetypes are 
considered to be, for example,  
• “predispositions to patterns of behaviour” (Rosen et al. 1991); 
• “innate pattern of perception and behaviour which influences human perception and 
action” that help “organizing day-to-day experience into patterns” (Roesler, 2012); 
• “patterns of behaviour' which organize experience” (Sotirova-Kohli et al., 2011);  
• patterns of instinctual behaviour (Card, 1991) 
and so on.  
Employing Sotirova-Kohli et al. (2011) description for example, but substituting Bates’ definition of 
‘pattern’ creates:  
Repeated similar cycles of activity and behaviour which organise experience 
In comparison to the reconstructed Bates’ statement: 
Repeated similar cycles of activity of organisation of information 
There is clearly a link between archetypes, information, experience, and matter and energy. If 
archetypes are structures employed by the mind to organise information, where information may 
be equated to matter and energy, then understanding these cognitive organisational structures in 
more detail may reveal further fundamental aspects pertaining to both the physical and cognitive 
aspects of reality, i.e. both objective and subjective accounts of informational reality. 
As Kaye (1995) suggests, in regard to information and cognitive functions,  
“the brain operates under particular genetic and environmental conditions, that is, its 
response to stimuli and its processing of data must be partly determined by both inherited 
and acquired attitudes and modes of thought. If this is accepted, it seems sensible to 
examine information and information processing from the perspective of the human actor 
striving to make sense of the signals (s)he receives from the environment.” 
These “inherited and acquired attitudes and modes of thought” may be synonymous with 
archetypes, therefore validating and promoting further study of Jung’s work in conjunction with IS.   
There is certainly correlation between the function of archetypes and the function of information 
if we consider, for example,  Capurro & Hjørland view that one of the basic concepts of 
information is that of “molding the mind” (Capurro & Hjørland, 2003). If information is thought of 
in this way, as something that molds the mind, and archetypes are organisational structures within 
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the mind, i.e. constructs that mold the mind into organising information in a particular way, then 
archetypes can certainly be considered information structures and would therefore certainly be 
relevant to the cognitive aspects of information theory. Furthermore, if information organises 
itself, as suggested for example by Stonier (1996), and information is on par with matter and 
energy, then understanding how it is organised in the mind may help to reveal a more 
fundamental universal organisation. 
Archetypes may influence many aspects of our experiences of reality, for example by influencing 
perception (as suggested by Roesler, 2012). Castañeda (1977) and Sorajjakool (1999) consider 
perception to be one of the vital components enabling interaction with reality.  
Due to archetypal influence however, our perceptions may not be of what exists, but rather what 
we are innately influenced to perceive. When considering vision and physical reality for example, 
Castañeda (1977) suggests that, within a frame of revelation, there are some visual experiences 
that are illusionary, positing that upon examination, “perception turns out to be impregnated with 
illusion”, as in Figures 5 and 6, or Rorschach ink blot images. 
In these images, it is the interpreter who extracts a particular image from the potential images 
that can be perceived. This extraction of information may be prejudiced to a certain extent by 
archetypal influences.  
While it can be argued that none of these images actually exist, from an individual’s point of view, 
the information extracted is, for all intents and purposes, real. Furthermore, divergent individual 
viewpoints may result in a large variation of generated information. 
The universality of archetypes and their influence via the collective unconscious may provide a 
way to understand and reconcile the multiplicity of views when considering information. 
Archetypal influences manifest only after interaction with the personal unconscious, which is 
created by personal life experiences. People with similar life experiences may therefore view 
information in similar ways. In this way, archetypes and archetypal influences may help to account 
not only for divergent views, but also commonality within these variations. 
These divergent views essentially represent one of the problems associated with the constructivist 
viewpoint, namely that information (and therefore constructs of reality) resides within individuals 
rather than between them. For this reason, there is no shared or collective reality of information. 
The collective unconscious however may reconcile and feasibly enable collective reality to co-exist 
with subjective reality. For example while Hjørland's socio-cognitive viewpoint considers the social 
group as a whole, considering the collective unconscious in this context may help to elucidate 
individual behaviour within a group, resulting in an unconscious yet communal level of connected 
informational reality.   
The cognitive aspects of interpreting phenomena in physical reality implies that the reality that 
exists and the reality we interpret and perceive may not necessarily be one and the same, which 
is, as Kant suggested, why there may be unattainable or unknowable absolute truths (Donati, 
2004; Levinson, 1982; Sorajjakool, 1999).  
A possible reason for these seemingly unknowable truths may stem from our species specific 
innate abilities and limitations. When highlighting the work of Lorenz for example, Levinson (1982) 
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points out that our innate science forming capacities may render some areas of study and reality 
(such as QM) unknowable, or resistant to being known fully. 
As Bates (2005) suggests there is often resistance to new information or concepts (such as QM for 
example)  
“Many new ideas in science and the arts took a long time to emerge because, despite our 
great intelligence as a species, something about those ideas so violated conventional 
thinking, that we were unable to develop that emergent understanding.” 
With regard to this, if we consider the collective unconscious to be the accumulated ‘knowledge’ 
acquired by the human species, the ability to understand quantum phenomena may be a gradual 
development, dependent to some degree on this information (or knowledge) being absorbed, 
proliferated and shared via the collective unconscious. As research conducted by Mahlberg (1987) 
suggests, new material becomes easier to learn as it is learned by more and more people lending 
credence to Jung’s idea that the collective unconscious contains memory traces from the 
experiences of other people.  
It has also been suggested that archetypes may evolve (Saunders & Skar, 2001). In this way they 
may accommodate and enable acquisition of new information. When considering information 
from an evolutionary perspective, Bates (2005), suggests that we may have “evolutionary short-
cuts built into our cognitive processing”. These cognitive short-cuts may be linked with archetypes. 
While this suggests that the collective unconscious may enable continued information distribution 
to a certain degree, there is an inherent problem attached with this, namely that this may also 
incur distribution of inaccurate, incorrect, or fundamentally flawed information. Furthermore, if 
the collective unconscious affects all humans (albeit in subjective ways), in the most generalised 
view, it must create an inherent bias within all humans, in terms of information interpretation.  
As Stonier states “Information, in some form, is embedded in every equation of the physical 
sciences” (Stonier, 1996). Since the collective unconscious may be one of the factors making up 
our innate science forming capacities (Levinson, 1982), negative effects may permeate all our 
scientific theories. Due to this predetermined bias, we may be unable to interpret and look at 
scientific phenomena afresh and with unbiased objectivity. As epitomised by the measurement 
problem in QM, our ability to scientifically or experimentally extract information from reality may 
be inherently flawed, leading us to find things only because, as Roederer (2003) suggests, we are 
specifically looking for them, and not because they actually exist.   
Another cognitive aspect that may affect scientific objectivity, stems from the substantial amount 
of information that may be assimilated unconsciously, subsequently manifesting indirectly either 
through memory, dreams, thoughts, unconscious influences on behaviour, and so on (Moraglia, 
1991). While in the personal unconscious this information will interact with archetypes from the 
collective unconscious. This (collective) influence potentially alters this information by the time it 
manifests as thoughts, dreams, behaviour etc. Therefore any thought, dream or behavioural trait 
etc. that enables new experiments or theories to be devised may be influenced by archetypes 
rather than stemming from complete scientific objectivity.  
As Levinson (1982) points out, there is ample evidence to suggest that our innate-science forming 
capacities are imperfect. This raises further questions regarding proven or established scientific 
facts, since, while seemingly derived from factual or objective reality, these too must be 
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influenced by cognitive functions in some way, whether this is in the set-up of experiments or 
interpretation of results.  
This may then lead to the formulation of particular theories and further dictate a particular 
investigative direction. If so, scientific objectivity may be compromised as theories may be based 
on archetypal affects, as suggested by Jung (Fordham, 1963). 
Therefore, regardless of the approach taken, as Hjørland (2004) suggests it seems one should not 
“uncritically accept scientific knowledge claims”. 
Levinson (1982) suggests it is only natural that our innate cognitive processes eventually derive 
laws such as Newton’s to help us understand and conceptualise the world in which we evolved. 
The laws we construct may seem to fit our understanding of how the universe works. However, 
since our understanding may be affected and limited by species specific cognitive abilities and by 
the disruptive effects we exert on physical phenomena in order to extract information about the 
universe, any laws we construct are at best interpretations, not exact truths. Since a model or 
theory may only be a ‘best-fit’ within certain limitations, it follows that the information it contains 
or points to will similarly be compromised with respect to accuracy. As Gleick (1989) contends: 
“Only the most naive scientist believes that the perfect model is the one that perfectly 
represents reality” 
Given that reality is a seemingly shared phenomenon it may be applicable to consider that it is 
influenced at least in part by shared archetypal factors and is therefore partly a creation of the 
collective unconscious; for example the idea of Nazism (as highlighted previously) was a shared 
belief that could be seen as stemming from archetypal influences (Nunn, 1998). If so, then the 
collective unconscious at least in part influenced the mind-sets and actions of the collective and 
had an effect on justifying perceptions of reality.  
As Sorajjakool (1999) suggests,  
“we grasp reality from within our existential context” and therefore “the actuality of 
reality is constantly being interpreted through human behavior”. 
The suggestion that reality may be subject to influence by human intervention prior to being 
manifest as something measurable or accountable, seems to render ‘real’ reality essentially 
unknowable. 
The unknowable nature of archetypes (Moraglia, 1991; Sotirova-Kohli et al., 2011) and the veiled 
reality of physical entities (that renders them potentially unknowable) seem to share a similarity. 
When postulating three categories that information may be split into it was suggested that 
information could be: 
1) Known or knowable (that which we know - the outcome of a conventional dice being 
thrown) 
2) Knowable unknown (that which we can know, but do not yet know) 
3) Potentially unknowable unknown (any information which we cannot predict, of which 
we have no knowledge of existence or for which we have no information) 
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4) Unknown known (for example instincts or innate knowledge such as knowing how to 
throw a dice etc.). 
If we consider Jung’s model of the psyche, we see a similar pattern; 
1) Consciousness (that of which we are consciously aware, that which we know that we 
know) 
2) Personal Unconscious (that of which we are partially unaware, of which we can 
potentially become aware) 
3) Collective Unconscious and Archetypes (that of which we can never be truly aware in 
its original form, that which we cannot perceive without interpretation and thus 
alteration) 
4) Instincts within the collective unconscious 
The similarities may be conveniently coincidental, or they may be indicative of deeper meanings. 
Intervention of physical phenomena renders them, to a certain extent, unknowable in their 
original state. In other words there is inherent information loss or ambiguity; an inherent 
compromise when obtaining information from physical phenomena. From a cognitive viewpoint, 
there may be inherent bias influencing information interpretation and extraction, and also again 
inherent information loss when archetypes manifest in consciousness.  
According to Card (1991) in reference to this “perceived parallelism between depth psychology and 
quantum physics” Jung was  
“struck by the fact that while psychological research into the behavior of the psyche had 
led to an encounter with certain ”irrepresentables,” the archetypes, research in quantum 
physics similarly had led to irrepresentables - namely, the elementary particles that 
constitute all matter but for which no complete  space-time descriptions are possible.” 
(Card, 1991 – quoting Jung)  
Card (1991) goes on to suggest that Jung felt there may be in fact only one reality of which both 
the psyche and matter were simply different aspects 
“When the existence of two or more irrepresentables is assumed, there is always the 
possibility- which we tend to overlook- that it may not be a question of two or more factors 
but of one only.. . . Since psyche and matter are contained in one and the same world, and 
moreover are in continuous contact with one another and ultimately rest on 
irrepresentable, transcendent factors, it is not only possible but fairly probable, even, that 
psyche and matter are two different aspects of one and the same thing.”  (Card, 1991 – 
quoting Jung) 
This parallelism between the duality of matter (wave particle duality leading to inherent lack of 
observable phenomena/behaviour) and the duality of deep psychic phenomena (archetypal 
manifestation and influence without ability to directly observe archetypes) led Jung to speculate 
on the possibility of a unitary underlying existence of reality (Card, 1991).  
van Erkelens (1991) suggests there seems to be a close connection between quantum physics and 
other fields of experience. This was apparent for exam
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reconfigured statement and the reconfigured definition of archetypes, and the resultant link that 
was suggested to exist connecting archetypes, information, experience, and matter and energy. 
This connection between phenomena was seemingly apparent to early quantum physicists. Niles 
Bohr for example believed that the “complementarity of wave and particle aspects of matter” 
were simply one example of a wider phenomenon (van Erkelens, 1991, italics in original).  
Wolfgang Pauli, another founder of the early research into quantum physics and student of Bohr, 
also recognised this correlation, believing it was “his destiny to develop a unified framework for 
modern physics and depth psychology” (van Erkelens, 1991). In pursuit of this Pauli worked closely 
with Jung in attempts to reconcile these two fields, resulting in Jung and Pauli’s archetypal 
hypothesis, part of which suggests  
“The realms of mind and of matter -psyche and physis - are complementary aspects of the 
same transcendental reality” (Card, 1991 – italics in original) 
von Franz built, extended and clarified this work to form what Card (1991) refers to as a general 
archetypal hypothesis, part of which suggests 
“All mental and physical phenomena are complementary aspects of the same unitary, 
transcendental reality.” 
As has been discussed, the reality that we perceive and interact with may not necessarily be a true 
representation of reality, since we disturb quantum effects in order to interact with or extract 
information, and in a similar vein our subliminal cognitive processes may affect our conscious 
informational perceptions of reality.  
While this general archetypal hypothesis does not address these issues of inherent ambiguity and 
uncertainty present in the cognitive and physical attempts to perceive and interact with reality, it 
does suggest that a common link may exist. This seems promising with regard to achieving a UTI, 
since if both cognitive and physical concepts are simply different aspects of the same reality, there 
must be a unifying concept connecting the two.  
In terms of information Bates (2005) suggested that conceptualisation of information from a 
physical perspective have “never carried over well in the social and psychological senses in which 
we like to think about information”.  
As has been shown through this brief investigation however, not only is there scope for 
understanding these two fields of study (QM and depth psychology) but this type of approach may 
elucidate connections that are initially not considered to exist.  
Considering the concept of information in conjunction with work of Jung and the ideas and 
possibilities afforded by QM therefore, may provide a way in which to conceptually bridge the 
social, psychological and physical domains, thus leading to a better understanding of the 
fundamental and connective role information plays within these domains, which is of course one 
of the key aims in IS research. 
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6 Conclusion 
It has been suggested by the preliminary research conducted in this study, that what is considered 
to be reality (or factual reality) may only be as valid as the information with which to formulate 
these views within the context of these formulations. Given that this information may be further 
clouded by perception and interpretation, it seems that our view of what is real and therefore our 
information regarding reality may not be as accurate as we would like to believe. 
The further we delve into the quantum level of reality, the more we seem to unsettle the innate 
system of the universe, and the more uncertain the observable data becomes. A quantum level of 
reality may be something we are as yet, unable to fully perceive. 
Similarly, the further we delve into depth psychology, the more evidence we seem to uncover 
suggesting subliminal cognitive information processing actively affects our conscious information 
processing abilities. 
If there is a ‘true’ state of reality that exists, then our actions, either physical interactions or 
cognitive interpretations may disturb and therefore force a change to occur before we are able to 
extract information. This information then forms the basis for how we assume reality to be, 
without necessarily being true informational reality.  
The information we extract, employ and construct to form concepts of reality may therefore be 
substantially compromised by factors as yet beyond our control.   
However the preliminary research conducted in this investigation, seems to indicate that it is 
possible to consider two divergent fields of study from an informational perspective. Not only that 
but it may also be possible to reconcile the key concepts in terms of information. While it may be 
unclear whether the reality of information we obtain is the true information of reality, information 
certainly seems to be a central common factor with regards to understanding the fundamental 
aspects influencing our existence, both from a cognitive and a physical perspective.   
In essence then, it would seem that when attempting to understand the universe and reality, 
rather than focusing on the sub-atomic or sub-conscious, precedence should instead be given to 
sub-informatics.  
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7 Further Research 
The immense and complex field of Quantum Physics was barely scratched in this investigation, and 
there is much more research that may be conducted in this area with a view to reconcile quantum 
theories and ideologies with those of information. For example, the quantum affects known as 
entanglement, whereby two quantum particles separated by any distance, may exchange 
information instantaneously (Gleick, 2011) can be investigated from an LIS viewpoint. There is 
already substantial research being conducted on this phenomenon with regard to Information 
Computer Technologies (Floridi, 2010), such as the possibility of quantum computers that would 
not only be insusceptible to hacking (due to the measurement paradox causing the quantum state 
to collapse), but would also enable extreme amounts of data to be processed due to the state of 
superposition in which quantum particles can exist, i.e. rather than 0 or 1 a quantum bit (qubit) 
could in theory exist in all possibilities simultaneously and therefore compute all outcomes (Gleick, 
2011) .   
Furthermore, it may be of value to investigate the phenomenon of synchronicity (in QM) in 
conjunction with serendipitous finds with regard to information retrieval and acquisition. There 
has been some research conducted by Jung and Pauli with regard to these phenomena (Donati, 
2004; Nunn, 1998), but not specifically from an LIS (i.e. information seeking or acquisition) 
perspective.   
There also appears to be valid scope to consider Jung’s concepts in conjunction with rationalism 
and historicism. Rationalism argues that a person must have some form of psychological make-up 
in order to interpret sensory input, while historicism considers that experiences are influenced by 
cultural factors rather being in-built or commonly shared for all humans (Hjørland, 1998). Jung’s 
theories regarding the Collective Unconscious may to a certain extent provide a way to reconcile 
both views. Through this approach, it may be particularly advantageous to look at the work of 
Thomas Kuhn and his theories regarding scientific paradigms. The notion of Jung’s theories being 
employed to help align individual and collective cognitive information processing is a view that 
seems to resonate with Kuhn’s theories, which as suggested by Hjørland, bridge the “individual 
and collective level in cognitive processes” (Hjørland, 1998).  
Some of the research into archetypes highlighted in this investigation suggested that archetypal 
imagery substantially improved recall and memory functions (within humans). Furthermore, 
archetypes were considered to transcend cultural divides. Further investigation into Archetypal 
Image Schema’s may result in new or improved online image retrieval programs and may also aid 
in overcoming language and culture barriers with respect to educational and information retrieval 
systems. 
It may also prove fruitful to investigate whether any correlations exist between Goonatilake’s 
Three Information Flow Lineages, (as highlighted by Marcia Bates, 2006), and the Collective 
Unconscious and Archetypes. Of particular relevance may be Goonatilake’s neural-cultural flow 
lineage, part of which considers information transfer through the passing down of stories and 
learning in humans (Bates, 2006). 
These examples highlight only some of the avenues in to which the research initiated in this 
investigation may be branched and extended.  
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Introduction 
Despite utilising theories from other disciplines and fields of study, Information Science lacks an explicit 
theory of information (Hjørland 1998). Furthermore as Schroeder (2011) highlights, information itself lacks a 
'commonly accepted, generic, context independent definition'.  
There has been an increased emphasis for such a theory within Information Science in recent years and this 
interest has sparked much debate concerning both a General Theory for Information (GTI - pertaining 
directly to information science) and a Unified Theory of Information (UTI - intended to unify various 
scientific disciplines and fields of study with respect to the informational issues pertaining and particular to 
each).  
For the purpose of this paper, the study of information will be assessed from two viewpoints. The first 
relates to the fundamentals of information philosophy and theory, and will cover aspects such as its nature, 
definition, existence and so on. The second viewpoint is taken from quantum theory. While this latter 
aspect may seem initially to be unrelated, there are two main reasons for choosing this. Firstly, in terms of 
a multi-disciplinary approach, it is not possible to evaluate information from all fields of study, especially 
given the timeframes of this project. Secondly, this particular aspect is one for which there is increasing 
interest in information theory and research.  
This research will be secondary qualitative in nature and will rely on evaluating and interpreting the 
literature available. The dissertation will be carried out on part-time mode of study and will therefore be 
submitted in January 2013.  
Aims & Objectives 
The overall aim is to consider certain philosophical and theoretical factors pertaining to information, 
especially pertaining to a multi-disciplinary approach to information, research carried out regarding a 
Unified Theory of Information. The objective is through consideration of these factors it is hoped that a 
better understanding of the problems associated with IS and with creating a Unified Theory of Information 
will be achieved.  
Aspects to be considered will relate to the nature of information itself, through attempts to investigate 
questions such 
 
· what is information? 
· is there an end point of information (i.e. is there a finite amount of information available/know-able) 
· does the act of creating information effect the information itself (i.e. do researchers inadvertently 
affect information and is there a pre-emptive bias created which effects the end result)  
· can information itself be treated as a unique entity regardless of the diverse fields of study from 
which information is attained/used/derived 
· can theories from others fields (especially quantum physics) be applied to understanding the nature 
of information 
 
It is not anticipated that all of the abovementioned aspects will be investigated equally. Further readings 
and research will shape the course of the project, and the objective will be to satisfactorily understand at 
least one of the issues identified. 
 
Scope & Definition 
The questions posed in the Aims & Objectives are collectively quite broad, and it is not believed that all will 
be answered or adequately investigated. The aim then is to narrow down the line of enquiry to arrive at in-
depth analysis of at least one of these points of inquiry. Furthermore, it is expected that investigation of 
posed questions will overlap on many aspects, for which reason the exact scope of the project remains open 
within these enquiries.  
The main focus of course will be grounded in IS theory and information philosophy. However, of the multi-
disciplinary aspects mentioned, it is envisages that research will overlap with some theories from quantum 
physics. Wherever this may occur however, it will mainly be from an IS point of view (i.e. research papers 
will have been written by and published in journals pertaining primarily to information science and in some 
cases general science).  
Some of the main journals and publications which will be used are The Journal of Documentation, The 
Journal of Information Science, Entropy, tripleC (Cognition, Communication, Co-operation), Information, 
Information Research and Foundation of Information Science (FIS) to name a few. This is not an exhaustive 
list and other journals/publications/books will be utilised where necessary.  
Research Context/Literature Review 
It may seem all too easy to limit the study of modern day information science to factors and concerns 
associated with the ICTs. However the fundamentals of information and information science investigated 
from a more theoretical and philosophical viewpoint are equally important. As Kolin (2011) points out, the 
study of philosophical problems in informatics is very important and it is 'particularly relevant to bring 
together scientists from various fields of study'.  
The question what is information? has been debated for more than half a century (Yan, 2011).  Much of 
the debate stems from the very definitions of the terms commonly used in IS. Information, knowledge, 
document and so on are terms which are central to IS and yet there is no agreed definition (Bawden, 2008; 
Robinson and Karamuftuoglu, 2010). The plethora of variant intangibilities associated with information is 
possibly one of the main reasons why a definitive theory or definition of information is so difficult to 
construct. Many researchers, such as Cleveland (1982), Oppenheim et al (2001), Eaton and Bawden (1991), 
Buckland (1991), McCreadie and Rice (1999) and many others have considered and highlighted the unique 
aspects of information.  
As Kaye (1995) surmises 'the concept of information itself is multifaceted, elusive... and demands a great d
eal of further study.'  
In terms of constructing a UTI, information is, as Hofkirchner (2009) terms it, is a superconcept since it is 
generic and covers a multitude of disciplines. It is no wonder then that, since the core concept is difficult to 
define, creating a theory which weaves the myriad of strands pertaining to information into one cohesive 
tapestry is equally illusive/problematic.  
The very nature of information makes it an intrinsically complex phenomenon to study. Information depends 
in many cases on context and subjective viewpoints. Karl Popper's ontological scheme for example, 
separates knowledge into three worlds, in which World 1 is the physical, World 2 relates to the subjective 
and World 3 pertains to the objective. When considering the foundations of Information Science, Brookes 
(1980) examines Poppers world views and highlights various interesting points. For example, when discussing 
Popper's World 2 view, Brookes points out that since each of us has a different point of view (and a different 
mental space) there is not one mental space for World 2 but many. This is similar to Hjorlands view that 
context creates the relative meaning for a user (Hjørland, 1998). In terms of the nature of information, this 
could be conceived to perhaps creating multiple concepts or instances of information, or at least suggests 
the potential for multiple information states and views to exist.  
This consideration (which will be further investigated in the dissertation) seems initially similar to concepts 
in quantum physics, where multiple possibilities are considered to exist simultaneously. The two most well-
known experiments highlighting these theories are Schrödingers theoretical experiment and Thomas Young's 
double slit experiment (research and references pending).  
Very succinctly, Schrödingers experiment (often referred to as Schrödingers Cat) is a theoretical 
experiment which involves placing a cat into a box with a device containing lethal poison (traditionally 
hydrocyanic acid). Additionally a radioactive substance is also placed within the box, which is then closed 
with all three items inside. The poison is set up in such a way so that if even one atom from the radioactive 
substance decays during the test period, the poison will be released and the cat will be killed (this is a 
thought experiment only). Since the box is sealed the observer cannot know whether the poison has been 
released or not and can therefore not know whether the cat is dead or alive. According to quantum law 
therefore, the cat exists in both states (alive and dead). This is known as superposition. It is only when the 
box is opened that one or the other outcome is revealed. This is links to Thomas Young's double-slit 
experiment which examines the path of photons (quantum particles representing light or other 
electromagnetic radiation) when directed towards a partition with either one or multiple slits. This 
experiment concluded that a photon acted out every possible trajectory, which although seems 
contradictory, has been proven to be a fact. It also highlighted that the very act of measuring (or observing) 
the path or outcome of the photons trajectory effects the behaviour of the photon. These are gross over-
simplification and will be researched more thoroughly, but the concept derived from both Schrödinger and 
Young are essentially the same. It is a situation which is called the observers paradox: the outcome is 
affected by the observation or measurement and the outcome does not exist until the measurement is made. 
Furthermore, there is no definitive outcome until or unless observed.  
This seems to have resonance with some features of information and similar thought experiments can help 
to understand the complex nature of information. For example consider the following simple experiment: 
A dice with the traditional six faces, where each face is numbered from one to six and represents a 
state or value/type of information, is rolled/thrown. When the dice stops, the value of the top 
facing side is noted. 
Now, while the dice is being rolled/thrown, the potential exists for any of the six faces (i.e. information 
values) to exist. Therefore, up until the dice actually lands and stops on a particular face, all six possibilities 
can be thought of as simultaneously both existing and not existing. It is the act of completion (i.e. the act of 
observing the outcome) which creates a particular state (or piece of information).  
Another important discovery made from the wave-particle duality principle (which Thomas Youngs 
experiment highlighted) was Heisenbergs Uncertainty Principle, which essentially states that uncertainty is 
inherent in the nature of things.  
On the surface at least, this seems to resonate with some concepts within IS. For example the 'anomalous' in 
Anomalous States of Knowledge, and of course uncertainty as considered in Shannons Theory of 
Communication.  
Here we must concede that Shannon was writing about communication and the theory was not intended as 
one for information per se, rather the capacity of a carrier to acquire information (Yan, 2011; Schroeder, 
2004). However this distinction has not stopped prolific papers being written on the subject, and the theory 
itself (and its implications) can be interpreted in a much broader sense (Tribus and McIrvine, 1971). As 
Tribus and McIrvine point out, Shannon's mathematical theory assumes that all possible responses to a 
question are known. But in reality, in terms of information, this is problematic. There are several 
interesting avenues for investigation. For example, how can one know of the existence of things which one 
does not know the existence of? 
Returning to the rolling dice experiment, we are confident about the possibilities which can exist because 
we have sufficient information regarding the six faced dice. At this point there is no scenario that I could 
create that would suggest 'unknown' information, since I would have to know it and convey it in order to 
describe the experiment. But consider if the dice was not a conventional one, suppose it were of an 
indeterminate/undefined cuboid shape, meaning that the number of faces was also unknown. The markings 
on each face were of symbols, numbers or meanings, but these were unknown also. If such a 'dice' were to 
be placed in a sealed shaker, our knowledge of the information possibilities would be limited. We could 
argue that the more information we acquired about the shape and the faces and symbols etc., the less 
ambiguity there would be.  
Could we assume this to be true of information in general? If an assumption is made that there is a finite or 
definitive amount of information within the universe, we can assume this information to be the known and 
the unknown, i.e. the certain and the uncertain. With the increase of one the other decreases. Following 
this through, it could be suggested that the more information we acquire the less uncertainty there would 
be left to resolve. If there is a link between known and unknown information, could this then be true of all 
types of unknown information? In other words are all unknowns and all knowns essentially the same? This 
leads right back to the initial question 'What is information'. Is the unknown in the field of politics for 
example, the same as the unknown in the field of genetics? Is the fundamental principle of unknown 
information the same? If information is the same regardless of where it is to be derived from, are there 
common principles which define it? 
These thoughts lead to the consideration of information from a unified and multi-disciplinary point of view. 
This area of study has seen interest for many years, and is the root of concepts such as Unified Theory of 
Information (UTI) and General Theory of Information (GTI). These and similar issues regarding the nature of 
information will be better understood when the research done by writers in the field has been studied. In 
particular, the works of Tom Stonier, Marcia Bates, Birger Hjørland, James Gleick, Luciano Floridi, Karl 
Popper, Ted Wilson, Rafael Capurro and others. Other aspects of physics other than those mentioned earlier 
will possibly be Maxwells Demon in relation to the second law of thermodynamics (of which there is also 
writing within the IS field) and possibly the principles of Ockhams (or Occams) Razor, which is linked to 
simplification and unification of theories so may prove useful to shave away informational meta-theories 
when considering UTIs.   
Ethics/Confidentiality  
The dissertation is purely research based. It is therefore assumed that other than consideration regarding 
citation and plagiarism, no other ethical issues should be encountered. Similarly it is assumed problems 
regarding confidentiality will also not arise. A research ethics checklist form is included in line with proposal 
criteria, however no quantitative research is planned to be conducted. This form, along with a Gantt-style 
chart showing proposed workplan is included after the references and bibliography (below). 
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Research ethics checklist form 
If the answer to the following questions is NO then the project needs to be modified Delete as 
appropriate 
1 Does the planned project pose only minimal and predictable risks to the researcher (student)? Yes 
2 Does the planned project pose only minimal and predictable risks to other people affected by or 
participating in the project? 
Yes 
3 Is the project supervised by a member of academic or research staff of the School? 
Yes 
If the answer to any of the following questions is YES, you MUST apply to the School Research 
Ethics Panel for approval (You should seek advice about this from your project supervisor at an early 
stage) 
Delete as 
appropriate 
4 Could the research uncover illegal activities? 
No 
5 Could the research cause stress or anxiety in the participants? 
No 
6 Will you be asking questions of a sensitive nature? 
No 
7 Does the research rely on covert observation of the participants? 
No 
If the answer to any of the following questions is YES, you MUST apply to the School Research 
Ethics Panel for approval and your application will be likely to be referred to the University 
Research Ethics Committee for consideration (You should seek advice about this from your project 
supervisor at an early stage) 
Delete as 
appropriate 
8 Are the research participants under 18? 
No 
9 Could the participants be classified as vulnerable adults? 
No 
10 Do the participants have learning difficulties? 
No 
11 Does the research involve animals? 
No 
12 Does the project involve pregnant women or women in labour? 
No 
The following questions must be answered YES, i.e. you MUST COMMIT to satisfy these conditions 
and have an appropriate plan to ensure they are satisfied 
Delete as 
appropriate 
13 Will you ensure that the participants taking part in the research are fully informed about: 
 
 )a)  The procedures affecting them or affecting any information collected about them, including 
informed about how the data will be used, to whom it will be disclosed, and how long the data 
will be kept? 
Yes 
)b) The purpose of the research 
Yes 
14 Consent forms from the participants of your research will be necessary if the research aims to 
gather personal, medical or other sensitive data about them. Will consent be obtained by the 
participants?  
N/A 
If YES, provide the consent request form that you will use and indicate  who will obtain the consent, 
how are you intending to arrange for a copy of the signed consent form for the participants, when will 
they receive it and how long the participants will have between receiving information about the study 
and giving consent, and when the filled consent request forms will be available for inspection (NOTE: 
subsequent failure to provide the filled consent request forms will automatically result in withdrawal 
of any earlier ethical approval of your project): 
Research is desk based, no participants are involved. 
 
15 When the individuals have agreed to participate in the research, will it be made clear to them that 
they may withdraw at any time without any penalty?  
N/A 
16 Have you made arrangements to ensure that material and/or private information obtained from or 
about the participating individuals remain confidential?  
N/A 
If YES, provide details of how the confidentiality of private information collected from participants 
will be preserved: 
 
 
17 Will the research be conducted in the participants home? 
No 
18 Will the data collected be sent or used overseas? 
No 
19 If the research is taking place in the participants home, or other non-University location, has the 
safety of the researcher(s) been considered? 
N/A 
If YES, provide details of how the safety of the researcher(s) will be preserved: 
 
N/A 
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