Abstract. Let G be the universal Chevalley-Demazure group scheme corresponding to a reduced irreducible root system of rank ≥ 2, and let R be a commutative ring. We analyze the linear representations ρ :
Introduction and statement of the main results
In their fundamental paper [5] , Borel and Tits showed that if G and G ′ are algebraic groups defined over infinite fields k and k ′ , respectively, with G absolutely simple, simply-connected, and k-isotropic and G ′ absolutely simple, then any abstract homomorphism ρ : G(k) → G ′ (k ′ ) between the groups of rational points such that ρ(G + ) is Zariski-dense in G ′ (k ′ ) (here G + denotes the subgroup of G(k) generated by the k-rational points of the unipotent radicals of the parabolic k-subgroups of G) can (essentially) be written as a composition σ • F , where F : G(k) → k ′ G(k ′ ) is the homomorphism induced by an embedding of fields f : k → k ′ and k ′ G is obtained by base change under f , and σ : k ′ G → G ′ is a k ′ -rational morphism of algebraic groups (see [5] , Theorem A for a more precise statement). We will refer to such a factorization of ρ as a standard description. A similar, but more technical, statement was also obtained in the case where G ′ is just assumed to be reductive (see [5] , 8.16 ). Later, Seitz [25] established a (generalized form of the) standard description for abstract homomorphisms of universal Chevalley groups assuming that either k is an infinite perfect field of positive characteristic or k has characteristic zero and ρ maps the elements of T (k), where T is a fixed maximal k-torus of G, to semisimple elements of G ′ (k ′ ).
On the other hand, Borel and Tits pointed out the existence of abstract homomorphisms that fail to have the above description when G ′ is not necessarily reductive (cf. [5] , 8.18) . The nature of this example prompted the following conjecture (see [5] , 8.19 ):
(BT) Let G and G ′ be algebraic groups defined over infinite fields k and k ′ , respectively. If ρ : G(k) → G ′ (k ′ ) is any abstract homomorphism such that ρ(G + ) is Zariski-dense in G ′ (k ′ ), then there exists a commutative finite-dimensional k ′ -algebra B and a ring homomorphism f : k → B such that ρ = σ • r B/k ′ • F , where F : G(k) → B G(B) is induced by f ( B G is the group obtained by change of scalars), r B/k ′ : B G(B) → R B/k ′ ( B G)(k ′ ) is the canonical isomorphism (here R B/k ′ denotes the functor of restriction of scalars), and σ is a rational k ′ -morphism of R B/k ′ ( B G) to G ′ .
Shortly after the conjecture was formulated, Tits [35] sketched its proof for the case k = k ′ = R. The only available result over general fields is due to L. Lifschitz and A. Rapinchuk [18] , where (BT) was essentially proved in the case where G is an absolutely simple simply connected Chevalley group over a field k of characteristic zero and the unipotent radical of G ′ is commutative. (We note that the unipotent radical of G ′ in example 8.18 of [5] was indeed commutative, but in [18] examples with the unipotent radical having a prescribed nilpotency class were constructed).
On the other hand, there are important results for abstract homomorphisms of higher rank arithmetic groups and lattices. For example, Bass, Milnor, and Serre [2] used their solution of the congruence subgroup problem for G = SL n (n ≥ 3) and Sp 2n (n ≥ 2) to prove that any representation ρ : G(Z) → GL m (C) coincides on a subgroup of finite index Γ ⊂ G(Z) with the restriction of some rational morphism σ : G → GL m of algebraic groups. Serre [26] established a similar result for the group SL 2 (Z[1/p]). (We note that the results in [2] and [26] in fact apply to the groups of points over rings of S-integers in arbitrary number fields, but their statements in those cases are a bit more technical). Very general results about representations of higher rank arithmetic groups and lattices are also contained in Margulis's Superrigidity Theorem (cf. [19] , Chap. VII, 3.10) . At the same time, Steinberg [30] showed that the above results for representations of SL n (Z), with n ≥ 3, can be derived directly from the commutator relations for elementary matrices. Shenfeld [28] used the recent result of Kassabov and Nikolov [16] on the centrality of the congruence kernel for Γ n,k = SL n (Z[x 1 , . . . , x k ]) (n ≥ 3 and k ≥ 0), together with a generalization of the techniques of Bass-Milnor-Serre, to answer in the affirmative the question of D. Kazhdan on whether every representation ρ : Γ n,k → GL m (C) with reductive image coincides, on a subgroup of finite index, with a product of specialization maps Γ n,k → SL n (C) × · · · × SL n (C) followed by a rational map SL n × · · · × SL n → GL m (his Theorem 1.4 contains this statement in a slightly different, but equivalent, formulation). The purpose of this paper is to develop Steinberg's generatorsrelations approach in order to establish a suitable version of the standard description for linear representations of Chevalley groups over general commutative rings, which contains the results in [18] and [28] as very particular cases.
To state our main results, we need to introduce some notations and definitions. Throughout the paper Φ will denote a reduced irreducible root system of rank ≥ 2, and G will be the corresponding universal Chevalley-Demazure group scheme over Z (cf. [4] ). For a commutative ring R, the pair (Φ, R) is called nice if 2 ∈ R × whenever Φ contains a subsystem of type B 2 , and 2, 3 ∈ R × if Φ is of type G 2 . We let G(R) + denote the subgroup of G(R) generated by the images of the R-points of the canonical one-parameter unipotent subgroups corresponding to the roots in Φ; we will refer to G(R) + as the elementary subgroup (cf. § 3). Furthermore, let K be an algebraically closed field. For any finite-dimensional K-algebra B, one can consider the algebraic K-group G = R B/K (G) obtained from G by restriction of scalars (cf. §6). Then there is a canonical identification G(K) ≃ G(B), and in the sequel we will regard G(B) as an algebraic K-group via this identification. Our main result is as follows (cf. Theorem 6.7):
Main Theorem. Let Φ be a reduced irreducible root system of rank ≥ 2, R a commutative ring such that (Φ, R) is a nice pair, and K an algebraically closed field. Assume that R is noetherian if char K > 0. Furthermore let G be the universal Chevalley-Demazure group scheme of type Φ and let ρ : G(R) + → GL n (K) be a finite-dimensional linear representation over K of the elementary subgroup G(R) + ⊂ G(R). Set H = ρ(G(R) + ) (Zariski closure), and let H • denote the connected component of the identity of H. Then in each of the following situations (1) H • is reductive; (2) char K = 0 and R is semilocal; (3) char K = 0 and the unipotent radical U of H • is commutative, there exists a commutative finite-dimensional K-algebra B, a ring homomorphism f : R → B with Zariski-dense image, and a morphism σ : G(B) → H of algebraic K-groups such that for a suitable subgroup Γ ⊂ G(R) + of finite index, we have
where F : G(R) + → G(B) + is the group homomorphism induced by f .
Thus if R = k is a field of characteristic = 2 or 3, then R is automatically semilocal and (Φ, R) is a nice pair, so the Main Theorem provides a proof of (BT) in the case that G(k) is split and k ′ = K is an algebraically closed field of characteristic zero. In fact, it appears that the techniques used in the proof of the Main Theorem can be generalized to give a standard description for ρ whenever R is any commutative ring such that (Φ, R) is a nice pair and K is an algebraically closed field of characteristic zero -the details will be given elsewhere.
One of the central elements in our proof of the Main Theorem is the use of the notion of an algebraic ring. This approach was suggested by Kassabov and Sapir [17] in connection with their analysis of the linearity (over fields) of elementary groups over general associative rings. However, the proof of the Main Theorem requires significantly more information about algebraic rings than is given in [17] , so § 2, which is of independent interest, is devoted to establishing a number of their algebraic and geometric properties. In §3, we use computations with Steinberg commutator relations to associate to a given representation ρ : G(R) + → GL n (K) a certain algebraic ring A together with a homomorphism of abstract rings f : R → A having Zariski-dense image. In §4, we lift ρ to a representationτ :G(A) → H of the Steinberg groupG(A) corresponding to the root system Φ, and also derive some structural information aboutG(A). Then, in §5, we use the computations of Stein [30] of the group K 2 over semilocal rings to construct an abstract homomorphism σ : G(A • ) → H, where A • is the connected component of A, such that the composition
where the first map is induced by f and the second by the natural projection A → A • (cf. Propositions 2.11 and 2.14), coincides with ρ on a finite index subgroup Γ ⊂ G(R) + . Finally, in §6, we observe that by the results of §2, the connected component B = A • is in fact a K-algebra in the situations considered in the Main Theorem, and σ is a morphism of algebraic groups, which completes the argument. Examples 6.8 and 6.9 discuss how the Main Theorem implies the results of [28] and [18] , respectively.
Notations and conventions. Throughout the paper, Φ will denote a reduced irreducible root system of rank ≥ 2. Unless explicitly stated otherwise, all of our rings are commutative and unital. We let G a = Spec Z[T ] and G m = Spec Z[T, T −1 ] be the standard additive and multiplicative group schemes over Z, respectively. Also, as noted earlier, if R is a commutative ring, we say that the pair (Φ, R) is nice if 2 ∈ R × whenever Φ contains a subsystem of type B 2 , and 2, 3 ∈ R × if Φ is of type G 2 . Finally, given an algebraic group H (resp., an algebraic ring A), we let H • (resp., A • ) denote the connected component of the identity (resp., of zero).
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On algebraic rings
Our proof of the main theorem relies on some basic results about algebraic rings. In this section, we discuss the notion of algebraic rings, establish some of their basic algebraic and geometric properties, and in some cases completely describe their structure. All of our algebraic varieties will be over a fixed algebraically closed field K. Definition 2.1. An algebraic ring is a triple (A, α, µ) consisting of an affine algebraic variety A and two regular maps α : A × A → A and µ : A × A → A ("addition" and "multiplication") such that (I) (A, α) is a commutative algebraic group (in particular, there exists an element 0 A ∈ A such that α(x, 0 A ) = α(0 A , x) = x and there is a regular map ι : A → A such that α(x, ι(x)) = α(ι(x), x) = 0 A , for all x ∈ A); (II) µ(µ(x, y), z) = µ(x, µ(y, z)), for all x, y, z ∈ A ("associativity"); (III) µ(x, α(y, z)) = α(µ(x, y), µ(x, z)) and µ(α(x, y), z) = α(µ(x, z), µ(y, z)), for all x, y, z ∈ A ("distributivity").
An algebraic ring (A, α, µ) is called commutative if µ(x, y) = µ(y, x), for all x, y ∈ A.
The triple (A, α, µ) is an algebraic ring with identity if in addition to (I)-(III), we have (IV) there exists an element 1 A ∈ A such that µ(1 A , x) = µ(x, 1 A ) = x, for all x ∈ A. As a matter of convention, all algebraic rings considered in this paper will be assumed to have an identity element.
We will write x + y and xy for α(x, y) and µ(x, y), respectively, whenever this does not lead to confusion. Remark 2.2. Observe that it follows from condition (III) of the definition that for any a ∈ A, the maps
and
are endomorphisms of the algebraic group (A, α). It is also clear from condition (II) that for all a, b ∈ A, we have
If A and A ′ are rings with identity, we also require that
If ϕ is in addition an isomorphism of algebraic varieties, then ϕ is called an isomorphism of algebraic rings.
We begin with a description of the group of units A × of an algebraic ring A. (ii) The map A × → A × , t → t −1 is regular. In particular, (A × , µ) is an algebraic group.
be the comorphism corresponding to the multiplication map µ :
for all x, y ∈ A, and in particular, for any a ∈ A,
It follows that the functions λ * a (f ), a ∈ A, span a finite-dimensional subspace of K[A]. Let f 1 , . . . , f r be a finite system of generators of K[A] as a K-algebra. Then the above argument implies that
invariant under all the λ * a . Let v 1 , . . . , v n be a basis of V , and let {w j } j∈J be a family of elements in
Writing the functions t i in (1) as linear combinations of elements of B, we find that there exist p i , q j ∈ K[A] (i = 1, . . . , n, j ∈ J) such that q j = 0 for almost all j and
for all a ∈ A and all j = 1, . . . , n. Then X(a) = (p ij (a)) is the matrix of the restriction ℓ a := λ * a |V with respect to the basis v 1 , . . . , v n . The function χ(a) := det X(a) is regular on A, and it is enough to show that A × coincides with the principal open set
For a ∈ A × , the operator λ * a , hence also ℓ a , is invertible, so χ(a) = 0, proving the inclusion
Since A is affine, regular functions separate points, so we conclude that λ a : A → A is injective. Let A • be the connected component of 0 A of the algebraic group (A, α). Since λ a is an endomorphism of the latter, we see that λ a (A • ) is a closed subgroup of A • ( [3] , Corollary 1.4). But the injectivity of λ a implies that dim
By the injectivity of λ a , the cosets λ a (a i ) + A • (i = 1, . . . , d) are all distinct, and therefore λ a (A) = A. In particular, there exists b ∈ A such that ab = 1. Then λ a (ba) = a = λ a (1), and therefore ba = 1. Thus, a ∈ A × , as required.
(ii) Let t ∈ A × . Then it follows from (2) that for each j = 1, . . . , n, we have
Now since t is a unit, the matrix X(t) = (p ij (t)) is invertible, so we can express v 1 (t −1 ), . . . , v n (t −1 ) as polynomials in p ij (t), i, j = 1, . . . , n, and χ(t) −1 = (det X(t)) −1 . Hence, since {v 1 , . . . , v n } generate K[A] and A × = D(χ), it follows that the map A × → A × , t → t −1 is regular, as claimed.
Our proof of the main theorem relies on computations, due to M. Stein [30] , of the group K 2 of a semilocal commutative ring. We will now establish two properties needed for the application of Stein's results, viz., that connected algebraic rings are generated by their units (Corollary 2.5), and that all commutative algebraic rings 1 are semilocal (Lemma 2.8).
1 As the referee pointed out, most of the results in this section can be easily generalized to noncommutative algebraic rings. However, since only commutative algebraic rings arise in the proof of the Main Theorem (in fact, Corollary 2.5. Let A be a connected algebraic ring. Then A = A × − A × . Proof. Since A is connected, it follows from the proposition that A × is dense in A. So, for any a ∈ A, we have (a + A × ) ∩ A × = ∅, and the required fact follows.
We also note that Proposition 2.4 puts strong restrictions on algebraic division rings (i.e. algebraic rings A in which A × = A \ {0}). 
is a dense open subset of A, and therefore
and therefore x ∈ R × . Thus, T ⊂ f (R × ), so the latter is dense in A.
Next, we show that our description of A × enables us to prove that any commutative algebraic ring A is automatically semilocal as an abstract ring. Before formulating and proving this result, we observe that given an algebraic ring A and a closed 2-sided ideal a ⊂ A, the quotient A/a in the category of additive algebraic groups has a natural structure of an algebraic ring. Indeed, since a is a closed normal subgroup of the affine group (A, α), the quotient (A/a,ᾱ) is an affine algebraic group ([3] , Theorem 6.8), whereᾱ : A/a × A/a → A/a is the natural map induced by α. Moreover, using the fact that a is a 2 -sided ideal of A, it is easy to see that the composite map A × A µ −→ A → A/a is constant on additive cosets modulo a × a, hence factors through (A × A)/(a × a) ≃ A/a × A/a. The resulting mapμ : A/a × A/a → A/a and the mapᾱ make A/a into an algebraic ring. Chevalley groups of type other than An cannot be defined over noncommutative rings), we limit our treatment, for the most part, to commutative algebraic rings.
We have been able to completely describe the structure of algebraic rings only in characteristic zero (see Proposition 2.14). However, some important structural information about algebraic rings (particularly commutative algebraic rings) can be obtained in any characteristic. These results depend on the artinian property, so we address this issue first.
Lemma 2.9. Let A be a connected algebraic ring. Then A every right and every left ideal of A is connected and Zariski-closed, hence A is artinian as an abstract ring.
Proof. We will only give the argument for left ideals as the proof for right ideals is completely analogous. Let a ⊂ A be a left ideal. For any a 1 , . . . , a n ∈ a, the left ideal b ⊂ A generated by a 1 , . . . , a n is the image of the homomorphism of algebraic groups A n → A, (x 1 , . . . , x n ) → x 1 a 1 + · · · + x n a n , and therefore is closed ( [3] , Corollary 1.4) and connected. Pick a 1 , . . . , a n ∈ a so that the corresponding b has maximum possible dimension. Then a = b. Indeed, let a ∈ a and b ′ = Aa + b. Then b ′ is a closed connected left ideal contained in a and b ⊂ b ′ . By dimension considerations, we conclude that b = b ′ , so a ∈ b. Thus, a = b, hence closed. Since A is a noetherian topological space for the Zariski topology (i.e. closed sets satisfy the descending chain condition), it now follows that A is artinian.
Remark 2.10. We note that without the assumption of connectedness, the conclusion of the lemma may fail. For example, suppose K is an algebraically closed field of characteristic p > 0. Let A 0 = K × K, with the usual addition and multiplication given by µ((x 1 , y 1 ), (x 2 , y 2 )) = (x 1 y 2 + x 2 y 1 , y 1 y 2 ). It is easily seen that A 0 is a commutative algebraic ring with identity element (0, 1). Then A = K × F p , where F p is the prime subfield of K, is an algebraic subring of A 0 . Now if S ⊂ K is any additive subgroup, then a = (S, 0) is an abstract ideal of A. Hence A is not artinian and not every ideal of A is Zariski-closed.
Nevertheless, the artinian property does hold for commutative algebraic rings satisfying one additional condition, which we will now define. Let A be a commutative algebraic ring. The connected component A • of 0 A in (A, α) is easily seen to be an ideal of A. Consider the following condition on A:
(FG) A • is finitely generated as an ideal of A.
It turns out that commutative algebraic rings satisfying (FG) possess a number of important structural properties. Proposition 2.11. Let A be a commutative algebraic ring satisfying (FG). Then (i) Every abstract ideal ideal a ⊂ A is Zariski-closed, and consequently A is artinian.
(ii) We have the following direct sum decomposition of algebraic rings
where C is a finite ring isomorphic to A/A • .
The key step in the proof of the proposition is the following Lemma 2.12. Let A be a commutative algebraic algebraic ring satisfying (FG). Then A • is an algebraic ring with identity.
Proof.
where a = A • a 1 +· · ·+A • a r . Notice that being the image of the group homomorphism
we conclude from (3) that a = A • . This means that for each i = 1, . . . , r, we have relations
Multiplying the latter on the left by the classical adjoint of
Proof of Proposition 2.11: (i) By the lemma, A • is a connected algebraic ring with identity, so by Lemma 2.9, every abstract ideal of
(ii) By Lemma 2.12, there is an identity element e ∈ A • . It is clear that e is idempotent and that
. Therefore, we have the following direct sum decomposition
,
An important class of examples of algebraic rings satisfying condition (FG) is obtained as follows.
Lemma 2.13. Let f : R → A be an abstract homomorphism of an abstract commutative ring R into a commutative algebraic ring A such that f (R) = A.
By assumption, R is noetherian and clearly r is an ideal, so we have r = Ru 1 +· · ·+Ru m . Then since Af (u 1 )+· · ·+Af (u m ) is closed and contains f (r), we obtain
would be a proper ideal of R of finite index, which is impossible.
Suppose S is a finite-dimensional K-algebra. Then S has a natural structure of a connected algebraic ring. We say that an algebraic ring A comes from an algebra if there exists a finite dimensional K-algebra S and an isomorphism A ≃ S of algebraic rings. Furthermore, we say that an algebraic ring A virtually comes from an algebra if A ≃ A ′ ⊕ B, where A ′ comes from an algebra and B is finite. For such algebraic rings most of our previous results are immediate. On the other hand, it turns out that in characteristic zero, all algebraic rings virtually come from algebras. Proposition 2.14. Let A be an algebraic ring over an algebraically closed field K of characteristic zero. Then A virtually comes from an algebra.
The proof relies on the following lemma which is true in any characteristic. Lemma 2.15. Suppose A is an algebraic ring over an algebraically closed field K of any characteristic. Then A = A ′ ⊕ C, where A ′ is an algebraic subring of A consisting of all unipotent elements in (A, α), and C is a finite ring consisting of all semisimple elements. In particular, if A is connected, then A consists entirely of unipotent elements.
Proof. Let A ′ and C denote the sets of unipotent and semisimple elements in (A, α), respectively. By ( [3] , Theorem 4.7), A ′ and C are closed subgroups of (A, α) and
as algebraic groups. As we pointed out in Remark 2.2, for a fixed a ∈ A, the maps λ a : x → ax and ρ a : x → xa are endomorphism of (A, α), so it follows from ([3], Theorem 4.4(iv)), that aA ′ , A ′ a ⊂ A ′ and aC, Ca ⊂ C. Thus, A ′ and C are 2-sided ideals of A and therefore the decomposition in (4) is a direct sum of rings with identity. Let us show that C is finite. Consider the map µ C : C • × C → C induced by the multiplication map µ. Applying ( [3] , Proposition 8.10(iii)), we conclude that µ(s, t) is independent of s. Plugging in s = 0, we obtain that C • C = {0}. On the other hand, if 1 C ∈ C is the identity in C (the projection of 1
, and therefore C is finite.
Proof of Proposition 2.14. In view of the lemma, it remains to show that A ′ comes from a Kalgebra. Since char K = 0, it follows from ([3], Remark 7.3), that there exists an isomorphism σ : (A ′ , α|A ′ ) → (K n , +) of additive algebraic groups, where n = dim A. It suffices to show that
for all x 1 , x 2 ∈ K n and m ∈ Z. Since Z ⊂ K is infinite and µ ′ is regular, we conclude that these equalities hold for all m ∈ K, verifying that µ ′ is bilinear.
Remark 2.16.
(1) In [17] , the authors give a proof of Proposition 2.14 for K = C using a topological argument.
(2) It follows from Proposition 2.14 that condition (FG) always holds if char K = 0. More generally, for K of any characteristic, condition (FG) is equivalent to the fact that A • coincides with
Indeed, one implication follows from Lemma 2.12, while to prove the converse, one needs to mimic the argument of Lemma 2.9.
As the following simple example shows, the assertion of Proposition 2.14 may fail in positive characteristic.
Example 2.17. Suppose K is an algebraically closed field of characteristic p > 0. LetÃ = K × K, with the usual addition, and multiplication given by
It is clear thatÃ is an algebraic ring with identity element (1, 0). However,Ã is not a K-algebra. For example, the map K × {0} → {0} × K, (x, 0) → µ((x, 0), (0, 1)) = (0, x p ) is bijective but not an isomorphism of algebraic rings. However, such a bijection would be an isomorphism in a K-algebra.
The algebraic ringÃ in this example is related to an algebra as follows: let A = K × K, with the usual addition, and multiplication given by µ((x 1 , y 1 ), (x 2 , y 2 )) = (x 1 x 2 , x 1 y 2 + x 2 y 1 ). Then the map (x, y) → x + δy identifies A with the algebra K[δ], δ 2 = 0, of dual numbers. On the other hand, the mapÃ → A, (x, y) → (x p , y), is a homomorphism of algebraic rings, which is an isomorphism of abstract rings, but not an isomorphism of algebraic rings.
As the referee pointed out, the truncated Witt vectors with coefficients in a field K of characteristic p > 0 (cf. [27] , Chapter II, §6) provide a series of similar examples of algebraic rings that are not algebras. In this connection, we would like to formulate the following conjecture that would enable one to extend some aspects of the Main Theorem (in particular, part (2) ) to the case of K of positive characteristic.
Conjecture 2.18. Let A be a connected algebraic ring over an algebraically closed field K of characteristic p > 0 such that pA = 0.
2 Then there exists a finite-dimensional K-algebra A ′ and a surjective (maybe even bijective) homomorphism of algebraic rings ρ : A ′ → A.
We will now establish some structural results for commutative artinian algebraic rings that hold regardless of whether or not the ring (virtually) comes from an algebra. So, let A be a commutative artinian algebraic ring with identity, m 1 , . . . , m r be its maximal ideals (note that A is semilocal by [1], Proposition 8.3), and J = m 1 ∩ · · · ∩ m r be its Jacobson radical (recall that the m i 's, hence also J, are Zariski-closed by Lemma 2.8). It is well-known (cf.
[1], Theorem 8.7) that there are idempotents e 1 , . . . , e r ∈ A such that e 1 + · · · + e r = 1 A , e i e j = 0 for i = j, and A i := e i A is a local commutative artinian ring with identity for each i = 1, . . . , r. We have
as algebraic rings. Furthermore, after possible renumbering, the ideal m i corresponds to
where m ′ i is the unique maximal ideal of A i . Let now B be a local commutative artinian algebraic ring with maximal ideal n. It follows from Corollary 2.6 that dim B/n ≤ 1. If dim B/n = 0, i.e. B/n is finite, then since there exists n ≥ 1 such that n n = {0} ([1], Proposition 8.4) and each quotient n j /n j+1 in the filtration
is a finitely generated B/n-module (as it is an artinian module over the field B/n), we conclude that B itself is finite. Now, suppose dim B/n = 1. Since B/n is an infinite algebraic division ring, it is automatically connected, so we can use the following.
Proposition 2.19. Suppose (A, α, µ) is a one-dimensional connected commutative algebraic ring. Then (A, α, µ) ≃ (K, +, ·) as algebraic rings.
Proof. By Lemma 2.15, (A, α) is unipotent. Hence (A, α) ≃ G a by ( [3] , Theorem 10.9). To complete the proof, we need to describe the multiplication map µ. In any case, µ is given by a polynomial µ(x, y). Let m = deg x µ(x, y). Then by condition (II) in Definition 2.1, we have
So, m is 0 or 1. If m = 0, then since µ(x, y) = µ(y, x), deg y µ(x, y) = 0, and therefore µ is constant. Hence µ ≡ 0, and there is no identity, a contradiction. So, m = 1. Then also deg y µ(x, y) = 1, and therefore
So, if dim B/n = 1, then B/n ≃ K with the natural operations. Combining this with the decomposition (5) and taking into account that J = m ′ 1 ⊕ · · · ⊕ m ′ r , we obtain the following Proposition 2.20. Let A be a commutative artinian algebraic ring with Jacobson radical J. Then (i) A ≃ A 1 ⊕ · · · ⊕ A r , where each A i is a local commutative artinian algebraic ring; (ii) A/J ≃ (K, +, ·) n ⊕ C where, n = dim A/J and C is a finite algebraic ring; in particular, A/J always virtually comes from an algebra.
Finally, we would like to explain the requirement in Definition 2.1 that the algebraic variety underlying an algebraic ring be affine. Of course, any commutative algebraic group (A, α) (in particular, any abelian variety) can be made into an algebraic ring satisfying conditions (I)-(III) of Definitions 2.1 by taking µ : A × A → A, µ(x, y) = 0 A for all x, y ∈ A. This ring, however, will not satisfy condition (IV) of the definition (unless it is trivial). We will now show that only affine varieties can support the structure of an algebraic ring satisfying all of the conditions (I)-(IV).
Theorem 2.21. Let A be an irreducible algebraic variety equipped with regular maps α : A×A → A and µ : A × A → A satisfying conditions (I)-(IV) of Definition 2.1 (in other words, giving A the structure of an algebraic ring with identity). Then A is affine.
The first step in the proof is to consider the case where A is complete. 
Now, to prove Lemma 2.22, suppose A is a complete irreducible variety with the structure of an algebraic ring. Since µ(A, 0 A ) = {0 A }, the Rigidity Lemma gives a morphism ν :
µ is independent of a. Setting a = 0 A , we obtain that µ ≡ 0 A . Proof of Theorem 2.21. We need to recall the following celebrated result of Chevalley [9] (see [10] for a modern proof).
Theorem 2.24. Let K be an algebraically closed field and G a connected algebraic group over K. Then there exists a unique connected normal affine closed subgroup H of G for which G/H is an abelian variety. Now let A be an irreducible variety equipped with regular maps α and µ satisfying conditions (I)-(IV) of Definition 2.1. By Chevalley's Theorem, there exists a closed connected affine subgroup a of (A, α) such that A/a is an abelian variety (in particular, it is complete). Let us show that a is in fact a 2-sided ideal of A. For this, we need to prove that aa ⊂ a and aa ⊂ a for any a ∈ A. We only give a proof of the first inclusion as the second one is proved completely analogously.
By Remark 2.2, the map λ a : A → A is a morphism of algebraic groups, so aa is a closed subgroup of A. Moreover, it is affine. Indeed, let b = {x ∈ a | ax = 0}. This is clearly a closed normal subgroup of a, so the quotient a/b is an affine algebraic group ( [3] , Theorem 6.8). On the other hand, λ a induces a bijective morphism a/b → aa, and therefore aa is affine by ([3] , Proposition AG 18.3). Hence a ⊕ aa is a connected affine algebraic group. Now let γ : a ⊕ aa → a + aa, (x, y) → x + y. By condition (I) of Definition 2.1, this is a morphism of algebraic groups, so a + aa is a closed subgroup of A. We will now show that it is affine. Let c = a ∩ aa, embedded into a ⊕ aa via x → (x, −x). Clearly c is a closed normal subgroup of a ⊕ aa, so (a ⊕ aa)/c is affine. But γ induces a bijection (a ⊕ aa)/c → a + aa, so as above, we conclude that a + aa is affine. Thus, (a + aa)/a is a closed, affine connected subgroup of the complete variety A/a ( [3] , Corollary 6.9). Therefore, it consists of just a single point. In other words, aa ⊂ a, as needed.
Thus, a is a 2-sided ideal of A, so as remarked before the statement of Lemma 2.8, we obtain an algebraic ring with identity (A/a,ᾱ,μ). But A/a is complete, soμ ≡ 0Ā by Lemma 2.22. Since A/a contains an identity element, it follows that A = a, i.e. A is affine.
3. An algebraic ring associated to a representation of G(R) + Let Φ be a reduced irreducible root system of rank ≥ 2, and let G be the corresponding universal Chevalley group scheme over Z (cf. [4] ). Then, in particular, for every root α ∈ Φ, we have a canonical morphism of group schemes e α : G a → G, where G a = Spec Z[T ] is the standard additive group scheme over Z. For any commutative ring R, the group of R-points G(R) is the universal Chevalley group of type Φ over R. Furthermore, for α ∈ Φ, the morphism e α induces a group homomorphism R + → G(R), which will also be denoted e α (rather than (e α ) R ) whenever this does not cause confusion. Then e α is an isomorphism between R + and the subgroup U α (R) := e α (R) of G(R). The subgroup of G(R) generated by the U α (R), for all α ∈ Φ, will be denoted by G(R) + and called the elementary subgroup of G(R). Now let K be an algebraically closed field (of any characteristic), and let ρ : G(R) + → GL n (K) be a finite-dimensional (abstract) representation. The goal of this section is to associate to ρ an algebraic ring A together with a homomorphism of abstract rings f : R → A with Zariski-dense image that satisfy some natural properties. This construction, which relies on explicit computations with Steinberg relations in G(R) + , was described in [17] for groups of type A 2 . The following theorem generalizes it to groups of all types, with some minor restrictions on R in the cases where Φ contains roots of different lengths.
Theorem 3.1. Let Φ be a reduced irreducible root system of rank ≥ 2, G the corresponding universal Chevalley group scheme, and R a commutative ring such that (Φ, R) is a nice pair
3
. Then, given a representation ρ : G(R) + → GL n (K), there exists a commutative algebraic ring A with identity together with a homomorphism of abstract rings f : R → A having Zariski-dense image such that for every root α ∈ Φ, there is an injective regular map ψ α : A → H into H := ρ(G(R) + ) (Zariski closure) satisfying
ρ(e α (t)) = ψ α (f (t)).
for all t ∈ R.
We begin with some simple reductions. First, suppose we have been able to construct an algebraic ring A and a ring homomorphism f : R → A with Zariski-dense image such that a regular map ψ α 0 : A → H satisfying (7) exists for some root α 0 ∈ Φ. Then regular maps ψ α : A → H satisfying (7) exist for all roots α ∈ Φ having the same length as α 0 . Indeed, it is well-known (e.g., see [14] , 10.4, Lemma C) that the Weyl group W (Φ) of Φ acts transitively on roots of each length. So, it follows from [29] , 3.8, relation (R4), that there exists w ∈ G(R) + such that (8) we α 0 (t)w −1 = e α (ε(w)t) for all t ∈ R, where ε(w) ∈ {±1} is independent of t. Now define ψ α : A → H by
3 Recall that this means that 2 ∈ R × whenever Φ contains a subsystem of type B2 and 2, 3 ∈ R × if Φ is of type G2. This is clearly a regular map, and then in view of (8) , the fact that (7) holds for α 0 implies that it also holds for α. Thus, it is enough to construct an algebraic ring A with a ring homomorphism f : R → A having Zariski-dense image such that a regular map ψ α : A → H satisfying (7) exists for a single root of each length in Φ. Furthermore, if all roots in Φ have the same length, then Φ contains a subsystem Φ ′ of type A 2 . Otherwise, Φ either contains a subsystem Φ ′ of type B 2 , or Φ itself is of type G 2 , in which case we set Φ ′ = Φ. In all three cases, Φ ′ contains a root of each length occuring in Φ, so it follows from our previous remark that it is enough to construct an algebraic ring A and a ring homomorphism f : R → A with f (R) = A such that ψ α : A → H satisfying (7) exists for a single root in Φ ′ of each length. Thus, we can assume without any loss of generality that Φ is of one of the types A 2 , B 2 , or G 2 .
Second, in each of these three cases, A will be constructed as A α : = ρ(e α (R)) for some root α ∈ Φ. Letting α α : A α × A α → A α denote the restriction of the product H × H → H to A α , we observe that (A α , α α ) is a commutative algebraic subgroup of H (in particular, it is an affine algebraic variety), and
) is a group homomorphism with Zariski-dense image. Multiplication µ : A × A → A will be defined in each case by ad hoc equations depending on the explicit form of the Steinberg relations. The verification of the fact that (A, α, µ) is an algebraic ring in all three cases relies on the following simple observation.
Lemma 3.2. Let A be an affine variety equipped with two regular maps α : A × A → A and µ : A × A → A. Assume that (A, α) is a commutative algebraic group and that there exists a homomorphism f : R → A of an abstract commutative unital ring R into A such that f (R) = A and
for all t 1 , t 2 ∈ R. Then (A, α, µ) is a commutative algebraic ring with identity.
Proof. Condition (I) of Definition 2.1 holds by our assumption. To verify (II), we observe that (9), in conjunction with the fact that multiplication in R is associative, implies that the regular maps
It follows that they coincide everywhere, yielding (II). All other conditions (including the fact that 1 A := f (1 R ) is the identity element in A) are verified similarly.
To complete the proof of the theorem, we will now consider separately the cases where Φ is of type A 2 , B 2 , and G 2 . Case I: Φ of Type A 2 (cf. [17] , Theorem 3) We will use the standard realization of Φ, described in [7] , where the roots are of the form ε i − ε j , with i, j ∈ {1, 2, 3}, i = j. We will write e ij (t) to denote e α (t) for α = ε i − ε j . Set α = ε 1 − ε 3 , and define A to be A α = ρ(e α (R)). As we observed earlier, (A, α) is a commutative algebraic subgroup of H, where α : A × A → A is the restriction of the product in H to A. Furthermore, we let f = f α : R → A be the map defined by t → ρ(e α (t)). Clearly (10) α(f (t 1 ), f (t 2 )) = f (t 1 + t 2 ) for all t 1 , t 2 ∈ R. To define µ, we need the following elements It follows from relations (11) and (12) that
We will use the realization of Φ described in [7] as the set of vectors ±ε 1 , ±ε 2 , ±ε 1 ± ε 2 in R 2 , where ε 1 , ε 2 is the standard basis of R 2 . Set α = ε 1 and β = ε 1 + ε 2 . As we remarked earlier, it is enough to construct an algebraic ring A with a ring homomorphism f : R → A having Zariski-dense image, and regular maps ψ α : A → H and ψ β : A → H satisfying (7). In fact, we will show that one can take A = A α and f = f α . As in the previous case, for addition α, we simply take the restriction to A × A of the product H × H → H. To define the multiplication map µ, we need to work simultaneously with A α and A β . Proof. Define π : A α → H by π(x) = [x, f ε 2 (1/2)] (recall that by our assumption, 1/2 ∈ R). The commutator relation (14) [e ε 1 (s), e ε 2 (t)] = e ε 1 +ε 2 (2st)
shows that π(ρ(e ε 1 (r))) = ρ(e ε 1 +ε 2 (r)), i.e.
for any r ∈ R. In particular, π(f α (R)) ⊂ f β (R), and since π is obviously regular, we obtain that π(A α ) ⊂ A β . The inverse map ν : A β → A α is constructed as follows. Recall the following standard notations from ( [32] , Chapter 3): for t ∈ R × and any γ ∈ Φ, w γ (t) = e γ (t)e −γ (−t −1 )e γ (t) and h γ (t) = w γ (t)w γ (−1). Now for y ∈ A β , set
This clearly defines a regular map ν : A β → H. By direct computation, we have [e ε 1 +ε 2 (t), e −ε 2 (s)] = e ε 1 (ts)e ε 1 −ε 2 (−ts 2 )
for all s, t ∈ R. Letting s = ±1 and using the fact that e ε 1 (s) and e ε 1 −ε 2 (t) commute, we obtain [e ε 1 +ε 2 (t), e −ε 2 (1)][e ε 1 +ε 2 (t), e −ε 2 (−1)] −1 = e ε 1 (2t).
Combining this with the relation
shows that
hence ν(f β (R)) ⊂ f α (R) and ν(A β ) ⊂ A α . It follows from (15) and (17) that ν • π and π • ν are the identity maps of f α (R) and f β (R), respectively, so ν = π −1 . Also, by (15) , π is as required.
We now define µ : A × A → H, where A = A α , by
where for v ∈ A we set
and ν is the inverse of the map π constructed in Lemma 3.3. The relations (14) and (16), combined with w −ε 1 +ε 2 (1)e ε 1 (t)w −ε 1 +ε 2 (1)
show that
In particular,
, implying that µ(A × A) ⊂ A, and allowing us to view µ as a regular map µ : A × A → A. The fact that f α is additive and satisfies (18) enables us to apply Lemma 3.2 to conclude that (A, α, µ) is an algebraic ring. Furthermore, the inclusion map ψ α : A → H is as required. Finally, we define ψ β : A → H to be ψ β = π • ψ α . Then it follows from Lemma 3.3 that ψ β satisfies (7). We note that using the maps π and ν introduced in the proof of Lemma 3.3, one can directly define a multiplication µ β on A β by setting
so that A β also becomes an algebraic ring.
Case III: Φ of type G 2 We will use the realization of Φ described in [11] : one can pick a system of simple roots {k, c} in Φ, where k is long and c is short, and then the long roots of Φ are ±k, ±(3c + k), ±(3c + 2k), and the short roots are ±c, ±(c + k), ±(2c + k). Set α = k and β = 2c + k. Since the long roots of Φ form a closed subsystem of type A 2 (cf. [14] , 19.4), it follows that A = A α is an algebraic ring, f = f α is a ring homomorphism R → A with Zariski-dense image, and (7) holds if ψ α : A → H is the inclusion map. To construct ψ β : A → H that also satisfies (7), we need the following analogue of Lemma 3.3.
Lemma 3.4. There exists an isomorphism of algebraic varieties
Proof. The following explicit forms of the Steinberg commutator relations were established in ( [11] , Theorem 1.1): (19) [e k (s), e c (t)] = e c+k (ε 1 st)e 2c+k (ε 2 st 2 )e 3c+k (ε 3 st 3 )e 3c+2k (ε 4 s 2 t 3 ), (20) [e c+k (s), e 2c+k (t)] = e 3c+2k (3ε 5 st), Since the terms e 3c+k (−ε 3 s) and e 3c+2k (−ε 4 s 2 ) commute with all other terms, the last expression reduces to e c+k (ε 1 s)e 2c+k (ε 2 s)e c+k (−ε 1 s)e 2c+k (ε 2 s), which, using (20) , can be written in the form e 3c+2k (3ε 5 ε 1 ε 2 s
2 )e 2c+k (2ε 2 s).
Let w 1 = w c (1) ∈ G(R) + . Then it follows from ([29], 3.8 relation (R4)), that w 1 e k (s)w −1 1 = e 3c+k (εs), where ε = ±1. Set γ = 3c + 2k and δ = c. Then
and h δ (r)e 2c+k (s)h δ (r) −1 = e 2c+k (rs).
by ([29] , 3.8 relation (R6)). Since by our assumption 2 ∈ R × , we can define κ ′ :
and then consider κ : A α → H given by
Then κ is obviously a regular map, and the above computations imply that κ • f α = f β , hence κ(f α (R)) ⊂ f β (R) and κ(A α ) ⊂ A β . The inverse map θ : A β → A α is constructed as follows. Applying an appropriate element of the Weyl group to (20) , we obtain [e −c (s), e c+k (t)] = e k (3ε 7 st), with ε 7 = ±1. Set w 2 = w 3c+k (1). Then w 2 e 2c+k (s)w −1 2 = e −c (ε ′ s), with ε ′ = ±1. Since 3 ∈ R × , we can define a regular map θ : A β → H by
Then by our construction θ • f β = f α , implying that θ(A β ) ⊂ A α . The compositions θ • κ and κ • θ are clearly the identity maps of f α (R) and f β (R), respectively, hence θ = κ −1 .
It follows from the lemma that ψ β := κ • ψ α satisfies (7), as required.
As in Case II, we note that using the maps κ and θ introduced in the proof of Lemma 3.4, we can define a multiplication map µ β on A β by setting µ β (u, v) = κ(µ(θ(u), θ(v))), and then A β becomes an algebraic ring.
Remark 3.5. The referee has suggested the following uniform interpretation of the construction of the isomorphism between A α and A β in Lemmas 3.3 and 3.4: first one finds a word S α,β in the free group such that S α,β (e α (t), g 1 , . . . , g r ) = e β (t) for all t ∈ R, where g 1 , . . . , g r are some fixed elements of G(R); then, the isomorphism of algebraic varieties A α → A β is given by x → S α,β (x, ρ(g 1 ), . . . , ρ(g r )). Using these isomorphisms, one can then give a similar interpretation of the definition of the product operation.
Steinberg groups
The next step in the proof of the Main Theorem involves Steinberg groups, so we begin by recalling their definition. As in § 3, let Φ be a reduced irreducible root system of rank ≥ 2, let G be the corresponding universal Chevalley group scheme, and e α : G a → G be the one-parameter subgroup associated with α ∈ Φ. Suppose S is a commutative ring. It is well-known (cf. [32] , Chapter 3) that the elements e α (s), for α ∈ Φ and s ∈ S, satisfy the following relations: (22) e α (s)e α (t) = e α (s + t)
for all s, t ∈ S and all α ∈ Φ, and
for all s, t ∈ S and all α, β ∈ Φ, β = −α, where the product is taken over all roots of the form iα + jβ, i, j ∈ Z + , listed in an arbitrary (but fixed) order, and the N i,j α,β are integers depending only on Φ and the order of the factors in (23), but not on the ring S.
Definition 4.1. The Steinberg groupG(S) is the group with generatorsx α (t), for all t ∈ S and α ∈ Φ, subject to the relations
α,β are the same integers as in (23) . It follows from the definition and the relations (22) and (23) that there exists a surjective group homomorphism π S :G(S) → G(S) + ,x α (t) → e α (t).
Let K 2 (Φ, S) = ker π S . We note that the pair (G(S), π S ) is functorial in the following sense: given a homomorphism of commutative rings f : S → T , there is a commutative diagram of group homomorphisms
where F andF are the natural homomorphisms induced by f , i.e. that map the generators as follows: F : e α (t) → e α (f (t)) andF :x α (t) →x α (f (t)).
The goal of this section is twofold: first, for a given representation ρ : G(R) + → GL n (K) and the associated algebraic ring A (cf. § 3), we want to construct a representationτ :G(A) → GL n (K) of the corresponding Steinberg group such thatx α (a) → ψ α (a) for all a ∈ A, where ψ α is the regular map from Theorem 3.1; second, we would like to investigate the structure ofG(A).
Proposition 4.2. Let (Φ, R) be a nice pair, K an algebraically closed field, and ρ : G(R) + → GL n (K) a representation. Furthermore, let A and f : R → A be the algebraic ring and ring homomorphism associated to ρ that were constructed in Theorem 3.1. Then there exists a group homomorphismτ :G(A) → H ⊂ GL n (K) such thatτ :x α (a) → ψ α (a) for all a ∈ A and all α ∈ Φ. Consequently,τ •F = ρ • π R , whereF :G(R) →G(A) is the homomorphism induced by f.
Proof. To establish the existence ofτ , we need to show that relations (R1) and (R2) are satisfied if thex α (a)'s are replaced by ψ α (a)'s. First, let a = f (s), b = f (t), with s, t ∈ R. Since ρ is a homomorphism and by Theorem 3.1, ρ • e α = ψ α • f , we have, in view of (22) , that ψ α (a)ψ α (b) = ρ(e α (t)e α (s)) = ρ(e α (t + s)) = ψ α (a + b).
Thus, the two regular maps
coincide on f (R) × f (R). The Zariski density of the latter in A × A implies that they coincide everywhere, yielding (R1).
Similarly, using (23), we see that the two regular maps A × A → H defined by
coincide on f (R) × f (R), hence on A × A, and (R2) follows. Finally, the mapsτ •F and ρ • π R both sendx α (s), s ∈ R, to ψ α (f (s)) = ρ(e α (s)) = (ρ • π R )(x α (s)), so they coincide onG(R).
Thus, we obtain that the diagram formed by the solid arrows in
commutes. The crucial part in the proof of the Main Theorem is basically to show thatτ descends to a homomorphism τ : G(A) → H which makes the whole diagram commutative -the precise statement is somewhat more technical and will be given in §5. 5 Determining when such a τ exists obviously requires information about K 2 (Φ, A) = ker π A , which we derive from results of M. Stein [30] , describing K 2 (Φ, S) for a commutative semilocal ring S. To give precise formulations, we first need to recall some standard notations. For α ∈ Φ and u ∈ S × , we define the following elements ofG(S):
Notice that the elements w α (u) = π S (w α (u)) and h α (u) = π S (h α (u)) coincide with the ones introduced in the proof of Lemma 3.3. Now, for u, v ∈ S × , the Steinberg symbol {u, v} α is defined as
We note that since the elements h α (t) are multiplicative in t ( [32] , Lemma 28), all Steinberg symbols are contained in K 2 (Φ, S). Moreover, by ([30] , Proposition 1.3(a)), the Steinberg symbols lie in the center ofG(S). Following Stein [30] , given a nonempty subset P ⊂ S, we let Z[P ] denote the subring of S generated by P. With these notations, we have The centrality of K 2 (Φ, A) is critical for the proof of our main results. We first note the following finiteness statement.
Proposition 4.5. Let S be a finite commutative ring and Φ a reduced irreducible root system of rank ≥ 2. ThenG(S) and K 2 (Φ, S) are finite.
Proof. Even though this result is probably known, we failed to find a direct reference, so we give a complete proof. First observe that since G is a group scheme of finite type over Z and S is finite, the group G(S) is finite, so the finiteness ofG(S) is equivalent to that of K 2 (Φ, S). Now, being finite, S is artinian, and consequently is a finite direct product of local artinian rings
. Then by ([30] , Lemma 2.12), we have
which reduces the argument to the case of S a local ring. Since the condition S = Z[S × ] holds automatically for a local ring, we obtain from Theorem 4.3 that K 2 (Φ, S) is a central subgroup of G(S). Now, in the case that G(S) andG(S) are perfect groups (i.e. coincide with their commutator subgroups), our result follows from the fact that the universal central extension of a finite group is finite (in other words, the Schur multiplier of a finite group is finite). In the general case, we will imitate the proof of the finiteness of the Schur multiplier. More precisely, we consider the exact sequence
and the corresponding initial segment of the Hochschild-Serre spectral sequence
where all groups act trivially on Q/Z. SinceG(S) is finitely generated, with every generator having finite order, the groupG (S)
is finite. Since H 1 (G(S), Q/Z) is simply the dual group ofG(S) ab , it is also finite. Next, let us show that H 2 (G(S) + , Q/Z) is finite. Let n = |G(S) + |. The short exact sequence
where µ n = 1 n Z/Z and ×n denotes multiplication by n, gives rise to the following exact sequence of cohomology groups
It is well known that H 2 (G(S) + , Q/Z) is annihilated by multiplication by n (see, for example, [13] , Corollary 3.3.8), so H 2 (G(S) + , µ n ) surjects onto H 2 (G(S) + , Q/Z). On the other hand, H 2 (G(S) + , µ n ) is obviously finite, and the finiteness of H 2 (G(S) + , Q/Z) follows. Now we conclude that the middle term in (27) is finite. Since, as we noted above, K 2 (Φ, S) is central inG(S), this term coincides with the dual of K 2 (Φ, S). So, its finiteness implies that of K 2 (Φ, S), as required.
Turning now to algebraic rings, we obtain Proposition 4.6. Suppose A is a commutative algebraic ring over an algebraically closed field K and Φ is a reduced irreducible root system of rank ≥ 2. Assume that A satisfies (FG) if char K = p > 0. ThenG(A) =G(A • ) × P, where P is a finite group.
Proof. Applying Proposition 2.14 if char K = 0 and Proposition 2.11 if char K > 0 (observe that the latter proposition applies since A is assumed to satisfy (FG)), we conclude that A = A • × C, where C is a finite ring. So, by ([30] , Lemma 2.12), we havẽ
and by Proposition 4.5, P :=G(C) is finite.
Corollary 4.7. Suppose R is an abstract commutative ring and A is an algebraic ring over a field K such that there exists an abstract ring homomorphism f : R → A with Zariski-dense image. Assume moreover that R is noetherian if char K > 0. ThenG(A) =G(A • ) × P, where P is a finite group.
Proof. Note that if char K > 0, the fact that R is noetherian implies that A satisfies (FG) (see Lemma 2.13). So our assertion follows immediately from Proposition 4.6.
Remark 4.8. Using Lemma 2.15 in place of Propositions 2.11 and 2.14 in the above arguments, one can show that for any commutative algebraic ring A, one has the following direct product decomposition
where A ′ is the subring (with identity) of A consisting of all unipotent elements and P ′ is a finite group. This can be viewed as a way to circumvent condition (FG) in the above statements. However, the structure of A ′ , and hence ofG(A ′ ), is in general difficult to describe, so the usefulness of (28) in the investigation of (BT) is questionable.
Corollary 4.9. Let (Φ, R) be a nice pair. Assume that there is an integer m ≥ 1 such that mR = {0}. Let K be an algebraically closed field such that char K does not divide m, and suppose moreover that R is noetherian if char
Proof. Let A and f : R → A be the algebraic ring and ring homomorphism associated to ρ constructed in Theorem 3.1. Then mA = {0} as mf (R) = {0} and f (R) is Zariski-dense in A. In particular mA • = {0}. Now recall that by Proposition 2.20, A • /J is a K-algebra, where J denotes the Jacobson radical of A • . Then our assumption that m is not divisible by char K forces A • /J = {0}, hence A • = {0}. Therefore, by Corollary 4.7,G(A) = P, a finite group. On the other hand, by Proposition 4.2, the representation ρ factors throughG(A), which proves the finiteness of ρ(G(R) + ).
Passage to a subgroup of finite index
As we remarked earlier, following Proposition 4.2, our general strategy for completing the proof of the Main Theorem is to construct a homomorphism τ : G(A) → H which makes the diagram (24) commute. We begin this section by making that idea more precise. So, as in previous sections, suppose Φ is a reduced irreducible root system of rank ≥ 2 and R is a commutative ring such that (Φ, R) is a nice pair. Let K be an algebraically closed field, and assume that R is noetherian if char K > 0. Furthermore, let G be the universal Chevalley-Demazure group scheme of type Φ, and let ρ : G(R) + → GL n (K) be a representation. By Theorem 3.1, we can associate to ρ an algebraic ring A and a ring homomorphism f : R → A with Zariski-dense image. Moreover, our assumptions imply that we can write A = A • ⊕ C, with C a finite ring (in fact, a finite quotient of R) -see Propositions 2.11 and 2.14. Now recall that by Proposition 4.2, there exists a group homomorphism
is the homomorphism of Steinberg groups induced by f , and π R :G(R) → G(R) is the canonical homomorphism. On the other hand, by Corollary 4.7,G(A) =G(A • ) × P, where P =G(C) is a finite group. So, Γ :=F −1 (G(A • )) and Γ := π R (Γ) are subgroups of finite index inG(R) and G(R) + , respectively, and moreover F (Γ) ⊂ G(A • ). Lettingσ denote the restriction ofτ toG(A • ), we obtain that the solid arrows in 
To prove the Main Theorem, we will show that under appropriate assumptions, there exists a group homomorphism σ : G(A • ) → H • making the full diagram (29) commute. Observe that it follows from our definitions that if such σ exists, then ρ : G(R) + → GL n (K) coincides on Γ with the composition σ • T , where T : G(R) + → G(A • ) is the group homomorphism induced by the ring homomorphism t : R → A • , defined as the composition of f : R → A with the canonical projection s : A → A • .
In this section, we will show that such a homomorphism σ exists if R is a semilocal ring (Proposition 5.2). Later, in §6, we will prove that σ also exists if H • is reductive or if char K = 0 and the unipotent radical U of H • is commutative (and, more generally, if H • satisfies condition (Z) introduced below). Towards this end, we will establish in this section a weaker statement, viz. that in these cases there exists a homomorphismσ :
, and ν : H • →H is the canonical map (cf. Proposition 5.6). Throughout this section, we will use the following result of Matsumoto:
Lemma 5.1. (cf. [20] , Corollary 2) Let Φ be a reduced irreducible root system of rank ≥ 2 and let G be the corresponding universal Chevalley-Demazure group scheme. If S is a semilocal commutative ring, then G(S) = G(S) + .
In particular, we see that
Consequently, the existence of σ is equivalent to the triviality of the restrictionσ : Proof. Observe that by Corollary 2.7, t(R × ) is Zariski-dense in (A • ) × , where as above, t : R → A • is the composition of the homomorphism f : R → A with the projection s :
. Fix a long root α, and for u, v ∈ A × , let {u, v} α denote the corresponding Steinberg symbol. Clearlỹ
where for r ∈ A × , we set
Now by Proposition 2.4, the map A × → A × , t → t −1 is regular, hence the map Θ :
is also regular. On the other hand, as we noted earlier, for a, b ∈ R × , we have h α (ab) = h α (a)h α (b) (see [32] , Lemma 28) . So, by Proposition 4.2,
. But according to Corollary 4.4, ker π A • is generated by the Steinberg symbols {u, v} α for any fixed long root α ∈ Φ. Thus,σ vanishes on ker π A • , implying that the required homomorphism σ :
The fact that B := A • is a finite-dimensional K-algebra if char K = 0 has already been established in Proposition 2.14; the remaining assertions follow.
In particular, if R = k is an infinite field of characteristic = 2 or 3, then R is automatically semilocal, (Φ, R) is a nice pair, and G(R) + does not have any subgroups of finite index (since it contains no proper noncentral normal subgroups -cf. [34] ), so Proposition 5.2 proves the existence of the homomorphism σ in (BT). Its rationality will be established in §6.
To consider the cases when H • is reductive or when the unipotent radical U of H • is commutative, we will need some additional information about the structure of H • . We begin with A) ) contains ρ(G(R) + ), and therefore is Zariski-dense in H. Thus,σ(G(A)) = H. So, H is a closed subgroup of finite index in H, hence H ⊃ H • and consequently H = H • , proving our first claim. For the second claim, recall that A • is semilocal by Lemma 2.8. Moreover, A • has no residue field isomorphic to F 2 . Indeed, first observe that A • is a connected commutative algebraic with identity -this is clear if char K = 0 and follows from our assumption that R is noetherian and Lemmas 2.12 and 2.13 if char K > 0. Hence by Lemma 2.9, every abstract ideal I ⊂ A • is Zariskiclosed, and therefore, the canonical map A → A/I is a morphism of algebraic rings ( [3] , Theorem 6.8). Thus, the fact that A • is connected implies that it has no finite quotient rings, in particular no residue field isomorphic to (ii) Let H • = U ⋊ S be a Levi decomposition of H • . It follows from Remark 7.3 in [3] that since char K = 0, we have U ≃ (K m , +) where m = dim U, and then the action of S on U yields a rational representation of S on K m . To simplify notation, we will identify U with K m for the rest of the proof. By Weyl's Theorem , the representation of S on U is completely reducible (see [14] We begin with the following Lemma 5.7. Let ℓ be the nilpotency class of U . If J is the Jacobson radical of A • , then J ℓ+1 = {0}. In particular, if H • is reductive, then J = {0}. 6 Recall that H
• always has a Levi decomposition if char K = 0 (cf.
[21])
Rationality
In this section, we will complete the proof of the Main Theorem (cf. Theorem 6.7) by first showing that the abstract group homomorphisms σ : G(B) → H • andσ : G(B) →H constructed in Propositions 5.2 and 5.6, respectively, are in fact morphisms of algebraic groups, and then by liftingσ in the latter case to a morphism of algebraic groups σ : G(B) → H • that makes the diagram (29) commutative.
Note that in the statements concerning the rationality of σ andσ, we are implicitly using the fact that the functor of restriction of scalars R B/K enables us to endow G(B) with a natural structure of a connected algebraic group over K. We refer to ( [12] , Chapter I, §1, 6.6) and ( [23] , Appendices 2 and 3) for a general discussion of restriction of scalars. In the present context, all we need is that since B is a finite-dimensional K-algebra, R B/K (G) (or more precisely R B/K ( B G), where B G is obtained from G by the base change Z ֒→ B) is an algebraic K-group such that R B/K (G)(K) can be naturally identified with G(B), yielding a structure of an algebraic K-group on the latter. Also note that for each root α ∈ Φ, we have a morphism R B/K (e α ) :
On the other hand, since B is a finite-dimensional K-algebra, it follows from Lemma 5.1 that
2), we conclude that G(B) is a connected algebraic group over K.
We now need to introduce some additional notations that will be used later. As above, let Φ be a reduced irreducible root system of rank ≥ 2, and let G be the universal Chevalley-Demazure group scheme of type Φ. For the remainder of this section, we fix an ordering on Φ, and let Φ + and Φ − denote the corresponding subsystems of positive and negative roots, respectively; also, let Π ⊂ Φ + be a system of simple roots. Set m = |Φ + | = |Φ − |, and ℓ = |Π|. Next, let U + and U − be the standard subschemes associated to Φ + and Φ − , respectively, and let T be the usual maximal torus (cf. [8] , §4). Now suppose R is a commutative ring such that (Φ, R) is a nice pair and that K is an algebraically closed field. Throughout this section, we will assume that R is noetherian if char K > 0. Given a representation ρ : G(R) + → GL n (K), let A be the algebraic ring associated to ρ (Theorem 3.1). In this section, we will assume that B := A • is a finite-dimensional K-algebra, so that G(A • ) = G(B) has a natural structure of a connected algebraic K-group, as explained above. We note that B is indeed a finite-dimensional K-algebra if either char K = 0 or H • is reductive (see Proposition 5.6), which are precisely the cases needed to complete the proof of the Main Theorem. As a matter of convention, whenever we need to emphasize that we are working with the maps involving A • constructed in §5, we will use the notation G(A • ) rather than G(B).
We begin with the following lemma, which describes the "big cell" of G(B).
Lemma 6.1. The product map p : Proof. Recall that there exist isomorphisms of group schemes over Z
such that for any commutative ring R, we have
where the roots in Φ + and Φ − are listed in an arbitrary (but fixed) order (cf. [8] , §4). Let
be the composition of the isomorphism
with the product map p : U − ×T ×U → G. Then it follows from Lemma 6.1 that θ is an isomorphism onto the Zariski-open subscheme Ω ⊂ G, and consequently θ induces an isomorphism of K-varieties
Next, let ψ α : A • → H, α ∈ Φ, be the regular maps constructed in Theorem 3.1, and H α : (A • ) × → H, α ∈ Φ, be the regular maps introduced in the proof of Proposition 5.2. Define the regular map
By our construction, σ(e α (a)) = ψ α (a) for any a ∈ A • and all α ∈ Φ, and consequently (σ(h α (a)) = H α (a) for all a ∈ (A • ) × and α ∈ Φ. Thus we have the following commutative diagram
Since κ is regular and θ is an isomorphism of algebraic varieties over K, we conclude that σ| Ω(A • ) is regular. A similar argument shows thatσ| Ω(A • ) is regular.
We can now prove Indeed, as we remarked above, under the hypotheses of Propositions 5.2 and 5.6, G(B) is a connected algebraic group over K. Thus, the proposition follows immediately from Lemma 6.2 and the following (elementary) Lemma 6.4. Let K be an algebraically closed field and let G and G ′ be affine algebraic groups over K, with G connected. Suppose f : G → G ′ is an abstract group homomorphism 7 and assume there exists a Zariski-open set V ⊂ G such that ϕ := f | V is a regular map. Then f is a morphism of algebraic groups.
Proof. Clearly, since f is a group homomorphism, given x, y ∈ V such that xy ∈ V , we have ϕ(xy) = ϕ(x)ϕ(y). Now fix any a ∈ V , and consider the regular map ϕ a : aV → G ′ given by ϕ a (au) = ϕ(a)ϕ(u). If au = v ∈ aV ∩ V , then ϕ a (au) = ϕ(a)ϕ(u) = ϕ(au) = ϕ(v). Hence, ϕ and ϕ a define the same rational map. So, since ϕ a is defined on aV , it follows that ϕ is defined on ∪ a∈V aV = V V = G, where the last equality follows from ( [3] , Proposition 1.3) as G is connected. Thus, ϕ extends to a regular map on G, which we will also denote by ϕ. Observe now that the map G × G → G ′ , (x, y) → ϕ(xy) −1 ϕ(x)ϕ(y) coincides with the constant map (x, y) → e G ′ on V × V . So, the density of V implies that ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ G. Thus, ϕ and f are both group homomorphisms that coincide on V , hence ϕ ≡ f as V V = G. So, f is a morphism of algebraic groups, as claimed.
The next step is to show that under appropriate assumptions, the morphism of algebraic groups σ : G(B) →H can be lifted to a morphism σ : G(B) → H • making the diagram (29) commutative. For this, we first establish some structural results for G(B) as an algebraic K-group, where B is an arbitrary finite-dimensional K-algebra. Let J = J(B) be the Jacobson radical of B. By the Wedderburn-Malcev Theorem (see [24] , Theorem 11. (ii) G(B) ≃ G(B 1 ) × · · · × G(B r ), where each B i is a finite-dimensional local K-algebra;
, where g is the Lie algebra of G, considered as an algebraic group in terms of the underlying vector space. Furthermore, the conjugation action of G(K) on G k is the sum of s k copies of the adjoint representation.
Proof. (i) Fix an embedding G ֒→ GL n as group schemes over Z (cf. [4] , 3.4). Then G(B, J) = G(B) ∩ GL n (B, J). Note that the embeddingB ֒→ B induces a section for the canonical morphism G(B) → G(B/J), whence the semi-direct product decomposition
is semisimple, in particular reductive (see [32] , Theorem 6). On the other hand, it is well-known and easy to check that for any a, b ≥ 1, we have
[1], Proposition 8.4), we conclude that the group GL n (B, J) is nilpotent, and therefore G(B, J) is also nilpotent. Now since G(B) is connected as an algebraic K-group, the decomposition (32) implies the connectedness of G(B, J). Thus, G(B, J) is contained 7 Here we tacitly identify G and G ′ with the corresponding groups G(K) and
is reductive, so we see that G(B, J) is precisely the radical of G(B). Finally, since G(B) coincides with its commutator subgroup (see [29] , Corollary 4.4), the radical of G(B) cannot contain any torus, hence coincides with the unipotent radical.
(ii) is obvious.
(iii) Let C k = B/J k+1 . It follows from ( [20] , Corollary 2) that ifJ := J/J k+1 denotes the image of J in C k , then the canonical map G(B, J k ) → G(C k ,J k ) is surjective, and therefore G k can be identified with G(C k ,J k ). Now let {v 1 , . . . , v s k } be a K-basis ofJ k = J k /J k+1 . Then an element X ∈ GL n (C k ,J k ) can be written in the form X = I n + X 1 v 1 + · · · + X s k v s k , for some X j ∈ M n (K). Let F be a regular function on GL n . Then
where ∇ In is the gradient of F evaluated at the identity I n . Thus, considering all the regular functions on GL n that vanish on G, we see that X ∈ G(C k ,J k ) if and only if X i ∈ g for all i = 1, . . . , s k , yielding an isomorphism
Finally, it is clear that the conjugation action of G(K) on G k can be identified with the direct sum of copies of the adjoint representation, which completes the proof.
Now we prove ThenH =Ū ⋊S is a Levi decomposition ofH. Furthermore, setting S = (ν −1 (S)) • , we have that Recall that we showed in Proposition 5.5 that if char K = 0 and the unipotent radical U of H • is commutative, then H • satisfies (Z). Hence, Theorem 6.7 yields all of the assertions of the Main Theorem.
Example 6.8. If H • is reductive, then it follows from Lemma 5.7 and our construction that B can be chosen to have trivial Jacobson radical, and therefore B ≃ K × · · · × K (r copies). Then the homomorphism f : R → B in Theorem 6.7 is of the form f = (f 1 , . . . , f m ), where each component is a homomorphism f i : R → K. In particular, if R = Z[x 1 , . . . , x k ], then each f i is just a specialization map. So, in this case, we obtain from Theorem 6.7 that any representation ρ : G(R) + → GL n (K) coincides on a subgroup of finite index Γ ⊂ G(R) + with σ • F , where F = (F 1 , . . . , F r ) and each component F i : G(R) + → G(K) is induced by a specialization homomorphism, and σ : G(K)×· · ·×G(K) → H is a morphism of algebraic K-groups. Thus, Theorem 6.7 generalizes the result of Shenfeld [28] which treats the case G = SL n , R = Z[x 1 , . . . , x k ], and K = C, using the centrality of the congruence kernel of G = SL n (R) established in [16] and mimicking the argument of Bass-Milnor-Serre [2] . Example 6.9. Now assume that the unipotent radical U of H • is commutative and that char K = 0. Then it follows from Lemma 5.7 and our construction that one can choose B so that its Jacobson radical J = J(B) satisfies J 2 = {0}. Moreover, it follows from Proposition 6.5(ii) that we can write Thus, each f i , i ≥ 1, is a derivation (with respect to f 0 ), and we recover, in a slightly different form, the result of L. Lifschitz and A. Rapinchuk [18] , which was established when R = k is a field of characteristic zero (as we observed earlier, in this case G(R) does not have proper noncentral normal subgroups, hence Γ = G(R)).
Remark 6.10. Borel and Tits [5] consider abstract homomorphisms into groups of points over not necessarily algebraically closed fields. It appears that our results can also be generalized to representations over non-algebraically closed fields. However, this will require an analysis of algebraic rings over non-algebraically closed fields and will be given elsewhere, along with the verification of condition (Z) in some new cases.
