Time series in physical and information sciences often show nonstationary trends and are beyond the scope of the conventional methods under assumption of stationarity. Especially, if infinitely many possible trends can occur unpredictably, it is difficult to tackle them with a single algorithm without previous knowledge. However, it is possible to estimate interesting statistical parameters from the data with unpredictable drifts for some specific semiparametric statistical models. In this paper, with brain signals in mind we consider a semiparametric, mixture of Gaussian models where the trend distribution is not restricted at all. We derive an estimator of the covariance matrix for multivariate time series and demonstrate that it works robustly against any unpredictable temporal drift in signals (means) while the conventional cross-correlogram leads to spurious correlations contaminated by the drift.
Introduction
In a huge system, small covariation of the units can be a critical parameter, even if it is apparently negligible [1] . For example, the accurate estimation of noise correlations has been an issue in neuroscience, which we have in mind for applications, because small correlations in noises (trial-to-trial response variations) can decrease coding capacity by sensory neurons dramatically [2] [3] [4] [5] [6] . Although significant noise correlation in cortical areas has been reported in many, but not all, literatures, nonstationarity, such as a gradual drift in signals (mean responses), might engender artificial correlations even if no actual correlation exists [7] [8] [9] [10] [11] . Although attempts to estimate noise correlation accurately under changing environments have been made, they were useful only for specific cases [7] [8] [9] 12] .
For some specific semiparametric statistical models [13, 14] , efficient estimators under arbitrarily changing environments have been obtained in simple, analytically closed forms [15] [16] [17] [18] [19] by using information geometry [20] [21] [22] . As described in this paper, this method is applied to the bivariate normal distribution for activities of two neurons, thereby deriving an efficient estimator of its covariance matrix, which works nonparametrically, i.e., whatever the time course of the signal drift is. The only assumption made here is that the consecutive signals have (almost) equal value. That assumption is minimal for successful estimation and realistic in the sense that it is satisfied adequately, e.g., when the signal drifts slowly. The simulation results demonstrated the robustness of the estimator against most temporal patterns of drifts. Analysis of a generalized model clarifies the pairwise nature and unbiasedness of the estimator.
Model
We consider a bivariate normal distribution for activities of two neurons:
where X T ¼ fx; yg and T ¼ f 1 ; 2 g are vectors. Activity can be, for example, spike counts or log of spike counts (lognormal). These analyses address the situation in which the covariance matrix AE is constant whereas the signals can change over time. Especially, when the signals are distributed randomly, but two consecutive signals are the same, the distribution of activities fX signals have (almost) equal value. That assumption is minimal and realistic as it is satisfied, e.g., when the signal drift is continuous, and preferably, sufficiently slow. That is, the number of sample points should be large within some typical time scale associated to the drift. Furthermore, pðX 1 ; X 2 Þ is a semiparametric model [13, 14] because it has both a vector AE and a function kðÞ as parameters. It is generally not easy to estimate parameters in semiparametric models because a function space is fundamentally infinite dimensional. 
Derivation of Efficient Estimator
The goal is to estimate AE, the parameter of interest, whatever the nuisance parameter kðÞ is. It is obtainable through differential geometric methods on the manifolds of a family of probability distributions [13, 20, 21] .
Herein, score functions are defined as the derivatives of log density functions with respect to parameters,
The score functions are important in statistical estimation. For example, they appear in the maximum likelihood estimation that chooses the parameter value which maximizes the log-likelihood [13, 23] :
where a Fisher information matrix, defined as an inner product of the score functions
gives the inverse of the lower bound of the variance of the estimators, where i and j respectively denote i-th and j-th parameters.
Although the maximum likelihood method usually works optimally in the large sample limits for statistical distributions with finite number of parameters, it does not work for semiparametric models because it includes, practically speaking, an infinite number of parameters [16, 17, 24] . In a word, the maximum likelihood estimator works when the sample size is much larger than the number of parameters. As the number of parameters ðtÞ (indexed by time t) increases proportionally with the number of observations fX ðtÞ g in semiparametric models, the conventional maximum likelihood methods for ðtÞ and AE yield biased estimates, as shown later. However, it is known that, for some cases, only parameters of interest can be estimated efficiently by projecting their score functions so that they are orthogonal to nuisance score functions (see [13, 16, 17, 19, 21] for details). Hereinafter, the following notation for the exponential family [16, 17, 21] is used to obtain the projection,
and É is a ''constant'' which depends only on 's and AE. The nuisance score functions for this model are given as follows [13, 16, 17, 21] . The small deviation of kðÞ in the direction of aðÞ can be represented as a curve kð; hÞ starting from kðÞ, kð; hÞ ¼ kðÞ þ haðÞ;
ð3:7Þ where hð0 h < "Þ is the curve parameter. The nuisance score function in the direction of aðÞ is
Infinite nuisance score functions exist because kðÞ is a function rather than a scalar and infinite varieties of possible deformations of a function, aðÞ, exist. Therefore, apparently, it is difficult to produce the score function for AE À1 as 36 MIURA orthogonal to all nuisance score functions. However, the projection is analytically available in a closed form for the current model of the exponential family because all the nuisance score functions depend on random variables fX 1 ; X 2 g only through the sufficient statistics s defined in Eq. (3.5). Therefore, if a function is orthogonal to any functions of s, it is orthogonal to all the nuisance score functions. This projection is obtainable by subtracting the conditional expectation [17, 21] , 
for some function RðsÞ, only r remains out of the exponents in the efficient score functions [21] , that is,
where This Gaussian integral engenders the efficient score functions u I :
; and
where the determinant is given as
The estimation is performed by setting the sample average of the efficient score functions to zero and solving the simultaneous equations. Generally, the efficient score function u I can include both the parameters of interest and nuisance parameters [21] . However, for the current model, they include only the parameters of interest, AE À1 . Therefore, it is possible to estimate AE À1 without estimating kðÞ. Furthermore, based on its derivation, this estimator is efficient [13, 21] , i.e., its mean square estimation error is guaranteed to be the smallest among all the estimators which are asymptotically unbiased whatever signal drift kðÞ is (see Discussion).
Especially, the covariance matrix AE and the correlation coefficients, or noise correlations, can be derived from the estimatorAE À1 explicitly as shown below. To be more specific, the following can be stated. 
Numerical Simulation
To demonstrate the versatility of semiparametric estimation, we show two simple and analytically tractable examples. Here, using numerical simulations, it can be shown that the proposed semiparametric method works fairly well even if signals slightly violate the assumption that the consecutive two 's are exactly the same.
In the first numerical simulation in Fig. 1 , x ðlÞ and y ðlÞ were created by adding the bivariate Gaussian noises to the linear trends f Fig. 1 , top) were computed by using four different methods (Fig. 1, bottom) was estimated for the time-shifted data, where y was time-shifted while x was kept. The proposed method and the maximum likelihood estimator for the linear trends, which computes cross-correlograms after subtracting linear trends by regressions, gave satisfiable results. These methods correctly caused 0 for the time shifted data and ð¼ 0:3Þ for the simultaneous data as demonstrated by a clear peak. On the other hands, because of the wrong assumptions on the trends, the other two methods, the maximum likelihood estimator for the stepwise trends and the conventional correlation coefficients, which essentially assumes constant signals , caused broad cross correlation functions attributable to the temporal correlations in 's. Note that broad cross correlation functions have been observed experimentally [9] . Figure 2 shows that the proposed method also works for stepwise trends. The maximum likelihood estimator for stepwise trends, which computes cross-correlograms after subtracting the mean in each of the two regions, also worked because its strong assumption on trends matched for that of data. The other two methods failed.
These examples demonstrated the surprising flexibility of the proposed estimator for nonstationary and one-snapshot data. Consequently, the proposed method enables estimation of the correlations existing in the simultaneous data independently of the unknown time-dependent signals.
Generalized Model Clarifies Unbiasedness
Here we show that semiparametric methods are applicable to more general cases. We consider a multivariate normal distribution for activities of three neurons (we do not consider more than three neurons as the results are essentially the same):
where X T ¼ fx; y; zg and T ¼ f x ; y ; z g are vectors for three neurons. These analyses address the situation in which the covariance matrix AE is constant whereas the signals can change over time. Especially, when the signals are distributed randomly, but M consecutive signals are the same, the distribution of activities fX Here we only show the result. The covariance of x and y can be estimated aŝ Similar results hold for the other pairs of neurons as expected from symmetry. Notice that only pairwise interactions exist in the multivariate normal distributions and, therefore, the covariance AE is estimable in a pairwise manner. In other words, the estimation of covariance of two neurons is not affected by the other neurons.
They are unbiased because they are normalized not by dividing by M but by M À 1. Notice that the estimator we used in the simulations is the special case with M ¼ 2 and the unbiased nature of the estimator is clear from the fact that the estimating equations in Eq. (3.15) are normalized by dividing not by 2ð¼ MÞ. Normalization of this type is widely known to guarantee the unbiased nature for Gaussian distributions for fixed signals .
On the other hand, the conventional maximum likelihood estimators [16, 17, 24] for ðtÞ 's and AE are biased because they are instead divided by M. Consequently, the maximum likelihood estimator of the covariance matrix AE, say, for M ¼ 2 always give the half values of those for the proposed unbiased method. Intuitively, due to the limited number of observations per parameter ðtÞ , the maximum likelihood estimator tends to overfit the means fg trying to explain as much variance as possible and, thus, the residual variance AE ii is underestimated.
Discussion
As described in this paper, activities of two neurons were modeled as a semiparametric statistical model: a mixture of bivariate normal distributions whose signals or mean values drift arbitrarily over time. Our semiparametric approach enabled estimation of the covariance matrix even if the trend distribution was not specified at all. The only assumption made here is that the consecutive signals have (almost) the same value. The assumption is minimal to define a local signal and realistic as it is satisfied, for example, when the signal drift is continuous, and preferably, sufficiently slow. The numerical simulations demonstrated that the proposed method works effectively against various types of signal drifts. The proposed estimators are quite simple. Although it might appear easy to derive an unbiased estimator merely by normalization of or subtraction from, say, maximum likelihood estimators, such heuristic derivations generally do not guarantee efficiency or minimum mean square estimation error in statistical estimations. As the proposed estimator was derived so that it satisfies the Cramér-Rao lower bound [13, 21] , it is guaranteed that it yields the smallest estimation error among all the estimators which ''works'' for arbitrary trends kðÞ.
However, this statement never excludes the possibility that there are better estimators for specific models, that is, when the trend model is given in advance. For example, when it is known that the mean is constant over time, then the variance of the conventional cross-correlogram is smaller than that of the proposed method. It is also exemplified by the specialized maximum likelihood estimates in the figures for the simulations. However, the total error (= bias + variance) matters in practice. While wrong assumptions on trend models generally lead to large estimation errors mostly due to biases, the proposed method consistently showed modest total estimation errors as is visible in the figures. 
