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Abstract
We consider a Bolza-type infinite-horizon control problem with free right end. We
propose a modification of Halkin’s general construction of necessary conditions of opti-
mality in which the transversality condition is obtained through the theorems on stability
of subdifferentials. For the weakly overtaking criterion, a necessary boundary condition
on co-state arc is deduced, regardless of any assumptions on the asymptotic behavior
of trajectories, adjoint variables, or their derivatives. Regardless of any assumptions, the
Pontryagin Maximum Principle with this boundary condition allows to educe some convex
hull of co-state arcs, corresponding to the convex subdifferential of payoff function (fixing
the optimal control) at infinity. In the case of smooth payoff function at infinity, this con-
dition educes the unique co-state arc, and the corresponding co-state arc coincides with
the solution of the Cauchy-type formula proposed by S.M.Aseev and A.V.Kryazhimskii.
These results are illustrated with a pair of examples.
Keywords: Optimal control; Infinite-horizon; transversality condition at infinity;
overtaking optimal control; convergence of subdifferentials
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1 Introduction
This article deals with an infinite-horizon control problem,
minimize
∫ ∞
0
f0(t, x(t), u(t)) dt
subject to x˙(t) = f(t, x(t), u(t)), x(0) = x∗ ∈ X,
x(t) ∈ X, u(t) ∈ U,
1
and the relations of the Pontryagin Maximum Principle corresponding to this problem,
x˙(t) = f
(
t, x(t), uˆ(t)
)
, (1a)
−ψ˙(t) =
∂H
∂x
(
x(t), ψ(t), uˆ(t), λ, t
)
, (1b)
sup
u′∈U
H
(
x(t), ψ(t), u′, λ, t
)
= H
(
x(t), ψ(t), uˆ(t), λ, t
)
, (1c)
here the Hamilton–Pontryagin function H : X× X∗ × U × R+ × R+ → R is given by
H(x, ψ, u, λ, t)
△
= ψf
(
t, x, u
)
−λf0
(
t, x, u
)
∀(x, ψ, u, λ, t)∈X× X∗ × U × R+ × R+.
It is well-known that the Pontryagin Maximum Principle (PMP) (1a)–(1c) is a necessary
condition of optimality for finite horizon control problem [1]. In the pioneering paper [2], the
finite optimality criterion for infinite-horizon control problems was proposed (the optimality on
each finite interval of the corresponding problem with fixed ends). Each optimal in this sense
control for the problem on infinite horizon, as an extension of the control for such problems on
finite horizons, admits extension of the corresponding non-trivial solutions of relations (1a)–
(1c) from each finite interval to the half line. Passing to limit, we get a nontrivial solution the
relations (1a)–(1c) on the half line as the necessary conditions of optimality.
Naturally, on the one hand, this proof did not require any supplementary information on
the solutions of (1a)–(1c) at infinity, on the other, neither was any such knowledge gained. In
particular, this system of necessary relations of optimality lacked one more boundary condition
on the adjoint variable, which corresponded to the transversality condition at right end. In
fact, without such an additional assumption, relations (1a)–(1c) only serve to point towards all
the variety of the PMP solutions, without offering a tool to choose one among them.
This case may be illustrated by a maximally simplified, essentially ideal case when x∗ is
known and, from relation (1c), the control uˆ is recovered uniquely by the known xˆ, ψˆ, λˆ and,
moreover, the latter dependence is a priori sufficiently smooth. Then we obtain a closed system
of differential equations we know to possess a unique solution for whichever initial condition
ψˆ(0) and value λˆ ∈ {0, 1}. In the problem with the free right end on a finite interval [0, T ] ,
we would know that λ is exactly equal to 1 and would also have the relation ψˆ(T ) = 0 ,
which, as a necessary condition, reduces the optimal control problem to an investigation of
the solutions of an equation in a finite-dimensional space, moreover, to a certain finite search
in the general position (for the linear case, such assumptions are listed in e.g. [3, Sect.II.14]).
On the infinite horizon, formally, we first have to consider both the case λ = 0 and the case
λ = 1 ; secondly, in each case, in the general position, we have a continuum of solutions of
relations (1a)–(1c)—without a clue which solution actually corresponds to the optimal control.
We still have to consider all the solutions of (1a)–(1c) and, apparently, abandon any hope of
constraining the search in case of the finite optimality criterion.
To limit the search, various supplementary conditions are used. One could specify the limit
value at infinity for the trajectory itself [1, Subsect 4.24]. One could require the solution and/or
control to remain within a certain class of functions, see e.g. [4, 5]. Or, in each specific problem,
one could roll up their sleeves and exhaustively search through all the PMP trajectories [6].
Nevertheless, one could also try and find such supplementary conditions in the form of boundary
conditions for the original problem’s PMP system under a certain optimality criterion. In
this paper, we obtain such conditions necessary for rather feeble optimality criteria such as
the weakly overtaking criterion and overtaking criterion (optimality for the upper and lower
pointwise limits of payoff function, respectively).
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In [7], following the essence of Halkin’s method, the necessary transversality condition was
obtained as a limit of the corresponding boundary conditions for the specially selected problems
on increasing time intervals, by resorting to the stability of Fre´chet subdifferentials with respect
to the uniform convergence. Here we suggest this approach to the derivation of these necessary
optimality conditions, which is based on the stability of subdifferentials. It lets us, while
continuing to follow Halkin’s method, to get the necessary transversality condition as a limit of
the corresponding necessary conditions for specially selected problems on the increasing time
intervals.
Adhering to this approach, in this paper we show two ways to derive such conditions. First,
applying the well-known result on the stability of subdifferentials with respect to convergence
different from pointwise, we reformulate the overtaking optimality in these terms, and pass to
limit within the transversality conditions of some variant of the Pontryagin Maximum Principle
for finite horizon control problem. With this aim in mind, we take the classical results of [8]
with respect to the Fre´chet subdifferential of the epigraphical convergence, impose a single
a priori assumption (the coincidence of the pointwise and epigraphical limits of the payoff
function with fixed optimal control), and establish the necessary boundary conditions for the
weakly overtaking criterion and overtaking criterion (see theorem 5.2 and theorem 5.3), which
notably require no asymptotic assumptions on the adjoint system and/or derivatives of payoff
functions.
The second way lies in obtaining the needed Pontryagin Maximum Principle for the infinite-
horizon control problem through some stability of subdifferentials with respect to pointwise
convergence. Here, first, applying the method of [9] for the Fre´chet subdifferential of the
pointwise upper limit, we have deduced some optimality conditions for the optimization problem
for the pointwise upper limit of continuous functions (see theorem 8.1). Second, applying
the method of [10], from necessary conditions of optimality for the sequence of parametric
optimization problems (on Euclidean spaces), we deduce the Pontryagin Maximum Principle
and the corresponding transversality conditions for the infinite-horizon control problem with the
weakly overtaking criterion. This result (see theorem 5.4) imposes no asymptotic requirements
on the dynamics, adjoint systems, payoff functions, or their derivatives.
A separate focus of this paper is the question of accuracy of the obtained transversality
conditions on infinity. We show that additional conditions imposed on the system—such as the
continuous dependence of the payoff function’s gradient at infinity on the initial conditions—
provide for the existence of a unique solution of the PMP system supplemented with the above-
mentioned transversality condition (see theorem 6.2). This solution coincides with the solution
proposed by A.V.Kryazhimskii and S.M.Aseev in terms of the Cauchy formula. Regardless of
this additional assumption, it is shown that, in a linear system such that each constant control
is weakly overtaking, for any such control, the corresponding Pontryagin Maximum Principle
with some boundary conditions on adjoint system can point at as much as a continuum family
of solutions (the unit ball), and the transversality condition of theorem 5.4 points at this unit
ball and becomes the tightest possible condition in this example.
The rest of the paper is organized as follows. First, we introduce the statement of the infinite-
horizon control problem, the dynamics and payoff function and formulate the base assumptions
on them; also, we define all needed optimality criteria. In Section 3, we recall the concepts
and notions of variational analysis (cones, subdifferentials, and epigraphical limits). The next
section contains a detailed discussion of the various boundary conditions of the Pontryagin
Maximum Principle as necessary optimality conditions. Section 5 exhibits all formulations of
Theorems 5.2 to 5.4. The next section is devoted to the Cauchy-type formula for co-state arcs
in these control problems, educing the unique co-state arc and the necessity of this condition
(Theorem 6.2). The remaining part of the paper (Sections 7 and 8) is devoted to the proofs.
2 The statement of infinite-horizon control problem
Let R+
△
= [0,∞) be the time interval of the initial control system, and let its state space be
a certain finite-dimensional Euclidean space X
△
= Rm . Consider an infinite-horizon control
problem,
minimize l(x(0)) +
∫ ∞
0
f0(t, x(t), u(t)) dt (2a)
subject to x˙(t) = f(t, x(t), u(t)), x(0) ∈ C ⊂ X, (2b)
x(t) ∈ X, u(t) ∈ U. (2c)
Here x is the state variable, which assumes values from X , and u is some control parameter
from a given closed subset U of a certain finite-dimensional Euclidean space.
Denote by U the set of all admissible controls, all Borel measurable functions u : R+ → U
such that ess supt∈[0,n] u(t) is finite for all n ∈ N.
Hereinafter, we assume the following conditions to hold:
(H1) C is a closed subset of X ;
(H2) l : X→ R is a locally Lipschitz continuous scalar function of x ∈ X ;
(H3) f : R+ × X × U → X and f0 : R+ × X × U → R are continuous in (x, u) and Borel
measurable in t ;
(H4) for each u ∈ U , the maps R+ × X ∋ (t, x) 7→ f(t, x, u(t)) ∈ X and R+ × X ∋ (t, x) 7→
f0(t, x, u(t)) ∈ R and their derivatives in x are locally Lipschitz continuous in x ;
(H5) for each u ∈ U , the map R+×X ∋ (t, x) 7→ f(t, x, u(t)) ∈ X satisfies the sublinear growth
condition with respect to x , i.e., there exists a Borel measurable function L : R+ → R+
such that ||f(t, x, u(t))|| ≤ L(t)(1 + ‖x‖) for all x ∈ X and a.e. t ∈ T ;
(H6) for each u ∈ U , x ∈ X , and n ∈ N , the maps [0, n] ∋ t 7→ f0(t, x, u(t)) ∈ R and
[0, n] ∋ t 7→ f(t, x, u(t)) ∈ R and their derivatives in x are summable.
Thus, for every admissible control u ∈ U , time θ ∈ R+ , and initial state b ∈ X , there
exists a unique solution y(b, θ, u; ·) of (2b) with the initial condition x(θ) = b , which can be
assumed to be defined for the whole R+ . Let us now introduce a scalar function J as follows:
J(b, T, u; θ)
△
=
∫ θ
T
f0
(
t, y(b, θ, u; t), u(t)
)
dt ∀b ∈ X, u ∈ U, T ∈ R+, θ ≥ T.
The conditions already imposed guarantee the smoothness of J in x and the validity of
PMP [10, Theorem 2.3], [11] for a finite-horizon control problem.
Call a pair (x, u) ∈ C(R+,X) × U an admissible control process if x(0) ∈ C and x(·) =
y(x(0), 0, u; ·).
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Definition 2.1. Call an admissible process (xˆ, uˆ) overtaking optimal [12] for problem (2a)–(2c)
if for every admissible process (x, u) it holds that
lim inf
θ↑∞
(
l(x(0))− l(xˆ(0)) +
∫ θ
0
[f0(t, x(t), u(t))− f0(t, xˆ(t), uˆ(t))] dt
)
≥ 0. (3)
Definition 2.2. Call an admissible process (xˆ, uˆ) weakly overtaking optimal [12] for problem
(2a)–(2c) if for every admissible process (x, u) it holds that
lim sup
θ↑∞
(
l(x(0))− l(xˆ(0)) +
∫ θ
0
[f0(t, x(t), u(t))− f0(t, xˆ(t), uˆ(t))] dt
)
≥ 0. (4)
Clearly, an overtaking optimal process is weakly overtaking optimal, but we will relax both
criteria, considering merely their local variants (see [13]).
Definition 2.3. Call an admissible process (xˆ, uˆ) locally weakly overtaking optimal (locally
overtaking optimal) for problem (2a)–(2c) if for every positive T there exists a positive κ0(T )
such that, for each admissible process (x, u) , from
max
t∈[0,T ]
||x(t)− xˆ(t)||+meas{t ≥ 0 | u(t) 6= uˆ(t)} < κ0(T ), (5)
there follows the inequality (4) (the inequality (3), respectively).
Hereinafter, we assume that a certain admissible control process (xˆ, uˆ) is locally weakly
overtaking optimal for problem (2a)–(2c). The conditions for existence of weakly overtaking
optimal and overtaking optimal processes are given in [14, 15]. We shall not be directly con-
cerned by the existence theory in this paper.
For brevity, let us also introduce
Jˆ(b;T )
△
= J(b, 0, uˆ;T ), yˆ(b;T )
△
= y(b, 0, uˆ;T ) ∀T > 0, b ∈ X.
3 Some definitions from variational analysis
We will also use elementary notions from the variational analysis [16, 17]. Consider an arbitrary
nonempty set Ω of real Euclidean space Y .
For a point y ∈ cl Ω , a contingent (Bouligand tangent) cone to Ω at y is the set T (y; Ω)
of all ξ ∈ Y such that for a decreasing to 0 sequence of positive tn and a converging to ξ
sequence of ξn ∈ Y one has y + tnξn ∈ Ω for all natural n . For a nonnegative ε ≥ 0 and a
point y ∈ Y , we say that ζ ∈ Y∗ is ε -normal to Ω at y if y ∈ Ω and
lim sup
ξn→y
ζ(ξn − y)
||ξn − y||
≤ ε
for all sequences of ξn ∈ Ω converging to y. Denote by Nˆε(y; Ω) the set of all ε -normals to
Ω at y ; this set is closed; set Nε(ξ; Ω)
△
= ∅ if ξ ∈ Y \Ω . Thanks to [16, Theorem 1.10], since
Y is finite-dimensional, one has
Nˆε(y; Ω) = {ζ ∈ Y
∗ | ∀ξ ∈ T (y; Ω) ζξ ≤ ε||ξ||}. (6)
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The sequential Painleve´–Kuratowski upper limit of Nˆε(ξ; Ω) as ξ → y, ε ↓ 0 , the set
N(y; Ω)
△
= Limsup
ξ→y,ε↓0
Nˆε(ξ; Ω),
is called limiting (basic, Mordukhovich) normal cone to Ω at y . Recall that a sequential
Painleve´–Kuratowski upper limit of a set-valued map F (x) : Y⇒ Y∗ is
Limsup
ξ→y
F (ξ)
△
= {ζ ∈ Y∗ | ∃ sequences ξk → y, ζk → ζ with ζk ∈ F (ξk) for all k ∈ N}.
Consider an extended-real-valued function g : Y→ [−∞,∞]. Define epi g
△
= {(y, a) ∈ Y×
R | a ≥ g(y)}. For a point y ∈ Y with |g(y)| < +∞ , define the limiting (basic, Mordukhovich)
subdifferential of g at ξ ,
∂g(y)
△
= {ζ ∈ Y∗ | (ζ,−1) ∈ N((y, g(y)); epi g)},
the singular subdifferential of g at ξ ,
∂∞g(y)
△
= {ζ ∈ Y∗ | (ζ, 0) ∈ N((y, g(y)); epi g)},
the Fre´chet (firm) subdifferential of g at ξ ,
∂ˆg(y)
△
= {ζ ∈ Y∗ | (ζ,−1) ∈ Nˆ0((y, g(y)); epi g)}.
Put ∂g(y) = ∂∞g(y) = ∂ˆg(y) = ∅ if |g(y)| =∞ .
Note that, for all L -Lipschitz continuous functions g , we have ∂∞g(y) = {0} , although
∂g(y) is not empty and it is bounded by L [16, Corollary 1.81]; in addition co ∂g(y) =
∂Clarkeg(y) (see [17, Theorem 6.10]).
Also, for a lower semicontinuous around y function g , according to [16, Theorem 1.6] and
[16, Theorem 1.89],
N((y, g(y)); epi g) = Limsup
ξ→y,g(ξ)→g(y)
Nˆ((y, g(y)); epi g),
∂g(y) = Limsup
ξ→y,g(ξ)→g(y)
∂ˆg(ξ),
i.e., ∂g(y) consists of all ζ in X∗ such that
∃ sequences of yn ∈ X, ζn ∈ ∂ˆg(yn), yn → ξ, ζn → ζ, g(yn)→ g(ξ),
and ∂∞g(y) consists of all ζ in X∗ such that
∃ sequences of λn > 0, yn ∈ X, ζn ∈ ∂ˆg(yn), λn ↓ 0, yn → ξ, λnζn → ζ, g(yn)→ g(ξ).
Following [18, Sect. 7.3], for all sequences gn : Y→ R , for all y ∈ Y , define also epigraphical
lower and upper limits as follows:
e-liminf
n↑∞
gn(y)
△
= lim
κ↓0
lim inf
n↑∞
inf
||x−y||≤κ
gn(x) ∈ R ∪ {−∞,∞},
e-limsup
n↑∞
gn(y)
△
= lim
κ↓0
lim sup
n↑∞
inf
||x−y||≤κ
gn(x) ∈ R ∪ {−∞,∞}.
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Accordingly, we will say that gn(y) epi-converges to R ∈ R if both the values above coincide
with R . Also recall that the lower semicontinuous envelope of a function g : Y→ R is defined
as follows:
lsc g(y)
△
= lim inf
κ↓0
inf
||y−ξ||<κ
g(ξ) ∀y ∈ X.
It is easy to verify the following inequalities:
e-liminf
n↑∞
gn(y) ≤ e-limsup
n↑∞
gn(y) ≤ lsc lim inf
n↑∞
gn(y) ≤ lsc lim sup
n↑∞
gn(y). (7)
Finally, we will need the following Multidimensional Mean Value Inequalities [9, Theorems
2.1 and 2.2]:
Proposition 3.1. Let W : Y → R be continuous. Then, for arbitrary points x, y ∈ Y and
numbers r < W (y)−W (x) and ε > 0 , there exist z′−, z
′
+ ∈ [x, y] , z−, z+ ∈ Y , ζ− ∈ ∂ˆW (z−) ,
and ζ+ ∈ ∂ˆW (z+) such that
||z− − z
′
−|| < ε, W (z−) < W (x) + max(0, r) + ε, r < ζ−(y − x),
||z+ − z
′
+|| < ε, W (z+) > W (y)−max(0, r)− ε, r < ζ+(y − x).
4 Additional transversality conditions for The Pontrya-
gin Maximum Principle
For an infinite-horizon problem with free right end, one of the first transversality conditions
was introduced in [19]:
lim
T↑∞
ψˆ(T ) = 0;
for a number of problems (see the details in [20, 21]), the following Arrow condition works
rather well as sufficient conditions:
lim
T↑∞
ψˆ(T )xˆ(T ) = 0, (8)
as well as its certain modifications [22]: for all admissible processes (x, u) ,
lim sup
T↑∞
ψˆ(T )(xˆ(T )− x(T )) ≥ 0, lim inf
T↑∞
ψˆ(T )(xˆ(T )− x(T )) ≥ 0. (9)
For stationary problems, quite often [23, 24, 25, 26, 27, 28, 29], the Michel condition is a
necessary condition,
lim
T↑∞
H
(
x(T ), ψ(T ), uˆ(T ), λ, T
)
= 0.
In [30], similarly to (9), the supplementary condition
lim inf
T↑∞
[
H
(
xˆ(t),−
∂J
∂x
(xˆ(t), t, uˆ;T ), uˆ(t), 1, t
)
−H
(
xˆ(t),−
∂J
∂x
(xˆ(t), t, uˆ;T ), u, 1, t
)]
≥ 0 (10)
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is proposed as a means of seeking an overtaking optimal control.
For each of these conditions, one could field an ample number of simple examples where
some, or even all, of these conditions do not hold; a beautiful collection of such examples is
presented in [31, Sect. 6]. This, however, is but one complication—to find a condition that is
necessary in a given problem. As noted in e.g. [32], one would like this necessary condition to
not be trivially valid on all solutions of the system (1a)–(1c). So, in infinite-horizon control
problems, a principal obstacle to obtaining additional conditions, the transversality conditions,
is the need to find asymptotic conditions on the adjoint system that would hold for at least a
single solution of (1b) but would not hold for a continuum of solutions.
For simplicity’s sake, let us return to the case where uˆ is uniquely and sufficiently smoothly
reduced from the known xˆ, ψˆ, λˆ ; moreover, assume the original dynamics linearly depends on
x. In this case, the adjoint system (1b), as well as all transversality conditions that depend only
on ψ , such as (8), are independent of the choice of the process (xˆ, uˆ) ; then, to find a solution
of infinite-horizon control problem is to find a solution to the differential equation obtained
by substituting into (1a) the rule for u for all solutions of (1b) that satisfy the considered
transversality conditions. Naturally, in this case, the number of processes that are optimal
in view of the given optimality criterion will not exceed the number of solutions of (1b) that
satisfy the transversality conditions that are necessary for this criterion. Thus, on the one hand,
the stronger the transversality condition, the fewer there are designated solutions of (1b), the
better; on the other hand, under a rather weak optimality criterion, its matching transversality
condition for linear system is bound to have too many solutions of the adjoint system. Further,
no condition that is necessary for such a weak optimality criterion can guarantee the uniqueness
of the solution it pinpoints without additional assumptions on the system. Let us demonstrate
that this is the case for weakly overtaking optimality criterion.
Example 4.1.
minimize
1
2
∫ pi/2
0
‖u(t)‖2 dt+
∫ pi
pi/2
x2(t) sin(t)dt
+
∫ ∞
pi
[
x1(t) cos(t) + x2(t) sin(t)
]
dt
subject to x˙(t) = u1[0,pi/2](t), x(0) = x∗ ∈ R
2, x(t) = (x1, x2)(t) ∈ R
2,
u(t) ∈ U = {u ∈ R2 | ‖u‖ ≤ 1}.
For all t ∈ [0, pi/2] , we have H = ψ1u1 + ψ2u2 − λu
2
1/2 − λu
2
2/2 , i.e., u(t) =
ψ(t)
λ
if
||ψ(t)|| ≤ λ , and u(t) = ψ(t)
2||ψ(t)||
if ||ψ(t)|| > λ . As ψ(t) ≡ ψ(0) for all t ∈ [0, pi/2] , we see
that each constant control u ∈ U generates a solution of PMP with λ = 1 , ψ|[0,pi/2] = u , and
each solution of PMP with λ = 1 , ||ψ(0)|| ≤ 1 generates an admissible control u ≡ ψ(0). We
claim that each of them is a weakly overtaking optimal control.
Indeed, fix an admissible u¯ ∈ U and set y¯
△
= y(x∗, 0, u¯; pi/2) ; now, we sequentially get
y(x∗, 0, u¯; t)|[pi/2,∞) = const and
J(x∗, 0; u¯, T ) = J(x∗, 0; u¯, pi) + y¯1(sin(T )− sin(pi))− y¯2(cos(T )− cos(pi))
= J(x∗, 0; u¯, pi/2) + y¯2 + y¯1 sin(T )− y¯2 cos(T )− y¯2
= ||u¯||2L2([0,pi/2],U)/2 + y¯1 sin(T )− y¯2 cos(T ) ∀T > pi.
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Furthermore, we obtain ||u¯||2L2([0,pi/2],U) ≥ pi‖v‖
2/2 , here v
△
= 2
pi
(y¯ − x∗) ∈ U . Now, for all
u ∈ U , setting x
△
= y(x∗, 0, u; pi/2) = x∗ +
2
pi
u , we have pi(v − u) = 2(y¯ − x) and
2 sup
T>T0
[J(x∗, u¯, 0;T )− J(x∗, 0, u;T )] ≥||u¯||
2
L2([0,pi/2],U) − ||u||
2
L2([0,pi/2],U)+
2 sup
T>T0
[
(y¯1 − x1) sin(T )− (y¯2 − x2) cos(T )
]
=||u¯||2L2([0,pi/2],U) − ||u||
2
L2([0,pi/2],U) + 2‖y¯ − x‖
≥pi
(
‖v‖2 − ‖u‖2 + 2‖v − u‖
)
/2
≥pi
((
‖v‖2 − ‖u‖2
)
+ 2
∣∣‖v‖ − ‖u‖∣∣)/2
≥pi
∣∣‖v‖ − ‖u‖∣∣ · (2− ‖v‖ − ‖u‖)/2 ≥ 0
for all T0 > pi . Thus, every constant control u ∈ U generates a weakly overtaking optimal
process.
So, in this example, an admissible process is weakly overtaking optimal iff there exists a
nontrivial solution of PMP (1a)–(1c) corresponding to this process. Therefore, for an additional
boundary condition, dependent only on ψ , necessary for weakly overtaking optimality, each of
these processes possesses a nontrivial solution of PMP (1a)–(1c) with this additional boundary
condition. Moreover, each solution ψ with ||ψ(0)|| ≤ 1 of adjoint equation (1b) must be
satisfy all such additional condition because each such ψ is an unique co-state arc for a certain
weakly overtaking optimal process. In this regard, no boundary condition, dependent only on
ψ , necessary for weakly overtaking optimality, lets one complete the relations (1a)–(1c) to the
full system of relations.
Thus, we show that there is no hope to construct for weakly overtaking optimality some
necessary boundary condition on co-state arc that would, in this example, push the number of
solutions of the PMP (1a)–(1c) (with λ = 1 ) below continuum; each such condition is going to
contain the ball ||ψ(0)|| ≤ 1 . Nevertheless, in the following section, both Theorems 5.2 and 5.3
yield exactly ||ψ(0)|| ≤ 1 for this example, i.e., the tightest possible set of adjoint variables.
5 The main theorems
Definition 5.1. Call a nontrivial solution (xˆ, ψˆ, λˆ) of system (1a)–(1b) an exact limiting
solution iff there exist certain sequences of bn ∈ X , tn > 0, λn > 0 such that
θn ↑ ∞, bn → xˆ(0), λn → λˆ,
−λn
∂Jˆ
∂x
(bn; tn)→ ψˆ(0), Jˆ(bn; tn)− Jˆ(xˆ(0); tn)→ 0,
i.e.,
−ψˆ(0) ∈ Limsup
θ↑∞,b→xˆ(0),λ→λˆ,
Jˆ(b;θ)−Jˆ(xˆ(0);θ)→0
{
λ
∂Jˆ
∂x
(b; θ)
}
. (11a)
As proved in [33, Proposition 2.1], a process (xˆ, uˆ) that is weakly uniformly overtaking
optimal [12] for problem (2a)–(2c) generates an exact limiting solution (ψˆ, λ∗) of the PMP
(1a)–(1c) with λˆ ∈ {0, 1} . Under a strong assumption on asymptotics of x and J , for
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infinite-horizon control problem with state constraints, a similar condition was also shown in
[32, Theorem 6.1]. Under assumption of boundedness of gradients ∂Jˆ
∂x
(b; θ) , the necessity of
(11a) is deduced for overtaking optimality in [7] and [34].
For weakly overtaking optimality we also have to relax the condition (11a):
−ψˆ(0) ∈ co Limsup
θ↑∞,b→xˆ(0),0<λ→λˆ,
Jˆ(b;θ)−Jˆ(xˆ(0);θ)→0
{
λ
∂Jˆ
∂x
(b; θ)
}
, (11b)
−ψˆ(0) ∈ co Limsup
θ↑∞,b→xˆ(0),0<λ→λˆ
{
λ
∂Jˆ
∂x
(b; θ)
}
. (11c)
Theorem 5.2. Let the process (xˆ, uˆ) be locally overtaking optimal for problem (2a)–(2c).
Assume that
e-liminf
T↑∞
[
Jˆ(ξ;T )− Jˆ(xˆ(0);T )
]
= lim inf
T↑∞
[
Jˆ(ξ;T )− Jˆ(xˆ(0);T )
]
∀ξ ∈ G (12)
for a neighborhood G of point xˆ(0) .
Then, for an unbounded sequence of positive tn , there exists an exact limiting solution
(xˆ, ψˆ, λˆ) of PMP (1a)–(1c) enjoying (11a) and
ψˆ(0) ∈ λˆ∂l(xˆ(0)) +N(xˆ(0),C). (13)
Furthermore, λˆ = 1 and −ψˆ(0) is a partial limit of ∂J
∂x
(ξ, 0, uˆ; tn) as tn ↑ ∞ and ξ → xˆ(0)
if the family {Ξ ∈ ξ 7→ ∂J
∂x
(ξ, 0, uˆ;T ) | T > 0} is uniformly bounded on G .
The proof of Theorem 5.2 is located in Section 7.
We claim that the result of Theorem 5.2 can fail for weakly overtaking optimality: a weakly
uniformly overtaking optimal process can not guarantee the existence of an exact limiting
solution. To this end, consider the weakly overtaking optimal process (xˆ, uˆ)
△
= (x∗, 0) in
theorem 4.1. We proved in the previous section that the relations (1a)–(1c) imply λˆ > 0 ,
ψˆ(t) ≡ 0 for all t ∈ [0, pi/2] . However, at the same place we proved that
∂J(x∗, 0, 0;T )
∂x
=
(
sin(T ),− cos(T )
)
∀T ≥ pi.
Therefore, ψˆ(0) = 0 is not a partial limit of ∂J
∂x
(ξ, 0, 0;T ) as T ↑ ∞, ξ → x∗ . Thus, in the
considered example for (xˆ, uˆ) ≡
△
= (x∗, 0) , the result of Theorem 5.2 does not hold; therefore,
in conditions of Theorem 5.2, the overtaking optimality criterion can not be replaced with the
weakly overtaking optimality. So, every boundary condition, necessary for weakly overtaking
optimality, is going to be more weak than a similar one for the overtaking optimality. On
the other hand, in Theorem 4.1, every such condition must allow all (λˆ, ψˆ) if λ > 0 and
||ψ(0)|| ≤ λ , i.e., if (11c) holds. Both the following theorems give that, and leave no other
possibility, thus serving as the tightest necessary conditions.
Theorem 5.3. Let a process (xˆ, uˆ) be locally weakly overtaking optimal for problem (2a)–(2c),
moreover, the map
X ∋ ξ 7→ e-liminf
T↑∞
[
Jˆ(xˆ(0), 0, uˆ;T )− J(ξ, 0, uˆ;T )
]
(14)
equals zero at ξ = xˆ(0) .
Then, there exists a nontrivial solution (ψˆ, λˆ) of (1b)–(1c), enjoying conditions (11c) and
(13).
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The proof of this theorem is similar the proof of Theorem 5.3 located in Section 7.
Theorem 5.4. Let a process (xˆ, uˆ) be locally weakly overtaking optimal for problem (2a)–(2c),
and let C be convex.
Then, there exists a nontrivial solution (ψˆ, λˆ) of (1b)–(1c) with boundary conditions (11b)
and
ψˆ(0) ∈ λˆ∂Clarkel(xˆ(0)) +N(xˆ(0),C). (15)
The proof of this theorem in relocated to Section 8.
Note that neither of the theorems contains the other one. Theorem 5.4 allows one to avoid
the verification of the condition (14) and also consider the convex combination of ∂J
∂x
(b, 0, uˆ; tn)
with additional requirement that Jˆ(b; tn) − Jˆ(xˆ(0); tn) → 0 as tn → ∞ . On the other hand,
in general case, the transversality condition (13) in Theorem 5.3 is stronger than the condition
(15) in Theorem 5.4; in addition, Theorem 5.4 requires the convexity of C .
6 Transversality conditions inspired by the Cauchy-type
formula
Another approach—to start with searching for an asymptotic condition that would select
exactly one solution among the solutions of the adjoint system (for a fixed control and
trajectory)—was apparently first considered in the papers [35]. The formula obtained in these
papers determines the unique solution of the adjoint equation (for fixed (xˆ, uˆ) ) in terms of the
Cauchy formula. Let us introduce it.
Denote by L the linear space of all real m×m matrices; recall that m = dimX . For each
ξ ∈ X , there exists a solution A(ξ; ·) ∈ C(R+,L) of the Cauchy problem
dA(ξ; t)
dt
=
∂f
∂x
(
t, yˆ(ξ; t), uˆ(t)
)
A(ξ; t), A(ξ; 0) = E. (16)
Then,
∂yˆ
∂x
(ξ;T ) = A(ξ;T ),
∂Jˆ
∂x
(ξ;T ) =
∫ T
0
∂f0
∂x
(
t, yˆ(ξ; t), uˆ(t)
)
A(ξ; t) dt ∀T ∈ R+, (17)
and, for each λ , its solution (x, ψ) of system (1a)–(1b) satisfies the following Cauchy formula:
ψ(T )A(x(0);T )− ψ(0) = λ
∂Jˆ
∂x
(x(0);T ) ∀T ∈ R+. (18)
In papers [31, 36], and then in [13, 30, 5], a number of assumptions on the asymptotic behavior
of f, f0, J , and their derivatives was obtained, which provide for a unique reconstruction of the
PMP solution (through (xˆ, uˆ) ) by means of the formulas
− ψˆ(0) =
∫ ∞
0
∂f0
∂x
(
t, xˆ(t), uˆ(t)
)
A(xˆ(0); t) dt, λˆ = 1. (19)
Let us also note the two equivalent representations of this formula. The first one, obtained in
[37], is expressed as
lim
T↑∞
ψˆ(T )A(xˆ(0);T ) = 0, λˆ = 1 (20)
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also closely echoes (8). The second notation
− ψˆ(0) = lim
T↑∞
∂J
∂x
(xˆ(0), 0, uˆ;T ), λˆ = 1 (21)
is useful in light of Theorem 5.1.
There is a number of examples showing that formula (19) may not specify a solution of PMP
(1a)–(1c) for (weakly) overtaking optimal control. In these [33, Subsect 3.2], for some overtaking
optimal control process (xˆ, uˆ) , the improper integral in (19) converges, each nontrivial solution
of the PMP is non-degenerate ( λ > 0 ), and the unique (up to a positive factor) solution
of (1a)–(1c) does not satisfy (19) and is a limit point of a degenerate solution of (1a)–(1c)
corresponding to the initial conditions that get more and more close to xˆ(0) . It is tempting
to think that the fact that formula (19) does not hold as a necessary condition of optimality is
due to a concealed degeneration of the problem caused by the existence of abnormal problems
that are close to it, or by the nonuniqueness of the optimal solution. The following example
will show that there may be a simpler reason why the condition (19) may not be necessary
in the general case: the gradient at the point ξ of the smooth limit of smooth functions does
not have to coincide with the limit of the gradients of these smooth functions at the point ξ .
The assumption of this commutativity as a base requirement for deducing some transversality
condition was considered, in particular, in [38, (3.4)].
Example 6.1. Consider a continuous function s : X× (0, 1]→ R such that
• for each r ∈ (0, 1] , the map X ∋ x 7→ s(x, r) ∈ R is C2 -smooth;
• for each x ∈ X , the maps (0, 1] ∋ r 7→ s(x, r) and (0, 1] ∋ r 7→ ∂s
∂x
(x, r) are bounded;
• s(0, r) ≡ 0 ≤ lim infr↓0 s(x, r) for all ||x|| ≤ 1, r ∈ (0, 1];
• limr↓0
∂s
∂x
(0, r) 6= 0.
For instance, we can set X = R and s(x, r)
△
= sin(rx)/r , similar to [39, Example 2].
Consider the following problem:
minimize
1
2
∫ ∞
0
‖u(t)‖2 dt+
∫ 1
1/2
2s(x(t), 1) dt−
∫ ∞
1
1
t2
∂s
∂x
(
x(t),
1
t
)
dt
subject to x˙(t) = u(t)1[0,1/2](t), x(0) = x∗ ∈ X, t ≥ 0,
x(t) ∈ X, u(t) ∈ U = {u ∈ X | ‖u‖ ≤ 1}.
Fix an admissible process (x, u) . For it, we have x|[1/2,∞) ≡ x(1/2). Now, due to the
construction of f0 , we obtain
J(x∗, 0, u;T ) = J(x∗, 0, u; 1) + s(x(1), 1/T )− s(x(1), 1) +
1
2
∫ ∞
T
‖u(t)‖2 dt
≥ J(x∗, 0, u; 1) + s(x(1), 1/T )− (J(x∗, 0, u; 1)− J(x∗, 0, u; 1/2))
≥ s(x(T ), 1/T ) +
1
2
‖u‖2L2([0,1/2],X) ∀T ≥ 1.
Since, for each x ∈ X (||x|| ≤ 1) and ε > 0 , we have s(0, r) ≤ s(x, r) + ε for all sufficiently
small positive r , we obtain x(1) = 0 and ‖u‖2L2(R+,X) = 0 for each weakly overtaking optimal
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process (x, u) . Thus, in this infinite control problem, the process (xˆ, uˆ) ≡ 0 is a unique
weakly overtaking optimal process and a unique overtaking optimal process (moreover, a unique
strongly optimal [12], a unique classical optimal [40], and a unique (O)-optimal [41]).
This process possesses a solution (xˆ, ψˆ, λˆ) of relations (1a)–(1c). From (1b), it follows that
λˆ > 0 ; we can assume that λˆ = 1 . Since H(x, ψ, u, λ, t)
△
= ψu − λu2/2 for all x ∈ X ,
ψ ∈ X∗ , u ∈ X , λ ∈ R , t ∈ (0, 1/2) , substituting uˆ into (1c), we have ψˆ|[0,1/2] = uˆ|[0,1/2] , i.e.
ψˆ|[0,1/2] = 0.
Let us prove that the condition (19) fails for x∗ = 0 . Note that Jˆ(x;T ) ≡ s(x, 1/T ) for all
T > 1 . Now, by (19), the solution (xˆ, ψˆ, 1) of relations (1a)–(1c) should satisfy the condition
−ψˆ(0) = lim
T↑∞
∂Jˆ
∂x
(xˆ(0);T ) = lim
r↓0
∂s
∂x
(0, r).
By the choice of s , this limit is not equal to 0 , however, above, we have showed that ψˆ(0) = 0.
The obtained contradiction proves that—if the payoff function J with all its derivatives is
Lipschitz continuous for all initial conditions, all admissible controls and all solutions of PMP
are non-degenerate for every initial condition, and the infinite-horizon control problem possesses
the unique overtaking optimal process—this process has a unique (up to a positive factor)
solution of the system of relations (1a)–(1c), even though the condition (19) could fail for this
solution.
As shown in Theorem 6.1, the condition (19) may not be needed for the overtaking optimal
criterion if the gradient at the initial position of the limit of payoffs does not coincide with the
limit of gradients of these payoffs at this point. In turns out that if the corresponding gradients
converge to the gradient of the limit of the payoffs, the condition (11b) determines the unique
solution of PMP.
The following corollary is improved compared with the corresponding result in [36, 33, 30, 7].
Corollary 6.2. Let a process (xˆ, uˆ) be locally weakly uniformly overtaking optimal for problem
(2a)–(2c) and let C be a singleton. Let there also exist a finite limit
lim
T↑∞,b→xˆ(0),
Jˆ(b;T )−Jˆ(xˆ(0);T )→0
∂J
∂x
(ξ, 0, uˆ;T ). (22)
Then, the system of relations (1a)–(1c),(19) has exactly one solution. Moreover, this solu-
tion also satisfies condition (10).
Proof. In (19), the existence and finiteness of the integral is an immediate consequence of (17)
and (22).
By means of Theorem 5.4, we can pick a solution (xˆ, ψˆ, 1) of PMP (1a)–(1c) such that
−ψˆ(0) is a convex combination of limits of ∂Jˆ
∂x
(ξ; tn) for certain sequences ξn → xˆ(0), tn ↑ ∞,
J(ξ, 0, uˆ; ) − J(xˆ(0), 0, uˆ; tn) → 0 . Then, by (22), it is also a limit of
∂Jˆ
∂x
(xˆ(0); t) as t → ∞.
Now, from (17), we see that (19) holds for (xˆ, ψˆ, 1) . Note that condition (19) lets us reconstruct
(xˆ, ψˆ, 1) uniquely. At the same time, (1c) holds for all t ≥ 0 except a possibly empty subset
N ⊂ R of measure zero. Fix this set.
Let us prove condition (10). Suppose it is false. Then, for a certain τ ∈ R\N and a certain
u ∈ U , there exist an unboundedly increasing sequence of times t′n and a positive number ε
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such that
H
(
xˆ(τ),−
∂J
∂x
(xˆ(τ), τ, uˆ; t′n), uˆ(τ), 1, τ
)
≤ H
(
xˆ(τ),−
∂J
∂x
(xˆ(τ), τ, uˆ; t′n), u, 1, τ
)
− ε. (23)
Since ψˆ(·) is the pointwise limit of ∂J
∂x
(xˆ(·), ·, uˆ; t′n) , we have
H
(
xˆ(τ), ψˆ(τ), uˆ(τ), 1, τ
)
≤ H
(
xˆ(τ), ψˆ(τ), u, 1, τ
)
− ε,
which contradicts condition (1c) for τ ∈ R \N . Condition (10) is proved.
7 Proofs of Theorems 5.2 and 5.3
7.1 The proof of Theorem 5.2
Fix an arbitrary unboundedly increasing sequence of positive tn .
Consider the sequence of continuous mappings
X ∋ ξ 7→ Jˆ(ξ; tn)− Jˆ(xˆ(0); tn) ∀n ∈ N. (24)
Since all these mappings become zero at ξ = xˆ(0) , this sequence does not escape epigraphically
to the horizon, and, by [18, Theorem 7.6], has a subsequence epi-converging to a function
J0∗ : X → [−∞,∞] . Removing some elements if necessary, it is safe to assume that the
mappings (24) epi-converge to J0∗ . By [42] and [8, Proposition 2.2], these mappings (24)
Attouch–Wets converge and ball-affine converge to J0∗ . Now, thanks to [8, Theorem 5.3(ii)],
we obtain
∂ˆJ0∗ (ξ0) ⊂ Limsup
ξ→ξ0,n↑∞,Jˆ(ξ;tn)−Jˆ(ξ0;tn)→0
∂Jˆ
∂x
(ξ; tn) ∀ξ0 ∈ X.
Therefore, by [16, Theorem 1.89(ii)], we obtain the similar result for limiting subdifferentials,
∂J0∗ (xˆ(0)) ⊂ Limsup
ξ→xˆ(0),n↑∞,Jˆ(ξ;tn)→0
∂Jˆ
∂x
(ξ; tn). (25)
Define
J t∗(ξ)
△
= J0∗ (y(ξ, t, uˆ; 0))−
(
Jˆ(y(ξ, t, uˆ; 0); t)− Jˆ(xˆ(0); t)
)
, ∀ξ ∈ X, t > 0
and consider subdifferentials ∂J0∗ (ξ) and ∂
∞J0∗ (ξ) of mappings ξ 7→ J
0
∗ (ξ) and ξ 7→
JT∗ (yˆ(ξ, T )) , respectively, at every ξ ∈ X, T > 0 . Since all maps X ∋ ξ 7→ yˆ(ξ;T ),X ∋
ξ 7→ Jˆ(ξ;T ) are strictly differentiable, and the derivative ∂
∂x
yˆ(ξ;T ) = A(ξ;T ) is surjective as
the solution of (16) with condition A(ξ; 0) = E, by [16, Proposition 1.112(i),(ii)], we have
∂
(
JT∗
(
yˆ(ξ, T )
))
= ∂J∗
(
yˆ(ξ, T ), T
)
A(ξ;T ),
∂∞
(
JT∗
(
yˆ(ξ, T )
))
= ∂∞J∗
(
yˆ(ξ, T ), T
)
A(ξ;T ).
Now, by [16, Proposition 1.107(ii),(iii)], for all ξ ∈ X, T > 0 , we obtain
∂J0∗ (ξ) =
∂Jˆ
∂x
(ξ;T ) + ∂JT∗ (yˆ(ξ, T ))A(ξ;T ), (26)
∂∞J0∗ (ξ) = ∂
∞JT∗ (yˆ(ξ, T ))A(ξ;T ).
14
By [18, Proposition 7.4(a)], J0∗ is lower semicontinuous. From Jˆ(xˆ(0); t) ≡ 0 and (12) it
follows that J0∗ (xˆ(0)) = 0 . Further, we have
J t∗(ξ) = J
0
∗ (b¯; 0)−
(
Jˆ(b¯; t)− Jˆ(xˆ(0); t)
)
(27)
(12)
= lim
k↑∞
[
Jˆ(b¯; tk)− Jˆ(b¯; t)− Jˆ(xˆ(0); tk) + Jˆ(xˆ(0); t)
]
∀ξ ∈ X, t ≥ 0
if b¯ = y(ξ, t, uˆ; 0) lies in G .
Fix a natural n . Take κ0 = κ0(T ) from the definition of locally weakly overtaking opti-
mality with some T > max(n, tn). Then, we have
l(xˆ(0)) ≤ lim inf
k↑∞
[
l(b) + J(b, 0, u; tk)− Jˆ(xˆ(0); tk)
]
for all u ∈ U, b ∈ C enjoying (5) with x(·) = y(b, 0, u; ·) . By decreasing κ0 if necessary,
we can also provide b¯
△
= y(x(tn), tn, uˆ; 0) ∈ G and (27) with ξ = x(tn) . In addition, require
u|[tn,∞) = uˆ|[tn,∞) . Then, for each such (x, u) , we have
l(xˆ(0)) ≤ lim inf
k↑∞
[
l(b)+J(b, 0, u; tn) + J(x(tn), tn, uˆ; tk)−Jˆ(xˆ(0); tk)
]
≤ l(b)+J(b, 0, u; tn)+lim inf
k↑∞
[
Jˆ(b¯; tk)−Jˆ(b¯; tn)−Jˆ(xˆ(0); tk)±Jˆ(xˆ(0); tn)
]
(27)
= l(b)+J(b, 0, u; tn)−Jˆ(xˆ(0); tn)+J
t
∗(x(tn));
in addition, the inequality behaves as equality if b = xˆ(0), u = uˆ .
Therefore, for every n ∈ N , (xˆ, uˆ) is a Pontryagin local minimizer of the problem
minimize l(x(0)) +
∫ tn
0
f0
(
t, x(t), u(t)
)
dt+ J tn∗ (x(tn))
subject to x˙(t) = f(t, x(t), u(t)), x(0) ∈ C, t ∈ [0, tn],
x(t) ∈ X, u(t) ∈ U.
Define the constant map zn ∈ C(R,R) by the rule zn(t) ≡ J
tn
∗ (xˆ(tn)) . Then, for every
n ∈ N , (xˆ, zn, uˆ) is a Pontryagin local minimizer of the problem
minimize l(x(0)) +
∫ tn
0
f0
(
t, x(t), u(t)
)
dt+ z(tn)
subject to x˙(t) = f(t, x(t), u(t)), z˙(t) = 0, t ∈ [0, tn],
(x(0), z(0)) ∈ C× R, (x(tn), z(tn)) ∈ epi J
tn
∗ ,
x(t) ∈ X, z(t) ∈ R, u(t) ∈ U.
Now, the Hamilton–Pontryagin function for the new problem coincides with the previously
considered H ; for every n ∈ N , by the Pontryagin Maximum Principle [10, Theorem 2.3],
there exist ψn ∈ C(R+,X
∗), φn ∈ R, λn ∈ {0, 1} such that ||ψn(0)||+ |φn|+ λn > 0 and every
triple (xˆ, ψn, λn) satisfies (1a)–(1c) and
−(ψn(tn), φn) ∈ λn(0, 1) +N((xˆ(tn), zn(tn)); epi J
tn
∗ ),
(ψn(0), φn) ∈ λn∂l(xˆ(0))× {0}+N
(
(xˆ(0), zn(0));C× R
)
.
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It follows from the last condition that φn ≡ 0 ; moreover, the following relations hold:
ψn(0) ∈ λn∂l(xˆ(0)) +N
(
xˆ(0);C
)
, (28)
−(ψn(tn), λn) ∈ N
(
(xˆ(tn), zn(tn)); epiJ
tn
∗
)
= N
(
(xˆ(tn), J
tn
∗ (xˆ(tn))); epiJ
tn
∗
)
, (29)
||ψn(0)||+ λn > 0. (30)
By the definition of the limiting subdifferential, this means that
either λn > 0 and − ψn(tn)/λn ∈ ∂J
tn
∗ (xˆ(tn)), (31)
or λn = 0 and − ψn(tn) ∈ ∂
∞J tn∗ (xˆ(tn)).
In particular, ψn , as a solution of (1b), satisfies the Cauchy formula (see (18)) and, by a
sequential application of (18),(31), and (26), in the case λn > 0 , we obtain
−ψn(0)/λn
(18)
= −ψn(tn)A(xˆ(0); tn)/λn +
∂Jˆ
∂ξ
(xˆ(0); tn)
∈ ∂J tn∗ (xˆ(tn))A(xˆ(0); tn) +
∂Jˆ
∂ξ
(xˆ(0); tn)
(26)
= ∂J0∗ (xˆ(0))−
∂Jˆ
∂ξ
(xˆ(0); tn) +
∂Jˆ
∂ξ
(xˆ(0); tn) = ∂J
0
∗ (xˆ(0)),
and, in the case λn = 0,
−ψn(0)
(18)
= −ψn(tn)A(xˆ(0); tn) ∈ ∂
∞J tn∗ (xˆ(tn))A(xˆ(0); tn)
(26)
= ∂∞J0∗ (xˆ(0)).
So, by (29), we obtain
(−ψn(0), λn) ∈ N
(
(xˆ(0), J0∗ (xˆ(0))); epi J
0
∗
)
. (32)
We claim that, for a certain ψˆ ∈ C(R+), λˆ ∈ {0, 1}, the triple (xˆ, ψn, λn) also satisfies
relations (1a)–(1c) on the whole R+ ; moreover, conditions (13) and the following one hold:
(−ψˆ(0), λˆ) ∈ N
(
(xˆ(0), J0∗ (xˆ(0))); epi J
0
∗
)
. (33)
At the beginning, taking into account (30), passing from the sequence of tn to its certain
subsequence if necessary, we can assume that either the sequence of λn is separated from
zero, or the sequence of ||ψn(0)|| is separated from zero. Furthermore, scaling each (λn, ψn)
if necessary, we can provide that either λn ≡ λˆ
△
= 1 and the sequence of ψn(0) converges or
λn → λˆ
△
= 0 and the sequence of ψn(0)/||ψn(0)|| converges.
Case 1. λn ≡ λˆ = 1 .
Since ψn(0) converge, by the theorem on continuous dependence of differential equations’
solutions on initial conditions, the sequence of ψn converges in [0,∞) to a certain solution ψˆ
of (1b), and this convergence is uniform in arbitrary compact time intervals. But, consequently,
the triple (xˆ, ψˆ, 1) also satisfies relations (1a)–(1c) on the whole R+ ; moreover, now, for ψˆ ,
condition (13) is implied by (28) with λ = λˆ , and −ψn(0) ∈ ∂J
0
∗ (xˆ(0)) yields −ψˆ(0) ∈
∂J0∗ (xˆ(0)). Now, (25) implies (33).
Case 2. λn → λˆ = 0.
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Since ψn(0)
||ψn(0)||
converge, by the theorem on continuous dependence of differential equations’
solutions on initial conditions, the sequence of ψn
||ψn(0)||
converges in [0,∞) to a certain solu-
tion ψˆ of (1b), and this convergence is uniform in arbitrary compact time intervals. On the
other hand, since λn
||ψn(0)||
also converges to λˆ = 0 , the triple (xˆ, ψˆ, λˆ) also satisfies relations
(1a)–(1c) on the whole R+ ; moreover, now, for ψˆ , condition (13) is implied by (28) with
λ = λˆ . Further, −ψn(0) ∈ ∂J
0
∗ (xˆ(0)) yields(
ψn(0)
||ψn(0)||
,
λn
||ψn(0)||
)
∈ N((xˆ(tn), J
0
∗ (xˆ(0))); epiJ
0
∗ ).
Passing to the limit, we have (33), i.e. −ψˆ(0) ∈ ∂∞J0∗ (xˆ(0)). Moreover, (25) implies (33).
7.2 The proof of Theorem 5.3
For every unbounded increasing sequence of positive τn , the corresponding mappings
X ∋ ξ 7→ Jˆ(xˆ(0); τn)− Jˆ(ξ; τn) ∀n ∈ N (34)
become zero at ξ = xˆ(0) , the sequence of −Jˆ(ξ; τn)+Jˆ(xˆ(0); τn) does not escape epigraphically
to the horizon, and, by [18, Theorem 7.6], has an epi-converging subsequence.
Let T be the set of all unbounded increasing sequences of τn > 0 such that the maps (34)
epi-converge. For such a sequence τ , consider the corresponding epi-limit
J−{τ}(ξ) = e-limn↑∞
[
Jˆ(xˆ(0); τn)− Jˆ(ξ; τn)
]
;
this function is lower semicontinuous by [18, Proposition 7.4(a)]. Like in the proof of (25), we
obtain
∂J−{τ}(y) ⊂ Limsup
ξ→y,n↑∞
(
−
∂Jˆ
∂x
(ξ; τn)
)
∀y ∈ X.
Set
J−sup(ξ)
△
= e-limsup
T↑∞
[
Jˆ(xˆ(0);T )− Jˆ(ξ;T )
]
= sup
τ∈T
J−{τ}(ξ).
Now, we have J−sup(xˆ(0)) = 0 by the condition of theorem. Also, for all y ∈ X , we have
∂ˆ(−J−sup(y)) ⊂ co∪τ∈T∂(−J
−
{τ})(y) ⊂ co Limsup
ξ→y,n↑∞
(
−
∂Jˆ
∂x
(ξ; τn)
)
. (35)
Define J0∗ : X→ R , the lower semicontinuous envelope of −J
−
sup , as follows:
J0∗ (y)
△
= lsc(−J−sup)(y) = lim inf
κ↑∞
inf
‖y−ξ‖<κ
(−J−sup(ξ)) ∀y ∈ X.
In condition of the theorem (see (14)), we assume that J0∗ (xˆ(0)) = 0.
Applying [9, Theorem 5.1], we see that every element from the proximal subdifferential of
J0∗ at every z ∈ X can be rendered as a limit of a convex combination of elements of Fre´chet
subdifferential of −J−sup(z
(l)
i ) for certain m + 1 sequences z
(l)
i (i ∈ N) converging to z as
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i ↑ ∞ . Then, every element from the limiting subdifferential of J0∗ at every z is the same,
and (35) implies that
∂J0∗ (xˆ(0)) ⊂ co Limsup
ξ→xˆ(0),t↑∞
∂Jˆ
∂x
(ξ; t). (36)
Now, similarly to the proof of Theorem 5.2, we obtain (26) and J t∗(xˆ(0)) = 0 for the lower
semicontinuous function
J t∗(ξ)
△
= J0∗ (y(ξ, t, uˆ; 0))−
(
Jˆ(y(ξ, t, uˆ; 0); t)− Jˆ(xˆ(0); t)
)
∀ξ ∈ X. (37)
Fix a natural n . Take κ0 = κ0(T ) from the definition of locally weakly overtaking opti-
mality with T > n . Then, we have
l(xˆ(0)) ≤ lim sup
θ↑∞
[
l(b) + J(b, 0, u; θ)− Jˆ(xˆ(0); θ)
]
for all u ∈ U, b ∈ C enjoying (5) with x(·) = y(b, 0, u; ·) . In addition, require u|[n,∞) = uˆ|[n,∞) .
Then, for each such (x, u) , we have
l(xˆ(0)) ≤ lim sup
θ↑∞
[
l(b) + J(b, 0, u;n) + J(x(n), n, uˆ; θ)− Jˆ(xˆ(0); θ)
]
= l(b) + J(b, 0, u;n) + lim sup
θ↑∞
[
Jˆ(bn; θ)− Jˆ(bn;n)− Jˆ(xˆ(0); θ)
]
≤ l(b) + J(b, 0, u;n)− Jˆ(bn;n)− lim inf
θ↑∞
[
Jˆ(xˆ(0); θ)− Jˆ(bn; θ)
]
(7)
≤ l(b) + J(b, 0, u;n)− Jˆ(bn;n)− J
−
sup(bn).
So, fixing u , consider the lower envelope of the map
b 7→ l(b) + J(b, 0, u;n)− Jˆ(y(y(b, 0, u;n), n, uˆ; 0);n)− J−sup(y(y(b, 0, u;n), n, uˆ; 0));
taking into account Jn∗ (ξn) = Jˆ(bn;n)− Jˆ(xˆ(0);n) + J
0
∗ (bn) , we have
l(xˆ(0)) ≤ l(b) + J(b, 0, u;n)− Jˆ(bn;n) + J
0
∗ (bn)
(37)
= l(b) + J(b, 0, u;n)− Jˆ(xˆ(0);n) + Jn∗ (x(n));
in addition, the inequality becomes an equality if b = xˆ(0), u = uˆ . Therefore, for each n ∈ N ,
(xˆ, uˆ) is a Pontryagin local minimizer of the problem
minimize l(x(0)) +
∫ n
0
f0
(
t, x(t), u(t)
)
dt+ Jn∗ (x(n))
subject to x˙(t) = f(t, x(t), u(t)), x(0) ∈ C, t ∈ [0, n]
x(t) ∈ X, u(t) ∈ U.
The remaining part of the proof coincides with the corresponding part of the proof for
Theorem 5.2, we merely have to use (36) instead of (25).
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8 The proof of Theorem 5.4
For each natural K , set the simplexes
εSK = {(α1, . . . , αK) ∈ [0, ε]
K | α0 + · · ·+ αK ≤ ε} ∀ε > 0
and let [1 :K] denote the set {1, 2, . . . , K} .
8.1 Auxiliary Lemma
The following lemma for S = Y is a refinement of [9, Theorems 6.1(a)] in the case of continuous
functions defined on some finite-dimensional space; their proofs are similar.
Lemma 8.1. Let Y be a finite-dimensional space. Let a map R+ ∋ t 7→Wt ∈ C(Y,R) and a
convex closed polyhedron S ⊂ Y be given. Assume that 0 ∈ S and
lim sup
θ↑∞
Wθ(0) = min
x∈S
lim sup
θ↑∞
Wθ(x) = 0.
Then, for every positive δ , there exist natural N , positive θ1, . . . , θN ∈ R+ , points
z1, . . . , zN ∈ Y , ζ1 ∈ ∂ˆWθ1(z1), . . . , ζN ∈ ∂ˆWθN (zN) , and convex coefficients α ∈ SN en-
joying
N∑
k=1
αk = 1, ||zi|| ≤ δ, θi ≥ 1/δ, |Wθi(zi)−Wθi(0)| ≤ δ
for all i ∈ [1 :N ] and
0 ∈
N∑
k=1
αkζk + Nˆδ(0; S).
Proof. Consider a positive δ < 1/2 . Let Z be the closure of all ζˆ ∈ ∂ˆWθˆ(yˆ) satisfying
||yˆ|| ≤ δ, θˆ ≥ 1/δ, |Wθˆ(yˆ)−Wθˆ(0)| ≤ δ. (38)
Consider the contingent cone T (0, S) = Limsupt↓0
S
t
, the convex set V
△
= {v ∈ T (0; S) |
||v|| ≤ 1} , and a vector v ∈ T (0; S) . Now, we can find a positive t < δ2 such that tv ∈ S .
Define
Γ(T, y)
△
= sup
θ≥T
Wθ(y), F (y)
△
= inf
T>0
sup
θ≥T
Wθ(y) ∀T ∈ R+, y ∈ Y.
Now, we can find positive T¯ ≥ 1/δ and θˆ > T¯ such that
δt/2 > Γ(T¯ , 0)− F (0), δt/2 +Wθˆ(tv) > Γ(T¯ , tv). (39)
By definition of Γ , we also have
0 ≤ Γ(T¯ , tv)− F (tv), Wθˆ(0) ≤ Γ(T¯ , 0). (40)
Subtracting the sum of (40) from the sum of (39), we have
δt+Wθˆ(tv)−Wθˆ(0) > F (tv)− F (0) ≥ 0,
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i.e., Wθˆ(tv) −Wθˆ(0) > −δt. Now, since Ws is continuous, we can choose a positive tˆ ≤ t <
δ < 1/2 such that
δ/2 > Wθˆ(tˆv)−Wθˆ(0) > −δtˆ > −δ/2. (41)
In addition, we can find a positive κ < δ2 such that
|Wθˆ(z
′ + rv)−Wθˆ(rv)| < δ/2 ∀r ∈ [0, t], z
′ ∈ Y, ||z′|| < 2κ. (42)
Consider the map
[0, tˆ] ∋ τ 7→ h(τ) = Wθˆ(τv)−Wθˆ(0)−
τ
tˆ
(Wθˆ(tˆv)−Wθˆ(0)).
This map h is continuous and satisfies h(tˆ) = h(0) = 0 , therefore, there exists a positive
τˆ ≤ tˆ such that h(τˆ ) = 0 . We can also provide at least one of the following conditions: either
1) τˆ < κ , or 2) h|(0,τˆ ] is nonpositive, or 3) h|(0,τˆ ] is nonnegative. Now, from 0 < τˆ ≤ tˆ ,
h(τˆ ) = 0 , and (41), it follows that
−δ/2 < −δτˆ
(41)
≤
τˆ
tˆ
(Wθˆ(tˆv)−Wθˆ(0)) = Wθˆ(τˆ v)−Wθˆ(0) < δ/2. (43)
Applying Theorem 3.1 to W = Wθˆ , x = 0 , y = τˆ v , ε = κ , r = −δτˆ , we choose
r−, r+ ∈ [0, τˆ ], z−, z+ ∈ Y , ζ− ∈ ∂ˆWθˆ(z−) , ζ+ ∈ ∂ˆWθˆ(z+) such that
||r−v − z−|| < κ, Wθˆ(z−)−Wθˆ(0) < κ, −δτˆ < τˆζ−v,
||r+v − z+|| < κ, Wθˆ(z+)−Wθˆ(τˆ v) > −κ, −δτˆ < τˆζ+v,
i.e., taking into account the inequalities κ < δ2 < δ/2 and τˆ ≤ t < δ2 , we have
||z−|| ≤ |r−|+ κ ≤ 2δ
2 < δ, −δ < ζ−v,
||z+|| ≤ |r+|+ κ ≤ 2δ
2 < δ, −δ < ζ+v,
Wθˆ(z−)−Wθˆ(0) < κ < δ,
Wθˆ(z+)−Wθˆ(0) > −κ +Wθˆ(τˆ v)−Wθˆ(0)
(43)
≥ −δ2 − δτˆ
> −2δ2 > −δ.
Now, in the case of τˆ < κ (item 1) and in the case of nonpositive h|[0,τ ] (item 2), set yˆ = z+
and ζˆ = ζ+ ; in the case of nonnegative h|[0,τˆ ] (item 3), set yˆ = z− , ζˆ = ζ− . Then, for every
case, we obtain
||yˆ|| ≤ δ, ζˆ ∈ ∂ˆWθˆ(yˆ), −δ < ζˆv;
further, we claim that
|Wθˆ(yˆ)−Wθˆ(0)| < δ.
Indeed, by the choice of z± and j > 1/κ in case 3, we have h|[0,τˆ ] ≥ 0 , 0 ≤ h(r−) =
Wθˆ(r−v)−Wθˆ(0)−
r−
tˆ
(Wθˆ(tˆv)−Wθˆ(0)) , and
δ > Wθˆ(z−)−Wθˆ(0)
( 42 )
≥ Wθˆ(r−v)−Wθˆ(0)− δ/2 ≥
r−
tˆ
(Wθˆ(tˆv)−Wθˆ(0))− δ/2
( 41 )
≥ −δ;
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in case 2, we have h|[0,τˆ ] ≤ 0 , 0 ≥ h(r+) =Wθˆ(r+v)−Wθˆ(0)−
r−
tˆ
(Wθˆ(tˆv)−Wθˆ(0)) and
−δ < Wθˆ(z+)−Wθˆ(0)
( 42 )
≤ Wθˆ(r+v)−Wθˆ(0) + δ/2 ≤
r+
tˆ
(Wθˆ(tˆv)−Wθˆ(0)) + δ/2
( 41 )
≤ δ;
finally, in the case τ < κ , it follows from ||z+|| ≤ |r+|+ κ ≤ 2κ and (42).
So, there exist θˆ > 1/δ , yˆ ∈ Y , and ζˆ ∈ ∂ˆWθˆ(yˆ) enjoying (38) and −δ < ζˆv. Therefore,
for each v ∈ V , we have found ζˆ ∈ Z satisfying ζˆv > −δ , i.e.,
−δ < inf
v∈V
sup
ζ∈Z
ζv ≤ inf
v∈V
sup
ζ∈coZ
ζv.
Since the set V is compact, and it, together with coZ , is convex, the map (ζ, v) 7→ ζv is
linear in ζ and v , thanks to the Minimax Theorem [43, Theorem 3.6.14]:
−δ < inf
v∈V
sup
ζ∈coZ
ζv = sup
ζ∈coZ
inf
v∈V
ζv.
Then, we can find ζ ∈ coZ such that δ > − infv∈V ζv for all v ∈ T (0; S) , ||v|| = 1 . Thanks
to [16, Theorem 1.10] (see (6)), it implies that −ζ ∈ Nˆδ(0, S), i.e., 0 ∈ ζ + Nˆδ(0, S) ⊂
coZ + Nˆδ(0, S).
Now, we begin to prove Theorem 5.4.
Proof. The elementary notation.
Set
X¯
△
= R× X, e∗0
△
= (1, 0, . . . , 0) ∈ X¯∗,
f¯(t, (r, x), u′)
△
= (f0(t, x, u
′), f(t, x, u′)),
z((r, x), t, u;T )
△
= (r + J(x, t, u;T ), y(x, t, u;T )),
∆f¯(t, (r, x), u′) ≡ f¯(t, (r, x), u′)− f¯(t, (r, x), uˆ(t))
for all x ∈ X , r ∈ R , u′ ∈ U , u ∈ U , t, T ∈ R+ .
The reduction of (1a)–(1b) and (11a) to λpb,θ ∈ coCε .
Since ∂z((r,x),t,uˆ;θ)
∂r
= ∂(r+J(x,t,u;T ),y(x,t,u;T ))
∂r
is independent of r , we can define
Ax,θ(t)
△
=
∂z(b¯, t, uˆ; θ)
∂b¯
∣∣∣
b¯=(r,y(x,0,uˆ;t))
,
px,θ(t)
△
= −
∂
(
e∗0z(b¯, t, uˆ; θ)
)
∂(r, x)
∣∣∣
b¯=(r,y(x,0,uˆ;t))
= −e∗0Ax,θ(t) (44)
for all x ∈ X and nonnegative θ, t . In addition, from e∗0
∂z((r,x),t,uˆ;θ)
∂r
= ∂(r+J(x,t,u;T ))
∂r
≡ 1 , it
follows that px,θ = (−1, ψ) for a certain ψ : R+ → X . Note that, by the property of transition
matrix,
Ax,θ(T )Ax,T (t) = Ax,θ(t), ∀x ∈ X, θ ≥ T ≥ t ≥ 0, (45)
we also obtain px,θ(T ) = px,θ(t)A
−1
x,T (t). Finally, since Ax,θ|[0,θ] is the solution of the Cauchy
problem
−A˙x,θ(t) = Ax,θ(t)
∂f¯
∂x¯
(t, z(x¯, 0, uˆ; t), uˆ(t))
∣∣∣
x¯=(0,x)
, Ax,θ(θ) = E ∀t ∈ [0, θ],
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and in view of the definitions of px,θ and H , applying the notation px,θ = (−1, ψ) , we obtain
(0,−ψ˙(t)) = −p˙x,θ(t) = px,θ(t)
∂f¯
∂x¯
(t, z((0, x), 0, uˆ; t), uˆ(t))
=
(
0,
∂H
∂x
(y(x, 0, uˆ; t), ψ(t), uˆ(t), 1, t)
)
for a.a. t ∈ [0, θ] . So, for each b ∈ X and θ > 0 , the pair pb,θ ≡ (−1, ψ) enjoys the relations
(1a)–(1b) on [0, θ] with x(·) = y(b, 0, uˆ; ·) , λˆ = 1 , ψˆ = ψ . For all positive ε , consider the
cones
Cε
△
=
{
λpb,θ ∈ C(R+, X¯
∗)
∣∣∣ λ > 0, ||b− xˆ(0)|| ≤ ε, Jˆ(b; θ) ≤ ε, θ ≥ 1/ε},
Qε
△
= {p(0) ∈ X¯∗ | p ∈ Cε};
in addition, define Clim
△
= Limsupε↓0 cl coCε. Then, each pair (−λ, ψ) ∈ Clim enjoys relations
(1a)–(1b) on R+ with xˆ , λˆ = λ , ψˆ = ψ ; thus, we should prove that (1c) and (15) hold for a
certain non-trivial (−λ, ψ) ∈ Clim .
The construction of an open set Tfull
△
= ∪i∈N int∩j≥iFj of full measure.
Let Udense = {u1, u2, . . . } be a dense countable subset of U ; fix its numeration. Applying
the sublinear growth condition, we can find the continuous nondecreasing function Rn : R+ →
R+ such that ||z(x¯, 0, u; t)|| ≤ R
n(t) for all x¯ ∈ X¯ , t ∈ R+ , and u ∈ U if ||x¯− (0, xˆ(0))|| ≤ n
and u(s) ∈ {uˆ(s), u1, . . . , un} for a.a. s ≥ 0 . Moreover, there exists a summable (for each
compact) function Mn : R+ → R+ such that all the norms of
f¯(t, x¯, ui), f¯(t, x¯, uˆ(t)),
∂f¯
∂x¯
(t, x¯, ui),
∂f¯
∂x¯
(t, x¯, uˆ(t)) ∀i ∈ [1 :n], x¯ ∈ X¯, ||x¯|| ≤ Rn(t)
are bounded by Mn(t) for a.a. nonnegative t . Note that, first, we can assume that R
n(t) ↑ ∞
(n ↑ ∞) for all nonnegative t and, secondly, we can provide that the sequences of functions
Rn and Mn are also nondecreasing. So, we obtain the nondecreasing sequence of sets
K
n △=
{
y ∈ C(R+, X¯)
∣∣∣∀s ≥ 0, t ≥ s, ||y(s)|| ≤ Rn(s), ||y(t)− y(s)|| ≤
∫ t
s
Mn(r) dr
}
;
these sets are compact with respect to the compact-open topology.
Since all the functions Mn are measurable, for each natural n , we can choose a measurable
subset Fn of [0, n] such that meas(Fn) > n−2
−n−1 and the function Mn is bounded on Dn ;
now, all the maps
t 7→ f¯(t, y(t), uˆ(t)) and t 7→ ∆f¯(t, y(t), ui) (i ∈ [1 :n], y ∈ Kn) (46)
are uniformly bounded on Fn . By Scorza-Dragoni’s theorem [44], we can pick a closed subset
Fn of Fn ⊂ [0, n] such that meas(Fn) > n−2
−n and all the maps from (46) are continuous on
Fn . For each compact interval [0, n] , since meas([0, n] \∩
∞
j≥nFj) < 2
−n+1 holds for sufficiently
large n and meas(∩j≥nFj) = meas(int∩j≥nFj) , the set
Tfull
△
= ∪i∈N int∩j≥iFj
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has full measure in each [0, n] . Now, each t ∈ Tfull lies in intFj and has a neighborhood
within Fj for all sufficiently large natural j ; in particular, the set T
full also has no isolated
points. In addition, all the maps
t 7→ f¯(t, y(t), uˆ(t)) and t 7→ ∆f¯(t, y(t), ui) (i, n ∈ N, y ∈ Kn) (47)
are continuous on Tfull , in particular, a point t ∈ Tfull is their common Lebesgue point. So, we
should prove (1c) merely for all u′ = ui ∈ Udense , t ∈ Tfull , and a certain nontrivial (−λˆ, ψˆ)
from Clim .
The construction of some countable family of (ti, ui) dense in T
full × U .
Similarly to the proof of [45, Lemma 4.1], we choose the countable dense in intFk sets
Dk ⊂ Tfull . Now, for each natural k and time t ∈ intFk , we can pick a converging to t
sequence of elements τˆn(t, k) ∈ D
n . In addition, due to Dk ⊂ Fk , for τn(t)
△
= τˆn(t, k) we
obtain
f¯(τn(t), x¯, uˆ(τn(t)))→ f¯(t, x¯, uˆ(t)) and ∆f¯(τn(t), x¯, u
i)→ ∆f¯(t, x¯, ui) (48)
as n→∞ for all i ∈ [1 :k] , x¯ ∈ X¯ , ||x¯|| ≤ Rn(t) . Since Tfull ∩ intFk has no isolated points,
we can provide that all sets Dj are disjoint, choosing the elements of Dk from (Tfull∩ intFk)\
∪j<kD
j instead of Tfull ∩ intFk .
Fix a prime number q . Now, set Tdenseq
△
= ∪j∈ND
qj ⊂ Tfull ; this set is a countable dense sub-
set of Tfull . Hence, since every t ∈ Tfull lies in the interior of ∩j>NFqj for a certain natural N ,
we will pick a converging to t sequence of elements τn of T
dense
q . Indeed, first, we can arbitrarily
choose a natural k(1) and put τ1
△
= τˆk(1)(t, q
N) . After the choice of τn ∈ D
qN+n−1 ⊂ Tdenseq , we
can choose the next natural k(n+1) > k(n) such that τn+1
△
= τˆk(n+1)(t, q
N+n) ∈ Dq
N+n
⊂ Tdenseq
enjoys |τn+1 − t| ≤ |τn − t|/2 . Repeating, we obtain a converging to t sequence of common
continuity points τn ∈ T
dense
q for all maps of (47); in addition, the points τn(t) = τn enjoy (48)
for all i ∈ N , x¯ ∈ X¯ .
Set Tdense∗
△
= ∪q∈PT
dense
q ; here P is the set of all prime numbers. Let (ti)i∈N and (qi)i∈N be
some orderings of the elements of Tdense∗ and P , respectively. Since, for each natural i , the
time ti ∈ T
dense
∗ lies in a unique set T
dense
qi
for a unique prime qi , we take the correspondence
N ∋ i 7→ (ti, ui
△
= uqi) ∈ Tdense∗ × U
dense.
So, by construction of Tdense∗ and U
dense , taking into account (46)–(48), we have to prove (1c)
merely in the case (t, u′)
△
= (ti, ui) for each i ∈ N and a certain non-trivial (−λˆ, ψˆ) from Clim .
The reduction of (15) and (1c) to the cone PK,ε .
Recall that T (xˆ(0);C) = Limsupt↓0
C−xˆ(0)
t
. Since C is convex, this set is star-shaped at
xˆ(0) [18]; in particular, the sequence of sets n(C− xˆ(0)) is increasing. Then, every countable
subset {∆x1,∆x2, . . . } of {w ∈ ∪n∈Nn(C− xˆ(0)) | ||w|| = 1} ∪ {0} that is dense in it, is also
dense in {w ∈ T (xˆ(0);C) | ||w|| = 1} ∪ {0} . Fix ∆x1,∆x2, . . . . For all natural i , put also
∆x¯i = (0,∆xi), ∆¯f¯i = f¯(ti, z((0, xˆ(0)), 0, uˆ; ti), ui)− f¯(ti, z((0, xˆ(0)), 0, uˆ; ti), uˆ(ti)).
Note that, by the construction {∆x1,∆x2, . . . } and the definition of normal cone, we will
have verified (15) if we would find a subgradient ζ ∈ ∂Clarkel(xˆ(0)) and a certain non-trivial
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p = (−λ, ψ) from Clim such that (ψ(0)− λζ)∆xi ≤ 0 for all i ∈ N . Similarly, for all natural
i and all p = (−λ, ψ) ∈ Cε , we have
H(xˆ(ti), ψ(ti), uˆ(ti), λ, ti)−H(xˆ(ti), ψ(ti), ui, λ, ti) = −p(ti)∆¯f¯i;
now, taking into account px,θ(t) = px,θ(0)A
−1
x,t(0) (see (45)), we will have verified (1c) if we
would find a certain nontrivial λpx,θ ∈ Clim such that p(0)Ax,ti(0)∆¯f¯i ≤ 0 for all i ∈ N .
Hence, to prove (15) and (1c), consider the following convex closed cones
PK,ε
△
= co{υ = (−λ, µ) ∈ X¯∗ | ∃ζ ∈ ∂Clarkel(xˆ(0)), ∃b ∈ X, ∀k ∈ [1 :K]
λ ≥ 0, ||b− xˆ(0)|| ≤ ε, (µ− λζ)∆xk ≤ ε||υ||, υA
−1
b,tk
(0)∆¯f¯k ≤ ε||υ||} (49)
for all natural K and positive ε. Now, if, for a certain converging to zero sequence of positive
ε(K) as K → ∞ , all cones (coQε(K)) ∩ PK,ε(K) would contain a nontrivial element, then,
for every their nontrivial common element υ = (−λ, µ) , the map t 7→ υAb,t(0) should lie in
Clim and satisfy (15) and (1c) for all (t, u
′)
△
= (ti, ui) . Thus, we must merely prove that, for all
K ∈ N , the cones (coQε) ∩PK,ε are non-trivial for all sufficiently small positive ε .
The construction of maps uω , zω , and bω on εS2K .
Fix a natural K . Set T
△
= max{t1, . . . , tK} + 1 . Since each ti lies in T
dense
qi
⊂ Tfull =
∪n∈N int∩j>nFj , we can choose a natural N > T such that ti lies in int∩j≥NFj for each
i ∈ [1 :K] . Then, there exists a positive ε < min{1/K,κ(T )/2} such that the 2ε -neighborhood
of each ti ( i ∈ [1 :K] ) lies in intFN . Further, decreasing ε if necessary, we can provide
|ti − tk| > ε, xˆ(0) + ε∆xi ∈ C ∀i, k ∈ [1 :K] (i 6= k).
For simplicity of notation, we also consider a natural QK > q1, . . . , qK , N , and define the maps
M˜K ≡ M
QK , R˜K ≡ R
QK , and the compact K˜K
△
= KQK .
For each ω = (β, γ) = (β1, . . . , βK , γ1, . . . , γK) ∈ εS2K , define the admissible control
uω ∈ U as follows: uω(t) = ui if there exists a natural i ∈ [1 :K] such that t ∈ [ti, ti + γi)
holds, and uω(t) = uˆ(t) , otherwise; this definition is valid by the choice of ε . Now, consider
the Cauchy problem
z˙ω = f¯(t, zω, uω), zω(0) = (0, xˆ(0)) +
K∑
k=1
βk∆x¯k
and its solution on [0,∞) , the trajectory zω ∈ C(R+, X¯) ; further, taking into account the
assumptions of the theorem, we see that t 7→ A¯ω(t)
△
= ∂z(b¯,t,uω;T )
∂b¯
|b¯=zω(t) is well-defined. Fi-
nally, for all ω ∈ εS2K , define yω(·)
△
= y(xˆ(0) +
∑K
k=1 βk∆xk, 0, uω; ·) ∈ C(R+,X) and bω
△
=
y(yω(T ), T, uˆ; 0) ∈ X , which provide the equalities zω = (e
∗
0zω, yω) and y(bω, 0, uˆ;T ) = yω(T ) .
Note that by construction of Kn , taking into account T < QK , we also have zω|[0,T ] ∈ K˜K ,
||zω(t)|| ≤ R˜K(t) , and ||z˙ω(t)|| ≤ M˜K(t) for all ω ∈ εS2K and a.a. t ∈ [0, T ] . Then, all the
maps zω, bω, A¯ω are continuous in ω (see, for example [10, Lemma 4.1]). Further, for each
i ∈ [1 : K] , from (ti − 2ε, ti + 2ε) ⊂ intFN , it follows that the maps [ti − ε, ti + ε] ∋ t 7→
∆f¯(t, zω(t), ui(t)) are continuous for all i ∈ [1 :K], ω ∈ εS2K .
The calculation of coderivatives and subdifferentials.
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Consider an ω = (β, γ) ∈ εS2K ; define w(ω)
△
= (w1(ω), . . . , w2K(ω)) by the rule: for all
k ∈ [1 :K]
wk(ω)
△
= A−1bω ,T (0)A¯ω(0)∆x¯k, (50)
wK+k(ω)
△
= A−1bω ,T (0)A¯ω(tk + γk)∆f¯(tk + γk, zω(tk + γk), uk). (51)
Recall that t 7→ ∆f¯(t, zω(t), uk) are continuous on [tk − ε, tk + ε] . Then, from the continuity
of bω , A
−1
b,t (0) , and A¯ω(t) , it follows that the map w is also continuous on εS2K . Further,
taking into account the equalities (0, b0) = (0, xˆ(0)) = z0(0) and
Ab0,T (t) =
∂z(b¯, t, uˆ;T )
∂b¯
∣∣∣
b¯=z((0,b0),0,uˆ;t)
=
∂z(b¯, t, u0;T )
∂b¯
∣∣∣
b¯=z0(t)
= A¯0(t), (52)
we have A−1b0,T (0)A¯0(0) = A
−1
b0,T
(tk)A¯0(tk) = E ; now, using continuity of w and (45), we obtain
w(0) = (∆x¯1, . . . ,∆x¯K , A
−1
b0,T
(0)Ab0,T (t1)∆¯f¯1, . . . , A
−1
b0,T
(0)Ab0,T (tK)∆¯f¯K) (53)
(45)
= (∆x¯1, . . . ,∆x¯K , A
−1
b0,t1
(0)∆¯f¯1, . . . , A
−1
b0,tK
(0)∆¯f¯K).
Fix an ω¯ = (β¯, γ¯) ∈ εS2K and positive θ ≥ T , t > 0 . Since all tk + γ¯k ∈ T
full are
the Lebesgue points of (47), by [10, Lemma 4.1] and [45, Lemma 3.1], the map ω 7→ zω(t) is
Fre´chet differentiable at ω¯ ; in particular,
∂zω¯(T )
∂βk
= A¯ω¯(0)∆¯x¯k,
∂zω¯(T )
∂γk
= A¯ω¯(tk + γ¯k)∆¯f(tk + γ¯k, zω¯(tk + γ¯k), uk) ∀k ∈ [1 :K].
Further, using the equalities zω¯(θ)−zω¯(T ) = z((r, bω¯), 0, uˆ; θ)−z((r, bω¯), 0, uˆ;T ) and Abω¯ ,θ(0) =
∂z(b¯,0,uˆ;θ)
∂b¯
∣∣∣
b¯=(r,bω¯)
for (r, bω¯) = z(zω¯(T ), T, uˆ; 0) , we have
∂zω¯(θ)
∂ω
=
∂zω¯(T )
∂ω
+
(
Abω¯ ,θ(0)−Abω¯ ,T (0)
)∂z(zω¯(T ), T, uˆ; 0)
∂ω
=
∂zω¯(T )
∂ω
+
(
Abω¯ ,θ(0)−Abω¯ ,T (0)
)
A−1bω¯ ,T (0)
∂zω¯(T )
∂ω
= Abω¯ ,θ(0)A
−1
bω¯ ,T
(0)
∂zω¯(T )
∂ω
(45)
= Abω¯ ,θ(T )
∂zω¯(T )
∂ω
(45)
= Abω¯ ,θ(t)A
−1
bω¯ ,T
(t)
∂zω¯(T )
∂ω
for all t ∈ [0, T ] . Now, for the map ω 7→ e∗0zω(θ) and its subfifferential {ζ¯ = (ζ¯1, . . . , ζ¯2K)} =
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∂ˆ(e∗0zω¯(θ))(ω¯) , for all k ∈ [1 :K] , we have
ζ¯k = e
∗
0Abω¯ ,θ(0)A
−1
bω¯ ,T
(0)
∂zω¯(T )
∂βk
(44)
= −pbω¯ ,θ(0)A
−1
bω¯ ,T
(0)A¯ω¯(0)∆¯x¯k
(50)
= −pbω¯ ,θ(0)wk(ω¯),
ζ¯K+k = e
∗
0Abω¯ ,θ(tk)A
−1
bω¯ ,T
(tk)
∂zω¯(T )
∂γk
(44)
= −pbω¯ ,θ(tk)A
−1
bω¯ ,T
(tk)A¯ω¯(tk + γ¯k)∆¯f(tk + γ¯k, zω¯(tk + γ¯k), uk)
(51)
= −pbω¯ ,θ(tk)wK+k(ω¯).
Then, since the mapping εS2K ∋ ω 7→
∂zω(θ)
∂ω
is continuous, the Clarke subdifferential of the
map ω 7→ e∗0zω(θ) at each ω¯ ∈ εS2K coincides with {e
∗
0
∂zω¯(θ)
∂ω
} = {−pbω¯ ,θ(0)w(ω¯)} .
Define the functions Wθ : εS2K → R (θ ≥ T ) by the rule
Wθ(ω)
△
= l(yω(0))− l(xˆ(0)) + e
∗
0zω(θ)− e
∗
0z0(θ) ∀θ ≥ T, ω ∈ εS2K ;
here we apply the notation zω ≡ (e
∗
0zω, yω). By [17, Theorem 5.13], the Clarke subdifferentials
of the map ω 7→ yω(0) and the map ω 7→ l(yω(0)) , at each ω¯ ∈ εS2K , coincide with
{∆X}
△
= {(∆x1, . . . ,∆xK , 0, . . . , 0)} =
{ ∂
∂(β, γ)
( K∑
i=1
∆xiβi
)∣∣∣
ω¯=(β¯,γ¯)
}
⊂ X2K
and ∂Clarkel(yω(0))∆X , respectively. Then, by [17, Theorem 5.10], we obtain
∂ClarkeWθ(ω) = ∂Clarkel(yω(0))∆X − pbω ,θ(0)w(ω) ∀θ ≥ T, ω ∈ εS2K .
The choice of κ . The nontriviality of the cone PK,ε ∩ coQε .
Recall that the maps ω 7→ w(ω) , ω 7→ bω , ω 7→ yω(·) are continuous and the map
ω 7→ l(yω(0)) is locally Lipschitz continuous; therefore, we can find a positive κ < ε/4 such
that the inequalities
max
t∈[0,T ]
||yω(t)− xˆ(t)||+meas{t ≥ 0 | uω(t) 6= uˆ(t)} <κ0(T ), (54)
sup
ζ∈X∗,||ζ||=1
||ζw(ω)− ζw(0)|| = ||w(ω)− w(0)|| ≤ε/2, (55)
sup
ξ∈∂Clarkel(yω(0))
inf
ξˆ∈∂Clarkel(y0(0))
||ξˆ − ξ|| ≤ε/4, (56)
||bω − b0||+ |l(yω(0))− l(y0(0))| ≤ε/4 (57)
hold for all ω ∈ κS2K . Also, set
W
△
= {(θ, ω¯) ∈ R× κS2K | θ ≥ 1/κ, |Wθ(ω¯)−Wθ(0)| ≤ κ}.
In particular, we have
|e∗0(zω¯(θ)− e
∗
0z0(θ))|
(57)
≤ |Wθ(ω¯)|+ ε/2 < ε ∀(θ, ω¯) ∈W. (58)
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Now, we will prove that the cone PK,ε ∩ coQε is nontrivial. Due to definition of locally
weakly overtaking optimality (see (4) and (5)), applying (54), we get
lim sup
θ↑∞
Wθ(ω˜) ≥ lim sup
θ↑∞
Wθ(0) = 0 ∀ω˜ ∈ κS2K .
Since κS2K is convex and the maps ω 7→ Wθ(ω) are continuous, by Theorem 8.1, we have
0 ∈ co
⋃
(θ,ω¯)∈W
∂ˆWθ(ω¯) + Nˆκ(0;κS2K) ⊂ co
⋃
(θ,ω¯)∈W
∂ClarkeWθ(ω¯) + Nˆε/4(0;κS2K)
⊂ co
⋃
(θ,ω¯)∈W
∂Clarkel(yω¯(0))∆X + co
⋃
(θ,ω¯)∈W
{
− pbω¯,θ(0)w(ω¯)
}
+ Nˆε/4(0;κS2K).
Now, there exist
ξ ∈ co
⋃
ω¯∈κS2K
∂Clarkel(yω¯(0)) and υ ∈ co
⋃
(θ,ω¯)∈W
{−pbω¯ ,θ(0)w(ω¯)}
such that −ξ∆X − υ ∈ Nˆε/4(0;S2K) . Now, setting λ
△
= 1/||υ|| ≤ 1 , thanks to [16, Theo-
rem 1.10] (see (6)), we obtain
ε||ω˜||/4 ≥
(
− λξ∆X − λυ
)
ω˜ ∀ω˜ ∈ T (0;κS2K).
Next, taking into account (56), we can find ξˆ ∈ ∂Clarkel(xˆ(0)) such that ||ξˆ − ξ|| ≤ ε/4 , i.e.,
ε||ω˜||/2 ≥
(
− λξˆ∆X − λυ
)
ω˜ ∀ω˜ ∈ T (0;κS2K).
Further, by the definition of W and choice of υ , the covector υ is a convex combination of
some covectors −pbω¯ ,θ(0)w(ω¯) enjoying
θ > 1/κ, ω¯ ∈ κS2K , ||bω¯ − b0||
(57)
≤ ε, |e∗0(zω¯(θ)− e
∗
0z0(θ))|
(58)
≤ ε. (59)
Then, by shifting each −pbω¯ ,θ(0)w(ω¯) , taking into account (55) and κ < ε/2 , we can find a
convex combination υˆ of some covectors −pbω¯ ,θ(0)w(0) such that (59), ||λυ−λυˆ|| < ε/2 , and
ε||ω˜|| ≥
(
− λξˆ∆X − λυˆ
)
ω˜ ∀ω˜ ∈ T (0;κS2K)
hold. In addition, ||λυ|| = 1 implies ||λυˆ|| ∈ [1−ε/2, 1+ε/2] . Due to (59), all these λpbω¯,θ lie
in Cε and all these λpbω¯ ,θ(0) lie in Qε ; therefore there exists a non-zero covector pˆ(0) ∈ coQε
enjoying −λυˆ = pˆ(0)w(0) and
ε||ω˜|| ≥
(
− λξˆ∆X + pˆ(0)w(0)
)
ω˜ ∀ω˜ ∈ T (0;κS2K). (60)
Consider each ort γk = (0, . . . , 0, 1, 0, . . . , 0) ∈ SK and a zero vector β
0 ≡ 0 ∈ SK ; now,
for ω˜
△
= (β0, γk) ∈ S2K∩T (0;κS2K) , we have ∆Xω˜ = 0 ∈ X . Then, from w(0)ω˜ = wK+k(0) ,
it follows that
ε
(60)
≥
(
− λξˆ∆X + pˆ(0)w(0)
)
ω˜ = pˆ(0)wK+k(0)
(53)
= pˆ(0)A−1b0,tk(0)∆¯f¯k. (61)
Similarly, for each ort βk = (0, . . . , 0, 1, 0, . . . , 0) and γ0 ≡ 0 ∈ SK , for ω˜
△
= (βk, γ0) ∈
S2K ∩ T (0;κS2K) , from the equalities ∆Xω˜ = ∆xk ∈ X , pˆ(0) = (−λ, µˆ) and w(0)ω˜ =
wk(0) = (0,∆xk) , it follows that
ε
(60)
≥
(
− λξˆ∆X + pˆ(0)w(0)
)
ω˜ ≥ −λξˆ∆xk + pˆ(0)w(0)ω˜ = (−λξˆ + µˆ)∆xk. (62)
Checking against (49) and taking into account (61) and (62), we see that the nonzero covector
pˆ(0) lies in PK,ε , in particular PK,ε∩coQε is nontrivial, ipso facto we complete the proof.
27
Some questions instead of conclusion
The key feature of this paper is that we obtain the boundary condition (11b), necessary for
weakly overtaking optimality, without any a priory assumptions on asymptotics. The obtained
condition does cut out the unique co-state arc under the assumption (22), however, one would
like to have asymptotic assumptions that guarantee such uniqueness yet are more easy to test
than (22). Moreover, although the formula (11b), as an analog of the Clarke subdifferential,
matches in its form the necessary conditions of optimality that are customary in the variational
analysis, it is only convenient to use it in the simplest models.
Next, Theorem 5.4 requires convexity in three places: in the set C , boundary condition
(15), and boundary condition (11b). It is possible that the first two of these are only connected
with the method of the proof and can, in future research, be removed like in Theorem 5.3.
Finally, in conditions of Theorem 5.2, the overtaking optimality gets the necessary condition
(11a), a boundary condition that is significantly stronger than (11b). Is it due to a greater
regularity in the problem due to the assumption (12), or is it in the essence of the overtaking
optimality? This is another question the author does not know how to answer.
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