Abstract. We study an automata-theoretic approach to planning for temporally extended goals. Speci cally, we devise techniques based on nonemptiness of B uchi automata on in nite words, to synthesize sequential and conditional plans in a generalized setting in which we have that: goals are general temporal properties of desired execution; dynamic systems are represented by nite transition systems; incomplete information on the initial situation is allowed; and states are only partially observable. We prove that the techniques proposed are optimal wrt the worst case complexity of the problem. Thanks to the scalability of the nonemptiness algorithms, the techniques presented here promise to be applicable to fairly large systems, notwithstanding the intrinsic complexity of the problem.
Introduction
Arti cial Intelligence has always been interested in the analysis and synthesis of dynamic systems behavior. In particular, the research area of reasoning about actions has been concerned with representing and reasoning on such systems in order to analyze interesting properties of their behavior; the area of planning has instead been concerned with the synthesis of devices (plans) in order to control the system behavior so as to achieve desired conditions (goals). The two areas have developed their research in quite di erent directions. In reasoning about actions a lot of work has been done in nding ways to represent and reason on dynamic systems and dynamic properties of increasing generality 39, 42, 41] . In the area of planning the focus has been in achieving e ectiveness of the planning process (and lately notable results have been obtained 29, 5] ), while being contented with limited capabilities both in modeling dynamic system and in the kind of goals considered.
In this paper, we study synthesis of sequential and conditional plans 1 in a setting which is close to that considered in the area of reasoning about actions.
In particular following, in spirit, Reiter's formalization of dynamic systems in the Situation Calculus 39], we assume (i) incomplete information on the initial situation (several initial states are compatible with the information available on the initial situation); (ii) deterministic actions, that is, performing an action in a state brings about a univocally determined next state; (iii) actions with conditional e ects, that is, the e ects of an action depend on the state in which the action is performed. Also, we allow for partially observable states. In other words, the agent can observe only part of the state and hence its choices on the action to perform next may depend only on that part. The kind of goals we consider are temporally extended goals, i.e., goals that specify acceptable sequences of states as in 2, 27] . This kind of goal subsumes the usual goals expressing reachability of desired conditions, as well as generalized goals as don't-disturb and restore requirements 47] . More generally, complex temporal properties typically used in the speci cation of processes can be expressed 16, 31, 46] . Observe that as we deal with goals expressing general temporal properties, even sequential plans may in fact involve loops, since goals of this form may require in nite executions. Consider, for example, a plan to satisfy the requirement that whenever certain triggering conditions are met within a nite (but undetermined) number of steps, a speci ed state of a airs must be brought about in which the triggering conditions are met again. The major compromise we accept, in order to get e ective planning techniques in the outlined setting, is to restrict our attention to systems that have a nite number of states. Although this is a radical simpli cation wrt 39], it is a compromise that is widely accepted in planning.
Formally 40, 13] , are also tightly related to transition systems.
As goal speci cation we adopt automata on in nite words: the desirable traces correspond to the language accepted by the automaton. This way of specifying goals is very close to adopting linear time temporal logic (LTL) 16] as goal speci cation language, since every LTL-based speci cation can be translated into an automaton-based one 46].
In such a framework we establish techniques and characterize the worstcase computational complexity of synthesizing sequential and conditional plans by adopting an approach based on the theory of automata on in nite objects (in nite words in our case), an approach that is widely used in veri cation of hardware and control-intensive (as opposed to data-intensive) software 45, 44] .
The rest of the paper is structured as follows. We rst introduce transition systems and B uchi automata on in nite words. Then, we study sequential planning when the initial state is unique (we have complete information on the initial situation) and states are fully observable. In Section 4 and Section 5, we study sequential planning and conditional planning when the initial state is not unique and states are only partially observable. Then, we brie y discuss algorithmic techniques, and related works. Finally, we draw some conclusions. 
Automata on in nite words
Given a nite nonempty alphabet , an in nite word is an element of ! , i.e., an in nite sequence a 0 ; a 1 ; a n ; : : : of symbols from .
A B uchi automaton is a tuple A = ( ; S; S 0 ; ; F) where: { is the alphabet of the automaton. { S is the nite set of possible states. { S 0 S is the set of possible initial states. { : S ! 2 S is the transition function of the automaton (the automaton need not to be deterministic).
{ F S is the set of accepting states. 2 For simplicity and wlog, we assume that R is a total function. We can model the case in which a transition does not exists by making R return a special dummy state.
The input words of A are in nite words a 0 ; a 1 ; a 2 ; : : : 2 ! . A run of A on a in nite word a 0 ; a 1 ; a 2 ; : : : is an in nite sequences of states s 0 ; s 1 ; s 2 ; : : : 2 S ! s.t. s 0 2 S 0 and s i+1 2 (s i ; a i ). A run r is accepting i lim(r) \ F 6 = ;, where lim(r) = fs j s occurs in r in nitely ofteng. In other word a run is accepting if it gets into F in nitely many times, which in turn means, being F nite, that there is at least one state s f 2 F that is visited in nitely often. The language accepted by A, denoted by L(A), is the set of words for which there is an accepting run.
The nonemptiness problem for an automaton is to decide given an automaton A whether L(A) 6 = ;, i.e., if the automaton accepts at least one word. Proposition 1. 46] The nonemptiness problem for B uchi automata is NLOGSPACE-complete.
Algorithms for nonemptiness are based on fair reachability on graphs. The idea behind the algorithms is best explained by the following three line Prolog implementation:
where ini denotes the elements in S 0 , acc denotes the elements in F, rho denotes the relation corresponding to the transition function, and cn denotes that two states are connected by a rho-chain (cn is the transitive closure of rho). 4 In other words an automaton is nonempty if starting from some initial state we can reach an accepting state from where there is a cycle back to itself.
A nondeterministic algorithm for nonemptiness can then work as follows: it nondeterministically chooses an initial state x and an accepting state y and then checks that x is connected to y and y is connected to itself. To run the algorithm we only need to store the state y, as well as the current and next states, plus a constant number of control bits. To encode states as bit vectors we need only O(log(jSj)) bits. This gives the NLOGSPACE bound.
A linear time deterministic algorithm for nonemptiness is the following (i) decompose the transition graph of the automaton into maximally strongly connected components (mscc) (linear cost 11]); (ii) verify that one of the mscc's intersects with F (linear cost).
B uchi automata are widely used in veri cation to specify properties of dynamic systems 31, 46] . Given transition system representing a dynamic system, q; :the words accepted by the automaton can be put in correspondence with traces of the transitions system that have speci ed properties. Two examples of such speci cations are shown in Figure 1 and Figure 2 . The automaton in Figure 1 accepts traces where from a certain point on the property q will hold forever. The automaton in Figure 2 , instead, accepts traces where at every point of the trace it is guaranteed that sooner or later a certain property q will hold. More generally any property expressible in propositional linear time temporal logic (LTL) can be expressed as a B uchi automaton, but not vice-versa. 5 In the following, we will also make use of generalized B uchi automata. A 3 Planning with complete information We start our investigation by considering a simpli ed case. We assume, that we have complete information on initial situation and that we have full observability on the state. The only kind of plans of interest in this case are sequential ones (sequences of actions), since a conditional plan exists i a sequential plan does. 5 There are standard techniques to transform LTL formulas into B uchi automata. The size of the resulting automaton is worst-case exponential wrt the formula 46]. 6 In the sense that L(Ag) = L(A b ).
We model the dynamic system of interest as a transition system T = (W; W 0 ; Act; R; Obs; ) where: { W 0 W is a singleton set containing the initial state (which is unique since we are assuming complete information on the initial situation). Notably the nonemptiness algorithm can be easily modi ed to return a plan if a plan exists. The plan returned always consists of two parts: a sequence arriving to a certain state, and a second sequence that forms a cycle back into that state. Thus, such plans have nite representations.
As an immediate consequence of the construction we get:
Theorem 2. Planning in the setting above is decidable in NLOGSPACE.
Proof. The automaton A T can be built on the y, thus for checking nonemptiness using a nondeterministic algorithm we only need O(log(jWj) + log(jSj)) bits.
Observe that if we adopt a compact (i.e., logarithmic) representation of the transition system, for example by using propositions to denote states and computing the transitions directly on such propositions, 7 ,then planning in the above setting becomes PSPACE. This is the complexity of planning in STRIPS 8] , which can be seen as a special case of the setting considered here { reachability of a desired state of a airs is the only kind of goal considered in STRIPS; moreover, only certain transition systems are (compactly) representable.
Moreover considering that STRIPS is PSPACE-hard 8], we can conclude:
Theorem 3. Planning in the setting above is NLOGSPACE-complete (PSPACE-complete wrt a compact representation of T ).
Sequential planning with incomplete information
Next we consider the more general case. We assume to have only partial information on the initial situation, and we assume that only part of the state is observable. In this section we consider generating sequential plans, in the next section we turn to conditional plans.
We model the dynamic system of interest as a general transition system T = (W; W 0 ; R; Act; Obs; ) de ned as in Section 2.1. Such a transition system has several initial states W 0 = fw 00 ; : : : ; w 0k?1 g, for k > 1, re ecting our uncertainty about the initial situation.
As in the previous section we specify the behavior of the desired executions of the system by a B uchi automaton A. A plan p for T is an in nite sequence of actions a 0 ; a 1 ; a 2 ; : : : 2 Act ! . The execution of p starting from w oh is the in nite sequence of states w 0h ; w 1h ; w 2h ; : : : 2 W ! s.t. w 0h 2 W 0 and w i+1h = R(w ih ; a i ). The trace, tr(p; w 0h ), of the plan p in T is the in nite sequence (w 0h ); (w 1h ); (w 2h ); : : :. A plan p realizes a speci cation A i tr(p; w 0h ) 2 L(A) for h = 0; : : : k?1.
How can we synthesize such a plan? Again we check for nonemptiness a B uchi automaton. This time, however, the construction is slightly more involved. Again the nonemptiness algorithm can be easily modi ed to return a plan if a plan exists. The plan again consist of two parts: a sequence arriving to a certain state, and a second sequence that forms a cycle back into that state. Note that the possibility of expressing the plan as a nite sequence and a cycle is guaranteed in spite of the uncertainty about the initial state.
Building the automaton A T on the y, we can check nonemptiness with a nondeterministic algorithm needing O(k log(jW j) + log(jSj)) bits, where k is bounded by the size of jWj. Considering that NPSPACE=PSPACE, we get: Theorem 5. Planning in the setting above is decidable in PSPACE.
If we adopt a compact representation of the transition system, then planning in the above setting becomes EXPSPACE. What about lower bounds? The following theorem says that our upper bounds are tight.
Theorem 6. Planning in the setting above is PSPACE-complete (EXPSPACEcomplete wrt a compact representation of T ).
Proof. We only need to prove the hardness. Consider that the problem of nding a string that is accepted by the intersection of k deterministic nite state automata over the same alphabet is PSPACE-complete 19]. It is easy to reduce such a problem to planning in the above setting. In particular, the reduction works even with the following two restrictions: (i) Obs = S and is the identity function; (ii) the speci cation automaton denotes an achievement goal. When the transition system is represented compactly, techniques from 25] can be used to lift the PSPACE lower bound to EXPSPACE lower bound.
Note that plan existence in STRIPS with incomplete information on the initial situation is PSPACE-complete 3] { polynomial reduction to the case where the initial situation is completely known. This means that we do pay a price this time in generalizing the setting wrt more traditional approaches. Observe that the reduction used in the proof of Theorem 6 tells us that the increase in the complexity is essentially due to coping with the general form of transition systems once we allow for several possible initial states, and not to the partial observability of states or the more general form of goals considered here.
Conditional planning with incomplete information
Now we turn to synthesis of conditional plans in the general setting introduced in the previous section.
Let T be the transition system and A be the speci cation automata both de ned as in the previous section. A vector plan is not a conditional plan yet, it is simply the parallel compositions of k sequential plans, one for each initial state. Conditional plans are vector plans whose actions agree on executions with the same observations.
To formally de ne conditional plans, we introduce the following notion of equivalence on nite traces. Let w 0l ; : : : ; w n1 and w 0m ; : : : ; w nm be two nite traces, then hw 0l ; : : : ; w n1 i hw 0m ; : : : ; w nm i i h (w 0l ); : : : ; (w n1 )i=h (w 0m ); : : : ; (w nm )i:
A conditional plan p is a vector plan such that given the executions w 0l ; w 1l ; w 2l ; : : : and w 0m ; w 1m ; w 2m ; : : : of a pair of components l and m, we have that a nl = a nm whenever hw 0l ; : : : ; w n1 i hw 0m ; : : : ; w nm i.
Intuitively a conditional plan can be though of as composed by an (in nite) sequence of case instructions that at each step on the base of the observations select how to proceed.
How can we synthesize a conditional plan? We follow the line of the construction in the previous section, checking nonemptiness of a B uchi automaton which this time has Act k as alphabet. Speci cally, we build the generalized B uchi The nonemptiness algorithm can again be immediately modi ed to return a plan if a plan exists. The plan returned again consists of two parts: a sequence arriving to a certain state and a second sequence that forms loop over that state (however, this time the element of the sequences are k-tuples of actions). Observe that even if formally we still deal with vectors of sequential plans, the conditional plan returned can be put in a more convenient form using case instructions and loops.
Finally, It is easy to verify that the same complexity bounds of the previous case still hold. 8 Theorem 8. Finding a conditional plan in the setting above is PSPACEcomplete (EXPSPACE-complete wrt a compact representation of T ).
Practical algorithms
The results above show that planning can be reduced to nonemptiness of B uchi automata. Algorithms for checking nonemptiness of B uchi automata have proved to be well suited for scaling up to very large systems 7] . A breakthrough technology has been the use of symbolic methods 35], based on the idea being of encoding states as bit vectors, representing sets of states and transitions symbolically as Boolean functions on the encoding, and using ordered binary decision diagrams (OBDDs) to e ciently manipulate Boolean functions 6]. Industrial strength system used in hardware and protocol veri cation have been developed and used commercially with success 24, 26] .
This indicates that notwithstanding the worst-case complexity, it should be actually possible to implement planners even for the most general setting considered here. The experimental results in 9, 10] on adopting symbolic techniques for planning are quite promising (see also 12]). The focus there is on attaining propositional goals when actions can be nondeterministic, but the symbolic techniques can be adapted to our framework.
Related work
The need of dealing with incomplete information has often put forward in the area of planning, e.g., 33, 36, 17, 23, 32] , as has the need of going beyond goals that specify the reachability of desired state of a air, e.g., 15, 47, 27, 2] . In particular, in 27] a planning setting close to the one considered here is studied, where: dynamic systems are represented by transition systems with a single initial state, nondeterministic actions (which allow for modeling incomplete information), and fully observable states; goals are temporally extended goals, expressed in a variant of LTL that includes a metric over time; plans generated are reactive (conditional) plans. In 2, 4] an analogous planning setting is studied, under the additional assumption of deterministic actions: 2] focuses on generating nite sequential plans only, while 4] considers plans consisting of possibly in nite sequences of actions. The approach adopted in 27, 2, 4] for obtaining planning algorithms is somewhat ad-hoc (it is based on formula decomposition). The approach proposed here is based on the fundamental relationship between LTL and B uchi automata. The automata-theoretic approach separates the logical and the algorithmic aspects of the planning problem, resulting in clean and optimal algorithms. As we demonstrated, our approach is quite exible and can be easily adapted to various planning scenarios. Also, neither of 27, 2, 4] studies the intrinsic complexity of the speci c planning problem they tackle. In particular, no complexity lower bounds are established.
It is also worth mentioning that there are some similarities between the automata theoretic approach adopted here and approaches to planning based on techniques from operations research, such as MDPs and POMDPs, which are considered quite promising in dealing with incomplete information and generalized goals in stochastic domains 28, 1, 21, 20] . Precise relationships, however, are yet to be established. In particular, to the best of our knowledge, encoding general temporally extended goals, as those expressible with B uchi automata or LTL, as a MDPs/POMDPs rewarding function still remains an open problem.
Finally, automata on in nite objects have already been studied for synthesis of hardware and control-software 37, 43, 30] . Also, automata theoretic techniques have been used in synthesizing discrete controllers 38, 14] . The setting studied here (incomplete information on the initial situation plus deterministic actions), however, which naturally arise in planning and reasoning about actions, is simpler than the general synthesis framework, enabling us to obtain algorithms that are both simper and of lower computational complexity.
Conclusions
In this paper we have studied planning for temporally extended goals when incomplete information on the initial situation is available, states are only partially observable, and the number of possible states is nite. We have devised techniques based on nonemptiness of B uchi automata on in nite words, to synthesize sequential and conditional plans, and have characterized the worst case computational complexity. The techniques introduced here in an abstract framework can be easily specialized to a wide range of formalisms for reasoning about actions that are based on transition systems. Moreover, in spite of the high worst-case complexity, the scalability of the practical algorithms involved promises to make the automata-theoretic approach to planning actually feasible even in the most general setting considered here.
