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1. Introduction
The Gola¸b–Schinzel equation
F (x + F (x)y) = F (x)F (y) (1)
is one of the most important composite type functional equations. It has been
considered for the ﬁrst time by Gola¸b and Schinzel [13]. Some applications of
(1) and its further generalizations can be found e.g. in [2,4,7,14,20] and [23].
For more details concerning Eq. (1) we refer to [1] and to a survey paper [9]. In
[18] it has been shown that some problems in meteorology and ﬂuid mechanics
lead to Eq. (1) on a restricted domain. Inspired by this fact several authors
have considered conditional versions of (1). Continuous solutions f : R → R
of the equation
f(x + f(x)y) = f(x)f(y) for x, y ∈ [0,∞) (2)
have been determined in [3]. Another conditional generalization of (1), namely
the equation
f(x + f(x)y) = f(x)f(y) whenever x, y, x + f(x)y ≥ 0 (3)
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has been considered among others in [10,21,22] and [24]. Some further results
concerning conditional Gola¸b–Schinzel type functional equations can be found
in [5,6,8,12,25] and [26].
During the 14th ICFEI meeting (Be¸dlewo, Poland, 2011) Professor Lud-
wig Reich posed the question concerning solutions of a conditional version of
the following equation
f(x + g(x)y) = f(x)f(y).
Some aspects of this equation have been studied in [11] and [15–17]. Moti-
vated by the question of Professor L. Reich we determine the solutions of the
functional equation
f(x + g(x)y) = f(x)f(y) whenever x, y, x + g(x)y ≥ 0 (4)
in the class of pairs (f, g) of continuous functions mapping the interval [0,∞)
into R. As a consequence of our main result we obtain the solutions of the
equation
F (x + G(x)y) = F (x)F (y) for x, y ∈ [0,∞) (5)
in the class of pairs (F,G) of continuous functions mapping R into R. In
particular we generalize to some extent the results in [3] and [24].
2. Auxiliary Results
We begin with a result which can be easily deduced from [15, Theorem 1].
Proposition 2.1. Assume that F,G : R → R are continuous functions. Then
the pair (F,G) satisfies equation
F (x + G(x)y) = F (x)F (y) for x, y ∈ R (6)
if and only if one of the following possibilities holds:
(i) F (x) = 0 for x ∈ R;
(ii) F (x) = 1 for x ∈ R;
(iii) G(x) = 1 for x ∈ R and there exists a c ∈ R\{0} such that F (x) =
ecx for x ∈ R;
(iv) there exist a c ∈ R\{0} and an r ∈ (0,∞) such that
G(x) = max{1 + cx, 0} for x ∈ R
and
F (x) = (max{1 + cx, 0})r for x ∈ R;
(v) there exist a c ∈ R\{0} and an r ∈ (0,∞) such that
G(x) = 1 + cx for x ∈ R
and either
F (x) = |1 + cx|r for x ∈ R (7)
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or
F (x) = |1 + cx|r · sgn(1 + cx) for x ∈ R. (8)
In the sequel we will use the following notation. Given a function f :
[0,∞) → R, we set Zf = {x ∈ [0,∞)| f(x) = 0}. Moreover, if g : [0,∞) → R
and x ∈ [0,∞) then by g(x) we denote a function g(x) : [0,∞) → R given by
g(x)(y) = x + g(x)y for y ∈ [0,∞).
Remark 2.2. Note that if a pair of functions (f, g), where f, g : [0,∞) → R,
satisﬁes Eq. (4) then
f(g(x)(y)) = f(x)f(y) whenever x, y, g(x)(y) ≥ 0. (9)
In particular, for every x, y ∈ [0,∞) such that g(x)(y) ≥ 0 there holds
g(x)(y) ∈ Zf if and only if (x ∈ Zf or y ∈ Zf ). (10)
Moreover g(x)(0) = x for every x ∈ [0,∞).
Now we prove some preliminary results concerning the solutions of
Eq. (4).
Lemma 2.3. Assume that a pair of functions (f, g), where f, g : [0,∞) → R,
satisfies Eq. (4). Then:
(a) f(0) ∈ {0, 1},
(b) if f(0) = 0 then f(x) = 0 for x ∈ [0,∞),
(c) either f(x) = 1 for x ∈ [0,∞), or Zg ⊂ Zf .
Proof. (a) It is enough to apply (4) with x = y = 0.
(b) Assume that f(0) = 0. Then, putting in (4) y = 0, we get the assertion.
(c) Assume that f(x1) = 1 for some x1 ∈ [0,∞). Since the case where Zg = ∅
is trivial, assume that Zg = ∅ and ﬁx an x0 ∈ Zg. Then, applying (4)
with x = x0 and y = x1, we get f(x0) = f(x0)f(x1). As f(x1) = 1, this
means that x0 ∈ Zf . 
Lemma 2.4. Assume that f, g : [0,∞) → R are continuous functions and
f(0) = 1. If the pair (f, g) satisfies Eq. (4) and Zf contains at least two
elements then Zf = [z,∞) with some z ∈ (0,∞).
Proof. Assume that (f, g) satisﬁes (4) and Zf contains at least two elements.
First we show that Zf is an interval. For the proof by contradiction, suppose
that it is not true. Note that as f is continuous, Zf is closed. Thus, there exist
z1, z2 ∈ Zf such that z1 < z2 and
(z1, z2) ∩ Zf = ∅. (11)
In view of Lemma 2.3(c), from (11) follows that (z1, z2) ∩ Zg = ∅. Since g is
continuous, this means that either g(x) < 0 for x ∈ (z1, z2), or g(x) > 0 for
x ∈ (z1, z2). In the ﬁrst case, for every x ∈ (z1, z2), g(x) is strictly decreasing,
whence g(x)(z2) < g(x)(0) = x < z2. Furthermore, as z2 ∈ Zf , in view of
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Remark 2.2, for every x ∈ (z1, z2), either g(x)(z2) < 0 or g(x)(z2) ∈ Zf . Thus,
for every x ∈ (z1, z2), g(x)(z2) ≤ z1 and so g(x) ≤ z1−xz2 . Since g is continuous,
this implies that g(z2) = z1−z2z2 < 0. Thus
z1−z2
2g(z2)
> 0 and z2 + g(z2) z1−z22g(z2) =
z1+z2
2 > 0, so taking in (4) x = z2 and y =
z1−z2
2g(z2)






Hence z1+z22 ∈ Zf , which contradicts (11).
If g(x) > 0 for x ∈ (z1, z2) then arguing as previously we get g(x) ≥ z2−xz1
for x ∈ (z1, z2). Therefore g(z1) > 0 and so, as z2−z12g(z1) > 0 and z1+g(z1) z2−z12g(z1) =
z1+z2
2 > 0, putting in (4) x = z1 and y =
z2−z1
2g(z1)
, we obtain z1+z22 ∈ Zf which
again contradicts (11).
In this way we have proved that Zf is an interval. Let z := minZf and
zmax := supZf . Suppose that zmax < ∞. Then Zf = [z, zmax]. Moreover,
according to Remark 2.2, g(x)(zmax) ≤ zmax for x ∈ (zmax,∞). Hence g(x) ≤
1 − xzmax < 0 for x ∈ (zmax,∞). This means that, for every x ∈ (zmax,∞),
g(x) is strictly decreasing. Thus
g(x)(y) < g(x)(0) = x for x ∈ (zmax,∞), y ∈ (0,∞). (12)
Note also that
zmax < g
(x)(y) for x ∈ (zmax,∞), y ∈ (0, z). (13)
Otherwise, as g(x) is continuous for x ∈ [0,∞) and zmax < x = g(x)(0) for
x ∈ (zmax,∞), we would have g(x)(y) = zmax for some x ∈ (zmax,∞) and
y ∈ (0, z), which contradicts (10). Now, from (12) and (13) we derive that
g(x)(y) ∈ (zmax, x) for x ∈ (zmax,∞), y ∈ (0, z). Since g(x) is continuous for
x ∈ [0,∞) this means that g(x)(z) ∈ [zmax, x] ⊂ [0,∞) for x ∈ (zmax,∞).
Furthermore, making use of (10), we get g(x)(z) ∈ Zf = [z, zmax] for x ∈
(zmax,∞). Thus g(x)(z) = zmax for x ∈ (zmax,∞), whence g(x) = zmax−xz for
x ∈ (zmax,∞). Therefore, taking x0 := zmax+ 12z and y0 := 2zmax−z, we have
x0, y0 > zmax > 0 and g(x0)(y0) = x0+g(x0)y0 = zmax+ 12z− 12 (2zmax−z) = z.
Since Zf = [z, zmax], this contradicts (10). Consequently zmax = ∞ and so
Zf = [z,∞). 
3. Main Results
The next theorem is the main result of the paper.
Theorem 3.1. Assume that f, g : [0,∞) → R are continuous functions. Then
the pair (f, g) satisfies Eq. (4) if and only if one of the subsequent possibilities
holds:
(i) f(x) = 0 for x ∈ [0,∞);
(ii) f(x) = 1 for x ∈ [0,∞);
(iii) g(x) = 1 for x ∈ [0,∞) and there exists a c ∈ R\{0} such that f(x) =
ecx for x ∈ [0,∞);
Vol. 66 (2014) Continuous Solutions of Conditional Equations 203
(iv) there exist a c ∈ (0,∞) and an r ∈ R\{0} such that
g(x) = 1 + cx for x ∈ [0,∞) (14)
and
f(x) = (1 + cx)r for x ∈ [0,∞);
(v) there exist a c ∈ (−∞, 0) and an r ∈ (0,∞) such that g is of the form
(14) and either
f(x) = |1 + cx|r for x ∈ [0,∞) (15)
or
f(x) = |1 + cx|r · sgn(1 + cx) for x ∈ [0,∞); (16)
(vi) there exist a c ∈ (−∞, 0), an r ∈ (0,∞) and a continuous function
φ :
[− 1c ,∞
) → [0,∞) with φ (− 1c
)
= 0 such that
g(x) =
{
1 + cx for x ∈ [0,− 1c )
φ(x) for x ∈ [− 1c ,∞)
and
f(x) = (max{1 + cx, 0})r for x ∈ [0,∞).
Proof. Assume that the pair (f, g) satisﬁes (4). Then, in view of Lemma 2.3(a),
f(0) ∈ {0, 1}. Moreover, if f(0) = 0 then applying Lemma 2.3(b), we get (i).
So, assume that f(0) = 1. Then, according to Lemma 2.4, one of the following
three cases holds:
(I) Zf = ∅;
(II) Zf = {z} with some z ∈ (0,∞);
(III) Zf = [z,∞) with some z ∈ (0,∞).
Case (I) If f(x) = 1 for x ∈ [0,∞) then (ii) is valid. Suppose that
f(x1) = 1 for some x1 ∈ (0,∞). Then, in view of Lemma 2.3(c), Zg = ∅. Since
g is continuous this implies that either g(x) < 0 for x ∈ [0,∞), or g(x) > 0
for x ∈ [0,∞). In the ﬁrst case, taking y = x11−g(x1) , we have y > 0 and
x1+g(x1)y = y > 0. Hence, making use of (4), we get f(y) = f(x1+g(x1)y) =
f(x1)f(y). As Zf = ∅ and f(x1) = 1, this yields a contradiction. Thus g(x) > 0
for x ∈ [0,∞), so in view of (4), we get
f(x + g(x)y) = f(x)f(y) for x, y ∈ [0,∞). (17)
If g(x) = 1 for x ∈ [0,∞) then we have f(x + y) = f(x)f(y) for x, y ∈ [0,∞).
Hence, as f is continuous, not identically equal to 1 and Zf = ∅, applying [19,
p. 311, Theorem 4] and [27, Corollary 2], we obtain (iii).
Assume that g(x0) = 1 for some x0 ∈ [0,∞) and put k := g(x0) and
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Since Zf = ∅, this gives a = 1. Furthermore, taking in (17) x = x0, we








= f(x) for x ∈ [0,∞), n ∈ N. Thus letting n → ∞ and using





for x ∈ [0,∞). Consequently
f is constant and so, as f(0) = 1, we get f(x) = 1 for x ∈ [0,∞), which
yields a contradiction. Therefore we have proved that k > 1. Since x0 is ﬁxed
arbitrarily this means that
g(x) ≥ 1 for x ∈ [0,∞). (18)
Moreover, applying (17) with x = x0, we get f(x0 + kx) = af(x) for


















as h is continuous, there is a continuous 1-periodic function ω : R → R such
that h(x) = ω(x) for x ∈ [ logk
(− x01−k
)














for x ∈ [0,∞). (20)
Since ω is a 1-periodic function, inserting into (17) f of the form (20) and











































for x, y ∈ [0,∞), n ∈ N.













for x ∈ [0,∞), y ∈
(
− x0





f(x) = Ψ(g(x)) for x ∈ [0,∞), (22)
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for z ∈ g([0,∞)).
From (21) and (22) we obtain
f¯(zy) = Ψ(z)f¯(y) for z ∈ g([0,∞)), y ∈
(
− x0




( − x01−k ,∞
) → R is of the form f¯(z) = f(z + x01−k
)
. Since k > 1, we
have
( − x01−k ,∞
) ⊂ (0,∞). Furthermore, as f is nonconstant and continuous,
so are f¯ and Ψ. Note also that, in view of (18) and (22), g([0,∞)) is a non-
degenerate interval contained in [1,∞). Thus int g([0,∞)) × ( − x01−k ,∞
)
is
a nonempty, open and connected subset of (0,∞)2. Therefore, applying [19,
p. 311, Theorem 6] and [27, Corollary 2], from (23) we derive that there exist









for x ∈ (0,∞). (24)
As f is continuous this implies that 1 = f(0) = α
( − x01−k
)r. Thus α > 0 and
f(x) = (1 + α
1
r x)r for x ∈ [0,∞). (25)
Inserting into (17) f of the form (25) we get
(1 + α
1
r (x + g(x)y))r = (1 + α
1
r x)r(1 + α
1
r y)r for x, y ∈ [0,∞).
Taking in the last equality y = 1 and using the injectivity of the map (0,∞) 
x → xr ∈ (0,∞) after a straightforward calculation we obtain g(x) = 1+α 1r x
for x ∈ [0,∞), which together with (25) gives (iv) with c := α 1r .
Case (II) According to Remark 2.2, for every x ∈ [0,∞), we have either
g(x)(z) < 0 or g(x)(z) ∈ Zf = {z}. Hence, for every x ∈ [0,∞), we get either
g(x) < −xz or g(x) = 1 − xz . Since g is continuous this means that either
g(x) < −x
z
< 0 for x ∈ [0,∞) (26)
or
g(x) = 1 − x
z
for x ∈ [0,∞). (27)
If (26) holds then − zg(z) > 0 and z + g(z)
( − zg(z)
)
= 0, so applying (4) with










= 0, which gives a contradiction. Therefore (27) is valid. Next, note that
if x ∈ [0,∞) and y ∈ [0, z], in view of (27), we get x+g(x)y = x(1− yz
)
+y ≥ 0.
Thus (4) and (27) imply
f
(
x + y − xy
z
)
= f(x)f(y) for x ∈ [0,∞), y ∈ [0, z]. (28)
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Let f1 : [0, 1] → R be given by
f1(x) = f(z(1 − x)) for x ∈ [0, 1]. (29)
Then f1 is continuous and nonconstant [because f1(0) = f(z) = 0 and f1(1) =
f(0) = 1]. Moreover, in view of (28), we get
f1(uv) = f(z(1 − uv)) = f
(
z(1 − u) + z(1 − v) − 1
z
z(1 − u)z(1 − v)
)
= f(z(1 − u))f(z(1 − v)) = f1(u)f1(v) for u, v ∈ [0, 1].
Therefore, applying [19, p.311, Theorem 6], we conclude that there exists an
r ∈ (0,∞) such that
f1(u) = ur for u ∈ [0, 1]. (30)






for x ∈ [0, z]. (31)




































f2(uv) = f2(u)f1(v) for u ∈ (0,∞), v ∈ (0, 1), (32)
where f2 : (0,∞) → R is given by
f2(x) = f(z(1 + x)) for x ∈ (0,∞). (33)
Since f2 is continuous, (0,∞) × (0, 1) is an open and connected subset of
(0,∞)2 and f2(x) = 0 for x ∈ (0,∞) (because Zf = {z}), applying [19,
p.311, Theorem 6] and [27, Corollary 2], from (30) and (32) we derive that
f2(u) = αur for u ∈ (0,∞) (34)
with some α ∈ R\{0}. Furthermore, in view of (27), we get 2z+g(2z) ·2z = 0.
Thus, as f(0) = 1, putting in (4) x = y = 2z, we obtain f(2z)2 = 1. Hence
(33) and (34) imply that α = f2(1) = f(2z) ∈ {−1, 1}. If α = 1 then from




)r for x ∈ (z,∞), which together




∣r for x ∈ [0,∞). If α = −1 then from (33) and
(34) follows that f(x) = − (xz − 1









for x ∈ [0,∞). Hence, as − 1z < 0, taking into
account (27), we obtain (v) with c := − 1z .
Case (III) According to Remark 2.2, for every x ∈ [0, z), either g(x)(z) < 0
or g(x)(z) ∈ Zf = [z,∞). Thus, for every x ∈ [0, z), we have either g(x) < −xz
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or g(x) ≥ 1 − xz . Therefore, using the continuity of g we conclude that either
g(x) < −xz for x ∈ [0, z) or
g(x) ≥ 1 − x
z
> 0 for x ∈ [0, z). (35)
Arguing as in the previous case we exclude the ﬁrst possibility. So, (35) is
valid. Suppose that g(x) > 1 − xz for some x ∈ [0, z). Then g(x)(0) = x <
z < x + g(x)z = g(x)(z). As g(x) is continuous this means that there is a
y ∈ (0, z) such that g(x)(y) = z ∈ Zf . Since x, y ∈ (0, z) and (0, z) ∩ Zf = ∅,
this contradicts (10). Consequently, using again the continuity of g, we get
g(x) = 1 − x
z
for x ∈ [0, z]. (36)
Furthermore, similarly as in the previous case, we obtain that the function
f1 : [0, 1] → R given by (29) is nonconstant, continuous and it satisﬁes the
equation f1(uv) = f1(u)f1(v) for u, v ∈ [0, 1]. Hence, applying [19, p.311, The-
orem 6], we obtain (31) with some r ∈ (0,∞). Suppose that g(x0) < 0 for









= 12z > 0. Thus, in view















) = 0 and f(x0) = 0. This yields a contradiction. Therefore
g(x) ≥ 0 for x ∈ [z,∞) and so, taking into account (31) and (36), we obtain
(vi) with c := − 1z and φ := g|[z,∞).
The converse is easy to check. 
From Theorem 3.1 we derive the following result (cf. [24]).
Corollary 3.2. A continuous function f : [0,∞) → R satisfies Eq. (3) if and
only if one of the following possibilities holds:
(i) f(x) = 0 for x ∈ [0,∞);
(ii) there exist a c ∈ R such that
f(x) = 1 + cx for x ∈ [0,∞); (37)
(iii) there exist a c ∈ (−∞, 0) such that
f(x) = max{1 + cx, 0} for x ∈ [0,∞). (38)
It is well known (cf. e.g. [1,13]) that a continuous function F : R → R
satisﬁes equation
F (x + F (x)y) = F (x)F (y) for x, y ∈ R (39)
if and only if F (x) = 0 for x ∈ R or F (x) = 1 + cx for x ∈ R with some c ∈ R
or F (x) = max{1 + cx, 0} with some c ∈ R\{0}. Therefore from Corollary 3.2
we derive the following extension result for (3).
Corollary 3.3. If a continuous function f : [0,∞) → R satisfies Eq. (3) then
there exists a continuous function F : R → R satisfying (39) such that
f(x) = F (x) for x ∈ [0,∞). (40)
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The next example shows that in the case of (4) the counterpart of Corol-
lary 3.3 does not hold.
Example. Let g, f : [0,∞) → R be given by g(x) = |1 − x| for x ∈ [0,∞) and
f(x) = max{1 − x, 0} for x ∈ [0,∞). Then f and g are continuous and the
pair (f, g) satisﬁes Eq. (4). However, in view of Proposition 2.1, there is no
pair (F,G) of continuous functions F,G : R → R satisfying (6) such that (40)
holds and g(x) = G(x) for x ∈ [0,∞).
Now, applying Theorem 3.1, we determine continuous solutions of Eq. (5).
Theorem 3.4. Assume that F,G : R → R are continuous functions. Then the
pair (F,G) satisfies Eq. (5) if and only if one of the subsequent possibilities
holds:
(a) F (x) = 0 for x ∈ R;
(b) F (x) = 1 for x ∈ R;
(c) F (x) = 0 for x ∈ [0,∞) and G([0,∞)) ⊂ [0,∞);
(d) F (x) = 1 for x ∈ [0,∞) and G([0,∞)) ⊂ [0,∞);
(e) G(x) = 1 for x ∈ [0,∞) and there exists a c ∈ R\{0} such that F (x) =
ecx for x ∈ [0,∞);
(f) there exist a c ∈ (0,∞) and an r ∈ R\{0} such that
G(x) = 1 + cx for x ∈ [0,∞) (41)
and
F (x) = (1 + cx)r for x ∈ [0,∞);
(g) there exist a c ∈ (−∞, 0) and an r ∈ (0,∞) such that G is of the form
(41) and F is either of the form (7) or (8);
(h) there exist a c ∈ (−∞, 0), an r ∈ (0,∞) and a continuous function φ :[− 1c ,∞
) → [0,∞) with φ (− 1c
)
= 0 such that
G(x) =
{
1 + cx for x ∈ [0,− 1c )
φ(x) for x ∈ [− 1c ,∞)
and
F (x) = (max{1 + cx, 0})r for x ∈ [0,∞).
Proof. It is easy to check that if one of the possibilities (a)–(h) holds then
the pair (F,G) satisﬁes (5). So, assume that the pair (F,G) satisﬁes (5). Let
f := F|[0,∞) and g := G|[0,∞). Then f and g are continuous and the pair (f, g)
satisﬁes (4). Therefore, according to Theorem 3.1, one of the cases (i)-(vi)
holds. Obviously (iii) implies (e), (iv) leads to (f) and (vi) yields (h). If (i)
holds then F (x) = 0 for x ∈ [0,∞), so if G(x0) < 0 for some x0 ∈ [0,∞), then
in view of (5), we get F (x0+G(x0)y) = 0 for y ∈ [0,∞). Since {x0+G(x0)y| y ∈
[0,∞)} = (−∞, x0] this means that F (x) = 0 for (−∞, x0]. Consequently,
either (a) or (c) holds. Similarly, if (ii) is valid then F (x + G(x)y) = 1 for
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x, y ∈ [0,∞). So, if G(x0) < 0 for some x0 ∈ [0,∞), then arguing as previously
we conclude that F (x) = 1 for x ∈ (−∞, x0]. Thus either (b) or (d) holds.
It remains to consider the case where (v) is valid. First note that (14)













1 whenever (15) holds,
−1 whenever (16) holds. (42)




Therefore, applying (5), we obtain













































for x ∈ (−∞, 0).
Hence, making use of (42), we get F (x) = f
(− 2c − x
)
= |1 + cx|r for x ∈
(−∞, 0), whenever (15) holds; and F (x) = −f (− 2c − x
)
= |1+cx|r sgn(1+cx)
for x ∈ (−∞, 0), whenever (16) holds. Thus (g) is valid. 
From Theorem 3.4 one can deduce the following result (cf. [3]).
Corollary 3.5. A continuous function f : R → R satisfies Eq. (2) if and only if
one of the following possibilities holds:
(i) f(x) = 0 for x ∈ [0,∞);
(ii) there exists a c ∈ [0,∞) such that (37) holds;
(iii) there exists a c ∈ (−∞, 0) such that either (38) holds or f(x) = 1 +
cx for x ∈ R.
As a consequence of Corollary 3.5 we have the extension result for Eq. (2).
Corollary 3.6. If a continuous function f : R → R satisfies Eq. (2) then there
exists a continuous function F : R → R satisfying (39) such that (40) holds.
Remark 3.7. A counterpart of Corollary 3.6 does not hold for (5). To see this,
it is enough to take G : R → R of the form G(x) = |1 − x| for x ∈ R and
F : R → R given by F (x) = max{1 − x, 0} for x ∈ R.
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