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1. Introduction
In [2], Kolmogorov discovered an important connection between
time reversible diffusions and Gibbs measures in the context of finite-
dimensional processes. Here, we extend this problematic to the case of
some infinitely many interacting diffusions. More precisely, we consider
an infinite system of hard spheres in Rd undergoing Brownian motions
and submitted to the influence of a smooth finite range pair potential.
On one side, systems of infinite Brownian particles (i.e., spheres with
radius 0) with smooth pair interaction have been treated in a pioneer work
by R. Lang [3], and then by J. Fritz [1]. On another side, a system of
infinitely many Brownian spheres without external potential was studied
by H. Tanemura [8]. In the present paper, the model is a mixture of
both models. We deal with Brownian motions submitted to the sum of
a hard core potential and a smooth finite range pair potential. We prove
existence and uniqueness of a solution of corresponding equation (E)
stated in Section 3, under the condition that the initial density of spheres
is small enough (condition z < zc in Theorem 2.3, which is natural from
a physical point of view). We also obtain that Gibbs initial measures are
reversible.
Let us just mention that the law of such processes could be studied
from Dirichlet form point of view. H. Tanemura [9] did it for pure hard
core systems. See also the work of H. Osada [4] and M. Yoshida [10] for
a large class of potentials.
After a second section where notations are introduced, in Section 3 we
present the infinite dimensional equation (E) and we state the results. The
sequence of approximating solutions is built in Section 4. In Section 5 we
prove technical estimates needed in Section 6, for the convergence of the
approximations. Finally, Section 7 is devoted to complete the proof of the
main results.
2. Configuration spaces and notations
The particles we deal with in the present paper evolve in Rd , for a
fixed d > 1, endowed with the euclidian norm denoted by | |. B(x0, ρ)
will denote the closed ball centered in x0 ∈ Rd with radius ρ and more
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generally, for any subset A in Rd , we let
B(A,ρ)= {x ∈Rd such that d(x,A)6 ρ},
where d(x,A) denotes the (euclidian) distance between A and x. By
simplicity, the volume of a subset A in Rd is also denoted by |A|.
The modelization of point configurations may be done in two equiv-
alent ways: the first possibility is to represent an n points configuration
in Rd as a subset (with multiplicity) of cardinal n in Rd , that is as an
equivalence class on (Rd)n under the action of the permutation group Sn
on {1, . . . , n}. The second possibility is to modelize it as a point measure∑n
i=1 δξi .
More generally, the set of all point configurations in Rd will be the set
M of all point Radon measures on Rd , that is
M=
{
ξ = ∑
i∈I⊂N
δξi such that ξi ∈Rd and ∀Λ compact in Rd,
ξ(Λ) <+∞
}
,
endowed with the topology of vague convergence.
We introduce the following notations.
• For A⊂Rd , NA is the counting variable onM:
NA(ξ)= Card{i ∈ N, ξi ∈A}.
• For A ⊂ Rd , BA is the σ -algebra on M generated by the sets
{NB = n}, n ∈N, B ⊂A, B bounded.
• pi (respectively piA) is the Poisson process on Rd (respectively on
A) with intensity measure the Lebesgue measure dx (respectively
dx|A).
The particles we deal with in this paper are not reduced to points but
are hard spheres of radius r/2, for a fixed r > 0. So the set of “allowed
configurations” is the following subset ofM:
A= {ξ ∈M such that ∀i 6= j |ξi − ξj |> r}.
Let us denote C(R+,M) the set of continuous M-valued paths on R+,
endowed with the topology of uniform convergence on each compact
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time interval. The subset of all “allowed” configuration evolutions is
C(R+,A)= {X ∈ C(R+,M) such that ∀t > 0 X(t) ∈A}.
Remark 2.1. – We study here the evolution of a particles configuration
under the influence of an interaction potential with finite range R. Then
a fixed particle can interact with at most a finite number N of particles,
which is clearly bounded by (R+ r/2)d/(r/2)d .
3. Statement of the results
Let (Ω,F,P ) be a probability space with a right continuous filtra-
tion {Ft}t>0 such that each Ft contains all P -negligible sets and let
(Wi(t), t > 0)i∈N be a family of Ft -adapted independent d-dimensional
Brownian motions.
We consider the following infinite system of stochastic equations:
(E)

For i ∈N, t ∈R+,
Xi(t)=Xi(0)+Wi(t)− 12
∑
j∈N
t∫
0
∇ϕ(Xi(s)−Xj(s))ds
+∑
j∈N
t∫
0
(
Xi(s)−Xj(s)) dLij (s),
where
• (Xi(t), t > 0)i∈N is a continuous A-valued process, i.e. satisfying∣∣Xi(t)−Xj(t)∣∣> r for t > 0 and i 6= j ;
• ϕ is a smooth stable pair potential with finite range R;
• (Lij (t), t > 0)i,j∈N is a family of non-decreasing R+-valued
continuous processes satisfying:
Lij (0)= 0, Lij ≡ Lji and Lij (t)=
t∫
0
1|Xi(s)−Xj(s)|=r dLij (s).
By convention, we will always take Lii ≡ 0.
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A solution of the system (E) is a family (Xi(t),Lij (t), t > 0, i, j ∈N)
(or simply (Xi(t), t > 0)i∈N) of processes such that the equation (E) and
the above conditions are satisfied.
Then the interaction between the coordinates of the process derives
from the action of two potentials:
• ϕ a pair potential, function on Rd of class C2 with finite range
R > r , i.e., satisfying ϕ(x)= 0 if |x|> R and ϕ(x)= ϕ(−x) (then
∇ϕ(0)= 0). We denote by ϕ the following lower bound:
ϕ = inf|x|>r ϕ(x)6 0.
• ψ a r-diameter hard core pair potential, i.e., such that ψ(x)=+∞
if |x|< r and ψ(x)= 0 otherwise.
We now define the set G(z) of Gibbs states associated to the potential
ϕ+ψ with activity parameter z ∈R+. For each compact subset Λ of Rd ,
let us define a local density function by:
fΛ(ξ |η)= z
NΛ(ξ)
e−|Λ|ZΛ,η
1A(ξΛηΛc)(1)
× exp
(
−1
2
∑
ξi ,ξj∈Λ
i 6=j
ϕ(ξi − ξj )−
∑
ξi∈Λ
ηj∈Λc
ϕ(ξi − ηj )
)
,
where ZΛ,η is a renormalizing constant determined by
ZΛ,η =
+∞∑
n=0
zn
n!
∫
Λn
1A(ξΛηΛc)
× exp
(
− ∑
16i<j6n
ϕ(ξi − ξj )−
∑
16i6n
ηj∈Λc
ϕ(ξi − ηj )
)
dξ1 · · ·dξn,
and ξΛηΛc is the element of (Rd)N which coincides with ξ onΛ and with
η on Λc.
DEFINITION 3.1. – A probability measure µ onM belongs to the set
G(z) of Gibbs states with activity z and associated potential ϕ+ψ if and
only if, for each compact subset Λ⊂Rd ,
dµ(ξ |BΛc)(η)= fΛ(ξ |η) dpiΛ(ξ) for µ-a.e. η.
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The set G(z) is convex and compact. Since ϕ +ψ is a potential which
is superstable and lower regular in the sense of Ruelle [5], G(z) is non
empty but the question if G(z) is reduced to only one measure for z large
enough is still an open problem.
The main results of this paper are the following theorems, proved in
Section 6.
THEOREM 3.2. – The continuous gradient system (E) admits a
solution with values in A for all initial configuration which belongs a.s
to a set A ⊂ A defined by Eq. (20). This solution, denoted by (X∞(t),
t > 0), is Markovian and is unique as element of C ⊂ C(R+,A), a subset
of regular paths defined in Section 7.
THEOREM 3.3. – Let z < zc be a fixed activity, with
zc = exp(2Nϕ)
(Rd − rd )|B(0,1)| .
The A-valued process solution of (E) with an initial configuration
distributed like µ ∈ G(z) is reversible.
Remark 3.4. – The existence of a critical value for the activity z is
natural, it is related to the still open problem of percolation for the hard
core continuous system. The value of zc given here appears for technical
reasons in Corollary 5.5, where a percolation type estimate is computed.
4. Construction of approximating processes
The solution of (E) will be constructed as a limit of approximating
processes (Xl)l∈N∗ , by penalization. In this whole section, l ∈ N∗ and
Λ= [−l, l]d are fixed.
For an allowed configuration η concentrated outside Λ, we fix a R+-
valued function ψl,η on Rd which is C2 with bounded derivatives and
vanishes on every x ∈Λ such that xη is an allowed configuration, that is
ψl,η(x)= 0⇔ x ∈Λ and xη ∈A⇔ x ∈Λ and d(x, η)> r.
We extend the definition of ψl,η to configurations η ∈A not necessarily
belonging to (Λc)N by ψl,η =ψl,ηΛc .
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We also suppose that, for every η ∈A,∑
l∈N∗
∫
Rd
1ψl,η(x)>0 exp
(−ψl,η(x))dx 6 1.(2)
(Choose for example ψl,η(x) = 15 l3δ(x) where δ is a C2 function with
bounded derivatives which is equivalent to d(·,Λ−B(ηΛc , r)) on Rd .)
For η ∈ A still fixed, and for n ∈ N∗, let us now study the n-
dimensional stochastic differential equation:
(E l,ηn )

∀i ∈ {1, . . . , n}, ∀t > 0,
dXi(t)= dWi(t)− 12
(
∇ψl,η(Xi(t))
+ ∑
j=1,...,n
∇ϕ(Xi(t)−Xj(t))
+ ∑
j,ηj∈Λc
∇ϕ(Xi(t)− ηj))dt
+ ∑
j=1,...,n
(
Xi(t)−Xj(t))dLij (t).
It is a stochastic equation reflected inA∩(Rd)n with drift− 12∇βl,ηn where
βl,ηn (x1, . . . , xn)(3)
= ∑
i=1,...,n
(
ψl,η(xi)+ 12
∑
j=1,...,n
j 6=i
ϕ(xi − xj )+
∑
j,ηj∈Λc
ϕ(xi − ηj )
)
.
It has a unique strong solution for each initial configuration x ∈
A ∩ (Rd)n (see Theorem 5.1 of [6]). We will denote this solution by
Xl,η,n(x, ·).
PROPOSITION 4.1. – The law, denoted by Ql,ηn , of the solution of
(E l,ηn ) with initial condition νl,ηn is reversible, where νl,ηn is the finite
measure defined on (Rd)n by
dνl,ηn (x1, . . . , xn)= exp
(−βl,ηn (x1, . . . , xn))1A(x1, . . . , xn) dx1 · · ·dxn.
Proof of Proposition 4.1. – In this proof, l, η and n are fixed, hence we
drop the indices and simply write β, ν, Q for βl,ηn , νl,ηn , Ql,ηn , etc. Thanks
to Theorem 5.1 of [6] again, the stochastic differential equation
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∀i ∈ {1, . . . , n}, ∀t > 0, x ∈A∩ (Rd)n,
Xi(t)= xi +Wi(t)+
t∫
0
∑
j=1,...,n
(
Xi(s)−Xj(s)) dLij (s),
Lij (t)=
t∫
0
1|Xi(s)−Xj(s)|=r dLij (s),
has a unique strong solution, whose law on C([0, T ],A ∩ (Rd)n) is
denoted by P x . It is known (see, e.g., Theorem 1 of [7]) that the measure
P =
∫
A∩(Rd)n
P
x
dx
is time reversible.
If Qx is the distribution of the unique strong solution of (E l,ηn ) starting
from x, and
Q=
∫
A∩(Rd )n
Qx dν(x)
is the law of the solution with initial distribution ν, applying Girsanov
theorem, we can compute the density:
dQ
dP
(X)= exp
(
−1
2
(
β
(
X(0)
)+ β(X(T )))
+ 1
2
T∫
0
∑
i,j=1,...,n
∇iβ(X(s))(Xi(s)−Xj(s))dLij (s)
+
T∫
0
(1
4
1β
(
X(s)
)− 1
8
∣∣∇β(X(s))∣∣2)ds).
Since P and dQ/dP are invariant with respect to the time reversal, Q
is time reversal invariant too, which exactly means that the solution of
(E l,ηn ) starting from ν is reversible. 2
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The finite measure νl,ηn on (Rd)n is an approximation of the distribution
of n particles under (ϕ+ψ)-interaction inΛ. We now define a probability
measure µl,η on
⋃+∞
n=0(Rd)n which will represent the distribution of
a random number of particles in Λ, this number following a Poisson
distribution with intensity measure z dx, by:
∀A0 ×A1 × · · · ×An × · · · ∈
+∞∏
n=0
Bor((Rd)n),(4)
µl,η(A0 ×A1 × · · · ×An × · · ·)= 1
Zl,η
+∞∑
n=0
zn
n!ν
l,η
n (An),
where Zl,η is the renormalizing constant (with the convention νl,η0 ({∅})=
1).
Similarly, consider the probability measure on
⋃+∞
n=0 C(R+, (Rd)n)
defined by
Ql,η = 1
Zl,η
+∞∑
n=0
zn
n!Q
l,η
n .
This reversible law is obviously the distribution of the unique strong
solution Xl,η of the following finite (but random)-dimensional stochastic
equation:
(E l,η)

∀i ∈ {1, . . . ,N} where N := Card(Xl,η(0)), ∀t > 0,
dX
l,η
i (t)= dWi(t)−
1
2
(
∇ψl,η(Xl,ηi )+ N∑
j=1
∇ϕ(Xl,ηi −Xl,ηj )
+ ∑
j,ηj∈Λc
∇ϕ(Xl,ηi − ηj ))(t) dt
+
N∑
j=1
(
X
l,η
i (t)−Xl,ηj (t)
)
dL
l,η
ij (t),
∀i, j ∈ {1, . . . ,N}Ll,ηij = Ll,ηji , Ll,ηij (0)= 0,
L
l,η
ij nondecreasing and ∀t > 0,
L
l,η
ij (t)=
t∫
0
1|Xl,η
i
(s)−Xl,η
j
(s)|=r dL
l,η
ij (s), X
l,η(0) (d)= µl,η.
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Finally, let us randomize the external configuration η and consider the
following infinite dimensional stochastic equation
(E l)

∀i ∈N such that Xli(0) ∈Λ, ∀t > 0,
dXli(t)= dWi(t)−
1
2
(
∇ψl,Xl(0)(Xli(t))
+∑
j
∇ϕ(Xli(t)−Xlj (t)))dt
+ ∑
j,Xl
j
(0)∈Λ
(
Xli(t)−Xlj (t)
)
dLlij (t),
∀i ∈N such that Xli(0) /∈Λ, Xli(·)≡Xli(0),∀i, j, Llij = Llji, Llij (0)= 0, Llij nondecreasing and ∀t > 0,
Llij (t)= 1Xl
i
(0)∈Λ1Xl
j
(0)∈Λ
t∫
0
1|Xl
i
(s)−Xl
j
(s)|=r dL
l
ij (s).
For each deterministic initial configuration Xl(0) ∈A, the equation (E l)
has a unique strong solution (Xl,Ll) since it reduces to the dynamics of
(E l,ηn ) with η=Xl(0)∩Λc and n=Card(Xl(0)∩Λ).
5. Estimates on the path set
In this section, we want to prove that the probability of trajectories
of particles which interact too much, vanishes asymptotically when
l→+∞. We will use this result to construct the limit of (Xl)l in the
next section.
5.1. Probability of fast motion
We obtain (in Proposition 5.2) an estimate of the probability, under
Ql,η, that a particle moves “too fast”. We first compute the probability of
fast motion between two fixed bounded domains in Rd .
Let A0 and AT be bounded subsets of Rd , ε > 0 and δ ∈]0, T ].
Fm(A0,AT , ε, δ)= {X ∈ C([0, T ],A),∃i such that Xi(0) ∈A0,
Xi(T ) ∈AT and w(Xi, δ, T ) > ε},
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where
w(Xi, δ, T )= sup
|t−s|<δ
06s,t6T
∣∣Xi(t)−Xi(s)∣∣
is the usual modulus of continuity of the path Xi .
LEMMA 5.1. – There exists a constant C0 > 0 depending only on T ,
z, R, r , d and ϕ, such that for each A0, AT bounded subsets of Rd and
each ε > 0, δ ∈]0, T ], we have:
∀l ∈N∗, ∀η ∈A,
Ql,η
(Fm(A0,AT , ε, δ))6 C0(|A0| + |AT |)1
δ
exp
(
− ε
2
20δ
)
.
For every K ∈ N∗, ε > 0 and δ ∈]0, T ], let Fm(K,ε, δ) be the
following event:
Fm(K,ε, δ)= {X ∈ C([0, T ],A) such that ∃i, Xi(0) ∈ B(0,K)
and w(Xi, δ, T ) > ε
}
.
PROPOSITION 5.2. – There exists a constant C1 > 0 depending only
on T , z, R, r , d and ϕ, and a constant C2 > 0 depending only on T and
d , such that:
∀K ∈N∗, ∀ε > 0, ∀δ ∈]0, T ], ∀l ∈N∗, ∀η ∈A,
Ql,η
(Fm(K,ε, δ))6C1Kd 1
δ
exp
(
−C2 ε
2
δ
)
.
Proof of Lemma 5.1. – We first need an estimate of Ql,ηn (Fm(A0,AT ,
ε, δ)∩ (Rd)n).
By construction, the processes:(
Wi(t)=Xl,η,ni (t)−Xl,η,ni (0)+
1
2
t∫
0
∇iβl,ηn
(
Xl,η,n(s)
)
ds
−
t∫
0
∑
j=1,...,n
(
X
l,η,n
i (s)−Xl,η,nj (s)
)
dL
l,η,n
ij (s)
)
16i6n
and
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(
Ŵi(t)=Xl,η,ni (T − t)−Xl,η,ni (T )+
1
2
T∫
T−t
∇iβl,ηn
(
Xl,η,n(s)
)
ds
−
T∫
T−t
∑
j=1,...,n
(
X
l,η,n
i (s)−Xl,η,nj (s)
)
dL
l,η,n
ij (s)
)
16i6n
,
are both n-dimensional Brownian motions on [0, T ] starting from 0.
Remarking that
∀t ∈ [0, T ], Xl,η,n(t)−Xl,η,n(0)= 1
2
(
W(t)+ Ŵ(T − t)− Ŵ (T ))
we obtain:
Ql,ηn
((Fm(A0,AT , ε, δ))∩ (Rd)n)
=Ql,ηn

∃i 6 n such that Xi(0) ∈A0,Xi(T ) ∈AT and
sup
|t−s|<δ
06s,t6T
∣∣Wi(t)−Wi(s)+ Ŵi(T − t)− Ŵi(T − s)∣∣> 2ε

6Ql,ηn
(∃i 6 n such that Xi(0) ∈A0 and w(Wi, δ, T ) > ε)
+Ql,ηn
(∃i 6 n such that Xi(0) ∈AT and w(Ŵi, δ, T ) > ε)
6
n∑
i=1
νl,ηn (xi ∈A0)Ql,ηn
(
w(Wi, δ, T ) > ε
)
+
n∑
i=1
νl,ηn (xi ∈AT )Ql,ηn
(
w(Wi, δ, T ) > ε
)
6 nQl,ηn
(
w(W1, δ, T ) > ε
)(
νl,ηn (x1 ∈A0)+ νl,ηn (x1 ∈AT )
)
.
By the scaling property of the Brownian Motion and Doob’s inequality
we have the upper bound:
Ql,ηn
(
w(W1, δ, T ) > ε
)
6 2
√
5
T
δ
exp
(
− ε
2
20δ
)
.
According to the definition (3) of βl,ηn , since ψl,η > 0 and by Remark 2.1:
βl,ηn (x1, . . . , xn)> 2Nϕ + βl,ηn−1(x2, . . . , xn)(5)
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which implies that
νl,ηn (x1 ∈A0)(6)
=
∫
(Rd)n
1x1∈A01A(x1, . . . , xn) e
−βl,ηn (x1,...,xn) dx1 · · ·dxn
6 e−2Nϕ|A0|νl,ηn−1
((
Rd
)n−1)
and the same result holds for AT . This leads to the estimate:
Ql,ηn
(Fm(A0,AT , ε, δ)∩ (Rd)n)
6 n e−2Nϕνl,ηn−1
((
Rd
)n−1)(|A0| + |AT |)2√5T
δ
exp
(
− ε
2
20δ
)
,
and summing this over n we obtain the desired result:
Ql,η
(Fm(A0,AT , ε, δ))
= 1
Zl,η
+∞∑
n=1
zn
n!Q
l,η
n
(Fm(A0,AT , ε, δ)∩ (Rd)n)
6 z
Zl,η
e−2Nϕ
(|A0| + |AT |)2√5T
δ
exp
(
− ε
2
20δ
)
×
+∞∑
n=1
zn−1
(n− 1)!ν
l,η
n−1
((
Rd
)n−1)
6 C0
(|A0| + |AT |)1
δ
exp
(
− ε
2
20δ
)
with C0 = 2
√
5T z e−2Nϕ . 2
Proof of Proposition 5.2. – For j inN, let aj =K+
√
(T ε2/δ)+ 20Tj .
The sequence (aj )j increases from a0 =K +
√
T ε2/δ to +∞. By defin-
ition,
Ql,η(Fm(K,ε, δ))
=Ql,η(∃i, ∣∣Xi(0)∣∣6K and w(Xi, δ, T ) > ε)
6Ql,η
(∃i, ∣∣Xi(0)∣∣6K and w(Xi, δ, T ) > ε and ∣∣Xi(T )∣∣6 a0)
+
+∞∑
j=0
Ql,η
(∃i, ∣∣Xi(0)∣∣6K and aj < ∣∣Xi(T )∣∣< aj+1)
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6Ql,η
(∃i, ∣∣Xi(0)∣∣6K, ∣∣Xi(T )∣∣6 a0 and w(Xi, δ, T ) > ε)
+
+∞∑
j=0
Ql,η
(∃i, ∣∣Xi(0)∣∣6K, aj < ∣∣Xi(T )∣∣< aj+1 and
w(Xi, T , T )
2 >
(
T ε2/δ
)+ 20Tj).
Using Lemma 5.1 and remarking that 1/T 6 1/δ, we obtain:
Ql,η
(Fm(K,ε, δ))6C0(Kd + (a0)d)∣∣B(0,1)∣∣1
δ
exp
(
− ε
2
20δ
)
+C0
+∞∑
j=0
(
Kd + (aj+1)d − (aj )d)∣∣B(0,1)∣∣ 1
T
× exp
(
−
T ε2
δ
+ 20Tj
20T
)
6 C0|B(0,1)|
δ
e−ε
2/20δ
(
Kd + (a0)d +Kd
+∞∑
j=0
e−j
+
+∞∑
j=0
(
(aj+1)d − (aj )d)e−j
)
.
But (aj+1)d − (aj )d 6 2d
√
20T d(aj )d and aj 6 2K
√
20Tj max(1,√
T ε2/δ), for j > 1. This leads to:
Ql,η
(Fm(K,ε, δ))6 Cst 1
δ
exp
(−ε2/20δ)Kd max(1,√T ε2/δ )d ,
where Cst is a constant depending only on R, r , ϕ, d , T and z. This
completes the proof. 2
5.2. Probability of large chains
We introduce the notion of (R+ ε)-chain of particles.
DEFINITION 5.3. – Let x ∈A and ε > 0. For each subset {x1, . . . , xn}
of x verifying |x1 − x2| 6 R + ε, . . . , |xn−1 − xn| 6 R + ε, the set⋃n
i=1B(xi,R+ ε) is called an (R+ ε)-chain of particles of x.
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Fig. 1. Example of an (R+ ε)-chain (pigmented in grey).
Now, let us fix K ∈ N∗, M ∈ N∗ and ε > 0 and let Ch(K,M,R + ε)
denote the event that there exists an (R + ε)-chain of M particles with
one end inside of B(0,K), that is:
Ch(K,M,R + ε)= {x ∈A, ∃{x1, . . . , xM} subset of x, |x1|<K
and |x1 − x2|6 R+ ε, . . . , |xM−1 − xM |6 R+ ε}.
Our aim here is to estimate the probability, under µl,η, that such a chain
exists.
PROPOSITION 5.4. – For every K ∈ N∗, M ∈ N∗ and ε > 0, and for
every l ∈N∗ and η ∈A, we have:
µl,η
(
Ch(K,M,R+ ε))
6 1
Rd − rd K
d
(
z
∣∣B(0,1)∣∣ exp(−2Nϕ )((R+ ε)d − rd))M.
From this proposition, we easily deduce the following corollary.
COROLLARY 5.5. – There exists a critical activity
zc = exp(2Nϕ)
(Rd − rd)|B(0,1)|
such that for z < zc one may find some constants ε0 ∈]0,1[ , C3 > 0 and
C4 > 0, only depending on z, R, r , ϕ and d , such that
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∀K,M, l ∈N∗, ∀η ∈A, ∀ε 6 ε0,
µl,η
(
Ch(K,M,R + ε))6 C3Kd e−C4M.
Remark 5.6. – Proposition 5.4 still works for pure hard core interac-
tion (R = r and ϕ ≡ 0). In this case:
µl,η
(
Ch(K,M,R + ε))6Kd(z∣∣B(0,1)∣∣)M((r + ε)d − rd)M−1.
The condition on z disappears since zc = +∞. Our method is then
an alternative elementary proof of Lemma 3.1 in [8], which was proved
using powerful results of percolation theory.
Proof of Corollary 5.5. – If z < zc then one can choose ε0 small enough
to have e−C4 = z|B(0,1)| exp(−2Nϕ)((R+ε0)d−rd) < 1. This gives the
desired result with C3 = 1/(Rd − rd). 2
Proof of Proposition 5.4. – By definition of µl,η (cf. (4)) we have
µl,η
(
Ch(K,M,R + ε))(7)
= 1
Zl,η
∑
n>M
zn
n!ν
l,η
n
(
Rdn ∩Ch(K,M,R+ ε)).
But
νl,ηn
(
Ch(K,M,R + ε))
= n!
(n−M)!
∫
A∩Rdn
e−β
l,η
n (x1,...,xn)1|x1|<K
M−1∏
i=1
1|xi−xi+1|6R+ε dx1 · · ·dxn.
Iterating inequality (5) established in the proof of Lemma 5.1, we have:
βl,ηn (x1, . . . , xn)> 2MNϕ + βl,ηn−M(xM+1, . . . , xn).(8)
So we have:
νl,ηn
(
Ch(K,M,R + ε))
6 n! e
−2MNϕ
(n−M)!
∫
RdM
1|x1|<K
M−1∏
i=1
1r6|xi−xi+1|6R+ε dx1 · · ·dxM
×νl,ηn−M
(
Rd(n−M)
)
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6 n! e
−2MNϕ
(n−M)! ν
l,η
n−M
(
Rd(n−M)
)((
(R+ ε)d − rd)∣∣B(0,1)∣∣)M−1
×Kd ∣∣B(0,1)∣∣.
Introducing this in (7), we obtain:
µl,η
(
Ch(K,M,R + ε))
6 z
M
Zl,η
∑
n>M
zn−M
(n−M)!ν
l,η
n−M
(
Rd(n−M)
)
Kd
∣∣B(0,1)∣∣M
× e−2MNϕ ((R+ ε)
d − rd )M
(R+ ε)d − rd
6 1
Rd − rd K
d
(
z
∣∣B(0,1)∣∣ e−2Nϕ((R+ ε)d − rd))M. 2
5.3. Probability of too high interaction between particles
Let Bt (m, a) denote the following set of “bad trajectories”:
Bt (m, a)=

X ∈ C(R+,A),
∃i,w(Xi, 1m,T )> ε04 and ∃t 6 T ,
|Xi(t)|6 a + 2m2
or
∃k, j ∈ {0, . . . ,mT − 1}, there exists
an (R+ ε0)-chain of particles of
X
(
k
m
)
which intersects both
B
(
0, a + j m
T
)
and
B
(
0, a + (j + 1)m
T
)c

,
where m and a are in N∗ and ε0 has been defined in Corollary 5.5.
PROPOSITION 5.7. – If z is small enough (z < zc), we have for
m,a ∈N∗:
∀l ∈N∗, ∀η ∈A, Ql,η(Bt (m, a))6C5ad e−C6m,
where C5 > 0 and C6 > 0 depend only on R, r , ϕ, d , T and z.
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Proof of Proposition 5.7. –
Ql,η
(
∃i,w
(
Xi,
1
m
,T
)
>
ε0
4
and ∃t 6 T , ∣∣Xi(t)∣∣6 a + 2m2)
6Ql,η
(
∃i, w
(
Xi,
1
m
,T
)
>
ε0
4
and
∣∣Xi(0)∣∣6 a + 3m2)
+Ql,η(∃i, ∣∣Xi(0)∣∣> a + 3m2 and ∃t 6 T , ∣∣Xi(t)∣∣6 a + 2m2).
But the second term of this bound is smaller than
+∞∑
j=1
Ql,η
(∃i, a + (2+ j)m2 < ∣∣Xi(0)∣∣6 a + (3+ j)m2 and
w(Xi, T , T ) > jm
2).
Thus using Proposition 5.2, we obtain the new upper bound:
Ql,η
(
∃i, w
(
Xi,
1
m
,T
)
>
ε0
4
and ∃t 6 T , ∣∣Xi(t)∣∣6 a + 2m2)
6C1m
(
a + 3m2)d exp(−C2ε20m
16
)
+
+∞∑
j=1
C1
T
(a + (3+ j)m2)d exp
(
−C2j
2m4
T
)
6C ′5ad e−C
′
6m
for C ′5 and C ′6 well chosen, depending only on R, r , ϕ, d , T and z.
We now have to bound
Ql,η

∃k, j ∈ {0, . . . ,mT − 1},
there exists an (R+ ε0)-chain of
particles of X
(
k
m
)
which intersects
both B
(
0, a + j m
T
)
and B
(
0, a + (j + 1)m
T
)c

.
Thanks to the stationarity of Ql,η, this probability is smaller than
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6
mT−1∑
j=0
mT−1∑
k=0
µl,η
x ∈A,
there exists an (R+ ε0)-chain of particles
of x which intersects both
B
(
0, a + j m
T
)
and B
(
0, a + (j + 1)m
T
)c

6
mT−1∑
j=0
mTµl,η
(
Ch
(
a + j m
T
+R+ ε0,
[
m
T (R+ ε0)
]
,R+ ε0
))
.
Because of Corollary 5.5, this is bounded by
6 (mT )2C3
(
a +m2 +R+ ε0)d exp(−C4( m
T (R + ε0) − 1
))
6C ′′5ad e−C
′′
6m
for some C ′′5 , C ′′6 depending only on C3, C4, R, ε0 and T . This completes
the proof with C5 =max(C ′5,C ′′5 ) and C6 =min(C ′6,C ′′6 ). 2
6. Convergence of the approximations
The aim of this section is to prove the convergence of the sequence
(Xl)l to a limit process X∞. We shall check in the next section that X∞
is a solution of (E).
Through this whole section, µ will denote a fixed element of G(z)
with z < zc, and we also fix a µ-distributed random variable X∞(0) on
(Ω,F,P ). As we will prove in Proposition 7.5, this means that we first
construct the process X∞ in the reversible situation.
For each l ∈N∗,Xl denotes the solution of (E l) on (Ω,F,P ) verifying
Xl(0) = X∞(0). As usual for infinite-dimensional stochastic equations,
we define a set Ω0 ⊂Ω of full measure and study (E l) only for ω ∈Ω0.
For each ρ, T ∈ N∗ and l > ρ + 1, let m(ρ, l, T ) and a(ρ, l, T ) be
integers defined by:
m(ρ, l, T )=
[√
l −R− ρ − 1
T + 1
]
and a(ρ, l, T )= ρ +m(ρ, l, T )T .
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They verify 
a(ρ, l, T )> ρ + ε0m(ρ, l, T )T ,
a(ρ, l, T )+m(ρ, l, T )2 + 1< l −R and∑
l
a(ρ, l, T )d e−C6m(ρ,l,T ) <+∞
(9)
(recall that ε0 has been defined in Corollary 5.5).
Let
Ω0 = {ω ∈Ω such that, ∀ρ ∈N∗, ∀T ∈N∗, ∃l0 ∈N∗, ∀l > l0,
Xl(ω, ·) /∈ Bt(m(ρ, l, T ), a(ρ, l, T )) and
Xl+1(ω, ·) /∈ Bt(m(ρ, l, T ), a(ρ, l, T ))}.
PROPOSITION 6.1. –
(i) For every ω in Ω0, every T ∈ N∗ and every i ∈ N, the se-
quence (Xli(ω, t), Llij (ω, t), j ∈N, t ∈ [0, T ])l∈N∗ of elements of
C([0, T ],Rd×RN+) converges in the sense of uniform convergence
of continuous paths to a limit denoted by (X∞i (ω, t),L∞ij (ω, t),
j ∈N, t ∈ [0, T ]).
Moreover, this sequence is stationary:
∀ω ∈Ω0, ∀T ∈N∗, ∀ρ ∈ N∗, ∀i such that
∣∣X∞i (ω,0)∣∣6 ρ,
∃l0, ∀l > l0, Xli(ω, ·)=X∞i (ω, ·)
and
∀j ∈N, Llij (ω, ·)= L∞ij (ω, ·) on [0, T ].
(ii) Furthermore, the convergence holds in C([0, T ],M) for each
T ∈N∗:
∀ω ∈Ω0, X∞(ω, ·)= lim
l→+∞X
l(ω, ·) on [0, T ].
(iii) P(Ω0) = 1 and then the sequence of processes (Xl)l∈N∗ ∈
C(R+,M) converges in distribution to the process X∞ ∈ C(R+,
A).
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Proof of Proposition 6.1. – We first prove that Ω0 is of full measure:
P(Ω −Ω0)6
∑
ρ,T ∈N∗
P
( ⋂
l0∈N∗
⋃
l>l0
{
Xl ∈ Bt(m(ρ, l, T ), a(ρ, l, T ))
∪Bt(m(ρ, l − 1, T ), a(ρ, l − 1, T ))}).
According to Borel–Cantelli lemma, it is enough to prove that, for ρ,T ∈
N∗
+∞∑
l=1
P
(
Xl ∈ Bt(m(ρ, l, T ), a(ρ, l, T ))(10)
∪Bt(m(ρ, l − 1, T ), a(ρ, l− 1, T )))<+∞.
From now on, let us fix ρ, T and l and simply denote by Bt the set
Bt(m(ρ, l, T ), a(ρ, l, T ))∪Bt(m(ρ, l − 1, T ), a(ρ, l − 1, T )).
We shall show (step 1) that
P
(
Xl ∈ Bt)6 ∫
A
Ql,η(X ∈ Bt) dµ(η)+ 2
∫
A
(
1− Z
Λ,η
Zl,η
)
dµ(η)(11)
and (step 2) that, for η ∈A,
06 1− Z
Λ,η
Zl,η
6 z exp
(−2Nϕ) ∫
Rd
1ψl,η(x)>0 exp
(−ψl,η(x))dx.(12)
This two inequalities imply the summability (10) (use (9), assumption (2)
on ψl,η and Proposition 5.7 about the exponential decrease of Ql,η(X ∈
Bt) uniformly in η).
Step 1. Proof of (11).
P
(
Xl ∈ Bt)= ∫
A
E
(
1Xl∈Bt |Xl(0)= η
)
dµ(η)
=
∫
A
∫
A
E
(
1Xl∈Bt |Xl(0)= ξΛηΛc
)
dµ(ξ |BΛc)(η) dµ(η).
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By definition of Xl and Xl,η, for η, ξ ∈A such that NΛc(ξ)= 0:
06E
(
1Xl∈Bt |Xl(0)= ξΛηΛc
)=E(1Xl,η∈Bt |Xl,η(0)= ξ)6 1.
These inequalities imply that:
P
(
Xl ∈ Bt)6 ∫
A
Ql,η(X ∈ Bt) dµ(η)
+
∫
A
(∣∣µl,η −µ(·|BΛc)(η)∣∣(NΛc∪B(η∩Λc,r) = 0)
+µl,η(NΛc∪B(ηΛc ,r) > 1)
)
dµ(η).
But ∣∣µl,η −µ(· | BΛc)(η)∣∣(NΛc∪B(ηΛc ,r) = 0)
=
+∞∑
n=0
zn
n!
∫
(Rd)n
(
n∏
i=1
1ξi∈Λ1d(η∩Λc,ξi)>r
)
1A(ξ1, . . . , ξn)
×
∣∣∣∣e−β
l,η
n (ξ1,...,ξn)
Zl,η
− e
−βl,ηn (ξ1,...,ξn)
ZΛ,η
∣∣∣∣dξ1 · · ·dξn
=
∣∣∣∣ 1Zl,η − 1ZΛ,η
∣∣∣∣ +∞∑
n=0
zn
n!
∫
Λn
1A(ξΛηΛc) e−β
l,η
n (ξ1,...,ξn) dξ1 · · ·dξn
=
∣∣∣∣ZΛ,ηZl,η − 1
∣∣∣∣
and similarly
06µl,η(NΛc∪B(ηΛc ,r) > 1)
= 1− 1
Zl,η
+∞∑
n=0
zn
n!
∫
(Rd)n
(
n∏
i=1
1ξi∈Λ1d(η∩Λc,ξi)>r
)
1A(ξ1, . . . , ξn)
× e−βl,ηn (ξ1,...,ξn) dξ1 · · ·dξn = 1− Z
Λ,η
Zl,η
.
Step 2. Proof of (12).
1
Zl,η
(
Zl,η −ZΛ,η)=
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= 1
Zl,η
+∞∑
n=0
zn
n!
∫
A∩Rdn
e−β
l,η
n (ξ1,...,ξn)
(
1−
n∏
i=1
1Λ−B(ηΛc ,r)(ξi)
)
dξ1 · · ·dξn
6 1
Zl,η
+∞∑
n=0
zn
n!
∫
A∩Rdn
e−β
l,η
n (ξ1,...,ξn)
(
n∑
i=1
1ψl,η(ξi )>0
)
dξ1 · · ·dξn
6 1
Zl,η
+∞∑
n=0
zn
n!n
∫
A∩Rdn
e−ψ
l,η(ξ1) e−2Nϕ−β
l,η
n−1(ξ2,...,ξn)1ψl,η(ξ1)>0 dξ1 · · ·dξn
6 z exp
(−2Nϕ ) ∫
Rd
1ψl,η(x)>0 exp
(−ψl,η(x))dx.
Proof of Proposition 6.1(i). – In this whole proof, ω ∈Ω0, T ∈N∗ and
ρ ∈ N∗ are fixed, and we also fix an l > l0 (which appears in the definition
of Ω0). Consequently, m(ρ, l, T ) and a(ρ, l, T ) are fixed too, and will
simply be denoted by m and a.
For k between 0 and mT − 1, let Clk(ω) denote the union of B(0, a +
m2− (k+ 1)(m/T )) with the (R+ ε0)-chains of particles of Xl(ω, k/m)
which intersect B(0, a +m2 − k(m/T ))c.
Since ω ∈ Ω0,Clk(ω) ⊂ B(0, a + m2 − k(m/T )). We also introduce
J lk(ω) = {i ∈ N such that Xli(ω, k/m) ∈ Clk(ω)}, which by definition
verifies:
∀i ∈ J lk(ω), ∀j /∈ J lk(ω),
∣∣∣∣Xli(ω, km
)
−Xlj
(
ω,
k
m
)∣∣∣∣>R+ ε0
and: ∀i ∈ J lk(ω), |Xli(ω, (k/m))|6 a +m2 − k(m/T ).
Since no particle of Xl(ω, ·) in B(0, a+m2)moves for more than ε0/4
during a time period of length 1/m, one has in fact
∀i ∈ J lk(ω), ∀j /∈ J lk(ω), ∀t ∈
[
k
m
,
k+ 1
m
]
,(13) ∣∣Xli(ω, t)−Xlj (ω, t)∣∣>R+ ε02
and (recall (9))
∀i ∈ J lk(ω), ∀t ∈
[
k
m
,
k + 1
m
]
,
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∣∣Xli(ω, t)∣∣6 a +m2 − kmT + ε04 6 l −R
which implies that no interaction is possible during the time interval
[ k
m
, k+1
m
] between the particles of J lk(ω) and the other particles, and that
ψl,X
l(0)(Xli(ω, t)) vanishes for t in [ km , k+1m ]. Remark that
j /∈ J lk(ω)⇒
∣∣∣∣Xlj(ω, km
)∣∣∣∣> a +m2 − (k+ 1)mT + (R+ ε0)
and that the same argument of “slow motion” implies that for each k in
{0, . . . ,mT − 1},
j /∈ J lk(ω)⇒
∣∣∣∣Xlj(ω, k + 1m
)∣∣∣∣> a +m2 − (k+ 1)mT +R+ 34ε0(14)
⇒Xlj
(
ω,
k+ 1
m
)
/∈ Clk+1(ω)
⊂ B
(
0, a +m2 − (k+ 1)m
T
)
⇒ j /∈ J lk+1(ω).
In this context, the equation (E l) verified by Xl(ω, t) for t ∈ [ k
m
, k+1
m
]
reduces to the following equation called (E(k, J lk(ω))):
Xli(ω, t)=Xli
(
ω,
k
m
)
+Wi(ω, t)−Wi
(
ω,
k
m
)
(15)
− 1
2
t∫
k
m
∑
j∈J l
k
(ω)
∇ϕ(Xli −Xlj)(ω, s) ds
+
t∫
k
m
∑
j∈J l
k
(ω)
(
Xli(ω, s)−Xlj (ω, s)
)
dLlij (ω, s),
i ∈ J lk(ω).
Now remark that all that has been done for Xl(ω, ·) can be done for
Xl+1(ω, ·). And we similarly obtain that(
Xl+1i (ω, t), t ∈
[
k
m
,
k+ 1
m
])
i∈J l+1
k
(ω)
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is the solution of the equation (E(k, J l+1k (ω))).
But since Xl(ω,0)=Xl+1(ω,0)=X∞(ω,0) and Ll(ω,0)= Ll+1(ω,
0) = 0, the sets J l0(ω) and J l+10 (ω) are equal and (E(0, J l0(ω))) is the
same equation as (E(0, J l+10 (ω))). Then for t ∈ [0, 1m ]:
∀i, j ∈ J l0(ω)= J l+10 (ω), Xli(ω, t)=Xl+1i (ω, t)
and
Llij (ω, t)= Ll+1ij (ω, t)
and because J l1(ω)⊂ J l0(ω) (and idem for J l+11 (ω)) this in turn implies
that J l1(ω)= J l+11 (ω).
By induction, we thus obtain that
∀k ∈ {1, . . . ,mT − 1}, J lk(ω)= J l+1k (ω) and
∀k ∈ {1, . . . ,mT − 1}, ∀i, j ∈ J lk(ω), ∀t ∈ [0, (k + 1)/m]
Xli(ω, t)=Xl+1i (ω, t) and Llij (ω, t)= Ll+1ij (ω, t).
This means that Xli(ω, ·) and Xl+1i (ω, ·) are equal on [0, T ] for i ∈
J lmT−1(ω), and the same result holds for (Llij (ω, ·))i,j and (Ll+1ij (ω, ·))i,j
because Llij (ω, ·) and Ll+1ij (ω, ·) identically vanish for i ∈ J lmT−1(ω) and
j /∈ J lmT−1(ω) (recalling (13)).
Now, using once more the “slow motion” property of Xl and (9), we
see that ∣∣X∞i (ω,0)∣∣6 ρ⇒Xli(ω,T ) ∈ B(0, ρ + ε04 mT
)
(16)
⊂ B(0, ρ + ε0mT )⊂ ClmT−1(ω)
⇒ i ∈ J lmT−1(ω)
and since ρ may be chosen arbitrary large, Proposition 6.1(i) is proven. 2
Proof of Propositions 6.1(ii) and (iii). – Recall thatM is endowed with
the vague topology. Then the convergence of (Xl(ω, ·))l takes place in
C([0, T ],M) if and only if, for f ∈ Cc(Rd),∑
i
f
(
Xli(ω, t)
) −→
l→+∞
∑
i
f
(
X∞i (ω, t)
)
uniformly in t ∈ [0, T ].
312 M. FRADON, S. RŒLLY / Bull. Sci. math. 124 (2000) 287–318
Since f has a compact support, all the terms in the above sum vanish
except at most for a finite number of indices. Thus the convergence
follows directly from Proposition 6.1(i).
The convergence in C(R+,M) is defined as the convergence in
C([0, T ],M) for each T ∈N∗, which is proven in Proposition 6.1(ii). 2
7. Proofs of the main results
Main Theorems 3.2 and 3.3 are now consequences of Propositions 7.1,
7.4 and 7.5.
PROPOSITION 7.1. – The process (X∞i (t),L∞ij (t), i, j ∈ N, t ∈ R+)
defined in Proposition 6.1 is a solution of equation (E).
For T ∈N∗ fixed and for m˜, a˜ ∈N∗, let B˜t(m˜, a˜) denote the following
subset of Bt (m˜, a˜) (defined in Section 5.3):
B˜t(m˜, a˜)=
{
X ∈ C(R+,A),∃i, w(Xi, 1
m˜
, T
)
>
ε0
4
and ∃t 6 T ,
∣∣Xi(t)∣∣6 a˜ + 2m˜2}
and
Ω(m˜, a˜)= lim sup
l→+∞
{
ω ∈Ω0,Xl(ω, ·) /∈ B˜t(m˜, a˜)}.
LEMMA 7.2. – For each m˜, a˜ ∈ N∗ one has P(Ω(m˜, a˜)c) 6 C5a˜d
× e−C6m˜ where C5 > 0 and C6 > 0 are the constants defined in
Proposition 5.7.
LEMMA 7.3. – For each m˜, a˜ ∈N∗ one also has
∀ω ∈Ω(m˜, a˜), X∞(ω, ·) /∈ B˜t(m˜, a˜).
Proof of Lemma 7.2. – By definition of Ω(m˜, a˜) and thanks to Fatou
lemma
P
(
Ω(m˜, a˜)c
)
6 lim inf
l→+∞ P
(
Xl(ω, ·) ∈ B˜t(m˜, a˜))
6 lim inf
l→+∞ P
(
Xl(ω, ·) ∈ Bt (m˜, a˜)).
Exactly the same computation as the one proving inequality (11) gives:
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P
(
Xl ∈ Bt (m˜, a˜))
6
∫
A
Ql,η
(
X ∈ Bt (m˜, a˜))dµ(η)+ 2∫
A
(
1− Z
Λ,η
Zl,η
)
dµ(η)
6C5a˜d e−C6m˜ + z e−2Nϕ
∫
Rd
1ψl,η(x)>0 exp
(−ψl,η(x)) dx
by using Proposition 5.7 and inequality (12), which completes the
proof. 2
Proof of Lemma 7.3. – According to Proposition 6.1(i)
∀ω ∈Ω0, ∀i ∈N, ∃l0 ∈N, ∀l > l0,
X∞i (ω, ·)=Xli(ω, ·) on [0, T ].
Consequently, for ω ∈Ω(m˜, a˜) and for i ∈ N, there exists an l ∈ N such
that
X∞i (ω, ·)=Xli(ω, ·) on [0, T ] and(
w
(
Xli(ω, ·),
1
m˜
, T
)
6 ε0
4
or
∣∣Xli(ω, .)∣∣> a˜ + 2m˜2),
and thus w(X∞i (ω, ·),1/m˜, T ) 6 ε0/4 or ∀t 6 T , |X∞i (ω, t)| > a˜ +
2m˜2. 2
Proof of Proposition 7.1. –
Step 1.
For the first part of this proof, T ∈ N∗, ρ ∈ N∗ are fixed; we choose
m˜ = ρ and a˜ = [ρ + ε04 ρT + R], and we fix ω ∈ Ω(ρ, a˜). We freely
use here the notations and results of Proposition 6.1(i). In particular, in
the equation (15) the sum over j ∈ J lk(ω) of the interactions with the ith
coordinate may be replaced by a sum over j ∈N.
Recalling (14), the assertion (16) implies that:
∀k ∈ {0, . . . ,mT − 1}, {i ∈N such that ∣∣X∞i (ω,0)∣∣6 ρ}⊂ J lk(ω).
We then obtain that for i such that |X∞i (ω,0)|6 ρ and t ∈ [0, T ],
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Xli(ω, t)=X∞i (ω,0)+Wi(ω, t)(17)
− 1
2
t∫
0
∑
j∈N
∇ϕ(Xli(ω, s)−Xlj (ω, s))ds
+
t∫
0
∑
j∈N
(
Xli(ω, s)−Xlj (ω, s)
)
dLlij (ω, s).
Remark that a˜ verifies a˜ + 2ρ2 > ρ + ε04 ρT + R so for l’s such that
Xl(ω, ·) /∈ B˜t(ρ, a˜) we have:
∀i ∈N, ∣∣X∞i (ω,0)∣∣6 ρ(18)
⇒∀t ∈ [0, T ], ∣∣Xli(ω, t)∣∣6 ρ + ε04 ρT,
∀j ∈N, ∣∣X∞j (ω,0)∣∣> ρ + ε02 ρT +R
⇒∀t 6 T , ∣∣Xlj (ω, t)∣∣> ρ + ε04 ρT +R.
Since ω ∈ Ω(ρ, a˜), there exists an infinite number of indices l such
that Xl(ω, ·) /∈ B˜t(ρ, a˜) and equation (17) holds for this indices l.
Eq. (17) still holds if we replace the sums over j ∈ N by sums over
{j, |X∞j (ω,0)|6 ρ + ε02 ρT +R}, due to (18).
For this infinite number of l’s, for all i such that |X∞i (ω,0)|6 ρ, for
t ∈ [0, T ],
Xli(ω, t)=Xli(ω,0)+Wi(ω, t)(19)
− 1
2
t∫
0
∑
j, |X∞
j
(ω,0)|6ρ+ ε02 ρT+R
∇ϕ(Xli(ω, s)−Xlj (ω, s))ds
+
t∫
0
∑
j, |X∞
j
(ω,0)|6ρ+ ε02 ρT+R
(
Xli(ω, s)−Xlj (ω, s)
)
dLlij (ω, s).
We can choose an l large enough such that (19) holds and:
∀j such that ∣∣X∞j (ω,0)∣∣6 ρ + ε02 ρT +R,
Xlj (ω, ·)=X∞j (ω, ·) on [0, T ].
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Consequently (19) holds also with X∞ instead of Xl . Now use Lemma
7.3: X∞(ω, ·) /∈ B˜t(ρ, a˜) because ω ∈Ω(ρ, a˜). As already remarked it is
then equivalent to sum over j ∈ N or over {j, |X∞j (ω,0)|6 ρ + ε02 ρT +
R}.
The final result of this step is thus: ∀ρ ∈N∗, ∀ω ∈Ω(ρ, [ρ + ε04 ρT +
R]), ∀i such that |X∞i (ω,0)|6 ρ, ∀t ∈ [0, T ],
X∞i (ω, t)=X∞i (ω,0)+Wi(ω, t)
− 1
2
t∫
0
∑
j∈N
∇ϕ(X∞i (ω, s)−X∞j (ω, s))ds
+
t∫
0
∑
j∈N
(
X∞i (ω, s)−X∞j (ω, s)
)
dL∞ij (ω, s).
Step 2. Let
Ω(T )= lim sup
ρ→+∞
Ω
(
ρ,
[
ρ+ ε0
4
ρT +R
])
and Ω1 =
⋂
T ∈N∗
Ω(T )⊂Ω0.
P
(
Ω(T )c
)
6
∑
ρ0>1
inf
ρ>ρ0
P
(
Ω
(
ρ,
[
ρ + ε0
4
ρT +R
])c)
6
∑
ρ0>1
inf
ρ>ρ0
C5
[
ρ + ε0
4
ρT +R
]d
e−C6ρ = 0
thanks to Lemma 7.2. Since this holds for each T ∈ N∗, one has
P(Ω1)= 1.
By definition of Ω1: ∀ω ∈Ω1, ∀T ∈N∗, ∀ρ0 ∈N∗, ∃ρ > ρ0, ∀i such
that |X∞i (ω,0)|6 ρ, ∀t ∈ [0, T ]
X∞i (ω, t)=X∞i (ω,0)+Wi(ω, t)
− 1
2
t∫
0
∑
j∈N
∇ϕ(X∞i (ω, s)−X∞j (ω, s))ds
+
t∫
0
∑
j∈N
(
X∞i (ω, s)−X∞j (ω, s)
)
dL∞ij (ω, s).
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Since P(Ω1)= 1, this proves that X∞ is a solution of (E).
Step 3.
To obtain a solution of (E) with deterministic initial configuration,
we disintegrate the solution X∞ obtained above. This provides with a
solution of (E) for each configuration in a set Aµ with µ(Aµ) = 1, and
then globally for each configuration in
A= ⋃
z<zc
⋃
µ∈G(z)
Aµ. 2(20)
PROPOSITION 7.4. – The process (X∞i (t),L∞ij (t), i, j ∈ N, t ∈ R+)
is the unique Markovian solution of equation (E) inside of the class of
paths C defined as follows:
X ∈ C(R+,A) belongs to C if there exists ε > 0 and p ∈ N∗ such
that for all T ,ρ,m0 ∈ N∗ there exists an integer m > m0, a sequence
0= t0 < t1 < · · ·< tm′ = T in Q verifying tk+1 − tk 6 1/m and bounded
open sets C0,C1, . . . ,Cm′−1 in Rd which satisfy
B(0, ρ +mT )⊂Cm′−1 ⊂B(Cm′−1, ε)⊂ Cm′−2 · · ·
· · · ⊂C0 ⊂ B(0, ρ +mT +mp) · · ·
and ∀k ∈ {0, . . . ,m′ − 1},
d
({
xj (u), j ∈N∗, u ∈ [tk, tk+1]}, ∂Ck)> R2 + ε4 .
Proof of Proposition 7.4. – We first check that for ω ∈Ω1, X∞(ω, ·) ∈
C.
We choose ε = ε0 and p = 2. For each T ,ρ and m0 in N∗, one
may find l > l0(ω,T ,ρ) large enough to have m(ρ, l, T ) > m0 and
m(ρ, l, T ) > T (R+ ε0)/2. Then m = m(ρ, l, T ), m′ = mT , tk = k/m
and
Ck =B
(
0, ρ +mT +m2 − (k+ 1)m
T
+ R+ ε0
2
)
∪ ⋃
i∈J l
k
B
(
X∞i
(
ω,
k
m
)
,
R + ε0
2
)
are convenient choices.
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The basic idea of the proof of uniqueness inside of the class C is
to decompose the time in a union of intervals [k/m, (k + 1)/m], on
which each coordinate of the process is the unique solution of a finite-
dimensional stochastic differential equation like (15). It is then a direct
generalization of Lemma 5.4 in [8]. So we omit it.
Markovianity: It is clear that if a process Y belongs to C, all the time-
translated processes θsY = Y (s+ .), s > 0, belong to C too. Moreover, let
X∞(t, x) denotes the solution of (E) for an initial condition x ∈A. Then,
since θsX∞(. , x) belongs to C and is a solution of equation (E), by the
uniqueness property proved above, the following distributions coincide:
the conditional law of X∞(.+ s, x) given the σ -algebra Fs and the law
of X∞(. ,X∞(s, x)). This is the Markov property. 2
PROPOSITION 7.5. – If µ, the law of X∞(0), belongs to G(z) , then
the process X∞ solution of equation (E) is a reversible process.
Proof of Proposition 7.5. – Since X∞ is Markovian, it is enough to
prove that, for f,g bounded continuous functions on M with compact
support and s, t > 0,
E
(
f
(
X∞(s)
)
g
(
X∞(t)
))=E(f (X∞(t))g(X∞(s))).(21)
Equality (21) holds if the following equality holds:
lim
l→+∞E
(
f
(
Xl(s)
)
g
(
Xl(t)
)− f (Xl(t))g(Xl(s)))= 0.
Like in the proof of (11), we go back to the process Xl,η, which, by
Proposition 4.1, is reversible when its initial distribution is µl,η:∣∣E(f (Xl(s))g(Xl(t))− f (Xl(t))g(Xl(s)))∣∣
=
∣∣∣∣ ∫ ∫ E(f (Xl(s))g(Xl(t))− f (Xl(t))g(Xl(s)) |Xl(0)=
ξΛηΛc
)
dµ
(
ξ |ηΛc)dµ(η)∣∣∣∣
=
∣∣∣∣ ∫ ∫ E(f (Xl,η(s))g(Xl,η(t))− f (Xl,η(t))g(Xl,η(s)) |Xl,η(0)=
ξΛ
)
dµ(ξ |ηΛc)dµ(η)
∣∣∣∣
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6
∣∣∣∣ ∫
A
∫
A
f
(
X(s)
)
g
(
X(t)
)− f (X(t))g(X(s)) dQl,η(X)dµ(η)∣∣∣∣
+2 sup
ξ∈A
∣∣f (ξ)∣∣ sup
ξ∈A
∣∣g(ξ)∣∣ ∫
A
(
1− Z
Λ,η
Zl,η
)
dµ(η).
The first term of the sum vanishes and the second term tends to zero. 2
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