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Capı´tulo 1
Introduccio´n
La regulacio´n de la economı´a a trave´s de la intervencio´n del Estado asume diferentes for-
mas de acuerdo con las condiciones y motivaciones histo´ricas existentes, por ejemplo, como
polı´tica fiscal (impuestos y subsidios), legislacio´n antimonopolio, control de precios o can-
tidades, nacionalizacio´n [47]. En Me´xico, esta intervencio´n asumio´ una forma particular
durante varias de´cadas en la industria petroquı´mica. Se caracterizaba por el monopolio es-
tatal de la produccio´n de los insumos principales de esta industria, tales como petrolı´feros y
lo que se denomino´ petroquı´mica ba´sica. Otra caracterı´stica era la existencia de empresas de
propiedad estatal que competı´an con las empresas privadas en el mercado de productos finales
(petroquı´mica secundaria).
El marco institucional definı´a a la industria petroquı´mica como aquella que realizaba
procesos quı´micos o fı´sicos para la elaboracio´n de compuestos a partir de hidrocarburos nat-
urales del petro´leo o de sus productos y subproductos derivados de operaciones de refinacio´n.
De estos productos, aquellos que fuesen susceptibles de servir como materias primas industri-
ales ba´sicas, resultado de la primera transformacio´n quı´mica o fı´sica, fueron clasificados como
parte de la petroquı´mica ba´sica; los dema´s se incluyeron en la categorı´a de petroquı´mica se-
cundaria [6].
Concretamente, en noviembre de 1958 se publico´ en el Diario Oficial la Ley Reglamen-
taria del Arı´culo 27 Constitucional en el Ramo del Petro´leo, y entre otras cosas, establecı´a
que “so´lo la Nacio´n podra´ llevar a cabo explotaciones de los hidrocarburos que constituyen la
industria petrolera” [4] e incluı´a dentro de la industria petrolera a “la elaboracio´n, el almace-
namiento, la distribucio´n y las ventas de primera mano de aquellos derivados del petro´leo que
sean susceptibles de servir como materias primas industriales ba´sicas” [4]. Al an˜o siguiente
se publico´ un reglamento correspondiente a dicha ley, donde se especificaba que los particu-
lares no podrı´an tener participacio´n de ningu´n tipo en la produccio´n de petroquı´micos ba´sicos
[5]. Por otro lado, para la elaboracio´n de productos petroquı´micos secundarios podrı´an op-
erar indistintamente el Estado y la iniciativa privada [5]. Correspondı´a a Petro´leos Mexicanos
(PEMEX) y a sus empresas subsidiarias o asociadas materializar la intervencio´n del Estado
en ambas industrias [1] y, a partir de 1992, a sus o´rganos descentralizados: Pemex-Gas y
Petroquı´mica Ba´sica y Pemex-Petroquı´mica [3]. A trave´s de los an˜os existieron mu´ltiples
clasificaciones de los productos que pertenecı´an a la petroquı´mica ba´sica y secundaria ([5],
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[1], [6], [7], [8], [9], [2]), sin embargo, esta divisio´n y el monopolio del Estado de la primera
perduraron hasta que se abrogo´ la Ley Reglamentaria el 11 de agosto de 2014.
El monopolio del Estado de la produccio´n de los insumos necesarios tambie´n existio´ en
el sector agrı´cola. Por ejemplo, durante los an˜os que van de 1970 a 1986, el gobierno mexi-
cano tuvo el monopolio de la produccio´n, la importacio´n y la distribucio´n de fertilizantes por
medio de la empresa estatal FERTIMEX, aplicando una polı´tica de subsidios a los pequen˜os
productores, a partir de la fijacio´n de un u´nico precio oficial subsidiado para todos los fertil-
izantes en Me´xico [22]. El gobierno tambie´n regulaba la distribucio´n del agua para consumo
agrı´cola, fijaba precios mı´nimos al productor, definı´a metas de produccio´n para los agricul-
tores y restringı´a las transacciones de tierra y los mercados agrı´colas [30].
Este tipo de regulacio´n econo´mica no es exclusiva de Me´xico. De acuerdo con [44], la
tendencia a usar instrumentos gubernamentales directos y extensivos en la economı´a ha sido
fuerte en paı´ses en desarrollo, principalmente en los sectores de industrias de materias primas.
Un indicador indirecto es el gran nu´mero de expropiaciones a nivel mundial, principalmente
en la industria petrolera durante la de´cada de 1970 (ve´ase [32], [36], [27]). Aunque esta
tendencia disminuyo´ durante las siguientes tres de´cadas, y en muchos casos se observo´ el
feno´meno contrario de privatizacio´n, au´n es un objeto de estudio interesante. Por ejemplo, se
pueden mencionar las nacionalizaciones petroleras de 2006 en Bolivia, Ecuador, Venezuela y
Rusia [27].
1.1 Descripcio´n del problema
El problema que se aborda en esta investigacio´n es una generalizacio´n del marco institu-
cional que tuvo la industria petroquı´mica en Me´xico durante el perio´do entre 1958 y 2014. El
problema considera dos industrias interdependientes entre sı´ de tal manera que una de ellas
produce los insumos necesarios para la segunda. El Estado tiene el monopolio de la primera
industria, mientras que, en la segunda, la empresa de propiedad estatal compite con empresas
privadas en la produccio´n de bienes de consumo final (considerados ası´ para esa industria).
Las empresas privadas tomara´n sus decisiones buscando maximizar su ganancia. Por otro
lado, el Estado al tener un cara´cter pu´blico tiene un objetivo diferente, ya que espera obtener
un beneficio social. En esta tesis planteamos que el objetivo del Estado es lograr el equilibrio
del mercado, esto es, minimizar la diferencia entre la oferta y la demanda de los bienes de
consumo final de la industria petroquı´mica.
La situacio´n privilegiada en la que se encuentra el Estado, le permite decidir tanto la
cantidad de bienes de consumo final que elaborara´ en sus empresas, como la cantidad de in-
sumos que ofrecera´ a las empresas privadas, regulando indirectamente con ello la produccio´n.
Analı´ticamente, esto implica que existe una relacio´n jerarquı´ca entre los dos tipos de agentes
econo´micos. Adema´s, por las caracterı´sticas te´cnicas y tecnolo´gicas de las industrı´as de ma-
terias primas, es fundamental considerar las limitaciones de produccio´n, tanto por la escasez
natural de recursos como por la capacidad productiva de las plantas. Ambos elementos (lim-
itacio´n productiva y jerarquı´a de decisio´n) permiten estudiar el problema desde el punto de
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vista de la programacio´n matema´tica y expresarlo como un modelo de programacio´n binivel,
en donde el Estado asumira´ el papel de lı´der, y las empresas privadas el de seguidor.
1.2 Motivacio´n
La intervencio´n del Estado en la economı´a puede ser motivada por distintas razones, dentro
de las cuales destacan los fallos del mercado y el intere´s por la equidad social [43]. En torno
a ello existe un amplio debate sobre su eficacia y pertinencia, pero independientemente de su
valoracio´n, es deseable que existan herramientas analı´ticas para resolver el problema cuando
e´ste es un hecho dado. Es decir, que el gobierno que conduce al Estado pueda optimizar su
objetivo de lograr un beneficio social, cuando el mercado por sı´ mismo no es capaz de hacerlo.
La regulacio´n de la economı´a por medio de una empresa de propiedad estatal ha sido
analizada en mu´ltiples investigaciones. Pero como se describe en el apartado 2.1, u´nicamente
se plantea el caso para un so´lo mercado. La mayorı´a de las investigaciones existente estudian
sus problemas basados en la propuesta de Stackelberg en [42] para resolver el problema del
duopolio y el oligopolio considerando una jerarquı´a entre los agentes. Justamente en ese li-
bro, Stackelberg tambie´n analiza la relacio´n entre dos mercados de acuerdo con la estructura
de cada uno de ellos. Sin embargo, en la revisio´n de literatura no hemos encontrado a nadie
que estudie el problema de la intervencio´n estatal por medio de empresas estatales, de una
industria formada por dos mercados interrelacionados. Tampoco hemos encontrado un caso
como el estudiado en esta tesis, en donde la empresa de propiedad estatal tiene el monopolio
en un mercado. Esto u´ltimo le brinda originalidad y da una justificacio´n para el problema bajo
estudio.
Este problema puede plantearse bajo un esquema de teorı´a de juegos. La esencia del
problema esta´ en la interdependencia entre las decisiones del Estado y las empresas privadas,
ası´ como con la relacio´n jera´rquica que existe entre ellos. Lo primero implica que el conjunto
de opciones factibles disponibles para cualquiera de los jugadores son interdependientes, ası´ la
decisio´n del lı´der afecta las acciones permitidas y la funcio´n de pago del seguidor, y viceversa
[10]. Lo segundo puede expresarse como un juego de Stackelberg, en el cual el lı´der decide
primero, y al hacerlo debe anticipar todas las respuestas posibles de su oponente, denomi-
nado seguidor [10], considerando que a cada decisio´n suya, el seguidor buscara´ optimizar su
funcio´n de pagos. Otra forma de estudiar esa situacio´n es mediante la programacio´n binivel,
en donde se tiene un problema de optimizacio´n con una funcio´n objetivo, sujeta a una regio´n
de restriccio´n implı´citamente determinada por otro problema de optimizacio´n [10].
1.3 Objetivos
El principal objetivo de esta tesis consiste en estudiar el problema de la intervencio´n del
Estado a trave´s de empresas pu´blicas en dos mercados interrelacionados cuando tiene el mo-
nopolio de la produccio´n de materias primas. Para hacer esto, se propone un modelo nuevo
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de programacio´n binivel. Ya que los modelos de programacio´n binivel son complicados para
resolverlos a optimalidad, otro de los objetivos es proponer diferentes formas de obtener solu-
ciones de buena calidad en tiempo computacional aceptable.
Proponemos tres reformulaciones que transforman el modelo binivel en uno de un so´lo
nivel, y tres algoritmos heurı´sticos para obtener soluciones de buena calidad. Para ello se
aprovechan las caracterı´sticas particulares del problema como la linealidad del nivel superior
e inferior y la inalterabilidad del poliedro que define al problema dual asociado al problema
del nivel inferior. Dada la existencia de mu´ltiples soluciones o´ptimas del problema binivel,
y la importancia econo´mica de conocerlas, elaboramos un algoritmo para obtener diversas
soluciones o´ptimas mu´ltiples partiendo de una solucio´n o´ptima inicial.
1.4 Metodologı´a
Para realizar esta tesis y cumplir con los objetivos se realizaron los siguientes pasos, que
integran en su conjunto la metodologı´a aplicada.
(1) Estudio de la intervencio´n estatal en la industria petroquı´mica en Me´xico.
(2) Revisio´n de literatura sobre programacio´n binivel.
(3) Revisio´n de literatura sobre la participacio´n de empresas de propiedad estatal en la economı´a.
(4) Planteamiento del problema como generalizacio´n de la situacio´n mexicana descrita ante-
riormente.
(5) Modelacio´n matema´tica del problema.
(6) Reformulacio´n del problema binivel en problemas de un so´lo nivel.
(7) Disen˜o e implementacio´n de algorı´tmos heurı´sticos para resolver el problema binivel, en
colaboracio´n con la Dra. Martine Labbe´ y el Dr. Justo Puerto.
(8) Disen˜o e implementacio´n de un algorı´tmo para obtener mu´ltiples soluciones o´ptimas.
(9) Construccio´n de instancias pseudoreales con algunos para´metros aleatorias.
(10) Realizacio´n de experimentos computacionales de las tres reformulaciones y los tres algo-
ritmos heurı´sticos.
(11) Comparacio´n de los resultados computacionales.
(12) Presentacio´n de los avances de la investigacio´n en el XXIII ENOAN, el VI CSMIO y el
IWOBIP’18.
(13) Realizacio´n de una estancia de investigacio´n en la Universidad de Sevilla.
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1.5 Estructura de la tesis
El capı´tulo 1 sirve de introduccio´n a la tesis. Primero, se describe el origen del problema
derivado del marco institucional que tuvo la industria petroquı´mica durante medio siglo en
Me´xico. Despu´es, se argumenta la importancia del objeto de estudio y de enfocarlo desde
un punto de vista de programacio´n binivel. Por u´ltimo, se explica el objetivo de la tesis y la
metodologı´a para conseguirlo.
En el capı´tulo 2, se realiza una revisio´n de literatura cla´sica de la participacio´n de em-
presas de propiedad estatal en la economı´a. Tambie´n se describen las caracterı´sticas ba´sicas
que definen a la programacio´n binivel (en particular, el caso lineal), y la relacio´n que tiene
con los juegos de Stackelberg.
En el capı´tulo 3, se plantea detalladamente el problema y su formulacio´n matema´tica
como un modelo de programacio´n binivel lineal (BLP, por sus siglas en ingle´s). Adema´s, se
explican los supuestos que se consideran durante la investigacio´n. Por u´ltimo, se analizan las
caracterı´sticas del problema del nivel inferior y su dual asociado.
En el capı´tulo 4, se presentan tres reformulaciones del problema binivel, las cuales lo
reducen a uno de un so´lo nivel. En la primera reformulacio´n se utiliza el teorema de dualidad
fuerte en el nivel inferior y el hecho de ser un BLP, para reformularlo como un problema no
lineal. La segunda reformulacio´n aplica la lo´gica anterior, pero a partir de las condiciones
de holgura complementaria, convirtiendo el problema en uno entero mixto. La tercera refor-
mulacio´n parte tambie´n de la primera reformulacio´n, pero discretiza una de las variables para
evitar la no linealidad del problema.
En el capı´tulo 5, se proponen tres algoritmos heurı´sticos para resolver directamente el
problema binivel. Los primeros dos algoritmos son nuevos y el tercero es un hı´brido que
combina los dos primeros. Finalmente, se incluye un algoritmo para obtener un conjunto de
soluciones o´ptimas, una vez que se ha obtenido la primera.
El capı´tulo 6 contiene los resultados obtenidos de la experimientacio´n computacional
en donde se utilizaron instancias creadas asemejando la realidad de la industria petroquı´mica
mexicana.
En el capı´tulo 7, se presentan las conclusiones de la investigacio´n de esta tesis y algunas
posibles extensiones de trabajo a futuro.
Capı´tulo 2
Revisio´n de Literatura
En este capı´tulo se revisan diversos materiales de la literatura econo´mica y matema´tica que
permiten entender el contexto del problema estudiado en esta tesis y las formas comunes de
resolverlo.
En el primer apartado se revisan los artı´culos cla´sicos que abordan la intervencio´n es-
tatal por medio de empresas pu´blicas para regular el mercado. Principalmente, la revisio´n
esta´ enfocada en los trabajos sobre oligopolios mixtos, los cuales se asemejan al esquema del
problema aquı´ estudiado. Adema´s, se mencionan otros artı´culos que estudian elementos que
forman parte del problema, particularmente a la integracio´n vertical de dos mercados. Se hace
e´nfasis en los supuestos de cada modelo, en los objetivos de las empresas y sus funciones de
costo, y en la motivacio´n que justifica la investigacio´n.
En el segundo apartado se muestra el modelo general de un problema de programacio´n
binivel lineal. Tambie´n se introducen definiciones importantes de los conceptos ba´sicos nece-
sarios para su ana´lisis. Adema´s, se presentan resultados especı´ficios para los problemas
binivel lineales y se mencionan dos trabajos en programacio´n binivel relacionados con la tesis.
2.1 Regulacio´n del mercado con empresas pu´blicas
El primer trabajo que establece la idea de la regulacio´n del mercado por medio de una em-
presa de propiedad estatal a es el artı´culo de Merril y Schneider de 1966 Government firms in
oligopoly industries: A short-run analysis. En dicho artı´culo, se plantea un entorno industrial
diferente a los que hasta ese momento la literatura econo´mica estudiaba: la propiedad y el
control completo por empresas privadas, la propiedad y el control completo por el gobierno,
y cuando la propiedad privada era restringida por una supervisio´n del gobierno en forma de
regulacio´n y leyes antimonopolio. Lo que caracterizaba el entorno industrial estudiado en
[35] era que el gobierno controlaba algunas instancias productivas y competı´a con otras de
a En la literatura se utilizan diferentes conceptos para este tipo de empresas, aquı´ se utilizara´ indiferentemente
empresa o firma pu´blica, de propiedad estatal, o de gobierno. Se entiende por todos ellos una empresa que
pertenece al Estado y que es dirigida por el gobierno con un objetivo diferente al de las empresas privadas
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propiedad privada.
En el modelo de [35] existen tres empresas privadas que producen un bien homoge´neo,
tienen una estructura de costos ide´ntica y buscan maximizar sus ganancias. Asumen que la
entrada de nuevas firmas no esta´ permitida y la u´nica forma que tiene el gobierno para entrar
en la industria es comprando una de las empresas privadas. Adema´s, para poder entrar en la
industria, dicha adquisicio´n no podı´a ocasionar pe´rdidas a las firmas privadas y el precio fijado
no debı´a ser tan bajo implicando que la demanda excediera a la capacidad industrial. Como
su ana´lisis es de corto plazo, la tecnologı´a y la capacidad productiva son para´metros fijos. Por
u´ltimo, establecen que el objetivo del gobierno es maximizar la produccio´n industrial total,
teniendo como variable la polı´tica de precios.
De forma parecida, Harris y Wiens [28] proponen un nuevo ana´lisis con el objetivo de
promover la eficiencia econo´mica esta´tica en una estructura de mercado no competitiva, donde
los instrumentos gubernamentales se limitan al conjunto de variables bajo control de la em-
presa que es de propiedad estatal. Parten de la interdependencia estrate´gica entre los agentes
privados y pu´blicos, y asumen que la empresa pu´blica funge el papel dominante, anunciando
una polı´tica de produccio´n a la cual se ven obligadas a responder las empresas privadas. Para
esto, la empresa de gobierno calcula el nivel de produccio´n de la industria para que el costo
marginal sea igual al precio del producto; luego anuncia que compensara´ cualquier diferencia
entre este objetivo y el nivel de produccio´n de las empresas privadas. Es por esto, que se
establece que la funcio´n del gobierno es la maximizacio´n del bienestar social, representado
por el excedente del consumidor ma´s el excedente del productor.
Por otro lado, Sertel [40] toma como base un oligopolio lineal, esto es, con funciones
lineales de demanda y costos. Adema´s, en dicho oligopolio se consideran costos fijos y vari-
ables promedio ide´nticos para todas las empresas privadas, suponiendo que los u´ltimos nunca
exceden a los de la empresa pu´blica. Tambie´n introduce el concepto de regulacio´n por partic-
ipacio´n, muy u´til debido a que permite diferenciar estos modelos de otros tipos de regulacio´n
de mercados por el Estado, aunque despue´s no ha sido retomado en la literatura.
La investigacio´n de Cremer, Marchand y Thisse [18] busca aclarar si es socialmente
o´ptima la existencia de una empresa pu´blica en un oligopolio de Cournot. En caso de que si
sea o´ptima la participacio´n de empresas pu´blicas en ese esquema, hay que decidir cuantas em-
presas de este tipo deberı´an existir. Suponen la existencia de rendimientos crecientes a escala
de las empresas, una funcio´n lineal de la demanda, y costo fijo y costo marginal constante a
fin de simplificar el modelo. Introducen una restriccio´n presupuestaria a la empresa pu´blica
para obligarla a obtener ganancias no negativas. De esa forma evitan el de´ficit presupuestario
del gobierno, que era posible bajo el esquema de Harris y Wiens [28].
Otros de los trabajos que pueden ser considerados cla´sicos en este tema es el de De Fraja
y Delbono [21]. Ellos proponen el concepto de oligopolio mixto, y lo definen como aquel
mercado donde un bien homoge´neo o diferenciado es ofertado por un “pequen˜o” nu´mero de
firmas y, la funcio´n objetivo de al menos una de ellas es diferente a las de los dema´s. Cierto
nu´mero de empresas son de propiedad privada y buscan maximizar sus beneficios, mientras
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que las que son de propiedad pu´blica buscan optimizar objetivos sociales. Generalmente, para
conseguir esto u´ltimo se busca maximizar el excedente del consumidor y del productor.
En De Fraja y Delbono [21], se presenta una revisio´n de la literatura sobre los oligopo-
lios mixtos, en la cual analizan los supuestos e hipo´tesis asumidos en cada trabajo revisado
(para un estudio ma´s amplio del tema ve´ase [20]). En [21] consideran el problema del agente-
principal, cuando el cumplimiento del objetivo del agente depende de la ejecucio´n que realice
el gerente de la empresa, ası´ como la discusio´n sobre la ineficiencia de las empresas pu´blicas.
Tambie´n indican que todos los artı´culos excluyen cualquier incertidumbre y asumen que la
autoridad pu´blica tiene el conocimiento pleno de las caracterı´sticas de todos los productores.
En cuanto a las hipo´tesis, dividen el ana´lisis en tres ejes: el objetivo de la autoridad pu´blica, la
tecnologı´a de la industria y el orden de toma de acciones en los juegos. En el primer aspecto,
argumenta que bajo el equilibrio parcial la suposicio´n ma´s obvia es que la funcio´n de pago de
la autoridad gubernamental sea la funcio´n del excedente del consumidor y del productor. Esto
ocurre en la mayorı´a de las investigaciones, la u´nica excepcio´n es la funcio´n considerada en
[35] descrita anteriormente. En cuanto a la tecnologı´a, mencionan que siempre se establece
que la funcio´n de costos es dos veces diferenciable y el costo marginal es no negativo. Sen˜alan
que debido a que el intere´s de la mayorı´a de los artı´culos se concentra en la naturaleza y los
efectos de la competencia entre empresas privadas y pu´blicas, generalmente se asumen los
costos de la manera ma´s simple, es decir, con costo fijo y costo marginal constante. Explican
que casi todas las investigaciones analizan la competencia de cantidad y el equilibro parcial,
por lo que so´lo se considera un tipo de mercado y la tecnologı´a es fija y dada. Concluyen que
no existe una teorı´a general de oligopolios mixtos, ni existe un marco unificado y aceptado
para realizar el ana´lisis, ya que los diversos modelos difieren en sus hipo´tesis ba´sicas [21].
Ambos autores [21] observan que un campo de oportunidad en esta a´rea de investigacio´n
es considerar restricciones presupuestarias, lo que implica pasar del enfoque de equilibrio par-
cial al general. Adema´s, ven la necesidad de contar con modelos generales para equilibrio,
donde los bienes son producidos por empresas privadas y pu´blicas, y la autoridad pu´blica
maximiza el bienestar social en toda la economı´a, lo cual obliga a considerar la interaccio´n
entre los mercados. Esta tesis toma en cuenta estas a´reas de oportunidad y lı´neas de inves-
tigacio´n sugeridas ya que considera restricciones presupuestarias del gobierno y propone un
modelo matema´tico en el cual se consideran varios mercados directamente relacionados.
En Nett [37] puede encontrarse una amplia revisio´n del marco ba´sico de la teorı´a del
oligopolio mixto. El autor divide los temas principales de esta teorı´a en 5 ejes: la polı´tica de
precios o´ptima de las empresas pu´blicas; el impacto de la regulacio´n por las firmas pu´blicas;
la comparacio´n de los costos de produccio´n entre empresas pu´blicas y privadas; los contratos
de inversio´n en duopolios mixtos; y el ingreso a mercados con oligopolio mixto. Coincidiendo
con De Fraja y Delbono [21], el autor sen˜ala que no existe una suposicio´n uniforme respecto
a la funcio´n objetivo que debe tener la empresa pu´blica.
Stackelberg [42] establece una tipologı´a muy u´til para analizar la interaccio´n entre dos
mercados. Inicia considerando que cada mercado se compone de dos lados, el de la oferta y
el de la demanda. Dependiendo del nu´mero de agentes econo´micos, cada lado puede ser de
CAPI´TULO 2. REVISIO´N DE LITERATURA 9
tres formas distintas: de libre competencia, oligopolio y monopolio. La combinacio´n de estas
tres categorı´as forma nueve tipos diferentes de mercados. Al considerar la interrelacio´n de
dos mercados A y B, distingue tres tipos de relaciones
• Relacio´n de demanda primaria: Cuando los demandantes en el mercadoA son al mismo
tiempo demandantes en el mercado B.
• Relacio´n de oferta primaria: Cuando los ofertantes del mercado A lo son tambie´n del
mercado B.
• Relacio´n vertical de demanda primaria: Cuando los demandantes en el mercado A son
proveedores en el mercado B. El mercado A es el “lı´der” y el mercado B el “seguidor”,
y se puede hablar de una relacio´n jera´rquica entre los dos mercados.
En ese trabajo u´nicamente se consideran las relaciones primarias, donde la relacio´n en-
tre el mercado A y B es directa, aunque se reconoce la existencia de relaciones secundarias
cuando las relaciones de los agentes de A y B se dan a trave´s de un tercer mercado. Por
otro lado, en la presente tesis, se analiza una relacio´n vertical de demanda primaria, donde el
mercado A es un monopolio (monopolio en la oferta y libre competencia en la demanda), y el
mercado B es de libre competencia, y los demandantes en A son ofertantes en B.
En la revisio´n de literatura, la u´nica investigacio´n que se encontro´ que considera la reg-
ulacio´n por participacio´n de empresas pu´blicas en industrias verticalmente integradas es la
de Wiens [47]. Su propuesta es que el gobierno debe ingresar en las etapas de la produccio´n
donde sospecha que las empresas ejercen su poder de mercado, y utilizar el mismo esquema
que en [28], donde el gobierno anuncia que compensara´ la diferencia entre su objetivo de
produccio´n industrial y la eleccio´n de produccio´n de las empresas.
2.2 Programacio´n binivel
La literatura coincide en reconocer el modelo de duopolio lı´der-seguidor de Stackelberg [42]
como el primer antecedente a la programacio´n binivel. En el duopolio de Stackelberg dos
empresas compiten entre sı´ produciendo un bien homoge´neo, bajo una relacio´n de interde-
pendencia y jerarquı´a. El precio de la mercancı´a es establecido por la cantidad que ambas
empresas deciden producir, sin embargo, es visto de diferente forma por cada una de ellas. A
una de estas empresas, denominada seguidor, se le presenta el precio como algo externo a su
decisio´n, determinado por la otra empresa, llamada lı´der. Entonces para cada cantidad pro-
ducida por el lı´der, el seguidor reacciona maximizando su beneficio. Por su parte, el lı´der debe
anticipar cualquier reaccio´n del seguidor a sus decisiones y maximizar su beneficio tomando
en cuenta ese conjunto de reacciones.
Su modelo puede expresarse desde la teorı´a de juegos como un juego de dos jugadores
con informacio´n perfecta. El jugador 1 elige el control u1 ∈ R y el jugador 2 escoge el control
u2 ∈ R . La funcio´n de beneficios asociada con el jugador 1 es J1(u1, u2) y la del jugador 2 es
J2(u1, u2). Se designa al jugador 1 como el lı´der y al jugador 2 como el seguidor. Para cada
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control u1 escogido por el lı´der, el seguidor elige u2 = T2(u1) donde T2 es un mapeo de u1 a
u2 tal que J2(u1, T2(u1)) ≥ J2(u1, u2) para todo u2. Por simplicidad, se asume que para cada
u1, T2(u1) produce un u´nico u2. El lı´der elige u∗1 tal que J1(u
∗
1, T2(u
∗
1)) ≥ J1(u1, T2(u1)) para
todo u1. Se dice que la estrategia u∗1 es la estrategia de Stackelberg para el lı´der, y u
∗
2 = T2(u
∗
1)
la estrategia de Stackelberg del seguidor [19].
En la programacio´n binivel, el lı´der representa el nivel superior, en donde hay una
funcio´n a optimizar que depende de dos conjuntos de variables de decisio´n, sujeta a una
regio´n factible que se encuentra implı´citamente determinada por otro problema de progra-
macio´n matema´tica, denominado nivel inferior, que representa al seguidor. La funcio´n de
beneficio de cada jugador corresponde a las funciones objetivo a optimizar en el problema
binivel, y el conjunto de estrategias de cada jugador puede ser representando por soluciones
en cada nivel. Comu´nmente, se suele conservar la terminologı´a del juego lı´der-seguidor por
su capacidad explicativa, pero en sentido estricto es un so´lo problema que tiene anidado otro
problema de optimizacio´n en sus restricciones. Es importante notar que no estamos con-
siderando dos problemas separados.
El primer trabajo donde se presenta explı´citamente un problema de programacio´n binivel
es en el de Bracken y McGill en 1973 [12]. Pero son Candler y Townsley [13] quienes en 1977
utilizan por primera vez los te´rminos programacio´n binivel y multinivel. Ra´pidamente la pro-
gramacio´n binivel atrajo la atencio´n de muchos investigadores debido a la amplia diversidad
de aplicaciones que tiene. Por ejemplo, muchas aplicaciones pueden verse en las diferentes
revisiones bibliogra´ficas sobre programacio´n binivel y multinivel: [33], [46], [11], [45], [23],
[24], [16], [17], [29], [31] y [41]. Ası´ como las monografı´as [10] y [25].
En el inicio, la programacio´n multinivel era utilizada principalmente para modelar prob-
lemas de planificacio´n descentralizada, donde las variables de decisio´n dependen de diferentes
niveles jerarquizados, cada uno de los cuales tienen sus propios objetivos que pueden ser con-
tradictores entre sı´ [33], [11]. Pero despue´s se descubrieron otras a´reas donde tambie´n se
encontraba la estructura jerarquizada y la interrelacio´n de decisiones, tales como la gestio´n de
ingresos, el manejo de la contaminacio´n, la estimacio´n de matrices origen-destino en prob-
lemas de ruteo, el manejo de materiales peligrosos, problemas de disen˜o de red, el problema
director-agente, los juegos de Stackelberg-Nash [17]; asignacio´n de recursos en dos niveles,
asignacio´n binivel para modelos de cadena de suministros, logı´stica humanitaria [31], entre
otros.
En [14], Candler y Townsley proponen un juego de Stackelberg en el cual el primer
jugador puede afectar los recursos disponibles del segundo jugador. Bajo el contexto de una
economı´a mixta, modela dicho juego como un problema binivel lineal, donde el nivel infe-
rior corresponde a los individuos privados y el nivel superior a los responsables polı´ticos.
Ese problema puede ser visto como una forma general del problema estudiado en esta tesis,
que tiene como idea esencial el control de recursos por parte del gobierno, pero aplicado a
una industria conformada por dos mercados verticalmente integrados. Tambie´n existe un tra-
bajo que estudia el caso de mercados verticalmente integrados desde la programacio´n binivel,
pero u´nicamente para empresas privadas [34]. En dicho artı´culo se estudia el problema de
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una industria que puede modelarse como una red de oligopolios en dos etapas. Analizan la
existencia, singularidad y el ca´lculo de soluciones de un equilibrio de Stackelberg. En esa in-
dustria existe un conjunto de firmas involucradas en la primera etapa de produccio´n, las cuales
producen un bien semi-terminado o materia prima, la cual venden a un segundo conjunto de
empresas que utilizan esos insumos para producir bienes de consumo final. Finalmente, existe
un tercer conjunto de empresas, verticalmente integradas en ambas etapas, que actu´an como
lı´deres respecto a las empresas del segundo conjunto y compiten contra ellas en la produccio´n
de bienes de consumo final.
La formulacio´n matema´tica de un problema de programacio´n binivel hecha por Bard
[10] es la siguiente: sea x ∈ X ⊆ Rn el vector bajo control del lı´der y y ∈ Y ⊆ Rm el
vector controlado por el seguidor. Sean F y f las funciones objetivo a optimizar del lı´der
y el seguidor respectivamente, donde F, f : Rn × Rm → R1, G : Rn × Rm → Rp y g :
Rn×Rm → Rq son funciones continuas y dos veces diferenciables. Entonces el problema de
programacio´n binivel puede expresarse (sin pe´rdida de generalidad) como:
min
x∈X,y∈Y
F (x, y) (2.1)
sujeto a: G(x, y) ≤ 0 (2.2)
min
y∈Y
f(x, y) (2.3)
sujeto a: g(x, y) ≤ 0 (2.4)
Adema´s de este modelo, es necesario introducir varias definiciones para facilitar la com-
prensio´n de los capı´tulos restantes de esta tesis.
a) Regio´n de restricciones del problema binivel:
S = {(x, y) : x ∈ X, y ∈ Y,G(x, y) ≤ 0, g(x, y) ≤ 0} (2.5)
b) Conjunto factible del seguidor para cada x ∈ X fijo:
S(x) = {y ∈ Y : g(x, y) ≤ 0} (2.6)
c) Proyeccio´n de S dentro del espacio de decisio´n del lı´der:
S(X) = {x ∈ X : ∃y ∈ Y,G(x, y) ≤ 0, g(x, y) ≤ 0} (2.7)
d) Conjunto de reacciones racionales del seguidor para cada x ∈ S(X):
P (x) = {y ∈ Y : y ∈ argmin[f(x, y) : y ∈ S(x)]} (2.8)
e) Regio´n inducible:
IR = {(x, y) : (x, y) ∈ S, y ∈ P (x)} (2.9)
En esta tesis se nombrara´ como solucio´n factible o inducible al par de valores (x, y) que
pertenezcan a la regio´n inducible, ya que representa el u´nico conjunto sobre el que el lı´der
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puede optimizar, una vez contemplada la respuesta racional del seguidor y ∈ S(x). Una
solucio´n o´ptima al problema binivel es aquel par (x, y) ∈ IR que minimiza F . Obse´rvese
que una solucio´n (x, y) puede encontrarse dentro S, cumpliendo las restricciones de ambos
niveles, sin ser factible para el problema binivel (en caso de no ser la solucio´n o´ptima del nivel
inferior).
Para asegurar que un problema esta´ bien definido, se asume que el conjunto S es no vacı´o
y compacto. Adema´s, para cada decisio´n del lı´der, el seguidor tiene posibilidad de responder,
es decir que P (x) 6= ∅. Sin embargo, esto no es suficiente para asegurar la existencia de una
solucio´n o´ptima. Para ello es necesario que P (x) contenga un u´nico o´ptimo para cada x, de
otra manera no es posible asegurar que el lı´der encuentre el mı´nimo sobre IR. Cuando esto
no ocurre es necesario introducir otros supuestos para decidir cua´l de las soluciones y ∈ P (x)
debera´ elegirse. Si se supone cierto comportamiento cooperativo se habla de la posicio´n op-
timista, en caso contrario se tiene la posicio´n pesimista (para profundizar en el debate y las
implicaciones matema´ticas ve´ase [24]). Nosotros asumimos el enfoque optimista, ya que esta´
implicado al poner que el lı´der optimiza para ambas variables x ∈ X y y ∈ Y .
En particular, un problema de programacio´n binivel lineal es aquel en el que las fun-
ciones F , G, f y g son todas lineales. Se ha demostrado que este tipo de problemas son
fuertemente NP-Duro [10]. De esto deriva la dificultad para tratar el problema en un tiempo
computacional razonable, y la motivacio´n a utilizar algorı´tmos heurı´sticos para resolver el
problema.
En un problema de programacio´n binivel lineal, la regio´n inducible puede ser represen-
tada por una restriccio´n lineal de igualdad a trozos compuesta por hiperplanos que soportan
S. Por lo tanto, es posible que la regio´n inducible sea no-convexa o no-conexa. Tambie´n se
ha demostrado que las soluciones o´ptimas de un problema de programacio´n binivel lineal se
encuentran en un ve´rtice de IR y de S, de lo cual se deriva que si x es punto extremo de IR
entonces tambie´n lo es de S [10]. Este resultado sera´ clave en el me´todo de solucio´n prop-
uesto para resolver el problema estudiado en esta tesis.
Capı´tulo 3
Modelacio´n del problema
3.1 Planteamiento del problema
El problema estudiado en esta tesis se ha descrito en el capı´tulo 1, pero se resume a con-
tinuacio´n. Considere una industria conformada por dos mercados (de materia prima y de
consumo final) de mu´ltiples productos. En un mercado se produce la materia prima (insumos)
del otro. Adema´s, en esta industria hay una empresa de propiedad estatal verticalmente in-
tegrada, esto es, que tiene produccio´n en ambos mercados. En el mercado de materia prima,
la empresa pu´blica monopoliza la produccio´n, mientras que en el mercado de consumo final
compite con empresas privadas. Todas las empresas esta´n limitadas por una capacidad pro-
ductiva ma´xima; y la empresa de gobierno esta´ obligada a superar un ingreso mı´nimo. El
objetivo del gobierno es lograr un equilibrio de mercado a partir de su intervencio´n. Para
lograr esto minimiza la proporcio´n faltante y sobrante de la oferta de bienes de consumo final
respecto a su demanda. Entonces, debe determinar la cantidad de bienes finales que producira´
su empresa y la cantidad de insumos que ofertara´ a las empresas privadas. Por su parte, las
empresas privadas buscara´n maximizar sus beneficios.
Las decisiones del gobierno limitan las posibilidades de produccio´n de las empresas
privadas, mientras que las decisiones de e´stas influyen en el objetivo del gobierno, por lo
cual puede hablarse de una interdependencia entre sı´. Adema´s, el monopolio del Estado de
la produccio´n de materias primas muestra la existencia de una relacio´n de jerarquı´a. Esta
circunstancia puede modelarse como un juego de Stackelberg con mu´ltiples seguidores, tal
como aparece en el Anexo B. O bien, mediante un modelo de programacio´n binivel, tal como
se hace en esta tesis.
Se supone que existe un organismo que regula la demanda de materias primas, determi-
nando la cantidad de insumos que le corresponde a cada empresa privada. No es una situacio´n
tan comu´n, sin embargo, este tipo de instituciones han existido histo´ricamente, principalmente
en economı´as donde el Estado interviene. Por ejemplo, cuando el Estado crea organismos de
regulacio´n de la competencia y establece contratos particulares con cada empresa privada fi-
jando los insumos que le vendera´ a cada una. Otro caso ocurre cuando las empresas se agrupan
y crean un organismo superior al que le delegan la capacidad de distribuir las materias primas
entre las empresas, teniendo en cuenta el intere´s general de las empresas de toda la industria.
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En particular, este crı´terio era el que regı´a la organizacio´n ejidal en el caso de la produccio´n
agrı´cola. Bajo este supuesto, el gobierno actuarı´a como el lı´der y el organismo superior como
el seguidor. Es claro que el organismo superior busca maximizar el beneficio general de las
empresas privadas.
Adema´s, se establecen los siguientes supuestos econo´micos:
(a) Es un ana´lisis esta´tico, es decir, la tecnologı´a es fija, y por lo tanto los costos tambie´n.
(b) Existe informacio´n completa, es decir, el gobierno conoce las funciones de costo y pro-
duccio´n de las empresas privadas.
(c) Los productos son homoge´neos y las materias primas no sustituibles.
(d) Cada bien de consumo final tiene un insumo propio indispensable para su produccio´n.
(e) La economı´a es cerrada, es decir, no se consideran importaciones ni exportaciones.
(f) Las funciones de costos son lineales y el costo fijo es normalizado a cero.
(g) Las funciones de produccio´n son de variable continua a y lineales.
(h) La demanda de cada producto es un valor fijo y conocido.
(i) El precio de los bienes de consumo final es un para´metro. Puede entenderse como un mer-
cado de competencia perfecta donde el precio es algo externo a sus decisiones. El precio
de las materias primas se encuentra contenido en las funciones de costos de las empresas
privadas. Como el gobierno es monopolista en este mercado y no intenta maximizar su
ganancia, puede establecer el precio como la suma de sus costos de produccio´n ma´s una
ganancia fija. Por lo tanto, el precio no depende de las variables del problema y es un
para´metro.
Como ya se menciono´, este problema puede modelarse como un problema de progra-
macio´n binivel lineal de variables continuas, donde el nivel superior le corresponde a la em-
presa de propiedad estatal (lı´der), y el nivel inferior esta´ asociado con el o´rgano de cooperacio´n
de las empresas privadas (seguidor).
3.2 Formulacio´n matema´tica
A continuacio´n, se presenta la formulacio´n matema´tica del problema descrito anteriormente.
Se definen los conjuntos, para´metros y variables de decisio´n del problema, ası´ como la repre-
sentacio´n del modelo matema´tico y su explicacio´n.
Conjuntos:
a Este supuesto es va´lido para bienes que se producen en te´rminos continuos, por ejemplo, litros de gasolina,
toneladas de cemento, kilovatio-hora para la energı´a ele´ctrica, toneladas de carbo´n, etc. Para los bienes que se
producen por unidades (nu´mero de motores, piezas de refaccio´n), serı´a necesario utilizar una funcio´n de variable
discreta.
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I = conjunto de bienes de consumo final.
J = conjunto de empresas privadas.
Cabe aclarar que | · | denota la cardinalidad del conjunto, es decir, el nu´mero de elemen-
tos contenidos en dicho conjunto.
Para´metros:
t = mı´nima utilidad neta que la empresa pu´blica debe asegurar para sı´ misma.
pi = precio del bien de consumo final i ∈ I .
di = demanda del bien de consumo final i ∈ I .
qAi = capacidad productiva ma´xima de la empresa pu´blica para producir el bien de
consumo final i ∈ I .
qBi = capacidad productiva ma´xima de la empresa pu´blica para producir la materia
prima i ∈ I .
mj = capacidad productiva ma´xima de la empresa j ∈ J .
cGi = costo de produccio´n unitario del bien de consumo final i ∈ I para la empresa
pu´blica .
cEij = costo de produccio´n unitario del bien de consumo final i ∈ I para la empresa
privada j ∈ J .
aij = requerimiento de la materia prima necesaria para la produccio´n de una unidad de
consumo final i ∈ I por la empresa privada j ∈ J .
bij = nivel de produccio´n requerido de una unidad del producto final i ∈ I por la
empresa privada j ∈ J .
Variables de decisio´n del lı´der:
xi = cantidad del bien de consumo final i ∈ I producido por la empresa pu´blica.
zi = cantidad de la materia prima i ∈ I que ofertara´ la empresa pu´blica a las empresas
privadas.
Variables de decisio´n del seguidor:
yij = cantidad del bien de consumo final i ∈ I producido por la empresa privada j ∈ J .
Variables auxiliares:
ri = proporcio´n faltante del bien de consumo final i ∈ I para satisfacer la demanda.
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si = proporcio´n sobrante del bien de consumo final i ∈ I para igualar la demanda.
Por el supuesto (d), el conjunto de materias primas tiene la misma cardinalidad que I , y
esta´n en relacio´n uno a uno con los bienes de consumo final, por lo tanto, se utiliza el mismo
ı´ndice. Por simplicidad, con “materia prima i” se hace referencia a la materia prima necesaria
para producir el bien de consumo final i, distinguiendo que se trata de productos diferentes.
Con A y B en las capacidades productivas ma´ximas del gobierno se distingue entre bienes de
consumo final y materias primas. Mientras queG y E sirven para diferenciar entre la empresa
de gobierno y las empresas privadas. Las variables de decisio´n se representara´n por medio de
los siguientes vectores: x = (x1, ..., x|I|), z = (z1, ..., z|I|), r = (r1, ..., r|I|), s = (s1, ..., s|I|)
y yj = (y1j, ..., y|I|j) ∀j ∈ J .
El modelo matema´tico del problema presentado es el siguiente, en donde las variables
del lı´der esta´n en rojo y las del seguidor en azul:
Modelo Binivel:
min
x,z,r,s,y
∑
i∈I
(ri + si) (3.1)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (3.2)
t ≤
∑
i∈I
(pi − cGi )xi (3.3)
0 ≤ xi ≤ qAi ∀i (3.4)
0 ≤ zi ≤ qBi ∀i (3.5)
ri ≥ 0 ∀i (3.6)
si ≥ 0 ∀i (3.7)
max
y
∑
j∈J
∑
i∈I
(pi − cEij)yij (3.8)
sujeto a:
∑
j∈J
aijyij ≤ zi ∀i (3.9)∑
i∈I
bijyij ≤ mj ∀j (3.10)
yij ≥ 0 ∀i, ∀j (3.11)
El problema del nivel superior esta´ definido por (3.1)-(3.7), en donde (3.1) representa
la funcio´n objetivo del lı´der, en la cual se busca minimizar las proporciones de sobrantes y
faltantes de produccio´n con respecto a la demanda total. La restriccio´n (3.2) busca equilibrar
la demanda de cada bien i ∈ I de consumo final con la suma total de la produccio´n ofrecida
de ese mismo bien por parte del conjunto de las empresas privadas y la empresa pu´blica, re-
spectivamente. En (3.3) se asegura que la utilidad de la empresa pu´blica por la produccio´n de
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bienes de consumo final sea mayor o igual a una cota mı´nima. En (3.4) se limita la produccio´n
del bien i ∈ I de la empresa pu´blica por determinada capacidad productiva ma´xima, y se ase-
gura su no negatividad, mientras en (3.5) se asegura lo mismo para las cantidades de materia
prima que ofrecera´ el gobierno. En (3.6) y (3.7) se establece que las variables auxiliares cor-
respondientes a las proporciones faltantes y sobrantes del bien i ∈ I sean no-negativas. El
problema del nivel inferior se determina por las ecuaciones (3.8)-(3.11). La funcio´n objetivo
del seguidor aparece en (3.8) y busca maximizar la utilidad neta del conjunto de empresas
privadas. En (3.9) se limita la cantidad producida del bien de consumo final i ∈ I por el
total de empresas privadas a trave´s de la cantidad de insumos que el gobierno les ofrece. La
restriccio´n (3.10) implica que la produccio´n total de cada empresa j ∈ J esta´ limitada por una
capacidad ma´xima de produccio´n. Finalmente (3.11) hace no negativa la produccio´n de cada
empresa privada.
Debido a que es posible que el problema del nivel inferior tenga mu´ltiples o´ptimos (al
ser un problema lineal si hay ma´s de un o´ptimo entonces hay un nu´mero infinito de ellos),
se ha asumido el enfoque optimista [24]. Esto significa que se elige la solucio´n o´ptima y∗ al
problema del nivel inferior que minimiza la funcio´n objetivo del lı´der, y se expresa al colocar
la variable y dentro de las variables a optimizar por el lı´der en la ecuacio´n (3.1). Esta idea
concuerda con el problema, ya que es posible suponer que si hay regulacio´n estatal y un o´rgano
superior a las empresas privadas, exista cierto grado de cooperacio´n entre ambos sectores.
3.3 Ana´lisis del nivel inferior
Una vez que se tiene una solucio´n del lı´der, sus respectivas variables son conocidas en el nivel
inferior. En particular, el vector z serı´a un para´metro en ese problema. Entonces, el nivel
inferior es un problema lineal y se puede escribir su problema dual asociado de la siguiente
forma, con α y β vectores correspondientes a las variables duales:
Problema dual asociado al nivel inferior:
min
α,β
∑
i∈I
αizi +
∑
j∈J
βjmj (3.12)
sujeto a: aijαi + bijβj ≥ (pi − cEij) ∀i, ∀j (3.13)
αi ≥ 0 ∀i (3.14)
βj ≥ 0 ∀j (3.15)
Tanto para el problema primal del nivel inferior como para su respectivo problema dual,
el espacio de soluciones factibles es acotado. Por consecuencia del Teorema Fundamental de
Dualidad se sabe que ambos problemas tienen soluciones factibles o´ptimas y los valores obje-
tivos o´ptimos de los dos problemas son iguales ([10]: Teorema 2.5.3). Y a la inversa, cuando
las funciones objetivo, definidas en (3.8) y (3.12), son iguales para soluciones factibles del
problema dual y primal es porque son soluciones o´ptimas, respectivamente. Estas son las
condiciones necesarias y suficientes para optimalidad.
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Es importante observar que mientras la regio´n factible del problema primal se modi-
fica conforme cambie el valor de la variable z del lı´der, la regio´n factible del problema dual
permanece constante ante cualquier valor de las variables del lı´der. Denominaremos P al
poliedro que representa la regio´n factible del problema dual asociado al nivel inferior, es de-
cir, aquel par de vectores α, β que cumplen (3.13)-(3.15). Esta caracterı´stica sera´ explotada
en el algoritmo propuesto para resolver el problema binivel.
Capı´tulo 4
Reformulaciones del problema binivel
La forma ma´s comu´n de resolver un problema binivel lineal es mediante su reformulacio´n a
un problema de un so´lo nivel. Para lograr esto, se aprovechan las caracterı´sticas del problema
del nivel inferior y la relacio´n existente entre el respectivo problema primal y el dual corre-
spondiente.
En esta tesis se realizan tres reformulaciones para reducir el problema binivel a uno de
un solo nivel. Cabe mencionar que las dos primeras reformulaciones son equivalentes al prob-
lema original, mientras que la tercera acota superiormente el problema original. La primera
reformulacio´n asegura que la solucio´n o´ptima del modelo reformulado pertenezca a la regio´n
inducible del problema binivel, utilizando un corolario del teorema de dualidad fuerte. El
resultado es un modelo no lineal de un so´lo nivel. La segunda reformulacio´n sustituye la
restriccio´n no lineal, utilizando las condiciones de holgura complementaria, convirtiendo el
modelo en uno entero-mixto lineal, con tres nuevas variables binarias. La tercera reformu-
lacio´n discretiza una variable del lı´der, lo que permite sustituir la restriccio´n no lineal de
la primera reformulacio´n por un conjunto de nuevas restricciones lineales, pero requiere la
introduccio´n de dos restricciones, una continua y una binaria.
4.1 Reformulacio´n 1: Dualidad fuerte (No lineal)
La primera reformulacio´n consiste en introducir al Modelo Binivel las restricciones del prob-
lema dual asociado al nivel inferior (3.12-3.15) y utilizar las condiciones necesarias y sufi-
cientes de optimalidad ([10]: Proposicio´n 2.5.3) para asegurar que la decisio´n del seguidor
pertenezca al conjunto de reacciones racionales. Por lo tanto, se agrega la siguiente restriccio´n
que iguala el valor de la funcio´n objetivo del problema primal del nivel inferior (3.8) con el
valor objetivo del dual correspondiente (3.12), para algu´n valor de z de la empresa pu´blica:∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
αizi +
∑
j∈J
βjmj (4.1)
De esa forma, el problema de programacio´n binivel lineal es transformado en un problema de
un so´lo nivel no lineal con 5|I| + |J | + |I||J | variables continuas y 4|I| + |J | + |I||J | + 2
restricciones (sin considerar restricciones de no negatividad), tal como aparece a continuacio´n:
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Reformulacio´n 1. Dualidad fuerte (No lineal)
min
x,z,r,s,y,α,β
∑
i∈I
(ri + si) (4.2)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (4.3)
t ≤
∑
i∈I
(pi − cGi )xi (4.4)
0 ≤ xi ≤ qAi ∀i (4.5)
0 ≤ zi ≤ qBi ∀i (4.6)
ri ≥ 0 ∀i (4.7)
si ≥ 0 ∀i (4.8)∑
j∈J
aijyij ≤ zi ∀i (4.9)∑
i∈I
bijyij ≤ mj ∀j (4.10)
yij ≥ 0 ∀i, ∀j (4.11)
aijαi + bijβj ≥ (pi − cEij) ∀i, ∀j (4.12)
αi ≥ 0 ∀i (4.13)
βj ≥ 0 ∀j (4.14)∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
αizi +
∑
j∈J
βjmj (4.15)
Este modelo tiene la funcio´n objetivo y las restricciones lineales, salvo la u´ltima que es
cuadra´tica (4.15). Esa ecuacio´n puede representarse de la siguiente forma:
−
∑
j∈J
∑
i∈I
(pi − cEij)yij +
∑
i∈I
αizi +
∑
j∈J
βjmj ≤ 0 (4.16)∑
j∈J
∑
i∈I
(pi − cEij)yij −
∑
i∈I
αizi −
∑
j∈J
βjmj ≤ 0 (4.17)
Es evidente que tanto el primer elemento, como el u´ltimo de la suma en 4.16, son fun-
ciones convexas ya que son sumas de productos entre variables y para´metros. Se prueba la
convexidad del elemento intermedio no lineal de la siguiente forma: sea el vector no negativo
x ∈ Q ⊆ R2n, con Q un poliedro y la funcio´n h : R2n → R, tal que h(x) = ∑ni=1 xixn+i.
Considere dos vectores x, y ∈ Q tal que:
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h(x+ y) =
n∑
i=1
(xi + yi)(xn+i + yn+i)
=
n∑
i=1
xixn+i +
n∑
i=1
(xn+iyi + xiyn+i) +
n∑
i=1
yiyn+i
= h(x) + (∇h(x), y) +
n∑
i=1
yiyn+i
h(x+ y) ≥ h(x) + (∇h(x), y)
Entonces el te´rmino
∑
i∈I αizi es una funcio´n convexa [39].
Cada elemento de la suma en (4.16) es convexo, por lo tanto, su suma es convexa. De
esto se deriva que la funcio´n que define (4.16) es convexa, y (4.17) es co´ncava. Por lo cual,
la Reformulacio´n 1 no puede ser abordada con las te´cnicas tradicionales para los programas
matema´ticos con restricciones cuadra´ticas (QCP por sus siglas en ingle´s), y lo convierte en un
problema no lineal ma´s general, de programacio´n no convexa.
4.2 Reformulacio´n 2: Holgura complementaria
La segunda reformulacio´n se basa en las condiciones de holgura complementaria ([10]: Teo-
rema 2.5.4), que aseguran la optimalidad del nivel inferior, y por medio de procedimientos
algebraicos se recupera la linealidad que se habı´a perdido en la restriccio´n (4.1). Para con-
seguir dicha linealizacio´n se introducen las siguientes restricciones:
αi
(
zi −
∑
j∈J
aijyij
)
= 0 ∀i (4.18)
βj
(
mj −
∑
i∈I
bijyij
)
= 0 ∀j (4.19)
yij
(
aijαi + bijβj − (pi − cEij)
)
= 0 ∀i, ∀j (4.20)
Cada una de estas restricciones sigue siendo no lineal, sin embargo, pueden linealizarse
de manera sencilla. Se introducen los para´metros M1, M2 y M3 los cuales representan
nu´meros positivos suficientemente grandes. Adema´s, se incluyen las variables binarias γi ∈
{0, 1} ∀i ∈ I , δj ∈ {0, 1} ∀j ∈ J y ij ∈ {0, 1} ∀i ∈ I,∀j ∈ J . Las restricciones
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(4.18)-(4.20) se sustituyen por los siguientes pares de restricciones:
αi ≤ M1γi ∀i (4.21)
zi −
∑
j∈J
aijyij ≤ M1(1− γi) ∀i (4.22)
βj ≤ M2δj ∀j (4.23)
mj −
∑
i∈I
bijyij ≤ M2(1− δj) ∀j (4.24)
yij ≤ M3ij ∀i, ∀j (4.25)
aijαi + bijβj − (pi − cEij) ≤ M3(1− ij) ∀i, ∀j (4.26)
La Reformulacio´n 2 resulta ser un modelo de programacio´n mixta-entera con restricciones
lineales que tiene 6|I|+ 2|J |+ 2|I||J | variables y 6|I|+ 3|J |+ 3|I||J |+ 1 restricciones (sin
considerar restricciones de no negatividad o binarias).
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Reformulacio´n 2. Holgura complementaria
min
x,z,r,s,y,α,β,γ,δ,
∑
i∈I
(ri + si) (4.27)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (4.28)
t ≤
∑
i∈I
(pi − cGi )xi (4.29)
0 ≤ xi ≤ qAi ∀i (4.30)
0 ≤ zi ≤ qBi ∀i (4.31)
ri ≥ 0 ∀i (4.32)
si ≥ 0 ∀i (4.33)∑
j∈J
aijyij ≤ zi ∀i (4.34)∑
i∈I
bijyij ≤ mj ∀j (4.35)
yij ≥ 0 ∀i, ∀j (4.36)
aijαi + bijβj ≥ (pi − cEij) ∀i, ∀j (4.37)
αi ≥ 0 ∀i (4.38)
βj ≥ 0 ∀j (4.39)
αi ≤ M1γi ∀i (4.40)
zi −
∑
j∈J
aijyij ≤ M1(1− γi) ∀i (4.41)
βj ≤ M2δj ∀j (4.42)
mj −
∑
i∈I
bijyij ≤ M2(1− δj) ∀j (4.43)
yij ≤ M3ij ∀i, ∀j (4.44)
aijαi + bijβj − (pi − cEij) ≤ M3(1− ij) ∀i, ∀j (4.45)
γi, δj, ij ∈ {0, 1} ∀i, ∀j (4.46)
4.2.1 Ajuste del valor de las constantes M
En el problema bajo estudio, los para´metros aij, bij son siempre positivos, lo que significa que
si hay ma´s produccio´n de bienes de consumo final, se requieren ma´s insumos y se utiliza ma´s
capacidad productiva de la empresa privada. Adema´s, la resta pi − cEij siempre es no negativa
ya que, de lo contrario, las empresas privadas estarı´an teniendo pe´rdidas, lo que supondrı´a su
salida del mercado en cierto plazo.
Se define la cota superior UB(·) ∈ R de un vector, como un nu´mero real que es mayor
o igual a todos los componentes del vector.
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Para ajustar el valor de M1 se busca primero encontrar una cota superior para αi ∀i ∈ I ,
tal que α es parte de una solucio´n o´ptima al problema dual. El peor escenario ocurre cuando
βj = 0 ∀j ∈ J , entonces se debe cumplir por (4.37) que αi ≥ pi−c
E
ij
aij
∀i ∈ I,∀j ∈ J . Debido
a que (3.12) minimiza, entonces la solucio´n o´ptima ocurre en la igualdad. Por lo tanto, una
cota superior para cualquier valor o´ptimo de α es:
UB(α) = max
i∈I,j∈J
{pi − c
E
ij
aij
} (4.47)
Ana´logamente, se puede proceder para el caso de la variable dual β y obtener la siguiente cota
superior:
UB(β) = max
i∈I,j∈J
{pi − c
E
ij
bij
} (4.48)
La demostracio´n formal se hace por contradiccio´n. Sea (α∗, β∗) una solucio´n o´ptima del
problema dual D definido por (3.12)-(3.15) para un z determinado. Sea (α′ , β ′) tal que todos
los elementos de ambos vectores son iguales a la solucio´n o´ptima, salvo para un i′ ∈ I
particular, en el que α′
i′ = maxi∈I,j∈J{
pi−cEij
aij
}. Entonces:
max
i∈I,j∈J
{pi − c
E
ij
aij
} ≥
pi′ − cEi′j
ai′j
∀j
ai′j max
i∈I,j∈J
{pi − c
E
ij
aij
} ≥ pi′ − cEi′j ∀j
aij max
i∈I,j∈J
{pi − c
E
ij
aij
}+ bij max
i∈I,j∈J
{pi − c
E
ij
bij
} ≥ pi − cEij ∀i,∀j
Por lo tanto (α′ , β ′) es una solucio´n factible del problema D. Supongamos que α∗i∗ > α
′
i′ ,
esto implica que
α∗i∗zi∗ > α
′
i′zi∗∑
i∈I
α∗i zi +
∑
j∈J
β∗jmj >
∑
i∈I
α
′
izi +
∑
j∈J
β
′
jmj
Lo cual entra en contradiccio´n con la primera suposicio´n que decı´a que (α∗, β∗) eran solucio´n
o´ptima. Por lo tanto, α′
i′ acota cualquier solucio´n o´ptima para i
′ de la forma en que fue
definida. Iterativamente esta conclusio´n se extiende para toda i ∈ I , y para toda j ∈ J re-
specto al vector β.
En el caso de la restriccio´n (4.41), la cota superior se obtiene tomando en cuenta la no
negatividad de los componentes de la resta y la restriccio´n (4.34), entonces:
zi −
∑
j∈J
aijyij ≤ zi ≤ qBi ∀i
UB
(
zi −
∑
j∈J
aijyij
)
= max
i∈I
{qBi }
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Ana´logamente, para el caso de la restriccio´n (4.37) la cota superior es:
UB
(
mj −
∑
i∈I
bijyij
)
= max
j∈J
{mj}
Para el caso de M3, obse´rvese que por (4.35) se tiene que bijyij ≤
∑
i∈I bijyij ≤ mj ∀i ∈
I,∀j ∈ J , entonces se cumple yij ≤ mjbij ∀i ∈ I,∀j ∈ J . Una cota superior para la variable y
es:
UB(y) = max
i∈I,j∈J
{mj
bij
}
Finalmente, por (4.47) y (4.48), se sabe que aijUB(α) + bijUB(β) ≥ aijαi+ bijβj ≥ aijαi+
bijβj − (pi − cEij) ∀i ∈ I,∀j ∈ J . Por lo cual, para el caso de la restriccio´n (4.46) se tiene la
cota superior:
UB(aijαi + bijβj − (pi − cEij)) = max
i∈I,j∈J
{aijUB(α) + bijUB(β)}
UB(aijαi + bijβj − (pi − cEij)) = max
i∈I,j∈J
{aij}UB(α) + max
i∈I,j∈J
{bij}UB(β)
Por lo tanto, se puede establecer M1, M2 y M3 como:
M1 = max
{
max
i∈I,j∈J
{pi − c
E
ij
aij
}, max
i∈I
{qBi }
}
(4.49)
M2 = max
{
max
i∈I,j∈J
{pi − c
E
ij
bij
}, max
j∈J
{mj
}
(4.50)
M3 = max
{
max
i∈I,j∈J
{mj
bij
}, max
i∈I,j∈J
{aij}UB(α) + max
i∈I,j∈J
{bij}UB(β)}
}
(4.51)
4.3 Reformulacio´n 3. Discretizacio´n
La Reformulacio´n 3. Discretizacio´n es una relajacio´n lineal del modelo correspondiente a la
Reformulacio´n 1, que discretiza la variable continua z para sustituir la restriccio´n no lineal
(4.1) por otras restricciones lineales. Al ser una relajacio´n, la solucio´n o´ptima que produce
la reformulacio´n, no necesariamente es o´ptima en el problema binivel. Es decir, esta refor-
mulacio´n obtiene una solucio´n factible que acota superiormente el valor o´ptimo del problema
binivel; esto es ası´ porque optimiza so´lo sobre un subconjunto de todos los valores posibles
que puede tomar z.
SeaZi una coleccio´n de conjuntos de valores reales, dondeZi = {ζil}, ζil ∈ [0, qBi ] ∀l ∈
L,∀i ∈ I , y sea ηil = {0, 1},∀i ∈ I, l ∈ L una variable binaria, entonces zi =
∑
l∈L ζilηil, ∀i ∈
I si se cumple que: ∑
l∈L
ηil = 1 ∀i (4.52)
ηil = {0, 1} ∀i, ∀l (4.53)
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La restriccio´n (4.1) se puede sustituir por la siguiente igualdad considerando las restricciones
4.52-4.53. ∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
(
αi
∑
l∈L
ζilηil
)
+
∑
j∈J
βjmj (4.54)
Obse´rvese que por (4.52), para un i′ determinado so´lo existe un l′ tal que ηi′ l′ = 1. Por lo
tanto, la restriccio´n (4.54) puede convertirse en la siguiente igualdad sin ningu´n inconveniente
(salvo los computacionales):∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
∑
l∈L
αiζilηil +
∑
j∈J
βjmj (4.55)
Sea w una variable continua. Puede mostrarse que wil = αiζilηil, ∀i ∈ I, ∀l ∈ L, ∀j ∈ J , si
se cumplen las siguientes restricciones:
wil ≤ αiζil ∀i, ∀l (4.56)
wil ≥ 0 ∀i, ∀l (4.57)
wil ≤ UB(α)ηilζil ∀i, ∀l (4.58)
αiζil − UB(α)(1− ηil)ζil ≤ wil ∀i, ∀l (4.59)
donde el te´rmino UB(α) representa una cota superior de la variable α, la cual ha sido definida
en (4.47). Entonces, puede sustituirse la igualdad (4.55) por las restricciones (4.52), (4.53),
(4.56)-(4.59) ma´s la siguiente restriccio´n:∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
∑
l∈L
wil +
∑
j∈J
βjmj (4.60)
La Reformulacio´n 3 resulta un problema entero mixto de un so´lo nivel con 4|I|+|J |+|I||J |+
|I||L| variables y 5|I| + |J | + |I||J | + 3|I||L| + 2 restricciones (sin considerar restricciones
de no negatividad o binarias), definido como:
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Reformulacio´n 3. Discretizacio´n
min
x,r,s,y,α,β,η,w
∑
i∈I
(ri + si) (4.61)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (4.62)
t ≤
∑
i∈I
(pi − cGi )xi (4.63)
0 ≤ xi ≤ qAi ∀i (4.64)
0 ≤
∑
l∈L
ζilηil ≤ qBi ∀i (4.65)
ri ≥ 0 ∀i (4.66)
si ≥ 0 ∀i (4.67)∑
j∈J
aijyij ≤
∑
l∈L
ζilηil ∀i (4.68)∑
i∈I
bijyij ≤ mj ∀j (4.69)
yij ≥ 0 ∀i, ∀j (4.70)
aijαi + bijβj ≥ (pi − cEij) ∀i, ∀j (4.71)
αi ≥ 0 ∀i (4.72)
βj ≥ 0 ∀j (4.73)∑
l∈L
ηil = 1 ∀i (4.74)
ηil = {0, 1} ∀i, ∀l (4.75)
wil ≤ αiζil ∀i, ∀l (4.76)
wil ≥ 0 ∀i, ∀l (4.77)
wil ≤ UB(α)ηilζil ∀i, ∀l (4.78)
αiζil − UB(α)(1− ηil)ζil ≤ wil ∀i, ∀l (4.79)∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
∑
l∈L
wil +
∑
j∈J
βjmj (4.80)
4.4 Comparacio´n analı´tica de las tres reformulaciones
Las tres reformulaciones parten de un nu´cleo de restricciones y variables que incluyen to-
das las que corresponden al problema del nivel superior, y al primal y dual del nivel superior;
es decir, de 4|I|+|J |+|I||J |+1 desigualdades lineales y 4|I|+|J |+|I||J | variables continuas.
La Reformulacio´n 1. Dualidad fuerte agrega so´lamente una igualdad no convexa. Por
su parte, tanto la Reformulacio´n 2. Holgura Complementaria, como la Reformulacio´n 3. Dis-
cretizacio´n son modelos de programacio´n lineal mixta-entera. La Reformulacio´n 2 agrega
2|I| + 2|J | + 2|I||J | restricciones lineales y tres variables binarias bajo los ı´ndices i, j y ij.
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Adema´s, es necesario realizar varios procesos computacionales para encontrar M1, M2, M3.
Mientras que la Reformulacio´n 3 agrega |I| + 3|I||L| + 1 desigualdades lineales, ası´ como
una variable continua y una variable binaria, ambas con los ı´ndices il. Para un valor de |L|
“pequen˜o” es claro que la Reformulacio´n 2 es ma´s compleja que la Reformulacio´n 3. Sin
embargo, debido a que la relacio´n de la Reformulacio´n 3 requiere de una gran cantidad de
valores reales ζil para mejorar sus resultados, es de esperar que este sea el modelo computa-
cionalmente ma´s costoso.
Capı´tulo 5
Algoritmos heurı´sticos
5.1 Algoritmo 1: Algoritmo iterado sobre puntos extremos
(AIPE)
En la seccio´n 3.3 se resalto´ que el poliedro que define la regio´n factible del problema dual
del nivel inferior es independiente de las variables del lı´der y, por lo tanto, es constante en
todo el problema binivel. Si se conocieran todos los ve´rtices de este poliedro, la igualdad
(4.1) y las restricciones duales de la Reformulacio´n 1. Dualidad fuerte podrı´an sustituirse por
el conjunto de restricciones asociadas a los ve´rtices del poliedro asegurando que se cumpla
so´lo una de estas restricciones. Esto reemplazarı´a a las variables duales por para´metros que
representen a esos ve´rtices.
La idea del Algoritmo iterado sobre puntos extremos (AIPE) es explotar esta carac-
terı´stica del problema dual. Iterativamente se generan ve´rtices del poliedro dual, y se resuelve
un problema de programacio´n entera mixta llamado el Problema Maestro, el cual asegura
encontrar una solucio´n factible del problema binivel. El algoritmo se detiene cuando es im-
posible mejorar el valor de la funcio´n objetivo del problema binivel.
Sea P el poliedro asociado a las restricciones del problema dual (3.13)-(3.15); y vk =
(αk, βk) ∈ P, k = 1, ..., |P | los ve´rtices del poliedro P , donde |P | define el nu´mero de
ve´rtices que tiene dicho poliedro, con αk = (αk1, ..., α
k
|I|), β
k = (βk1 , ..., α
k
|J |). Sea F la
funcio´n objetivo del problema binivel (3.1), f y g las funciones objetivo del problema primal
(3.8) y del dual (3.12) del nivel inferior, respectivamente. Sea χ = (x, z, r, s) un vector que
agrupa las variables del lı´der; Υ = (y1, ..., y|J |), un vector que contiene a las variables del
seguidor. Se define ϕ como el conjunto de los ve´rtices de P que se han explorado hasta el
momento; en cada iteracio´n se actualiza K = |ϕ| con k ∈ K como ı´ndice de los ve´rtices
conocidos. Con UB(zi) se representa una cota superior de la variable zi, la cual naturalmente
es el para´metro qBi .
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Problema Maestro (PM):
min
x,z,r,s,y,λ
∑
i∈I
(ri + si) (5.1)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (5.2)
t ≤
∑
i∈I
(pi − cGi )xi (5.3)
0 ≤ xi ≤ qAi ∀i (5.4)
0 ≤ zi ≤ qBi ∀i (5.5)
ri ≥ 0 ∀i (5.6)
si ≥ 0 ∀i (5.7)∑
j∈J
aijyij ≤ zi ∀i (5.8)∑
i∈I
bijyij ≤ mj ∀j (5.9)
yij ≥ 0 ∀i, ∀j (5.10)∑
i∈I
αki zi +
∑
j∈J
βkjmj ≥
∑
j∈J
∑
i∈I
(pi − cEij)yij ∀k (5.11)∑
i∈I
αki zi +
∑
j∈J
βkjmj − (1− λk)(
∑
i∈I
αki UB(zi) +
∑
j∈J
βkjmj) ≤
∑
j∈J
∑
i∈I
(pi − cEij)yij ∀k (5.12)∑
k∈K
λk = 1 (5.13)
λk ∈ {0, 1} ∀k (5.14)
Las u´ltimas restricciones (5.11)-(5.14), aseguran que la igualdad f(Υ) = g(χ, vk) se
cumpla para un so´lo ve´rtice, utilizando la variable binaria auxiliar λ. Con ello, se tiene la
certeza que la solucio´n resultante Υ∗ pertenece al conjunto de reaccio´n racional del seguidor.
Esto es ası´ porque al cumplirse la igualdad de valores entre la funcio´n objetivo dual y el primal
del nivel inferior se sabe que ambas soluciones son o´ptimas por el criterio de optimalidad su-
ficiente ([10]: Teorema 2.5.2). De lo anterior, se deduce que la solucio´n o´ptima del Problema
Maestro es una solucio´n factible (en la regio´n inducible) del problema binivel.
Se representa como Dual(z) → v el proceso por el cual se resuelve el problema dual
(3.12)-(3.15) para un vector z fijo y se obtiene una solucio´n o´ptima v = (α, β). Y por
PM(ϕ)→ (χ,Υ) al proceso por el cual se resuelve el Problema Maestro para un conjunto de
ve´rtices ϕ, y da como resultado las soluciones (χ,Υ). La descripcio´n estructurada del algo-
ritmo se presenta en el Pseudoco´digo 5.1.
Este algoritmo es heurı´stico ya que no asegura la optimalidad del problema binivel,
debido a que es posible que, durante el proceso, la funcio´n objetivo no registre mejorı´a. Esto
puede ocurrir cuando el valor zk obtenido en la iteracio´n k produce un ve´rtice vk que ya esta´
dentro del conjunto ϕ o cuando simplemente F (χk,Υk) ≥ F (χk−1,Υk−1).
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Algoritmo 5.1.1 Algoritmo iterado sobre puntos extremos (AIPE)
Paso 1. Inicializacio´n: ϕ = ∅, ρ =∞;
Paso 2. Encontrar ve´rtices iniciales D(0)→ v1. D(qBi )→ v2. ϕ = ϕ ∪ {v1, v2};
Paso 3. Resolver Problema Maestro: PM(ϕ)→ (χk,Υk). pi = F (χk,Υk);
Paso 4. Encontrar ve´rtice k: D(zk)→ vk;
Paso 5. Evaluar funcio´n objetivo:
• Si ρ > pi entonces ϕ = ϕ ∪ {vk}, ρ = pi. Regresar al Paso 3;
• Si ρ ≤ pi entonces pare.
Reportar: pi, (χk, Υk)
5.2 Algoritmo 2: Algoritmo de penalizacio´n de la holgura
del nivel inferior (APHNI)
La idea del Algoritmo de penalizacio´n de la holgura del nivel inferior (APHNI) es encontrar
una solucio´n factible utilizando ve´rtices del problema dual construido a partir de soluciones
no necesariamente factibles.
El Algoritmo de penalizacio´n de la holgura del nivel inferior (APHNI) consiste en re-
solver iterativamente un problema mixto-entero de un so´lo nivel denominado Problema Mae-
stro Modificado (PMM). Este modelo permite la existencia de una holgura entre la funcio´n ob-
jetivo primal del nivel inferior y su funcio´n objetivo dual evaluada en los ve´rtices del poliedro
dual, pero lo penaliza en la funcio´n objetivo del modelo, es decir, la funcio´n objetivo que
corresponde al lı´der, para acercarse a una buena solucio´n factible. Debido a que se permite
que el valor de la funcio´n primal y dual sea diferente de cero, se da libertad para encontrar
nuevos ve´rtices duales utilizando soluciones que pertenecen a la regio´n de restricciones del
problema binivel, pero no necesariamente a la regio´n inducible. Por lo tanto, al finalizar las
iteraciones es necesario resolver otro problema, denominado Problema Resultante para en-
contrar una solucio´n factible. El Problema Resultante es un problema lineal de un so´lo nivel
definido por las restricciones del lı´der y el seguidor (3.1)-(3.7), (3.9)-(3.11), pero que toma
como para´metro el u´ltimo valor obtenido de z en las iteraciones. Para asegurar la factibilidad
de la solucio´n, incluye una restriccio´n que iguala la funcio´n f(Υ) con el valor de la funcio´n
dual g evaluada en z. Es decir, agregar la siguiente igualdad, donde ψ = g(zk) representa un
para´metro: ∑
j∈J
∑
i∈I
(pi − cEij)yij = ψ (5.15)
La diferencia es normalizada por una constante M y multiplicada por un coeficiente µ para
restarle importancia sobre lo que es el objetivo real, es decir, equilibrar la proporcio´n de la
oferta con la demanda. Un posible valor de M puede ser el valor ma´ximo de todos los valores
o´ptimos del problema dual para cada iteracio´n.
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Problema Maestro Modificado (PMM):
min
x,z,r,s,y,λ,ε
∑
i∈I
(ri + si) +
ε
M
µ (5.16)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (5.17)
t ≤
∑
i∈I
(pi − cGi )xi (5.18)
0 ≤ xi ≤ qAi ∀i (5.19)
0 ≤ zi ≤ qBi ∀i (5.20)
ri ≥ 0 ∀i (5.21)
si ≥ 0 ∀i (5.22)∑
j∈J
aijyij ≤ zi ∀i (5.23)∑
i∈I
bijyij ≤ mj ∀j (5.24)
yij ≥ 0 ∀i, ∀j(5.25)∑
k∈K
λk = 1 (5.26)
λk ∈ {0, 1} ∀k (5.27)
εk +
∑
j∈J
∑
i∈I
(pi − cEij)yij =
∑
i∈I
αki zi +
∑
j∈J
βkjmj ∀k (5.28)
εk ≥ 0 ∀k (5.29)
ε ≥ 0 (5.30)
ε ≥ εk − (1− λk)M ∀k (5.31)
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Problema Resultante (PR):
min
x,r,s,y
∑
i∈I
(ri + si) (5.32)
sujeto a:
∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (5.33)
t ≤
∑
i∈I
(pi − cGi )xi (5.34)
0 ≤ xi ≤ qAi ∀i (5.35)
ri ≥ 0 ∀i (5.36)
si ≥ 0 ∀i (5.37)∑
j∈J
aijyij ≤ zˆi ∀i (5.38)∑
i∈I
bijyij ≤ mj ∀j (5.39)
yij ≥ 0 ∀i, ∀j (5.40)∑
j∈J
∑
i∈I
(pi − cEij)yij = ψ (5.41)
Ana´logamente se define PPM(ϕ,M) → (χ,Υ) para el Problema Maestro Modificado como
en el primer algoritmo propuesto, y se representara´ la funcio´n objetivo 5.16 por F ∗. Mientras
que por PR(ϕ, ψ, zˆ)→ (χ,Υ) se entiende el proceso de resolver el Problema Resultante para
el conjunto de vectores ϕ, el valor real ψ y el para´metro zˆ = zk, que corresponde al valor
de z para la u´ltima iteracio´n del algoritmo. La estructura de este algoritmo se muestra en el
Pseudoco´digo 5.2.
Algoritmo 5.2.1 Algoritmo de penalizacio´n de la holgura del nivel inferior (APHNI)
Paso 1. Inicializacio´n: ϕ = ∅, ρ =∞, M = Max{1, D(qBi )};
Paso 2. Resolver Problema Maestro Modificado: PMM(ϕ,M) → (χk,Υk). pi =
F ∗(χk,Υk);
Paso 3. Encontrar ve´rtice k: D(zk)→ vk. M = Max{M, D(zk)};
Paso 4. Evaluar funcio´n objetivo:
• Si ρ > pi entonces ϕ = ϕ ∪ {vk}, ρ = pi. Regresar al Paso 2;
• Si ρ ≤ pi entonces Ir al Paso 5;
Paso 5. Encontrar solucio´n factible: ψ = D(zk). PR(ϕ, ψ, zˆ) → (χ∗,Υ∗). pi =
F (χ∗,Υ∗);
Reportar: pi, (χ∗,Υ∗)
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5.3 Algoritmo hı´brido (AH)
El Algoritmo iterado sobre puntos extremos (AIPE) por sus caracterı´sticas, no puede asegurar
que se encuentre un nuevo ve´rtice en cada interacio´n o que ese ve´rtice mejore la solucio´n
actual. Una idea intuitiva es utilizar el Algoritmo de penalizacio´n de la holgura del nivel in-
ferior (APHNI) para superar ese defecto; ya que tiene la ventaja de poder desplazarse en cada
iteracio´n por soluciones que no pertenecen a la regio´n inducida, y explorar nuevos ve´rtices
que de otra forma no podrı´an obtenerse.
La idea del Algoritmo hı´brido (AH) es reproducir los pasos del Algoritmo iterado so-
bre puntos extremos (AIPE), hasta que se detenga. Una vez que eso ocurre, se introduce una
subrutina que resuelve el Problema Maestro Modificado y busca un nuevo ve´rtice, y con e´ste
se busca otra solucio´n factible. Si la nueva exploracio´n permite mejorar la funcio´n objetivo
se continu´a con el proceso, hasta que ya no sea posible. El esquema se muestra en el Pseu-
doco´digo 5.3.
Algoritmo 5.3.1 Algoritmo Hı´brido (AH)
Paso 1. Inicializacio´n: ϕ = ∅, ρ =∞;
Paso 2. Encontrar ve´rtices iniciales D(0) → v1. D(qBi ) → v2. ϕ = ϕ ∪ {v1, v2}, M =
Max{D(0), D(qBi )};
Paso 3. Resolver Problema Maestro: PM(ϕ)→ (χk,Υk). pi = F (χk,Υk);
Paso 4. Encontrar ve´rtice k: D(zk)→ vk. ϕ = ϕ ∪ {vk}, M = Max{M, D(zk)};
Paso 5. Evaluar funcio´n objetivo:
• Si ρ > pi entonces Ir al Paso 6;
• Si ρ ≤ pi entonces
PMM(ϕ,M)→ (χk∗ ,Υk∗). D(zk∗)→ vk∗ . ϕ = ϕ ∪ {vk∗};
PM(ϕ) → (χk,Υk). pi = F (χk,Υk). D(zk) → vk, ϕ = ϕ ∪ {vk}, M =
Max{M, D(zk)}.
Paso 6. Reevaluar de la funcio´n objetivo:
• Si ρ > pi entonces ρ = pi. Regresar al Paso 3;
• Si ρ ≤ pi entonces Pare.
Reportar: pi, (χk, Υk)
5.4 Algoritmo para identificar mu´ltiples o´ptimos
Debido a las caracterı´sticas particulares del problema abordado en esta tesis, pueden existir
mu´ltiples soluciones o´ptimas. Estas son relevantes para la problema´tica real, debido a que
implican diferentes configuraciones de las cantidades producidas por la empresa pu´blica y
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las empresas privadas, manteniendo el mismo nivel de equilibrio respecto a la demanda, y
aseguran diferentes niveles de ganancias de las empresas privadas. Conocer este conjunto de
soluciones o´ptimas dotarı´a al gobierno de informacio´n relevante, no so´lo para equilibrar la
demanda con la oferta sino tambie´n para poder establecer la cantidad de ganancia que podrı´an
obtener en conjunto las empresas privadas.
Matema´ticamente esto tiene una complicacio´n. Si bien una solucio´n de un problema
de programacio´n binivel lineal ocurre en un ve´rtice de la regio´n inducible y de la regio´n de
restricciones; dado que la regio´n inducida de un problema de este tipo, en general, no es con-
vexa, el conjunto de soluciones o´ptimas cuando no esta´ compuesto de un u´nico elemento, no
es necesariamente convexo [10]. Lo cual no permite dar una descripcio´n sencilla en forma
analı´tica del conjunto de soluciones o´ptimas.
Supongamos que se tiene una solucio´n o´ptima (o una solucio´n factible suficientemente
buena) (χ∗, υ∗) y el valor de la funcio´n objetivo Θ = F (χ∗, υ∗). Entonces es posible refor-
mular el Modelo Binivel como problema lineal de un so´lo nivel, nombrado Reformulacio´n
auxiliar, para obtener otras soluciones factibles con el mismo valor de la funcio´n objetivo.
La Reformulacio´n auxiliar mantiene las restricciones del lı´der y del seguidor para que
la solucio´n pertenezca a la regio´n de restricciones del problema binivel. Se introduce la igual-
dad de la funcio´n objetivo del nivel superior 5.1 con el valor o´ptimo Θ encontrado anterior-
mente. Se coloca la funcio´n objetivo del nivel inferior 5.8 como la nueva funcio´n objetivo
de la Reformulacio´n auxiliar, con lo que se asegura que la solucio´n Υ pertenezca al conjunto
de reacciones racionales del seguidor. Por u´ltimo, se incluye una restriccio´n que obliga a la
funcio´n objetivo a ser menor a cierta cota ma´xima. Esto tiene el significado econo´mico de en-
contrar diferentes configuraciones de produccio´n que mantienen el mismo nivel de equilibrio
del mercado, pero con diferentes niveles de ganancia para el seguidor.
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Reformulacio´n auxiliar
max
x,z,r,s,y
∑
j∈J
∑
i∈I
(pi − cEij)yij (5.42)
sujeto a:
∑
i∈I
(ri + si) = Θ (5.43)∑
j∈J yij + xi
di
+ ri − si = 1 ∀i (5.44)
t ≤
∑
i∈I
(pi − cGi )xi (5.45)
0 ≤ xi ≤ qAi ∀i (5.46)
0 ≤ zi ≤ qBi ∀i (5.47)
ri ≥ 0 ∀i (5.48)
si ≥ 0 ∀i (5.49)∑
j∈J
aijyij ≤ zi ∀i (5.50)∑
i∈I
bijyij ≤ mj ∀j (5.51)
yij ≥ 0 ∀i, ∀j (5.52)∑
j∈J
∑
i∈I
(pi − cEij)yij ≤ ι (5.53)
El algoritmo consiste en resolver iterativamente la Reformulacio´n auxiliar, actualizando
el valor de ι por el valor de la funcio´n objetivo 5.42 de la iteracio´n anterior menos un para´metro
ε, esto es, ι = f(Υk−1)−ε. En la primera iteracio´n se establece que ι =∞; con lo cual se ob-
tiene no so´lo una solucio´n optima al problema binivel, sino que adema´s tiene la caracterı´stica
de ser la solucio´n o´ptima con la mayor ganancia para el seguidor. Adema´s, debe resaltarse que
la posibilidad de encontrar nuevas soluciones dependera´ del valor del ε determinado, por lo
cual no se puede asegurar que se encuentren todas las soluciones o´ptimas del problema binivel.
Capı´tulo 6
Experimentacio´n computacional
6.1 Ambiente computacional
Los experimentos computacionales se realizaron en una computadora personal modelo Dell
Inspiron 5558, con las siguientes caracterı´sticas: un procesador Intel(R) Core i3 con una ve-
locidad de 2.10 GHz, 6.00 GB de memoria RAM y sistema operativo Windows 10.
La Reformulacio´n 2. Holgura complementaria y la Reformulacio´n 3. Discretizacio´n, ası´
como todos los algoritmos descritos en el capı´tulo 5 fueron implementados en Microsoft Vi-
sual Studio 2017 en el lenguaje de programacio´n C++, utilizando como optimizador CPLEX
12.7.1. Mientras que, la Reformulacio´n 1. Dualidad fuerte (no lineal) fue implementada en
AMPL y resuelta con el optimizador Baron 18.5.8.
6.2 Generacio´n de las instancias
Para evaluar el desempen˜o de las reformulaciones y los algorı´tmos heurı´sticos se hicieron
comparaciones directas de los resultados obtenidos en cuanto a calidad y tiempo requerido.
Las pruebas se hicieron sobre dos conjuntos de instancias. Las instancias de tipo A (aleatorias)
fueron creadas de forma aleatoria utilizando rangos arbitrarios que aseguren que el problema
sea factible y se pueda resolver, es decir, que el gobierno pueda producir toda la demanda por
sı´ mismo. Por otro lado, las instancias de tipo R (realistas) utilizaron rangos basados en datos
reales de la industria petroquı´mica mexicana.
Se crearon dos grupos de 30 instancias para cada tipo con los siguientes taman˜os:
• |I| = 10, |J | = 10
• |I| = 25, |J | = 25
• |I| = 25, |J | = 75
• |I| = 50, |J | = 100
• |I| = 75, |J | = 125
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• |I| = 150, |J | = 200
Para establecer esos taman˜os se tomo´ como referencia el nu´mero de unidades econo´nomicas
registradas en la fabricacio´n de productos quı´micos ba´sicos o´rganicos por el Instituto Nacional
de Estadı´stica y Geografı´a en los censos econo´micos realizados en 1999, 2004, 2009 y 2014.
El mayor nu´mero de estas unidades fue en 2004 con 159, lo que sirve de lı´mite superior del
nu´mero de empresas privadas dedicadas a la petroquı´mica secundaria. En el caso de la can-
tidad de productos, se considero´ el nu´mero de productos clasificados como petroquı´micos
ba´sicos y secundarios por la legislacio´n mexicana en distintos an˜os, lo cual se muestra en la
tabla 6.1.
Tabla 6.1: Clasificacio´n de productos petroquı´micos
An˜o de
clasificacio´n
Petroquı´micos
ba´sicos
Petroquı´micos
secundarios
1960 16 -
1986 34 26
1989 8 13
1992 20 35
Elaboracio´n propia con datos de [1], [7], [8], [9]
En las instancias tipo R, se partio´ de los datos obtenidos en el compendio estadı´stico del
sector energı´a de la Secretarı´a de Energı´a sobre la demanda, los precios y la capacidad pro-
ductiva de 47 productos petroquı´micos de 1980 a 2002. La demanda di se construyo´ tomando
un nu´mero aleatorio entre el promedio de las demandas en ese periodo para cada producto i
menos su desviacio´n esta´ndar y el promedio de las demandas ma´s su desviacio´n esta´ndar. El
precio pi y la capacidad productiva del gobierno qAi se definieron de manera aleatoria entre 1
y el precio ma´ximo o la capacidad ma´xima de cada producto i, respectivamente.
El costo del gobierno cGi se obtuvo como un coeficiente aleatorio entre 0.22 y 0.60 mul-
tiplicado por el precio de cada producto i. Estos rangos provienen de la razo´n entre el costo de
ventas y los ingresos totales de PEMEX durante los an˜os 1988-2000, 2011-2013 y 2015-2016.
La utilidad mı´nima que debe obtener la empresa pu´blica se calculo´ como el 30% del to-
tal de beneficios que obtendrı´a el gobierno si pudiera satisfacer por sı´ mismo toda la demanda
de petroquı´micos del mercado.
La capacidad productiva del gobierno qBi para las materias primas i se calculo´ multipli-
cando el ma´ximo coeficiente de produccio´n de las empresas privadas por la capacidad ma´xima
del gobierno para producir bienes de consumo final. De esta forma, la empresa con mejor tec-
nologı´a podrı´a igualar la capacidad productiva de la empresa del gobierno para algu´n producto
especı´fico.
Los costos de produccio´n cEij de las empresas privadas j corresponden a coeficientes
aleatorios en el rango de 0.784 y 0.884 multiplicados por el precio de cada producto i. El
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rango corresponde a los valores mı´nimo y ma´ximo de los promedios de la divisio´n del costo
de ventas sobre los ingresos por an˜o de cinco empresas privadas investigadas que intervienen
en el sector petroquı´micas: Alpek, Kuo (UEN hule sinte´tico), Kuo (UEN poliestireno), Mexi-
chem y Grupo Pochteca.
Los coeficientes te´cnicos de produccio´n aij son nu´meros aleatorios entre 0.085 y 2.111,
lo cual corresponde a los rangos determinados por el promedio menos la desviacio´n esta´ndar
de todas las sustancias petroquı´micas consideradas en el informe de la CEPAL [15] y el
promedio ma´s la desviacio´n esta´ndar.
Los niveles de produccio´n bij son nu´meros aleatorios entre 1 y 95. El rango inferior es
debido a que dichos coeficientes deben ser necesariamente positivos, mientras que el lı´mite
superior es igual al promedio de las estimaciones de los niveles de produccio´n de cada sustan-
cia de las plantas petroquı´micas de PEMEX, las cuales fueron consideradas individualmente.
Las capacidades productivasmj de las empresas privadas j son nu´meros aleatorios entre
4, 665 y 20, 825, datos provenientes del promedio y la desviacio´n estandar de las capacidades
productivas de cinco complejos petroquı´micos de PEMEX.
6.3 Resultados
En las tablas 6.2-6.7 y 6.8-6.13, se presentan los tiempos de solucio´n y el valor objetivo
obtenido de las tres reformulaciones y los algoritmos heurı´sticos, para las instancias aleato-
rias y las realistas, respectivamente. Para todas las instancias probadas, la Reformulacio´n 2.
Holgura complementaria obtuvo soluciones o´ptimas del problema binivel, lo cual posterior-
mente es utilizado para el ca´lculo de la holgura de optimalidad obtenida por los heurı´sticos
propuestos.
Para la Reformulacio´n 1. Dualidad fuerte (no lineal) y la Reformulacio´n 3. Dis-
cretizacio´n se establecio´ como tiempo ma´ximo 1, 000 segundos CPU. La Reformulacio´n 2.
Holgura complementaria y los algoritmos heurı´sticos se ejecutaron sin tiempo lı´mite. En el
caso de la Reformulacio´n 3. Discretizacio´n, se utilizaron u´nicamente cuatro valores para cada
zi, especı´ficamente el vector 0 y los intervalos resultantes de dividir qBi entre tres. Con el
sı´mbolo “-” se representa el caso en el que despue´s de pararse la ejecucio´n, el optimizador no
fue capaz de encontrar una solucio´n factible.
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Tabla 6.2: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 10× 10
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-10x10-1 0 0.23 0 0.08 0 0.59 0 0.06 0.15378 0.11 0 0.06
A-10x10-2 0 0.44 0 0.16 0 0.45 0.18247 0.08 0 0.10 0 0.17
A-10x10-3 0 0.17 0 0.13 0 0.41 0 0.07 0 0.14 0 0.13
A-10x10-4 0 0.63 0 0.11 0 0.45 0 0.09 0 0.11 0 0.09
A-10x10-5 0 0.13 0 0.16 0 0.81 0 0.08 0 0.10 0 0.12
A-10x10-6 0 0.13 0 0.23 0 0.38 0 0.12 0 0.09 0 0.07
A-10x10-7 0 0.23 0 0.14 0 0.95 0 0.09 0 0.10 0 0.06
A-10x10-8 0 0.14 0 0.13 0 0.41 0.02209 0.08 0 0.10 0 0.16
A-10x10-9 0 0.19 0 0.11 0 0.73 0 0.21 0 0.11 0 0.08
A-10x10-10 0 0.27 0 0.08 0 0.02 0 0.07 0 0.11 0 0.07
A-10x10-11 0 1.56 0 0.13 0 0.28 0 0.07 0 0.09 0 0.07
A-10x10-12 0 0.14 0 0.13 0 0.03 0 0.08 0 0.10 0 0.07
A-10x10-13 0 0.28 0 0.16 0 0.55 0 0.07 0 0.10 0 0.07
A-10x10-14 0 0.13 0 0.19 0 0.39 0 0.09 0 0.10 0 0.08
A-10x10-15 0 0.13 0 0.17 0 0.47 0 0.08 0 0.10 0 0.06
A-10x10-16 0 0.14 0 0.14 0 0.42 0 0.07 0 0.11 0 0.12
A-10x10-17 0 0.25 0 0.19 0 0.02 0 0.11 0 0.13 0 0.13
A-10x10-18 0 0.34 0 0.16 0 0.39 0 0.07 0 0.09 0 0.07
A-10x10-19 0 0.22 0 0.09 0.09009 0.42 0 0.12 0 0.16 0 0.08
A-10x10-20 0 0.14 0 0.16 0 0.55 0 0.10 0 0.08 0 0.14
A-10x10-21 0 0.19 0 0.27 0 0.41 0 0.07 0 0.08 0 0.09
A-10x10-22 0 0.17 0 0.13 0 0.70 0 0.07 0.03132 0.10 0 0.07
A-10x10-23 0 0.14 0 0.11 0 0.39 0 0.08 0 0.10 0 0.07
A-10x10-24 0 0.16 0 0.14 0 0.41 0 0.06 0 0.10 0 0.07
A-10x10-25 0 0.28 0 0.13 0 0.50 0 0.08 0 0.10 0 0.07
A-10x10-26 0 0.11 0 0.13 0 0.53 0 0.08 0 0.12 0 0.10
A-10x10-27 0 0.50 0 0.16 0 0.36 0 0.09 0 0.12 0 0.11
A-10x10-28 0 0.14 0 0.19 0 0.39 0 0.10 0 0.14 0 0.13
A-10x10-29 0 0.14 0 0.13 0 0.64 0 0.07 0 0.10 0 0.07
A-10x10-30 0 0.14 0 0.09 0 0.02 0 0.05 0 0.06 0 0.05
Promedio 0.00000 0.26 0.00000 0.14 0.00300 0.44 0.00682 0.08 0.00617 0.10 0.00000 0.09
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Tabla 6.3: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 25× 25
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-25x25-1 0 2.05 0 1.39 0 3.69 0 0.09 0.01453 0.15 0 0.11
A-25x25-2 0 272.05 0 2.50 0 7.31 0 0.13 0.02692 0.15 0 0.12
A-25x25-3 0 2.39 0 0.78 0 11.72 0 0.12 0.02849 0.26 0 0.13
A-25x25-4 0 3.00 0 1.30 0 2.20 0 0.15 0 0.15 0 0.14
A-25x25-5 0 3.77 0 1.47 0 8.59 0 0.07 0 0.08 0 0.07
A-25x25-6 0 5.16 0 0.95 0 4.45 0 0.07 0 0.09 0 0.07
A-25x25-7 0 2.56 0 1.66 0 6.48 0 0.13 0.13280 0.17 0 0.13
A-25x25-8 0 1.95 0 1.45 0 1.13 0 0.07 0 0.09 0 0.07
A-25x25-9 0 5.52 0 1.20 0 13.50 0 0.11 0 0.13 0 0.10
A-25x25-10 0 1.66 0 2.17 0 4.45 0 0.11 0.02264 0.16 0 0.11
A-25x25-11 0 3.17 0 1.38 0 9.95 0 0.12 0 0.16 0 0.11
A-25x25-12 0 3.63 0 1.34 0 1.73 0 0.11 0.11083 0.17 0 0.12
A-25x25-13 0 3.14 0 1.88 0 12.38 0 0.07 0 0.11 0 0.17
A-25x25-14 0 5.72 0 1.20 0 2.77 0 0.12 0.02047 0.17 0 0.11
A-25x25-15 0 1.38 0 0.89 0 12.31 0 0.17 0 0.20 0 0.10
A-25x25-16 0 2.92 0 0.92 0 7.63 0 0.12 0 0.15 0 0.13
A-25x25-17 0 2.30 0 1.92 0 2.48 0 0.08 0 0.08 0 0.08
A-25x25-18 0 7.11 0 1.75 0 2.28 0 0.27 0 0.17 0 0.12
A-25x25-19 0 2.27 0 0.72 0 1.64 0 0.07 0 0.08 0 0.07
A-25x25-20 0 3.28 0 2.00 0 2.06 0 0.10 0 0.12 0 0.13
A-25x25-21 0 1.77 0 1.03 0 27.19 0 0.14 0.10169 0.24 0 0.18
A-25x25-22 0 1.33 0 2.27 0 8.63 0 0.09 0 0.09 0 0.10
A-25x25-23 0 1.61 0 1.61 0 24.16 0 0.12 0.02840 0.15 0 0.12
A-25x25-24 0 2.02 0 1.44 0 1.03 0 0.12 0 0.15 0 0.11
A-25x25-25 0 17.98 0 1.16 0 4.08 0 0.13 0.05881 0.15 0 0.11
A-25x25-26 0 2.09 0 1.64 0 5.66 0 0.07 0 0.08 0 0.08
A-25x25-27 0 3.83 0 1.80 0 2.52 0 0.11 0.07218 0.28 0 0.11
A-25x25-28 0 2.36 0 1.42 0 0.91 0 0.07 0 0.10 0 0.07
A-25x25-29 0.36778 500.13 0 0.95 0 3.38 0 0.11 0 0.16 0 0.11
A-25x25-30 0 2.08 0 0.67 0 7.11 0 0.07 0 0.08 0 0.07
Promedio 0.01226 29.01 0.00000 1.43 0.00000 6.78 0.00000 0.11 0.02059 0.14 0.00000 0.11
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Tabla 6.4: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 25× 75
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-25x75-1 0 10.50 0 3.47 0 1.50 0 0.19 0 0.25 0 0.20
A-25x75-2 0 4.34 0 3.23 0 2.44 0 0.20 0.00713 0.25 0 0.20
A-25x75-3 0 3.59 0 4.23 0 3.27 0 0.10 0 0.12 0 0.11
A-25x75-4 0 22.89 0 3.30 0 5.20 0 0.20 0.04949 0.15 0 0.20
A-25x75-5 0 11.38 0 2.73 0 0.16 0 0.19 0.04303 0.24 0 0.19
A-25x75-6 0 4.03 0 5.50 0 0.20 0 0.10 0 0.11 0 0.10
A-25x75-7 0 7.97 0 3.72 0 2.34 0 0.20 0.03056 0.24 0 0.20
A-25x75-8 0 5.72 0 2.50 0 2.61 0 0.14 0 0.21 0 0.14
A-25x75-9 0 8.25 0 2.45 0 6.55 0 0.19 0.00626 0.23 0 0.20
A-25x75-10 0 4.63 0 3.17 0 0.38 0 0.10 0 0.11 0 0.10
A-25x75-11 0 12.61 0 3.03 0.18015 28.11 0 0.19 0.02573 0.24 0 0.19
A-25x75-12 0 15.86 0 3.16 0 19.19 0 0.21 0.00865 0.27 0 0.19
A-25x75-13 0 10.02 0 2.98 0 4.69 0 0.20 0 0.25 0 0.20
A-25x75-14 0 13.44 0 4.11 0 2.58 0 0.20 0.09289 0.25 0 0.20
A-25x75-15 0 42.52 0 2.91 0 2.06 0 0.19 0.01128 0.22 0 0.19
A-25x75-16 0 7.28 0 3.20 0 3.09 0 0.19 0.06677 0.22 0 0.20
A-25x75-17 0 17.89 0 5.77 0 10.73 0 0.33 0.03634 0.26 0 0.39
A-25x75-18 0 5.89 0 5.02 0 0.25 0 0.19 0 0.24 0 0.18
A-25x75-19 0 7.44 0 3.41 0 9.47 0 0.10 0 0.12 0 0.11
A-25x75-20 0 15.81 0 3.89 0 5.09 0 0.11 0 0.12 0 0.10
A-25x75-21 0 11.34 0 4.98 0 3.22 0 0.21 0.07988 0.22 0 0.22
A-25x75-22 0 16.00 0 2.61 0 1.98 0 0.13 0 0.12 0 0.11
A-25x75-23 0 7.45 0 3.44 0 3.50 0 0.21 0.04617 0.25 0 0.20
A-25x75-24 0 6.31 0 3.05 0 4.86 0 0.21 0 0.25 0 0.20
A-25x75-25 0 10.47 0 5.05 0 2.14 0 0.25 0.02375 0.27 0 0.23
A-25x75-26 0 10.34 0 3.19 0 1.92 0 0.10 0 0.12 0 0.10
A-25x75-27 0 8.06 0 3.20 0 3.06 0 0.11 0 0.12 0 0.11
A-25x75-28 0 9.83 0 3.00 0 16.61 0 0.11 0 0.12 0 0.10
A-25x75-29 0 9.17 0 3.55 0 1.84 0 0.20 0.02886 0.34 0 0.20
A-25x75-30 0 7.05 0 5.73 0 3.45 0 0.18 0 0.25 0 0.20
Promedio 0.00000 10.94 0.00000 3.65 0.00600 5.08 0.00000 0.17 0.01856 0.20 0.00000 0.17
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Tabla 6.5: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 50×100
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-50x100-1 0 44.38 0 34.17 0 66.45 0 0.19 0 0.25 0 0.20
A-50x100-2 0 26.45 0 29.67 0 40.70 0 0.20 0.00713 0.25 0 0.20
A-50x100-3 0 42.56 0 39.84 0.49487 125.80 0 0.10 0 0.12 0 0.11
A-50x100-4 0 21.25 0 27.89 0 47.52 0 0.20 0.04949 0.15 0 0.20
A-50x100-5 0 38.41 0 34.11 0 47.45 0 0.19 0.04303 0.24 0 0.19
A-50x100-6 0 252.28 0 34.34 0.03034 65.23 0 0.10 0 0.11 0 0.10
A-50x100-7 0 26.75 0 62.83 0 35.17 0 0.20 0.03056 0.24 0 0.20
A-50x100-8 0 113.11 0 32.06 0 55.19 0 0.14 0 0.21 0 0.14
A-50x100-9 0 104.34 0 33.70 0 59.09 0 0.19 0.00626 0.23 0 0.20
A-50x100-10 0 39.72 0 30.14 0 58.36 0 0.10 0 0.11 0 0.10
A-50x100-11 0 74.11 0 33.05 0 8.38 0 0.19 0.02573 0.24 0 0.19
A-50x100-12 0 57.42 0 27.75 0 27.77 0 0.21 0.00865 0.27 0 0.19
A-50x100-13 1.70762 501.30 0 30.36 0 45.14 0 0.20 0 0.25 0 0.20
A-50x100-14 0 91.67 0 30.30 0 45.28 0 0.20 0.09289 0.25 0 0.20
A-50x100-15 0 37.03 0 39.05 0 7.97 0 0.19 0.01128 0.22 0 0.19
A-50x100-16 0 45.92 0 31.77 0 111.36 0 0.19 0.06677 0.22 0 0.20
A-50x100-17 0 121.81 0 25.83 0.05345 80.55 0 0.33 0.03634 0.26 0 0.39
A-50x100-18 0 48.11 0 54.23 0 73.47 0 0.19 0 0.24 0 0.18
A-50x100-19 0 34.41 0 33.98 0 8.53 0 0.10 0 0.12 0 0.11
A-50x100-20 0 30.38 0 36.45 0 48.70 0 0.11 0 0.12 0 0.10
A-50x100-21 0 96.69 0 31.72 0.00001 67.33 0 0.21 0.07988 0.22 0 0.22
A-50x100-22 0 68.28 0 58.11 0 57.58 0 0.13 0 0.12 0 0.11
A-50x100-23 0 40.89 0 39.59 0.44042 80.25 0 0.21 0.04617 0.25 0 0.20
A-50x100-24 0 68.59 0 32.25 0 8.77 0 0.21 0 0.25 0 0.20
A-50x100-25 0 40.28 0 36.78 0 45.67 0 0.25 0.02375 0.27 0 0.23
A-50x100-26 0 21.27 0 37.92 0 19.58 0 0.10 0 0.12 0 0.10
A-50x100-27 0 46.80 0 32.05 0 25.19 0 0.11 0 0.12 0 0.11
A-50x100-28 0 20.73 0 36.94 0 15.20 0 0.11 0 0.12 0 0.10
A-50x100-29 0 28.59 0 33.09 0 58.06 0 0.20 0.02886 0.34 0 0.20
A-50x100-30 0 24.56 0 25.53 0 113.63 0 0.18 0 0.25 0 0.20
Promedio 0.05692 73.60 0.00000 35.52 0.03397 51.65 0.00000 0.17 0.01856 0.20 0.00000 0.17
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Tabla 6.6: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 75×125
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-75x125-1 - - 0 109.48 0 103.25 0 1.67 0 2.42 0 2.95
A-75x125-2 0 91.47 0 69.44 0 116.64 0 0.35 0.10797 0.40 0 0.34
A-75x125-3 0 84.66 0 78.36 0 304.47 0 0.41 0.03526 0.52 0 0.42
A-75x125-4 0 117.09 0 94.19 0 22.72 0 0.48 0.11007 0.53 0 0.46
A-75x125-5 0 72.27 0 80.22 0 57.33 0 0.37 0.09663 0.39 0 0.33
A-75x125-6 0 151.97 0 88.83 0 21.55 0 0.42 0.10604 0.45 0 0.39
A-75x125-7 0 88.52 0 62.70 0 178.97 0 0.40 0.04509 0.48 0 0.36
A-75x125-8 0 101.50 0 74.61 0 26.38 0 1.06 0.00603 1.58 0 0.72
A-75x125-9 0 106.94 0 167.27 0 40.14 0 0.80 0 1.38 0 0.68
A-75x125-10 0 223.73 0 97.53 0 18.91 0 0.41 0.09641 0.49 0 0.38
A-75x125-11 0 135.61 0 95.92 0 149.47 0 0.44 0.12595 0.49 0 0.39
A-75x125-12 0 57.27 0 84.53 0 42.14 0 0.41 0.02465 0.48 0 0.38
A-75x125-13 0 98.31 0 72.78 0 30.50 0 0.51 0.06017 0.57 0 0.43
A-75x125-14 0 123.89 0 75.77 0 17.13 0 0.57 0 1.08 0 0.66
A-75x125-15 0 89.13 0 98.38 0.07835 219.53 0 0.39 0.04346 0.42 0 0.42
A-75x125-16 0 56.81 0 99.61 0 36.94 0 0.60 0.04924 0.54 0 0.54
A-75x125-17 0 133.25 0 129.56 0 71.17 0 0.59 0.00718 0.61 0 0.50
A-75x125-18 0 76.19 0 78.11 0 23.91 0 0.48 0.05583 0.45 0 0.37
A-75x125-19 0 141.98 0 78.48 0 17.95 0 0.59 0.14957 0.79 0 0.57
A-75x125-20 0 101.31 0 67.05 0 20.66 0 0.52 0.03152 0.49 0 0.41
A-75x125-21 0 214.77 0 74.66 0 201.22 0 0.42 0.06349 0.51 0 0.41
A-75x125-22 0 226.31 0 169.25 0 213.52 0 0.86 0 1.55 0 0.72
A-75x125-23 0 76.55 0 88.75 0 129.69 0 0.92 0.79983 1.66 0 0.84
A-75x125-24 0 100.61 0 91.91 0 20.39 0 0.77 0.04397 0.69 0 0.72
A-75x125-25 - - 0 78.39 0 16.86 0 0.91 0 0.95 0 0.66
A-75x125-26 0 67.98 0 81.83 0 230.67 0 0.64 0.10593 0.72 0 0.60
A-75x125-27 0 97.78 0 102.42 0 20.48 0 0.38 0.13056 0.49 0 0.38
A-75x125-28 0 223.67 0 72.19 0 24.14 0 0.43 0.08092 0.54 0 0.43
A-75x125-29 0 59.55 0 72.77 0 146.52 0 0.38 0.10829 0.45 0 0.37
A-75x125-30 0 206.08 0 79.44 0 49.95 0 0.82 0.09365 0.70 0 0.38
Promedio 0.00000 118.76 0.00000 90.48 0.00261 85.77 0.00000 0.60 0.08592 0.76 0.00000 0.57
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Tabla 6.7: Valor objetivo y tiempo de solucio´n de las instancias aleatorias de taman˜o 150×200
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
A-150x200-1 0 445.20 0 216.94 0 90.59 0 1.64 0.14093 1.79 0 1.64
A-150x200-2 0 501.31 0 118.06 0 38.05 0 2.35 0.20318 2.38 0 1.75
A-150x200-3 0 501.30 0 164.41 0 64.17 0 1.62 0.28081 1.63 0 1.61
A-150x200-4 0 191.92 0 208.42 0 98.73 0 1.60 0.23282 1.59 0 1.43
A-150x200-5 0 87.89 0 164.28 0 221.20 0 1.46 1.53583 1.50 0 1.33
A-150x200-6 0 501.30 0 152.69 0 34.36 0 1.54 0.17926 1.57 0 1.44
A-150x200-7 0 313.67 0 186.72 0 35.23 0 1.55 0.20316 1.58 0 1.50
A-150x200-8 0 501.34 0 115.70 0 40.58 0 1.60 0.44346 1.57 0 1.52
A-150x200-9 - - 0 149.98 0 34.70 0 2.06 0.18154 1.73 0 1.49
A-150x200-10 0 501.44 0 133.11 0 21.19 0 1.47 0.25914 1.62 0 1.35
A-150x200-11 0 498.97 0 141.33 0 132.38 0 1.90 0.87788 2.34 0 3.06
A-150x200-12 0 501.39 0 122.53 0 84.41 0 1.47 0.26044 1.50 0 1.34
A-150x200-13 0 180.80 0 129.00 0 96.66 0 1.55 0.24704 1.69 0 1.48
A-150x200-14 17.2436 502.39 0 188.81 0 29.92 0 2.67 0.26963 2.06 0 1.63
A-150x200-15 0 369.53 0 166.33 0 36.63 0 2.15 2.98784 1.93 0 1.87
A-150x200-16 0 501.33 0 191.22 0 45.20 0 1.62 0.14698 1.66 0 1.53
A-150x200-17 1.1799 503.23 0 167.73 0 56.91 0 3.92 0.12530 1.86 0 1.61
A-150x200-18 0 501.56 0 280.73 0 36.97 0 1.49 0.11434 1.53 0 1.41
A-150x200-19 0 206.81 0 158.36 0 28.80 0 1.60 0.27911 1.57 0 1.37
A-150x200-20 0 502.42 0 141.28 0 96.11 0 1.64 0.25584 1.71 0 1.56
A-150x200-21 0 504.00 0 189.42 0 56.05 0 2.15 0.19771 2.33 0 2.01
A-150x200-22 0 483.91 0 87.66 0 29.52 0 1.57 0.08702 1.61 0 1.44
A-150x200-23 29.6156 502.95 0 600.33 0 30.08 0 1.47 0.17239 1.55 0 1.36
A-150x200-24 0 167.97 0 84.30 0 54.08 0 1.59 0.21532 1.61 0 1.52
A-150x200-25 0 502.17 0 158.42 0 33.14 0 1.70 1.14758 1.79 0 1.59
A-150x200-26 0 400.56 0 136.52 0 44.83 0 1.61 1.46026 1.82 0 1.49
A-150x200-27 0 502.39 0 186.03 0 87.69 0 1.48 0.10911 1.58 0 1.35
A-150x200-28 0 391.36 0 153.42 0 72.91 0 1.47 0.36689 1.51 0 1.37
A-150x200-29 0 502.02 0 166.72 0 34.78 0 1.94 0.18153 1.85 0 1.71
A-150x200-30 0 250.91 0 743.98 0 46.13 0 1.51 0.13589 1.64 0 1.40
Promedio 1.65652 414.55 0.00000 193.48 0.00000 60.40 0.00000 1.78 0.44327 1.74 0.00000 1.57
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Tabla 6.8: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 10× 10
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-10x10-1 1.8580 500.11 1.8580 0.34 2.9215 1.67 2.24454 0.23 1.9989 0.16 1.87450 0.55
R-10x10-2 0 0.83 0 0.09 0.3066 1.38 0.19282 0.16 0 0.16 0 0.35
R-10x10-3 0 3.25 0 0.09 0.2500 2.16 0.20063 0.09 0 0.32 0 0.26
R-10x10-4 1.0722 5.28 1.0722 0.09 1.5028 1.38 1.07222 0.16 1.0722 0.10 1.07222 0.38
R-10x10-5 0.8652 500.20 0.8504 0.27 2.6469 1.66 0.86518 1.76 1.1346 0.36 0.86518 2.60
R-10x10-6 0 9.05 0 0.17 0.0847 2.31 0.31856 0.17 0.5180 0.11 0 0.30
R-10x10-7 0.6866 500.14 0.6866 0.14 1.3385 1.61 0.78640 0.14 0.6866 0.18 0.68661 0.29
R-10x10-8 0 1.84 0 0.13 0 0.66 0.59622 0.17 0.1733 0.11 0 0.53
R-10x10-9 0.6698 500.20 0.6698 0.34 1.1631 1.88 0.66979 0.55 1.2147 0.13 0.66979 0.62
R-10x10-10 0.2540 17.13 0.2540 0.14 1.0535 0.77 0.25397 0.26 0.2540 0.15 0.25397 0.30
R-10x10-11 0.4701 500.16 0.4701 0.42 1.0031 3.20 0.54369 0.25 1.6050 0.23 0.47012 0.36
R-10x10-12 0.8000 21.16 0.8000 0.14 1.0388 2.44 1.41047 0.09 0.9702 0.25 0.82657 0.42
R-10x10-13 0.6848 500.11 0.6791 0.16 1.1426 2.25 0.68477 0.16 0.7799 0.10 0.68477 0.24
R-10x10-14 0.6749 500.17 0.4485 0.09 0.9938 1.72 1.42049 0.08 0.6749 0.11 0.67493 0.23
R-10x10-15 0.1963 500.20 0.1963 0.33 0.7408 3.25 0.25247 0.17 0.2123 0.18 0.19633 0.34
R-10x10-16 0.4417 6.05 0.4417 0.06 2.2849 1.94 0.94794 0.08 0.4417 0.10 0.44174 0.27
R-10x10-17 0.1833 500.14 0.0354 0.17 0.7424 1.03 0.62021 0.12 1.9108 0.15 0.25983 0.29
R-10x10-18 0.7689 500.06 0.7603 0.11 1.0688 3.08 1.33868 0.07 3.6766 0.10 0.76887 0.25
R-10x10-19 1.8839 500.14 0.7146 0.11 1.0384 1.45 0.71456 0.08 1.8975 0.10 0.71456 0.13
R-10x10-20 1.0114 2.73 1.0114 0.05 1.7193 0.36 1.01138 0.14 1.0114 0.11 1.01138 0.20
R-10x10-21 0 1.61 0 0.08 0.7833 1.52 0.19628 0.08 0 0.10 0 0.18
R-10x10-22 0.8232 500.14 0.8132 0.22 1.6366 3.39 1.20901 0.09 0.8284 0.14 0.82321 0.50
R-10x10-23 0.8749 71.44 0.8749 0.22 1.9465 1.52 1.11677 0.23 1.0981 0.11 0.87485 0.37
R-10x10-24 0.6072 500.17 0.6072 0.16 1.9217 1.36 1.15625 0.17 0.6313 0.22 0.60725 0.35
R-10x10-25 0.3355 3.34 0.3355 0.16 0.5404 1.92 0.33554 0.13 0.3355 0.18 0.33554 0.17
R-10x10-26 0.0167 500.14 0 0.19 0.7790 0.94 0.01673 0.44 0.0167 0.18 0.01673 0.32
R-10x10-27 0.2609 500.14 0.2211 0.42 1.5292 1.66 1.17414 0.11 0.2278 0.21 0.22426 0.53
R-10x10-28 1.3781 12.80 1.3781 0.13 1.8736 0.56 1.60414 0.24 1.3781 0.14 1.37809 0.47
R-10x10-29 0 3.66 0 0.14 0.5458 1.30 0 0.28 0 0.21 0 0.22
R-10x10-30 0 4.33 0 0.11 0.4267 2.97 0.27989 0.10 0 0.11 0 0.18
Promedio 0.56059 255.56 0.50595 0.18 1.16745 1.78 0.77446 0.23 0.8249 0.16 0.52438 0.41
CAPI´TULO 6. EXPERIMENTACIO´N COMPUTACIONAL 47
Tabla 6.9: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 25× 25
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-25x25-1 5.89146 500.20 1.24885 2.16 5.00487 23.25 1.47337 0.56 1.40883 0.13 1.24885 1.01
R-25x25-2 11.27360 500.30 1.32583 2.03 4.83813 786.41 2.23217 0.19 1.57012 0.33 1.57012 1.06
R-25x25-3 8.28643 500.22 2.08249 0.95 5.41233 45.22 2.79348 0.14 2.22014 0.41 2.11221 0.44
R-25x25-4 27.10320 500.42 0.71140 1.64 2.64678 33.75 0.75434 0.13 0.71140 0.23 0.71140 0.40
R-25x25-5 10.02710 500.28 2.11494 0.86 4.70915 133.38 3.02167 0.15 2.11494 0.25 2.11494 0.46
R-25x25-6 27.71790 500.23 0.73211 3.42 2.84746 38.25 1.78110 0.16 1.02446 0.42 0.76095 0.56
R-25x25-7 5.96093 500.20 0.80768 0.70 3.58940 67.41 0.81044 0.13 0.82213 0.23 0.80768 0.37
R-25x25-8 5.14820 500.16 0.33333 0.72 2.59170 33.55 0.83411 0.20 0.33333 0.30 0.33333 0.48
R-25x25-9 46.69850 500.33 1.03877 1.13 2.30217 62.03 1.67784 0.41 1.03877 0.36 1.03877 0.74
R-25x25-10 7.96789 500.33 0.75968 2.05 4.26904 105.78 1.30804 0.66 0.83769 0.23 0.83769 1.09
R-25x25-11 4.80716 500.19 0.91693 0.41 3.78253 107.05 1.00070 0.42 0.91693 0.22 0.91693 0.90
R-25x25-12 12.63720 500.25 0.87500 1.34 3.32275 48.17 1.04933 0.13 0.87500 0.21 0.87500 0.38
R-25x25-13 9.24229 500.13 1.98928 0.36 5.47034 23.19 2.41371 0.19 2.04194 0.24 1.98928 0.46
R-25x25-14 44.58090 500.31 0.40799 1.27 3.32966 35.61 0.60433 0.98 0.44259 0.16 0.44259 1.47
R-25x25-15 2.26182 500.30 0.95086 1.50 5.64291 227.38 1.13489 0.32 0.95244 0.23 0.95240 0.90
R-25x25-16 5.36897 500.23 0 2.50 3.44187 98.94 0.10765 0.38 0 1.73 0 0.64
R-25x25-17 16.28490 500.23 0.28263 2.80 2.63467 200.81 1.18000 0.22 0.28263 0.41 0.28263 0.89
R-25x25-18 3.14645 500.27 2.59652 1.42 5.33528 18.20 4.16553 0.31 2.60937 0.49 2.60566 1.34
R-25x25-19 2.05158 500.17 0.96838 2.08 3.85728 211.88 1.44895 0.22 1.77736 0.30 1.00974 0.64
R-25x25-20 20.50000 500.30 1.04645 1.70 4.82539 61.47 1.42111 0.24 1.04645 0.67 1.04645 0.68
R-25x25-21 13.41630 500.38 1.66665 1.89 6.01161 25.09 1.72174 0.54 3.41627 0.25 1.66959 0.71
R-25x25-22 28.39420 500.31 0.74373 2.27 3.51327 139.03 1.31217 0.32 0.74373 0.27 0.74373 0.72
R-25x25-23 11.55560 500.20 1.31346 2.27 3.49630 105.95 2.28757 0.15 1.32707 0.34 1.32707 0.63
R-25x25-24 13.08000 500.23 1.93737 2.53 3.65259 31.03 3.21169 0.17 2.16568 0.29 1.93737 0.54
R-25x25-25 5.69675 500.16 0 2.06 4.44557 180.20 0.64278 0.32 0 0.26 0 0.63
R-25x25-26 30.35220 500.33 0.67754 3.75 4.07079 68.94 0.92683 0.22 0.72614 0.34 0.67754 0.58
R-25x25-27 5.09217 500.20 0 2.31 2.07210 47.78 1.91418 0.23 0 0.23 0 0.65
R-25x25-28 30.71760 500.27 0 1.78 1.85604 384.17 0.00800 0.52 0 0.22 0 0.72
R-25x25-29 7.98240 500.25 0.81245 0.75 2.40699 192.27 1.13778 0.31 0.91419 0.23 0.81245 0.62
R-25x25-30 3.51992 500.34 1.65373 5.08 3.28176 403.30 2.73520 0.13 2.81158 0.45 1.76482 0.53
Promedio 14.22545 500.26 0.99980 1.86 3.82202 131.32 1.57036 0.30 1.17104 0.35 1.01964 0.71
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Tabla 6.10: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 25× 75
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-25x75-1 4.09640 500.42 0.60013 7.70 4.78375 84.83 1.44809 0.29 0.61424 0.54 0.60811 1.20
R-25x75-2 6.00244 500.39 0 3.78 2.79713 38.27 0.52819 0.31 0 0.39 0 0.58
R-25x75-3 1.91762 500.63 0.33509 6.05 3.98888 49.25 0.33509 0.21 0.33509 0.58 0.33509 0.30
R-25x75-4 6.28042 500.30 1.43641 4.23 5.69170 34.13 1.68920 0.47 1.45926 0.50 1.45922 1.18
R-25x75-5 6.74454 500.84 0 7.02 3.46642 36.80 0.71489 0.46 0.17997 0.29 0.17997 1.30
R-25x75-6 2.92744 500.28 1.03389 5.70 5.60744 28.83 2.77294 0.25 1.15445 0.25 1.11898 0.80
R-25x75-7 14.84280 500.31 1.20022 4.70 4.84920 73.80 1.72971 0.33 1.20022 0.35 1.20022 0.81
R-25x75-8 68.10200 500.55 0 5.03 4.65959 52.61 0 0.61 0 0.38 0 0.59
R-25x75-9 1.96756 500.47 0 5.58 2.40124 49.73 0.01554 0.43 0 0.38 0 0.82
R-25x75-10 2.59637 500.38 1.67678 2.98 4.43869 27.00 1.76175 0.99 1.67678 0.21 1.67678 1.65
R-25x75-11 5.10053 500.31 0 4.84 2.20656 52.89 0.48485 0.25 0 0.54 0 0.52
R-25x75-12 1.86605 500.80 0 3.38 3.06360 43.89 0.98683 0.54 0 0.57 0 0.88
R-25x75-13 3.23722 500.23 0.598 2.25 4.20712 81.80 0.93983 0.73 0.67262 0.24 0.67262 1.71
R-25x75-14 1.34266 500.22 0 2.06 2.51393 12.80 0.13008 0.75 0.02059 0.39 0 1.22
R-25x75-15 67.85680 500.91 0.97959 3.36 3.35312 42.53 1.98914 0.26 0.98865 0.40 0.97959 0.75
R-25x75-16 33.09680 500.66 0.72917 4.83 3.67204 46.48 0.72917 0.95 0.74023 0.40 0.72917 1.21
R-25x75-17 8.40060 500.56 0.05816 4.88 2.72411 14.42 0.66738 0.26 0.16414 0.33 0.10124 1.49
R-25x75-18 61.97970 500.52 0.12409 2.86 2.81464 50.72 0.50797 0.63 0.12409 0.35 0.12409 1.22
R-25x75-19 2.21211 500.36 0 2.72 4.23394 45.63 0 0.35 0 0.34 0 0.35
R-25x75-20 21.56510 500.45 0.63789 6.58 5.52097 36.64 0.75444 0.21 0.63789 0.31 0.63789 0.61
R-25x75-21 0.73718 500.58 0 2.84 4.56878 61.59 0.19932 0.25 0 0.27 0 0.57
R-25x75-22 1.99111 500.25 0.57991 3.08 3.12969 151.97 0.57991 0.19 0.57991 0.38 0.57991 0.36
R-25x75-23 7.47514 500.48 0.17166 5.28 5.66431 13.55 1.50964 0.23 0.32660 0.36 0.17166 0.78
R-25x75-24 6.34334 500.23 0.86089 4.69 3.66140 38.19 2.11275 0.25 0.92952 0.42 0.92952 0.85
R-25x75-25 5.01102 500.44 0.49871 4.17 3.98915 17.73 0.90652 0.40 0.51522 0.25 0.51522 1.31
R-25x75-26 14.95680 500.64 2.03752 2.13 6.98670 27.25 2.76321 0.41 2.29595 0.20 2.21672 1.09
R-25x75-27 1.80160 500.25 0.55635 3.81 3.62047 51.03 1.00143 0.78 0.55635 0.36 0.55635 1.69
R-25x75-28 4.54328 500.58 1.50636 2.98 5.75281 20.28 2.06133 1.36 1.50685 0.24 1.50685 1.95
R-25x75-29 2.97935 500.30 0.19060 7.53 4.03239 52.50 1.04189 0.58 0.26584 1.23 0.26584 1.59
R-25x75-30 5.07558 500.36 0 3.81 3.08401 60.55 0.38220 0.56 0 0.35 0 1.37
Promedio 12.43499 500.46 0.52705 4.36 4.04946 46.59 1.02478 0.48 0.56481 0.39 0.55217 1.02
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Tabla 6.11: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 50× 100
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-50x100-1 - - 2.06704 50.16 10.1283 781.05 3.65157 1.67 2.06704 1.44 2.06704 3.03
R-50x100-2 97.99000 500.61 0.75666 26.05 7.46212 306.22 1.03442 1.39 0.75666 1.19 0.79066 3.30
R-50x100-3 - - 3.35988 57.84 8.72120 478.38 5.20423 0.80 3.49646 0.58 3.39315 3.46
R-50x100-4 423.27000 631.05 1.38636 44.16 9.61425 2000.25 2.01954 3.11 1.62977 1.29 1.62977 7.09
R-50x100-5 - - 1.08604 105.92 8.07367 2000.13 1.77265 2.58 1.09103 0.79 1.09103 4.83
R-50x100-6 98.12590 500.86 0.63474 61.34 9.58843 339.64 1.20208 3.43 0.63474 1.47 0.63474 7.44
R-50x100-7 - - 1.57740 46.13 9.86201 1711.77 3.22452 3.46 1.92563 1.45 1.57740 6.86
R-50x100-8 114.54600 500.55 0 35.34 6.09315 172.53 0.28224 7.25 0 2.78 0 7.54
R-50x100-9 283.39000 500.66 0.9634 63.38 8.29434 356.98 1.44288 5.49 0.97968 0.97 0.97968 10.36
R-50x100-10 354.06300 500.44 2.00208 37.14 7.34354 632.14 2.55015 0.86 2.11737 0.81 2.11737 3.61
R-50x100-11 495.62200 500.50 1.34783 49.48 12.9279 1328.09 1.34783 5.27 1.36203 1.26 1.34783 6.08
R-50x100-12 75.41750 500.61 0 40.05 8.15863 1382.33 1.40558 1.42 0.13144 1.73 0 2.21
R-50x100-13 66.35870 500.56 0.48514 94.20 11.4436 534.63 1.95612 2.75 0.48514 2.03 0.48514 12.05
R-50x100-14 110.18600 500.53 0.04329 68.13 7.56455 420.50 1.05016 0.85 0.04329 1.37 0.04329 2.30
R-50x100-15 423.79400 896.77 1.72323 70.73 9.52281 2000.25 2.48139 2.48 1.72323 0.67 1.72323 5.11
R-50x100-16 438.00400 500.69 0.29476 44.20 10.2604 257.67 0.39528 0.98 0.31539 1.18 0.31539 4.08
R-50x100-17 - - 1.95173 25.78 7.38062 238.83 2.34419 0.87 1.99343 1.19 1.99343 4.32
R-50x100-18 75.85080 500.63 3.21941 60.92 7.60790 1893.81 4.92223 1.40 3.60243 0.56 3.26912 4.22
R-50x100-19 - - 0.16757 28.44 4.81403 163.05 2.11385 0.93 0.16757 0.77 0.16757 2.78
R-50x100-20 171.56200 500.59 0.12877 57.50 10.0383 903.72 0.52554 2.07 0.14566 1.25 0.14566 4.92
R-50x100-21 284.69500 500.61 0 35.58 6.16143 1065.30 0.63604 2.94 0 0.88 0 5.24
R-50x100-22 394.40700 500.59 1.33083 34.19 8.72016 281.08 2.66656 2.07 1.59571 1.05 1.59571 4.51
R-50x100-23 228.42400 500.48 0 60.30 7.89570 560.52 0.58789 0.99 0 0.61 0 1.80
R-50x100-24 228.84500 1312.05 0.97297 37.20 6.83478 361.94 1.59338 6.54 0.97297 1.02 1.01369 8.82
R-50x100-25 2.87177 500.88 0.50003 27.48 4.80642 124.27 1.25869 3.77 0.50003 0.81 0.50003 6.51
R-50x100-26 94.48650 500.64 1.24908 42.03 8.00286 171.19 3.44977 1.70 1.42292 1.12 1.42292 4.20
R-50x100-27 47.05790 500.73 2.04569 50.13 12.10700 2000.59 3.05517 1.86 2.15072 1.25 2.15072 6.29
R-50x100-28 90.67510 500.64 0.58195 82.44 7.99727 356.20 1.22494 0.67 0.58195 1.20 0.58195 2.36
R-50x100-29 - - 0.00276 64.52 10.0007 2000.17 2.12177 0.82 0.04177 0.92 0.04177 6.65
R-50x100-30 269.35700 500.67 1.65337 93.86 9.47941 2000.17 3.71952 1.26 2.01837 0.59 1.65337 3.38
Promedio 211.69562 558.80 1.05107 53.15 8.56352 894.11 2.04134 2.39 1.13175 1.14 1.09106 5.18
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Tabla 6.12: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 75× 125
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-75x125-1 374.39800 500.81 1.71610 219.61 15.01 2000.22 2.15240 7.70 1.91172 2.36 1.76198 14.77
R-75x125-2 - - 1.31465 207.38 11.84 1877.03 1.80979 9.64 1.41793 2.19 1.38141 40.37
R-75x125-3 - - 2.53629 302.28 12.6625 2000.17 3.35493 1.49 2.54434 2.44 2.54123 10.59
R-75x125-4 - - 1.08409 242.78 14.4271 2000.16 1.57994 10.22 1.33812 6.36 1.32967 19.24
R-75x125-5 - - 1.00580 465.83 10.9431 2000.39 1.80046 8.31 1.21565 5.00 1.20660 22.53
R-75x125-6 - - 1.03876 296.47 13.3844 2000.19 1.51789 8.15 1.03876 1.80 1.03876 13.90
R-75x125-7 - - 1.59792 281.06 10.7237 2000.20 1.60406 24.82 1.60406 6.81 1.60406 27.88
R-75x125-8 147.27000 501.28 0.81768 292.61 12.1921 2000.31 1.81218 3.76 0.88462 4.87 0.87244 19.86
R-75x125-9 440.22700 501.28 2.34563 274.69 14.9434 2000.28 2.95915 6.83 2.51361 3.36 2.51361 14.45
R-75x125-10 813.53600 501.02 0.93750 332.06 10.7925 590.56 1.37968 7.83 0.93750 3.52 0.93750 14.74
R-75x125-11 556.66300 500.95 3.18036 351.97 12.4618 2000.27 3.74657 9.43 3.29665 1.65 3.17919 20.41
R-75x125-12 - - 0.60859 286.00 10.3977 2000.38 2.01581 4.70 2.08721 1.26 0.60859 8.19
R-75x125-13 204.13100 501.20 1.06552 290.05 14.9693 2000.23 1.47233 10.83 1.20819 1.26 1.20819 28.67
R-75x125-14 - - 1.76034 180.80 12.3376 2000.27 2.00895 20.22 1.85826 2.32 1.78633 45.83
R-75x125-15 - - 3.48274 386.81 15.0515 2000.31 6.13988 1.60 3.48583 13.67 3.48274 16.98
R-75x125-16 - - 2.96232 158.16 18.2641 2000.45 4.06199 5.93 3.01321 3.01 3.01300 16.23
R-75x125-17 366.01800 501.27 0.16393 141.34 10.2346 2001.17 0.24005 8.94 0.24005 1.96 0.24005 19.13
R-75x125-18 242.02600 501.45 2.32678 324.75 13.3747 2000.17 2.95314 14.25 2.50108 3.08 2.39943 39.51
R-75x125-19 696.31700 501.27 0.83333 183.59 9.51547 2000.42 3.65818 2.46 0.83372 3.13 0.83372 16.10
R-75x125-20 290.61400 501.00 0 65.70 8.17903 2000.34 1.39596 4.20 0 1.90 0 6.30
R-75x125-21 715.00900 501.59 1.67326 364.80 14.2524 2000.47 2.27540 13.22 1.95919 14.16 1.9592 33.10
R-75x125-22 279.69700 500.88 1.30008 328.48 12.7701 1577.88 2.38486 1.48 4.22799 0.90 1.3001 5.85
R-75x125-23 - - 0.78214 192.80 9.56851 902.05 1.09738 1.94 0.94563 3.08 0.9456 12.93
R-75x125-24 618.61500 501.28 3.46936 319.33 15.2063 2000.28 5.18133 6.78 3.61929 1.40 3.6321 19.00
R-75x125-25 366.12700 500.98 1.10084 376.75 16.2866 2000.19 1.17510 18.73 1.10593 2.65 1.1008 37.95
R-75x125-26 616.12500 502.61 1.98326 241.81 14.6763 2000.33 2.22903 11.84 2.24348 3.46 2.2290 14.86
R-75x125-27 267.81100 501.23 2.38208 160.64 16.2776 2000.27 2.86891 8.72 2.51457 3.08 2.5106 16.84
R-75x125-28 - - 0.82222 256.53 13.8221 2000.34 2.70350 7.29 0.92283 5.48 0.9228 23.29
R-75x125-29 303.30200 501.11 0.60359 220.20 10.6339 2000.20 0.97131 16.38 0.60359 2.41 0.6036 24.51
R-75x125-30 462.60600 501.17 1.49245 321.41 11.9906 2000.25 1.62156 8.91 2.25116 1.87 1.4925 16.55
Promedio 431.13844 501.24 1.54625 268.89 12.90630 1898.53 2.33906 8.89 1.81081 3.68 1.62116 20.69
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Tabla 6.13: Valor objetivo y tiempo de solucio´n de las instancias realistas de taman˜o 150×200
Instancia Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
R-150x200-1 - - 2.41722 3341.75 44.90850 2001.02 2.46934 160.80 2.49022 11.16 2.46934 174.89
R-150x200-2 - - 2.06746 4287.25 34.24300 2000.56 2.12453 96.57 2.19475 8.78 2.12453 125.83
R-150x200-3 - - 4.40332 1405.06 309.09600 2000.36 4.68745 94.34 4.85709 9.09 4.68745 109.02
R-150x200-4 - - 3.85659 3245.16 72.91700 2000.55 3.94358 95.48 4.34695 7.41 3.94358 111.25
R-150x200-5 - - 2.19470 1420.30 35.93120 2000.20 3.23175 14.78 2.67958 7.75 2.22567 66.71
R-150x200-6 - - 0.91330 2751.23 38.57320 2000.66 0.91834 184.40 0.91834 8.16 0.91834 200.01
R-150x200-7 - - 3.47624 2925.22 419.77700 2000.30 4.17167 102.84 4.25976 29.58 3.79882 171.35
R-150x200-8 - - 2.13692 3111.61 36.42240 2000.67 2.44086 136.55 18.58300 43.08 2.20729 220.29
R-150x200-9 - - 2.00789 4854.84 31.98880 2000.61 3.48690 38.98 2.43496 9.04 2.27696 91.37
R-150x200-10 - - 2.94266 2076.50 520.81100 2000.25 3.66402 41.02 3.32456 12.61 3.66402 49.86
R-150x200-11 - - 1.06885 1633.47 38.11500 2000.31 1.96836 101.23 1.15430 10.56 1.13153 181.68
R-150x200-12 - - 3.38819 5053.45 38.24480 2000.66 4.88016 32.64 6.50678 6.92 3.55297 127.70
R-150x200-13 - - 3.47243 1975.83 459.20300 2000.34 5.40003 17.18 3.78429 5.33 3.49852 52.11
R-150x200-14 - - 3.84627 1490.59 420.92400 2000.72 4.21769 46.87 3.96447 4.45 3.84627 71.16
R-150x200-15 - - 3.72368 1466.97 201.46000 2000.30 4.13224 28.60 5.18427 8.17 3.83566 84.39
R-150x200-16 - - 6.70522 6592.55 32.42020 2000.48 7.65016 50.61 6.89852 26.16 6.83941 85.96
R-150x200-17 - - 4.07613 1212.44 33.27480 2000.50 6.64272 18.64 4.44374 41.15 4.43140 67.62
R-150x200-18 - - 6.32885 2993.58 118.98300 2000.66 6.41341 32.92 9.77437 10.98 6.41341 42.86
R-150x200-19 - - 2.81911 3185.02 37.65000 2000.30 3.66137 24.32 2.94108 6.75 2.84901 73.76
R-150x200-20 - - 4.51829 1154.23 35.46510 2000.36 5.69412 13.87 4.69292 8.76 4.68860 58.59
R-150x200-21 - - 0.77041 4768.11 217.12400 2000.55 1.31036 58.50 0.78597 8.26 0.77959 112.26
R-150x200-22 - - 3.08359 2558.58 286.12500 2000.47 3.47086 30.05 3.44113 10.14 3.46498 71.44
R-150x200-23 - - 3.52257 2859.95 36.76240 2000.42 5.31728 26.72 22.73770 4.78 3.64376 61.20
R-150x200-24 - - 3.96395 468.88 35.92990 2000.23 5.26234 95.79 6.58042 8.10 4.08536 241.76
R-150x200-25 - - 1.57415 2417.69 172.91500 2000.70 2.33876 41.41 2.04685 4.55 2.01595 178.58
R-150x200-26 - - 3.94302 2239.72 32.28220 2000.31 4.28904 106.83 4.28904 7.58 4.28904 125.35
R-150x200-27 - - 3.83712 1512.63 36.03280 2000.52 4.08275 33.00 4.02471 8.72 3.93380 58.25
R-150x200-28 - - 3.11795 1337.83 492.76800 2000.64 3.28326 59.84 3.12084 7.04 3.12084 138.65
R-150x200-29 - - 3.00807 2393.92 37.15190 2000.25 3.25209 63.84 3.19011 16.39 3.14276 185.83
R-150x200-30 - - 5.18926 5905.95 44.28110 2000.64 9.46244 5.86 5.45293 10.41 5.42295 27.85
Promedio - - 3.27911 2754.68 145.05934 2000.48 4.12893 61.82 5.03679 12.06 3.44339 112.25
De las tablas anteriores (6.2)-(6.13) puede apreciarse que debido a la complejidad com-
putacional, la Reformulacio´n 1 y la Reformulacio´n 3 no siempre lograron resolver los prob-
lemas a optimalidad en el tiempo ma´ximo definido. En particular, las instancias del tipo R
parecen ser ma´s difı´ciles de resolver. Es importante notar que los valores o´ptimos de todas
las instancias se obtienen mediante la Reformulacio´n 2. Adema´s, en algunas instancias ambas
reformulaciones obtienen el valor o´ptimo, pero sin asegurar la optimalidad; es decir, no alcan-
zan a cerrar la holgura de optimalidad dentro de los para´metros utilizados por los algoritmos
del optimizador. Es de esperarse que en algunas instancias solamente encuentran soluciones
factibles.
Para las instancias ma´s grandes (ver la tabla 6.13), la Reformulacio´n 1 no logra en-
contrar ninguna solucio´n factible. El nu´mero de instancias resueltas a optimalidad por cada
reformulacio´n se encuentra en la tabla 6.14. Cabe resaltar que la Reformulacio´n 3 es una
relajacio´n lineal, por lo cual, au´n las soluciones encontradas a optimalidad por esa reformu-
lacio´n no necesariamente son soluciones o´ptimas del problema binivel, aunque siempre son
cotas superiores. El tiempo ma´ximo establecido tanto en CPLEX como en BARON para la
resolucio´n de la Reformulacio´n 1 y la Reformulacio´n 3, respectivamente fue de 1, 000 segun-
dos. Sin embargo, los tiempos ma´ximos arrojados en el caso de la Reformulacio´n 1 son de
500 segundos aproximadamente, y de 2, 000 segundos para la Reformulacio´n 3, esto se debe
a las caracterı´sticas de ambos optimizadores que una vez pasados los 1, 000 segundos pueden
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considerar el tiempo que dura terminar la iteracio´n o por el contrario considerar el tiempo
hasta la iteracio´n anterior al corte.
Tabla 6.14: Nu´mero de instancias resueltas a optimalidad
Tipo Taman˜o Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3
A
|I| = 10, |J | = 10 30 30 30
|I| = 25, |J | = 25 29 30 30
|I| = 25, |J | = 50 30 30 30
|I| = 50, |J | = 100 29 30 30
|I| = 75, |J | = 125 28 30 30
|I| = 150, |J | = 200 13 30 30
R
|I| = 10, |J | = 10 15 30 30
|I| = 25, |J | = 25 0 30 30
|I| = 25, |J | = 75 0 30 30
|I| = 50, |J | = 100 0 30 24
|I| = 75, |J | = 125 0 30 4
|I| = 150, |J | = 200 0 30 0
Los promedios de los valores objetivos y tiempos obtenidos por cada reformulacio´n
y por cada algoritmo propuesto para cada taman˜o y cada tipo de instancia se resumen en
las tablas 6.15 y 6.16. Es importante mencionar que en las tablas anteriores el sı´mbolo “-
” significaba que no se encontro´ solucio´n factible antes de agotar el tiempo lı´mite. Esas
instancias fueron omitidas para calcular el promedio presentado a continuacio´n.
Tabla 6.15: Promedio del valor objetivo y tiempo de solucio´n de las instancias aleatorias
Taman˜o Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
|I| = 10, |J | = 10 0 0.26 0 0.14 0.003 0.44 0.007 0.08 0.006 0.10 0 0.09
|I| = 25, |J | = 25 0.012 29.01 0 1.43 0 6.78 0 0.11 0.021 0.14 0 0.11
|I| = 25, |J | = 75 0 10.94 0 3.65 0.006 5.08 0 0.17 0.019 0.20 0 0.17
|I| = 50, |J | = 100 0.057 73.60 0 35.52 0.034 51.65 0 0.29 0.170 0.31 0 0.28
|I| = 75, |J | = 125 0 118.76 0 90.48 0.003 85.77 0 0.60 0.086 0.76 0 0.57
|I| = 150, |J | = 200 1.657 414.55 0 193.48 0 60.40 0 1.78 0.443 1.74 0 1.57
Tabla 6.16: Promedio del valor objetivo y tiempo de solucio´n de las instancias realistas
Taman˜o Reformulacio´n 1 Reformulacio´n 2 Reformulacio´n 3 AIPE APHNI AH
FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo FO Tiempo
|I| = 10, |J | = 10 0.561 255.56 0.506 0.18 1.167 1.78 0.774 0.23 0.825 0.16 0.524 0.41
|I| = 25, |J | = 25 14.225 500.26 1.000 1.86 3.822 131.32 1.570 0.30 1.171 0.35 1.020 0.71
|I| = 25, |J | = 75 12.435 500.46 0.527 4.36 4.049 46.59 1.025 0.48 0.565 0.39 0.552 1.02
|I| = 50, |J | = 100 211.696 558.80 1.051 53.15 8.564 894.11 2.041 2.39 1.132 1.14 1.091 5.18
|I| = 75, |J | = 125 431.138 501.24 1.546 268.89 12.906 1898.53 2.339 8.89 1.811 3.68 1.621 20.69
|I| = 150, |J | = 200 - - 3.279 2754.68 145.059 2000.48 4.129 61.82 5.037 12.06 3.443 112.25
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De las tablas anteriores (6.15 y 6.16), la Reformulacio´n 1 y la Reformulacio´n 3 obtienen
promedios cercanos al promedio de los valores o´ptimos encontrados por la Reformulacio´n 2
en las instancias de tipo A. Sin embargo, para las instancias de tipo R estos promedios comien-
zan a alejarse conforme crece el taman˜o de las instancias. Dado que la Reformulacio´n 1 es un
modelo no lineal y tanto la Reformulacio´n 2 como la Reformulacio´n 3 son modelos MILP, los
tiempos promedios de resolucio´n crecen de manera no-polinomial respecto al taman˜o de las
instancias.
En el caso de los heurı´sticos, se encontro´ que para las instancias tipo A, el Algoritmo
iterado sobre puntos extremos (AIPE) y el Algoritmo hı´brido (AH) tienen un promedio casi
igual al promedio del o´ptimo para todos los taman˜os. Para las instancias de tipo R, el AH
es el que tiene el promedio ma´s bajo de todos los heurı´sticos. Mientras que el desempen˜o
del AIPE y del Algoritmo de penalizacio´n de la holgura del nivel inferior (APHNI) depende
dra´sticamente del taman˜o de las instancias. En cuanto al tiempo promedio de solucio´n, el
APHNI tiene el mejor resultado en las instancias de tipo R. Consideramos que esto ocurre
porque el algoritmo permite explorar puntos no necesariamente dentro de la regio´n inducida,
acerca´ndose ma´s ra´pidamente a la solucio´n o´ptima binivel. El AH es el heurı´stico que re-
quiere en promedio ma´s tiempo, ya que adema´s de realizar todos los pasos del AIPE en cada
iteracio´n puede resolver hasta 4 problemas de programacio´n matema´tica extra (2 lineales y 2
MILP). Sin embargo, la cantidad de tiempo requerida no es tan significativa.
Para comparar la eficiencia y la calidad de las soluciones se calculo´ la holgura entre el
valor o´ptimo del problema binivel obtenido por la Reformulacio´n 2 y valor correspondiente a
la solucio´n factible obtenida con los algoritmos heurı´sticos. Como en algunos casos el valor
o´ptimo es igual a cero, se opto´ por utilizar la siguiente fo´rmula para calcular la holgura (GAP):
GAP =
Valor o´ptimo− Valor heurı´stico
Valor heurı´stico
∗ 100
Para el ca´lculo del ahorro relativo de tiempo (ART) se utilizo´ una formula ana´loga a la ante-
rior, pero utilizando el tiempo requerido para resolver la instancia.
Los promedios obtenidos del GAP y el ART de los heurı´sticos se muestran en las tablas
6.17 y 6.18, respectivamente.
Tabla 6.17: GAP y ART promedio de las instancias aleatorias
Taman˜o AIPE APHNI AH
GAP ART GAP ART GAP ART
|I| = 10, |J | = 10 6.67% 79% 10.00% 42% 0% 69%
|I| = 25, |J | = 25 0% 1332% 46.67% 1038% 0% 1283%
|I| = 25, |J | = 75 0% 2189% 50.00% 1895% 0% 2192%
|I| = 50, |J | = 100 0% 13714% 90.00% 12176% 0% 14466%
|I| = 75, |J | = 125 0% 16773% 90.00% 14272% 0% 18485%
|I| = 150, |J | = 200 0% 11561% 100.00% 11377% 0% 12781%
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Tabla 6.18: GAP y ART promedio de las instancias realistas
Taman˜o AIPE APHNI AH
GAP ART GAP ART GAP ART
|I| = 10, |J | = 10 42.27% 12% 29.60% 15% 7.68% -48%
|I| = 25, |J | = 25 40.15% 746% 11.70% 534% 1.67% 190%
|I| = 25, |J | = 75 53.78% 1156% 19.67% 1101% 7.04% 445%
|I| = 50, |J | = 100 54.29% 3418% 10.72% 5418% 6.02% 1176%
|I| = 75, |J | = 125 33.20% 5269% 12.26% 10696% 5.64% 1499%
|I| = 150, |J | = 200 19.29% 9210% 17.20% 30206% 4.92% 3324%
El AH es el que presenta la mejor calidad de las soluciones factibles encontradas: en
las instancias de tipo A (tabla 6.17) su holgura promedio es igual 0%, mientras que en las
instancias de tipo R (tabla 6.18) tiene una holgura promedio inferior al 8% para todos los
taman˜os. El AIPE presenta una muy buena holgura promedio para las instancias tipo A en
comparacio´n con el APHNI, pero esta situacio´n se invierte en las instancias de tipo R. En
cuanto al tiempo, los tres heurı´sticos presentan un gran ahorro relativo, el cual aumenta con-
forme crece el taman˜o de la instancia siendo el APHNI el que presenta el mayor ahorro relativo
de tiempo para las instancias realistas. Sin embargo, el aumento en tiempo es de esperarse
y ma´s au´n, es controlado. Es conveniente notar que para las instancias de tipo A de taman˜o
10x10, el AH presenta un ahorro relativo de tiempo promedio negativo, esto significa que la
Reformulacio´n 2 es ma´s ra´pida en encontrar la solucio´n o´ptima que el algoritmo para encon-
trar una buena solucio´n. Esto tiene sentido debido a que el AH en cada interacio´n resuelve
por lo menos dos problemas (un MILP y un problema lineal), mientras que la Reformulacio´n
2 resuelve solamente un MILP. Pero, la diferencia entre la complejidad de los problemas que
resuelve el heurı´stico respecto a la reformulacio´n comienza a tener sentido conforme la in-
stancia aumenta de taman˜o.
Las conclusiones anteriores se confirman al observar el nu´mero de soluciones o´ptimas
encontradas por cada heurı´stico en la tabla 6.19. En ella se tiene que AH es el heurı´stico
con mayor nu´mero de soluciones o´ptimas encontradas. Mientras que el AIPE es mejor que
el APHNI para las instancias aleatorias, y viceversa para las realistas. Todo esto muestra
la importancia de haber combinado las ventajas de ambos heurı´sticos para crear Algorı´tmo
Hı´brido.
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Tabla 6.19: Nu´mero de soluciones o´ptimas encontradas
Tipo Taman˜o AIPE APHNI AH
A
|I| = 10, |J | = 10 28 27 30
|I| = 25, |J | = 25 30 16 30
|I| = 25, |J | = 75 30 15 30
|I| = 50, |J | = 100 30 3 30
|I| = 75, |J | = 125 30 3 30
|I| = 150, |J | = 200 30 0 30
R
|I| = 10, |J | = 10 7 11 20
|I| = 25, |J | = 25 0 12 19
|I| = 25, |J | = 75 5 13 19
|I| = 50, |J | = 100 1 13 15
|I| = 75, |J | = 125 0 4 9
|I| = 150, |J | = 200 0 0 1
La eficiencia y calidad del Algoritmo heurı´stico conduce a la idea de utilizar las buenas
soluciones encontradas como soluciones iniciales de la Reformulacio´n 2. Los resultados de
aplicar esta idea esta´n reflejados en la tabla 6.20. Es claro que, conforme aumenta el taman˜o
de la instancia se vuelve ma´s u´til utilizar una solucio´n inicial heurı´stica, ya que se encuentra
en un tiempo mucho menor una solucio´n o´ptima al problema binivel. El mejor ejemplo esta´
en las instancias de taman˜o 150x200 de tipo realista, en las que el ahorro relativo de tiempo
es de 370%.
Tabla 6.20: Tiempo promedio de solucio´n de la Reformulacio´n 2 utilizando solucio´n inicial
heurı´stica
Tipo Taman˜o Reformulacio´n 2 AH Reformulacio´n 2 Total
(Sin solucio´n inicial) (Con solucio´n inicial) (Ref. + Heurı´stico)
A
|I| = 10, |J | = 10 0.14 0.09 0.04 0.13
|I| = 25, |J | = 25 1.43 0.12 0.10 0.22
|I| = 25, |J | = 75 3.65 0.19 0.49 0.68
|I| = 50, |J | = 100 35.52 0.33 1.15 1.48
|I| = 75, |J | = 125 90.48 0.46 2.22 2.68
|I| = 150, |J | = 200 193.48 1.95 7.28 9.23
R
|I| = 10, |J | = 10 0.18 0.33 0.07 0.40
|I| = 25, |J | = 25 1.86 0.82 0.39 1.21
|I| = 25, |J | = 75 4.36 1.54 0.80 2.34
|I| = 50, |J | = 100 53.15 6.07 4.24 10.31
|I| = 75, |J | = 125 268.89 20.24 19.73 39.97
|I| = 150, |J | = 200 2754.68 196.38 390.15 586.53
Capı´tulo 7
Conclusiones
7.1 Conclusiones
El objetivo de esta tesis ha sido estudiar la regulacio´n del mercado por parte del gobierno, bajo
las caracterı´sticas que tuvo la industria petroquı´mica mexicana; esto es, cuando el Estado tiene
el monopolio de la produccio´n de los insumos industriales de ciertos productos finales, pero
compite en la produccio´n de estos productos con empresas privadas. La situacio´n privilegiada
del gobierno, quien controla la materia prima, ası´ como la interdependencia de sus objetivos
y decisiones, permite analizar naturalmente la problema´tica como un problema binivel. Esta
perspectiva es innovadora, puesto que no hemos encontrado en la literatura un problema de
similar al estudiado en esta tesis.
Para resolver el problema binivel se han propuesto tres reformulaciones de un so´lo nivel.
La primera reformulacio´n, utiliza las condiciones necesarias y suficientes de optimalidad del
nivel inferior para asegurar la optimalidad del problema binivel, dando como resultado un
problema no lineal. La segunda reformulacio´n sustituye dichas condiciones, por las condi-
ciones de holgura complementaria, generando un MILP. La tercera reformulacio´n es una re-
lajacio´n lineal de la primera, a partir de la discretizacio´n de una variable de decisio´n del lı´der,
dadn como resultado un MILP. La conclusio´n a la que llegamos despue´s de la experimentacio´n
computacional, es que para este problema, la reformulacio´n ma´s eficiente es la que utiliza las
condiciones de holgura complementaria.
Dada la complejidad computacional del problema, se propusieron tres algoritmos heurı´sticos,
dos algoritmos nuevos y un hı´brido de ellos, para encontrar soluciones de buena calidad en
un tiempo aceptable. Dichos algoritmos explotaban una caracterı´stica particular de nuestro
problema, la cual consistı´a en que el poliedro asociado al problema dual del nivel inferior no
cambiaba para distintas soluciones del lı´der. La experimentacio´n computacional mostro´ que la
efectividad de AIPE y APHNI dependı´a del tipo de instancia que se resolvı´a. Sin embargo, la
combinacio´n de estos algoritmos en el AH, logro´ los mejores resultados en cuanto a eficiencia
y calidad de las soluciones. El AH logro´ encontrar para cada instancia de tipo aleatoria una
solucio´n o´ptima, mientras que para las instancias de tipo realista obtuvo desviaciones menores
al 8% para todos los taman˜os, encontrando por lo menos 50% de las soluciones o´ptimas para
los primeros 4 taman˜os de instancias.
56
CAPI´TULO 7. CONCLUSIONES 57
Con los resultados de la experimentacio´n computacional podemos concluir que la forma
ma´s eficiente de encontrar soluciones o´ptimas para nuestro problema, es utilizar el Algorı´tmo
Hı´brido para encontrar buenas soluciones factibles que posteriormente sirvan de inicio para
resolver la Reformulacio´n 2. Holgura complementaria. De esa manera, con el AH se asegura
una gran reduccio´n del tiempo computacional, mientras que la Reformulacio´n 2 asegura en-
contrar una solucio´n o´ptima al problema binivel.
Por las caracterı´sticas del problema, es de esperar que existan mu´ltiples soluciones
o´ptimas al problema binivel. Cada una de estas soluciones ofrece nuevas posibilidades de
decisio´n al lı´der, ya que determinan el ingreso del Gobierno y la ganancia que el sector pri-
vado obtiene. Por lo tanto, tiene importancia econo´mica la obtencio´n de los mu´ltiples o´ptimos.
En esta tesis realizamos la propuesta de un algorı´tmo exacto, que permite encontrar diferentes
o´ptimos una vez que se ha obtenido el primero. Analı´ticamente, es un algoritmo eficiente,
dado que u´nicamente resuelve problemas lineales iterativamente.
Resaltamos la potencialidad que tiene la regulacio´n del mercado por parte del Estado,
principalmente cuando e´ste monopoliza la produccio´n de materias primas. Permite optimizar
los recursos, al equilibrar la oferta con la demanda, cuando el mercado por sı´ mismo no puede
hacerlo. Adema´s, mostramos la utilidad de la programacio´n binivel a este tipo de problemas
econo´micos.
7.2 Trabajo a futuro
En esta tesis se ha considerado el caso en el cual existe un o´rganismo de cooperacio´n o regu-
lacio´n de las empresas privadas. Por lo tanto, una extensio´n al problema es considerar cuando
este o´rganismo no existe, y las empresas privadas compiten entre sı´. Esto puede ser abordado
como un juego de Stackelberg de un lı´der y mu´ltiples seguidores. En el Ape´ndice A de-
scribimos las caracterı´sticas de e´ste juego de Stackelberg, en donde el problema del seguidor
corresponde a un juego generalizado de Nash, y sen˜alamos las condiciones de la existencia de
equilibrio.
Hasta ahora se analizo´ el caso de la industria petroquı´mica, que por las caracterı´sticas de
los productos, las variables eran continuas. Sin embargo, el esquema propuesto puede servir
para otras industrias, donde se trabaje con unidades discretas. De esa forma, el problema
binivel lineal propuesto se convertirı´a en uno mixto-entero, lo cual implica una complejidad
computacional mayor.
Ape´ndice A
Competencia en el nivel inferior
A.1 Descripcio´n del juego
Como se explico´ en el apartado 3.1, cuando no existe un organismo que regule la distribucio´n
de los insumos entre las empresas privadas, es necesario modelar el problema como un juego
generalizado de Stackelberg con mu´ltiples seguidores. En este juego el lı´der determina la
cantidad de bienes de consumo final a producir x, y la cantidad de materia prima que ofertara´
a los seguidores z. Su objetivo sera´ equilibrar la proporcio´n de la oferta de cada bien final con
respecto a su demanda. Tomando en cuenta esta limitante, los seguidores deben optimizar su
ganancia individual y encontrar la forma de repartirse los insumos entre sı´.
Formalmente el juego es el siguiente: Sea Γ un juego de Stackelberg de N jugadores,
con un lı´der y mu´ltiples seguidores. Se denomina como J0 a la empresa de propiedad estatal
(lı´der), y J1, ..., JN las empresas privadas (seguidores).
El espacio de accio´n de cada jugador viene determinado por los siguientes poliedros:
P0 :

t ≤∑i∈I(pi − cGi )xi
0 ≤ xi ≤ qAi ∀i
0 ≤ zi ≤ qBi ∀i
(A.1)
Ph :
{ ∑
i∈I bihyih ≤ mh
yih ≥ 0 ∀i (A.2)
donde P0 corresponde al jugador J0 y Ph a los jugadores Jh, con h = 1, ..., N .
Con yh se representa el vector de decisio´n del jugador Jh. El conjunto de los vectores
de decisio´n de todas las empresas privadas se representa como y = (y1, ..., yN); y con y\h se
representa la produccio´n de todas las empresas exceptuando el vector de decisio´n del jugador
Jh.
La influencia de las decisiones de los dema´s jugadores en el espacio de estrategias se rep-
resenta por medio de una correspondencia de restriccio´n Ch. La aplicacio´n Ch : P0 × P\h →
P(Pm) es definida como:
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Ch(z, y\h) = {yh ∈ Ph : aihyih ≤ zi −
∑
∀j∈J,j 6=h
aijyij ∀i ∈ I} (A.3)
dondeP(Pm) representa el espacio de todos los poliedros en Rm, con m = |I|. Con P\h se
hace referencia al producto de los conjuntos P\h = P1 × ...× Ph−1 × Ph+1 × ...× PN .
De esa forma las estrategias de los jugadores son:
S0 = P0 (A.4)
Sh(z, y\h) = {(yh) : (yh ∈ Ch(z, y\h)} (A.5)
Las funciones de pago θ0 : S0 → R, θh : Sh → R de los jugadores son respectivamente:
θ0(x, z; y) =
∑
i∈I
|
∑
j∈J yij + xi
di
− 1| (A.6)
θh(yh; (x, z, y\h)) =
∑
i∈I
(pi − cEih)yih (A.7)
Como puede observarse so´lo la funcio´n θ0 depende directamente de la decisio´n de todos
los jugadores. Mientras que el espacio de estrategias de la empresa de gobierno es constante
en todo el juego. Por otra parte, las funciones de pago de los jugadores Jh, h = 1, ..., N ,
no depende directamente de la decisio´n de los otros jugadores, sin embargo, su espacio de
estrategias sı´. La decisio´n de gobierno de los insumos que ofrece y la eleccio´n de las dema´s
empresas privadas de los insumos que utilizara´n limitan la cantidad de materia prima que cada
empresa privada puede disponer.
Debido a que el conjunto factible o espacio de estrategias de cada jugador (salvo del
jugador J0) dependen de la decisio´n de las estrategias de los jugadores rivales, el juego corre-
sponde a una extensio´n llamada equilibrio generalizado de Nash [26], [38].
A.2 Existencia del equilibrio
De acuerdo con las condiciones para demostrar la existencia del equilibrio en un juego gen-
eralizado de Nash ([38]: Teorema 1, Corolario 1), para nuestro problema debemos demostrar
lo siguiente:
a) S0 y Sh son subconjuntos no vacı´os, convexos y compactos de un espacio Euclidiano.
b) Ch es continua sobre P0 × P\h.
c) Ch(z, y\h) es no vacı´o, cerrado y convexo para todo par (z, y\h), y\h ∈ P\h, z ∈ P0.
d) Las funciones θ0 y θh son continuas sobre el conjunto de estrategias S0 y Sh, respectiva-
mente.
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e) ∀r ∈ R, Uθh(r) = {yh ∈ Ch(z, y\h) : θh(yh, y\h) ≥ r} es convexa.
Como el jugador J0 minimiza, debe probarse que ∀r ∈ R, Uθ0(r) = {x,z ∈ P0 :
θ0(x, z) ≤ r} es convexa.
Esto significa demostrar que θh(yh; (x, z, y\h)) es cuasi-co´ncava en Ch(z, y\h). Y que
θ0(x, z; y) es cuasi-convexo en P0.
Es claro que tanto S0 como Sh son poliedros y por lo tanto son subconjuntos convexos
y compactos de un espacio Euclidiano. En el caso de Sh el vector 0 siempre pertenece a ese
espacio de estrategias y por lo tanto es no vacı´o. En el caso de S0 esto dependera´ de los
para´metros, es decir, del presupuesto mı´nimo que el gobierno debe obtener y la capacidad
productiva ma´xima qAi . En la pra´ctica, es de esperar que ocurra ası´, en caso contrario el go-
bierno se verı´a obligado a cerrar esa planta o en cambiar sus presupuestos por unos que si
pueda cumplir.
La ima´gen Ch(z, y\h) es un poliedro en Rm, con m = |I|, que por sus caracterı´sticas
siempre admite al vector 0, por lo tanto, es no vacı´o, cerrado y convexo para cualquier par
(z, y\h).
Dado que el para´metro di > 0 ∀i ∈ I , por construccio´n la funcio´n θ0 es claramente
continua sobre P0, en tanto, suma y cociente de funciones continuas. En el caso de θh la
continuidad es ma´s clara en tanto suma y producto de funciones continuas.
La funcio´n θh es lineal, entonces es co´ncava, por lo tanto, es cuasi-co´ncava. Mientras
que θ0 es suma de funciones convexas, por lo tanto, es convexa, entonces es cuasi-convexa.
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