A series of Car-Parrinello ͑CP͒ molecular dynamics simulations of water are presented, aimed at assessing the accuracy of density functional theory in describing the structural and dynamical properties of water at ambient conditions. We found negligible differences in structural properties obtained using the Perdew-Burke-Ernzerhof or the Becke-Lee-Yang-Parr exchange and correlation energy functionals; we also found that size effects, although not fully negligible when using 32 molecule cells, are rather small. In addition, we identified a wide range of values of the fictitious electronic mass ͑͒ entering the CP Lagrangian for which the electronic ground state is accurately described, yielding trajectories and average properties that are independent of the value chosen. However, care must be exercised not to carry out simulations outside this range, where structural properties may artificially depend on . In the case of an accurate description of the electronic ground state, and in the absence of proton quantum effects, we obtained an oxygenoxygen correlation function that is overstructured compared to experiment, and a diffusion coefficient which is approximately ten times smaller.
I. INTRODUCTION
Water is an important liquid in many different areas of science. In addition to its ubiquitous, life-supporting presence on earth, water happens to be one of the most anomalous liquids known. As such, an enormous amount of effort by both experimentalists and theoreticians has been devoted to unraveling its properties. 1 However, many questions about water have so far remained unanswered, and it is only very recently that different experimental approaches for probing the structure of water have come into agreement on, e.g., its oxygen-oxygen pair distribution function. 2, 3 Important theoretical improvements in the description of water have occurred over the past 30 years. 4 Molecular dynamics simulations have increased in complexity from simple pairwise interaction potentials to fully quantum mechanical descriptions. In particular, the Car-Parrinello ͑CP͒ method 5 has enabled simulations of liquid water entirely from first-principles. These simulations, which treat electronic degrees of freedom quantum mechanically within density functional theory ͑DFT͒ 6, 7 and ionic motion classically, have allowed for important insight into the properties of water at a variety of temperature, pressure, and density conditions. 8 -18 CP techniques combined with significant increases in available computer power have pushed the computational simulation of water to an exciting stage. Quantum simulations can now be used both to make genuine predictions directly comparable with experiment as well as to establish the accuracy of newly developed classical potentials, which are critical for accessing much longer time scales and much larger systems.
In this light, it is of great importance to understand in detail the level of accuracy and predictive power of ab initio molecular dynamics simulations. In order to do so, it is useful to make a broad range of comparisons between simulations carried out using different theoretical and technical approximations ͑e.g., density functionals, total simulation time͒, by systematically testing one specific approximation at a time.
In this work, we assess the importance of a number of approximations involved in ab initio molecular dynamics in order to better understand the accuracy of DFT-based techniques for the calculation of the properties of water. To this end, we carry out ten separate ab initio simulations, each for 20 ps of ''production'' time. Among these simulations, a number of approximations are tested by varying the density functional employed, the fictitious electron mass, , in the CP Langrangian, the system size, and the ionic mass, M ͑we considered both H 2 O and D 2 O). We present the impact of these approximations on properties such as the radial distribution function ͓g(r)͔, structure factor ͓S(k)͔, diffusion coefficient, and dipole moment.
We find that there are negligible differences in the structural properties of the room temperature liquid obtained using the Perdew-Burke-Ernzerhof ͑PBE͒ 19 or the BeckeLee-Yang-Parr ͑BLYP͒ 20, 21 functionals; size effects, although not fully negligible when using 32 molecule cells, are found to be rather small. We also find that there is a wide range of /M values for which the electronic ground state is accurately described in CP simulations and thus trajectories and average properties are independent of the electronic fictitious mass of the CP Langrangian. However, care must be exercised not to carry out simulations outside this range, where structural properties may artificially depend on . In a͒ Author to whom correspondence should be addressed. Electronic mail: grossman3@llnl.gov particular, our results show that the use of /M ϳ1/3 for pure water leads to an artificial softening of the pair correlation function, for which the density functionals employed here fortuitously give good agreement with experiment. In the case of an accurate description of the electronic ground state, and in the absence of proton quantum effects, the oxygen-oxygen g(r) is found to be overstructured compared with that obtained in neutron scattering experiments.
2 Finally, we examined the correlation times for different calculated properties and show that for segments of the oxygenoxygen radial distribution function, time intervals as large as ϳ10 ps are required to obtain statistically independent data points.
The rest of the paper is organized as follows: Details of the method are given in Sec. II and our results for the structural properties of the liquid are presented in Sec. III. Section IV contains a discussion of simulation data compared to experiment as well as our conclusions.
II. METHOD
In our ab initio simulations, the Car-Parrinello molecular dynamics approach is employed within a parallel firstprinciples molecular dynamics code. 22 In the CP scheme 5 electronic and ionic degrees of freedom are described by the Lagrangian
͑1͒
In Eq. ͑1͒, ⌿ i (r) are the Kohn-Sham orbitals, is a fictitious mass parameter associated with the electronic degrees of freedom, M I are ion masses, E KS is the Kohn-Sham energy, 7 f i are occupation numbers, and ⌳ i j are Lagrange multipliers used to impose the orthonormality constraint ͐⌿ i *⌿ j ϭ␦ i j . The equations of motion derived from Eq. ͑1͒
In order for the electronic ground state to be accurately described, thus ensuring that the CP dynamics is adiabatic, an appropriate value for needs to be selected. 5,24 -27 As will be discussed in Sec. III C, this choice depends on the system under investigation, in particular on its electronic gap and its vibrational spectrum. 28, 29 and the Kohn-Sham orbitals and charge density are expanded in plane waves up to a kinetic energy cutoff of 85 and 340 Ry, respectively. A time step of 0.075 fs was used to integrate the electronic and ionic equations of motion; this value is about ten times smaller than the time step typically used in molecular dynamics ͑MD͒ simulations of water with classical potentials. We used cubic supercells with periodic boundary conditions and volumes that reproduce the experimental density of water at ambient conditions (Lϭ9.86 Å for 32-water runs and Lϭ11.74 Å for the 54-water run͒. Each simulation was started from a 200 ps simulation using the TIP5P classical potential 30 at a temperature of 300 K, followed by an ab initio MD simulation wherein the system was equilibrated at 300 K for 2 ps with a velocity scaling thermostat. The thermostat was then removed and statistics were collected for all simulations under constant energy conditions.
In nine of the simulations, 32 molecule cells were used, with different density functionals and different values of the fictitious mass and ionic mass M. In addition, a simulation with 54 water molecules was performed in order to investigate size effects. We have also carried out an extensive analysis of autocorrelation time scales for different statistical distribution functions obtained from both ab initio simulations ͑approximately 200 ps of simulation data in total͒ and for a long ͑2 ns͒ classical simulation with the TIP5P potential. In all simulations, the center of mass motion was always less than 0.5 K.
In all cases, radial distribution functions have been collected with a bin size of 0.03 Å, which provides sufficient resolution to accurately determine peak heights, as recently noted in Ref. 17 .
III. RESULTS

A. Comparison of different exchange correlation functionals
Currently, two of the most accurate and widely used density functionals in ab initio simulations of water are those FIG. 5 . The oxygen-oxygen radial distribution function correlation times computed from a classical molecular dynamics simulation of 32 water molecules at ambient conditions. The points correspond to the correlation time for each bin that was used to collect the distribution function.
FIG. 6. The oxygen-hydrogen radial distribution function correlation times computed from a classical molecular dynamics simulation of 32 water molecules at ambient conditions. The points correspond to the correlation time for each bin that was used to collect the distribution function. described by the PBE and BLYP generalized gradient approximations ͑GGA͒. For the binding energy of the water dimer, both the PBE and BLYP GGAs show considerable improvement over the value obtained in the local density approximation ͑LDA͒. For example, with a (24 a.u.) 3 unit cell, the water dimer binding energy is 7.9, 4.3, and 5.3 kcal/ mol for LDA, BLYP, and PBE functionals, respectively, 31 compared with the value 5.2 kcal/mol measured experimentally. 32 In addition, the oxygen-oxygen separation in the water dimer is reproduced to within 0.06 and 0.04 Å by the PBE and BLYP functionals, respectively.
In Figs. 1-3 , the radial distribution functions ͑RDFs͒ of water obtained using the PBE and BLYP functionals are compared for simulations performed with identical parameters ͑32 molecule cell, integration time step of 3 a.u., ϭ340 a.u., planewave cutoff of 85 Ry, and simulation time of 20 ps͒.
Despite the ϳ1 kcal/mol difference for the water dimer binding energy between PBE and BLYP results, our calculated RDFs for each of these functionals are remarkably similar. Within the statistical fluctuations of our simulations ͑which we will discuss in detail in Sec. III B͒, the BLYP and PBE results are the same, in spite of the apparent small differences in the height of the g OO peaks ͑3.6 for BLYP versus 3.4 for PBE͒ shown in Fig. 1 . This agreement is reassuring and it allows work carried out in the literature using one functional or the other to be directly compared.
B. Size and timescale effects
In order to test the sensitivity of our results to size effects, we have carried out a 12 ps 54 H 2 O simulation using the PBE functional and the same approximations used in the 32 molecule simulations, in particular ϭ340 a.u. The g OO (r) obtained in the two simulations are compared in Fig.  4 , where one observes minor changes due to cell size, in good agreement with the results of Ref. 17 . These results are also in agreement with the observation that the structure of water is determined almost entirely by short range forces. 33 However, we can not firmly conclude that size effects are fully negligible and it would be interesting to carry out a dynamical simulation with, e.g., ϳ100-150 water molecule cells to establish whether results obtained here with 54 molecule are indeed converged. Ab initio simulations with these large supercells are computationally demanding and are in progress.
In all of the ab initio simulations presented here, the ⌫ point only was used to sample the supercell Brillouin zone. In order to examine the impact of this approximation, we have computed the electronic structure and ionic forces for a single configuration of a cell of 64 water molecules and for 512 water molecules. The 64 water cell was generated from a molecular dynamics simulation with the TIP5P potential and the 512 water cell was generated by periodically repeating the 64 water cell twice in each dimension. When going from 64 to 512 molecule cells, the electronic structure is essentially unaffected; the energy per molecule changes by less than 0.01 kcal/mol, and forces on equivalent atoms are within 1ϫ10 Ϫ5 a.u. These results indicate that including zone-boundary k-point sampling in a simulation of 64 water molecules will have a negligible effect on the electronic structure.
Another approximation on our simulation data is introduced by the choice of the time interval over which averages are taken. It is therefore important to evaluate the so-called correlation time of computed properties, defined as the time interval outside which neighboring simulation data points are no longer correlated, and thus are statistically significant. 34 A widely used method to evaluate correlation times amounts to simply ''reblocking'' the data, i.e., creating a smaller dataset from the original one, by averaging blocks of consecutive points. The correlation time for a given estimator is then defined by the block size beyond which further reblocking does not change the estimated error. Because the uncertainty in the estimated error increases with the number of reblocking procedures made, it is usually difficult to accurately determine the correlation time and uncorrelated error bars with simple reblocking techniques.
A more rigorous method for correcting the errors of correlated data is to calculate the autocorrelation function where x(k) is a single data point at time k, x is the computed mean, and the angle brackets denote an average over all k. Summing over this function yields
is the correction to the calculated error needed to remove the effects of correlation
where ⑀ is the uncorrelated error, 2 is the variance, and N is the total number of data points. The estimate of the error obtained from the autocorrelation function is significantly less dependent on the total simulation time than that obtained with reblocking techniques.
In order to accurately calculate the correlation time of, e.g., g(r) obtained in computer simulations, a combination of reblocking and autocorrelation function techniques can be adopted. Using the autocorrelation function, one can calculate the uncorrelated error bar from the complete dataset. The dataset is then reblocked until the error falls within a standard deviation of this value. The corresponding block length is defined as the correlation time. Because the standard deviation of the error is proportional to the total run time, this method defines a lower bound to the correlation time, which will converge with increasing run time.
Usually very long simulations are required to determine the correlation time of a given system ͑e.g., run times that are 1-2 orders of magnitude longer than the correlation time͒. Therefore, given the total length of each of our ab initio simulations, a rigorous determination of correlation times is out of reach, and in order to estimate correlation times for simulations of water at ambient conditions we used classical potentials.
The computed correlation time in the oxygen-oxygen RDF as a function of r is shown in Fig. 5 for a 2 ns classical molecular dynamics simulation of 32 water molecules. This is on the order of ϳ10 ps in the region around the first peak maximum and first minimum. A notable exception is the correlation time of the first maximum peak position, which is less than 2 ps. This means that the calculations of the position and height of the first g(r) peak converge significantly faster than those of other parts of the curve. The correlation time of the oxygen-hydrogen pair distribution function is shown in Fig. 6 . Similar to the oxygen-oxygen curve, the maximum correlation time is of the order of 10 ps, although there is a significant dip at rϭ2.0 Å, corresponding to the region between the hydrogen bond peak of g OH at r ϭ1.8 Å and its second minimum at rϭ2.5 Å.
From the scatter of data in Figs. 5 and 6 it is clear that, even with 2 ns of data, there is a significant uncertainty in the computed correlation time, which we estimate to be roughly 10%-20%. Figure 7 shows the estimated variance in g OO (r) for blocks of length equal to the estimated correlation time for each of the bins used to collect g OO (r) ͑shown in Fig. 5͒ . By combining the uncorrelated variance with the correlation time, one can estimate the error bar on computed g(r) points. We have used these error bars to determine the accuracy of ab initio data, collected over simulations much shorter than the classical one. Figure 8 shows multiple 10 ps ab initio calculations of g(r). The variance estimated from these g(r) curves is in agreement with that obtained using the classical uncorrelated variance and correlation time.
Therefore, simulations of ϳ10 ps should allow to determine g(r) with uncertainties of the order of those shown in Fig. 7 . While limiting the accuracy with which detailed comparisons of specific g(r) points with experiment or within different theoretical calculations can be made, 10 ps simulations can still provide valuable insight into the overall structural character of the liquid. Our results also suggest that rather than running a single simulation for a long time, it may be better to simultaneously run many simulations starting from different initial configurations, in order to obtain a larger number of statistically independent data points within the same total run time.
One would expect the correlation time of structural averages related to g(r), such as S(k), to be similar and this is indeed the case. The correlation time of S(k) is of the order of 10 ps in the region around the first peak.
Finally, we examined the effect of simulation cell size on the computed correlation time of g(r), by performing classical simulations with 64 and 500 water molecules. For 500 molecules, we found a decrease of almost a factor of 2 in the correlation time compared with the 32 and 64 molecule systems. This is not unexpected, due to the smaller variance of the data collected for the larger system.
C. Choice of fictitious mass in Car-Parrinello simulations
We now turn to the discussion of the accuracy required to describe the electronic ground state at each step of ab initio molecular dynamics simulations. In CP simulations the choice of the fictitious mass determines both the accuracy and the efficiency of the calculation. In general, it is desirable to choose the largest possible which ensures an accurate determination of the electronic ground state at each ionic step, so as to carry out the simulation with the largest possible integration time step. In order to have an accurate determination of the ground state, the transfer of energy between the classical ionic and electronic degrees of freedom needs to be kept negligible throughout the simulation. As already noted in the literature, in the case of a wide-band gap system such as water, rather large values of the fictitious mass can be used ͑compared to the smallest ionic mass in the system͒ in CP simulations. 35 with the PBE functional, where the electronic ground state at each ionic step was determined, without employing a CP scheme ͑Born-Oppenheimer dynamics͒. This agreement provides additional support for the conclusion that р340 a.u. for H 2 O, and р760 for D 2 O are appropriate values for the fictitious mass when investigating the structural properties of the liquid at ambient conditions.
In Figs. 10-12, we show our calculated RDFs for two of the H 2 O simulations, one with ϭ340 a.u. and the other with ϭ760 a.u. We note that the simulation with ϭ760 a.u. leads to large changes in the oxygen-oxygen pair distribution function ͑Fig. 10͒ as compared to that using ϭ340 a.u. In particular, the first peak is reduced in height and shifted to larger separations, and the height of the first minimum is increased. We note that these rather large changes in the distribution functions are outside the range of statistical fluctuations. Changes as a function of are also observed in g OH (r) and g HH (r), although they are smaller than those found for g OO (r). Overall, for protonated water the choice of ϭ760 a.u. leads to a less structured fluid. Identical effects on the liquid structure are found when using the PBE and BLYP functionals. A similar effect is found for D 2 O when is increased from 760 a.u. (/M ϳ1/5) to 1100 a.u. as shown in Fig. 13 for g OO (r). We note that additional -dependent errors discussed by, e.g., Tangney, 27 are not significant for the structural properties computed here, and it remains an open question how these errors might affect other thermodynamic averages or properties.
In addition to comparing g(r) obtained with different approximations, we also computed structure factors, since these are the data which can be directly compared to neutron scattering experiments. 2 The total static structure factor, S(k), is determined directly from the atomic trajectories 36 Overall, the agreement between S(k) when using ϭ340 or 740 a.u. is better than the one obtained for g(r), possibly due to cancellation of errors when computing the total structure factor from the partial ones.
In order to examine how the choice of may alter the electronic structure of the system, we have computed maximally localized Wannier functions ͑MLWF͒ 37,38 for snapshots from 54 H 2 O simulations carried out with the PBE functional and with different values of . As discussed in Ref. 13 , there is little overlap between the MLWF located on neighboring water molecules in the liquid. Therefore, it is reasonable to define a dipole moment associated to each water molecule by assigning the total charge of each MLWF to its center. Figure 15 illustrates the distribution of errors in dipole moments for CP wave functions determined with ϭ340 and 760 a.u., computed with respect to the same quantity obtained from fully optimized ground state wave functions ͑denoted as BO, for Born-Oppenheimer in the figure͒. Although the magnitude of the error does depend on , Fig.  15 shows that the errors are small ͑of the order of 0.02-0.06 D͒ and they are symmetrically distributed around zero. Note, however, that the errors shown in Fig. 15 are for fixed structures, and therefore do not account for changes in the structural properties of the liquids.
Analysis of the power spectra for ionic and electronic degrees of freedom
In the following, we analyze in detail the origin of the differences in structural properties obtained when using different values of the fictitious mass . We have seen that as /M is increased to about 1/3, there are important changes in the recorded structural data and in particular the oxygenoxygen pair distribution function undergoes large modifications ͑see Figs. 10-13͒ .
In order to understand these differences, it is helpful to review the interplay between the dynamics of the classical electronic degrees of freedom and the ionic dynamics in CP simulations. 25, 26 In the case of water, the ionic spectrum involves high frequency O-H stretch vibrations (ϳ3500 cm Ϫ1 ), which move to lower frequencies in the case of the deuterated fluid. An analysis of the vibrational density of states for the classical electronic degrees of freedom is shown in Fig. 16 , where we plot the frequency spectrum of the wave function Fourier coefficients velocity autocorrelation function, 25, 26 
for different values of .
Inspection of Fig. 16͑a͒ reveals that in the case of H 2 O with ϭ340 a.u., the lowest vibrational frequency in the electronic spectrum is well separated from the highest ionic vibration, which has a peak that tails off at approximately 3500 cm Ϫ1 for the O-H stretch mode ͑within the approximations used here͒. On the other hand, for ϭ760 a.u. the two frequency spectra present a small overlap region. In the case of D 2 O ͓Fig. 16͑b͔͒, for both ϭ340 and 760 a.u. the ionic and electronic frequency spectra are reasonably well separated, while for ϭ1100 a.u. there is a non-negligible overlap with the highest ionic vibrations of D 2 O, which are shifted by about 700 cm Ϫ1 to lower frequencies due to the larger mass of deuterium as compared to hydrogen. The onset of the electronic vibrational density of states in the 54 H 2 O simulation is in very close alignment with the corresponding 32 H 2 O run. This is not surprising and can be easily understood as follows. In a CP simulation, the dynamics of the Kohn-Sham orbitals can be approximately described as a superposition of oscillators with frequencies 25, 26 
where ⑀ i and ⑀ j are Kohn-Sham eigenvalues of occupied and unoccupied states, respectively. When i and j are the highest occupied molecular orbital ͑HOMO͒ and lowest unoccupied molecular orbital ͑LUMO͒ states, respectively, the HOMO-LUMO corresponds to the lowest electronic frequency, i.e., to the onset of the vibrational density of states of the electronic degrees of freedom. Since the HOMO-LUMO gap of water has been found to be very weakly dependent on the size of the simulation cell, HOMO-LUMO is also size independent. As discussed in Ref. 26 , although Eq. ͑9͒ is a rather crude approximation of the true orbital dynamics, it still provides a useful estimate for selecting an appropriate value of .
Our results give quantitative indications about the value of to be used in simulations of pure water at ambient conditions. However, many physical systems of interest involve, e.g., a solute surrounded by water. Using an estimate of the electronic gap of the solute in water based on a few snapshots randomly chosen at the beginning of the simulation, Eq. ͑9͒ can be used as a guide to choose an appropriate value for for a variety of systems. For example, if the HOMO and LUMO of the solute lie below the water valence band maximum and above the conduction band minimum, respectively ͑as, e.g., in the case of many cations in water͒, then the value of appropriate to simulate pure water is expected to be appropriate for the solvated species as well. On the other hand, if the presence of the solute introduces states in the gap of water ͑as in the case of several anions͒, then one can use Eq. ͑9͒ to choose such that the lowest frequency oscillation of the electronic degrees of freedom has no overlap with that of the highest ionic frequencies, assuming that the highest frequencies in the vibrational spectrum of the liquid are not affected by the presence of the solute in any appreciable way.
We note that there are cases where the gap of the solute computed in the gas phase is not a good estimate of the same quantity in the presence of water. In particular, due to the complex nature of the electronic properties of liquid water, the way in which the eigenstates of, e.g., anions interact with or are effected by the water is extremely difficult to predict a priori. One might expect negative ions to introduce states in the water gap and thus give rise to a rather delocalized HOMO. However, the outermost electron of a given anion may become ''solvated'' in the liquid, and the solute/solvent system may have states far in energy from the water Fermi level. For example, consider the simple case of one hydrogen atom of a single water molecule replaced with an electron, thereby simulating the solvation of OH Ϫ . In this case, it has been recently shown 39 that the HOMO-LUMO gap of pure water is not affected by the presence of the solute, even though the gap of the OH Ϫ molecule in the gas phase is less than half that of liquid water.
Water under pressure is another system of interest, where the HOMO-LUMO gap can vary considerably with respect to that at ambient conditions. For example, we considered a snapshot of compressed water taken from previous calculations 15 performed at 27 GPa and 1350 K. For this single snapshot we computed a HOMO-LUMO gap of 3.75 eV. While this value lies below the range of gaps computed for ambient water within PBE ͑4.0-4.8 eV͒, it is still large enough not to require a substantial reduction of the value of in CP simulations. However, as higher pressures and temperatures are considered, the gap of the fluid will be further decreased, and this necessitates a re-evaluation of appropriate values for to be used in the simulation.
D. Computed diffusion coefficients
In order to investigate how the approximations used in our simulations affect the dynamical properties of the liquid, we have computed the diffusion coefficient using the Einstein relation
͑10͒
For each ab initio simulation presented here, the mean square displacement ͑MSD͒ of the oxygen atoms was determined by averaging over the trajectories with multiple starting configurations that were evenly spaced by 4 fs and with a time step of 0.7 fs. The slope of the MSD as a function of simulation time was determined in the range of 1-10 ps and was used to compute D as in Eq. ͑10͒. Our results are reported in Table I , together with the average temperature of each simulation and peak positions of the g(r). In order to estimate the statistical relevance of our computed diffusion coefficients, we resorted again to classical simulations. For a 32 molecule classical simulation, we computed D averaging over different segments of our trajectories ͑see Fig. 17͒ . We found that for tϽ10 ps, the value of D (2.5-4.0ϫ10
Ϫ5 cm 2 /s) differs by 20%-100% compared with the value computed using the entire 200 ps trajectory (2.1ϫ10 Ϫ5 cm 2 /s). For tу20 ps, D appears to be converged to within several percent. We also estimated size effects on computed D values, using classical simulations. Only a 10% variation in D (2.2-2.4ϫ10
Ϫ5 cm 2 /s) was observed in going from 32 to 512 molecule cells, when averaging over the whole 2 ns simulation, indicating that the 32 molecule cell size is fairly well converged for this property. The variation of D as a function of cell size computed classically is somewhat smaller than that observed in previous quantum simulations. 17 This may be due to differences in convergence as a function of time of the D values considered in the quantum simulations; it also remains an open question whether quantum simulations exhibit different convergence with system size than classical simulations.
Based on these results, we conclude that the diffusion coefficients of protonated water computed in ab initio simulations with 32 H 2 O cell fall into one of two categories de-pending on the value of . Specifically, for ϭ760 a.u. D is in rather good agreement with the experimental value of 2.4ϫ10 Ϫ5 cm 2 /s for hydrogenated water. On the other hand, for ϭ340 a.u., Dϳ1ϫ10 Ϫ6 cm 2 /s is smaller than the experimental value. Note that the values of D obtained with the BLYP and PBE functionals are basically the same, when the same values of are used. In the 54 H 2 O simulation a larger value of 3.7ϫ10
Ϫ6 cm 2 /s as compared to the 32 H 2 O simulations is found. However, given the total simulation time of the 54 H 2 O calculation (ϳ12 ps), this difference could come either from size effects or from short averaging time.
For the simulations of D 2 O, as in the case of H 2 O, when a large value of is used (ϭ1100 a.u.), the value of D is in reasonable agreement with the experimental measurement of D for deuterated water. When smaller values of are used (ϭ320 or 760 a.u.͒, the estimated diffusion coefficients are 10-20 times smaller, similar to the differences observed for H 2 O.
IV. COMPARISON WITH EXPERIMENT
The structure factor of ambient water has been measured experimentally using either x-ray scattering or neutron diffraction experiments. In both cases, approximations must be made to extract g(r) from the raw data ͑see, e.g., Ref. 2 and 3͒, which can lead to differences in both peak positions and peak heights 2,3 among various measurements and even for the same set of measured data.
In Figs. 18 -20, RDFs from our calculations of 32 H 2 O using ϭ340 and 760 a.u. are compared with that extracted from recent neutron diffraction experiments of Soper.
2 For the ϭ340 a.u. simulation, our calculated g OO (r) is significantly more structured than experiment, with a first calculated peak height of 3.6 compared to 2.6, and a first calculated minimum of 0.4 compared to 0.7. The calculated first peak position is in good agreement with experiment, although the position of the first minimum is shifted in by 0.3 Å with respect to experiment.
It is interesting to note that for our simulation using ϭ760 a.u. ͑dotted curves, Figs. 18 -20͒, the agreement with experiment is substantially better. As we have indicated, for this value of there is a non-negligible overlap between the electronic and ionic vibrational frequencies which leads to an inaccurate description of ionic forces; yet, it is intriguing that these errors cause a softening of the g(r) which coincidentally improves the comparison with experiment.
Differences between experiment and theory are also found when comparing structure factors. In Fig. 21 , our results for S(k) are compared with neutron scattering experiments for both hydrogenated and deuterated water. We chose to compare with S(k) measured in neutron scattering and not x-ray experiments, since neutron scattering lengths are known to arbitrary accuracy and our use of the experimental values for these lengths does not introduce any other approximation in the calculation. On the other hand, a comparison with S(k) measured in x-ray experiments would imply the use of atomic form factors ͓ f (k)͔ which are slightly different depending on the way they are computed ͑e.g., using different density functionals͒, and in turn the computed values are slightly different from tabulated experimental data. Therefore the choice of f (k) would introduce another approximation which would need to be tested and we chose not to investigate it at this time.
As noted earlier, in contrast to the results found for g(r), the difference between our calculations of S(k) with different values is smaller than the difference between computed and experimental values. However differences between theory and experiment are not negligible. We note that the small differences between the 54 and 32 molecule simulations observed in g(r) are also evident in S(k); however, these differences are within statistical fluctuations, particularly given the smaller run time for the 54 H 2 O simulation. We also note that the comparison between experiment and classical simulation for S(k) is not as good as for g(r), as shown in Fig. 22 .
The disagreement between ab initio simulations and experiment could come from a combined effect of different approximations: ͑i͒ the pseudopotential approximation used in the description of the electronic states; ͑ii͒ the choice of the density functional used to describe the exchangecorrelation interaction; and ͑iii͒ the neglect of the proton/ deuteron quantum motion.
Based on a comparison between gas phase results obtained for water and water clusters using all-electron and pseudopotential methods we believe the effect of the pseudopotential approximation is negligible. Specifically, the binding energy of the water dimer agrees to within 0.14 kcal/mol for an all-electron DFT/PBE calculation using the aug-ccpVQZ basis set 40 and with the present pseudopotential calculation. 31 An important approximation that has not yet been tested in the case of ab initio molecular dynamics simulations of pure water is the neglect of the proton/deuteron quantum motion. In principle, the effect of the proton/deuteron quantum motion could be included using combined path-integral-DFT methods, 41, 42 which have been used in several investigations of aqueous 43, 44 and hydrogen bonded systems. However this is yet unfeasible with the present computational resources, as size effects and time averages need to be converged at the same time. Nevertheless, a qualitative estimate of proton quantum effects can be derived from the results of simulations with classical potentials. In particular, simulations using classical interaction potentials have been used to investigate how quantum effects influence the structural properties of liquid water. [47] [48] [49] [50] [51] [52] [53] [54] Based on the trends observed in the classical simulations, we can expect that the inclusion of quantum effects will cause an overall softening of the radial distribution functions. Specifically, in classical simulations including the proton quantum motion, the radial distribution function peak heights and depths are smaller and shifted to larger distances as compared to those obtained without including proton quantum effects. As pointed out in Ref. 49 these structural changes are similar to those one would obtain by increasing the temperature by ϳ50°C over ambient. Interestingly, in addition to an overall softening of the radial distribution functions, the similarities between temperature and quantum effects are also observed in the self diffusion coefficient of water, which undergoes an ϳtwofold increase when quantum effects are accounted for. 50 Although we cannot quantitatively estimate the amount by which the results of Fig. 1 would change if quantum effects were included, it is possible that a significant fraction of the overstructure is due to this approximation.
Finally, we note that although our simulations show that two rather accurate and popular density functionals give nearly identical results for structural properties, it remains to be seen if the description of hydrogen bonding provided by local density functionals is sufficiently accurate. It also remains to be seen if neglecting van der Waals forces introduces any sizable error, in spite of the energy scale associated with van der Waals bonding being roughly ten times smaller than that of hydrogen bonds. We note that recent BO dynamics simulations 35 showed that the use of a modified PBE functional 55 can lead to a softer g(r) than that obtained with PBE, although it has been pointed out that the modification to the functional may cause larger errors in the description of other systems. 56 In conclusion, we have carried out a series of ten independent ab initio CP simulations, each for 20 ps of production time. Our results show that the choice of the exchange correlation functional and the size of MD cell ͑provided it contains at least 32 molecules͒ have a minor impact on computed structural and dynamical properties. In addition, we found that there is a wide range of values of the fictitious electronic mass entering the CP Lagrangian for which the electronic ground state is accurately described, yielding trajectories and average properties which are independent of the value chosen. However, simulations using outside this range, in particular simulations using /M у1/3 yield g(r) and S(k) which are significantly softened compared to those obtained with an accurate description of the electronic ground state. In order to avoid these inaccuracies, values for should be chosen such that the vibrational spectra of the ionic and electronic degrees of freedom do not overlap. When this is the case, our results show that using the PBE and BLYP density functionals, radial distribution functions are overstructured and the self-diffusion coefficient is significantly smaller than the experimentally measured value. We believe that the inclusion of the proton quantum motion would bring these results in closer agreement with experiment, although a quantitative estimate of this effect could not be made at this time. Finally, we computed correlation times for different properties and showed that a time interval of at least ϳ10 ps is required to obtain a statistically independent data point in the calculation of g(r) and S(k).
FIG. 22. Comparison of S(k)
calculated from 32 molecule TIP5P classical simulations for light and heavy water with measurements from neutron diffraction experiments ͑Ref. 2͒. The S(k) computed from a 128 molecule TIP5P simulation is nearly identical to the 32 molecule simulation except for small differences below kϽ2 Å Ϫ1 .
