It is well known that space-time block codes (STBCs) obtained from orthogonal designs (ODs) are single-symbol decodable (SSD) and from quasi-orthogonal designs (QODs) are double-symbol decodable (DSD). However, there are SSD codes that are not obtainable from ODs and DSD codes that are not obtainable from QODs. In this paper, a method of constructing g-symbol decodable (g-SD) STBCs using representations of Clifford algebras are presented which when specialized to g = 1; 2 gives SSD and DSD codes, respectively. For the number of transmit antennas 2 a the rate (in complex symbols per channel use) of the g-SD codes presented in this paper is a+10g 2 . The maximum rate of the DSD STBCs from QODs reported in the literature is a 2 which is smaller than the rate a01 2 of the DSD codes of this paper, for 2 a transmit antennas. In particular, the reported DSD codes for 8 and 16 transmit antennas offer rates 1 and 3=4, respectively, whereas the known STBCs from QODs offer only 3=4 and 1=2, respectively. The construction of this paper is applicable for any number of transmit antennas. The diversity sum and diversity product of the new DSD codes are studied. It is shown that the diversity sum is larger than that of all known QODs and hence the new codes perform better than the comparable QODs at low signal-to-noise ratios (SNRs) for identical spectral efficiency. Simulation results for DSD codes at various spectral efficiencies are provided.
(we consider only square designs), the received signal at the receive antenna at time is given by for , which in matrix notation is where is the received signal matrix, is the transmission matrix (also referred as codeword matrix), is the additive noise matrix , and is the channel matrix, where denotes the complex field. The entries of are complex Gaussian with zero mean and unit variance and the entries of are complex Gaussian with zero mean and variance . Both are assumed to be temporally and spatially white. We further assume that transmission power constraint is given by . An linear dispersions pace-time block code (STBC) [1] with complex variables , where and are positive integers, can be written as (1) where and for , where is the signal constellation from which the variable takes values. The set of number of complex matrices are called the weight matrices of the code and this set defines the code . With denoting the number of points in the constellation, the rate of this code in bits per channel use is . Now assuming that perfect channel state information (CSI) is available at the receiver, the maximum-likelihood (ML) decision rule minimizes the metric (2) It is clear that there are different codewords and, in general, the ML decoding requires computations, one for each codeword. But if the set of weight matrices are chosen such that the decoding metric (2) could be decomposed into 0018-9448/$25.00 © 2009 IEEE a sum of positive terms, each involving exactly complex variables only, then the decoding requires computations and the code is called a -symbol decodable code ( -SD code). The case corresponds to single-symbol decodable (SSD) codes that includes the well-known codes from orthogonal designs (ODs) as a proper subclass, and have been extensively studied [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , [38] few most recent ones being [16] [17] [18] . The codes corresponding to , are called doublesymbol-decodable (DSD) codes. The quasi-orthogonal designs (QODs) studied in [21] [22] [23] [24] and [7] are proper subclass of DSD codes. If the weight matrices of a -SD code are all unitary then it is said to be a unitary weight (UW) DSD (UW--SD) code. The DSD codes of [21] [22] [23] [24] are UW-DSD codes and that of [7] are not. Throughout this paper, we consider only UW codes.
The contributions of this paper are are follows.
• We obtain a set of sufficient conditions for a general linear dispersion STBC to be -SD in terms of their weight matrices. Also, another set of sufficient conditions for the code to be -SD is given which enables us to construct UW--SD codes from representations of Clifford algebras. • For the number of transmit antennas , the maximum rate (in complex symbols per channel use) of all the DSD codes reported in the literature with unitary weight matrices is . Whereas we present UW-DSD codes with rate for transmit antennas. In particular, our code for 8 and 16 transmit antennas offer rates and , respectively, whereas the known QODs offer only and , respectively. In the general case of our -SD codes the rate is . • Our construction is based on the unitary representations of Clifford algebras and applicable for any number of transmit antennas. To the best our knowledge this is the first work which obtains -SD codes with using Clifford algebras.
• For DSD codes, we study the diversity sum and diversity product and show that our diversity sum is larger than that of all known QODs and hence our codes perform better than the comparable QODs at low signal-to-noise ratios (SNRs) for identical spectral efficiency. • The only known rate DSD code for eight transmit antennas reported in [7] , called QCIOD (quasi-coordinate interleaved orthogonal design), does not have unitary weight matrices and have considerable number of zero entries in the codeword matrix due to which the peak-to-average power ratio (PAPR) is large compared to our code. We show simulation results to show that our code perform better than this code. The rest of the paper is organized as follows: In Section II, we present different sets of sufficient conditions for a linear dispersion STBC to be -SD and construct UW--SD codes using unitary representations of real Clifford algebras that satisfy one such set of sufficient conditions in Section III. It is shown that these codes have more rate than all the known UW-DSD codes known as QODs. In Section IV, we study the performance of our codes in terms of the diversity sum and the diversity product of our codes. This leads to a set of conditions on the signal set to result in full diversity. Simulations results in Section V show the superiority of our codes.
II. SUFFICIENT CONDITIONS FOR MULTISYMBOL DECODABILITY
We begin with presenting a sufficient condition on the set of weight matrices of the code to be -SD. Proof: We see from (1) that If the conditions of (3) are satisfied, then it is easy to verify that (4) Using (4) in (2) we get (5) where . Note that in (5) the term is the same for all the codewords in the codebook. Hence, it is sufficient to minimize the first term only. But the first term is a sum of square terms, each involving only complex variables. Hence, the problem of ML decoding reduces to the problem of minimizing Hence the code is -SD if the conditions of (3) is satisfied.
Next we derive a condition on weight matrices of the code so that (3) is satisfied. Towards this end, we denote (6) Theorem 2: Conditions of (3) are satisfied if the weight matrices of the code (1) satisfy the following condition:
for Proof: Straight forward verification.
We first introduce the notion of normalizing a linear STBC which not only simplifies the analysis of the codes but also provides deep insight into various aspects of different classes of codes discussed in this paper. Towards this end, let (7) be a UW--SD code. We normalize the weight matrices of the code as to get the normalized version of (7) to be (8) where
, the identity matrix. We call the code to be the normalized code of .
Lemma 1:
The code is -SD iff is -SD. In other words normalization does not affect the -SD property.
Proof: For , the equation of Theorem 2 is satisfied by the weight matrices of iff they are satisfied by the weight matrices of which is easily verified.
The following theorem identifies a set of sufficient conditions for a UW code to be UW--SD.
Theorem 3: An UW code described by (7) and its normalized version given by (8) are UW--SD codes if the weight matrices of the normalized code satisfy the following conditions: 1) ; 2) and anticommute ; 3) are Hermitian, commute among themselves and with all the matrices ; 4) for all, , and a) , b) , c)
. Proof: Using conditions in 4) of the theorem, the sets (6) for are Let where . Then
The requirements of Theorem 3 for UW--SD can be easily stated using the table shown at the top of the page as follows.
• The matrices of the first row should form a Hurwitz-Radon family of matrices • The matrices of the first column should be -Hermitian, -mutually commuting, and -commute with all the matrices of the first row.
Definition 1:
A UW--SD code satisfying the conditions of Theorem 3 is defined to be a Clifford UW -SD (CUW--SD) code.
The name in the above definition is due to the fact that such codes are constructable using matrix representations of real Clifford algebras as shown in the following section.
III. CONSTRUCTION OF CUW--SD CODES
In this section, we present the construction of a new class of -SD codes, the Clifford UW--SD codes, for transmit antennas, from unitary matrix representations of real Clifford algebras. For an excellent introduction to and basic properties of these representations see [4] .
Definition 2:
The Clifford algebra, denoted by , is the algebra over the real field generated by objects which are anti-commuting, , and squaring to .
The basis of is
Note that the number of basis elements is the number of nonordered combinations of objects which is .
A matrix representation of an algebra is completely specified by the representation of its basis, which in turn is completely specified by a representation of its generators. For a Clifford algebra, we are thus interested in unitary matrix representation of the generators 's. In -dimensional representation is represented by , the identity matrix and the generators are anti-commuting matrices that square to . In the following sections, we will use the fact that a double cover of the basis of a Clifford algebra is a finite group [4] . Let and and From [4] we know that the representation of the generators of is given by
We add to this list the identity matrix, denoted by , and designate it as .
A. Construction of CUW--SD Codes
To construct CUW--SD codes from the last matrices we construct the following new matrices:
Note that the elements of the set of matrices have the following properties: i) they are mutually commuting, ii) Hermitian , and iii) each commutes with . In the above construction of 's there is nothing special about the last matrices. Any matrices from the set could have been selected. Next, for we construct the weight matrices of the code combining the matrices defined in the table at the top of the preceding page in the following way:
Theorem 4: The code with the weight matrices given by (9) is a CUW--SD code.
Proof: It is easily checked that the weight matrices satisfy the conditions of Theorem 3 and hence the code is CUW--SD.
The following corollary is immediate from Theorem 4. 
Now if we construct the code, we get the code given by (11) at the top of the page.
The code (11) has structure: it is of the form (12) where and that is, of the form (13) where are given by
Note that for eight transmit antennas our CUW-DSD code, for example the one given by (11) , achieves rate whereas all known QODs with unitary weight matrices for eight transmit antennas achieve rate only . However, the eight transmit antenna DSD code with nonunitary weight matrices of [7] achieve rate , but has larger PARP due to the presence of zero entries in the code, compared to our CUW-DSD codes. The following example shows that for a larger number of antennas our CUW-DSD code also starts having zero entries in the code matrix.
Example 2:
In this example we discuss a rate-, code with . Let the representation matrices of the , where be Now according to the prescription of the construction procedure and the weight matrices given by (18) Now if we construct the code with the weight matrices given by, we get the code which is again of the form (13) where are given by (19) , shown at the bottom of the page. Notice that the pairs of matrices and are related-if we replace by and vice versa of all the entries of a matrix we get the other one.
B. Coordinate Interleaved CUW--SD Codes
In Example 1, we constructed a CUW-DSD code for eight transmit antenna given by (11) based on the assignment of representation matrices to the weight matrices as given by (10) .
Next, for , we construct the weight matrices of the code by the following assignment: when when The preceding assignment has been arrived at by requiring that for any , if is real then should be imaginary and vice versa. It turns out that such an assignment leads to a Coordinate Interleaved Design [7] [8] [9] , as shown in the following example.
Example 3:
In Example 1 we construct the weight matrices of the code following (9) , and get (20) Now the resulting code formed from these weight matrices is where (22) The operation defined in (22) is called coordinate interleaving and the resulting variables the coordinate interleaved variables [6]- [9] .
It can easily be verified that the weight matrices of (20) satisfy Theorem 3, hence (21) is DSD.
Notice that the code (21) has the structure as (13) and (12), where are Alamouti matrices in the coordinate interleaved variables. The same structure is there in the code (11) also, however, the code is not a coordinate interleaved design in the sense of [6] [7] [8] [9] since the entries are not exclusively among those defined by (22) . However, extending the set given by (22) as shown in the following (23) where (11) also can be written in the same form as (21) as follows:
It is interesting to note that codes with small PAPR have such coordinate interleaved variables as entries [29] .
C. Relation With Other Codes in the Literature
In [35] and [36] , the authors have constructed a class of four group decodable codes, from MDC-QOD codes iteratively. In this subsection, we show that these codes form a proper subclass of the codes presented in this paper. Before illustrating this fact with an example, we also observe that a four group decodable code is actually a special case of the multigroup decodable codes that were described in [19] . In terms of the terminology of this paper, in particular for transmit antennas, a rate-one four-group decodable code is two-symbol decodable. Hence, we construct a two-symbol (complex symbols) decodable code following the method described earlier.
It can be easily verified that the following weight matrices satisfy the conditions of Theorem 3, with
Now with these weight matrices, if we construct the code following the procedure described above we get a code of the form (29) where (30) and
. Now it follows from the construction procedure and Theorem 3 that the four independently decodable group of symbols are , where and represents the real and imaginary parts of the quantity, respectively. This shows that the codes constructed in [35] are a special case of the codes constructed here in this work. Further, we know that these classes of codes [35] were obtained by a permutation of the rows and columns of the codes constructed in [36] . Hence, it follows that the codes of [36] are also a special class of the codes described here, since, a particular series of row and column permutations applied to the weight matrices of a -symbol decodable code (constructed following the method described at the beginning of this section) still satisfies the conditions of Theorem 3.
IV. DIVERSITY SUM AND DIVERSITY PRODUCT OF CUW-DSD CODES
Throughout this section, we restrict ourselves to the class of CUW-DSD codes to calculate an expression for the diversity product for CUW-DSD codes, i.e., . This restriction is only for the purpose of keeping the notational complications under control, and the techniques are extendable to CUW--SD codes, any value of .
It is well known that the pairwise codeword error probability is upper-bounded as (31) where is the average symbol energy, is the variance per dimension of the additive white Gaussian noise (AWGN) and are the eigenvalues of the matrix where . Further, in [25] it was shown that not only the upper bound but the exact pairwise codeword error probability depends on where . It is clear that for and for determines the pairwise error probability [27] . The diversity product of a code is defined as (32) and similarly the diversity sum of a code can be define as (33) so that both lie between and . It is well known that and It is known that of a code reveals information about the pairwise error probability, at high SNR, of a particular pair of codewords or a set of pair of codewords for which is minimum. The average codeword error probability at high SNR is dependent on the distribution of of the whole code. Similarly, at low SNR the average codeword error probability is dependent on the distribution of for all probable values of . In between high and low values of SNR, the average codeword error probability is dependent on the distribution of for all probable values of .
A. Diversity Product Expression for CUW-DSD Codes
Let and be two distinct codewords, where . Now we have where and Now, using the last equation we see that, is given by (34) at the bottom of the page. Now, it can be easily shown that in which if we put the value from (34) we get, for all to be given by (35) 
and is given by (36) at the top of the following page. Now putting the values of and from (34) in (36), we get (37) where and (38) Now from (37) and (32) we get for our code to be given by (39) where
. Now we assume that each pair of symbols, that are jointly decoded, take values from the same four real-dimensional constellation or same combination of two complex-dimensional constellations. Because we see from (39) that the term inside the vertical bars are similar for all . We have (40) Lemma 2: A necessary and sufficient condition for the code to be of full-diversity is that for Proof: Follows immediately from the diversity product expression (39). Now we show that it is always possible to make the class of codes described in this paper achieve full diversity. We denote by the column vector containing the real and imaginary components of , i.e., . Now consider the following linear transformation:
Denoting
, the above equation becomes . Further, denoting , we have
Combining this and (38) we get (41) But the term within the braces on the left-hand side of the last equation is the coordinate product distance (CPD) of the constellation from which takes its values. If is allowed to take values from a four real-dimensional space the solution is obvious: take a constellation with its CPD being maximum [26] . Then on this constellation we apply a linear transformation , and allow to take its values from this resulting constellation. Thus, the diversity product is not only nonzero but maximized.
On the other hand, suppose it is given that , up to a linear transformation to make the CPD . So the problem is to find a linear transformation such that and if , then our code becomes full diversity. We explain below pictorially that such a linear transformation can always be found.
Let us say
. Now if has zero CPD, it is always possible to find a four-dimensional rotation, unitary matrix , such that has nonzero CPD. In fact, there exists an infinite number of such rotations, only a finite number of rotations will result in zero CPD. Now say is obtained as shown in the figure. So if then . But has nonzero CPD, hence from (41) our code will be having nonzero diversity product, and hence full diversity.
Note 1: In fact,
can be chosen such that the CPD of is maximized and hence, by (41), the DP of the code is maximized.
A more direct approach is to find a directly without going through the upper branch in the graph so that if then is maximized. In this paper, we have followed a simplified approach-instead of finding a four-dimensional rotation we have found two two-dimensional rotations through computer search such that is maximized. To be precise, if and are two complex constellations, then we have found and such that when , where is the constellation rotated by degrees, the product is maximized. [22] AND QCIOD OF [8] WITH CUW-DSD CODES FOR EIGHT TRANSMIT ANTENNAS   TABLE II  COMPARISON In Table I we have compared the diversity product of QOD, QCIOD, and the CUW-DSD codes at various spectral efficiencies. Note that the diversity sum of the code is not changed by such rotations of the constellations as the Euclidean distance distribution does not change by these rotations. From (33) , the diversity sum of our code is Since all pairs of complex symbols that are decoded together are assumed to take values from the same combination of twocomplex dimensional space, we have given by
Hence, in general, it is directly proportional to the minimum Euclidean distance of the equivalent four real-dimensional constellation. In this paper, we have considered only the case when the two simultaneously decodable complex variables take their values from two separate complex constellations. For such special case This same expression is applicable for diversity sum of the QOD codes. In Table II we have compared the diversity sum of QOD and the DSD codes proposed in this paper, at various spectral efficiencies. We see that at all bit rates, of our code is better than that of the QOD codes, which is expected as our code has larger rate. Thus, at low SNR it is expected that our code will perform better. The simulation results given in the next section validates this reasoning.
V. SIMULATION RESULTS FOR CUW-DSD CODES
In this section, we calculate the optimal rotation of the constellations required to make the CUW-DSD code full diversity and provide some simulation results for eight transmit antennas at different spectral efficiencies. For comparison we have plotted codeword-error-rate (CER) against SNR per receive antenna per channel use. The constellations used for CUW-DSD codes and the corresponding rotations are given in Table III . For 8-QAM we used the constellation given in [22] . For other nonsquare QAMs the constellations used are given in Fig. 1 . The constellations were normalized to make the average symbol energy equal to one. In Fig. 2 , we have compared the performance of QCIOD [7] , [8] with our code. For both the codes PSK.
But for QCIOD and for CUW-DSD codes . The optimal rotations for QCIOD was reported in [8] . We see that these codes perform identically at low SNR but at high SNR (18.5 dB) there is a crossover. This is also expected because the diversity product of QCIOD is smaller [8] than our code. But the diversity sum is the same for both codes. However, as mentioned previously the QCIOD code has a larger PAPR than our code.
We have also compared our codes performance to the QOD codes for different spectral efficiencies and shown that at low-SNR regions our code performs better. The performance gain is larger as we move towards higher spectral efficiency. At 2.25 bits per channel use we see from Table II that the diversity sum of our code is smaller than that of QOD, but still at low SNR it performs marginally better. The reason for this apparent discrepancy has been already discussed in Section IV. In Table III , we give the different constellations and their rotation angles, which were used for the simulations in this paper at different spectral efficiencies. All these values were obtained through exhaustive computer search. Figs. 3 and 4 compare the performance at 2.25 and 3, and then 3.75 and 4.5 bits per channel use, respectively.
A detailed comparison of the performance of our code with the full diversity attaining STBCs from QOD with optimally rotated signal constellations [22] is given in [20] . VI. DISCUSSION Rate one, square complex orthogonal designs (CODs) do not exist except for two transmit antennas and as the number of antennas increase the rate of square CODs decrease exponentially [4] . The study of QOD in [21] is the first work that reported a DSD code in an attempt to recover the rate loss at the expense of loss in diversity and decoding complexity. Since then several results have been reported in connection with DSDs [7] , [22] [23] [24] . In this paper, we have considered the general case of -SD codes and have studied them using representation matrices of Clifford algebras. The results obtained in this paper have already been summarized in Section I. Some of the possible directions for further research are as follows.
• Theorem 3 gives a set of sufficient conditions for a design to be -SD for any integer . We are not aware of any code reported in the literature that do not satisfy these conditions for any and any number of antennas. Hence, we conjecture that these conditions are necessary also. If this conjecture is settled in the affirmative then it will mean that the representation matrices of appropriate Clifford algebras more or less completely indicate the ML decodability of designs. • The rate of the -SD codes constructed in this paper has been shown to be complex symbols per channel use for number of antennas. For this gives the rate (which is larger than the rate of the square CODs which is ). It has been shown in [16] , [18] that this is the maximum rate possible for any CUW-SSD codes. However, it is not known whether for the rates are maximal. It is an interesting problem to pursue. • Diversity sums and diversity product expressions have been studied in this paper only for DSD codes. It will be useful to get these for the general case of -SD codes . • The structure of the eight transmit antenna code given by (21) is seen very clearly when displayed as (13) . It is easily seen that the eight-antenna code, obtained by different assignment of representation matrices to the weight matrices, given by (11) also has the same structure as (13) and also the 16-antenna code defined by (19) . It will be interesting to completely characterize the structure under all possible choices for the first column matrices. • For square CODs, the number of zero entries in the code increases rapidly from four-antenna code onwards and hence the PAPR. Recently, CODs for eight antennas with the property that the design matrix contains no zero entries have been reported in [29] . For the SSD codes reported in [16] [17] [18] also there are zero entries in the code and hence the PAPR is high. However, for the DSD codes of this paper for eight transmit antennas there are no zero entries in the code and hence the PAPR is not high. However, for 16-antenna code we have zero entries. It will be interesting to investigate whether it is possible to construct 16-antenna DSD codes with no zero entries, using Clifford algebras or otherwise. • Recently, it has been shown [30] [31] [32] [33] [34] that codes with similar (not the same) structure as in (13) lead to low ML decoding complexity distributed space-time codes. It will be worthwhile to investigate the suitability of the codes of this paper for cooperative communication.
