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Abstract
Recently, Zagier expressed an interpolated version of the Ape´ry num-
bers for ζ(3) in terms of a critical L-value of a modular form of weight 4.
We extend this evaluation in two directions. We first prove that interpo-
lations of Zagier’s six sporadic sequences are essentially critical L-values
of modular forms of weight 3. We then establish an infinite family of eval-
uations between interpolations of leading coefficients of Brown’s cellular
integrals and critical L-values of modular forms of odd weight.
1 Introduction
For x ∈ C, consider the absolutely convergent series
A(x) =
∞∑
k=0
(
x
k
)2(
x+ k
k
)2
. (1)
If x = n ∈ Z≥0, this series terminates at k = n and agrees with the well-known
Ape´ry numbers A(n) for ζ(3) [5], [29]. Let
f(τ) =
∑
n≥1
anq
n ∈ Sk(Γ1(N)), q = e2πiτ ,
be a cusp form of weight k and level N , and
L(f, s) :=
∑
n≥1
an
ns
be the L-function for f defined for Re s large. Following Deligne, we say that
L(f, j) is a critical L-value if j ∈ {1, 2, . . . , k − 1}. For a beautiful exposi-
tion concerning the importance of these numbers, see [22]. Zagier [40, (44)]
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recently showed that the interpolated Ape´ry numbers (1) are related to the
critical L-value of a modular form of weight 4. Specifically, he proved the fol-
lowing intriguing identity:
A(− 12 ) =
16
π2
L(f, 2), (2)
where
f(τ) = η(2τ)4η(4τ)4 =
∑
n≥1
αnq
n (3)
is the unique normalized Hecke eigenform in S4(Γ0(8)) and η(τ) is the Dedekind
eta function. We note that, expressing the left-hand side as a hypergeometric se-
ries, the identity (2) was previously established by Rogers, Wan and Zucker [30].
The evaluation (2) can be seen as a continuous counterpart to the congruence
A(p−12 ) ≡ αp (mod p), (4)
which holds for primes p > 2 and was established by Beukers [9], who further
conjectured that the congruence (4) actually holds modulo p2. This supercon-
gruence was later proven by Ahlgren and Ono [2] using Gaussian hypergeometric
series.
Zagier indicates that Golyshev predicted an evaluation of the form (2) based
on motivic considerations and the connection of the Ape´ry numbers with the
double covering of a related family of K3 surfaces. Here, we do not touch on
these geometric considerations (see [40, Section 7] for further details), but only
note that Golyshev’s prediction further relies on the Tate conjecture, which
remains open in the required generality. Identity (2), and similar ones to be
explored in this paper, might therefore serve as evidence supporting the motivic
philosophy and the Tate conjecture.
The goal of this paper is to extend Zagier’s evaluation (2) in two directions.
Firstly, in Section 2, we consider the six sporadic sequences that Zagier [39]
obtained as integral solutions to Ape´ry-like second order recurrences. Based on
numerical experiments, we observe that each of these sequences C∗(n) appears
to satisfy congruences like (4) connecting them with the Fourier coefficients of a
modular form f∗(τ) of weight 3. For three of these sequences these congruences
were shown by Stienstra and Beukers [35], while the other three congruences
do not appear to have been recorded before. We prove two of these new cases,
one using a general result of Verrill [36] and the other via p-adic analysis and
comparison with another case. Our main objective is to show that in each case
there is a version of Zagier’s evaluation (2). For x ∈ C, there is a natural
interpolation C∗(x) of each sequence and the value C∗(−1/2) can in five of the
six cases be expressed as απ2L(f∗, 2) for α ∈ {6, 8, 12, 16}. In the remaining
case, C∗(x) has a pole at x = −1/2. Remarkably, the residue of that pole equals
6
π2L(f∗, 1).
Secondly, Brown [13] recently introduced cellular integrals generalizing the
linear forms used in Ape´ry’s proof of the irrationality of ζ(3) as well as many
other constructions related to the irrationality of zeta values. These are linear
2
forms in multiple zeta values and their leading coefficients Aσ(n) are general-
izations of the Ape´ry numbers. McCarthy and the authors [27] proved that, for
a certain infinite family of these cellular integrals, the leading coefficients Aσ(n)
satisfy congruences like (4) with Fourier coefficients of modular forms fk(τ) of
odd weight k ≥ 3. In Section 3, we review these facts and prove an analogue
of Zagier’s evaluation (2) for all of these sequences. Finally, in Section 4, we
conclude with several directions for future study.
2 Zagier’s sporadic sequences
2.1 The congruences and L-value relations
In addition to A(n), Ape´ry [5] introduced a second sequence which allowed
him to reprove the irrationality of ζ(2). This sequence is the solution of the
three-term recursion, for (a, b, c) = (11, 3,−1),
(n+ 1)2un+1 = (an
2 + an+ b)un − cn2un−1, (5)
with initial conditions u−1 = 0, u0 = 1. Inspired by Beukers [10], Zagier [39]
conducted a systematic search for parameters (a, b, c) which similarly result
in integer solutions to the recurrence (5). After normalizing, and apart from
degenerate cases, he discovered four hypergeometric, four Legendrian and six
sporadic solutions. It remains an open question whether this list is complete.
The six sporadic solutions are listed in Table 1. As in [39], we use the labels
A-F and index the sequences accordingly.
For each of these sequences, a binomial sum representation is known. For
instance, if (a, b, c) = (11, 3,−1), then
CD(n) =
n∑
k=0
(
n
k
)2(
n+ k
k
)
. (6)
Following Zagier’s approach for (1), we obtain an interpolation of a sporadic
sequence by replacing the integer n in the binomial representation with a com-
plex number x and extending the sum to all nonnegative integers k. Note that
some care is needed for sequence C (see Example 2.7 in Section 2.4). The re-
sulting interpolations are recorded in Table 1. We note that this construction
depends on the binomial sum which is neither unique nor easily obtained from
the recursion (5). The fact that we can relate the value of these interpolations
at x = −1/2 to critical L-values, as in Zagier’s evaluation (2), indicates that
our choices are natural. We offer some more comments on these interpolations
in Section 2.4.
Our first main result is the following.
Theorem 2.1. Let C∗(n) be the sporadic sequence in Table 1 and f∗(τ) =∑
n≥1 γn,∗q
n be the weight 3, level N∗ newform listed in Table 2 where the label
∗ is A, B, C, D or E. Then, for all primes p > 2,
C∗(p−12 ) ≡ γp,∗ (mod p). (7)
3
∗ C∗(n) C∗(x)
A
n∑
k=0
(
n
k
)3 ∑
k≥0
(
x
k
)3
B
⌊n/3⌋∑
k=0
(−1)k3n−3k
(
n
3k
) (3k)!
k!3
∑
k≥0
(−1)k3x−3k
(
x
3k
) (3k)!
k!3
C
n∑
k=0
(
n
k
)2(2k
k
)
Re 3F2
[
−x,−x,1/2
1,1
∣∣∣4
]
D
n∑
k=0
(
n
k
)2(n+k
k
) ∑
k≥0
(
x
k
)2(x+k
k
)
E
n∑
k=0
(
n
k
)(
2k
k
)(
2(n−k)
n−k
) ∑
k≥0
(
x
k
)(
2k
k
)(
2(x−k)
x−k
)
F
n∑
k=0
(−1)k8n−k
(
n
k
)
CA(k)
∑
k≥0
(−1)k8x−k
(
x
k
)
CA(k)
Table 1: Zagier’s six sporadic sequences [39] and their interpolations
We note that the congruences (7) hold modulo p2 only for sequence D [1].
Theorem 2.1 is known to be true for sequencesC andD by work of Stienstra and
Beukers [35], and we show in Section 2.2 that the congruences for sequence A
can be deduced from their work. The other three cases, including F , appear not
to have been considered before. We also show in Section 2.2 that a general result
of Verrill [36] can be used to prove the modular congruences of Theorem 2.1 for
sequences C and E. As she points out with sequence A, the same approach
does not apply in the other cases. Verrill indicates that the modular congruences
for sequence A can be explained by Atkin-Swinnerton-Dyer congruences [25,
Section 5.8]. We expect that similar ideas can be applied to the case F , for
which we have numerically observed that Theorem 2.1 holds as well.
For our second main result, we have the following analogues of Zagier’s
evaluation (2).
Theorem 2.2. Let C∗(x) be the interpolated sequence in Table 1 and f∗(τ) be
the weight 3, level N∗ newform listed in Table 2 where the label ∗ is A, B, C,
D or F . Then
C∗(− 12 ) =
α∗
π2
L(f∗, 2). (8)
For sequence E,
res
x=−1/2
CE(x) =
6
π2
L(fE, 1). (9)
We prove Theorem 2.2 in Section 2.3. The proof for sequence F , using a
modular parametrization from [14], is due to Wadim Zudilin. We note from
Table 2 that α∗ divides N∗ in all cases except E. It is natural to wonder if a
uniform explanation can be given for this observation.
4
∗ f∗(τ ) N∗ L(f∗, 2) α∗
A
η(4τ)5η(8τ)5
η(2τ)2η(16τ)2
32
Γ2( 1
8
)Γ2( 3
8
)
64
√
2pi
8
B η(4τ )6 16
Γ4( 1
4
)
64pi
8
C η(2τ )3η(6τ )3 12
Γ6( 1
3
)
217/3pi2
12
D η(4τ )6 16
Γ4( 1
4
)
64pi
16
E η(τ )2η(2τ )η(4τ )η(8τ )2 8
Γ2( 1
8
)Γ2( 3
8
)
192pi
6
F q − 2q2 + 3q3 + . . . 24
Γ( 1
24
)Γ( 5
24
)Γ( 7
24
)Γ( 11
24
)
96
√
6pi
6
Table 2: The weight 3, level N∗ newforms f∗ with their L-values
Finally, we note that for sequence E, (9) can be written in terms of L(fE, 2)
by virtue of the relation
L(fE, 1) =
√
2
π
L(fE, 2). (10)
This is an instance of a general principle, briefly discussed at the end of Sec-
tion 3, which implies that the normalized critical L-values of fE(τ) are algebraic
multiples of each other.
2.2 Proof of Theorem 2.1
Zagier showed that each of the sporadic sequences C∗(n) in Table 1 has a mod-
ular parametrization, that is, there exists a modular function x(τ) such that
y(τ) :=
∞∑
n=0
C(n)x(τ)n (11)
is a modular form of weight 1. In cases C and E, these are connected to the
corresponding modular form f∗(τ) in Table 2 in such a way that we can apply
a general result of Verrill [36] to prove the modular congruences claimed in
Theorem 2.1. This general result is an extension of Beukers’ proof [9], which we
revisit in Example 2.4, of the congruences (4) for the Ape´ry numbers.
Theorem 2.3 ([36, Theorem 1.1]). Let y(τ) be a modular form of weight k and
x(τ) a modular function of level N , and define C(n) by (11). Suppose that, for
some integers M and ad,
y
q
x
dx
dq
=
∑
d|M
adf(dτ),
5
where f(τ) =
∑
γnq
n is a weight k+2, level N Hecke eigenform with character
χ. Then,
C(mpr)− γpC(mpr−1) + χ(p)pk+1C(mpr−2) ≡ 0 (mod pr),
for any prime p ∤ NM and integers m, r. In particular, if C(1) = 1, then
C(p) ≡ γp (mod p).
In the next example, we apply Theorem 2.3 to deduce the congruences (4)
for the Ape´ry numbers A(n) (see also [36, Section 2.1]).
Example 2.4. As shown in [9], the Ape´ry numbers A(n) have the modular
parametrization (11) with
x(τ) =
η(τ)12η(6τ)12
η(2τ)12η(3τ)12
, y(τ) =
η(2τ)7η(3τ)7
η(τ)5η(6τ)5
.
Observe that, defining x˜(τ) and y˜(τ) by
x˜(τ)2 = x(2τ), y˜(τ) = x˜(τ)y(2τ),
we have from (11) that
y˜(τ) =
∞∑
n=0
n odd
A(n−12 )x˜(τ)
n.
It then follows from
y˜
q
x˜
dx˜
dq
= f(τ)− 9f(3τ),
where f(τ) is given by (3), and Theorem 2.3 that the congruences (4) hold for
primes p > 3. This is the proof given in [9], which is generalized to Theorem 2.3
in [36].
We now proceed with the proof of Theorem 2.1.
Proof of Theorem 2.1. We first recall that the cases C and D were already
proved in [35]. To alternatively deduce case C from Theorem 2.3, we note that
CC(n) has the modular parametrization (11) with (see [39])
x(τ) =
η(τ)4η(6τ)8
η(2τ)8η(3τ)4
, y(τ) =
η(2τ)6η(3τ)
η(τ)3η(6τ)2
.
Defining x˜(τ) and y˜(τ) from x(τ) and y(τ) as in Example 2.4, it then follows
from
y˜
q
x˜
dx˜
dq
= fC(τ)
and Theorem 2.3 that the congruences (7) hold for sequence C.
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Similarly, it is shown in [39] that CE(n) has the modular parametrization
(11) with
x(τ) =
η(τ)4η(4τ)2η(8τ)4
η(2τ)10
, y(τ) =
η(2τ)10
η(τ)4η(4τ)4
.
Again, defining x˜(τ) and y˜(τ) as in Example 2.4, it follows from
y˜
q
x˜
dx˜
dq
= fE(τ) + 2fE(2τ)
and Theorem 2.3 that the congruences (7) hold for sequence E. We now claim
that
CA(
p−1
2 ) ≡ γp,A (mod p), (12)
where γp,A is the pth Fourier coefficient of fA(τ). To see this, note that (see
[35]) for primes p > 2,
(−1)(p−1)/2CA(p−12 ) ≡ γp,E (mod p), (13)
(this congruence is recorded in [36, (4.55)] with the sign missing) where γp,E is
the pth Fourier coefficient of fE(τ). Now, observe the relation
(−1)(n−1)/2γn,A = γn,E + 2γn/2,E
for all integers n ≥ 1. In particular, for odd n, γn,E = (−1)(n−1)/2γn,A. Thus,
(13) is equivalent to (12). We note that (13) provides a quick alternative proof
of the congruences for sequence E by showing that
CE(
p−1
2 ) ≡ (−1)(p−1)/2CA(p−12 ) (mod p).
This congruence can be deduced directly from the binomial sums recorded in
Table 1 and the fact that the congruences hold termwise.
Finally, let us prove the congruences for sequenceB. Expressing the defining
binomial sum hypergeometrically, we have
CB(
p−1
2 ) = 3
(p−1)/2
3F2
[ 1−p
6 ,
3−p
6 ,
5−p
6
1, 1
∣∣∣∣1
]
.
Because the hypergeometric series is a finite sum (one of the top parameters is
a negative integer), it follows that
CB(
p−1
2 ) ≡ 3(p−1)/23F2
[ 1−p
6 ,
3−p
6 ,
5−p
6
1− p6 , 1− p3
∣∣∣∣1
]
(mod p).
By specializing Watson’s identity (see, for instance, [4, Theorem 3.5.5(i)]), we
find that this hypergeometric sum has the closed form evaluation
3F2
[ 1−p
6 ,
3−p
6 ,
5−p
6
1− p6 , 1− p3
∣∣∣∣1
]
=
(
Γ(12 )Γ(1− p6 )
Γ(7−p12 )Γ(
11−p
12 )
)2
. (14)
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If p ≡ 3 (mod 4), then p ≡ 7, 11 (mod 12) and we see that the right-hand side of
(14) is zero, so that CB(
p−1
2 ) vanishes modulo p. Suppose that p ≡ 1 (mod 4).
With some care, we are able to write
Γ(12 )Γ(1 − p6 )
Γ(7−p12 )Γ(
11−p
12 )
≡ Γp(
1
2 )Γp(1 − p6 )
Γp(
7−p
12 )Γp(
11−p
12 )
≡ − Γp(
1
2 )
Γp(
7
12 )Γp(
11
12 )
(mod p),
where Γp is Morita’s p-adic gamma function (see, for instance, [15, 11.6] or [21,
IV.2]). Since Γp(1/2)
2 = (−1)(p+1)/2, it follows that, if p ≡ 1 (mod 4), then
CB(
p−1
2 ) ≡ −
3(p−1)/2
Γp(
7
12 )
2Γp(
11
12 )
2
≡ −3(p−1)/2Γp( 112 )2Γp( 512 )2 (mod p),
where we used the p-adic version of the reflection formula for the final congru-
ence. On the other hand, it follows from the p-adic Gauss–Legendre multiplica-
tion formula (see, for instance, [15, 11.6.14] or [21, p. 91]) that, for primes p ≡ 1
(mod 4),
Γp(
1
12 )
2Γp(
5
12 )
2 = ( 3p )Γp(
1
4 )
4.
Since 3(p−1)/2 ≡ ( 3p ) (mod p), we conclude that, modulo p,
CB(
p−1
2 ) ≡
{ −Γp(14 )4, if p ≡ 1 (mod 4),
0, if p ≡ 3 (mod 4).
Comparing with the congruences established for sequence D in [35, (13.4)], we
arrive at
CB(
p−1
2 ) ≡ CD(p−12 ) (mod p), (15)
which implies the claimed congruences for sequence B.
2.3 Proof of Theorem 2.2
This section is devoted to proving Theorem 2.2. We first prove case D in detail,
then briefly indicate how to establish casesA, B, C and E. We conclude with a
sketch of case F . We note that the relation of the hypergeometric series, which
arise for sequences A, C, D, and the corresponding L-values already appears
in [42].
Proof of Theorem 2.2. We first claim that
CD(− 12 ) =
16
π2
L(fD, 2). (16)
Expressing the defining binomial sum hypergeometrically, we have
CD(x) = 3F2
[−x,−x, x+ 1
1, 1
∣∣∣∣1
]
,
8
so that, in particular,
CD(− 12 ) = 3F2
[ 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣1
]
.
We could evaluate the right-hand side using hypergeometric identities (such as,
in this case, [4, Theorem 3.5.5]). Instead, here and in subsequent cases, we find
it more fitting to the overall theme to employ modular parametrizations. As
such, applying Clausen’s identity (see, for instance, [12, Proposition 5.6])
3F2
[ 1
2 , s, 1− s
1, 1
∣∣∣∣4x(1− x)
]
= 2F1
[
s, 1− s
1
∣∣∣∣x
]2
, (17)
with s = 1/2 and the modular parametrization (see [11], [38, p.63] or [40, (37)])
2F1
[ 1
2 ,
1
2
1
∣∣∣∣λ(τ)
]
= θ3(τ)
2, (18)
where θ2(τ) =
∑
n∈Z+1/2 q
n2/2, θ3(τ) =
∑
n∈Z q
n2/2 and λ(τ) =
(
θ2(τ)
θ3(τ)
)4
, we
find that
CD(− 12 ) = 2F1
[ 1
2 ,
1
2
1
∣∣∣∣12
]2
=
(
Γ2(14 )
2π3/2
)2
, (19)
upon taking τ = i, in which case λ(i) = 12 and θ3(i)
2 = Γ
2(1/4)
2π3/2
. On the other
hand, it is shown by Rogers, Wan and Zucker [30] that
L(fD, 2) =
Γ4(14 )
64π
.
In light of (19), this proves (16). Next, we claim that
CA(− 12 ) =
8
π2
L(fA, 2). (20)
Proceeding as above, we find that
CA(− 12 ) = 3F2
[ 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣−1
]
.
Employing (17) and the modular parametrization, we obtain
CA(− 12 ) = 2F1
[ 1
2 ,
1
2
1
∣∣∣∣1−√22
]2
= θ3
(
1 + i
√
2
)4
=
Γ2(18 )Γ
2(38 )
8
√
2π3
. (21)
Again, up to the factor 8/π2, this matches the corresponding L-value evaluation
[30]
L(fA, 2) =
Γ2(18 )Γ
2(38 )
64
√
2π
.
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This proves (20). Now, in order to see
CB(− 12 ) =
8
π2
L(fB, 2), (22)
we begin with
CB(x) = 3
x
3F2
[−x3 ,−x−13 ,−x−23
1, 1
∣∣∣∣1
]
and hence
CB(− 12 ) = 3−1/23F2
[ 1
6 ,
1
2 ,
5
6
1, 1
∣∣∣∣1
]
.
Let j(τ) denote Klein’s modular function. By [12, Theorem 5.7], we have
3F2
[ 1
6 ,
1
2 ,
5
6
1, 1
∣∣∣∣1728j(τ)
]
=
√
1− λ(τ)(1 − λ(τ))2F1
[ 1
2 ,
1
2
1
∣∣∣∣λ(τ)
]2
,
which specialized to τ = i, and combined with (18), yields
CB(− 12 ) = 3−1/23F2
[ 1
6 ,
1
2 ,
5
6
1, 1
∣∣∣∣1
]
=
1
2
θ3(i)
4 =
Γ4(14 )
8π3
.
Up to the factor 8/π2, this equals the L-value evaluation [30]
L(fB, 2) =
Γ4(14 )
64π
.
Thus, (22) follows. To prove
CC(− 12 ) =
12
π2
L(fC , 2), (23)
we first observe
CC(− 12 ) = Re 3F2
[ 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣4
]
.
Employing (17) and the modular parametrization, we obtain
3F2
[ 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣4
]
= 2F1
[ 1
2 ,
1
2
1
∣∣∣∣ 1−i√32
]2
= θ3
(
− 1−i
√
3
2
)4
=
(
3− i√3)Γ6(13 )
211/3π4
.
Up to the factor 12/π2, the real part of this equals the L-value evaluation [30]
L(fC , 2) =
Γ6(13 )
217/3π2
.
This yields (23). Next, to deduce
res
x=−1/2
CE(x) =
6
π2
L(fE, 1), (24)
10
we start with
CE(x) =
(
2x
x
)
3F2
[
−x,−x, 12
1
2 − x, 1
∣∣∣∣∣−1
]
and hence
res
x=−1/2
CE(x) =
1
2π
3F2
[ 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣−1
]
=
Γ2(18 )Γ
2(38 )
16
√
2π4
,
where the second equality is a consequence of (21). Up to the factor 6/π2, this
equals
L(fE, 1) =
Γ2(18 )Γ
2(38 )
96
√
2π2
,
which follows from (10) and the value for L(fE, 2) obtained in [30]. This proves
(24). Finally, we claim that (see also [37], [41])
CF (− 12 ) =
6
π2
L(fF , 2) =
Γ( 124 )Γ(
5
24 )Γ(
7
24 )Γ(
11
24 )
16
√
6π3
. (25)
To begin with, note that
CF (− 12 ) =
1√
8
∞∑
k=0
2−5k
(
2k
k
)
CA(k) =
1√
8
g
(
1
32
)
,
where
g(z) =
∞∑
k=0
zk
(
2k
k
) k∑
j=0
(
k
j
)3
.
In [14, Theorem 2.1], the modular parametrization
g
(
x(τ)
(1− x(τ))2
)
=
1
6
(6E2(6τ) + 3E2(3τ)− 2E2(2τ)− E2(τ)),
with
x(τ) =
(
η(τ)η(6τ)
η(2τ)η(3τ)
)12
, E2(τ) = 1− 24
∞∑
n=1
nqn
1− qn ,
is obtained. Specializing this parametrization at τ = τ0 = i/
√
6, we obtain the
desired value g(1/32). It then is a standard application of the Chowla–Selberg
formula [32] to show that
3E2(3τ0)− E2(τ0) = 6E2(6τ0)− 2E2(2τ0) =
√
3Γ( 124 )Γ(
5
24 )Γ(
7
24 )Γ(
11
24 )
8π3
,
which implies
CF (− 12 ) =
Γ( 124 )Γ(
5
24 )Γ(
7
24 )Γ(
11
24 )
16
√
6π3
. (26)
That the right-hand side equals the claimed L-value then follows from work of
Damerell [17] because L(fF , s) can be viewed as a Hecke L-series on the field
Q(
√−6) (see also [7], [31]).
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2.4 Interpolating the sporadic sequences
Zagier’s interpolated series (1) is absolutely convergent for all x ∈ C (as a con-
sequence of (30)) and defines a holomorphic function satisfying the symmetry
A(x) = A(−x − 1). Zagier shows the somewhat surprising fact that A(x) does
not satisfy the same recurrence as the Ape´ry numbers, but instead the inhomo-
geneous functional equation
P (x, Sx)A(x) =
8
π2
(2x+ 3) sin2(πx) (27)
for all complex x, where
P (x, Sx) = (x + 2)
3S2x − (2x+ 3)(17x2 + 51x+ 39)Sx + (x+ 1)3 (28)
is Ape´ry’s recurrence operator, and Sx denotes the (forward) shift operator in
x, meaning that Sxf(x) = f(x+ 1).
Remark 2.5. Let us illustrate how one can algorithmically derive and prove
(27). Let D(x, k) be the summand in the sum defining A(x). Creative telescop-
ing applied to D(x, k) determines the operator P (x, Sx) given in (28) as well as
a rational function R(x, k) such that
P (x, Sx)D(x, k) = (1− Sk)R(x, k)D(x, k). (29)
It follows that
P (x, Sx)
K−1∑
k=0
D(x, k) = R(x, 0)D(x, 0)− R(x,K)D(x,K) = −R(x,K)D(x,K),
and it remains to compute the limit of the right-hand side as K → ∞. Using
basic properties of the gamma function, as done in [40], one obtains
D(x, k) =
[
sin(πx)
πk
]2
+O
(
1
k3
)
, k →∞, (30)
from which we deduce that −R(x,K)D(x,K) approaches 8(2x+3) sin2(πx)/π2
as K → ∞. The following lines of Mathematica code use Koutschan’s Mathe-
matica package HolonomicFunctions [23] to perform all of these computations
automatically:
Dxk = Binomial[x,k]^2 Binomial[x+k,k]^2
{{P}, {R}} = CreativeTelescoping[Dxk, S[k]-1, {S[x]}]
{R} = OrePolynomialListCoefficients[R]
Limit[-R Dxk, k->Infinity, Assumptions->Element[k,Integers]]
Remark 2.6. We note that the sum in (1) actually has natural boundaries,
meaning that the range of summation can be extended from nonnegative integers
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to all integers without changing the sum. The reason is that the summand
vanishes for all x ∈ C if k is a negative integer. More specifically, if k is a
negative integer, then
(
x+k
k
)
= 0 for all x ∈ C\{−k − 1,−k − 2, . . . , 1, 0}, while(
x
k
)
= 0 for all x ∈ C\{−1,−2, . . . , k}. For more details on binomial cofficients
with negative integer entries, we refer to [18] and [26].
Somewhat unexpectedly, there are marked differences when considering the
interpolations of the sporadic sequences given in Table 1. For illustration, con-
sider sequence D with interpolation
CD(x) =
∞∑
k=0
(
x
k
)2(
x+ k
k
)
. (31)
In this case, we find that, as k →∞,(
x
k
)2(
x+ k
k
)
∼ Γ(x+ 1)
kx
[
sin(πx)
πk
]2
,
which implies that the series (31) converges if Rex > −1 but diverges if Rex <
−1. Moreover, proceeding as in the case of the Ape´ry numbers A(n), it follows
that CD(x) satisfies the homogeneous functional equation
[(x+ 2)2S2x − (11x2 + 33x+ 25)Sx − (x + 1)2]CD(x) = 0
for all complex x with Rex > −1. This is recurrence (5) with (a, b, c) =
(11, 3,−1).
The situation is similar for our interpolations of the sequences A, B and E.
In each case, the defining series (see Table 1) converges if Rex > −1 and one
finds, as in the case of sequenceD, that the interpolation satisfies the recurrence
(5) for the appropriate choice of (a, b, c).
Example 2.7. Some care is required for sequence C, which has the binomial
sum representation
CC(n) =
n∑
k=0
(
n
k
)2(
2k
k
)
.
In this case, letting n be a complex variable and extending the summation over
all nonnegative integers k never yields a convergent sum (unless n is a nonneg-
ative integer, in which case the sum is a finite one). However, the binomial sum
can be expressed hypergeometrically as
CC(n) = 3F2
[−n,−n, 12
1, 1
∣∣∣∣4
]
. (32)
For integers n ≥ 0, this hypergeometric series is a finite sum. For other values of
n, we can make sense of the hypergeometric function (32) by replacing 4 with a
complex argument z (the series converges for |z| < 1) and analytic continuation
to z = 4. As usual, the principal branch of the hypergeometric function is
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chosen by cutting from z = 1 to z = ∞ on the real axis. As a consequence,
there is a choice to approach z = 4 from either above or below the real axis,
and the two resulting values are complex conjugates of each other. We avoid
this ambiguity, as well as complex values, by defining
CC(x) = Re 3F2
[−x,−x, 12
1, 1
∣∣∣∣4
]
.
That this is a sensible choice of interpolation is supported by Theorem 2.2.
Example 2.8. For sequence F , let us consider the interpolation
CF (x) =
∞∑
k=0
(−1)k8x−k
(
x
k
)
CA(k), (33)
where CA(n) are the Franel numbers
CA(n) =
n∑
k=0
(
n
k
)3
=
2
√
3
π
23n
3n
(
1 +O
(
1
n
))
.
It follows that, as k →∞,
(−1)k8x−k
(
x
k
)
CA(k) =
2
π
√
3
8x
Γ(−x)
1
kx+2
(
1 +O
(
1
k
))
,
from which we deduce that, once more, the series (33) converges if Rex > −1.
Consequently, we expect that the truncation
CF (x;N) =
N∑
k=0
(−1)k8x−k
(
x
k
)
CA(k),
as N →∞, has an asymptotic expansion of the form
CF (x;N) = CF (x) +
b1(x)
Nx+1
+
b2(x)
Nx+2
+ . . .
Using this assumption, we can speed up the convergence of CF (−1/2;N) by
considering the sequence cn = CF (−1/2;n2) and approximating its limit via
the differences (Sn − 1)mnmcn/m! for suitable choices of m and n. This allows
us to compute CF (−1/2) to, say, 50 decimal places. Namely,
CF (− 12 ) = 0.50546201971732600605200405322714025998512901481742 . . .
This allowed us to numerically discover (8) for sequence F . For comparison,
summing the first 100, 000 terms of the series only produces three correct digits.
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3 Cellular integrals
Recently, Brown [13] introduced a program where period integrals on the moduli
space M0,N of curves of genus 0 with N marked points play a central role in
understanding irrationality proofs of values of the Riemann zeta function. The
idea is to associate a rational function fσ and a differential (N − 3)-form ωσ to
a given permutation σ = σN on {1, 2, . . . , N}. Consider the cellular integral
Iσ(n) :=
∫
SN
fnσ ωσ,
where
SN = {(t1, . . . , tN−3) ∈ RN−3 : 0 < t1 < . . . < tN−3 < 1}.
By [13, Corollary 8.2], Iσ(n) is a Q-linear combination of multiple zeta values
of weight less than or equal to N − 3. Suppose that this linear combination is
of the form AσN (n)ζσ(N − 3), with AσN (n) ∈ Q, plus a combination of multiple
zeta values of weight less than N − 3. We then say that Aσ(n) = AσN (n) is
the leading coefficient of the cellular integral Iσ(n). For example, if N = 5,
then σ5 = (1, 3, 5, 2, 4) is the unique convergent permutation, Iσ5 (n) recovers
Beukers’ integral for ζ(2) [8] and the leading coefficients Aσ5(n) are the Ape´ry
numbers CD(n) in (6).
In [27], an explicit family σN of convergent configurations for odd N ≥ 5 is
constructed such that the leading coefficients AσN (n) are powers of the Ape´ry
numbers CD(n), that is,
AσN (n) = CD(n)
(N−3)/2. (34)
The first main result in [27] extends Theorem 2.1 for sequence D to a super-
congruence for all odd weights greater than or equal to 3. Specifically, for odd
k = N − 2 ≥ 3, consider the binary theta series
fk(τ) =
1
4
∑
(n,m)∈Z2
(−1)m(k−1)/2(n− im)k−1qn2+m2 =:
∑
n≥1
γk(n)q
n. (35)
Theorem 3.1 ([27, Theorem 1.1]). For each odd integer N ≥ 5, let AσN (n)
and fk(τ) be as in (34) and (35), respectively. Then, for all primes p ≥ 5,
AσN (
p−1
2 ) ≡ γk(p) (mod p2). (36)
Using the interpolation (31) for CD(n) and (34), we have the following ana-
logue of (2) for all odd N ≥ 5.
Theorem 3.2. Let N ≥ 5 be an odd positive integer, k = N − 2 and fk(τ) be
as in (35). Then,
AσN (− 12 ) =
αk
πk−1
L(fk, k − 1), (37)
where αk is an explicit rational number given as follows:
αk = 2
(k+1)/2(k − 2)
{
2/r(k−1)/2, if k ≡ 1 (mod 4),
1/s(k−1)/2, if k ≡ 3 (mod 4). (38)
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Here, rn is defined by r2 = 1/5, r3 = 0 and
(2n+ 1)(n− 3)rn = 3
n−2∑
k=2
rkrn−k (39)
for n ≥ 4, and sn is defined by s1 = 1/4, s2 = 11/80, s3 = 1/32 and the same
recursion (39) for n ≥ 4.
Proof of Theorem 3.2. Since f3(τ) = η(4τ)
6, the case N = 5 is (16). Thus, we
assume N > 5. As a consequence of (19) and (34), we have
AσN (− 12 ) =
(
Γ2(14 )
2π3/2
)N−3
=
(√
2ω
π
)k−1
, (40)
where
ω = 2
∫ 1
0
dx√
1− x4 =
Γ2(14 )
2
√
2π
is the lemniscate constant. On the other hand, it follows from the representation
(35) that
L(fk, k − 1) = 1
4
∑
(n,m) 6=(0,0)
(−1)m(k−1)/2 (n− im)
k−1
(n2 +m2)k−1
=
1
4
∑
(n,m) 6=(0,0)
(−1)m(k−1)/2 1
(n+ im)k−1
.
In other words, these L-values are values of the Eisenstein series
Gℓ(τ) =
∑
(n,m) 6=(0,0)
1
(n+mτ)ℓ
of even weight ℓ. Specifically, since
2Gℓ(2τ)−Gℓ(τ) =
∑
(n,m) 6=(0,0)
(−1)m
(n+mτ)ℓ
,
we have
L(fk, k − 1) = 1
4
{
Gk−1(i), if k ≡ 1 (mod 4),
2Gk−1(2i)−Gk−1(i), if k ≡ 3 (mod 4).
We note that, if k ≡ 3 (mod 4), then Gk−1(i) = 0 because, writing k = 4ℓ+ 3,
Gk−1(i) =
∑
(n,m) 6=(0,0)
1
(n+mi)4ℓ+2
=
∑
(n,m) 6=(0,0)
1
i4ℓ+2(m− ni)4ℓ+2 = −Gk−1(i).
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For n ≥ 4, we have (see [6, Theorem 1.13])
(4n2 − 1)(n− 3)G2n = 3
n−2∑
k=2
(2k − 1)(2n− 2k − 1)G2kG2(n−k),
which, upon setting Hk = (2k − 1)G2k, takes the simplified form
(2n+ 1)(n− 3)Hn = 3
n−2∑
k=2
HkHn−k. (41)
In terms of the functions Hk, we have
L(fk, k − 1) = 1
4(k − 2)
{
H2ℓ(i), if k = 4ℓ+ 1,
2H2ℓ+1(2i), if k = 4ℓ+ 3.
Note that the required values of Hk(τ) at τ = i and τ = 2i are determined by
the recursive relation (41) once we know the initial cases k = 2 and k = 3. It is
shown, for instance, in [24, Theorem 6] that
H2(i) = 3G4(i) =
ω4
5
,
and our earlier discussion implies H3(i) = 5G6(i) = 0. Similarly, one shows that
H2(2i) = 3G4(2i) =
11ω4
80
, H3(2i) = 5G6(2i) =
ω6
32
.
In light of these initial values, the recurrence (41) implies that, for n ≥ 2, the
values Hn(i) and Hn(2i) are rational multiples of ω
2n. Moreover, the rational
factors are given by the sequences rn and sn:
rn =
Hn(i)
ω2n
, sn =
Hn(2i)
ω2n
.
Thus,
L(fk, k − 1) = ω
k−1
4(k − 2)
{
r2ℓ, if k = 4ℓ+ 1,
2s2ℓ+1, if k = 4ℓ+ 3,
and the claim then follows from comparison with (40).
Remark 3.3. Let us indicate that the rational numbers featuring in The-
orem 3.2 are arithmetically interesting in their own right, and analogous to
Bernoulli numbers. The values G4ℓ(i) were first explicitly evaluated by Hurwitz
[20] (see [24] for a modern account), who showed that
G4ℓ(i) =
∑
(n,m) 6=(0,0)
1
(n+ im)4ℓ
=
(2ω)4ℓ
(4ℓ)!
Eℓ, (42)
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where the Eℓ are positive rational numbers characterized by E1 = 1/10 and the
recurrence
En =
3
(2n− 3)(16n2 − 1)
n−1∑
k=1
(4k − 1)(4n− 4k − 1)
(
4n
4k
)
EkEn−k.
In terms of the numbers rn defined in Theorem 3.2, we have
En =
(4n)!
24n
r2n
4n− 1 .
Equation (42), defining the Hurwitz numbers Eℓ, can be seen as an analog of
∑
n6=0
1
n2ℓ
=
(2π)2ℓ
(2ℓ)!
Bℓ
characterizing the Bernoulli numbers Bℓ. In other words, in the theory of Gaus-
sian integers the Hurwitz numbers Eℓ play a role comparable to that played
by the Bernoulli numbers for the usual integers. That this analogy extends
much further, including to the theorem of von Staudt–Clausen, is beautifully
demonstrated by Hurwitz [20].
Example 3.4. Let us make the case N = 7 of Theorem 3.2 explicit. The
leading coefficients Aσ7 (n) are the squares of the Ape´ry numbers CD(n) and
the modular form f5(τ) can alternatively be expressed as
f5(τ) = η(τ)
4η(2τ)2η(4τ)4.
The Zagier-type L-value evaluation proven in Theorem 3.2 is
Aσ7 (− 12 ) =
240
π2
L(f5, 4).
It is observed in [30] that this and many other L-values are naturally expressed
in terms of integrals of the complete elliptic integral K; for instance,
L(f5, 4) =
1
30
∫ 1
0
K ′(k)3dk =
1
9
∫ 1
0
K(k)3dk.
Example 3.5. The values of the first several αk in Theorem 3.2 are α3 = 16,
α5 = 240, α7 = 2560, α9 = 33600, α11 = 491520, α13 = 6864000 and α15 =
1022361600
11 .
Let L∗(f, s) = (2π)−sΓ(s)L(f, s) be the normalized L-function for f . It
follows from the work of Eichler, Shimura and Manin on period polynomials
(for example, see [34]) that the critical L-values L∗(f, s) for odd s (as well as
those for even s) are algebraic multiples of each other. Moreover, if f has odd
weight k, then by virtue of the functional equation all critical L-values L∗(f, s)
18
are algebraic multiples of each other. In particular, it follows that (37) can be
rewritten as
AσN (− 12 ) = βk
L(fk, 2)
π2
for some algebraic numbers βk. In fact, it appears that the βk’s are rational
numbers.
Example 3.6. Numerically, the first several values of βk are β3 = 16, β5 = 48,
β7 = 4, β9 = 14, β11 =
1
33 , β13 =
11
18 , β15 =
1
33156 . These values, as well as
the relations indicated in Example 3.7, may in principle be rigorously obtained
using, for instance, Rankin’s method [33].
Example 3.7. As indicated above, all critical L-values L∗(fk, s) are algebraic
multiples of each other. In fact, numerical computations suggest that all critical
L-values are rationally related. The first few cases are:
L(f5, 4) =
2π
5
L(f5, 3) =
π2
5
L(f5, 2) =
π3
6
L(f5, 1),
L(f7, 6) =
3π
10
L(f7, 5) =
3π2
40
L(f7, 4) =
π3
80
L(f7, 3) =
π4
640
L(f7, 2)
=
π5
3840
L(f7, 1),
L(f9, 8) =
3π
10
L(f9, 7) =
3π2
35
L(f9, 6) =
4π3
175
L(f9, 5) =
π4
175
L(f9, 4)
=
π5
700
L(f9, 3) =
π6
2400
L(f9, 2) =
π7
5040
L(f9, 1).
We thank Yifan Yang for pointing out that one can prove the relation
L(f5, 4) =
π2
5
L(f5, 2)
using Theorem 2.3 in [19].
4 Outlook
There are numerous directions for future study. First, motivated by Beukers’
and Zagier’s numerical investigation of (5), Almkvist, Zudilin [3] and Cooper
[16] searched for parameters (a, b, c, d) such that the three-term relation
(n+ 1)3un+1 = (2n+ 1)(an
2 + an+ b)un − n(cn2 + d)un−1, (43)
with initial conditions u−1 = 0, u0 = 1, produces only integer solutions. For
(a, b, c, d) = (17, 5, 1, 0), we obtain the Ape´ry numbers A(n). In total, there are
nine sporadic cases for (43). It is not currently known if each of these cases has
an interpolated version which is related (similar to (2)) to the critical L-value
of a modular form of weight 4. Second, we echo the lament in [28] concerning
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the lack of algorithmic approaches in directly proving congruences, such as (15),
between binomial sums. Third, can one extend the results in [19] to verify the
cases in Example 3.7 and, more generally, find an explicit formula for the ratio
L(fk, k − 1)/L(fk, 2) in terms of a rational number and a power of π? Fourth,
in the context of Section 3, a supercongruence (akin to (36)) has been proven
in [27] between the leading coefficient
Aσ8 (n) =
n∑
k1,k2,k3,k4=0
k1+k2=k3+k4
4∏
i=1
(
n
ki
)(
n+ ki
ki
)
and η(2τ)12, the unique newform in S6(Γ0(4)). Does there exist a version of
Theorem 3.2 in this case? Fifth, Zudilin [42] recently considered periods of
certain instances of rigid Calabi–Yau manifolds, which are expressed in terms
of hypergeometric functions. In these instances, he conjecturally indicated a
relation between special bases of the hypergeometric differential equations and
all critical L-values of the corresponding modular forms (these relations include
those that we observed during the proof of Theorem 2.2). From our present
perspective of interpolations of sequences, can one similarly engage all of the
critical L-values? Finally, it would be highly desirable to have a more con-
ceptual understanding of the connection between these (and potentially other)
interpolations and L-values.
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