In this paper we use artificial neural networks to cross-equalise one vintage of time-lapse seismic data to another. The networks act as three-dimensional, non-linear operators, and are therefore capable of correcting for both spatial and temporal mismatches; indeed, the mismatches can also be non-stationary. In general, the networks are described by a relatively small number of parameters, and this in turn helps maintain stability.
Introduction
Standard methods of cross-equalising time-lapse seismic data typically use convolutional filters that are designed on one or more trace pairs from the surveys to be matched. These filters are incapable of correcting for spatial mismatches between the datasets, and also require that the spectral variations between the datasets are stationary over the design window. Non-stationary variations could be addressed using a number of filters designed in different (locally-stationary) time windows. However, the window length should be considerably greater than the filter length to maintain stability, and the filters also have to be interpolated between the different windows. As a result, there are practical limitations on the scale of the non-stationary effects that can be accommodated in this way.
We attempt to circumvent all of these problems by exploiting the non-linearity inherent in artificial neural networks (ANNs), using the methodology described by Al-Ismaili (2003) . The implementation predicts a single seismic sample from a small 3D cube centred on the same location and time. The use of 3D operators permits the correction of small spatial shifts between the vintages. Additional inputs into the network are the coordinates and time of the cube centre. This is the key information allowing the network to predict non-stationary variations. Recently, Zakhem et al. (2003) also exploited the ability of neural networks to match non-stationary variations in time-lapse data. However, the neural networks used in that work operated on single traces. As a result, in contrast to the method discussed here, the networks discussed by Zakhem et al. cannot correct for spatial shifts.
Artificial neural network matching
The details of artificial neural networks are described in many publications, for example Bishop (1995) . Our implementation was described by Al-Ismaili and Warner (2002) , and uses a three-layer perceptron (Figure 1 ). Each node in the input layer receives either a coordinate or a seismic sample from the small seismic cube. The output of each node in any given layer is then weighted and passed to all of the nodes in the next layer. The nodes sum all of their inputs and apply a non-linear sigmoidal function to the sum, before passing that result on to the next layer. In this way the original information is transformed as it propagates through the layers to produce the predicted sample at the final output node.
Artificial neural networks essentially apply a non-linear function to their inputs to produce an output. The details of the function are controlled by the weights used at each node, and these in turn are determined by so-called "training" of the artificial neural network. During training, the predicted output sample from the ANN using one vintage of data is compared with the actual sample at the same location from the second vintage, and the mismatch used in an optimisation process to update the weights in the network. We typically use one twentieth of the available data to train the network. To verify that the network is performing correctly, a second subset of the data, independent of the training data, is used for validation during the training. As the training iterations proceed, the mismatch in the validation data typically drops to some minimum and then starts to increase. The increase is an indication that the network is over-trained, and it will then start to lose its predictive power. We therefore stop the training when the validation error is minimised. 
Application
The ANN cross-equalisation method was applied to a North Sea time-lapse dataset. We found that good results were obtained by dividing the data into 5 km × 5 km × 1 s subvolumes, and treating each one independently. Within each subvolume, one twentieth of the data was selected randomly and used to train the network, with a further one twentieth used for the validation tests. This amounted to estimating 1330 weights in the network using 250000 samples in each of the training and validation data subsets. The data used in these tests were raw time-migrated gathers. A comparison of the matched and unmatched volumes shows that the matching has applied a spatial shift in the inline direction that increases with time. The direction of the shift is consistent with the shooting direction, and appears to be a correction for the relative receiver motion in the two surveys ( Figure  2) . A deterministic correction for receiver motion was in fact applied later in the processing sequence, but the test demonstrates that the ANN is capable of detecting and correcting a time-and space-variant spatial shift.
Clearly it is essential in any time-lapse matching procedure to check that the matching process does not damage production-related effects. It is therefore sometimes desirable to mask out the reservoir during the operator design. However, comparisons of results obtained with and without masking show no discernable difference. Figure 3 shows a comparison of time-lapse difference sections through a part of the reservoir, using (a) a standard, 100 ms long least-squares matching filter that designed on a 2 s window including the reservoir, and applied trace-by-trace, and (b) the ANN match. The gas-oil contact (GOC) and oil-water contact (OWC) are clearly visible in both results. However there is less residual energy in (b) than in (a). It appears that the ANN improves the relative positioning of the baseline and repeat surveys, but also that the use of a 3D operator tends to introduce some lateral smear. It should be noted that the overall repeatability was improved considerably by the post-migration processing. To understand the smearing effect, we examine the output of the network with respect to perturbations of a particular, reference input, and use this to provide an approximate linear representation of the network. This representation is then examined using singular value decomposition. Figure 4 illustrates this analysis more detail. The results vary for different reference inputs, but, typically, the first singular vector shows that the output is most affected by input samples that share the same time as the output sample. In fact, it appears that the main action of ANN is to form something like a weighted average of these samples. Other singular vectors provide additional contributions representing spatial details at a finer level. For the example shown in Figure 4 , the first singular value is over 100 times smaller than the next one, indicating that this singular vector expresses the dominant effect of the neural network at this location.
Analysis of the normalised RMS energy of the time-lapse residuals shows that the neural network matching gives little advantage over good quality processing and conventional cross-equalisation in cases where the acquisition geometries are close. However, results obtained on other time-lapse datasets show that method can provide significant improvements in repeatability in cases where there are large changes in acquisition parameters between vintages, such as orthogonal shooting azimuths. 
Conclusions
It has been demonstrated that artificial neural networks can identify and correct non-stationary mismatches in time and space between the vintages of time-lapse data. There are ample data to estimate the neural network weights stably, and the validation process ensures that the network will not fit noise. Indeed, the smoothness of the output suggests that, if anything, more control may be needed to govern the trade-off between noise suppression and resolution. The clearest benefit of this technique is seen when the different time-lapse vintages have very different acquisition geometries, and where conventional imaging and cross-equalisation have difficulty in dealing with the variations in raypaths, illumination, and other acquisition-related issues.
