The majority of research papers in journals such as Animal Behaviour report the results of multiple statistical tests. Conventionally, statistical significance is determined by setting a type I error rate of 5% for each test (the comparison-wise or statement error rate). However, interpreting collections of multiple tests based on comparison-wise significance levels results in a high probability that at least some tests are significant by chance alone (i.e. the experiment-wise, or group-wide, error rates can be much higher than 5%; Rice 1989). Uncommon occurrences (5% chance of type I error for a single significance test) become highly probable over multiple events. Therefore, use of simultaneous-inference techniques to control type I error rates over collections of multiple tests is advisable (Ryan 1959 (Ryan , 1962 Miller 1981; Rice 1989; Wright 1992) . Rice (1989) , in a good introduction to the problem of interpreting multiple tests, suggested that simultaneous inference was not used commonly by biologists because appropriate techniques were not widely known. However, despite clear introductions of appropriate methods to a biological audience (e.g. Rice 1989; Wright 1992), the application of simultaneous inference in behavioural research remains far from consistent, and there seems to be considerable confusion as to when such techniques are recommended. The irregularity with which biologists use simultaneous inference seems to stem less from a lack of proper methodology than from a lack of clear guidelines as to when and how to apply the available techniques. The purpose of this note is to make explicit the decisions involved in using simultaneous inference and to suggest some practical guidelines for handling multiple statistical tests in behavioural research.
The issue of simultaneous inference arises from the strong positive relationship between the number of tests conducted and the risk of at least some type I error (Fig. 1) . A relatively small number of tests can result in an appreciable risk of type I error and, with moderately large numbers of tests, even very small P-values are likely by chance alone (Rice 1989). Is this relationship strong enough to be of concern to readers of Animal Behaviour? In a recent issue of Animal Behaviour (July 1994), the mean number of statistical tests in 22 articles was 35 (median=25, range=4-170), clearly enough to make experiment-wise error rates a potential concern. With 30 independent tests, the probability of obtaining at least one type I error is 0·79; the chance of at least three type I errors is 0·19 (Fig. 1) . Without adjustment for the number of tests, spurious statistical significance is likely.
It is possible to control the probability of type I error over multiple tests by evaluating individual tests against a more stringent significance level. Thus, simultaneous inference is an inherently conservative procedure. Individual tests are evaluated not to maintain a fixed type I error rate for each test (comparison-wise error rate), but to maintain a fixed type I error rate over the entire collection of tests (experiment-wise error rate). However, this control on type I error rates is gained at the expense of losing some power in the individual tests, and this represents the principal trade-off in handling multiple comparisons (Hsu 1980; Miller 1981) . Biologists should use simultaneousinference techniques that maintain as much power as possible in individual tests.
Some of the most widely applicable methods for simultaneous inference apply the Bonferroni inequality and have been introduced to biological audiences on several occasions (e.g. Rice 1989; Wright 1992). Nevertheless, biologists do not seem to have exploited the full range of options for handling multiple tests. The most common approach continues to apply the standard Bonferroni adjustment (Miller 1981; Rice 1989; Wright 1992) 
