In this paper we study the scheduling of jobs with a constraint on the average waiting time in the presence of background jobs. The objective is to schedule to s servers such that the throughput of the background traffic is maximized while satisfying the response time constraint on the foreground traffic. A typical application of this model is call blending in call centers. Here the servers are called agents, the foreground traffic are the incoming calls and the background traffic are the outgoing calls.
Introduction
In this paper we consider a queueing system with two types of jobs. The first type of jobs has a constraint on the performance, i.e., the average waiting time has to be below a certain level. Next to this time-constrained type there is a second type of jobs, available in an infinite quantity, for which the objective is to serve as many as possible. The arrivals of the first job type are determined by a Poisson process and the service times of both job types are independent exponentially distributed.
Both job types are served by a common pool of s servers under a non-preemptive regime. The question that we will answer in this paper is how to schedule these s servers as to maximize the throughput of type 2 jobs while satisfying the waiting time constraint on the type 1 jobs. Scheduling a type 1 job and delaying a type 2 job does not change the throughput, since we focus on the long-term throughput. Therefore the question is, when a server becomes free and there are no type 1 jobs in the queue, whether this server should start serving a type 2 job or wait for a type 1 job to arrive. The optimal decision will appear to be a function of the state of the other servers.
A typical application of our model is call blending in call centers. Modern call centers deal with a mixture of incoming and outgoing calls. Of course there are constraints on the waiting time of incoming calls. The traditional solution is to designate call center employees (often called "agents") to either incoming or outgoing calls. However, the call rate fluctuates over the day and in order to handle the calls during peak periods usually a substantial amount of agents needs to be assigned to incoming calls. This leads to a low productivity of the agents during other periods. On the other hand, designating less agents to incoming calls increases the productivity, but leads to longer waiting times. Hence there is a need to balance productivity and waiting times. The solution is call blending, dynamically assigning agents either to incoming or outgoing traffic.
The model that we study in this paper represents exactly this situation: there are s agents, the time constrained incoming calls are modeled as type 1 customers, and the type 2 calls represent the backlog of outgoing calls. The objective is to obtain a simple model that provides insight into the system behaviour. Moreover the aim is to derive simple scheduling policies that can be implemented in call center software.
The organization of this paper is as follows. In the next section we give the exact model formulation. In Section 3 we analyze the case of equal service requirements. In Section 4 we analyze the case of different service requirements.
Model and first results
The exact model formulation is as follows. There are two types of traffic, type 1 and type 2, having independent exponentially distributed service requirements with rates µ 1 and µ 2 . Type 1 jobs arrive according to a Poisson process with rate λ and there is an infinite waiting queue for jobs that cannot be served yet. There is an infinite supply of type 2 jobs. There are in total s servers. The long-term average waiting time of the type 1 jobs should be below a constant α. Waiting excludes the service time; if the response time is to be considered, then the average service time, 1/µ 1 , should be added to the average waiting time. The objective for type 2 jobs is to maximize its throughput, i.e., to serve on average per unit of time as many type 2 jobs as possible, of course at the same time obeying the constraint on the type 1 waiting time.
The following control actions are possible. The moment a server finishes service, or more general at any moment that a server is free, it can take one of the following three actions: − start serving a type 1 job, if one or more are waiting in the queue for service; − start serving a type 2 job; − remain idle. This finishes the description of our model. In the next two sections we will deal with the case µ 1 = µ 2 and µ 1 = µ 2 , respectively. A first question that has to be answered is whether it is at all possible to find a policy that satisfies the waiting time constraint of the type 1 traffic. 
By substitution of this term into EW q the result directly follows. From now on we assume that λ, µ 1 , and s are such that EW q ≤ α. Checking whether this is the case can be easily done using the formulas above.
In our model preemption of jobs in service is not allowed. When preemption is allowed there is actually no problem to solve. The optimal policy will assign all servers to type 2 jobs when no type 1 jobs are present in the system. When a type 1 job arrives then it is clearly optimal to interrupt the service of a type 2 job and to serve the type 1 job. Hence the waiting time constraint is satisfied and the type 2 throughput is equal to µ 2 (s − λ 1 /µ 1 ). Note that any work-conserving policy that satisfies the waiting time constraint is optimal and achieves the same throughput. In practice the jobs that can be preempted in call centers are email messages. Therefore it is beneficial for call centers to stimulate email traffic.
While formulating the model we stated that a free server can schedule a type 2 or a type 1 job (when available) at any moment. Due to the fact that we are considering long-term average performance it is only optimal to schedule jobs at completion or arrival instants. Indeed, if it is optimal to keep a server idle at a certain instant, then this remains optimal until the next event in the system. This follows directly from the continuous-time Bellman equation. Therefore it suffices to consider the system only at completion or arrival instants. Because of this, and because of the fact that the maximum total rate is uniformly bounded by λ + s max{µ 1 , µ 2 }, we can use the well-known uniformization technique (see Section 11.5 of Puterman [6] ). This allows us to use discrete-time dynamic programming to compute performance measures and to find the optimal policy. However, our system is not a standard Markov decision process (MDP), because of the different objectives for queue 1 and queue 2. The form of the problem makes it a constrained MDP; maximize the type 2 throughput with a constraint on the type 1 waiting time. Constrained MDP's can be solved using various techniques. Here we use one that introduces the constraint in the objective using a Lagrange multiplier. Under weak conditions it can be seen that the optimal policy for a certain Lagrange multiplier is optimal for the constrained problem if the value of the constraint under this policy attains exactly α. From the theory on constrained MDP's it follows that this policy is stationary and randomizes in at most 1 state. For this and other results on constrained MDP's, see the recent book of Altman [1] .
Equal service requirements
Let µ := µ 1 = µ 2 . Consider the event that a server becomes free, and that there are one or more type 1 jobs waiting. Then the controller has to choose between scheduling a type 1 or a type 2 job (or idling, but this is evidently suboptimal). Giving priority to a type 2 job and delaying type 1 jobs obviously leads to higher waiting times. Delaying the processing of a type 2 job does not change the performance for this class, as we are interested in the long-term throughput. This intuitive argument implies that, when a server becomes free and a type 1 job is waiting, it is optimal to assign this type 1 job to the server. The following coupling argument shows that this is indeed true.
Theorem 3.1:
Suppose that a server becomes free while there are type 1 jobs waiting in the queue. Then the optimal action is to schedule a type 1 job.
Proof : Let π be an arbitrary policy which respects the waiting time constraint on the type 1 jobs. Suppose that there is a time instant, say t 1 , where a type 2 job is scheduled, given that there is a type 1 job waiting in the queue. Since π respects the waiting time constraint on type 1 jobs there will be a later time instant, say t 2 where this type 1 job will be scheduled. Now consider the policy π which follows all actions of π except that it schedules a type 1 job at t 1 and a type 2 job at t 2 . Note that this interchange does not change the decision epochs for π , since the service requirement is µ for both job types. The total number of type 2 customers served after t 2 is equal under both polices, thus also the throughput. However, the average waiting time under policy π is lower than under π, since the type 1 job is served earlier. Hence the result follows.
Since both types of jobs have equal service requirements, we need not make a difference between type 1 or type 2 jobs in service. Therefore the state of the system is completely described by the number of jobs in service plus the number of type 1 jobs in the queue.
Thus the state space is X = N 0 . By Theorem 3.1 there cannot be less than s type 1 jobs in service while there are type 1 jobs waiting in the queue. Hence there is only a choice in state x ∈ X if x < s; otherwise a type 1 job is automatically scheduled. The possible actions are denoted with a = 0, . . . , s − x, corresponding to scheduling a type 2 jobs. We denote the transition rate of going from x to y (before taking any action) with p(x, y). Then we have p(x, x − 1) = min{x, s}µ and p(x, x + 1) = λ. After such an event an action can be chosen, if the new state is below s. If action a is chosen in x (with a ≤ s − x), then the system moves to x + a.
The objectives are modeled as follows. If action a is chosen, then a reward of a is received, 1 for each type 2 job that enters service. By Little's law, the average waiting time is related to the average number of jobs in queue L q , by the following relation: EL q = λ EW q . Thus to obtain the average waiting costs EW q we can take rate costs equal to (x − s) + /λ. Next we uniformize the system (see Section 11.5 of Puterman [6] ). For simplicity we assume that sµ + λ ≤ 1. (We can always get this by scaling.) Uniformizing is equivalent to adding dummy transitions (from a state to itself) such that the rate out of each state is equal to 1; then we can consider the rates to be transition probabilities. Note also that rate costs in this case are equivalent to lump costs at each epoch.
The two objectives are merged into a single reward function using a Lagrange parameter γ. Define the dynamic programming operator T as follows:
p(x, y) max a∈{0}∪{1, ... ,s−y}
with the convention that {1, . . . , s − y} = / 0 if s − y ≤ 0. Note the place of the maximization:
this makes that the action depends on the state changes that occurred. (The dp operator can easily be rewritten in the standard formulation with a single overall maximization (see Chapter 5 of Koole [3] ), but this would considerably complicate the notation.) The long-term average optimal actions are a solution of the optimality equation (in vector notation) h + g = T h. Another way of obtaining them is through value iteration, by recursively defining V n+1 = TV n , for arbitrary V 0 . For n → ∞ the maximizing action converges to the optimal ones. (For existence and convergence of solutions and optimal policies we refer to Puterman [6] .)
We will next show that the optimal policy is of threshold type.
Theorem 3.2:
There is a level c, called the threshold, such that if x < c, then the optimal action is c − x. If x ≥ c, then 0 is the optimal action.
Proof :
We first derive certain monotonicity properties of the value function V n with V 0 = 0. This is easier if we rewrite T as follows:
with U (s) the s-fold convolution of the operator U, and U defined as
It is obvious that both forms are equivalent: scheduling a group of type 2 jobs at the same time is equivalent to scheduling them one by one. We continue with the fact that we are only interested in γ ≤ 0. For γ = 0 the situation is as if the waiting time constraint poses no real constraint; for γ < 0 it pays to have a policy that tries to decrease the type 1 waiting time. For γ ≤ 0 the direct "rewards" γ(x − s) + /λ are decreasing concave (dcv) as a function of x. The function V 0 = 0 is also dcv. It is straightforward to show that V n is dcv for all n (this is equivalent to the results derived in Section 3 of Koole [4] ). When applying U to f , we see that it is optimal to schedule a type 2 job if and only if f (x) − f (x + 1) ≤ 1. If f is dcv, then f (x) − f (x + 1) increases in x. Thus for each f there is a threshold level c at and above which it is not optimal to schedule type 2 jobs, and below which it is. Because the U operator is repeated s times after each event the threshold level will be reached. (In fact, there will never be scheduled more than one type 2 job, as the jump size is maximal 1.)
We need to stress that it can be the case that it is both optimal to schedule a type 2 job and not to schedule one. This occurs if f (x) = 1 + f (x + 1). In this case two threshold policies, with threshold level c and c+1, are both optimal, and all the policies that randomize between these two policies. We will see that in general to find a threshold policy that satisfies EW q = α, we need to randomize. Next we calculate for a fixed threshold policy that randomizes between c and c + 1 its stationary type 1 waiting time EW q and its type 2 throughput.
We assume that the policy is such that if a transition from c + 1 to c occurs then with probability 1 − δ a type 2 job is immediately scheduled. This results in a transition rate 
We define the probability of delay for this (c, δ) policy by
If c = 0 and δ = 1 then no type 2 jobs are admitted, and indeed C (0,1) (s, ρ) = C(s, ρ) is given by (1) . The waiting time under the threshold policy is also completely equivalent to the one without type 2 jobs:
This is the formula for the type 1 waiting times. Next we derive an expression for the type 2 throughput, which we will denote with ξ. The throughput of type 2 is the total throughput minus the type 1 throughput. Therefore
The term max{c, 1} is there to prevent (−1)! from appearing in case c = 0. It is interesting to note that the average waiting time increases slowly, while the throughput increases nearly linearly. In the call center framework one could linearly increase the productivity of the agents, while very little additional waiting occurs.
Unequal service requirements
When µ 1 = µ 2 the analysis is more complicated. In this case we have to differentiate between type 1 customers and type 2 customers. The optimal policy will depend on these different classes and can be very complicated. From a practical viewpoint these policies can also be difficult to implement in call center software. Therefore we prefer to study simpler policies and we restrict ourselves to the class of threshold policies. This choice is partially supported by the intuitive reasoning behind Theorem 3.1. Numerical experiments indicate that this theorem also holds in case of unequal service requirements. The restriction to the class of threshold policies forces the policies to be simple and appealing. Moreover we will show by numerical computation that threshold policies are a good approximation to the optimal policy. Let x denote the number of type 1 jobs in service and in the queue, and let y denote the number of type 2 jobs in service. Let the threshold c be fixed. Then the stationary probabilities q x,y are determined by the following set of equilibrium equations. For y = c we have
For 0 < y < c the set of equations becomes 
Finally for y = 0 we have
These equations determine the dynamics of the system. Figure 2 summarizes the system dynamics graphically using state transition diagrams. Figure 2 : System dynamics.
This infinite set of equilibrium equations can be numerically solved by using the matrixgeometric approach developed by Neuts [5] or by the spectral expansion method as described by Chakka and Mitrani [2] . However, note that in the equations there is no flow from q x,y towards level y + 1 or higher when x > c − y, since jobs of type 1 are given priority over type 2 jobs. Due to this special structure of the equations, we can solve this part of the system analytically using standard results from the theory of linear difference equations. The equilibrium equations are solved by solving the equations for y = c and afterwards working the way down from y = c − 1 to y = 0. After solving these equations we obtain a finite set of equations still to be solved. However, these equations can easily be computed numerically by applying the recurrence relations on the obtained solutions. 
Now subtract the following quantity from this.
This quantity is equal to zero, since the terms between the brackets is the solution to the homogeneous difference equation for level y + i. The result of the subtraction is given by
which is equal to
Substituting expression (12) into this equation yields zero, showing that expressions (11) to (12) indeed are the solution to the difference equations (2), (5) and (8).
At this point equations (2), (5) and (8) have been solved up to K 0,0 , . . . , K c,0 . We still have a finite number of equations to solve, which can be done numerically as follows. Using relations (3), (6) and (9) one can compute the values of q x,y for 0 ≤ y ≤ c with c − y < x < s − y expressed in the unknown constants. Then the boundary conditions (4), (7) and (10) relate the constants to each other leaving only one constant to be determined. This constant is finally determined by the condition ∑ x,y q x,y = 1. Now the complete system is determined. Once the probabilities q x,y are known, the performance characteristics of Section 3 for the two types of jobs can be easily computed. The probability of delay is given by Again we see that the average waiting time increases slowly, while the throughput increases nearly linearly. Since the threshold policy does not need to be the optimal policy, it is interesting to numerically compute the performance of the optimal policy. The graph for the optimal policy is generated as follows. For various values of the Lagrange parameter γ we derived the waiting times with the corresponding throughput. Matching the throughput with the throughput computed by the threshold policy yields a value of c. Then the minimal waiting time that can be achieved for that level c is the waiting time computed by the optimal policy, which is denoted with a dot in the graph.
It is interesting to note that the optimal policy yields a performance very close to the approximative threshold policy. Extensive experiments show that for other parameter values the same result is obtained. The experiments indicate that the optimal policy behaves nearly as a threshold policy, but minor differences occur when x + y is close to the threshold value.
