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Abstract
In this paper we investigate the scalar Aharonov-Bohm (AB) effect in two of its forms, i.e., its
electric form and its gravitational form. The standard form of the electric AB effect involves having
particles (such as electrons) move in regions with zero electric field but different electric potentials.
When a particle is recombined with itself, it will have a different phase, which can show up as a
change in the way the single particle interferes with itself when it is recombined with itself. In the
case where one has quasi-static fields and potentials, the particle will invariably encounter fringing
fields, which makes the theoretical and experimental status of the electric AB effect much less clear
than that of the magnetic (or vector) AB effect. Here we propose using time varying fields outside
of a spherical shell, and potentials inside a spherical shell to experimentally test the scalar AB
effect. In our proposal a quantum system will always be in a field–free region but subjected to a non-
zero time-varying potentials. Furthermore, our system will not be spatially split and brought back
together as in the magnetic AB experiment. Therefore there is no spatial interference and hence no
shift in a spatial interference pattern to observe. Rather, there arises purely temporal interference
phenomena. As in the magnetic AB experiments, these effects are non-classical. We present two
versions of this idea: (i) a Josephson temporal interferometry experiment inside a superconducting
spherical shell with a time-varying surface charge; (ii) a two-level atom experiment in which the
atomic spectrum acquires FM sidebands when it is placed inside a spherical shell whose exterior
mass is sinusoidally varying with time. The former leads to a time-varying internal magnetic field,
and the latter leads to a time-varying gravitational redshift.
I. INTRODUCTION
In the 19th century, Faraday showed that
when the exterior of a large, enclosed cubi-
cal metallic cage (i.e., a “Faraday cage”) is
electrified at such a high voltage that sparks
started to dart from the corners of the cage,
he could still safely conduct many sensitive
electrical experiments within the cage, such
as sensitive electroscope measurements of the
charge residing on the interior surface of the
cage. He found the complete absence of
any charges residing on the interior surface.
Therefore in the special case of a spherical
“Faraday cage” configuration, such as the one
depicted in Figure 1, one would never expect
any kind of electrical effects to be detectable
inside the hollow spherical cavity which is
carved out of this metallic sphere.
But what is impossible classically is some-
times possible quantum mechanically. For
example, a 2D, cylindrical (i.e., tubular)
Faraday cage was used in Aharonov and
Bohm’s original paper [1], in which they first
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proposed the electric (or “scalar”) Aharonov-
Bohm (AB) effect.1 A metallic tube shielded
an electron passing through the tube from
any exterior electric fields. However, if a volt-
age pulse were to be applied to the exterior of
the tube only when the electron wavepacket
were to be deep in the interior of the tube,
then the electron could not feel any forces
during its passage through the tube. Never-
theless, the electron would pick up the scalar
AB phase shift
ϕ(t) =
e
~
∫ t
0
V (t′) dt′ (1)
caused by the voltage pulse V (t) applied to
the tube whilst the electron was deep in the
interior of the Faraday cage.
The scalar (electric) AB effect is less
known than the vector (magnetic) version of
the AB effect since it is harder to achieve
the situation required for the electric AB ef-
fect where fields are vanishing while the po-
tentials are non-zero. If one considers the
fields and potentials for the cylindrical Fara-
day cage used in Aharonov and Bohm’s orig-
inal paper, then the electron will invariably
pass through some region with a non-zero
electric field, although the field may be ex-
tremely small. To have the electron pass only
through regions where there is no field, one
needs to switch the fields and potentials on
and off completely, i.e., it is necessary to con-
sider the time-dependent fields and potentials
described by equation (1), where V (t) is a
function with compact support.
The existence of the scalar AB effect has
been questioned (see for example the paper
by Walstad [2]) exactly on the basis that
some experimental confirmations of the ef-
fect [3] have the interfering electron pass-
ing through regions where the electric field
1 We do not use the term “scalar” here to refer to
neutron interferometry experiments that have been
conducted in a uniform magnetic field, but reserve
it to refer to the electric and gravitational AB ef-
fects.
is non-zero, and thus (potentially) one could
explain the shift in an interference pattern
in terms of classical forces rather than as a
quantum phase effect.
In this paper we are proposing two vari-
ants of the scalar AB effect as two “thought
experiments” which address these questions
with setups where a quantum system that is
influenced by potentials is always deep in-
side a field-free region of space. However,
since both of these “thought experiments” in-
volve time-dependent potentials which have
no spatial gradients, the resulting effect on
the system is not a spatial interference phe-
nomenon, as in the vector (magnetic) AB ef-
fect, but rather a temporal interference phe-
nomenon.
From equation (1) it can be seen that
the phase in the case of the electric AB ef-
fect involves just an open time integration
as opposed to the usual closed-path spatial
line integral of the vector (magnetic) AB ef-
fect. This opens the possibility of setting up
a scalar AB experiment where one does not
split the system along different spatial paths,
as in the vector AB setup, but instead the
quantum system stays at a single location
while the potential will be varying in time.
Since we will not be spatially splitting and
recombining our system, no spatial interfer-
ence pattern will result, and therefore no shift
in the spatial fringes as in the vector (mag-
netic) AB effect. However, we shall see below
that there can still be a shift in the fringes of
a purely temporal interference pattern, or a
change of the frequency spectrum of the sys-
tem.
Our proposal directly tests the scalar AB
effect without any “loopholes” that would al-
low for the effect to be explained any other
way. The basic setup involves a spherical
metallic shell (i.e., a Faraday cage) that has
an oscillating charge Q (t) or mass M (t) de-
posited on it. Inside the shell, the potential
is spatially uniform, but is time-varying. The
two systems that are placed inside this shell
are a Josephson-circuit setup and a two-level
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atom. In both cases, the interior system does
not move spatially and there is a complete ab-
sence of any field (electric or gravitational),
but the system will experience a time-varying
potential energy U (t) which creates an ob-
servable AB effect.
II. AN ELECTRIC SCALAR AB EF-
FECT VIA JOSEPHSON INTERFER-
OMETRY
We present here a method to observe the
electric scalar AB effect by a superconduct-
ing artificial atom [4, 5]. In order to shield
the “atom” from external magnetic fields,
as shown in Figure 1, it is confined within
a superconducting Faraday cage. Internal
scalar potential differences arise by sending
rf-signals to the surface of the cage. Due to
the shielding of the cage, communication be-
tween the exterior and interior can only be
by way of the scalar AB phase of a Cooper
pair, in the limit of electrostatics equilibrium
established instantly all over the whole Fara-
day cage. This assumption satisfies the fact
that the skin effect on the surface of the cage
doesn’t affect the interior. It may be possi-
ble that indications of this internal effect can
also be measured by the external circuit.
We demonstrate this system by consider-
ing the superconducting model circuit of Fig-
ure 2. An AC voltage is introduced onto the
sphere by charging its self-capacitance. For
a superconductor subject to a voltage V (t),
a phase factor ϕ(t) = 2e
~
∫ t
0
V (t) dt develops
within the order parameter of the Cooper
pair condensate, Ψ =
√
ρeiϕ. Furthermore,
a phase difference between the superconduct-
ing banks of the Josephson junction also gives
rise to a supercurrent according to the inverse
AC Josephson effect, i.e. the Levinsen effect
[6]. It is therefore possible that the scalar AB
phase allows the fully enclosed superconduct-
ing circuit to be driven by the external signal
generator.
Neglecting possible readout schemes for
our model circuit, we construct the La-
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FIG. 1: In the spherical superconducting (SC)
shell, the SC artificial atom is formed with the
hollow cavity and a superconducting wire on the
horizontal axis. A SC island is connected to the
cavity with a SC wire on one end and via a large
Josephson junction on the other end. The effec-
tive inductance between the wire and cavity can
be enhanced by increasing the number of switch-
backs depicted as a solenoid. The spherical SC
shell is made thick enough to prevent magnetic
flux penetration into interior.
FIG. 2: A simplified circuit includes three circuit
loops that connected on node 1. In the leftmost
loop, a signal generator drives the system. The
next loop with the capacitor Csphere represents
the spherical SC shell. C ′ and L are the effec-
tive capacitance and inductance of the SC island,
respectively. The superconducting phase ϕ2 on
the central superconductor (node 2) and ϕ1 on
the sphere (node 1) are separated by a Joseph-
son junction modeled with nonlinear inductance
LJ and effective capacitance CJ . The right loop
demonstrates a simple example of measurement,
an rf-SQUID (light blue), although many possi-
ble variations of external low-noise readout exist
to detect the change of ϕ1 in time.
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grangian using node potentials and phases
{V1, ϕ1;V2, ϕ2} in the standard way [7, 8].
Node phases are related to fluxes by ϕ1,2 =
2pi
Φ0
Φ1,2 =
2pi
Φ0
∫
A1,2 · dx, where flux quanta
are Φ0 = h/2e. Omitting bias conditions, we
find
L (ϕ2, t) = Csphere
2
V 21
+
CΣ
2
(V1 − V2)2
− 1
2L
(Φ1 − Φ2)2
+ EJ cosα (Φ1 − Φ2) (2)
=
(
~
2e
)2 [
1
2
Csphereϕ˙
2
1
+
CΣ
2
(ϕ˙2 − ϕ˙1)2
− 1
2L
(ϕ2 − ϕ1)2
+EJ cos (ϕ2 − ϕ1)] (3)
Considering V1 is driven (V1 = V0 sinωt), the
interior phase ∆ϕ = ϕ2 − ϕ1 and ∆ϕ˙ =
ϕ˙2− ϕ˙1 become the independent variables in
the Lagrangian. This allows us to get the
following equation of motion with driving on
ϕ˙1.
0 = ∆ϕ¨+ ω2C∆ϕ +
(
2e
~
)2
EJ
CΣ
sin∆ϕ
+
(
2e
~
)2
CgV0ω
CΣ
cosωt (4)
where ∆ϕ = (ϕ2 − ϕ1), ωC = 1
LC ′
. Here Cg
is the effective gate capacitance of the SC is-
land and CΣ is the total capacitance of the
system. We adopt the following initial con-
ditions, which assume an initial steady state
throughout the system.{
ϕ2 (t = 0) = ϕ1 (t = 0)
ϕ˙2 (t = 0) = ϕ˙1 (t = 0)
(5)
Figure 3 depicts the calculated dynamics of
∆ϕ. When the floating part node 2 is initially
FIG. 3: Phase difference across JJ ∆ϕ in terms
of tme, solved from the Lagrangian equation
of motion, when ω0 ≈ 8.5GHz,α ≈ 2 ×
10−15Wb, V0 = 1µV, ω = 150MHz.
grounded and the internal circuit is cooled
down to ground state, a signal of V1 drives
∆ϕ starting at some moment according to
the equation of motion (4). Hence an in-
terior supercurrent is being driven after the
signal is turned off at some point and causes
a nonvanishing ∆ϕ because of the Joseph-
son effect, which reflects on changing ϕ1 from
the internal circuit. An rf-SQUID (light blue
in Figure 2) at the read out port picks up
the time dependent phase ϕ1 and converts
it into time dependent magnetic flux which
can be detected from an exterior circuit. We
have therefore demonstrated that the exter-
nal generator affects the fully enclosed super-
conducting circuit.
Also notice that the internal Josephson
junction circuit, with the possible addition
of current or flux biasing, shares a similar
circuit topology to phase or flux qubits, re-
spectively [9, 10]. In any case, when EJ ≫
EC =
(2e)2
2CΣ
, phase is a good quantum number.
The anharmonic potential energy, U (∆ϕ) =(
~
2e
)2 1
2L
(∆ϕ)2 − EJ cos (∆ϕ) is depicted as
in Figure 4 and gives quantized energy lev-
els similar to an atom occupying the local
minimas of this periodic potential. This ar-
tificial atomic system, as we have just deter-
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mined, is affected by the external modulat-
ing voltage. Note that the electric potential
becomes ∂/∂ϕ which is the conjugate vari-
able of ∆ϕ in the Hamiltonian. Driving on
the potential could displace the phase from
∆ϕ = 0 to ∆ϕ = 2pi. A 2pi phase in the in-
ternal circuit corresponds to a flux quantum
in the cavity generated by the persistent cur-
rent going through the central SC wire. Af-
ter releasing the driving, the system may stay
in the ∆ϕ = 2pi state until there is a relax-
ation back to ∆ϕ = 0, which can be detected
via measurement of the rf-SQUID (rightmost
loop in Figure 2). If the driving finishes one
cycle from ∆ϕ = 0 to ∆ϕ = 0, the magnetic
flux quantum comes back to zero in the cav-
ity. Therefore, the internal magnetic flux be-
comes the consequence of a temporal scalar
AB effect.
FIG. 4: A plot of potential energy for EL =
1GHz×h,EJ = 25GHz×h. Blue is the ground
state for each well while red is the first excited
state. Inter-well tunneling may occur, in which
microwave photons may be emitted or absorbed.
Here we make the following observations:
(1) The supercurrent is created due inter-
ference between two paths for the propaga-
tion of the SC phase to node-2. One of the
paths is via the JJ and the other is via the
solenoid.
(2) The scalar AB phase discussed here
is only for a single Cooper pair instead
of a bulk system. As pointed out earlier,
the phase difference drives the supercurrent
that in principle can be detected. Consid-
ering the bulk system, the AB phase fac-
tor should include the phase from all Cooper
pairs, ϕC.P. (t) =
2e
~
∫ t
0
NC.P. (t) V (t) dt, and
electrons, ϕels (t) =
e
~
∫ t
0
Nels (t) V (t) dt.
Here NC.P. (t) is the total number of Cooper
pairs (which is not conserved in principle)
and Nels (t) is the total number of electrons
of the whole system. Also, AB phase fac-
tor from ionic lattice should be included as
well ϕion (t) =
−e
~
∫ t
0
Nion (t) V (t) dt. For the
case of a 3D rf-SQUID confined within the
Faraday cage (see Figure 1), there will arise
time-varying charge imbalances between the
charge of the fixed ionic lattice and the charge
of the mobile Cooper pairs on the SC island,
which will give rise to a nonzero total AB
phase developed in the internal circuit. The
AB effect here merely drives the Cooper pair
condensate and generates a magnetic field in
the internal cavity. This is the physical reac-
tion caused by the scalar AB phase that we
expect here by theoretical analysis.
(3) Driving the SC atom away from
∆ϕ = 0 to ∆ϕ = 2pi becomes analogous to
the case of the ionization of an atom. Con-
sequently, we can expect that treating this
perturbation results in a nonlocal photoelec-
tric effect.
III. A GRAVITATIONAL AB PHASE
SHIFT OBSERVABLE AS A TIME-
DEPENDENT GRAVITATIONAL RED-
SHIFT
Here we consider the problem of a two-
level atom that is undergoing a time-
dependent gravitational redshift when the
atom is placed inside a time-varying spher-
ical mass shell M(t) (see Figure 5) Again, as
in the electric case, the gravitational scalar
potential will be uniform everywhere within
the interior of a mass shell, so that no gravita-
tional force will be experienced by the atom.
Nevertheless, there can in general arise a
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scalar AB phase [11], which arises from the
Newtonian gravitational scalar potential Φ
ϕ (t) =
1
~
∫ t
0
m (t′) Φ (t′) dt′ (6)
where m (t′) is the time-varying rest mass of
the quantum system that is acquiring this
phase shift. The Newtonian gravitational
scalar potential for a time-varying mass shell
M (t), such as that associated with the si-
nusoidally time-varying charge Q (t) on the
surface of the shell depicted in Figure 1, is
given by
Φ (t) = −GM (t)
r0
= −G (M0 +M1 cosωt)
r0
(7)
where G is Newton’s constant, r0 is the radius
of the mass shell, M0 is the DC component
of the mass shell, and M1 is the amplitude of
the AC component of the time-varying mass
shell. It goes without saying that the mass-
to-charge ratio of the electron is so tiny that
the AC component associated with M1 will
be extremely small, so that there would be no
hope for any practical laboratory experiment
in connection with the Faraday cage config-
uration shown in Figure 5. However, we are
concerned here with the problem of whether
in principle the gravitational AB phase ex-
ists or not, so that a “thought experiment”
would suffice here.
Nevertheless, there exist astrophysical sit-
uations, such as in the case of an exploding
mass shell of a supernova, where the radius
r0 (t) is the time-dependent quantity rather
than the mass M (t). Then the gravitational
AB phase shift may be large enough to be
seen in practice. In any case, although the
gravitational scalar potential may vary with
time, nevertheless it must be independent of
the position of the field point within the in-
terior of the mass shell. This follows from
Gauss’s theorem. Therefore the atom within
the mass shell experiences no classical forces.
However, it can experience a nonzero quan-
tum phase shift arising from the gravitational
AB effect.
Atom
+
+
++
+
+
++
Sine-wave
Generator
Charge ( )
(Mass ( ))
Q t
M t
Faradaycage
E1
g
E2
FIG. 5: Two-level atom inside a spherical mass
shell with a time-dependent mass M(t) that
arises from a time-dependent charge Q(t). The
mass M(t) results a time-dependent gravita-
tional redshift that leads to observable FM side-
bands in the spectrum of the atom.
The rest mass of the excited state of an
atom or of a nucleus will be larger than the
rest mass of the ground state of this atom or
nucleus. This follows from Einstein’s equa-
tion
E = mc2 (8)
In quantum mechanics, Einstein’s equation
becomes
mc2 = 〈ψ (t)| i~ ∂
∂t
|ψ (t)〉 (9)
Thus the rest mass m in relativity is the ex-
pectation value of the energy operator i~∂/∂t
in quantum mechanics. For example, when
an atom is in a stationary state |ψ (t)〉 =
|ΨE〉 exp (−iEt/~), it follows from (9) that
mc2 = E 〈ΨE |ΨE〉 = E (10)
and thus we recover Einstein’s equation (8).
We shall assume that (9) holds in general
for open quantum systems, such as that of
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an atom inside a time-varying mass shell de-
picted in Figure 5.
Now from the expression for the gravita-
tional AB phase (6), we expect that the atom
in a stationary state with an energy E inside
the mass shell will pick up an AB phase fac-
tor, so that
|ψ (t)〉 = |ΨE〉 exp (−iEt/~) exp (−iϕ (t))
(11)
Substituting this into (9), we find
mc2 = 〈ΨE | {E+~ϕ˙} |ΨE〉 = E+~ϕ˙ (12)
which is an application of (9) to the case of
a time-dependent environment, such as the
time-varying mass shell. To find ϕ˙, let us
take the time derivative of the expression for
the AB phase (6). Then one obtains the re-
lationship
ϕ˙ =
1
~
m (t) Φ (t) (13)
The physical meaning of this relationship is
that the “instantaneous” frequency ϕ˙ asso-
ciated with the modulation of the phase of
the atomic wavefunction due to an “instan-
taneous” change in the gravitational poten-
tial energy m (t) Φ (t) of the atom inside the
mass shell, leads to an ”instantaneous” en-
ergy change of the energy level of the atom
given by
δE = ~ϕ˙ = m (t) Φ (t) (14)
Upon substitution of ϕ˙ from (13) back into
(12), it follows that
mc2 = E +m (t) Φ (t) (15)
from which we infer that
E = mc2
(
1− Φ
c2
)
(16)
which leads to the conclusion that the rest
mass of quantum mechanical systems may be
increased due to its external gravitational en-
vironment.
If we now take the difference in the upper
and lower energy levels of the two-level atom
and set it equal to the frequency of an emitted
photon f0 times Planck’s constant h, we will
find that
hf0 = hf
(
1− Φ
c2
)
(17)
Since Φ is a negative quantity, this implies
that the photon of energy hf as seen by
an observer at infinity will be smaller in en-
ergy than the photon of energy hf0 as seen
by an observer near to the atom. Thus
we have recovered Einstein’s gravitational
redshift starting from the gravitational AB
phase shift.
Now if the potential Φ were to be time
varying due to changes in the mass shell, the
gravitational red shift would be changed by
the time variation of Φ. If the time varia-
tion were to be sinusoidal, then we would ex-
pect the emission and absorption spectrum of
the atom to undergo FM modulation. To see
this, let us assume that the states of a two-
level atom are represented by |i〉 for the ini-
tial state and by |f〉 for the final state. Then
Fermi’s Golden Rule states that the rate of
transitions wf←i between these two states will
be given by the absolute square of the tran-
sition matrix element connecting the initial
and final states, i.e.,
wf←i ∝ |〈f |H ′ |i〉|2 (18)
where H ′ is the time-dependent perturbation
that causes the transitions to occur. (For the
present purposes, we ignore the proportion-
ality constant and the density of final states
in Fermi’s Golden Rule.)
Let us first consider the effect of the
electric scalar AB effect on the transitions
between the initial and final states of a
charged atom, i.e., an ion, within the spher-
ical shell of the Faraday cage. The electric
AB phase is given by
ϕq (t) =
q
~
∫ t
0
V (t′) dt′ (19)
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where q is the charge of the ion. Since the
initial and final states of the transition must
have the same charge q (which follows from
Wigner’s charge superselection rule), it fol-
lows that the electric AB phase factors in the
transition matrix elements in Fermi’s Golden
Rule must cancel out, i.e.,
wf←i ∝
∣∣〈f | e+iϕq(t)H ′e−iϕq(t) |i〉∣∣2
= |〈f |H ′ |i〉|2 (20)
since [H ′, V (t)] = 0. From (20), we con-
clude that the electric AB effect cannot be
observed in the spectroscopy of any charged
atomic system.
However, this is not true for the gravita-
tional AB effect. This is because of the fact
that the rest mass of an excited atom will be
greater than the rest mass of the unexcited
atom. (Recall that there exists no superse-
lection rule for mass, unlike for the case of
charge.)
Now from Einstein’s equation (8), it fol-
lows that there exists a rest mass difference
between the final and the initial states of the
two-level atom, which is given by
∆m =
∆E
c2
=
Ef − Ei
c2
(21)
where Ef is the energy level of the final state
and Ei is the energy level of the initial state.
Therefore from (6), we see that the difference
in the gravitational AB phase picked up by
the final state and the phase picked up the
initial state will no longer vanish, but will
differ by the amount
∆ϕ (t) =
∆m
~
∫ t
0
Φ (t′) dt′
=
Ef −Ei
~c2
∫ t
0
Φ (t′) dt′ (22)
where, to a a first approximation, the energy
difference Ef − Ei is independent of Φ.
As a simple example of how the difference
in the gravitational AB phases in the initial
and final states can lead to an observable AB
interference effect, let us consider a superpo-
sition of the initial and final states which is
initially given by
|Ψ (t = 0)〉 ∝ |i〉+ |f〉 (23)
After a time t = T , this superposition will
evolve to pick up phase factors, viz.,
|Ψ (t = T )〉 ∝ |i〉 e− i~EiT e−iϕiT
+ |f〉 e− i~EfT e−iϕfT (24)
where
ϕi (T ) =
Ei
~c2
∫ T
0
Φ (t′) dt′ (25)
ϕf (T ) =
Ef
~c2
∫ T
0
Φ (t′) dt′ (26)
are the gravitational AB phases picked up by
the initial and final states, respectively. From
(22) and (24) it follows that
|Ψ (t = T )〉 ∝ |i〉+ |f〉 e− i~(Ef−Ei)T e−i∆ϕT
(27)
where ∆ϕ (T ) = ϕf (T ) − ϕi (T ) is the dif-
ference of the two AB phases. From (6) and
(7), we see that
ϕi (T ) = αi sinωt (28)
ϕf (T ) = αf sinωt (29)
where αi = GM1mi/~ωr0 and αf =
GM1mf/~ωr0 are the FM modulation pa-
rameters for the initial and final wavefunc-
tions, respectively, of the two-level atom.
The sinusoidal modulations of the phases
given by (28) and (29) will lead to many FM
harmonics of the frequency ω via the Jacobi-
Anger expansion of the wavefunctions of the
two-level atom (see Appendix A). For large
values of αi and αf , the dominant upper and
lower FM sidebands of the FM-modulated
wavefunctions of the atom will occur at the
frequency shifts ±αiω and ±αfω away from
their usual frequencies of Ei/~ and Ef/~.
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It follows that the usual energy-
conservation-enforcing delta function in
the Fermi Golden rule will be modified from
the usual two-level atom resonance condition
not only by the usual gravitational red shift
stemming from the DC component of the
mass shell M0, but it will also be modified
due to the FM sidebands that arise from
the AC component of the time-varying mass
shell M (t). The bottom line of this analysis
is that the usual absorption or emission
line of the two-level atom will be split into
upper and lower FM sideband frequencies
occurring on either side of the unsplit line of
the atom with frequency shifts of ±(∆α)ω,
where
∆α = (αf − αi)
=
GM1 (mf −mi)
~ωr0
(30)
is the difference between the FM modulation
parameters of the final state and the initial
state that stems from the difference in their
rest masses, mf −mi.
IV. CONCLUSIONS
We conclude from the above two “counter-
examples” that the claims of the non-
existence of the scalar AB effect are false. Al-
though these two “counter-examples” are by
nature merely “thought experiments,” they
do establish the existence of the electric AB
effect and the existence of the gravitational
AB effect in principle. However, they may
ultimately lead to actual experiments in the
laboratory in the Josephson interferometry
case, and to actual observational evidence
in astrophysical settings in the gravitational
redshift case.
Finally, we note that the magnetic (vec-
tor) AB effect as observed by Tonomura [12]
using ferromagnetic toroids in electron inter-
ference experiments, are obviously topolog-
ical in nature. However, the electric and
gravitational (scalar) AB effects that are
predicted to occur here inside the metallic
shells of Figures 1 and 5, are obviously non-
topological in nature.
V. APPENDIX A: BLOCH’S THE-
OREM FOR SCALAR POTENTIALS
THAT ARE PERIODIC IN TIME
Consider the general case in which the po-
tential energy inside the Faraday cages de-
picted in Figures 1 and 5 satisfy the period-
icity condition in time
U (t + T ) = U (t) (31)
where the period T = 2pi/ω is that of an ar-
bitrary periodic waveform generator that re-
places the sine-wave generators in Figures 1
and 5. Then it is apparent that this temporal
periodicity condition is mathematically iden-
tical to the spatial periodicity condition
U (x+ a) = U (x) (32)
that applies to a 1D crystalline lattice with a
lattice constant a.
Bloch’s theorem [13] then tells us that the
wavefunction inside the 1D crystalline lattice
is given by
ψ (x) = eipx/~up (x) (33)
where p is the “crystal momentum” or
“quasi-momentum”, and where
up (x+ a) = up (x) (34)
is a periodic function of x within the spatial
crystalline lattice.
Similarly, the temporal version of Bloch’s
theorem (also known as “Floquet’s theorem”)
is given by
ψ (t) = e−iEt/~uE (t) (35)
where E is the “crystal energy” or “quasi-
energy” [14][15], and where
uE (t+ T ) = uE (t) (36)
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is a periodic function of t within a certain
“temporal crystalline lattice.” [16] (We have
suppressed the spatial dependence of the
wavefunction ψ (t) and of the periodic func-
tion uE (t) as being understood in (35). This
also applies to all of the following expressions
for ψ (t) and uE (t)). Both the “crystal mo-
mentum” and the “crystal energy” are phys-
ically observable quantities that obey conser-
vation laws, because of the discrete transla-
tional symmetry of the crystalline systems in
x and in t, respectively, which follow from the
translational symmetry of (31) and (32).
Since uE (t) is a periodic function of time
with a period T , it can be expanded by
Fourier’s theorem into a Fourier series expan-
sion
uE (t) =
+∞∑
n=−∞
cn exp (−inωt) (37)
where cn are the Fourier coefficients of uE (t),
and where ω = 2pi/T is the frequency of peri-
odic charge waveform Q (t) that is being in-
jected onto the surface of the Faraday cage
in Figures 1 and 5 by the arbitrary periodic
waveform generator. Substituting (37) into
(35), one finds that
ψ (t) =
+∞∑
n=−∞
cn exp (−i (E + n~ω) t/~)
=
+∞∑
n=−∞
cn exp (−iEnt/~) (38)
so that we conclude that
En = E + n~ω (39)
which describes the “quasi-energy” levels [14]
of any charged quantum system inside the
cavity of a Faraday cage which is being driven
by an arbitrary periodic waveform.
Note that this derivation of the spectrum
of quasi-energy levels (39) applies to the
case of any periodic potential energy func-
tion U (t) . However, let us now consider the
important special case of a sinusoidal time
variation of U (t).
The wavefunction of a quantum system
inside the Faraday cage such as the ones
depicted in Figures 1 and 5, will be phase
modulated by the time-varying potential en-
ergy in accordance with the time-dependent
Schro¨dinger equation
i~
∂ψ
∂t
= Hψ = (H0 + U(t))ψ (40)
where the H is the total Hamiltonian, H0
is the unperturbed Hamiltonian, and U (t)
is the potential energy of the quantum sys-
tem inside the spherical shell, which results,
for example, from the injection of the charge
Q (t) onto the surface of the spherical metal-
lic shell (i.e., Faraday cage) in Figure 1. Note
that U (t) will be independent of the position
of any field point in the volume within the
shell. Thus
U (t) = U0 cosωt (41)
for the case of an oscillating charge Q (t) =
Q0 cosωt which is exterior to the Faraday
cage. However, any field arising from the spa-
tial gradients of U (t) interior to the space
containing the quantum system is zero.
Now we shall assume that the quantum
system is initially in an unperturbed eigen-
state of the unperturbed Hamiltonian H0,
i.e.,
H0ψ = Eψ (42)
where E is the unperturbed energy level of
the system. Since [H0, U(t)] = 0, it fol-
lows that the solution to the time-dependent
Schro¨dinger equation is
ψ (t) = ψ (0) e−
i
~
(Et+
∫ t
0
U(t′)dt′)
= ψ (0) e−
i
~
Ete−iϕ(t) (43)
where ϕ(t) is the phase shift of the wavefunc-
tion of the system which is associated with
the scalar AB effect, i.e.,
ϕ (t) =
1
~
∫ t
0
U (t′) dt′ (44)
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in agreement with (1) and (6). Using the
explicit functional form of (41) in order to
evaluate this integral, we find that
ϕ (t) = α sinωt (45)
where the “FM depth of modulation” α pa-
rameter is defined as follows:
α =
U0
~ω
(46)
Thus we find that the wavefunction of the
system in the presence of the interior poten-
tial energy U (t), which is caused, for exam-
ple, by the exterior charge Q (t), will have
the form
ψ (t) = ψ (0) e−
i
~
Ete−iα sinωt (47)
Now from the generating function for Bessel
functions, one obtains the Jacobi-Anger ex-
pansion [17]
e−iα sinωt =
∞∑
n=−∞
Jn (α) e
−inωt (48)
where Jn (α) is the n
th order Bessel function
of the argument α. The meaning of the index
n is that it denotes the nth harmonic side-
band of the phase modulated wavefunction,
which will end up modifying the quasi-energy
level structure of the quantum system. Posi-
tive values of n will correspond to upshifted-
frequency sidebands, and negative values of
n to downshifted-frequency sidebands in the
quasi-energy spectrum.
Substituting the Jacobi-Anger expansion
into the wavefunction (47), we conclude that
ψ (t) = ψ (0) e−
i
~
Et
∞∑
n=−∞
Jn (α) e
−inωt
= ψ (0)
∞∑
n=−∞
Jn (α) e
−
i
~
(E+n~ω)t
= ψ (0)
∞∑
n=−∞
Jn (α) e
−
i
~
Ent (49)
where the quasi-energy levels En are once
again given by the expression
En = E + n~ω (50)
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