A general method is formalised for the problem of making predictions for a fixed group of individual units, following a sequence of repeated measures on each. A review of some related work is undertaken and, using some of its terminology, the approach might be described as approximate non-parametric empirical Bayes prediction. It is contended that the method may often produce predictions that are, in practice, comparable or not much worse than more sophisticated methods, but sometimes for a smaller computational cost. Two examples are used to demonstrate the approach, exploring the prediction of baseball averages and spatial-temporal rainfall. The method performs favourably in both examples in comparison with James-Stein, empirical Bayes and other predictions; it also provides a relatively simple and computationally feasible way of determining whether it is worth modelling between-individual variability.
Introduction
The problem considered in this paper is prediction of individual behaviour, when repeated measurements are observed on a large number of individual units. Specifically, if y i = (y i1 , y i2 , . . . , y ini ) are the data observed on individual i = 1, . . . , n, then the objective is to predict y i,ni+1 , . . . for each i. Databases are used to record repeated measurements on units such as consumers, sport stars, bank accounts or households, in a range of areas, from personal finance to cricket to supermarket transactions. This motivates methods to predict individual behaviour for large fixed n, but where n i may vary between individuals.
Predictions about individual i that only use y i can be improved upon by using the whole data Y n = (y 1 , . . . , y n ). Such predictions follow from supposing that, given U n = (u 1 , . . . , u n ), with u i = (u i1 , . . . , u im ), the y i 's are independent with probability densities or mass functions p(y i |u i ), where the u i are independent random effects drawn from some common distribution. Note that although the y i 's are independent given U n , the components of y i need not necessarily be independent given u i . This structure usually results in the estimates, or predictions of u i , being shrunk towards their sample mean. In this work we compare commonly-used shrinkage estimates against the following approach, called ARMS (approximate repeated-measures shrinkage).
The u i (i = 1, . . . , n) are possibly drawn from some wider population about which we make no assumptions. We focus on the sampled u i and place equal weight on them. In effect, our finite population of interest is (u 1 , . . . , u n ) with probabilities assigned uniformly as 1/n; we do not necessarily assume that the u i are all different. Unlike the usual case, it is the support points u i that are to be estimated rather than the distribution of probabilities. Letû i be a consistent estimate for u i , a maximum likelihood estimate for instance, and let π e (u) be the corresponding empirical distribution, assigning probability 1/n to eachû i . In the following p e (.) and P e (.) will be used for probabilities based on this empirical distribution, that is, based on theû i rather than on the u i .
Then, following the law of total probability, we construct predictions on random variables or events C of interest as p e (C|y i ) = n ∑ j=1 p(C, u i =û j |y i ).
(
Thus the predictions are a summation
with weights z ij obtained by Bayes' rule
This approach has two desirable features. Firstly, for fixed n, as the n i become large (û 1 , . . . ,û n ) → (u 1 , . . . , u n ) in probability. More precisely, the ARMS estimate p e (.) converges to a distribution with mass 1/n on atoms (u 1 , . . . , u n ) as min(n i ) → ∞, because each estimateû i is consistent. Secondly, computational requirements may be modest: estimation is only required for theû i (and iterative optimisation routines need not always be required for this), and the increase in computational complexity in going from univariate to multivariate random effects may be small. Once the individual estimatesû i have been obtained, the computational complexity is 0(n 2 ) to calculate z ij .
In some other shrinkage methods the random-effects distribution π(u) is first estimated, and then used as a prior in Bayes formula to obtain posterior u i
quantities. This has sometimes been called empirical Bayes [11] . Estimation is a mixture problem, with likelihood
where θ are the parameters to be estimated. This setup assumes that there are no fixed effects in the model p(y i |u i ). If a model is specified for p(u i ; θ)
then some have termed this parametric empirical Bayes [25] . An alternative is to leave the form of p(u i ; θ) unspecified, but to allow it a number of atoms at unknown points and mass in the u space, and this has been called nonparametric maximum likelihood estimation [18] . A further possibility is to take p(u i ; θ) to be generated by a Dirichlet process [24] , which fits into a class of techniques called nonparametric Bayes [26] . Finally, one might take a parametric Bayesian approach and simulate directly from the posterior distributions.
It can be seen that a range of different methods is available. However, most are likely to be more difficult to apply for large data sets and multivariate random effects than ARMS. A reason for this is that it may not be possible to write the integral in equation (4) as an analytical expression, and so one evaluation of the overall likelihood function will involve n separate numerical evaluations of a multi-dimensional integral. One aim of this article is to review the motivation and properties of different shrinkage methods, in order to help understand what may be lost by using the computationally more attractive ARMS.
The outline for the rest of the paper is as follows. In Section 2 a brief history of shrinkage estimators and the terminology introduced is set out. Then in Section 3 the different approaches are compared in more detail. The later sections contrast the performance of the proposed ARMS approach on examples reported previously in the literature, and demonstrate its application to a large data set.
Shrinkage estimators

A selective history
Early work on shrinkage estimation was motivated by data y 1 , y 2 , . . . , y n as realisations of independent random variables with parameters u 1 , u 2 , . . . , u n .
The objective is to estimate u 1 , . . . , u n given a performance measure. Particular attention has been paid to two special cases.
The first case is when the data are normal random variables with unknown mean parameters. Stein [32] showed that estimatesÛ n = Y n will not minimise the sum of squared errors E(|U n −Û n | 2 ), and James and Stein [17] derived a better estimate. This result has been called Stein's paradox, since some saw in it the possibility of combining apparently unrelated problems. Half a century later, we can see that the result has not been used in this way. To quote an example used in 1973 [12] , the speed of light and the weight of hogs in Montana are not used to improve estimates of tea consumption in Taiwan. A more useful interpretation of the result is given by [33] , who frames it using Galton's 'regression to mediocrity' idea.
The second case is a compound decision problem where u i = ±1, and a decision is required on the sign of each so that the expected number of errors is minimised. Robbins [28] showed that a shrinkage estimator beats the simple approach of using the sign of the observations. He also suggested that for more general problems a decision rule could be formed from estimates of π(u).
Robbins called this approach empirical Bayes [29] , missing the opportunity for a more catchy name (the idea had previously been described as "an attempt to lift ourselves by our own bootstraps" [28] ). A distinction between empirical Bayes and compound decisions used to be made [10] , but the differences are largely ignored today [11] . It can be shown that the James-Stein estimator is also an empirical Bayes estimator [25] , so in some sense, Robbins anticipated
Stein's result.
Shrinkage estimates are now formed by many different statistical models.
For example, Bayesian linear models were partly motivated by the above results [22] , and ideas about the variance-bias estimation trade-off are applied by regularisation methods such as penalised likelihood. Two recent papers in this journal to use shrinkage estimates are [21] and [15] .
On the proposed approach
The problems in Sections 1 and 2.1 are quite similar. The most obvious difference is that in the first one the data and parameters are allowed to be multi-dimensional. But, there is also another difference that led Robbins to discard the ARMS prediction method [28] .
Robbins considered using an empirical distribution of the observed data as an estimate of π(u), but found that the estimate might be biased, with bias not tending to zero as n → ∞ ( [28] , p. 142). This is important for the compound decision problem because the observations from the random variables continue to arrive [30] .
However, the potential for such a bias may be less relevant for the problem described in Section 1 because the number of individual units is taken to be fixed.
The finite population of interest means that while there is theoretical interest in n i → ∞ with n fixed, there is none here in n → ∞ with n i fixed. Thus, the use of an empirical distribution based on the observed data to derive the ARMS prediction equation (2) may still have some merit in many real situations.
Estimating the random-effects distribution
The ARMS approach might be seen under an empirical Bayes umbrella, as another way to estimate π(u). In this section we explore how it compares to other estimation procedures.
Nonparametric models
The nonparametric maximum likelihood (NPML) estimate is a discrete distribution, with number of mass points k ≤ n [18] . One effect of this is that the integral in equation (4) for n fixed they should converge to the same distribution (but of course not when n → ∞ with n i fixed). This is true for the following reason. Firstly, the
will eventually maximise all n sums and hence the likelihood.
Several algorithms have been proposed for NPML estimation, including EM
and intra-simplex directional methods [20] and alternatives are still being developed, e.g. [34] . A practical issue is that computational complexity may sometimes increase exponentially with dimension of u i , because the number of parameters for the location of each mass point is equal to the dimension of u i .
A continuous distribution might be preferred to a discrete distribution if interest is in making predictions for new individuals. That is, when the underlying π(u) really is continuous. [19] consider a computationally efficient way to smooth non-parametric maximum likelihood estimates, but also note that NPML may still be competitive against correctly specified parametric distributions.
Another approach to smoothing the NPML estimate is to represent uncertainty on the distribution function π(u) as a probability distribution on the space of distribution functions, that is as a random probability measure. A Dirichlet process is commonly used [24] . This approach can sometimes be com-putationally intensive even for scalar u i , but simulation algorithms, such as Gibbs sampling, can be used to fit [23] .
Parametric models
It might be possible to choose a form p(u; θ) that provides an explicit form for the integral in equation (4) . In this case, the parameters θ might be estimated by maximising (4) with an unconstrained optimisation method, such as a quasi-Newton algorithm. Otherwise, the integral will need to be evaluated numerically. When Monte Carlo simulation is used and the likelihood is explored using an optimisation algorithm the approach is sometimes called simulated maximum likelihood; if an EM algorithm is used it has been called Monte Carlo EM [8] . Unfortunately, as n and the dimension of u i increase, the approach rapidly becomes unfeasible.
Direct prediction
The original proposal by [29] did not estimate π(u) and then to plug it in to Bayes' formula, but used an estimate for p( The direct approach has been followed by others, including [7] . Brown [5] showed how the Bayes estimate can sometimes be obtained by shrinking the estimate based on the individual's data by a term {∂p(y i )/∂y i }/p(y i ). This approach was exploited in [6] by using a kernel estimator for p(y i ).
Comparison with ARMS
Many ways may be used to estimate π(u), and it is clear that at least some of the above methods can perform better than π e (u). Morris notes that the main benefit may be from the richer model form, rather than the choice of shrinkage technique [25] . Indeed, the direct approach is partly motivated by the observation that it may be more practical and effective not to estimate π(u) [6] . We suggest that ARMS may produce shrinkage estimates that are not very different to those from more sophisticated and computationallyexpensive methods. In the next section we investigate this claim through some empirical examples.
Baseball
There has been some interest shown in using shrinkage estimates to predict individual-player baseball averages, including by [25] . The baseball prediction problem fits into the general framework of Section 1. There are n individuals, and each has been observed n i times, where the outcome y ij = 1 if the ball is hit, 0 otherwise. The objective is to predict the proportion of balls hit in the future, for each individual. Note that the number of individuals to be predicted is fixed, and the n i increase. In fact, the model and objective described in Section 1 provide a better description of the problem than the traditional compounddecision setup described in Section 2.
We next introduce the performance measures and shrinkage methods used, and then present the results.
Performance measures
Estimates of u i are evaluated in [13] using the sum of squared differences
2 with the observed proportion o i of hits for the rest of the season.
A performance measure is derived in [6] to more accurately measure the quantity
More precisely, setting the proportion of hits in the second half of the season r i as the ratio of the number of hits y (2) i and total at-bats n (2) i , then the measure is
whereû are the predictions, and T SE R stands for the total squared error for the proportion of hits R. We report T SE * R (û), which normalises T SE R (û) to be be 1.0 for predictions using individual maximum likelihood estimates, i.e.
the proportion of hits in the first three months.
An alternative performance measure is a Brier score [4] , which is often used to rank forecasting systems [16] . When an individual i has outcome y ij (0 or 1) and corresponding predictionû i the overall average Brier score
This seems (to us) to be a more sensible measure of overall model performance than the sum of squared differences
, or related quantities, because the Brier score weights each prediction equally, whereas the sum of squares implicitly downweights the individual predictions from the people with more observations.
To obtain standard errors on the performance measures, a non-parametric bootstrap was applied using 1000 bootstraps, resampling each individual's fitting and validation sets from their complete season.
Shrinkage methods
Individual MLEs, an overall mean and ARMS predictions were used. Note that the ARMS approach may be applied without modification when n i vary for i = 1, . . . , n, because the number of observations is automatically considered in the z ij term in equation (2) via the likelihood p(y i |u). For NPML predictions we used an EM algorithm on untransformed data and checked convergence using a stopping rule, and double-checked convergence by calculating the directional derivative [34] .
The Stein prediction approaches from [13] and [6] were taken. These stabilise the variance of observed proportions q i = ∑ ni j=1 y ij /n i through a transformation. An arc-sine transformation w i = arcsin(q i ) was used in [13] , with
This presentation of the transformation from [6] is slightly different from that presented in [13] , because it also caters for the case where the n i vary. [6] recommended an alternative transformation x i = arcsin √ ( ∑ ni j=1 y ij + 0.25)/(n i + 0.5) because it has better asymptotic control over bias. Stein predictions of the transformed variables are as [6] , their equation (4.17). Predictions using the w transformation are denoted Stein 1, those from the x transformation are Stein 2. We also applied the NPEB method described in [6] , using an x transformation.
Batting averages in 1970
The data and predictions are presented in Table 1 . The last column in the table records the proportion of balls hit in the rest of the season. All the methods shrink predictions relative to individual MLEs, the NPML predictions being shrunk the most, but the differences are small. Table 2 presents the results.
They are in line with [13] : the differences are small between the shrinkage methods. Further inspection of the performance measures for each individual i = 1, . . . , 18 show that no single shrinkage method is consistently lower than 
Batting averages in 2005
In the previous section the same, moderately large, number of observations is recorded on each of the players prior to prediction. The case where the n i vary is considered in detail by [6] using data from the 2005 USA baseball season.
We use the same data to consider predictions for the second half of the season. The performance measure results are in Table 3 . They show that the ARMS predictions are not beaten by others. ARMS also performs favourably in comparison with some other methods in Table 2 of [6] . Overall, this example shows that ARMS may again be competitive with more sophisticated methods.
The Stein 1 predictions [13] had a lower T SE * R than Stein 2 [6] . This ap- Table 3 : Performance measures for 2nd baseball data set, half-season predictions. Two overall mean definitions are used: the first (0.266) is the number of hits divided by the number of at-bats; the second (0.240) is the average of the MLEs. The second definition was used by [6] . 
T SE
Spatial-temporal precipitation prediction
Introduction
The baseball examples show that ARMS may produce predictions that are competitive with more sophisticated methods in a univariate setting. We stressed the computational advantages of ARMS over some other methods in Section 3, but, of course, Stein estimates are more computationally efficient than ARMS because they do not involve computation of the z ij matrix. The ARMS approach is more useful when analytical results are harder to come by, such as might be the case for more complex models for individual behaviour. One example is found in [2] , who used ARMS for predictions on the temporal pattern of individual withdrawals at automated teller machines (ATMs), taking the model p(y i |u i ) to be a self-exciting point process with 7 parameters. In other work, the withdrawal amounts were modelled using a multinomial model, and another one that incorporated a form of serial dependence [3] . For the multinomial model ARMS was compared against the use of a Dirichlet distribution for p(u; θ), a model that falls into the category described in Section 3.2.
The approach may also be applied when covariates a i are available for each individual, and conditional predictions are required. We assume that u i is independent of a i , that is P e (u i =û j |a i ) = P e (u i =û j ) = 1/n. Then we re-define z ij as
The resulting predictions on random variables or events C of interest are
We use this approach next to improve weather forecasts.
Data and methods
The data consist of n = 444 individual precipitation-monitoring stations, located over the North American Pacific Northwest. Measurements y ij were made at each station i over a two-year period of n i = 686 days in 2003-05.
The data used are available from http://www.stat.washington.edu/MURI/, and some of the methods previously applied to the data are in a computer package called ensembleBMA [14] for the statistical software R [27] . We review the approach to prediction with these data taken by [31] , in the context of ARMS.
Some 56% of the observations are missing, but they are treated as missing at random. There are also forecasts a ijk of precipitation made 48 hours in advance from k = 1, . . . , 9 separate computer models. [31] turned these deterministic predictions into probability densities by using a model for p(y ij |a ijk , u ijk ) with u ijk = u jk for i = 1, . . . , n. That is, the forecasts of y ij are covariates in a model where the same model parameters are taken for all stations. The u jk have dimension seven: three parameters are used in a logistic regression to model the probability of zero precipitation, and four are used through a gamma distribution to model the precipitation amount when it is not zero.
Parameters u jk for j = 31, . . . , 686 and k = 1, . . . , 9 were fitted in [31] by using the observations y ij and a ijk for i = 1, . . . , 444 from a sliding win-
and a superset is defined when a subscript is dropped,
The approach in [31] averages spatial heterogeneity in estimation, sinceû ijk is taken to beû jk for all i. They used an EM algorithm to estimate
k=1 θ jk = 1. Theθ are used to predict precipitation y ij at each site i and time point j through
The basic ARMS method does not average spatial differences across i, and uses
so that ∑ 9 k=1 z ijk = 1 for given i and j. The ARMS prediction that is equivalent to (6) replacesθ jk by averaging z ijk over i, that is by using
and so ∑ 9 k=1 z .jk = 1, for given j. Spatial effects will be present in the 'signal' a ij , but there might also be spatial differences in the performance of the weather forecasts across the recording stations. For example, for each time point j the computer model forecast a 1j1 might be best for station 1, but forecast a 2j9 best for station 2. Although such potential spatial differences are averaged in estimation, they might be used in prediction. One way to do this is to use
to make predictions of the form:
The ARMS version of prediction equation (9) is to use (7) in place of (8) . The difference between these definitions is that the random-effects distribution π (u) in (8) is taken to put mass θ jk on each pointû jk , rather than 1/9 as in (7). In the remainder of this section we compare the performance of using spatial versus averaged predictions, with the two choices for π(u). The approach is called Bayesian model averaging (BMA) in [31] . We call it xBMA to denote that the predictions do not take into account possible spatial differences; the ARMS equivalent is denoted xARMS. sBMA and sARMS are used for the predictions from equation (9) .
In this example xARMS does not really offer a substantial saving in computational cost over xBMA. The example is better viewed as a controlled attempt to compare any loss in performance from using the approximate approach to obtain weights in model averaging, rather than optimisation. That is, the only difference between the ARMS and BMA predictions that follow is the weights:
the model parameters are the same.
Results
Predictions for each method are formed from weighted sums. Table 4 shows the different weights assigned to the 9 computer model forecasts for two monitoring stations and time points. A similar table is found in [31] , and further details of the computer forecasts are given therein. The xBMA and xARMS pre- However, the predictions shown at the bottom of the table are broadly similar.
To assess the performance across the monitoring sites and predictions made through time we focus on assessing predictions about the probability of rain, using average Brier scores. Table 5 shows that xBMA and xARMS perform better than sBMA and sARMS, but that all do better than the top-performing single density prediction based on the United Kingdom Met Office (UKMO)
forecasts. It is tricky to obtain bootstrap estimates of standard errors of the Brier scores because of the temporal nature of the data. However, the difference between the methods may be further investigated by examining the performance for the i = 1, . . . , 444 monitoring stations in Table 6 . Reading along a row shows the percentage of monitoring stations in which the row label beat the column label under an average Brier score. It shows that no method outperformed the others all the time: even the worst performing overall TCWB forecasts did better than xBMA for some monitoring stations. The table also suggests that, for a given time point, performance is worse when the weights in the predictions are allowed to vary across the stations.
For an overall Brier score performance measure, it is not worth using ARMS to account for spatial effects beyond the information in the a ij terms. This might also be the case for more complicated models. A Gaussian model for spatial variability additional to that in the density predictions based on the UKMO deterministic forecasts was built by [1] . The model was evaluated in a similar manner to Table 5 and had a Brier score of 0.148, which is not an improvement over using the UKMO density predictions alone.
Remarks
The use of ARMS in this section shows a relatively simple way to investigate whether improvements may be gained through modelling spatial effects beyond the 'signal' a ij from deterministic computer forecasts. Under a Brier score for the data analysed, we found that it is not worth modelling additional spatial variability. This was also found in some other work using the same data set, but a more sophisticated model [1] . The result is likely to be because there is very little spatial heterogeneity in relation to the noise in the system. Applying such a model leads to a worsening in performance because the estimates for an individual monitoring site are better shrunk all the way to the mean.
The example also showed that predictions in which the random-effects distribution π(u) is taken to put mass θ jk on each pointû jk might perform slightly better than using equal weights 1/9. The latter approach has the benefit of not requiring optimisation. But, in the context of the general problem described in Section 1, fitting individual parameters and then estimating weights is an interesting extension to be investigated in future work.
Conclusion
In this article we have formalised a general shrinkage approach (ARMS) for repeated-measures data. Using some of the terminology from relevant previous work, the method might be described as approximate non-parametric empirical Bayes prediction. The main advantage of ARMS is that it is computationally feasible to apply to a range of problems, and that its shrinkage estimates might not practically differ from those obtained by more sophisticated methods. Two examples were presented to investigate the legitimacy of this claim.
In the first some baseball data with univariate random-effect binomial models were re-examined. The method was found to perform favourably in comparison with Stein and other empirical Bayes predictions. In the second example ARMS was applied to a spatial-temporal forecasting problem with multivariate random-effects, and was shown to provide a relatively easy way to check whether performance might be improved by modelling spatial effects.
In a famous piece of statistical folk lore, the Box-Jenkins forecasting procedure was variously compared to a Rolls Royce, or a racing car [9] . Following the automobile analogy, we do not claim that ARMS is the leanest, meanest Formula 1 car around: more sophisticated methods might do better in certain situations. However, it will usually have better predictive performance than the family hatchback of modelling individuals separately. ARMS is perhaps most akin to a Morris Mini Cooper S: it is a versatile vehicle that can take a few knocks in a range of environments without too much specialist training, and it will get you there relatively quickly.
