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Abstract
The self-consistent modeling of vacuum polarization due to virtual electron-positron fluctuations is of relevance for
many near term experiments associated with high intensity radiation sources and represents a milestone in describing
scenarios of extreme energy density. We present a generalized finite-difference time-domain solver that can incorpo-
rate the modifications to Maxwell’s equations due to vacuum polarization. Our multidimensional solver reproduced
in one dimensional configurations the results for which an analytic treatment is possible, yielding vacuum harmonic
generation and birefringence. The solver has also been tested for two-dimensional scenarios where finite laser beam
spot sizes must be taken into account. We employ this solver to explore different types of counter-propagating config-
urations that can be relevant for future planned experiments aiming to detect quantum vacuum dynamics at ultra-high
electromagnetic field intensities.
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1. Introduction
The prospects offered by ultra-intense laser sources
(in the infra-red (IR) or x-ray central wavelengths [1])
have triggered a renewed interest in Quantum Elec-
trodynamics (QED) and its impact on quantum pro-
cesses at a macroscopic scale, namely how such phe-
nomena can affect well studied interactions in the fields
of plasma and laser dynamics. The most relevant QED
processes in strong fields and high intensity laser inter-
actions have been explored in several reviews [2, 3, 4].
Among these effects, the second order QED process of
photon-photon scattering mediated by the vacuum fluc-
tuation of virtual electron-positron pairs has been a topic
of renewed interest motivated by several exotic con-
sequences [3, 5, 6, 7] that originate directly from the
original Heisenberg & Euler Lagrangian [8]. However,
many of these effects, such as the virtual polarization
of the vacuum, remain to be experimentally observed
with the use of ultra-high intensity laser physics. With
expected peak intensities up to 1023 − 1024 Wcm−2 to
be delivered by large scale facilities such as the Ex-
treme Light Infrastructure (ELI) [9], the VULCAN 10
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PW project [10], or the HERCULES laser upgrade [11],
the regime where these virtual fluctuations can be de-
tected in the laboratory is close to being within reach. In
particular, experiments are now being planned to study
the quantum dynamics of the vacuum [12, 13] by com-
bining ultra-intense optical lasers with x-ray lasers [14].
The increasing consensus regarding the importance of
quantum dynamics in the collective effects of many ex-
treme laser plasma systems has motivated the develop-
ment of novel numerical tools that couple the multiple
scales associated with the problem. Numerical codes
that simulate quantum radiation reaction [15, 16, 17]
and pair production effects [18, 19, 20, 21, 22], have
already made important predictions in extreme energy
density scenarios [22, 23, 24, 25]. We propose here a
method, different from the one suggested by Domenech
& Ruhl [26], to include the effect of vacuum polariza-
tion via the creation of virtual pairs, in multi-dimensions
and for a broad set of initial conditions. In particu-
lar, the properties of the algorithm proposed allow for
a fully self-consistently coupling between the dynamics
of relativistic particles, and respective ultra-high inten-
sity processes, with vacuum polarization effects.
These vacuum quantum effects can be integrated via
an effective nonlinear permeability and permittivity that
allows us to adopt a semi-classical approach. The ef-
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fects of the quantum vacuum can be important, not only
in scenarios involving high intensity electromagnetic ra-
diation, but also in extreme astrophysical environments
surrounded by near critical Schwinger magnetic fields
(neutron stars) where the propagation of electromag-
netic waves is modified [27, 28, 29].
The electron-positron pair vacuum fluctuations were
first taken into account by Heisenberg and Euler (HE)
who calculated the first full Lagrangian to all orders. In
the low field E  Es, low frequency ω  ωc limit of
the electromagnetic (EM) fields, the leading corrections
of the standard Maxwell Lagrangian density [8] can be
written as
L = ε0F + ξ(4F 2 + 7G2), (1)
where the Compton frequency is given by ωc = mec2/~,
the Schwinger critical field Es = m2ec
3/e~, and the EM
invariants F = E2 − c2B2 and G = ~E · ~B. The nonlinear-
ities coupling parameter is
ξ =
2α2ε20~
3
45m4ec5
(2)
This parameter weights the relative importance of the
quantum corrections compared to the classical fields
and vanishes in the limit ~ → 0. Calculating the Euler-
Lagrange equations for the electromagnetic fields, we
obtain a set of modified Maxwell equations [6]
~∇ · ~D = 0 (3a)
~∇ · ~B = 0 (3b)
~∇ × ~H − ∂~D
∂t
= 0 (3c)
∂~B
∂t
+ ~∇ × ~E = 0 , (3d)
with
~D = 0 ~E + ~P (4a)
~B = µ0 ~H + µ0 ~M, (4b)
or
~D =
∂L
∂~E
~H = −∂L
∂~B
. (5)
In this approach, the effect of the quantum dynamics,
arising from vacuum fluctuations modifies Ampe`re’s
law by a nonlinear vacuum polarization, ~P, and mag-
netization, ~M, given by
~P = 2ξ
[
2(E2 − c2B2)~E + 7c2(~E · ~B)~B
]
(6)
~M = −2ξc2
[
(2(E2 − c2B2)~B − 7(~E · ~B)~E
]
. (7)
This semi-classical formulation effectively treats the
vacuum as a nonlinear medium, being relevant when the
EM invariants are non zero. In this paper, we present
an algorithm to solve the nonlinear set of corrected
Maxwell’s equations in a self-consistent manner. This
algorithm is second order accurate in time and in space.
Due to its design, a key feature of the algorithm is that
it can be seemingly incorporated into massively parallel
fully relativistic electromagnetic particle-in-cell codes
such as OSIRIS [30]. This will allow for studying self-
consistently scenarios where charged particles are also
present in the system, and this will be explored in future
publications.
This paper is organized as follows. In section 2,
we describe the numerical algorithm, a generalization
of the Yee algorithm, that solves Eqs.(3a-6) in multi-
dimensions. The one-dimensional results are repre-
sented in section 3, including a detailed comparison be-
tween the simulations and analytical models for several
physical mechanisms including vacuum birefringence.
In section 4, multi-dimensional results are displayed as
an illustration of the method, with an emphasis on har-
monic generation and finite beam effects. Finally in sec-
tion 5 we state the conclusions.
2. Numerical Algorithm
In this section we first provide a description of the
algorithm, followed by a detailed discussion of the im-
portant aspects of the field interpolation. The stability
of the algorithm is also considered.
2.1. Description
A standard finite-difference time domain (FDTD)
method to solve Maxwell’s equations is the Yee Algo-
rithm [31]. The Yee scheme solves simultaneously for
both electric and magnetic fields by solving Faraday’s
and Ampe`re’s law, respectively. The explicit linear de-
pendence of Maxwell’s equations on the fields allows
the field solver to be centered both in space and time
(leap frog scheme), thus providing a robust, second or-
der accurate scheme without the need to solve for simul-
taneous equations or matrix inversion [32]. Moreover,
the efficiency and simplicity of the Yee scheme allow an
easy incorporation into numerically parallel PIC codes.
To solve the QED Maxwell equations, a modified Yee
scheme was developed to address the two main diffi-
culties which arise from the nonlinear terms. Firstly,
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all fields must be evaluated at all grid positions as op-
posed to spatially staggered fields. This permits to ac-
curately evaluate quantities such as the EM invariants
F and G, since a given component of the nonlinear po-
larization and magnetization vectors now fully couples
all other field components as can be understood from
Eqs.(6-7). This is a significant obstacle regarding the
essence of the Yee scheme since the algorithm may no
longer be correctly spatially centered. Secondly, the
temporal derivative of the nonlinear polarization term
in Ampe`re’s equations prevents each electric field com-
ponent to be advanced in a straightforward manner as it
requires the knowledge of future quantities. This is eas-
ily understood through the discretization of the modified
Ampe`re’s law in one dimension
− 1
µ0
Bn+1/2z i+1/2 − Bn+1/2z i−1/2
∆x
+
Mn+1/2z i+1/2 − Mn+1/2z i−1/2
∆x
=
= ε0
En+1y i − Eny i
∆t
+
Pn+1y i − Pny i
∆t
, (8)
where the indices n and i denote the temporal and spatial
positions, respectively. Usually, one would isolate the
electric field term of temporal index n + 1 to advance
this field in time. However, to calculate this component
one must know the polarization at time step n+1, which
is a nonlinear function of all other fields at the new time
step. The latter difficulty served as the main motivation
to develop the modified Yee scheme proposed here. The
scheme is illustrated in Fig.1 for a time step ∆t:
– we begin by advancing the fields using the standard
Yee scheme (i.e. without accounting for the po-
larization and magnetization of the vacuum). This
setup allows us to obtain predicted quantities for
the values of the fields at the new time. This
approach is based on the standard technique of
the predictor-corrector method, where the linear
Maxwell equations are solved as the zeroth order
solution to the fields;
– the predicted field values are then interpolated at
all spatial grid points using a spline interpolation
method thus allowing to calculate quantities such
as the EM invariants and respective polarization
and magnetization of the vacuum, to lowest order;
– the polarization and magnetization are then used
to advance the electric field via the modified
Ampe`re’s law;
– the convergence loop re-injects this new electric
field value back into the polarization and magne-
tization source terms to refine these quantities and
Linear Yee scheme
(predicted quantities)
Recursive loop
for convergence
Advance     field with
nonlinearities
(modified Ampère)
Interpolate fields
in space
Compute
EM invariants
Advance     field
(modified Faraday)
Compute polarisation 
and magnetisation
Figure 1: Full loop of the modified Yee scheme
re-calculate the electric field iteratively. This loop
is reiterated until the electric field converges to a
value within the desired accuracy;
– after convergence is achieved, Faraday’s law is ad-
vanced one time step, identically to the linear Yee
scheme, benefiting from the fact that the electric
field values being used are self-consistent with the
QED corrections.
It must be emphasized that this method is only valid
as long as the effects of the polarization and magneti-
zation of the medium are small compared to the non-
perturbed propagation of the fields given as solutions
to Maxwell’s equations in classical vacuum. This con-
dition is automatically satisfied for realistic values of
electromagnetic fields available in current, or near fu-
ture, technology. In this regime, the QED theory is
valid since the Schwinger field, around which sponta-
neous pair creation (Schwinger effect) becomes non-
negligible, corresponds to an electric field of Es ∼
1018V/m, whereas ambitious laser facilities aim to push
available intensities to the 1023 − 1024 W/cm2 (E ∼
1015V/m) range. The order of the ξ parameter in
Eqs.(2,6,7) clearly helps to ensure the validity of the
method. Therefore, this scheme highly benefits from the
fact that the nonlinear QED corrections of the vacuum
are perturbative in nature. The convergence loop can be
seen as a Born-like series since for every re-insertion of
the fields back into the nonlinear source term, there is a
gain in accuracy of one order in the expansion param-
eter to the result. The algorithm proposed here solves
Ampe`re’s law by treating the nonlinear corrections as a
source term, in an iterative manner,
~∇ × ~B − ∂t ~E = ~S NL[E, B], (9)
where ~S NL = ~∇ × ~M + ∂t~P. From this discussion and
Eq.(9), we can conclude that this generalization of the
Yee scheme can be extended beyond the framework of
QED corrections to the vacuum as it is valid to solve
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Maxwell’s equations in any nonlinear medium provided
that the polarization and magnetization are given and
that their order is such that they can be treated as a
perturbation. This possible generalization enhances the
range of applicability of our algorithm. Furthermore,
the inclusion of a current in the algorithm (J , 0 in
Ampe`re’s law) can be done, both within a PIC frame-
work or for a macroscopic field dependent current by
including the current term in the initial standard Yee
scheme loop where the predictor quantities are com-
puted. This is another key feature regarding the abil-
ity to couple our proposed generalized Yee solver to the
PIC framework, of paramount importance to model sce-
narios where charged particles (even in small numbers)
are present.
2.2. Interpolation of the fields
The algorithm requires that all fields are calculated at
the same spatial positions. When considering the spa-
tial interpolation of the self-consistent fields given by
the Yee Algorithm we found a clear asymmetry between
interpolating the electric field at the magnetic field po-
sition or vice-versa in terms of the precision of the EM
invariant E2 − B2 for both cases. Since a plane wave
is a trivial solution of the QED Maxwell equations, the
invariants calculated in the simulation should be identi-
cally zero [33]. Figure 2 shows the distribution of the
EM fields within a two-dimensional Yee grid cell. We
found that all the standard interpolation schemes yield
invariants with much greater precision at the lower left
corner of the cell compared to the other positions. This
difference in precision was found to be of two orders of
magnitude when tested for a plane wave in 1D, which
can affect the stability and precision of the code. The
reason for this artefact is due to the way that the fields
are initialized within the simulation domain. In partic-
ular, the fact that the electric and magnetic fields must
be initialized with a shift both in space and time, cre-
ates an asymmetry between interpolating a field to the
corresponding position of the other field, even if this in-
terpolation is done in a centered manner. The solution
we have adopted to address this problem is to calculate
all the fields at the cell corner where the invariants are
known to be of higher precision. For instance, the Bz
component at the left corner of the cell becomes
Bz i, j = I(Bz i+ 12 , j+ 12 , Bz i− 12 , j+ 12 , Bz i+ 12 , j− 12 , Bz i− 12 , j− 12 ),
where I is an interpolation function. Once all fields are
calculated at the (i, j) positions, we can compute the in-
variants at these positions and then re-interpolate these
2D grid
Figure 2: Position of the electric and magnetic field vector compo-
nents within a 2D cell of the Yee lattice.
invariants directly to the other grid cell points in a simi-
lar fashion. The correct calculation of the EM invariants
is necessary in order to evaluate the nonlinear polariza-
tion and magnetization of the vacuum via Eqs.(6,7)
2.3. Numerical Stability
The method adopted to study the numerical stabil-
ity of the QED polarization solver follows the stan-
dard mode analysis [32]. With the linear Yee scheme,
the one-dimensional numerical dispersion relation for a
plane wave propagating on a grid with spatial and tem-
poral resolution ∆x and ∆t respectively is [32]
ω0 =
1
∆t
arccos
1 + (c∆t∆x
)2
(cos(k∆x) − 1)
 . (10)
A notable case is when ∆t = ∆x/c for which Eq.(10)
reduces to the EM dispersion relation for a plane wave
in vacuum, ω0 = ck. To study the stability of the new
set of QED-corrected Maxwell’s equations using this
method, a self-consistent numerical dispersion relation
was derived. Due to the non-linearity of the equations,
the new dispersion relation can be written as(
c∆t
∆x
)2
sin
(
k∆x
2
)2
−sin
(
ω∆t
2
)2
= ξE20FNL(ω, k,∆x,∆t),
(11)
where E0 is the amplitude of the wave and FNL is a
nonlinear function of ω, k, and the spatial and tempo-
ral steps. In the classical limit ξ → 0 the RHS goes to
zero and the dispersion relation reduces to Eq.(10). A
numerical plane wave propagating via our QED solver
will therefore obey Eq.(11).
For a numerical plane wave the EM invariant ~E · ~B is
identically zero, whereas the invariant E2 − B2 will not
vanish identically due to finite spatial resolution and the
fact that the fields must be interpolated in space to eval-
uate the invariants, as already discussed above. There-
fore, the amplitude of this EM invariant depends on the
interpolation method and grid resolution. We calculate
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this dependence by evaluating E2 − B2 at a given grid
point, taking into account that a correct centering in
space implies one of the fields must be interpolated to
the position of the other (in this case the B field, using
linear interpolation). This yields
Inv(k, ω) = E20
[
1 − sin
2(k∆x/2)
sin2(ω∆t/2)
cos2
(
k∆x
2
)]
. (12)
Where Inv(k, ω) represents the Fourier amplitude de-
fined by Inv(k, ω) = (E2−B2)(k, ω) This expression was
compared to the results extracted from one-dimensional
simulations. Figure 3 shows a comparison between
Eq.(12) and simulations with several seeded k modes
and with ξE20 = 10
−4 , ∆t = 0.98∆x and ∆x = pi/100.
The simulation points agree with the trend presented by
0 10
100
10-1
10-2
10-3
10-4
20 30 40 50
Theory (eq. (11))
Simulation
Figure 3: Amplitude of EM invariant E2 − B2 as a function of the
seeded k mode for a resolution ∆x = pi/100, ∆t = 0.98∆x and ξE20 =
10−4. Simulation results in blue are compared to Eq.12 in red.
the theoretical curve. This result shows that Eq.(12) pro-
vides an upper bound to the interpolation error when
seeding a particular k mode. In particular, the results
show that for higher wave numbers, up to the resolution
limit, the order of magnitude of the invariant amplitude
increases, tending towards unity. One shall therefore
limit the simulations to low k modes in order to insure
the smallness of the invariants.
The stability of the QED Yee solver, i.e., the nonlin-
ear dispersion relation, Eq.(11) was solved using three
methods: a numerical solution, an analytical solution
through the linearization of the system via the ansatz
ω = ω0 + δω with δω  ω0, and finally by estimating
the growth rate of the maximum mode allowed by the
grid resolution i.e. k∆x = pi. The results are shown in
Fig. 4 for simulations performed with a grid resolution
of ∆x = 0.0314, ∆t = 0.98∆x and ξE20 = 10
−4. One
can verify in Fig.4 that the analytic solution is in ex-
cellent agreement with the numerical integration. The
2.5
2.0
1.5
1.0
0.5
0
Approximate expansion of eq. (10)
Maximum growth rate, eq. (12)
Numerical solution of eq. (12)
0 20 40 60 80 100
Figure 4: Imaginary part of solution of nonlinear dispersion relation,
Eq.(11), as a function of k mode, calculated using three different meth-
ods. Simulation parameters used were ∆x = 0.0314, ∆t = 0.98∆x and
ξE20 = 10
−4.
maximum growth rate is given by
Im(δωmax) '
2ξE20
√
8ε
∆t
, (13)
where ε = 1 − ∆t
∆x . The maximum growth rate predicted
theoretically by Eq.(13) serves, therefore, as an accu-
rate rule-of-thumb criterion to understand how unstable
a given simulation setup may be. Finally we took the
solution of the perturbative expansion and studied the
limit for small k values, which yields
lim
k∆x→0
Im(δω) =
1
4
ξE20(k∆x)
5
∆x
. (14)
Eq.(14) suggests that the smallest k modes will be the
ultimately stable as not only does the growth rate scales
with the small quantity ξE20, but also due to the power
law applied to the small value of k∆x. This is an im-
portant result since, in principle, the low k modes, for a
given grid resolution, are those that will be seeded for a
simulation setup.
These theoretical predictions were compared with
one-dimensional simulations by extracting the growth
rate of a given k mode in the simulation domain, the
results are shown in Fig.5. The growth rate was ex-
tracted from the Fourier spectrum of the simulations for
different values of ξE20. Figure 5 shows a close agree-
ment between the maximum growth rates extracted and
Eq.(13). Our theoretical analysis shows that the growth
rate of the most unstable mode scales linearly with ξE20.
Furthermore, we performed simulations under the same
conditions, varying only the seeded k mode and verified
that this does not affect the growth rate of the most un-
stable high k modes. Instead, it is the amplitude of the
5
10-5 5 x 10-5 10-4 5 x 10-4 10-3 10-25 x 10-3
100
10-1
10-2
10-3
Simulation
Theory (eq. (12))
Figure 5: Comparison between maximum growth rate extracted from
simulation with theoretical prediction calculated from the nonlinear
dispersion relation. The Figure shows how this growth rate varies as
a function of ξE20 , which measures the importance of the nonlinear
quantum vacuum corrections. The simulation parameters used were
∆x = 0.0314,∆t = 0.98∆x and a seeded kseed = 1.
seeded mode that affects the growth rate of the higher
k modes by nonlinear coupling. It is possible to de-
rive a criterion for the time at which the seeded field
starts to be strongly deteriorated by the growing numer-
ical noise, by assuming this blow-up occurs once the
amplitude of the fastest growing k modes δE˜ (initially
this amplitude is at the numerical noise level, and can
be measured from the initial spectrum of the fields in
the simulation), become of the order of the initial seed
amplitude. This criterion yields,
tblow ∼ ∆t√
ε
1
ξE20
log
( E0
δE˜
)
. (15)
For realistic values of ξE20, this time is far greater than
any simulation setup one may wish to perform.
3. 1D Results
A thorough benchmark of the functionality and ro-
bustness of the algorithm may only be gained by com-
paring simulation results with analytical results in 1D
simplified cases. One dimensional scenarios provide ex-
cellent opportunities to test the code against analytical
predictions. The two cases we present here are the vac-
uum birefringence in the presence of a strong static field
and counter propagating plane waves. Whilst the first
case is well studied in the literature [34, 35], the sec-
ond case requires a finer analytical work, yielding nev-
ertheless the well known result of generation of higher
harmonics due to the nonlinear interaction as shown in
[36, 37, 38] in different setups and physical regimes.
The true physical value of the parameter in normalized
units of the simulation is ξ ∼ 10−17 for an optical fre-
quency. Simulations were performed with artificially
increased values of the ξ parameter in order to better
illustrate the method proposed here. This does not al-
ter the physical relevance of the results. Rather, this is
simply a re-scaling of a constant in order to highlight
the effects in a clearer way. Finally, in all the results
presented in this section, the units were normalized to
the characteristic laser frequency, ω0 and wave number
used in the simultions, k0. The normalizations are thus
t → ω0t and x → k0x. These normalizations of space
and time define the normalizations used for the fields,
i.e: E → eE/mcω0 and B→ eB/mcω0.
3.1. Vacuum Birefringence
The birefringence of the vacuum is a thoroughly stud-
ied setup of great experimental interest to explore the
properties of the quantum vacuum [39, 40]. A one di-
mensional wave packet traveling in the presence of a
strong static field will experience a modified refractive
index of the vacuum due to the HE corrections. To ob-
tain an approximate analytical expression, one assumes
that the strong background field remains unperturbed by
the nonlinearities. This motivates the following ansatz
for the solution of modified Maxwell’s equations
~E = ~Ep(x, t) + ~Es, 3 (16)
where ~Ep and ~Es represent the electromagnetic pulse
and the static fields, respectively and Ep  Es. In-
serting Eq.(16) into the QED Maxwell’s equations and
keeping only the dominant terms in the polarization and
magnetization, one obtains the following refractive in-
dices:
n‖ =
(
1 + 6ξE2s
1 + 2ξE2s
)1/2
, (17)
n⊥ =
(
1 + 2ξE2s
1 − 5ξE2s
)1/2
, (18)
where the parallel and perpendicular directions refer to
the direction of the probe polarization when compared
to the static field. In the case of a constant externally im-
posed magnetic field, the expressions of the indices are
swapped [35] (the value of perpendicular index takes the
value of the parallel index and vive versa). Notice that
the product ξE2s appears as a relevant quantity. This is a
recurring property of several setups. It must be ensured
that this product is a small quantity, both for the validity
of the theoretical framework but also from the algorithm
point of view. This quantity controls whether the cor-
rections to the unperturbed fields are small or not, a cru-
cial feature for the stability of algorithm as already dis-
cussed. It is worth mentioning that the effective vacuum
6
indices only depends here on the external imposed field
to the order considered. Bialynicka-Birula [41] showed
that if one considers the HE Lagrangian to all orders,
a wave will experience, in addition to the external field
effects, self-interaction. The dependences of the index
of refraction on the wave field will result in higher har-
monics generation, which will eventually alter the shape
of the wave pulse along the propagation.
The simulation setup consists of a strong static elec-
tric field of 10−3Es aligned along the y direction and a
Gaussian EM pulse propagating in the x direction and
polarized in the y − z plane. The central wavelength of
the EM Gaussian pulse is 1 µm and its duration 5.6 fs.
Figure 6 shows two simulations for the same pulse after
propagating once through a periodic box. In one case
the propagation is in the classical vacuum, whereas the
QED solver is used in the other. Qualitatively, the dif-
ference in propagation distance and the reduced electric
field amplitude is consistent with the theory of a pulse
traveling in a refractive medium. To test the accuracy
of the algorithm this same setup was run for different
values of the product ξE2s for both the parallel and per-
pendicular setup. The difference in phase velocity be-
tween the two pulses allows to extract directly the quan-
tum vacuum refractive indices and to compare with the
analytical predictions of Eq.(17)-Eq.(18). The results
are shown in Fig. 7(a) and Fig.7(b) where an excellent
agreement between simulation and theory is found.
The effects of the quantum vacuum on the propaga-
tion of light wave requires a very strong static electrical
field that is unlikely to be produced in the laboratory.
However it has been suggested a long time ago, for ex-
ample by Brezin and Itzykson [35], that high intensity
oscillatory fields with frequency small compared with
the wave frequency might play the role of an external
field. This is nowadays the aim of various experiments
based on the interaction between a counter-propagating
ultra-intense optical pulse and a low-amplitude x-ray
probe pulse [4, 13]. It should emphasized that there
are differences in the signal of vacuum birefringence
for finite times, between having an eternally-constant
background (as in the case of this section) and the limit
of an adiabatically-evolved, quasi-static background as
shown by Dinu [42, 43].
3.2. Counter-propagating plane waves
Considering a 1D periodic box with two counter-
propagating plane waves polarized in the y direction,
with the same frequency and amplitude, we can test how
this interaction, which would normally result in a stand-
ing wave, is modified in the presence of the HE nonlin-
earities. This example also serves as an ideal benchmark
with QED NL
without QED NL
0 20
1001.5
1001.0
1000.5
999.5
1000.0
40 60 80 100
Figure 6: 1D Gaussian pulse after an entire propagation over a peri-
odic box in the presence of a strong static field, with (blue) and with-
out (red) QED nonlinearities
for the accuracy and stability of the code, provided an
exact analytic result can be obtained.
The theoretical analysis to address this scenario is
similar to a Born series of partial waves as performed
by Bohl et al. [36]. Assuming that the (one dimen-
sional) solution of the QED Maxwell’s equations are of
the type
E = E(0) + E(1) + E(2) + ... (19)
B = B(0) + B(1) + B(2) + ... , (20)
where E(0) and B(0) are the unperturbed standing wave
fields given by E(0) = E0 [cos(x − t) + cos(x + t)] and
B(0) = B0 [cos(x + t) − cos(x − t)] whilst the remaining
terms are successively higher order corrections to the
standing wave fields, weighted by an expansion param-
eter to be identified. The electric and magnetic fields are
aligned with the y and z axis, respectively. Starting from
the modified Maxwell’s equations and inserting Eq.(19)
and Eq.(20) as the expressions for the fields, we arrive
at the wave equation for the first order correction to the
electric field E(1)
 E1 = S 1(x, t), (21)
where is the d’Alembert operator and the source term
S 1 = −∂t∂xM + ∂2t P. Inserting in the source term, the
zero order field, i.e. P,M = f (E(0), B(0)), we arrive at
S (1)(x, t) = 16ξE30 cos(t) cos(x)
× [3 cos(2t) − cos(2x)] (22)
This source term only accounts for the unperturbed
fields being inserted into the nonlinear polarization and
magnetization. The formal solution of this equation is
given by the convolution between the source term and
7
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Figure 7: (a) Phase velocity (c = 1) of probe pulse with polarization
parallel to Es, (b) Phase velocity (c = 1) of probe pulse with polariza-
tion perpendicular to Es, both as a function of ξE2s parameter
the Green’s function of the one dimensional wave oper-
ator [44],
E(1)(x, t) =
∫ L
0
∫ t
0
dt′dx′G(x, x′, t, t′)S (x′, t′) (23)
where the Green’s function is
G(x, x′, t, t′) =
1
2
H
[
(t − t′) − |x − x′|] . (24)
The modified electric field reads
E(1)(x, t) = −2ξE30 sin(t) cos(x)
× [2 sin(2t) (cos(2x) − 2) − 4t] . (25)
We notice that the relative amplitude between E(1) and
the unperturbed field amplitude is proportional to ξE20
showing again that this perturbative treatment is valid
as long as ξE20  1. More specifically, the corrected
field exhibits a secular growth term modulated by an
oscillating term. This term is dominant for t  ω−10
and should be interpreted as a phase shift due to the in-
duced birefringence of one wave to the other. The total
field for t  ω−10 reads E ' E(0) + 8ξE30t sin(t) cos(x).
Using the trigonometric identity a cos(x) + b sin(x) =
0 2
102
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Figure 8: Spatial Fourier transform of electric field with and without
QED NL present. The generation of odd higher harmonics can be
observed in blue.
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Figure 9: Temporal evolution of k0 Fourier mode of the subtracted
electric field
√
a2 + b2 cos(x − arctan(b/a)), one can write the total
corrected field as
E ' E0 [cos(x − t/n) + cos(x + t/n)] (26)
n−1 = 1 + 4ξE20, (27)
where n is the modified refractive index induced by the
interaction of the two waves. Taking the spatial Fourier
transform of E(1), we verify that the fundamental mode
k = k0 is corrected by a secular term and the appearance
of an harmonic at 3k0. Defining the Fourier transform
of E(x, t) as E˜(k, t), we obtain
E˜(1)(k0) = ξE30 sin(t) [4t + 3 sin(2t)] , (28)
E˜(1)(3k0) = −ξE30 sin(t) sin(2t). (29)
The third harmonics correspond to two waves, cos[3(x+
t)] and cos[3(x − t)], propagating with the initial zeroth
order field. The next order correction to the field E(2),
reveals a correction to the k0 mode growing as t2, a sec-
ular 3k0 harmonic and an oscillating 5k0 harmonic. Re-
peating this process to higher orders, we can show that
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this nonlinear interaction generates odd higher harmon-
ics from vacuum with the relative amplitude between
these harmonics obeying the ordering
E˜(k = 2n + 1) = (ξE20)
nE˜(k0). (30)
However it should be emphasized that a rigorous treat-
ment of higher harmonics (beyond the first order cor-
rection) should take into account additional terms in
the expansion of the Heisenberg and Euler Lagrangian
for weak fields (E < Es). As shown by Bohl et al.
[36], purely four-photon scattering (first order term of
the Euler Heisenberg Lagrangian) allows the generation
of higher harmonics in the counter propagating setup.
However the contribution from this twice-iterated pro-
cess scales as (ξE20)
2E0, which when compared to the
leading contribution to the fifth harmonic from six pho-
ton scattering is suppressed by a factor or ξE2s .
Our analytical predictions were compared with the
results of the QED solver using field amplitude of E0 =
0.025Es, λ0 = 1 µm plane waves and ξ = 10−9, such that
the higher harmonics can be accurately resolved above
the numerical noise. The spatial Fourier transform of
the fields at a certain time is shown in Fig. 8 for two sim-
ulations, with and without the self-consistent inclusion
of HE corrections. We observe that when the nonlinear-
ities are present, the odd higher harmonics are gener-
ated with a relative amplitude that matches the ordering
given in Eq.(30). In order to compare the simulation re-
sults with Eqs.(28,29), we subtracted the classical vac-
uum electric field to remove the zeroth order standing
wave contribution, and performed the Fourier transform
of this subtracted field. Finally, we tracked the tempo-
ral evolution of the amplitude of the k0 mode in Fourier
space and compared it with Eq.(28). Figure 9 shows
the temporal evolution of E1(k0). The simulation shows
an excellent agreement with the theoretical predictions
for many laser cycles, ensuring that the algorithm is ro-
bust. Despite the one dimensionality of this example, a
setup of counter-propagating beams is of great interest
for planned experiments at extreme high intensity laser
facilities, as outlined in [45].
4. 2D Results
In order to illustrate this algorithm in multi-
dimensions, two setups were investigated in 2D: the
counter propagation of two Gaussian pulses interacting
at the focal point, and the perpendicular interaction of
two Gaussian pulses focused at the same point. For
these setups, a consistent analytical treatment becomes
cumbersome especially due to the self-consistent treat-
ment of both the transverse and longitudinal component
40
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100
Figure 10: Initial setup of Gaussian pulses. Both pulses are polarized
in the x2 direction and will focus in the center of the box.
of the pulses. A quantum parameter of ξ = 10−7 was
used for the sake of providing illustrative examples.
4.1. Interaction of paraxial beams: counter propagat-
ing setup
In the first setup two λ = 1µm laser beams with a nor-
malized vector potential a0 = eE0/mcω0 = 50 (which
corresponds to laser electric field at the focus of E0 '
10−4Es) and duration of 25 fs were counter-propagated
and interacted in the presence of the QED nonlineari-
ties. Both beams had a focal spot of W0 = 4µm. Fig-
ure 10 shows the transverse electric field of the laser
beams before interaction at t = 0, Fig.11-(a) the spa-
tial Fourier transform of the beams with ξ = 0 (classical
limit) and in Fig. 11-(b) the Fourier transform of the
electric field after the interaction (asymptotic state) in-
cluding the HE corrections. As shown in Fig. 11-(b),
after the interaction odd higher harmonics are also gen-
erated as in the 1D case, with relative amplitudes consis-
tent with Eq.(30). However, in this case the harmonics
generated have the same Gaussian behavior as the un-
perturbed pulses and attain a greater spread in Fourier
space after the interaction. After the pulses have spa-
tially overlapped, the harmonics propagate and leave an
imprint of the nonlinear interaction, that co-propagates
with the original beams.
4.2. Interaction of paraxial beams: 90◦ setup
The second setup shown in Fig. 12 comprises two op-
tical Gaussian pulses interacting at 90◦. The two laser
beams possess the same parameters: a0 = 100, a wave-
length of 1µm, a focal spot W0 = 4µm, a duration of
25 fs. The advantage of this setup is the vast amount of
9
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Figure 11: Spatial Fourier transform of the electric field, (a) after the
interaction but when QED corrections are absent, (b) after the inter-
action with self-consistent inclusion of the quantum corrections. The
third harmonic and small distortion of the main mode can be observed.
harmonics generated during the interaction of the two
pulses. Before discussing the results of the simulations,
the reader can develop a valuable intuition of the gener-
ated harmonics by carefully computing the electromag-
netic invariants and the associated vacuum polarizations
for paraxial beams.
The theory of paraxial electromagnetic fields has
been developed by Davis [46] with a simple method
that allows to find a formal solution of a light beam
propagating in classical vacuum. The formal solution
is based on an expansion in powers of a small param-
eter s = W0/lr = 1/kW0 where W0 is the beam waist
and lr = kW20 the Rayleigh or diffraction length. For the
special case of a two-dimensional beam, varying as eiω0t
propagating in the x direction and polarized in the y di-
rection, the non vanishing components up to the second
80
60
20
0
40
200
250
300
150
50
0
0 50 100 150 200 250 300
100
Figure 12: Electric field setup for two Gaussian pulsed travelling in
perpendicular directions but focusing on the centre of the simulation
box.
order in s are
Ey = E¯y e−ikx + c.c.
Ex = E¯x e−ikx + c.c. (31)
Bz = B¯z e−ikx + c.c,
with
E¯y = −ik
[
Ψ0 + s2
(
Ψ2 +
∂2Ψ0
∂η2
)]
E¯x = −ks∂Ψ0
∂η
(32)
B¯z = −ik
[
Ψ0 + s2
(
Ψ2 +
∂Ψ0
∂ζ
)]
,
where ω0 = kc, x = ζlr, y = W0η and
Ψ0 = A0e−(t−x/c)
2/2σ2 e−i(P+Qη
2) (33)
Ψ2 = iQ(2 + Q2η4)Ψ0 (34)
Q =
1
i + 2η
. (35)
iP = − log(iQ) (36)
and σ the typical duration of the beam, a0 = eA0/mc2
the Lorentz invariant parameter which measures the
magnitude of the field. Whereas Gaussian paraxial
beams are usually described up to the first order in s
[47, 48], the inclusion of the second order terms for the
transverse components are essential to calculate accu-
rately the electromagnetic invariants which consist of
a sseries of terms proportional to (kA0)2, s(kA0)2 and
(skA0)2. In our setup, we refer to the index 1 for the
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pulse propagating in the x direction with wavenumber
kx and to the index 2 for the pulse propagating in the
y direction with wavenumber ky. The electromagnetic
fields for the pulse 2 can be found by rotating by 90◦
the fields describe. The non vanishing invariant is
F = E2 − c2B2 (37)
= Fx + Fy − c2Fz,
where Fx = (Ex1 + Ex2)2, Fy = (Ey1 + Ey2)2, and
Fz = (Bz1 + Bz2)2. In order to highlight the harmon-
ics generated during the interaction of the two pulses,
we use the simplified notation ei(nkx x+mkyy) = (n,m) with
n,m ∈ Z. In Fourier space, the invariant is symmetric
with respect to the kx and ky axes and we can thus just
consider for sake simplicity one quadrant of the k space.
Keeping only the terms for which kx, ky > 0, the polar-
ization calculated at the first order ~P = 4ξF ~E reads
Px = P¯x10(1, 0) + P¯
x
01(0, 1) + P¯
x
03(0, 3)
+ P¯x30(3, 0) + P¯
x
12(1, 2) + P¯
x
21(2, 1) (38)
Py = P¯
y
10(1, 0) + P¯
y
01(0, 1) + P¯
y
03(0, 3)
+ P¯y30(3, 0) + P¯
y
12(1, 2) + P¯
y
21(2, 1). (39)
The full expression for the invariants Fx,Fy,Fz and the
polarisation coefficient P¯xi j, P¯
y
i j can be found in the ap-
pendix.
The time at which the interaction is the strongest oc-
curs at the full overlap of the two pulses, ω0t = 100.
The Fourier transform of the polarisation Px at that time
is shown on Fig. 13(a). The harmonics predicted the-
oretically in Eq.(38) can be readily identified as well
as new harmonics such as P¯x23 or P¯
x
32 that result from
highest order coupling. The first order harmonics of
largest amplitude are P¯x10, P¯
x
12 (four others are just the
symmetric harmonics with respect to the kx and ky axis)
and are proportional to ξ(kA0)3 whilst P¯x01, P¯
x
21 scale as
ξs(kA0)3. The harmonics of lowest amplitude P¯x30 do
not arise from the interaction of the two pulses but from
their self-interaction are thus proportional to ξ(skA0)3.
A more precise comparison between the simulation and
the first order theoretical harmonics of the polarisation
Px is shown on Fig. 13(b1-b2-b3-c1). One notes the
very good agreement both for the respective amplitude
of the harmonics and their shapes in Fourier space. The
theoretical calculation of the the first order fields can
be carried out by convoluting the 2D Green function
of the wave propagator with the linearised source term
[7, 45] comprised of partial derivatives of the first or-
der polarisation and magnetisation. We have plotted in
Fig. 14 the time evolution of the Fourier transform of
the electric field Ex. At t = 0, the two pulses are fully
separated which implies that no interaction has started
yet. As a result, only the central wavelength of each
pulse is visible, kx for the longitudinal field of the Pulse
1 and ky corresponding to the transverse component of
the Pulse 2. When the two pulses fully overlap, one
identifies several harmonics that are identical to the one
we have described for the polarisation, which is a di-
rect consequence of linear property of the wave operator
(the polarisation being the source term of wave equa-
tion). Nonetheless the relative amplitude between the
harmonics of the electric field differ from the one we
have observed for the polarisation. This is somehow ob-
vious since we are showing here the total electric field
Ex which is the sum of all corrections due to the polari-
sation and magnetisation of the vacuum. Finally at time
ω0t = 200 the two pulses have left the zone of interac-
tion, thus ceasing to feed the non-linear interaction be-
tween them. The harmonics that are still visibles, stem
from the prior interaction, and as they propagate their
amplitudes appears to fade away. In a 1D simulation,
the amplitude of the harmonics generated during the in-
teraction of two pulses does not decrease as they move
out of the interaction zone, as seen in Sec.3 whereas in
2D the amplitude of the signal goes down as 1/r.
The Fourier spectra obtained in these two setups show
that the harmonics generated in either case are distinct,
thus allowing to clearly distinguish both cases. Future
work will include the analytical study of the relative
intensity and spectral width of the generated harmon-
ics and their possible relation with other beam param-
eters. Namely, it is of great interest to understand how
the production of these higher harmonics from vacuum
may be optimized in terms of the duration of the pulses
as these results can provide signatures of experimental
relevance. A future setup to explore will also include
the interaction of two laser beams at an arbitrary angle
0 < θ < pi2 radians in order to model realistic experi-
mental conditions. If this angular dependence of the in-
teraction is well understood, one could in principle de-
termine how well aligned two ultra-intense beams are
by looking at the Fourier spectrum after a vacuum in-
teraction. Finally, the theoretical predictions, made in
the case of two intense focused beams overlapping, on
photon merging/splitting by Gies et al. [47] and four
wave mixing by King and Keitel [48] could also be ver-
ified with an extension of this present code in 3D di-
mensions, which is computational very demanding but
still feasible.
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5. Conclusions
A numerically stable and robust generalized Yee
scheme to solve the nonlinear set of QED Maxwell’s
equations was developed and incorporated in a standard
PIC loop. This work represents an important step to-
wards modeling plasma dynamics in extreme scenar-
ios when QED processes significantly alter the collec-
tive behavior of the system. Furthermore, the algo-
rithm is fully generalizable to include higher order cor-
rections (such as six-photon scattering or higher order
terms). These terms are to be included in the future
as they have been shown to be necessary to fully sim-
ulate certain scenarios [36]. Our code can be used to
design planned experiments, leveraging on ultra-intense
laser facilities able to deliver intensities of 1023 − 1024
W/cm2, to verify for the first time the dynamics of the
quantum vacuum below the Schwinger limit. The sim-
ulations confirm predicted optical phenomena such as
vacuum birefringence and high harmonics generation in
one-dimensional setups with an excellent accuracy. The
algorithm was also extended for two-dimensional sce-
narios where two setups of interacting Gaussian beams
were studied. The results highlight the importance
of transverse beam effects and hint that the genera-
tion of higher harmonics from quantum vacuum can
be achieved via this interaction. The spectrum of the
harmonics could provide a direct measurement of im-
portant beam properties such as the peak intensity and
alignment. This algorithm may also be used to test two
and three dimensional setups that have been proposed
in the literature (where transverse and finite spot size
effects are taken into account under certain approxima-
tions), thus complementing the results of previous theo-
retical works [42, 43, 45]. Finally our algorithm con-
tributes to the generalization of the Yee scheme, one
of the most successful and commonly used algorithms
in computational physics, to scenarios where nonlinear
polarization and magnetization can impact EM propa-
gation.
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Appendix A. harmonics coefficients
Plugging the expression of the electromagnetic fields
of Eq.(31) into Eq.(37), we obtain
Fx = E¯2x1(−2, 0) + 2E¯x1E¯∗x1(0, 0) + E¯∗2x1(2, 0)
+ E¯2x2(0,−2) + 2E¯x2E¯∗x2(0, 0) + E¯∗2x2(0, 2)
+ E¯x1E¯x2(−1,−1) + E¯x1E¯∗x2(−1, 1) + E¯∗x1E¯∗x2(1, 1)
+ E¯∗x1E¯x2(1,−1)
Fy = E¯2y1(−2, 0) + 2E¯y1E¯∗y1(0, 0) + E¯∗2y1(2, 0)
+ E¯2y2(0,−2) + 2E¯y2E¯∗y2(0, 0) + E¯∗2y2(0, 2)
+ E¯y1E¯y2(−1,−1) + E¯y1E¯∗y2(−1, 1) + E¯∗y1E¯∗y2(1, 1)
+ E¯∗y1E¯y2(1,−1)
Fz = B¯2z1(−2, 0) + 2B¯z1B¯∗z1(0, 0) + B¯∗2z1 (2, 0)
+ B¯2z2(0,−2) + 2B¯z2B¯∗z2(0, 0) + B¯∗2z2 (0, 2)
+ B¯z1B¯z2(−1,−1) + B¯z1B¯∗z2(−1, 1) + B¯∗z1B¯∗z2(1, 1)
+ B¯∗z1B¯z2(1,−1)
The coefficients are Eq.(38) and Eq.(39) are
P¯x10 = 4ξ
(
2E¯x1E¯∗2x1 + 2E¯x2E¯
∗
x2E¯
∗
x1 + 2E¯y1E¯
∗
y1E¯
∗
x1
+ 2E¯y2E¯∗y2E¯
∗
x1 − 2B¯z1B¯∗z1E¯∗x1 − 2B¯z2B¯∗z2E¯∗x1
+ E¯∗2x1E¯x1 + E¯
∗2
y1 E¯x1 − B¯∗2z1 E¯x1
+ E¯∗x1E¯x2E¯
∗
x2 + E¯
∗
y1E¯y2E¯
∗
x2 − B¯∗z1B¯z2E¯∗x2
+ E¯∗x1E¯
∗
x2E¯x2 + E¯
∗
y1E¯
∗
y2E¯x2 − B¯∗z1B¯∗z2E¯x2
)
P¯x01 = 4ξ
(
2E¯x1E¯∗x1E¯
∗
x2 + 2E¯x2E¯
∗2
x2 + 2E¯y1E¯
∗
y1E¯
∗
x2
+ 2E¯y2E¯∗y2E¯
∗
x2 − 2B¯z1B¯∗z1E¯∗x2 − 2B¯z2B¯∗z2E¯∗x2
+ E¯∗2x2E¯x2 + E¯
∗2
y2 E¯x2 − B¯∗2z2 E¯x2
+ E¯∗x1E¯
∗
x2E¯x1 + E¯
∗
y1E¯
∗
y2E¯x1 − B¯∗z1B¯∗z2E¯x1
)
P¯x03 = 4ξ
(
E¯∗3x2 + E¯
∗2
y2 E¯
∗
x2 − B¯∗2z2 E¯∗x2
)
P¯x30 = 4ξ
(
E¯∗3x1 + E¯
∗2
y1 E¯
∗
x1 − B¯∗2z1 E¯∗x1
)
P¯x12 = 4ξ
(
E¯∗2x2E¯
∗
x1 + E¯
∗2
y2 E¯
∗
x1 − B¯∗2z2 E¯∗x1
+ E¯∗x1E¯
∗
x2E¯
∗
x2 + E¯
∗
y1E¯
∗
y2E¯
∗
x2 − B¯∗z1B¯∗z2E¯∗x2
)
P¯x21 = 4ξ
(
E¯∗2x1E¯
∗
x2 + E¯
∗2
y1 E¯
∗
x2 − B¯∗2z1 E¯∗x2
+ E¯∗x1E¯
∗
x2E¯
∗
x1 + E¯
∗
y1E¯
∗
y2E¯
∗
x1 − B¯∗z1B¯∗z2E¯∗x1
)
P¯y10 = 4ξ
(
2E¯x1E¯∗2y1 + 2E¯x2E¯
∗
x2E¯
∗
y1 + 2E¯y1E¯
∗
y1E¯
∗
y1
+ 2E¯y2E¯∗y2E¯
∗
y1 − 2B¯z1B¯∗z1E¯∗y1 − 2B¯z2B¯∗z2E¯∗y1
+ E¯∗2x1E¯y1 + E¯
∗2
y1 E¯y1 − B¯∗2z1 E¯y1
+ E¯∗x1E¯x2E¯
∗
y2 + E¯
∗
y1E¯y2E¯
∗
y2 − B¯∗z1B¯z2E¯∗y2
+ E¯∗x1E¯
∗
x2E¯y2 + E¯
∗
y1E¯
∗
y2E¯y2 − B¯∗z1B¯∗z2E¯y2
)
P¯y01 = 4ξ
(
2E¯x1E¯∗x1E¯
∗
y2 + E¯x2E¯
∗
x2E¯
∗
y2 + 2E¯y1E¯
∗
y1E¯
∗
y2
+ 2E¯y2E¯∗y2E¯
∗
y2 − 2B¯z1B¯∗z1E¯∗y2 − 2B¯z2B¯∗z2E¯∗y2
+ E¯∗2x2E¯y2 + E¯
∗2
y2 E¯y2 − B¯∗2z2 E¯y2
+ E¯∗x1E¯
∗
x2E¯y1 + E¯
∗
y1E¯
∗
y2E¯y1 − B¯∗z1B¯∗z2E¯y1
)
P¯y03 = 4ξ
(
E¯∗2x2E¯y2 + E¯
∗3
y2 − B¯∗2z2 E¯∗y2
)
P¯y30 = 4ξ
(
E¯∗2x1E¯
∗
y1 + E¯
∗2
y1 E¯
∗
y1 − B¯∗2z1 E¯∗y1
)
P¯y12 = 4ξ
(
E¯∗2x2E¯
∗
y1 + E¯
∗2
y2 E¯
∗
y1 − B¯∗2z2 E¯∗y1
+ E¯∗x1E¯
∗
x2E¯
∗
y2 + E¯
∗
y1E¯
∗
y2E¯
∗
y2 − B¯∗z1B¯∗z2E¯∗y2
)
P¯y21 = 4ξ
(
E¯∗2x1E¯
∗
y2 + E¯
∗2
y1 E¯
∗
y2 − B¯∗2z1 E¯∗y2
+ E¯∗x1E¯
∗
x2E¯
∗
y1 + E¯
∗
y1E¯
∗
y2E¯
∗
y1 − B¯∗z1B¯∗z2E¯∗y1
)
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