Modern statistical modeling is an important complement to the more traditional approach of physics where Complex Systems are studied by means of extremely simple idealized models. The Minimum Description Length (MDL) is a principled approach to statistical modeling combining Occam's razor with Information Theory for the selection of models providing the most concise descriptions. In this work, we introduce the Boltzmannian MDL (BMDL), a formalization of the principle of MDL with a parametric complexity conveniently formulated as the free-energy of an artificial thermodynamic system. In this way, we leverage on the rich theoretical and technical background of statistical mechanics, to show the crucial importance that phase transitions and other thermodynamic concepts have on the problem of statistical modeling from an information theoretic point of view. For example, we provide information theoretic justifications of why a hightemperature series expansion can be used to compute systematic approximations of the BMDL when the formalism is used to model data, and why statistically significant model selections can be identified with ordered phases when the BMDL is used to model models. To test the introduced formalism, we compute approximations of BMDL for the problem of community detection in complex networks, where we obtain a principled MDL derivation of the Girvan-Newman (GN) modularity and the Zhang-Moore (ZM) community detection method. Here, by means of analytical estimations and numerical experiments on synthetic and empirical networks, we find that BMDL-based correction terms of the GN modularity improve the quality of the detected communities and we also find an information theoretic justification of why the ZM criterion for estimation of the number of network communities is better than alternative approaches such as the bare minimization of a free energy. Finally, we discuss several research questions for future works, contemplating the general nature of the BMDL and its application to the particular problem of community detection in complex networks.
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I. INTRODUCTION
Physics traditionally emphasizes the use of simple idealized models, an advantageous practice favoring comprehension and facilitating the development of dedicated experiments. But the emerging information era constantly creates new opportunities for the fruitful use of complex models within the context of statistical modeling. In this regard, the ultimate goal is to enable a non-trivial statistically significant synthesization of information and theories from the available data. There are several alternative frameworks for statistical modeling. The Bayesian [1] , the Minimum Message Length (MML) [2] and the Min-imum Description Length (MDL) [3] [4] [5] [6] are among the most popular ones. In a sense, all these methods seek to extract statistically significant information from the hidden patterns laying in the data by by filter the noise through different means. In particular, frameworks based on the MDL propose to filter noise through data compression, since random patterns are almost always informationally incompressible, combining Occam's razor and information theory to favor models resulting in the shortest descriptions of the data. In this work, we introduce the Boltzmannian MDL (BMDL), a statistical mechanical formulation of the MDL principle, leveraging on the rich theoretical and technical background already existing for the study o systems in thermodynamic equilibrium [7] [8] [9] , to study the role that fundamental concepts such as phase transitions have from the information theoretic point of view, and to exploit different statistical mechanical approximation methods for the actual computation of BMDL codeword-lengths [10] .
To illustrate how the introduced formalism works on against real problems in statistical modeling, we confront the BMDL framework with the study of divergences in the Refined MDL (RMDL) [4] and the to study community structures in complex networks [11] . In particular, by combining a family of statistical models with the BMDL formalism to model data, we obtain a principled derivation of the Girvan-Newman (GN) modularity [12] with corresponding correction terms which improve the detection performance. Similarly, by using the BMDL to model models, we also derive the Zhang-Moore (ZM) Belief Propagation community detection method [13] , together with an information theoretic justification of why their criterion to infer the number of network communities works better than other alternatives. Our results show the flexibility of the BMDL for the particular problem of community detection, enabling several opportunities for future works, but we also remark the general applicability of the BMDL formalism on the broader context of statistical modeling.
In Secs. II A different formalizations of the MDL principle are revisited. The BMDL extension is introduced in Sec. II B and the high-temperature series expansion is introduced in Sec. II C. In Secs. II D and II E we discuss information theoretic aspects of statistical significant model selections. In Sec. III A we show how the BMDL can be used to characterize and fix the emergence of singularities on MDL-based universal codes and in Sec. III B we test the formalism in the practical problem of community detection on complex networks. Finally, our contributions are summarized in Sec. IV, where future lines of research are also mentioned.
II. THEORY
A. Formalizations of the MDL principle Consider a statistical model or probability distribution P (X) defined over some set or configuration space X . Here X denotes a stochastic variable, x a realization or stochastic variate of X and P (x) a probability. A parameterized conditional probability distribution P (X|θ) is called a model when it is considered as a function of θ ∈ Θ. Each choice of θ determines a statistical model P (X|θ). A family of models is a set of models parameterized by some index m ∈ M where each member P m (X|θ m ) of the family may have its own parameterization domain Θ m . The idea is that different members of the family comprehend different modeling choices aiming to represent different patterns of the data with potentially different levels of complexity.
Informally, the principle of Minimum Description Length (MDL) states: Given some data and a family of statistical models, the preferred model provides its most concise description. In practice, any formalization of the principle of MDL requires a quantitative definition of the conciseness of the competing models, which is usually provided using ideas from Information Theory [14] . According to C. Shannon, it is impossible to communicate an arbitrarily large sequence of i.i.d. variates generated from a probability distribution P (X) by using a message with lesser than L P P = x −P (x) ln P (x) nats of information per variate [15] . Here L P P is the Shannon's entropy of the distribution P (X) and L P (x) = − ln P (x) is the length in nats of the codeword for x of Shannon's optimal code for the variates in X . Shannon's result can be exploited to formalize the principle of MDL by mapping the different models P m into corresponding distributions Q m , so the description length of any variate x ∈ X could be defined as L m (x) := − ln Q m (x). If the mapping is appropriate, then good or bad models P m should result in relatively short or large description lengths L m (x), respectively.
Several mappings form models P m to distributions Q m there exist. For example, the two-part MDLor equivalently, the Bayesian Maximum a Posteriori (MaP)-where Q m (x) := P m (x|θ m )P m (θ m ), P m (θ m ) is a given prior distribution and θ m maximizes the posterior P (θ m |x) ∝ P m (x|θ m )P m (θ m ) for the given x. Another possibility comes from a Bayesian mixture where Q m (x) := θm P m (x|θ m )P m (θ m ). In particular, we are interested on the mapping defining the so called Refined MDL (RMDL). At difference with the previous examples, the RMDL is not Bayesian alike and it is defined by
where
is the Maximum Likelihood (ML) associated to P m at x,
is the corresponding Maximum Likelihood Estimator (MLE) and
is a normalization constant. The distribution Q m (x) in Eq. 1 is called the Normalized Maximum Likelihood (NML) of model P m and is motivated by the following results [4] . Firstly, notice that W m is not a distribution because
for any θ m ∈ Θ m [16] . Hence, the choice Q m := W m is useless since Kraft's inequality fails [14] resulting in a non-decodable code and, in consequence, an ill defined formalization of the principle of MDL. Secondly, the NML is the solution of the following minimax problem [17] Q m := argmin
is called the regret. The regret R m is a sort of distance between the codes associated to Q and W m . Informally, the idea is that the solution Q m mimics W m as much as possible without giving away decodability. The RMDL of x-also called the statistical complexity of x-can be split into two terms
Here, the first term H m (x) := − ln W m (x) accounts for how well model P m is able to fit the variate x and the second term-usually called the parametric complexity [6] accounts for how well model P m is able to fit each of the variates in X ; a sort of quantification of the flexibility or descriptive power of model P m . The idea is that simple models cannot fit x well resulting in large values of H m (x)-meaning under-fitting-while complex models fit well almost all variates in X resulting in large values of ln Z m -meaning over-fitting. Good models balance these two extremes providing the shortest description or best data compression for the datum x. Hence, in the RMDL framework, the minimization of L m (x) with respect to m ∈ M for the given x ∈ X defines a criterion for model selection.
B. The Boltzmannian MDL (BMDL)
The combination of statistical mechanics and statistical modeling is not new [13, [18] [19] [20] even in the context of the MDL [21, 22] . In particular, notice that Eq. 4 for the RMDL resembles a partition function, but since it has no analogous of a temperature, its associated thermodynamic system may non-flexibly stay at different thermodynamic phases depending on the circumstances. As we are going to show, the thermodynamic inflexibility of the of the RMDL is not necessarily the most convenient approach, reason for which we introduce the so called Boltzmannian MDL (BMDL). Formally, the BMDL is introduced by extending the proposed family of models M, by replacing the non-decodable codes of codeword-lengths H m (x) with implicitly defined new ones of codewordlengths
Then, once the extended family of models denoted by βM is introduced, the standard procedure of section II A is subsequently applied to obtain the so called BMDL code of codeword-lengths
can be recognized as the partition function of a fictitious statistical mechanical thermodynamic system with Hamiltonian H m (x), inverse temperature β,
. This clearly establishes the connection between the BMDL formalism and the canonical ensemble of statistical mechanics.
C.
A high-temperature cumulant expansion for the BMDL
For fixed m and as β varies, the fictitious thermodynamic system described by the partition function of Eq. 11 may undergo through different phase transitions. This greatly complicates the computation, approximation or estimation of the parametric complexity ln Z m . Although different methods exist to characterize ln Z m at the different phases-e.g. mean field (MF), BethePeierls' approximations [10] , series expansions [8] , replica and cavity methods [23] , Renormalization Group [7] and Monte Carlo methods [24] -the combined use of them is problematic. Firstly, different methods tend to introduce different biases into the approximations, so a quantitative comparison of ln Z m at the different phases becomes unreliable. Secondly and, importantly, most approximation methods somehow reflect the spontaneous emergence of broken symmetries or ergodicity breaking characteristic of the low-temperature phases-even for finite but sufficiently large systems-something that should be avoided to keep the code decodable over the whole of X or, at least, without the spontaneously emerging statistical biases not originally intended in the definition of Q β,m (X). Hence, to avoid these problems, we propose to restrict the values of β to the high-temperature region, and use a high-temperature series expansion for the estimation of ln Z m . This approach conveys several advantages: i) since the high-temperature regime always exists for any inverse temperature below some critical value, any family of models can be always extended. ii) the hightemperature series expansion is usually computationally much cheaper than most other alternatives. iii) the interpretation of terms of a high-temperature series expansion gives useful insights on how the BMDL operates for statistical modeling.
Assuming the m-th thermodynamic system is being at the high-temperature regime, the high-temperature cumulant expansion reads [8] ln Z m (β) = ln 
x f (x) denotes the infinite temperature average of any function f (x) and (f ) ℓ c 0 denotes the ℓ-th corresponding cumulant. The first term of the series ln Z 0 is a constant independent of (β, m) and corresponds to the limit β → 0 + . The other terms are cumulants-including the averageeach of which is usually easier to compute or estimate than the full of ln Z m , mainly because they are defined in the limit of infinite temperature. When β approaches the transition point, the high-temperature series expansions may converge slowly. Otherwise, a few terms of the expansion already provide good approximations. In fact, four our purposes, it is convenient to consider the approximation provided by the first three terms of the expansion
because the following reasons. Besides the constant term ln Z 0 , the first order contribution estimates how much the information describing x is compressed by the given code as compared to a corresponding average over the whole of X . The second order term-which approximates a heat capacity-can be used to detect the proximity of β to the transition points where the high-temperature phase ends and a low-temperature phase begins. Specifically, since it grows with β, it automatically helps to discard choices of (β, m) corresponding to thermodynamic systems outside their high-temperature regimes.
D. Effective Hamiltonians
In general, ln Z 0 is a quantity difficult to compute or estimate, but since it is a constant independent of β and m, it is convenient to introduce the effective Hamiltonian
which, for fixed β and x, is an objective function of m equivalent to L β,m (x). In particular, since
be interpreted as a sort of effective compressibility condition where the (β, m)-th model is able to compress the information necessary to describe x more than it can be compressed by the null model P 0 (x) = Z −1
0 .
E. Statistical significant model selections
In a sense, the BMDL formalism is analogous to the Maximum a Posteriori (MaP) Bayesian approach [1] . It corresponds to an optimization problem, well suited to select the best fitting models, but not to judge their statistical significance. Here, we re-use the BMDL framework but to model models, in order to introduce a formalism akin to the full Bayesian approach which can be used to judge and find statistical significant model selections. For this purpose, lets consider x as a fixed quantity and-in analogy to the use of hyper-parameters in Bayesian modeling-we define the so called hyper Hamiltonian H ′ x (β, m) := H β,m (x)-a function from βM to the real numbers. In this way, a corresponding BMDL analogous to that of section II B can be derived
but which is meant to represent codeword-lengths for the elements within βM. We speak of L ′ as the hyper BMDL or, more briefly, the B'MDL. Its partition function-called hyper partition function-is defined by
= Tr e
and we refer to its associated thermodynamic system as the hyper thermodynamic system with hyper inverse temperature β ′ . Here, P (β) is a probability density function introduced for completeness. A Dirac delta δ(β) or a step function
Informally, a statistically significant model selection in βM can be associated to a deep minimum of H ′ x (β, m) which also has a large basin of attraction that clearly favors certain models. From the practical point of view, the question is how to formally characterize the existence of such minima. For finite systems or at the hightemperature regime, H ′ x (β, m) and L ′ β ′ ,x (β, m) are equivalent objective functions of (β, m) since Z x (β ′ ) behaves like a constant. However, for infinite-or in practice, sufficiently large-systems, the existence of phase transitions and the accompanying ergodicity breaking creates a dependency of
In fact, in a low-temperature phase, βM breaks into several thermodynamic basins of attraction and, correspondingly, the information theoretic code defined by the B'MDL split into several codes, one for each basin or model selection. Hence, in the low-temperature phases, the value of L ′ β ′ ,x (β, m) is rendered unusable for model selection over the whole of βM but it still works on each of the basins separately. In this regard, the choice of one of the basins based on its thermo-statistical attractiveness can be interpreted as a principled statistically significant model selection. The rationale of considering ordered phases as the only representative of significant selections, is that ordered phases correspond to the only macroscopically large thermo-statistical basins of attraction covering non-negligible fractions of βM. Here, we had followed the ideas in [13, 18, 25] , but we added an information-theoretic justification for the criterion.
Let us remark some important differences between the BMDL and the B'MDL formalisms. The former is devised to comparatively weigh the goodness of fit of different models, it is assumed to be used on the hightemperature regime and it corresponds to an optimization problem analogous to the MaP Bayesian approach. The later is devised to find statistical significant model selections, it is meant to work at ordered phases and it essentially poses an integral problem similar to the full Bayesian approach. Besides these differences, notice that the BMDL formalism can be recovered from the zero hyper temperature limit β ′ → ∞ of the B'MDL formalism, although the resulting ground state may not correspond to an ordered state or, in other words, to a statistical significant model selection.
III. RESULTS
In what follows we illustrate how the introduced framework work in practice in a couple of examples. Firstly, we apply the BMDL to a family of geometric distributions to show how the emergence of problematic divergences arising for the RMDL formalism, can be analyzed and eventually treated with the help of the BMDL framework. Secondly, we apply both, the BMDL and the B'MDL formalisms to the challenging problem of community detection in complex networks.
A. Renormalization of divergences
Consider a family of multivariate geometric distributions used to model the measurement of k 1 , ..., k n i.i.d. non-negative integer numbers [26] . The m-th member of the family is defined to be
Hence, its Hamiltonian is (see Eq. 8)
is the contribution per degree of freedom. We can understand the divergences of the RMDL for the multivariate geometric distribution by studying the hightemperature series expansion of Eq. 12 for the BMDL evaluated at β = 1. Since the configuration space for the multivariate geometric distribution is X = N n 0 , where N 0 = {0, 1, 2, ...} is the set of non-negative integer numbers, then X is clearly unbounded. Hence, we can identify ln Z 0 as one of the divergent contributions affecting the RMDL. Such divergence can be easily cured by the introduction of the effective Hamiltonian of Eq. 14 which is a sort of renormalization procedure. But this is not the only source of divergent contributions to the BMDL. The unbounded number of energy levels per degree of freedom characterized by the unboundedness of h m , results in a divergent infinite-temperature average H m 0 of the Hamiltonian. This sort of divergenceswhich somehow corresponds to ultra-violet divergencesmay also be cured using more sophisticate renormalization procedures or series expansions [27] , which are not discussed here. Alternatively, as our framework makes clear, such divergences can be cured by choosing a more convenient null model. For instance, for the present case of the multivariate geometric distributions, we can restrict X to those values of k 1 , ..., k n satisfying the condition i k i = K where K is a constant measured from the data. In such case |X | < ∞ and the RMDL results finite.
B. Community detection in complex networks
The principle of MDL has been already used for for the problem of community detection in complex networks [11, 22, [28] [29] [30] . Here, we follow similar steps but within the context of the BMDL formalisms.
The Family of External Degree Models (EDM)
For the purpose of community detection via the BMDL, an appropriate family of statistical models is required. We choose to use a particular simple one, which we called the family of External Degree Models (EDM). Before continuing, the reader should keep in mind that, besides the family of EDM that we are going to introduce, many other possible modeling choices for community detection do exists. In particular, it is possible to use for the definition of H P (G) any already existing community detection score.
Consider some graph or network G = (V, E) of N nodes i ∈ V , M links in ij = ji ∈ E, no self-links and adjacency matrix of entries G ij = G ji ∈ {0, 1}. Consider also a set of node labels denoted by P = {p 1 , ..., p N } where p i denotes the label of node i. P is used to represent a potential community structure the network may have. We define the family of EDM by means of corresponding Hamiltonians, where
corresponds to the P-th member of the family. Here, q i|p := k i − k i|p is called the external-degree of i with respect to p, and it accounts for the number of links connecting i with other nodes not in p. Similarly, K := i∈V k i = 2M is the total degree of G where k i is the degree of node i and k i|p := j∈V G ij δ ppj is the internaldegree of i with respect to p accounting for the num-
The BMDL-EDM method for community detection
According to the BMDL formalism, the first order approximation of the high-temperature expansion of the effective Hamiltonian for the family of EDM becomes
The zeroth-order contribution H
P corresponds to the minimization of the total number of inter-community links as compared to its average, while the first-order βH (1) P quantifies the corresponding statistical fluctuations. Here, averages should be computed over some network ensemble composed of appropriate randomizations of the original network G. In our work, we consider the ensemble of degree preserving random networks [31, 32] .
A bare minimization of the number of inter-community links 1 2 H P (G) as a function of the proposed community structure P leads to the trivial solution composed of one community only |P| = 1. To avoid this problem, the minimization should be compensated by the appropriate contribution of a null model. This is the underlying idea behind the definition of the Girvan-Newman (GN) modularity [12] . In fact, in the limit β → 0 + , the BMDL-EDM-our short name for the combination of the BMDL formalism with the family of EDMs-is reduced to the term H (0) P (G) whose minimization is essentially equivalent to the maximization of the GN modularity. In other words, we have derived the GN modularity as the zeroth order approximation of the effective Hamiltonian of the BMDL-EDM. Strictly speaking, GN uses a particular estimation of H P 0 which in the case of the BMDL is still unspecified. Other derivations of the GN modularity from different statistical modeling frameworks do also exist. For example, a variant of the GN modularity can be derived from the maximum likelihood approach to statistical modelling combined with the degree corrected stochastic block model [33] . Ours is the first obtained from the BMDL and the RMDL formalisms.
The high-temperature series expansion greatly simplifies the problem of approximating the BMDL, but it does not completely solves the problem. Problem-specific calculations of the different moments in the expansion are necessary. Hence, here we introduce appropriate estimations of the moments within H (0) P and H (1) P in Eq. 21 for the particular ensemble of degree-preserving random networks. For alternative ways see [12, 34] . To approximate the zeroth-order effective Hamiltonian, we notice first the identity H P 0 = i∈V q i|pi 0 so we can approximate the average external degrees by
of community p and the quantity Kp i −ki K−ki approximates the probability for each of the k i links of i to be connected to other nodes in p i . The approximation is consistent with G being considered a multi-graph without self-links. This approximation improves over the standard analogous approximation considered in the definition of the GN modularity, since the later is proportional to terms of the form k i k j /K and may incorrectly approximate probabilities by numbers larger than one when the condition √ k i , k j ≪ N is not satisfied. Putting all together, the proposed approximation for the zeroth-order effective Hamiltonian reads
To approximate the contribution of the first-order effective Hamiltonian we notice that it can be written as H
(1)
HP . In other words, it essentially takes the form of the variance of the total number of intercommunity links. The exact computation of the variance is non-trivial but, by following the ideas used to justify the approximation of Eq. 22, it is possible to think the different k i|pi to be approximately determined by independent binomial processes of k i events and success probabilities s i = Kp i −ki K−ki . Then, the variance can be approximated by
It is useful to analyze how the approximations in Eqs. 23 and 24 contribute to H β,P (G) for the limiting cases of trivial partitions. In the case of a partition of one community for all nodes where P = {p}, it holds that K p = K and therefore H (0) P = 0 and H (1) P = 0. On the other hand, in the partition of one community per node it holds that K pi = k i and, again, both contributions to the effective Hamiltonian equals zero. In other words, the introduced approximations of the effective Hamiltonian work as they should in the limiting cases of trivial partitions. They also work correctly in the extreme cases of networks composed of isolated nodes or fully connected networks. This qualitatively correct behavior of the approximations in the extreme cases is important, since it helps to minimize the emergence of distortive effects.
Detectability Transition
We begin characterizing the BMDL as a method for community detection studying its detectability transition [25, 35] . For this, we use bi-modular synthetic networks whose communities are random graphs with N c nodes and an expected number of M c links, connected by a bridge of an expected number of M b links. These networks correspond to the Planted Partition network ensemble, which is a special case of the so called Stochastic Block Model [11, 25] 
Here, P p (k) represents the degree distribution of the nodes in community p as seen from the whole network and where y 2 ≪ y for y = k/K is assumed. Then, after ignoring the high-order terms of the approximation, we find H 
Finally, combining this result with the effective compressibility condition, the transition point is found to be
According to this approximation, the transition point decreases with β meaning that quenched fluctuations in the structure of the networks tend to make detection harder. Moreover, for fixed k ≪ N and β > 0, the difference between ν and ν * b follows the finite-size scaling ∼ 1/N , predicting that in the thermodynamic limit, the idealized condition ν b = ν is actually realized. Lets compare the previous analytical estimations with corresponding numerical simulations. The simulations require the numerical minimization of the effective Hamiltonian of Eq. 21. We use an algorithm which is similar to the well known Louvain method for community detection [36] although is significantly slower since it requires the computation of H Fig. 1a is observed once ν b − ν approaches zero, but it stretches as N grows in agreement with a finite size prediction of the thermodynamic limit.
In Fig. 1c the similarity between the detected community structures and the planted partition is quantified by the Adjusted Mutual Information (AMI)-an analogous of the Normalized Mutual Information that compensates for finite size random fluctuations. As it can be seen, halving k or doubling N has approximately the same effect, which is a prediction of the analytical estimation of Eq. 27.
Numerical Results on the LFR Benchmark and on empirical networks with the BMDL-EDM
We systematically test the performance of the BMDL-EDM as a method for community detection using the LFR benchmark [38] . This is composed of network ensembles with power-law degree and community size distributions that, to a certain extent, mimic the topology of real networks. Each ensemble of the benchmark is generated for a particular value of the so called mixing parameter µ, whose value determines the difficulty of the community detection problem. For small µ the networks have relatively few links between the communities and thus are easy to detect, while as µ increases the borders between communities blur and the detection problem becomes hard or even impossible to solve. At µ = 1 the intra-and the inter-density of links become equal, the communities stop existing and every community detection method surely fails. In fact, in practical conditions all methods surely fail at even smaller values of µ below some critical value µ c < 1 [11] in consistency with more rigorous proof with the stochastic block model [39] .
In Fig. 2 we show results for the BMDL-EDM method over the LFR benchmark. The numerical solutions were obtained using the same approach of Sec. III B 3. In panel 2a, the AMI compares the similarity between the planted partitions and the detected community structures. Solid circles of different colors and the black open triangles correspond to numerical solutions. The high-, intermediate-and low-temperature regimes are shown in red, green and blue, respectively. Good results are obtained at high-temperatures, but this is expected because this is the regime where the BMDL-EDM mimics the GN modularity. The best results are obtained at some critical temperature β ≈ 2 (black open triangles). A bad performance is seen at the low-temperature regime. For comparison, we also show a curve obtained with Infomap [29] (open squares). The comparison suggest that the BMDL-EDM performs as well as the state of the art optimization-based methods [11, 40] .
In panel 2b, the effective Hamiltonian is plotted as a function of the mixing parameter for both, the numerically obtained community structures (solid circles) and the planted partitions (open circles). As before, colors correspond to different inverse temperatures and regimes. Close to the critical value of the mixing parameter µ c ≈ .7 and for the intermediate-(green) and high-temperature (red) regimes, the numeric solutions become sub-optimal since the planted partitions become hard to detect [25] . The effective Hamiltonian significantly grows at the low-temperature regime, so some of the curves lay above zero outside the plotted region corresponding to the failure of an effective data compression. In panel 2c, the detected number of communities is plotted as a function of µ for the different temperature regimes. At the intermediate-and hight-temperature regimes, and before the critical value of the mixing parameter, the detected number of communities (solid green and red circles, respectively) match closely the values of the planted partitions (black dashed line). The same holds for Infomap (open squares). For values of µ > µ c , the numerically optimized BMDL-EDM method tends to over-estimate the number of communities while Infomap tends to under-estimate it. This difference in behavior is the reason for which an appropriate comparison between these methods is better performed with the AMI instead of the traditional NMI [11] . This tendency of the BMDL-EDM method to over-estimate |P| is a sort of over-fitting; a finding that is consistent with the need of a way to gauge the statistical significance of different selections [41] , which we later cover with the combination of the B'MDL formalism and the EDM (see Sec. II E and the analysis of its performance in Sec. III B 5). Now we show results over empirical networks. Zachary's karate-club [42] is a network composed of 34 nodes representing members of a karate-club and 78 links representing friendship relations among them. After a conflict arose between two important members of the club, the network broke into two communities of 17 members each, usually considered as the meta-data community structure to be contrasted against predictions. In Fig. 3a the community structure of Zachary's network detected by the BMDL-EDM method at β = 0 + is shown. With exception of node 9-whose condition of outlier can be explained using information not represented in the network data [43] -the detected four communities constitute a refinement of the community structure con-veyed by the meta-data. Similar results have been previously found by different community detection methods and, not surprisingly, this includes the maximization of the GN modularity [11, 44, 45] . Fig. 3b is analogous to Fig. 3a but for the American College football network [12] This time, the best numerical results are obtained at β ≈ 2. Like for Zachary's network, the community structure detected by the BMDL-EDM method is reasonably consistent with the community structured implied by the meta-data. Only minor differences are found, most of them characterized by nodes 32, 42, 80, 82 and 90 which correspond to the independent teams.
The B'MDL-EDM method for community detection and the BP algorithm
For simplicity, in this section we restrict our considerations to the particular case of β → 0 + , a condition that is consistent with the choice P (β) = δ(β) (see Eq. 16 and related text). Later works may explore the more general case of β > 0.
We can combine the B'MDL formalism with the family of EDMs to obtain what we called the B'MDL-EDM method for community detection. According to the formulation of section II E, it consist in the characterization of the properties of the hyper thermodynamic system defined by the hyper Hamiltonian
is the corresponding hyper partition function. Here, summation runs over the set of all possible labellings of the nodes of G. After some algebraic manipulation used to remove factors and terms constant in P, the hyper Hamiltonian can be rewritten as
where we remind the reader that G ij is the adjacency matrix of a sparse-network while
is the adjacency matrix of a fully connected network. An approximate characterization of the thermodynamic properties of the system defined by Eqs. 29 and 30 can be obtained by using the so called Belief Propagation (BP) algorithm [13, 25] in conjunction of an approximation of the hyper Hamiltonian due to Hastings [18] , which reads
Here, the terms
are Mean Field (MF) approximations of the contribution of the terms K ij p i p j where
The MF terms are functionals of the so called BethePeierls belief distribution
The quantities φ i (p i ) and φ ij (p i p j ) represent marginal beliefs and they can be iteratively computed through the so called BP equations
which also introduce the so called BP messages n i←j (p i ).
When the iteration converges, the obtained fix point determines the messages, the marginal beliefs and the pairwise marginal beliefs via the equation
Together, the marginal beliefs can be used to obtain Bethe's approximation of the hyper free energy
where is the variational approximation of the hyper thermodynamic energy U ′ G (β ′ ) and The BP equations should be iterated starting from random normalized initial conditions for the beliefs and messages. Convergence is typically easy at the hightemperature disordered phase or at any ordered phase. However, convergence may result difficult or impossible at a glassy low temperature disordered phase [13, 23] . As explained in section II E, ordered phases correspond to the existence of statistically significant model selections which, in the context of community detection via the B'MDL-EDM, this corresponds to the existence of statistically significant node partitions.
Once the marginals φ have been computed, the information these carry can be projected into different quantities of interest. For example, a highly representative community structure of the network denoted byP, is inferred as [13] 
from where a naive estimationĈ := |P| of the actual number of communities in the network, C, can be also obtained. The estimation is naive because the incorrectly inferred labels p i may increaseĈ but never decrease it. Thus, alternative and potentially better methods for the estimation of C were proposed. For example, one way is to compute φ for increasing values of the number of labels |P| until the BP free energy F ′ stops decreasing and C F ′ := |P| becomes the corresponding estimate of C. Previous studies (see Fig. 8 of [47] ) indicate that this second estimate works well on synthetic networks but gives a strange answer in Zachary's karate-club network. This result can be understood from the information theoretic point of view defined by the B'MDL formalism. In essence, changing the number of labels |P| corresponds to different choices for the null model, leading to non comparable values of the corresponding codewordlengths B'MDL-EDM and, therefore, to non comparable free energies F ′ . The previous analysis suggests why a third method originally proposed by ZM in [13] works better. In fact, while the hyper entropy S ′ may arbitrarily grow with |P|-resulting in an arbitrarily decreasing value of F ′ -the values of H ′ and U ′ are bounded from below and, in consequence, the estimate C H ′ := |P| of C that is obtained by replacing the minimization of F ′ with that of H ′ (P ) is bounded from above. We confirmed all these observations with our B'MDL-EDM variant of the BP method for community detection against the planted partition network model and Zachary's karate club network. In Fig. 4 , the three different estimation of C are plotted for varying values of the hyper temperature β ′ and number of labels |P|. We show results for Zachary's karate-club network only, since it corresponds to the most interesting case. In panel 4a, the estimationĈ arbitrarily grows with |P| far beyond the number of communities suggested by the meta-data (cyan open squares) and for all values of β ′ . In panel 4b, the curves for the hyper free energy F ′ monotonously decrease with growing |P|, resulting in an over-estimation C F ′ of C. Finally, in panel 4c the hyper Hamiltonian H ′ reaches its minimum at the number of communities implied by the meta-data and thus resulting in an accurate prediction.
IV. CONCLUSION
In this work we introduce the Boltzmannian Minimum Description Length (BMDL), a framework for statistical modeling that is grounded on the principle of MDL of J. Rissanen [4, 6] , whose parametric complexity can be formally related to an artificial statistical mechanical systems in thermodynamic equilibrium. Taking advantage of the rich theoretical and technical background of statistical mechanics, we leverage on the information theoretic aspects of statistical modeling to show the crucial role that phase transitions play in the BMDL formalism. More specifically, to justify: i) a high-temperature series expansion to compute systematic approximations of the BMDL codeword-length when it is used to model data and ii) the association of ordered phases with statistical significant model selections when the BMDL is used to model models. Our framework presents several advantages over previously introduced ones. For example, compared to the Bayesian approach, the BMDL overrides the need of priors in favor of more comprehensible null models whose choice can be easily driven, not only by mathematical convenience, but also by the research question. Moreover, the BMDL is a framework connecting information theory with both, the frequentist and Bayesian approaches to statistics, which remain invariant under the transformations of the model's parameters [5] -a possibility also valid within the Bayesian approach, but only with Jeffrey's priors.
We illustrate the power of the introduced formalism in a couple of practical examples. Firstly, and briefly, we show how the high-temperature series expansion or the BMDL can be used to characterize and treat the divergences emerging in calculation of the RMDL that occur for certainly simple statistical problems. Secondly, we extensively test the formalism against the challenging problem of community detection in complex networks. For this purpose, we combine the BMDL with a parameterized family of statistical models, from where a principled derivation of the Girvan-Newman (GN) modularity [12, 33] can be obtained as the first order approximation of the high-temperature series expansion. Moreover, when the BMDL framework is used to model models, we show how to derive the Belief Propagation method for community detection of Zhang-Moore (ZM) [13] . We study the derived community detection methods by mean of analytical considerations and numerical experiments on synthetic and empirical networks to find: iii) that the correction terms to the GN modularity introduced by the high-temperature series expansion improve the performance of community detection, iv) an information theoretic justification of why the ZM criteria for the inference of the number of network communities is better than other proposed alternatives and v) in agreement with recent findings using a large set of empirical networks and community detection methods [41] , our results reinforce the idea that optimization based community detection methods tend to over-estimate the number of communities, while integral based community detection methods behave more conservatively. In this regard, our formalism is advantageous since, at least in principle, it provides a way to interpolate between these two cases for almost any score-based community method that can be proposed.
Finally, let us mention a few possibilities of the numerous opportunities our present contribution opens for future work. In the general context of statistical modeling, there is plenty of work to be done to test the performance, benefits and drawbacks of the BMDL formalism. This can be studied from both, a theoretical perspective and a practical perspective. For example, the study of non-uniform null models-which can be introduced adding an extra and common term to the Hamiltonians, βH m (x) + H 0 (x)-is an interesting road to follow. Also, a more profound and general treatment of the divergences sometimes displayed by the RMDL, or the consideration of other statistical mechanical ensembles [48] are among other options. On the other hand, in the particular context of community detection in complex networks, it would be useful to consider other families of models generalizing the role of EDM model and the corresponding null model to the case of weighted, directed, disassortative, temporal, multi-layer and hierarchical community structures [49] [50] [51] [52] among others, or even to characterize other kind of network properties for the generalization of null models for network reconstruction [53, 54] .
