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Abstract
In this paper we use the genuinely multidimensional HLL Riemann solvers recently
developed by Balsara et al. in [13] to construct a new class of computationally ef-
ficient high order Lagrangian ADER-WENO one-step ALE finite volume schemes
on unstructured triangular meshes. A nonlinear WENO reconstruction operator al-
lows the algorithm to achieve high order of accuracy in space, while high order
of accuracy in time is obtained by the use of an ADER time-stepping technique
based on a local space-time Galerkin predictor. The multidimensional HLL and
HLLC Riemann solvers operate at each vertex of the grid, considering the entire
Voronoi neighborhood of each node and allows for larger time steps than conven-
tional one-dimensional Riemann solvers. The results produced by the multidimen-
sional Riemann solver are then used twice in our one-step ALE algorithm: first,
as a node solver that assigns a unique velocity vector to each vertex, in order to
preserve the continuity of the computational mesh; second, as a building block for
genuinely multidimensional numerical flux evaluation that allows the scheme to run
with larger time steps compared to conventional finite volume schemes that use
classical one-dimensional Riemann solvers in normal direction. The space-time flux
integral computation is carried out at the boundaries of each triangular space-time
control volume using the Simpson quadrature rule in space and Gauss-Legendre
quadrature in time. A rezoning step may be necessary in order to overcome element
overlapping or crossing-over. Since our one-step ALE finite volume scheme is based
directly on a space-time conservation formulation of the governing PDE system,
the remapping stage is not needed, making our algorithm a so-called direct ALE
method.
We apply the method presented in this article to two systems of hyperbolic con-
servation laws, namely the Euler equations of compressible gas dynamics and the
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equations of ideal classical magneto-hydrodynamics (MHD). Convergence studies
up to fourth order of accuracy in space and time have been carried out. Several
numerical test problems have been solved to validate the new approach. Further-
more, the new high order Lagrangian schemes based on genuinely multidimensional
Riemann solvers have been carefully compared with high order Lagrangian finite
volume schemes based on conventional one-dimensional Riemann solvers. It has been
clearly shown that due to the less restrictive CFL condition the new schemes based
on multidimensional HLL and HLLC Riemann solvers are computationally more
efficient than the ones based on a conventional one-dimensional Riemann solver
technique.
Key words: Arbitrary-Lagrangian-Eulerian (ALE), multidimensional HLL and
HLLC Riemann solvers, large time steps, direct ALE, local rezoning, high order
WENO finite volume schemes, moving unstructured meshes, hyperbolic
conservation laws, ADER schemes, Euler equations, MHD equations
1 Introduction
Hyperbolic systems of conservation laws describe mathematically many im-
portant phenomena, such as environmental flows, hydrodynamic and thermo-
dynamic problems, as well as the dynamics of many industrial and mechan-
ical processes. Therefore a lot of research has been carried out in the past
decades in order to solve those conservation laws numerically, starting from
the one-dimensional case. A very famous and widespread approach is given by
Godunov -type finite volume methods [61,104], where the discrete solution is
stored as constant data within each control volume of the computational mesh
and is evolved in time by using the integral form of the conservation law. Since
the discrete solution in general exhibits jumps at the element interfaces, the
introduction of numerical fluxes across the discontinuities of each cell is neces-
sary. Godunov suggested to obtain these numerical fluxes by solving Riemann
problems at each interface. Early work regarded the exact solution of the Rie-
mann problem [61,34], that was followed by the development of approximate
Riemann solvers, such as the linearized Riemann solver of Roe [89], the HLL
and HLLE Riemann solvers [62,51] and the local Lax-Friedrichs (LLF) solver
proposed by Rusanov [91], which can be reinterpreted as an HLL-type flux
with a particular choice of the signal speeds. While the above-mentioned HLL
schemes are very robust, they smear out contact discontinuities. An improve-
ment was made by Einfeldt and Munz in [52] with the introduction of the
Email addresses: walter.boscheri@unitn.it (Walter Boscheri),
d.balsara@nd.edu (Dinshaw S. Balsara), michael.dumbser@unitn.it (Michael
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HLLEM Riemann solver, where the intermediate state was assumed piece-
wise linear instead of piecewise constant. Another well-known improvement
of the original HLL scheme is due to Toro et al. in [102] with the design of
the HLLC Riemann solvers that use an enhanced wave model that is able to
capture also the intermediate contact wave. In [87] Osher et al. introduced a
class of approximate Riemann solvers based on path integrals, where the paths
were obtained by an approximation of the solution of the Riemann problem
by rarefaction fans. A simpler and more general version of the Osher flux
has recently been forwarded by Dumbser and Toro in [48,49]. All those one-
dimensional Riemann solvers can be used even in two- and three-dimensional
problems, where the discontinuities are resolved at each boundary of the con-
trol volume along the normal direction. As shown in detail in [101] the stability
of any unsplit Godunov-type finite volume scheme using one-dimensional Rie-
mann solvers in d space dimensions is guaranteed under a CFL condition of
the type CFL < 1/d that becomes the more severe as the dimensionality of
the problem increases.
The increasingly severe restriction on the timestep in multiple space dimen-
sions caused a lot of effort in research with the aim to introduce multidimen-
sional effects into the Riemann solvers [90,35,19]. Further advances have been
made in [1–3,55,56], where new multidimensional Riemann solvers were devel-
oped in extension of the linearized Riemann solver of Roe [89]. Other schemes
that consider multi-dimensional effects are the well-known flux-corrected trans-
port (FCT) algorithm [22,21] and the so-called finite volume evolution Galerkin
method proposed in [78,77]. In [10,11] Balsara designed the first genuinely mul-
tidimensional HLL and HLLC Riemann solvers in two space dimensions for
hyperbolic conservation laws on Cartesian grids. There, several applications
for both hydrodynamics and magneto-hydrodynamics (MHD) were shown in
order to validate the method. In [11] it was shown that multid RS could be
built on the following four precepts: 1) a self-similar wave model, 2) entropy
enforcement, 3) consistency with the conservation law and 4) preservation of
internal sub-structures, like the contact discontinuity. In [13] these precepts
have been carried over to unstructured triangular meshes for the Euler and
MHD equations.
In the Lagrangian framework the mesh is moving together with the fluid,
in order to identify material interfaces and to track them precisely. The use
of Godunov-type methods is widespread among Lagrangian schemes. In [83]
Munz proposed the first Godunov-type finite volume schemes for Lagrangian
gas dynamics based on Roe and HLL-type Riemann solvers. Multi-dimensional
cell-centered Lagrangian finite volume schemes have been considered by De-
spre´s et al. in [37,38,27] while ALE schemes with remapping for single and
multi-material flows have been considered by the group of Shashkov et al.
at Los Alamos in a recent series of papers [58,105,26,93,92,20,18,73,74,72,76].
Maire et al. [79,81,80] introduced first and second order accurate cell-centered
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Lagrangian schemes in two- and three- space dimensions on general polygonal
grids, computing the time derivatives of the fluxes with a node-centered solver
that can be interpreted as a multi-dimensional extension of the Generalized
Riemann Problem (GRP) methodology introduced by Ben-Artzi and Falcovitz
[17], Le Floch et al. [57,25] and Titarev and Toro [97,98,100].
In the finite element framework Scovazzi et al. [86,94] constructed better than
second order accurate Lagrangian schemes, while better than second order
accurate Lagrangian finite volume schemes have been proposed for the first
time by Cheng and Shu [29,75,30,31], who used an essentially non-oscillatory
(ENO) reconstruction on curved structured meshes to achieve high order of
accuracy in space. Through the use of a Runge-Kutta or a Lax-Wendroff-
type time stepping procedure also high order of accuracy in time has been
obtained. Very recently, Dumbser et al. [50,23,44] developed the first high or-
der Lagrangian one-step ADER-WENO finite volume schemes for conservative
and non-conservative hyperbolic systems on unstructured triangular meshes.
In [24] the multidimensional HLL Riemann solver presented in [13] has been
used as a node solver for the computation of the mesh velocity while in this
paper we introduce the multidimensional HLL Riemann solver [13] for the first
time also into the space-time flux computation of a high order Lagrangian fi-
nite volume scheme, leading to a more efficient algorithm that can deal with
CFL numbers close to unity even in two space dimensions. The method pre-
sented in this paper belongs to the class of Arbitrary Lagrangian Eulerian
(ALE) schemes [64,88,95,39,54,53,28], where the mesh velocity can be cho-
sen arbitrarily and does not necessarily have to coincide with the local fluid
velocity.
The rest of this paper is structured as follows. The numerical scheme is pre-
sented in Section 2, while in Section 3 numerical convergence studies are shown
and some typical benchmark problems for hydrodynamics and magnetohydro-
dynamics are solved. Concluding remarks and an outlook to future research
and developments are given in Section 4.
2 Numerical Method
In this paper we consider nonlinear systems of hyperbolic balance laws, which
can generally be cast into the following form:
∂Q
∂t
+∇ · F(Q) = S(Q), x ∈ Ω(t) ⊂ R2, t ∈ R+0 , (1)
where t is the time and x = (x, y) represents the spatial position vector. The
vector of conserved variables is represented by Q = (q1, q2, ..., qν) ∈ ΩQ and
is defined in the space of the admissible states ΩQ ⊂ Rν , the nonlinear flux
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tensor is given by F(Q) = (f(Q),g(Q)) and S(Q) is a nonlinear but non-stiff
algebraic source term. The two-dimensional time-dependent computational
domain is denoted by Ω(t) ⊂ R2 and it is discretized by a total number NE of
conforming triangles T ni at a general time t
n. The current triangulation T nΩ of
the domain Ω(tn) = Ωn is simply the union of all the elements of the domain
at a given time and it can be written as
T nΩ =
NE⋃
i=1
T ni . (2)
Since the mesh is unstructured and we are working in the Lagrangian frame-
work, which implies mesh motion and element deformation, it is convenient
to introduce a local spatial reference coordinate system ξ − η, where the
physical element T ni is mapped to a unit reference element Te. The vector
of spatial coordinates in the physical system is denoted by x = (x, y), while
ξ = (ξ, η) is the position vector in the reference system. The unit triangle is
defined by the nodes ξe,1 = (ξe,1, ηe,1) = (0, 0), ξe,2 = (ξe,2, ηe,2) = (1, 0) and
ξe,3 = (ξe,2, ηe,2) = (0, 1). The spatial mapping reads
x = x(ξ, tn) = Xn1,i +
(
Xn2,i −Xn1,i
)
ξ +
(
Xn3,i −Xn1,i
)
η, (3)
with Xnk,i = (X
n
k,i, Y
n
k,i) representing the vector of physical coordinates of the
k-th vertex of triangle T ni at time t
n.
We adopt a finite volume scheme, where data are represented as usual by
piecewise constant cell averages and they are stored and evolved in time within
the control volumes. Hence, the solution vector is given for each element T ni
by
Qni =
1
|T ni |
∫
Tni
Q(x, tn)dx, (4)
where |T ni | is the volume of element T ni at the current time tn, which reduces
to the surface of T ni in two space dimensions. If only the cell averages (4)
are used inside the numerical scheme, the resulting algorithm will only be first
order accurate in space and time. Therefore, we use a high order WENO recon-
struction technique to achieve higher order of accuracy in space. Within this
reconstruction or recovery step, piecewise high order polynomials wh(x, t
n)
are recovered from the known cell averages, as described in the next section.
2.1 Polynomial WENO Reconstruction
The original WENO scheme [66,65,106,15] uses a pointwise formulation, while
here we adopt the polynomial approach presented in [16,59,69,47,46,32,99,103].
Since all the details of the algorithm can be found in the above-mentioned
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references, we only give a brief overview and description of the reconstruction
procedure in the following.
The reconstructed solution wh(x, t
n) is represented by piecewise polynomials
of degree M and is computed at each time level tn for each control volume T ni
of the domain Ωn. We need a set of reconstruction stencils Ssi , each of which
is composed of a total number of ne elements belonging to some neighborhood
of T ni , i.e.
Ssi =
ne⋃
j=1
T nm(j), (5)
where s denotes the stencil number. As stated in [16,85,69], the number of
elements inside the stencil must be greater than the smallest number M =
(M + 1)(M + 2)/2 needed to reach the formal order of accuracy M + 1, hence
we typically take ne = 2M in two space dimensions. In (5) those elements
that belong to the stencil are counted by the local index 1 ≤ j ≤ ne, which
is mapped to the global element number m(j) of the triangulation (2). In
order to avoid ill-conditioned reconstruction matrices, the reconstruction is
performed in the reference system (ξ, η) according to the mapping (3).
The reconstruction polynomials wsh(x, y, t
n) are then expressed using a modal
basis in terms of the orthogonal Dubiner-type basis functions ψl(ξ, η) described
in [40,68,33] and they read
wsh(x, y, t
n) =
M∑
l=1
ψl(ξ, η)wˆ
n,s
l,i := ψl(ξ, η)wˆ
n,s
l,i . (6)
For each element T nj ∈ Ssi the reconstruction is based on integral conservation,
hence
1
|T nj |
∫
Tnj
ψl(ξ)wˆ
n,s
l,i dx = Q
n
j , ∀T nj ∈ Ssi , (7)
where the multi-dimensional integrals are evaluated using Gaussian quadra-
ture formulae of suitable order, see [96] for details. To make notation easier
we will use in the rest of the paper classical tensor index notation with the
Einstein summation convention, which implies summation over two equal in-
dices. M is the total number of unknown degrees of freedom which has to be
determined for each element T ni .
We remind that the number of stencil elements ne is greater than the number
of unknowns wˆn,sl,i , so that Eqn. (7) yields an over-determined linear algebraic
system that is solved using either a constrained least-squares (LSQ) technique,
see [16,69,46], or a more robust singular value decomposition algorithm (SVD).
The linear constraint requires the integral conservation equation (7) to hold
exactly at least for element T ni . We note that as an alternative to LSQ and SVD
the more flexible and more elegant kernel reconstruction recently proposed by
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Aboiyar et al. [4] can be used, which automatically satisfies the constraint
by construction. Since we are dealing with a moving mesh algorithm and the
integrals of (7) depend on the geometry, we can not compute a reconstruction
matrix and store it once and for all elements in a preprocessing stage, but
the system must be assembled and solved again at the beginning of each time
step. However, this can be efficiently done using optimized standard LAPACK
and BLAS routines. What remains constant during the whole computation is
the definition of the reconstruction stencils, since the stencil search algorithm
is rather expensive and should be called only once in the preprocessor stage
of the algorithm before starting the simulation.
As stated by the Godunov theorem [61], no linear monotone schemes of or-
der greater than one can exist, therefore the reconstruction scheme must be
nonlinear in order to circumvent the theorem and to achieve higher order
of accuracy. Hence, more than just one reconstruction stencil is needed, i.e.
s > 1 in Eqn. (5), and for each stencil a reconstruction polynomial wsh is
computed. In 2D we use in total 7 reconstruction stencils for each element,
hence 1 ≤ s ≤ 7: specifically we take one central stencil (s = 1), three forward
stencils (2 < s ≤ 4) and three backward stencils (5 < s ≤ 7), as proposed
in [69,46]. The final nonlinear WENO reconstruction polynomial is given as
a weighted combination of the 7 reconstruction polynomials defined for each
stencil, where the nonlinearity is inserted into the WENO weights, which also
depend on wsh(x, y, t
n). We use the oscillation indicators σs defined in [66] and
the oscillation indicator matrix Σlm proposed in [47,46], which read
σs = Σlmwˆ
n,s
l,i wˆ
n,s
m,i, Σlm =
∑
α+β≤M
∫
Te
∂α+βψl(ξ, η)
∂ξα∂ηβ
· ∂
α+βψm(ξ, η)
∂ξα∂ηβ
dξdη. (8)
The nonlinear weights ωs are defined by
ω˜s =
λs
(σs + )
r , ωs =
ω˜s∑
q ω˜q
, (9)
where we set  = 10−14, r = 8, λs = 1 for the one-sided stencils and λ0 =
105 for the central stencil, as done in [45,47]. The final nonlinear WENO
reconstruction polynomial and its coefficients are then given by
wh(x, y, t
n) =
M∑
l=1
ψl(ξ, η)wˆ
n
l,i, with wˆ
n
l,i =
∑
s
ωswˆ
n,s
l,i . (10)
2.2 Local Space-Time Predictor on Moving Curved Triangular Meshes
The finite volume algorithm presented in this paper is required to be high
order accurate also in time, therefore the reconstructed polynomials wh ob-
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tained at the current time tn are then evolved locally within each element
Ti(t) during one time step [t
n; tn+1]. This local evolution step is performed for
each element and it leads to piecewise space-time polynomials of degree M ,
denoted by qh(x, t), and it was first introduced by Dumbser et al. in [45,43]
for the Eulerian case and then extended to moving meshes in [50,23,44]. Such
a procedure is carried on without any information from neighbor elements,
hence improving the efficiency of the algorithm. As shown in [14], the local
space–time predictor technique adopted in this paper, also known as ADER
scheme, is almost two times more efficient than the strong stability preserving
Runge-Kutta time stepping schemes. Only later in the finite volume scheme,
where flux computation occurs, we couple the information with neighbor data.
A weak formulation of the governing PDE (1) is used to obtain the space-time
solution qh(x, t). First we rewrite the balance law (1) in the local reference
system, i.e.
∂Q
∂τ
τt+
∂Q
∂ξ
ξt+
∂Q
∂η
ηt+
∂f
∂τ
τx+
∂f
∂ξ
ξx+
∂f
∂η
ηx+
∂g
∂τ
τy+
∂g
∂ξ
ξy+
∂g
∂η
ηy = S(Q), (11)
where x = (x, y) and ξ = (ξ, η) represent the spatial coordinate vectors in
physical and reference coordinates, respectively, while x˜ = (x, y, t) and ξ˜ =
(ξ, η, τ) are the corresponding space-time coordinates. The mapping in time,
which is simply given by
t = tn + τ ∆t, τ =
t− tn
∆t
, ⇒ t̂l = tn + τl ∆t, (12)
together with the local space transformation (3), are used to define the fol-
lowing Jacobian matrix and its inverse that are needed to formulate Eqn.
(11):
Jst =
∂x˜
∂ξ˜
=

xξ xη xτ
yξ yη yτ
0 0 ∆t
 , J−1st =
∂ξ˜
∂x˜
=

ξx ξy ξt
ηx ηy ηt
0 0 1
∆t
 . (13)
Here, we introduced the simplifications τx = τy = 0 and τt =
1
∆t
, according
to the definition (12). With the inverse of the Jacobian matrix (13) the weak
form given by (11) reduces to
∂Q
∂τ
+ ∆t
[
∂Q
∂ξ
ξt +
∂Q
∂η
ηt +
∂f
∂ξ
ξx +
∂f
∂η
ηx +
∂g
∂ξ
ξy +
∂g
∂η
ηy
]
= ∆tS(Q), (14)
which can be further abbreviated by
Qτ = ∆tP, (15)
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using the term P, which reads
P := S(Q)− (Qξξt +Qηηt + fξξx + fηηx + gξξy + gηηy) . (16)
In order to discretize Eqn. (14), we rely on a set of space-time basis func-
tions θl = θl(ξ˜) = θl(ξ, η, τ) which are defined by the Lagrange interpolation
polynomials passing through a set of space-time nodes ξ˜m = (ξm, ηm, τm), see
[43] for details. A nodal approach is then adopted to express the space-time
solution qh and the term Ph as
qh = qh(ξ, η, τ) = θl(ξ, η, τ)q̂l,i, Ph = Ph(ξ, η, τ) = θl(ξ, η, τ)Pˆl,i. (17)
In this article an isoparametric approach is adopted, hence mapping the phys-
ical space-time coordinate vector x˜ to the reference space-time coordinate
vector ξ˜ using the same basis functions θl which represent also the solution
qh. Therefore one obtains
x(ξ, η, τ) = θl(ξ, η, τ)x̂l,i, t(ξ, η, τ) = θl(ξ, η, τ)t̂l, (18)
where the x̂l,i = (x̂l,i, ŷl,i) denote the degrees of freedom of the vector of phys-
ical coordinates in space, while the degrees of freedom t̂l denote the physical
time at each space-time node x˜l,i = (x̂l,i, ŷl,i, t̂l). The spatial degrees of freedom
are partially unknown, whereas the temporal degrees of freedom are known.
To make notation easier, let us introduce the following two integral operators:
[f, g]τ =
∫
Te
f(ξ, η, τ)g(ξ, η, τ)dξdη, 〈f, g〉 =
1∫
0
∫
Te
f(ξ, η, τ)g(ξ, η, τ)dξdηdτ,
(19)
which denote the scalar products of two functions f and g over the spatial
reference element Te at time τ and over the space-time reference element
Te × [0, 1], respectively. Let us furthermore introduce the following matrices,
Kτ =
〈
θk,
∂θl
∂τ
〉
, M = 〈θk, θl〉 . (20)
which do not depend on the current geometry configuration and therefore can
be precomputed and stored once and for all in a preprocessing step.
Next, using the definitions given in (17), the weak formulation of the governing
PDE (1) is obtained by multiplying (14) with a test function which is given
by the same space-time basis functions θk(ξ, η, τ) and then integrating it over
the unit reference space-time element Te× [0, 1]. In a compact matrix notation
it reads
Kτ q̂l,i = ∆tMP̂l,i. (21)
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The vector q̂l,i can be split into two parts, yielding
q̂l,i = (q̂
0
l,i, q̂
1
l,i), (22)
where q̂0l,i represent the degrees of freedom that are known from the initial
condition wh by setting the corresponding degrees of freedom to the known
values, see [43] for details, while q̂1l,i are the unknown degrees of freedom for
τ > 0. The known degrees of freedom q̂0l,i are moved onto the right-hand side of
(21), hence obtaining the following nonlinear algebraic equation system (15),
which can be solved by an iterative procedure, i.e.
Kτ q̂
r+1
l,i = ∆tMP̂
r
l,i, (23)
with the superscript r denoting the iteration number. For an efficient initial
guess (r = 0) based on a second order MUSCL-type scheme see [63], otherwise
one can simply take the reconstruction polynomial wh at the initial time level.
In the ALE formulation the mesh is moving in time, hence the space-time
control volume of each element T ni is also changing within each timestep, i.e.
the vertex coordinates of the local space-time element are evolving in time.
Therefore we also have to solve the following ODE system
dx
dt
= V(Q,x, t), (24)
which governs the element motion. Here, V = V(Q,x, t) is the local mesh
velocity, which does not necessarily have to coincide with the local fluid veloc-
ity, since our numerical algorithm is designed to be an arbitrary Lagrangian-
Eulerian scheme, where the mesh velocity can be chosen independently from
the physical flow motion. That allows us to obtain either purely Lagrangian
schemes, if the local mesh velocity is equal to the local fluid velocity, or purely
Eulerian schemes in the case of V = 0. The velocity V is also approximated
using a nodal approach, hence yielding
Vh = Vh(ξ, η, τ) = θl(ξ, η, τ)V̂l,i, V̂l,i = V(q̂l,i, x̂l,i, tˆl). (25)
As suggested in [50,23], the local space-time Galerkin method is also used to
solve the system (24) for the unknown coordinate vector x̂l,i:〈
θk,
∂θl
∂τ
〉
x̂l,i = ∆t 〈θk, θl〉 V̂l,i, (26)
hence obtaining the following iteration scheme for the vertex coordinates of
the local element T ni :
Kτ x̂
r+1
l,i = ∆tMV̂
r
l,i. (27)
The initial condition of the ODE system is given by the nodal degrees of free-
dom x̂l at relative time τ = 0, which are known from the current configuration
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of triangle T ni at time t
n and the mapping (3). Eqn. (27) is iterated together
with Eqn. (23). The iteration stops when the residuals of both systems are less
than a prescribed tolerance. Note that Eqn. (27) gives a high order accurate
predictor of the mesh motion since all integrals present in (26) are evaluated
with high order of accuracy M .
Once we have carried out the above iterative procedure for all elements of
the computational domain, we end up with an element-local predictor for the
numerical solution qh, for the fluxes Fh = (fh,gh), for the source term Sh
and also for the mesh velocity Vh. Since the space-time predictor procedure
has been performed locally, the predicted geometry at the new time level tn+1
may be discontinuous. Therefore in the next Section 2.3 we will show how to
resolve this discontinuity by using a multi-dimensional HLL Riemann solver
to obtain a unique velocity vector for each vertex of the computational mesh.
2.3 Mesh motion
At the end of the local space-time predictor step the coordinate vector of
node k has been computed separately for each surrounding element T nj ∈ Vk,
where Vk denotes the Voronoi neighborhood of vertex k. Hence, node k is
in principle assigned with several node velocity vectors that would lead to
different positions of the node at the new time level tn+1. We therefore need a
local node-based strategy that defines a unique time-averaged velocity vector
V
n
k at each mesh node k, so that the new vertex position can be simply
computed as
Xn+1k = X
n
k + ∆tV
n
k . (28)
Once each vertex is given a unique new position Xn+1k , we can update all the
other geometric quantities needed for the computation, e.g. normal vectors,
volumes, side lengths, barycenter position, etc.
The procedure adopted to move the mesh will be described in the following
and can be summarized in three main steps:
• Lagrangian step: a node solver algorithm allows each node of the computa-
tional mesh to be assigned with a unique velocity starting from the predicted
solution qh and the new node position is computed according to (28);
• rezoning step: since the Lagrangian motion may lead to very distorted and
stretched elements, in some cases a rezoning strategy is needed in order to
achieve or recover a better mesh quality, i.e. without tangled elements;
• relaxation algorithm: the aim of this step is to define the final node po-
sition by performing a linear convex combination between its Lagrangian
position and its rezoned position, attempting to preserve the excellent prop-
erties in the resolution of contact waves, typically achieved by Lagrangian
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algorithms, together with a good mesh quality without invalid elements.
2.3.1 Lagrangian step: the node solver
Node solver algorithms are needed in all cell-centered Lagrangian schemes
to fix a unique node velocity V
n
k at each node k of the mesh, starting from
different contributions that come from each control volume T nj ∈ Vk attached
to node k, as depicted in Figure 1. In [24] Boscheri et al. apply three different
node solver methods to both hydrodynamics and magnetohydrodynamics and
compare the numerical results among the various approaches.
The simplest but most general node solver was proposed by Cheng and Shu
[29–31], which computes the final node velocity as the arithmetic average
velocity among all the contributions coming from the neighbor elements of
node k. As done in [24], this method may be improved by inserting a weighted
average that depends on the geometry of the neighbors, i.e.
V
n
k =
1
µk
∑
Tnj ∈Vk
µk,jV
n
k,j, (29)
where the weights µk,j = ρj|T nj | are the masses of the elements given in terms
of density ρj and volume |T nj |, while µk denotes the sum of all weights and the
Vnk,j are the time-averaged vertex-extrapolated velocities from element T
n
j at
vertex k .
In [81,80] Maire proposed a more sophisticated node solver algorithm for com-
pressible hydrodynamics, which is based on the conservation of total energy.
Forces on node k that depend on pressure and velocity are computed for
each neighbor element T nj solving multiple approximate half-Riemann prob-
lems around a vertex on a series of sides (j+, j−) with the use of the acoustic
Riemann solver [42]. Finally, the node velocity is obtained as the solution of
a linear algebraic equation system.
In this paper we will use the very recent approach introduced in [24], where
the final node velocity vector is extracted from the multidimensional state
Q∗ that has been obtained as the strongly interacting state of a genuinely
multi-dimensional Riemann solver. In order to obtain the strongly interact-
ing state Q∗ we rely on the genuinely multidimensional formulation of the
HLL Riemann solver for hyperbolic conservation laws on unstructured meshes
proposed by Balsara et al. in [13]. There, instead of the classical edge-based
one-dimensional Riemann solvers in normal direction typically used in unsplit
Godunov-type finite volume methods, the authors adopt a node-based numer-
ical flux that takes into account the multidimensional nature of the physical
flow structure. Both HLL and HLLC Riemann solvers have been considered
in [13]. We use the same notation adopted by the authors in [13], depicted
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Fig. 1. Geometrical notation for the node solver algorithm: k is the local node, Tnj
denotes one element of the neighborhood Vk and (j−, j+) are the counterclockwise
ordered sides of Tnj which share vertex k.
in Figure 2, where three different states (Q1,Q2,Q3) are coming together at
a vertex k. Let Qj be the generic state of the neighbor element T
n
j and let
ηj be the unit outward-pointing edge vector that separates the counterclock-
wise ordered states Qj and Qj+1. Together with ηj we define the orthogonal
unit vector τ j in such a way that the normal vectors (ηj, τ j) form a local
edge-aligned reference system. The waves propagate towards the outside of
the Voronoi neighborhood along the edge direction ηj with speeds Sj and af-
ter one timestep T = ∆t = tn+1− tn they are located in the polygon bounded
by vertices Pj. This irregular polygonal surface is denoted by ΩHLL and is
uniquely defined by the intersection between the lines orthogonal to ηj and
located at a distance dj = SjT from vertex k along direction ηj. Figure 3
shows the time evolution of the polygonal area ΩHLL that circumscribes the
strongly interacting state and becomes a prism in the space-time reference
system.
Fig. 2. From [13]: multidimensional problem at vertex k, where three different states
(Q1,Q2,Q3) come together. The gray lines highlights the control volume generated
by the propagation of the wavespeeds (S1,S2,S3) within a time step ∆t.
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In order to evaluate the multidimensional state Q∗, one has to solve first the
one-dimensional Riemann problems perpendicular to each edge j defined by ηj,
i.e. along the τ j directions, so that the resolved one-dimensional states Q
∗
j are
known, as represented by the darkly shaded areas on the side panels of Figure
3. Next, from Q∗j we compute the wave speeds Sj which propagate along the
edge direction within one timestep ∆t and using the multidimensional wave
model we are able to define the multidimensional area ΩHLL. Finally, the
strongly interacting state Q∗ is computed by integrating the conservation law
(1) over the three-dimensional space-time control volume, as shown in Figure
3. The details for the computation of the multidimensional state Q∗ can be
found in [13], where an explicit formula for getting the multidimensional state
Q∗ has been derived. The final value of the velocity vector for node k is
then easily extracted from the multidimensional state Q∗. Since V
n
k is a time-
averaged velocity, we use a standard Gauss-Legendre quadrature formula in
time, hence the above procedure needs to be done for each temporal Gaussian
quadrature point.
Fig. 3. Figures 3a and 3b from Balsara, Dumbser and Abgrall [13] show the space–
time diagram when three states Q1, Q2 and Q3 come together at a node. Two space
and one time dimensions are shown. Fig. 3a is useful for node motion. The strongly
interacting state Q∗ occupies a self-similar region in space-time that looks like an
inverted triangular pyramid (because we have 3 incoming states). The side panels
of Fig. 3a depict the one-dimensional HLL Riemann problems. Fig. 3b is useful for
the corrector step. The contact discontinuity D1D2 in Fig. 3b splits the HLL state
Q∗ from Fig. 3a into two HLLC states Q∗C1 and Q
∗
C2. The side panels of Fig. 3b
depict the one-dimensional HLLC Riemann problems.
2.3.2 Rezoning step
Lagrangian schemes have been developed so that the mesh follows the fluid
motion as far as possible, hence allowing material interfaces or contact waves
to be precisely located throughout the whole computation. When the flow mo-
tion becomes very complex, involving strong shock waves or vortex motion,
the Lagrangian mesh quality drastically decreases producing highly distorted
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and twisted elements, that leads sometimes to an invalid computational grid,
i.e. with some control volumes with negative Jacobians. Therefore a lot of ef-
fort has been made to develop proper and robust rezoning algorithms in order
to maintain or to recover mesh quality during the simulation. Any Lagrangian
scheme should be able to maintain the excellent resolution of the waves to-
gether with a reasonably well shaped computational mesh and this task may
become very challenging in some cases. In the following we describe a suit-
able rezoning algorithm first presented in [71], that is very efficient due to its
node-centered formulation which can be carried out locally considering each
vertex and its surrounding neighbor elements.
Each rezoning algorithm starts with computing the Lagrangian coordinate
vector xn+1,Lagk of each node k of the mesh, given by (28). For the sake of
simplicity the generic element T n+1j of the neighborhood Vk will be addressed
with j and let xj,l = (xj,l, yj,l, zj,l) be the three counterclockwise ordered nodes
l = 1, 2, 3 associated with the neighbor triangle T n+1j . They are reordered
keeping the counterclockwise convention in such a way that node k corresponds
to local node l = 1 for element T n+1j . The rezoning algorithm is based on the
optimization of a local objective function Kk that is defined for each node
and expressed in terms of the Jacobian matrix Jj of the mapping (3) of each
neighbor element T n+1j , which reads
Jj =
xj,2 − xk yj,2 − yk
xj,3 − xk yj,3 − yk
 . (30)
κ(Jj) represents the condition number of Jj and the objective function is
evaluated considering all the elements surrounding node k, as done in [71]:
Kk =
∑
Tn+1j ∈Vk
κ(Jj). (31)
The minimization of the above-defined function yields the optimal location of
the free vertex k. The optimization procedure is simply chosen to be the first
step of the Newton method, as proposed in [60], hence we need to compute
the Hessian Hk and the gradient ∇Kk of the function Kk:
Hk =
∑
Tn+1j ∈Vk
 ∂
2κ(Jj)
∂x2
∂2κ(Jj)
∂x∂y
∂2κ(Jj)
∂y∂x
∂2κ(Jj)
∂y2
, ∇Kk = ∑
Tn+1j ∈Vk
∇κ(Jj). (32)
The rezoned coordinate vector xRezk is then given by one Newton step as fol-
lows:
xRezk = x
n+1,Lag
k −H−1k (Kk) · ∇Kk. (33)
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2.3.3 Relaxation algorithm
The rezoned coordinates may lead to an excessive change of the mesh configu-
ration between the current time level tn and the next one tn+1, hence causing
a loss of the excellent resolution capabilities of the Lagrangian framework. On
the other side taking the pure Lagrangian coordinates could yield a very bad
quality mesh in which even tangled elements might occur. Therefore the final
node positions will be determined by a linear convex combination between the
Lagrangian xLagk and the rezoned x
Rez
k coordinates, i.e.
xn+1k = x
n+1,Lag
k + ωk
(
xRezk − xn+1,Lagk
)
, (34)
where ωk is a coefficient bounded in the interval [0, 1]. The computation of ωk
is based on the Lagrangian grid deformation within a timestep and it results in
such a way that for rigid body motion, i.e. pure translation and pure rotation,
one has ωk = 0, so that the fully Lagrangian motion of the mesh is guaranteed.
If some elements are highly compressed or twisted, then the coefficient ωk will
be closer to its upper limit value of 1. All the details of the computation of ωk
can be found in [60].
Since we want our scheme to be as Lagrangian as possible, we apply the
rezoning and the relaxation algorithm only if really needed to carry out the
computation. In Section 3 we write explicitly whether the rezoning strategy
has been used, or not.
2.4 Finite Volume Scheme
In order to evolve the cell-averaged vector of conserved variables Qni to the new
time level tn+1, according to [23] we adopt a compact space-time divergence
formulation of the governing PDE (1), which reads
∇˜ · F˜ = S(Q), (35)
where the space-time nabla operator is given by
∇˜ =
(
∂
∂x
,
∂
∂y
,
∂
∂t
)T
, F˜ = (F, Q) = (f , g, Q) . (36)
The ALE framework involves a moving space-time control volume for each
element T ni , that is obtained by connecting with straight lines the vertices of
element Ti at time level t
n with those at the new time level tn+1, which are
known from the predictor step and the node solver and rezoning algorithm,
as fully explained in Sections 2.2 and 2.3, respectively. Thus, Eqn. (35) is
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Fig. 4. Physical space-time control volume Cni and reference system (χ, τ) adopted
for the bilinear parametrization of the lateral sub-surfaces ∂Cnij .
integrated over the space-time control volume Cni = Ti(t)× [tn; tn+1] shown in
Figure 4, yielding
tn+1∫
tn
∫
Ti(t)
∇˜ · F˜ dxdt =
tn+1∫
tn
∫
Ti(t)
S dxdt, (37)
that simplifies to
∫
∂Cni
F˜ · n˜ dS =
tn+1∫
tn
∫
Ti(t)
S dxdt, (38)
where the left space-time volume integral has been rewritten using Gauss’
theorem as the sum of the flux integrals computed over the space-time surface
∂Cni . Here, the outward pointing space-time unit normal vector is denoted by
n˜ = (n˜x, n˜y, n˜t) and it is defined on the space-time surface ∂C
n
i .
The surface ∂Cni is bounded in time between the triangle at the current time
level T ni and the triangle at the new time level T
n+1
i . It is then closed laterally
by a total number Ni of lateral sub-surfaces ∂Cnij = ∂Tij(t) × [tn; tn+1], with
Ni = 3 equal to the number of direct neighbors Tj of element Ti, i.e. the
so-called Neumann neighborhood of Ti. Each of the three lateral sub-surfaces
is first mapped onto a side-aligned local reference system (χ, τ) and then
parametrized using a set of bilinear basis functions βk(χ, τ) [23], as depicted
in Figure 4. Furthermore the space-time unit normal vector n˜ is computed
from the parametrization of each sub-surface, see [23,44,24] for details.
Let |T ni | denote the surface of triangle Ti at the current time level tn and
let |∂Cnij| be the determinant of the coordinate transformation of each sub-
surface ∂Cnij. Discretization of Eqn. (38) yields the following two-dimensional
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ALE one-step finite volume scheme on moving meshes:
|T n+1i |Qn+1i = |T ni |Qni −
∑
Tj∈Ni
1∫
0
1∫
0
|∂Cnij|G˜ij dτdχ+
tn+1∫
tn
∫
Ti(t)
S(qh) dxdt, (39)
where G˜ij denotes the numerical flux G˜ij = F˜ij · n˜ij used to resolve the
discontinuity of the predictor solution qh at the space-time sub-face ∂C
n
ij.
Fig. 5. Notation used for the finite volume scheme. Element Tni and its direct neigh-
bor Tnj share edge j, which is bounded by vertices k1 and k2.
The numerical flux is evaluated at each sub-face by taking into account a
multidimensional vertex-based flux and a one-dimensional edge-based flux.
According to Figure 5, let (k1, k2) be the two vertices that bound edge j
and let (q−h ,q
+
h ) be the numerical solution inside element Ti(t) and inside the
neighbor element Tj(t), respectively. The term G˜ij is computed as follows:
• first we solve the Riemann problem around the two vertices (k1, k2) of face
∂Cij using the multidimensional HLL Riemann solver [13], hence obtaining
the multidimensional state (Q∗1,Q
∗
2) and the multidimensional numerical
fluxes (F˜∗1, F˜
∗
2). The multidimensional HLL formulation adopted here is the
same algorithm used as node solver and explained in Section 2.3. Now we
do not limit to evaluate the interacting state Q∗, but we also compute the
multidimensional fluxes F˜∗ for each vertex (k1, k2) of edge j. Positivity of
density and pressure is guaranteed by using the self-adjusting positivity
preserving scheme of [12], extended to unstructured meshes. According to
[13], the final expression for the multidimensional vertex–based fluxes F˜∗
are computed by a blending between the multidimensional HLL and HLLC
fluxes, with the blending factor given by the flattener variable introduced
and presented in details in [12];
• then a classical Godunov-type one-dimensional edge flux F˜edge has to be
determined, that is projected orthogonally w.r.t. the edge j, as usually done
on unstructured meshes. The one-dimensional ALE-type HLL flux can be
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formulated as
F˜edge · n˜ij = 1
sR − sL
[(
sRF˜(q
−
h )− sLF˜(q+h )
)
· n˜ij + sLsR
(
q+h − q−h
)]
,
(40)
where sL and sR are the usual HLL estimates of the left and right signal
speeds, associated with the ALE Jacobian matrix in spatial normal direc-
tion, given by
AVn(Q) =
(√
n˜2x + n˜
2
y
) [ ∂F
∂Q
· n− (V · n) I
]
, with n =
(n˜x, n˜y)
T√
n˜2x + n˜
2
y
.
(41)
The local normal mesh velocity is denoted by V · n and I represents the
identity matrix.
• the spatial part of the space-time surface integral at the space-time sub-
face ∂Cnij is computed using the Simpson rule, which achieves up to fourth
order of accuracy. In time, classical Gauss-Legendre quadrature with two
quadrature points is used. The final approximation of the lateral space-time
surface integrals reads
1∫
0
1∫
0
|∂Cnij|G˜ijdτdχ≈
∑
j
ωj
(
1
6
|∂Cnij|(0, τj)F˜∗1(τj) · n˜ij(0, τj)
+
4
6
|∂Cnij|(
1
2
, τj)F˜edge(τj) · n˜ij(1
2
, τj)
+
1
6
|∂Cnij|(1, τj)F˜∗2(τj) · n˜ij(1, τj)
)
, (42)
where τj and ωj are the temporal quadrature points and weights, respectively.
The timestep ∆t is evaluated as
∆t = CFL min
Tni
Dni
|λnmax,i|
, ∀T ni ∈ Ωn, (43)
where Dni is the incircle diameter of element T
n
i and |λnmax,i| is the maxi-
mum absolute value of the eigenvalues computed from the solution Qni in
T ni . For unsplit Godunov-type schemes in in two space dimensions based
on one-dimensional Riemann solvers the Courant number CFL must satisfy
CFL < 0.5 for linear stability, as mentioned in [101]. However, numerical ev-
idence indicates that our finite volume schemes based on multidimensional
Riemann solvers are able to run in a stable manner also with a much less
restrictive CFL condition of CFL < 1, because of the multidimensionality in-
troduced in the numerical flux evaluation, see [13]. Hence, for most of the test
problems presented in the next Section 3 the CFL number has been actually
set very close to this experimentally observed limit by choosing CFL = 0.95.
Thus, the multidimensional finite volume scheme can run the same test case
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much more efficiently than a classical edge-based finite volume algorithm. This
leads to a significant improvement in terms of computational efforts, especially
in the Lagrangian framework, which is typically characterized by very small
timesteps caused by strongly deformed and distorted elements. Furthermore,
the high order WENO reconstruction on moving unstructured meshes is very
expensive, since the reconstruction equations can no longer be solved once
and for all in a preprocessor stage, as it was the case for Eulerian schemes on
fixed meshes in [46,47]. Hence, the possibility to use larger time steps leads
to less reconstructions to be done when running a simulation to a given fi-
nal time reducing thus the total computational effort. In the next section we
will assess the possible gains by using multidimensional Riemann solvers also
quantitatively in terms of achievable accuracy as a function of CPU time.
3 Test problems
In this section we show some classical numerical test problems in order to
validate the numerical method presented in this article. We will consider the
Euler equations for compressible gas dynamics as well as the ideal classical
equations of magnetohydrodynamics (MHD). For each of those hyperbolic
conservation laws we carry out numerical convergence studies and run the
scheme for some well-established benchmark problems.
The Euler equations of compressible gas dynamics can be written in terms of
the vector of conserved variables Q and the flux tensor F = (f ,g) as
Q =

ρ
ρu
ρv
ρE

, f =

ρu
ρu2 + p
ρuv
u(ρE + p)

, g =

ρv
ρuv
ρv2 + p
v(ρE + p)

, (44)
where ρ is the mass density, v = (u, v) denotes the velocity vector and ρE is
the total energy density, while p is the fluid pressure. The system is closed by
the equation of state (EOS) of an ideal gas:
p = (γ − 1)
(
ρE − 1
2
ρ(u2 + v2)
)
. (45)
The equations of ideal magneto hydrodynamics (MHD) constitute a more com-
plicated system that takes into account also the magnetic field B = (Bx, By),
the divergence of which must remain zero in time. This adds the following
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involution constraint to the PDE system
∂Bx
∂x
+
∂By
∂y
= 0, (46)
which always holds in the continuous case if the initial data forB are divergence-
free. When we discretize the system, the divergence constraint may be violated,
hence producing non-physical perturbations in the magnetic field. A possible
solution to overcome this problem has been presented in [6,5,14], where ADER-
WENO MHD schemes that were divergence free were presented. In [9] Balsara
showed a full-fledged scheme for second-order accurate, divergence-free evolu-
tion of vector fields on an adaptive mesh refinement (AMR), demonstrating
that high order divergence-free reconstruction can be done at all orders of
accuracy. Nevertheless the schemes cited so far have not been developed for
unstructured meshes, therefore in this paper we adopt the hyperbolic version
of the generalized Lagrangian multiplier (GLM) divergence cleaning approach
proposed by Dedner et al. [36], where one more variable Ψ as well as one linear
scalar PDE are added to the ideal classical MHD system in order to carry di-
vergence errors out of the computational domain with an artificial divergence
cleaning speed ch. This leads to the so-called augmented MHD system, which
reads
QT = (ρ, ρu, ρv, ρE,Bx, By) ,
f =

ρu
ρu2 +
(
p+ 1
8pi
B2
)
− BxBx
4pi
ρuv − ByBx
4pi
u
(
ρE + p+ 1
8pi
B2
)
− Bx(v·B)
4pi
Bxu− uBx + Ψ
Byu− vBx
c2hBx

, g =

ρv
ρuv − BxBy
4pi
ρv2 +
(
p+ 1
8pi
B2
)
− ByBy
4pi
v
(
ρE + p+ 1
8pi
B2
)
− By(v·B)
4pi
Bxv − uBy
Byv − vBy + Ψ
c2hBy

,
(47)
where the state vector is represented by Q and the fluxes are F = (f ,g). The
equation of state for closing the system is
p = (γ − 1)
(
ρE − 1
2
(u2 + v2)− (B
2
x +B
2
y)
8pi
)
. (48)
In the following we apply the new Lagrangian finite volume schemes based
on genuinely multidimensional HLL Riemann solvers to the above-presented
hyperbolic conservation laws for some classical test problems. Each test case
is chosen to be run with the local mesh velocity being equal to the local fluid
velocity, hence V = v.
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3.1 Numerical Convergence Study for the Euler equations
We first perform a numerical convergence study for the Euler equations of
compressible gas dynamics considering the smooth isentropic vortex, see e.g.
[65]. Let the initial computational domain be the square Ω(0) = [0; 10]× [0; 10]
and let the vector of primitive variables at the initial time be defined as
(ρ, u, v, p) = (1 + δρ, 1 + δu, 1 + δv, 1 + δp), (49)
where δρ, δu, δv, δp are some perturbations defined in the following. We define
a radial coordinate as r2 = (x − 5)2 + (y − 5)2, set the vortex strength to
 = 5 and the ratio of specific heats is chosen as γ = 1.4. The perturbations
for density and pressure are given by
δρ = (1 + δT )
1
γ−1 − 1, δp = (1 + δT ) γγ−1 − 1, (50)
where δT denotes the perturbation of temperature, δT = − (γ−1)2
8γpi2
e1−r
2
. The
perturbation of velocity v = (u, v) is taken to be δu
δv
 = 
2pi
e
1−r2
2
−(y − 5)
(x− 5)
 . (51)
We set periodic boundary conditions on each side of the domain and the final
time of the simulation is tf = 1.0. The vortex is also convected with velocity
vc = (1, 1), hence the analytical solutionQe is the time-shifted initial condition
given by Qe(x, tf ) = Q(x−vctf , 0). The HLLC flux has been used to run this
test problem on a series of successive refined meshes and the corresponding
error has been measured in L2 norm as
L2 =
√√√√ ∫
Ω(tf )
(Qe(x, y, tf )−wh(x, y, tf ))2 dxdy, (52)
where h(Ω(tf )) represents the mesh size which is the maximum diameter of
the circumcircles of the triangles in the domain Ω(tf ) at the final time tf .
Table 1 shows the convergence results up to fourth order of accuracy run with
CFL = 0.95.
In the following a fair comparison between the high order ADER-WENO ALE
schemes based on one-dimensional Riemann solvers presented in [23,24] and
the new ADER-WENO ALE algorithm based on multi-dimensional Riemann
solvers illustrated in this paper is carried out. For this purpose we run the
smooth vortex test problem again using both, a classical one-dimensional HLL
Riemann solver and the genuinely multidimensional HLL solver, comparing in
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Table 1
Numerical convergence results for the compressible Euler equations using the La-
grangian one-step WENO finite volume schemes with the genuinely multidimen-
sional HLL Riemann solvers presented in this article. The error norms refer to the
variable ρ (density) at time t = 1.0 for first up to fourth order version of the scheme.
h(Ω(tf )) L2 O(L2) h(Ω, tf ) L2 O(L2)
O1 O2
3.60E-01 2.0390E-01 - 3.41E-01 2.8130E-02 -
2.45E-01 1.5446E-01 0.7 2.49E-01 1.6398E-02 1.7
1.71E-01 1.0728E-01 1.0 1.67E-01 7.8020E-03 1.9
1.33E-01 8.1766E-02 1.1 1.28E-01 4.1857E-03 2.3
O3 O4
3.29E-01 2.1551E-02 - 3.29E-01 5.9233E-03 -
2.52E-01 1.0161E-02 2.8 2.51E-01 2.1675E-03 3.7
1.67E-01 3.7967E-03 2.4 1.67E-01 4.8533E-04 3.7
1.28E-01 1.7601E-03 2.8 1.28E-01 1.5816E-05 4.1
detail CPU time and accuracy. The behavior of the different solvers is depicted
in Figure 6: the one-dimensional HLL Riemann solver with CFL = 0.5 is drawn
by the black lines, while red and blue lines refer to the multidimensional HLL
solver with CFL = 0.5 and CFL = 1.0, respectively. The error has been
evaluated in L1 norm as
L1 =
∫
Ω(tf )
(Qe(x, y, tf )−wh(x, y, tf )) dxdy, (53)
and the CPU time has been measured as the accumulated time obtained run-
ning the simulation in parallel on four Intel Core i7-2600 CPUs with a clock-
speed of 3.40GHz. The multidimensional Riemann solver allows the scheme
to be run with CFL condition of unity, hence representing clearly the most
efficient algorithm in terms of computational efficiency (blue lines in the right
panel of Fig. 6), although the most accurate one on a given mesh remains the
classical one-dimensional Riemann solver (black lines in the left panel of Fig.
6). Numerical values of the mesh size h, the L1 error norm and the correspond-
ing CPU time are reported in Table 2 for each of the simulations contained in
Figure 6.
3.2 Two-Dimensional Explosion Problem
We use the third order version of our ALE finite volume scheme to solve
a two-dimensional explosion problem. The initial domain Ω(0) is a circle of
radius Ro = 1 meshed with a total number of NE = 68324 elements. Let r
be the general radial position defined as r =
√
x2 + y2. The initial condition
is given in terms of primitive variables U = (ρ, u, v, p) by two different states,
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Table 2
Error norms and CPU times related to the comparison between 1D HLL and Multi-
D HLL Riemann solvers from first up to fourth order of accuracy with different
CFL number, shown in Figure 6.
Numerical scheme mesh size h L1 error CPU time
1D HLL O2 3.5243E-01 1.8466E-01 3.8376E+00
2.4976E-01 1.0750E-01 1.0436E+01
1.7007E-01 5.3419E-02 4.5505E+01
1.2795E-01 2.8263E-02 9.9841E+01
1D HLL O3 3.2803E-01 1.4144E-01 8.6893E+00
2.5128E-01 7.2359E-02 2.3151E+01
1.6768E-01 2.5417E-02 8.9513E+01
1.2783E-01 1.1291E-02 1.5808E+02
1D HLL O4 3.2830E-01 3.9931E-02 1.5132E+01
2.5113E-01 1.3526E-02 3.6879E+01
1.6753E-01 2.5384E-03 1.4335E+02
1.2778E-01 7.7492E-04 2.5174E+02
MultiD HLL O2 (CFL=0.5) 3.5576E-01 2.9206E-01 3.3540E+00
2.4910E-01 1.8383E-01 8.6113E+00
1.6823E-01 8.2143E-02 3.6847E+01
1.2826E-01 4.8994E-02 6.5458E+01
MultiD HLL O3 (CFL=0.5) 3.2967E-01 1.8296E-01 7.6596E+00
2.5128E-01 1.0036E-01 2.1559E+01
1.6771E-01 3.7877E-02 9.5285E+01
1.2787E-01 1.7719E-02 1.4711E+02
MultiD HLL O4 (CFL=0.5) 3.2789E-01 7.5060E-02 1.2745E+01
2.5112E-01 2.4996E-02 3.1699E+01
1.6754E-01 4.8209E-03 1.1806E+02
1.2777E-01 1.5259E-03 2.0344E+02
MultiD HLL O2 (CFL=1.0) 3.5699E-01 2.8910E-01 1.7160E+00
2.4897E-01 1.8169E-01 4.3680E+00
1.6815E-01 8.3235E-02 1.9063E+01
1.2827E-01 4.9115E-02 3.3540E+01
MultiD HLL O3 (CFL=1.0) 3.2937E-01 1.7966E-01 4.0872E+00
2.5128E-01 9.8654E-02 1.1372E+01
1.6770E-01 3.7463E-02 4.1091E+01
1.2787E-01 1.7384E-02 6.9545E+01
MultiD HLL O4 (CFL=1.0) 3.2794E-01 7.4847E-02 7.0512E+00
2.5107E-01 2.5067E-02 1.8486E+01
1.6754E-01 4.8157E-03 6.3539E+01
1.2777E-01 1.5162E-03 1.0936E+02
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Fig. 6. Comparison between 1D HLL and Multi-D HLL Riemann solvers from first
up to fourth order of accuracy with different CFL number. Left: dependency of the
error norm on the mesh size. Right: dependency of the error norm on the CPU time.
separated by the circle of radius R = 0.5:
U(x, 0) =
 Ui = (1.0, 0.0, 0.0, 1.0) if r ≤ R,Uo = (0.125, 0.0, 0.0, 0.1) if r > R, (54)
where Ui represents the inner state and Uo the outer state in primitive vari-
ables. The ratio of specific heats is assumed to be γ = 1.4 and the final
simulation time is tf = 0.25. In Figure 7 a coarse grid has been used to show
the initial and the final density distribution and the corresponding mesh de-
formation for the two-dimensional explosion problem.
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Fig. 7. Initial (t = 0) and final (t = tf ) density distribution and mesh configuration
for the two-dimensional explosion problem on a coarse grid.
The reference solution is computed by solving a one-dimensional system with
geometric source terms, as explained in [23,101]. The Courant number is taken
to be CFL = 0.95 and we use the HLLC flux to compute the numerical
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solution depicted in Figure 8: the solution consists in a circular rarefaction
wave moving towards the center of the domain, a shock wave traveling outward
and a contact wave in between them, which is very well resolved due to the
use of a Lagrangian formalism.
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Fig. 8. Third order numerical results and comparison with exact solution for the
two-dimensional explosion problem at time t = 0.25.
3.3 The Kidder Problem
In [70] Kidder proposed this test problem, which consists in an isentropic
compression of a shell filled with an ideal gas. A self-similar analytical solution
is available and can be used to check whether the numerical scheme generates
spurious entropy during the isentropic compression, or not. The computational
domain is a portion of a shell initially bounded by ri(t) ≤ r ≤ re(t), where
r denotes the general radial coordinate while ri(t), re(t) represent the time-
dependent internal and external radius, respectively. The exact solution for
a fluid particle initially located at radius r is expressed as a function of the
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radius and the homothety rate h(t),
R(r, t) = h(t)r, h(t) =
√
1− t
2
τ 2
, (55)
where τ denotes the focalisation time and is computed as
τ =
√√√√γ − 1
2
(r2e,0 − r2i,0)
c2e,0 − c2i,0
, (56)
with ci,e =
√
γ pi,e
ρi,e
the sound speeds at the inner and outer boundary, respec-
tively. The initial density distribution ρ0 is given by
ρ0 = ρ(r, 0) =
(
r2e,0 − r2
r2e,0 − r2i,0
ργ−1i,0 +
r2 − r2i,0
r2e,0 − r2e,0
ργ−1e,0
) 1
γ−1
(57)
where ri(0) = ri,0 = 0.9 and re(0) = re,0 = 1.0 are the initial values for the
internal and external radius, respectively, while ρi,0 = 1 and ρe,0 = 2 give the
initial values of density defined at the internal and at the external frontier of
the shell, respectively. The ratio of specific heats is taken to be γ = 2 and the
initial velocity field is set to zero, i.e. u = v = 0. We assume a uniform initial
entropy, i.e. s0 =
p0
ργ0
= 1, hence the initial pressure distribution is expressed
as p0(r) = s0ρ0(r)
γ. Sliding wall boundary conditions are set on the lateral
faces of the shell, whereas the internal and the external frontier are assigned
with a space-time dependent state, which is computed according to the exact
analytical solution R(r, t) (see [70] for details). As done in [27,79], the final
time is taken to be tf =
√
3
2
τ , so that the compression rate is h(tf ) = 0.5 and
the exact location of the shell is delimited by 0.45 ≤ r ≤ 0.5. Figure 9 shows
the numerical results obtained with a fourth order version of the ALE WENO
scheme together with the multidimensional HLLC flux on a computational
grid with a characteristic mesh size of h = 1/100. The CFL number used was
CFL = 0.95. The evolution of the density distribution has been plotted as
well as the time-dependent location of the internal and the external frontier.
Furthermore Table 3 reports the absolute error |err| of the frontier positions,
which is defined as the difference between the analytical and the numerical
location of the internal and external radius at the final time.
Rex Rnum |err|
Internal radius 0.45000000 0.45000031 0.31E-06
External radius 0.50000000 0.50000613 6.13E-06
Table 3
Absolute error for the internal and external radius location between exact Rex and
numerical Rnum solution.
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Fig. 9. Density distribution for the Kidder problem at output times t = 0.00,
t = 0.05, t = 0.10, t = 0.15 and t = tf (from top left to bottom left). Evolution of
the internal and external radius of the shell and comparison between analytical and
numerical solution (bottom right).
3.4 The Saltzman Problem
The Saltzman test problem was first proposed by Dukowicz et al. in [41]
and involves a strong one-dimensional shock wave driven by a piston that
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is pushing and compressing a gas contained in a closed channel. The initial
rectangular domain is Ω(0) = [0; 1] × [0; 0.1] and the computational mesh is
composed of 2 ·100×10 right-angled triangular elements, as depicted in Figure
10. The piston is moving with velocity vp = (1, 0) and initially the fluid is at
rest with an internal energy of e0 = 10
−4 and a density of ρ0 = 1. Therefore the
initial vector of conserved variables is Q0 = (ρ0, u0, v0, ρE) = (1, 0, 0, 10
−4).
According to [75], the ratio of specific heats is taken to be γ = 5
3
and the final
time is set to tf = 0.6. We impose moving slip wall boundary condition on the
piston and fixed slip wall boundaries on the remaining sides of the domain.
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Fig. 10. Initial mesh configuration for the Saltzman problem with a total number
of elements of NE = 2 · 100× 10 = 2000.
The exact solution Qex can be computed by solving a one-dimensional Rie-
mann problem, [23,101], and reads:
Qex(x, tf ) =
 (4, 1, 0, 2.5) if x ≤ xf ,(1, 0, 0, 10−4) if x > xf , (58)
where xf = 0.8 is the final shock location at time tf . Since the piston is strongly
compressing the fluid at the initial times of the simulation, particular care has
to be taken in order to respect the geometric CFL condition of those elements
that lie near the piston. That is why we could not run this challenging test
problem adopting a Courant number higher than 0.7, as done for the previous
test cases. We use the third order version of the ADER-WENO ALE scheme
and the multidimensional HLL flux to obtain the results shown in Figure 11,
where a good agreement with the exact solution can be noticed.
3.5 The Sedov Problem
A point-symmetric explosion with the generation of a blast wave describes
the Sedov problem. It is a very challenging test case for which Kamm et
al. [67] proposed an exact solution with cylindrical symmetry which depends
on self-similarity arguments. According to [67], the gas has a unity initial
density ρ0 = 1 and a quasi-zero initial pressure p0 = 10
−6, which is imposed
to the whole computational domain except at the origin O = (0, 0), where the
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Fig. 11. Top: comparison between numerical and analytical solution for density and
pressure for the Saltzman problem at time t = 0.6. Bottom: velocity distribution
(t = 0.6) and mesh configuration at time t = 0.7.
pressure is set to
por = (γ − 1)ρ0 0
Vor
, (59)
with 0 = 0.244816 denoting the total amount of released energy, Vor rep-
resenting the volume of the cell Tor located at the origin and γ = 1.4 be-
ing the ratio of specific heats. The initial computational domain is a square
Ω(0) = [0; 1.2]× [0; 1.2] and the initial mesh is composed by (30× 30) square
elements, each of those has been split into two right-angled triangles. Since
this test case was first proposed for Cartesian grids, the volume Vor of the ori-
gin cell is here taken to be the volume of the two triangles which compose the
square element located at the origin of the domain. The exact position of the
cylindrical shock wave at the final time of the simulation tf = 1 is at radius
r =
√
x2 + y2 = 1. We impose sliding wall boundary conditions on each side
of the domain. Figure 12 shows the numerical results obtained with a third
order ADER-WENO ALE scheme using the multidimensional HLL flux. The
mesh is highly distorted and compressed by the shock wave, but the numeri-
cal solution agrees well with the exact solution, as depicted in Figure 12. The
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rezoning step described in Section 2.3 was necessary in order to reduce the
mesh deformation and to avoid tangled elements.
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Fig. 12. Top: initial and final mesh configuration for the Sedov problem. Bottom:
density distribution at the final time tf = 0.6 and comparison between the exact so-
lution (solid line) and two different third order accurate numerical solution obtained
with CFL = 0.5 and CFL = 0.95.
3.6 The Noh Problem
In [84] Noh introduced this test case, that involves a strong outward traveling
shock wave produced by the compression of a zero pressure gas. Initially the
computational domain is square shaped, Ω(0) = [0; 1.0]× [0; 1.0]. The domain
is discretized with a total number of elements of NE = 5000, obtained by
splitting into triangles 50 × 50 square elements, as depicted in Figure 13. A
gas is initially assigned a unity density ρ0 = 1 and an initial unit inward
velocity vin = (u, v), whose components are given by
u = −x
r
, v = −y
r
, (60)
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where r =
√
x2 + y2 is the general radial position. We set moving boundaries
on the top and on the right boundaries, while no-slip wall boundary conditions
have been imposed on the remaining sides. The ratio of specific heats is set to
γ = 5
3
and the initial pressure is p = 10−6 everywhere. According to [84,79,82],
we set a final time of tf = 0.6, hence the exact solution is given by an out-
ward traveling shock wave located at radius R = 0.2. The maximum density
value occurs on the plateau behind the shock wave and it reaches the value
of ρf = 16, while the velocity of the shock wave is vsh =
1
3
along the radial
direction. This is a well-known and very difficult test case, since the elements
are highly deformed and distorted due to the very strong shock wave, there-
fore we use the rezoning algorithm presented in Section 2.3 to recover a better
mesh quality. Figure 13 shows the initial and the final mesh configuration and
a comparison between the exact solution and three high order accurate nu-
merical results obtained with the ALE ADER-WENO finite volume schemes
based on genuinely multi-dimensional HLL Riemann solvers presented in this
paper. A Courant number of CFL = 0.9 has been used for all the numerical
simulations and one can notice that the quality of the solution becomes the
better as the order of accuracy of the scheme increases.
3.7 Numerical Convergence Study for the ideal MHD equations
We use the convected smooth vortex test problem proposed by Balsara et
al. [6] in order to carry out the numerical convergence studies for the ideal
classical MHD equations. This test case is defined on a square computational
domain Ω(0) = [0; 10]×[0; 10] with periodic boundaries everywhere. As for the
hydrodynamic isentropic vortex presented in Section 3.1, the initial condition
is given by a linear superposition of a constant flow and some fluctuations in
the velocity and magnetic fields, which read
(ρ, u, v, p, Bx, By,Ψ) = (1+δρ, 1+δu, 1+δv, 1+δp, 1+δBx, 1+δBy, 0), (61)
with the following perturbations:

δu
δv
δp
δBx
δBy

=


2pi
e
1
2
(1−r2)(5− y)

2pi
e
1
2
(1−r2)(x− 5)
1
8pi
(
µ
2pi
)2
(1− r2)e(1−r2) − 1
2
(

2pi
)2
e(1−r
2)
µ
2pi
e
1
2
(1−r2)(5− y)
µ
2pi
e
1
2
(1−r2)(x− 5)

. (62)
According to [6], we set the parameters  = 1 and µ =
√
4pi as well as the
ratio of specific heats γ = 5
3
. The speed for the divergence cleaning is taken to
32
xy
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
0 0.1 0.2 0.3 0.4 0.5 0.60
0.1
0.2
0.3
0.4
0.5
0.6
rho
15.0
13.6
12.1
10.7
9.2
7.8
6.3
4.9
3.4
2.0
x
rh
o
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.40
2
4
6
8
10
12
14
16
18
Reference solution
ALE WENO (02)
ALE WENO (03)
ALE WENO (04)
Fig. 13. Top: mesh configuration for the Noh problem at the initial time t = 0
and at the final time tf = 0.6. Bottom: fourth order accurate density distribution
at the final time and comparison between the exact solution (solid line) and three
different high order accurate numerical results, i.e. 2nd, 3rd and 4th order ALE
ADER-WENO finite volume schemes using the multi-dimensional HLL Riemann
solver with CFL = 0.9.
be ch = 2 and the velocity vc = (1, 1) convects the vortex. The fluid motion of
the vortex would lead to high element distortions and deformations, as clearly
depicted in Figure 14, therefore the final time of the computation is tf = 1.0,
because we do not want the rezoning step to be used for the convergence rate
studies.
The exact solution is given by the initial condition shifted in space by a factor
s = (sx, sy) = v·tf . We perform the vortex problem on four successively refined
meshes from first up to fourth order of accuracy and for each simulation we
compute the error in L2 norm, given by Eqn. (52). The multidimensional
HLLC Riemann solver for the MHD equations has been used, see [13].
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and t = 4.0. Bottom: mesh configuration at time t = 0.0 and t = 4.0.
Table 4
Numerical convergence results for the ideal MHD equations using the Lagrangian
one-step WENO finite volume schemes with genuinely multidimensional HLL Rie-
mann solvers presented in this article. The error norms refer to the variable ρ (den-
sity) at time t = 1.0 for first up to fourth order version of the scheme.
h(Ω(tf )) L2 O(L2) h(Ω, tf ) L2 O(L2)
O1 O2
3.26E-01 5.4032E-03 - 3.25E-01 1.2393E-02 -
2.36E-01 4.7048E-03 0.4 2.46E-01 9.5840E-03 0.9
1.63E-01 4.0697E-03 0.4 1.63E-01 5.7617E-03 1.2
1.28E-01 3.5298E-03 0.6 1.28E-01 3.5875E-03 2.0
O3 O4
6.75E-01 1.6836E-02 - 6.73E-01 1.9276E-02 -
3.25E-01 3.3009E-03 2.2 3.26E-01 1.0209E-03 4.1
2.47E-01 1.0170E-03 4.3 2.47E-01 2.6494E-04 4.9
1.63E-01 2.9097E-04 3.0 1.63E-01 5.1003E-05 4.0
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3.8 The MHD Rotor Problem
In [8] Balsara and Spicer solve the ideal MHD rotor problem that consists in
a high density fluid that is rotating around the center of a circular computa-
tional domain of radius R = 0.5, i.e. Ω(0) = {x : ‖x‖ ≤ R}. The high density
region is delimited by a circle of radius Ri = 0.1, splitting the domain in the
internal region, which is filled by the moving fluid, and the external region,
characterized by a low density fluid at rest. According to [8], at r = 1 the
toroidal velocity is vt = (ω · R) = 1, since the angular velocity ω of the rotor
is assumed to be constant. The initial pressure p = 1 is constant in the whole
domain as well as the initial magnetic field B = (2.5, 0, 0)T , while the initial
density distribution is ρ = 10 for 0 ≤ r ≤ Ri and ρ = 1 elsewhere. Further-
more, we use a linear taper to smear out the initial discontinuity occurring at
radius Ri = 0.1 involving both velocity and density. The taper is applied for
0.1 ≤ r ≤ 0.13, so that at radius r = 0.1 and r = 0.13 density and velocity
match exactly the values of the inner and the outer region, respectively. Any
further detail regarding the taper can be found in [8]. The divergence cleaning
speed is taken to be ch = 2 and the ratio of specific heats is γ = 1.4. We
impose transmissive boundary conditions at the external boundary and we
use a third order ALE WENO scheme with the the multi-dimensional HLL
flux for the MHD equations [13] on a computational grid with a characteristic
mesh size of h = 1/200. Figure 15 shows the numerical results at the final time
tf = 0.25 obtained with CFL = 0.95. The Alfve´n waves produced by the rotor
tend to diminish the angular momentum of the rotor as the simulation goes
on and a good agreement with the solution presented in [8] can be noticed.
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Fig. 15. Third order numerical results for the ideal MHD rotor problem: density
and pressure at time t = 0.25.
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3.9 The MHD Blast Wave Problem
The MHD blast wave problem is characterized by a strong circular fast magne-
tosonic shock wave traveling from the center towards the boundary of a circular
computational domain Ω(0) of radius R0 = 1.0 with the generic radial posi-
tion defined as usual by r =
√
x2 + y2. The initially constant magnetic field in
the x−direction limits the expansion of the shock wave along the y−direction,
hence stretching and propagating the wave towards the x−oriented bound-
aries. This well known test case was first proposed in [7] and the initial con-
dition U(x, 0) = (ρ, u, v, p, Bx, By,Ψ) is given by two different states
U(x, 0) =
 Ui if r ≤ R,Uo if r > R, (63)
where Qi denotes the inner state, which is bounded by a circle of radius
R = 0.1, and Qe is the outer state that covers the remaining part of the
domain. The initial states in primitive variables read
Ui = (1.0, 0.0, 0.0, 0.1, 70, 0.0, 0.0) , Ue = (1.0, 0.0, 0.0, 1000, 70, 0.0, 0.0) .
(64)
The final time of the simulation is taken to be tf = 10
−2 and the ratio of
specific heats is γ = 1.4. We run the simulation on the same mesh used for
the ideal MHD rotor problem, with a characteristic mesh size of h = 1/200
and transmissive boundary conditions everywhere. Since strong deformations
occur mostly where the shock front is traveling, we use the rezoning algorithm
presented in Section 2.3 to avoid mesh tangling or element overlapping. The
numerical results depicted in Figure 16 have been computed using the third
order accurate version of the ALE ADER-WENO finite volume scheme with
the multidimensional HLL flux for the MHD equations [13] and CFL = 0.95.
We show the logarithm of density and pressure, and the solution looks very
similar to the results given in [6].
4 Conclusions
We have presented the first high-order unstructured ADER-WENO ALE finite
volume schemes based on genuinely multidimensional HLL Riemann solvers
[13]. We applied the new algorithm to both hydrodynamics and magnetohy-
drodynamics and convergence studies up to fourth order of accuracy in space
and time have been carried out. The multidimensionality in the Riemann
solver allowed the numerical method to run with a less severe CFL condi-
tion on the timestep, namely taking CFL = 0.95 in two space dimensions,
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Fig. 16. Numerical results for the MHD blast wave problem at time t = 0.01. Left:
logarithm (base 10) of the density. Right: logarithm (base 10) of the pressure.
instead of setting it to the usual limit of CFL ≤ 0.5 typical for unsplit Go-
dunov schemes in two space dimensions using conventional one-dimensional
Riemann solvers. For those test cases that involve strong shock or shear waves,
a rezoning algorithm has been used in order to recover a better mesh quality.
A possible research field in the future would be the extension of the gen-
uinely multidimensional HLL Riemann solvers to three-dimensional tetrahe-
dral meshes, first in the Eulerian framework and later also for Lagrangian
schemes on moving meshes. The multidimensional evolution and integration
of the gradients and second derivatives could also be included in the multidi-
mensional Riemann solver, in such a way that a quadrature free approach for
the flux evaluation can be developed, which might result in further improve-
ments concerning computational efficiency.
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