We prove C 1'~ partial regularity for minimizers of functionals with quasiconvex integrand f(x, u, Du) depending on vector-valued functions u. The integrand is required to be twice continuously differentiable in Du, and no assumption on the growth of the derivatives of f is made: a polynomial growth is required only on f itself.
Introduction
Consider the functional I(u) = ff(Du(x)) dx, where s is an open subset t2 of R', and f: R "N---> ~.
The regularity of minimizers of I has been widely investigated (see [8] and its extensive bibliography), but until recently the function f was required to be convex, which rules out many interesting physical examples (see [2] ) and is far from quasiconvexity (this condition is necessary and sufficient for the semicontinuity of I on appropriate Sobolev spaces, see [1] , and so it is a fundamental assumption for the existence of such minimizers).
EVANS [5] proved in 1984 the C 1,~ partial regularity of minimizers of I under the assumptions that f is of class C z, for some y > 0 and all ~oE C01(~2;RN). This conclusion may be generalized ( [7] , [9] , [10] ) to the case when f depends also on (x, u). It is clear that assumption (1.2) considerably enlarges the class of functions to which the theory applies: see [5] , section 8. However, while condition (1.1) is natural whenfis a convex function with polynomial growth, it seems too strong when f is quasiconvex: for instance, the function (n - In this paper we prove C ~'~ partial regularity (theorem [II.1]) for minimizers of I under the assumptions that fsatisfies (1.2) and is of class C2; while there are no restrictions on its second derivatives, instead it satisfies the inequality
If(#)l <-c(1 + I~F).
The examples above satisfy these assumptions.
A similar conclusion (theorem [11.2] ) is proved when f depends also on (x, u). The proofs use essentially two main tools: the blow-up method (as used in [6] , where it is shown that it is not necessary to pass through a Caccioppoli inequality, which would require restrictions on the second derivatives off), and the approximation lemma [II.6] combined with a higher integrability result for minima of certain non-coercive functionals.
and we may assume
For every u E W 1'p(D; R N) we set
We say that u is a minimizer of I if I(u) ~ I(u + qJ) for every ~0 E Wo I'p(-Q; RN). If f depends also on (x, u), we assume that f: We remark here that assumptions (2.6) ..... (2.9) may be slightly weakened (see for instance [7] , Remark 2). It is worth noting that if the minimizer u happens to be continuous (for instance if p > n), then assumption (2.9) (first used in [10] ), which is employed only in Lemma [IV.3] and Remark [IV.4], may be dropped. The same is true also whenf depends only on (x, ~e).
In the sequel we denote by the same letter c any positive constant, which may vary from line to line.
If g is any vector-valued function, we denote by (g) .... the mean value of g on B~(x0); if no confusion is possible, we will simply write (g)r and B~ instead of (g) ... In addition, by the minimality of u, 
Br we have used the Sobolev-Poincar6 inequality. The result follows from (2.12) by a modification of Gehring's theorem (see [8] 
page 122). []
The next lemma may be found in [3] . 
Lemma 111.5 I. Let G be a measurable subset of R k, with meas (G) ,< -~oo. Assume (Mh) is a sequence of measurable subsets of G such that, for some e > O, the following estimate holds:
meas (Mh) ~ e for all h E N.
Proof of Theorem [II.11
In this section we assume f satisfies (2.1) ..... (2.3) and we denote by u E W I'p (-Q;R N) a minimizer of I(u) = ff(Du)dx.
As in [5] , we will prove a decay t~ estimate (Proposition III. 1 ]) from which the result will follow by a standard argument.
For every Br(xo) ~ if2 define
Br(Xo)
Then we have Proof. Fix M and 3; we shall determine C M later.
Reasoning by contradiction, we assume that there is a sequence Brh(Xh) satisfying
We introduce the following notations:
Ah : (DU)xh,rh, 2 2 : U(xh, rh).
Since the proof is quite long, we divide it into several steps; moreover, we shall often pass to subsequences and still denote them by the same index h.
Step 1: Blow-up. We rescale the function u in each Brh(Xh) to obtain a sequence of functions on Bt(0). Set Step 2: v satisfies a Linear System. We show that 
E + W E; ---{y E S~ : 2 h I Dvh(y)[ > 1} W {y e B~ : 2 h [Dvh(y)[ <= 1}.
As for E +, we get by (3.2) meas (E +) therefore, using (2.4), f2~ IOvhl2dY~=2~; we have used (3.2), (3.3).
Step 3: Higher Integrability of (vh). Step 4: Upper bound. Fix r < 89
exists.
We prove that it is not restrictive to assume that .
I~(vh) --I~(v) ~:o(r--s)+~
(3.16) (3.17)
Step 
l~(v,,) -I~(v) = I~,(v~) -g(wh)

+ Ihr(W~) --l~r(W) + I~(w) --Ihr(V)
= R~ + R'~ + R~. 
~h = (Wh--W) ~; R~ = I)(Wh) --I)(W q-~h)
+ l)(w + v,h) -g(w) -g'(v,h) + l)(v,h)
= e~ + R~ + R~. 
limsup I g4hl <= (r --s) c(K).
(3.20)
To bound R~, following [6] we remark that Putting together (3.19), (3.23), (3.25) and this inequality, then letting s ~ r and K-+oo, we get (3.17).
>= 7" f ([Dwh --Dwl 2 + 2~ -2 IDWh --Dw]O dy.
Together with (3.20), (3.22) this implies lim infR~h ~ ~' limhsup f (IDwh --Dw[ 2 + 2~-2 iDwh _ DwlOdy _ (r --s)c(K).
Bs
Step 6: Conclusion. Inequalities 
Proof of Theorem !11.21
Throughout this section the function f satisfies (2.5), ..., (2.9). We need some additional lemmas.
Lemma [IV.l]. Let (X, d) be a metric space, and J: X -~ [0, +~] a lower semicontinuous functional not identically q-~. If there is a vEX such that J(u) < o~ q-inf J, d(u, v) ~: 1 and J(v) < J(w) + ~d(v, w)
The result above may be found in [4] . 
By the minimality of u we have
so that by (2.6) ff(x,u, Du)dx~L f ID~o~l'dx + c:,
and by (2.10) Now, by use only of (2.7) and (4.4), the argument employed in [7] Lemma 4.1 yields f ID~[dx.
B2rh(Xh )
After this, the proof goes on as in Proposition [IliA] , with some changes. Those worth noting are the following.
Formula (3.6) . Differentiating in (4.14), we show that the left-hand side of (3.6) is no longer equal to zero, but instead it vanishes as h-+ cx~; indeed, it is dominated by r~/Z/2h, and by (4.10) and our choice of ~ < fl~ < f12 Formula (3.14). Lemma [11.4] must now be used with v = (2rh)a'/2hz, after which the formula remains unchanged by (4.15).
Formula (3.15) . The estimate begins with (2rh) a~ f
I~(vh) --l~(v) ~ (I~(v h + ~h) --Ih(v)) + -~,.
~ ID~I ax.
The first term is dealt with as before, while the second term vanishes as h -+ oo by (4.15) and since (D~h) is bounded in L 2.
Step 6. In this case, since 43 < 89 we obtain 
