The Largest Possible Finite Degree of Functions between Commutative

























The Biggest Possible Finite Degree of Functions
between Commutative Groups
Uwe Schauz





Mathematics Subject Classifications: 20K01, 13F20, 20C05, 41A05
Abstract
We consider maps between commutative groups and their functional degrees.
These degrees are defined based on a simple idea – the functional degree should
decrease if a discrete derivative is taken. We show that the maps of finite functional
degree are precisely the maps that can be written as polyfracts, as polynomials in
several variables but with binomial functions in the place of powers. Moreover, the
degree of a polyfract coincides with its functional degree. We use this to determine
the biggest possible finite functional degree that the maps between two given finite
commutative groups can have. This also yields a solution to Aichinger and Moos-
bauer’s problem of finding the nilpotency degree of the augmentation ideal of the
group ring Zpβ [Zpα1 × Zpα2 × · · · × Zpαn ] . Some generalizations and simplifications
of proofs to underlying facts are presented, too.
1 Introduction
In the recent paper [1], Aichinger and Moosbauer studied what they call the functional
degree Fdeg(f) of maps f : A −→ B between commutative groups (A, +) and (B, +) ,
in order to generalize some Chevalley-Warning type results. The functional degree was
examined in other papers before, e.g. in [3, 4], partially in less generality. Aichinger and
Moosbauer, however, introduced the name functional degree (which reflects the fact that
its definition does not rely on a term representation of f ) and investigated its properties
more comprehensively. They also raised in [1, Problem 8.3] the question of how big the
functions degree possible can be, if we restrict ourselves to functions between to given
finite commutative p-groups. Equivalently, one can also investigate the nilpotency degree
of the augmentation ideal of the group ring Zpβ [Zpα1 × Zpα2 × · · · × Zpαn ] ( p prime),
as explained in [1, Lem. 7.3], but we do not look at the problem from this side. We
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generalize Aichinger and Moosbauer’s question and ask for the biggest possible finite
functional degree of functions between arbitrary finite commutative groups. Without the
restriction to p-groups, the functional degree may become infinite, but there must be a
biggest degree among all finite degrees (because there are only finitely many functions
between two given finite groups). We ask what this upper limit is, and answer this
question in our last section, Section 5. We do this right after presenting and explaining
the classification all functions of finite degree in Section 4, according to [1] and [5]. All
that is based on a term representation of functions of finite functional degree, which we
provide in Section 3. There we learn how to write functions of finite functional degree as





in the place of powers
x
δj
j . We call this kind of polynomials polyfracts and cite many results about them from [5].
We also present some generalizations of results in [5], sometimes with different proofs. We
start our investigations with the introduction of the functional degree in the next section,
Section 2.
2 The Functional Degree
In this section, we introduce the functional degree Fdeg(f) of functions f : A −→ B
between commutative groups (A, +) and (B, +) . The definition of the functional degree
in [1, Def. 2.1] is given on an abstract level, in the language of group rings, modules and
ideals. It can, however, also be stated with the help of (discrete) derivatives and difference
operators. For each g ∈ A , the difference operator ∆g : B
A −→ BA , f 7−→ ∆gf is ∆g
defined via
[∆gf ](x) := f(x + g) − f(x) . (1)
With this notation, we can reinterpret [1, Lem. 2.2] as a definition:
Definition 2.1. Let A and B be commutative groups and G a generating subset of
A . The functional degree Fdeg(f) of a map f : A −→ B is the smallest number m ≥ 0 Fdeg(f)
such that, for all g1, g2, . . . , gm+1 ∈ G ,
∆g1∆g2 · · · ∆gm+1f ≡ 0 ,
if such an m exists, and Fdeg(f) = ∞ otherwise. In particular, we have Fdeg(0) = 0 .
As this definition is formulated as a lemma in [1], it is clear that it does not depend
on the particular choice of G . We will use that to make a special choice for G in our
main definition below, for finitely generated commutative groups A . Up to isomorphy,
such groups can be written as
A = Zq1 × Zq2 × · · · × Zqn with integers qi ≥ 0 , (2)
where we usually allow the extremal cases qi = 1 and qi = 0 , i.e. Zqi
Z1
Z0Zqi := Z/qiZ with Z1 = Z/Z = {0} and Z0 = Z/{0} = Z . (3)
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This representation of A , however, is usually not uniquely determined. Choosing and
fixing one representation, as we will do it, is like choosing coordinates. It will lead us to a
coordinate dependent definition of the functional degree. With that coordinate dependent
definition, we will see that Fdeg(f) actually may be seen as a kind of total degree, with
some kind of monomials and a term representation of f . To get there, we observe that
the tuples
ei := (0, . . . , 0, 1, 0, . . . , 0) =
(
[0]q1, . . . , [0]qi−1, [1]qi, [0]qi+1, . . . , [0]qn
)
(4)
form a generating set G of A = Zq1 × Zq2 × · · · × Zqn . Here, one actually could omit
those ei for which qi = 1 , as they are zero, since 1 = 1 + qiZ = 0 + qiZ = 0 if
qi = 1 . One could also omit the entire factors Zqi with qi = 1 in the representation
Zq1 × Zq2 × · · · × Zqn of A . But, allowing such dummy coordinates will become helpful
later, and the corresponding ei do not disturb in the following definitions either (exactly
as 0 ∈ G is allowed and does not disturb in Definition 2.1). If we abbreviate
∆
i
:= ∆ei i.e. [∆
i
f ](x) := f(x + ei) − f(x) , (5)
we obtain the following special case of the definition above:
Definition 2.2. Assume A = Zq1×Zq2× · · · ×Zqn with integers qi ≥ 0 . Also assume B
is a commutative group, and f : A −→ B is a map. The functional degree Fdeg(f) of
f is the smallest number m ≥ 0 such that, for all d1, d2, . . . , dn ≥ 0 with
∑n





d2 · · · ∆
n
dnf ≡ 0 ,
if such an m exists, and Fdeg(f) = ∞ otherwise. In particular, we have Fdeg(0) = 0 .
In [1, Def. 5.1], Aichinger and Moosbauer also define the ith partial functional degree
Pdegi(f) of maps f : A =
∏n
j=1 Aj −→ B , where the Aj and B are commutative
groups. They simply set
Pdegi(f) := sup
{
Fdeg(f ◦ E(i)a ) ¦ a ∈ A
}
(6)
where, for each fixed a = (a1, a2, . . . , an) ∈ A , E
(i)
a is defined by
E(i)a : Ai −→ A1× A2× · · · × An , x 7−→ (a1, . . . , ai−1, x, ai+1, . . . , an) . (7)
If now Aj = Zqj , so that A = Zq1 × Zq2 × · · · × Zqn as above, then for each m ∈ N , we
have
Pdegi(f) ≤ m ⇐⇒ ∀ a ∈ A : Fdeg(f ◦ E
(i)
a ) ≤ m
⇐⇒ ∀ a ∈ A : ∆
i
m+1(f ◦ E(i)a ) ≡ 0 (8)
⇐⇒ ∀ a ∈ A : (∆
i
m+1f) ◦ E(i)a ≡ 0
⇐⇒ ∆
i
m+1f ≡ 0 .
This yields the following simple definition of the partial degree:
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Definition 2.3. Assume A = Zq1 × Zq2 × · · · × Zqn with integers qi ≥ 0 , B is a com-
mutative group, and f : A −→ B is a map. The ith partial functional degree Pdegi(f)
of f is the smallest number m such that,
∆
i
m+1f ≡ 0 ,
if such an m exists, and Pdegi(f) = ∞ otherwise. In particular, we have Pdegi(0) =
0 .
From this definition one can very easily deduct the inequality





which toke two pages to prove in [1, Th. 5.2], but in the more general setting that we
mentioned in (6) above.
3 A Term Representation
In this section, we introduce a term representation of functions
A = Zq1 × Zq2 × · · · × Zqn −→ B (10)
with finite functional degree, and show that their total and partial degrees coincide with
their functional total and partial degrees. We start with the case q1 = q2 = · · · = qn = 0 :
3.1 Maps of the Form A = Zn −→ B
For maps of the form A = Zn −→ B , one might first consider polynomials with coeffi-
cients in B . For this to make sense, it is enough that every commutative group B is a
Z-module, which we might regard as right Z-module. The substitution of integers into the






2 · · · X
δn
n then yields well-defined
function values in B . The only problem is that we do not get enough functions in this
way. There are functions of finite functional degree that cannot be written in this form.
To improve the situation, we look at binomial polynomials or monofracts, as we call them.
















:= 1 . (11)
For n symbolic variables X1, X2, . . . , Xn and for δ1, δ2, . . . , δn ∈ N, we set
(
X1, X2, . . . , Xn

















Each monofract (binomial polynomials) still gives rise to an integer valued functions, the
function
Zn −→ Z , (x1, x2, . . . , xn) 7−→
(
x1, x2, . . . , xn
δ1, δ2, . . . , δn
)
. (13)






X1, X2, . . . , Xn
δ1, δ2, . . . , δn
)
, (14)
where only finitely many coefficients bδ ∈ B are non-zero. The substitution of integers
xi into the symbolic variables Xi of such B-polyfracts P , as we call them, yields well-
defined function values P (x1, x2, . . . , xn) in B . Hence, through substitution, we obtain
to each polyfract P a function P |Zn
P |Zn : Z
n −→ B, x 7−→ P (x) . (15)








, P 7−→ P |Zn (16)





into the set of functions BZ
n











as group with coefficientwise addi-
tion and BZ
n
as group with pointwise addition, i.e. for polyfracts P and Q ,
(P + Q)|Zn = P |Zn + Q|Zn . (17)
But, the map P 7−→ P |Zn has another interesting property, as was shown in [5, Th. 2.4]
already, in less generality:








, P 7−→ P |Zn
is injective.







6= 0 , there exists an ε ∈ D := {δ ¦ bδ 6= 0} that is minimal in the
sense that there is no other δ ∈ D with δ ≤ ε . So, every δ 6= ε in D is bigger than ε
in at least one coordinate i . If we have δi > εi , then
(
X1, X2, . . . , Xn






















= 0 . (18)





in P that contributes to the function value
P (ε) is the one with δ = ε . We have
P (ε) = bε
(
X1, X2, . . . , Xn






= bε 6= 0 , (19)
which shows that P |Zn 6≡ 0 , indeed.
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We see that to every map f ∈ BZ
n






that describes (interpolates) this map, P |Zn = f . So, we do not have
to make a difference between polyfracts P and polyfractal maps P |Zn and will write P
for P |Zn . We also do not have to distinguish between the coefficientwise addition and the
pointwise addition. Polyfracts are special maps and they form a subgroup of the group









In particular, we can apply the difference operators ∆
i
to polyfracts. By Pascal’s rule we


















= 0 . (21)
Using the linearity of ∆
i
, it is now easy to calculate discrete derivatives of polyfracts.
And, theoretically, this can be used to calculate the functional degree of polyfracts. But,
there is an even easier way. Polyfracts already have total and partial degrees, exactly as











:= δ1 + d2 + · · · + dn , (22)







by taking the maximum over
all monofracts in P :







6= 0 , we set
degi(P ) := max
bδ 6=0
(δi) and deg(P ) := max
bδ 6=0
(δ1 + δ2 + · · · + δn) . (23)
We also set degi(0) := 0 and deg(0) := 0 .
1
It is easy to see that this definition coincides with the definition of the functional
degrees on the set of polyfracts:






degi(P ) = Pdegi(P ) and deg(P ) = Fdeg(P ) .









X1, X2, . . . , Xn
δ1, δ2, . . . , δn
)
6= 0 ⇐⇒ d ≤ δ . (24)
1To match the conventions regarding the zero function in [1], which we kept in the definitions above,
we also define deg(0) := 0 , in contrast to the common convention of 0 having negative infinite degree.
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and numbers m ∈ N ,
with the help of the sets ∆ := {δ ∈ Nn ¦ bδ 6= 0} and D := {d ∈ N
n ¦
∑n
i=1 di > m} ,




d2 · · · ∆
n
dnP 6= 0
⇐⇒ ∃ (di) ∈ D : ∃ δ ∈ ∆: d ≤ δ
⇐⇒ ∃ δ ∈ ∆: ∃ (di) ∈ D : d ≤ δ (25)
⇐⇒ ∃ δ ∈ ∆: δ ∈ D
⇐⇒ ∃ δ ∈ ∆:
∑n
i=1 δi > m
⇐⇒ deg(P ) > m ,
so that Fdeg(P ) = deg(P ) , and
Pdegi(P ) > m ⇐⇒ ∆
i
m+1P 6= 0
⇐⇒ ∃ δ ∈ ∆: m + 1 ≤ δi (26)
⇐⇒ degi(P ) > m ,
so that Pdegi(P ) = degi(P ) .
That, further, all functions of finite functional degree are given by polyfracts can be
seen from the following kind of Taylor Theorem. It was in less generality already stated
in [5, Th. 2.7], but with a mistake in the finally printed version:
Theorem 3.4. Let d1, d2, . . . , dn ∈ N and f : Z
n −→ B be a map with Pdegi(f) ≤ di ,




















x1, x2, . . . , xn
δ1, δ2, . . . , δn
)
.
Proof. For n = 1 this follows from the fact that, based on Equation (21), for the functions









∆d1+1f ≡ 0 ≡ ∆d1+1g and [∆if ](0) = [∆ig](0) for 0 ≤ i ≤ d1 . (27)
We just have to “integrate” d1 + 1 times to get f ≡ g . For details the reader is referred
to [5, Th. 2.6].
Now, assume we have proven the statement already for functions with up to
n − 1 variables. We can apply that induction assumtion to the function xn 7→
f(x1, x2, . . . , xn−1, xn) , with x1, x2, . . . , xn−1 regarded as fixed given, and afterwards
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x1, . . . , xn−1





































x1, . . . , xn−1
























x1, x2, . . . , xn
δ1, δ2, . . . , δn
)
. (28)
The theorem holds for all n .
As, by Inequality (9), the partial functional degrees are bounded if the functional
degree is bounded, the last theorem and the last lemma yield the following:
Theorem 3.5. The functions f : Zn −→ B with Fdeg(f) < ∞ are exactly the functions












Moreover, if f is written as polyfract, having a total degree deg(f) and partial degrees
degi(f) , then
Fdeg(f) = deg(f) and Pdegi(f) = degi(f) for i = 1, 2, . . . , n .
3.2 The General Form A = Zq1 × Zq2 × · · · × Zqn −→ B
To be able to apply the previous results, we show that the group BZq1×Zq2×···×Zqn with
pointwise addition may be viewed as subgroup of the group BZ
n
with pointwise addition.
Given the surjective group homomorphism
ϕ : Zn −→ Zq1 × Zq2 × · · · × Zqn (29)
(x1, x2, . . . , xn) 7−→ (x1 + q1Z, x2 + q2Z, . . . , xn + qnZ) ,
we obtain the injective homomorphism
Φ: BZq1×Zq2×···×Zqn −→ BZ
n
, f 7−→ Φ(f) := f ◦ ϕ . (30)
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whose image is the subgroup of (q1, q2, . . . , qn)-periodic maps, where a map f : Z
n −→ B
is called (q1, q2, . . . , qn)-periodic, if
f(x + qiei) = f(x) for all x ∈ Z
n and all i ∈ {1, 2, . . . , n} . (31)




















= f(ϕ(x) + ϕ(ei)) − f(ϕ(x))
= f(ϕ(x + ei)) − f(ϕ(x)) (33)







Based on this observation, we can identify the maps from Zq1×Zq2×· · ·×Zqn to B with
the (q1, q2, . . . , qn)-periodic maps from Z
n to B , and simply write f instead of Φ(f) .
More informally speaking, every (q1, q2, . . . , qn)-periodic map from Z
n to B gives rise to a
well-defined map from Zq1×Zq2×· · ·×Zqn to B , and vice versa. One just has to go from
congruence classes to representatives, and vice versa. If, say, a (q1, q2, . . . , qn)-periodic
map f from Zn to B is given, then the corresponding map from Zq1 × Zq2 × · · · × Zqn
to B , again denoted f , is well-defined through
f(x1 + q1Z, x2 + q2Z, . . . , xn + qnZ) := f(x1, x2, . . . , xn) . (34)
In particular, we may view BZq1×Zq2×···×Zqn as subset of BZ
n
, and may search for polyfrac-
tal representations of maps of the form Zq1 × Zq2 × · · · × Zqn −→ B inside the set of all
previously defined polyfracts. The set of (q1, q2, . . . , qn)-periodic polyfracts that describe











∩ BZq1×Zq2×···×Zqn . (35)
The following corollary is a generalization and, at the same time, a subcase of Theo-
rem 3.5 . It is a generalization as it does not just deal with the case q1 = q2 = · · · = qn = 0 .
It is a subcase and a corollary as BZq1×Zq2×···×Zqn is a subset of BZ
n
and Theorem 3.5 can
be applied to the functions in that subset:
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Corollary 3.6. The functions f : Zq1 × Zq2 × · · · × Zqn −→ B with Fdeg(f) < ∞ are
exactly the functions that are given by (q1, q2, . . . , qn)-periodic B-polyfracts, i.e.
{








Moreover, if f is written as polyfract, having total degree deg(f) and partial degrees
degi(f) , then
Fdeg(f) = deg(f) and Pdegi(f) = degi(f) for i = 1, 2, . . . , n .
From this corollary we know that the maps of finite functional degree, and only those,
can be represented by polyfracts. The polyfractal representation of such maps can then
be very helpful. There are several theorems and lemmas in [1] that are almost obvious
for polynomials and become about as obvious in the polyfractal representation. This
yields much shorter proofs and additional insights. One example is [1, Th. 5.2], another
is [1, Lem. 6.2]. The last cited lemma could actually help to settle a question raised in [1,
Problem 8.3], if it would not be restricted to integral domains. With the polynomial rep-
resentation, however, it is possible to see beyond integral domains. We will demonstrate
that in the last section, where we explain our solution to Aichinger and Moosbauer’s
problem.
4 Classification of Functions of Finite Functional De-
gree
From the last corollary we know that the polyfractal maps, i.e. those representable by
polyfracts, are the maps of finite functional degree. But, we still have not seen which
maps these are. There are two sources. On one hand, for finite commutative groups A
and B , the question which maps in BA are polyfractal was answered in [5, Th. 3.7].
On the other hand, the question which maps in BA have finite functional degree was
answered in [1, Th. 9.4]. As both questions are equivalent, both answers are the same. To
be able to express the solution in an elegant way, we introduce some notation. We denote
with p1, . . . , pt be the prime divisors of |A||B| , and with Aj and Bj the corresponding Aj , Bj
pj-primary components (Sylow pj-subgroups) of A and B , respectively. With Aj = {0}
if pj ∤ |A| and Bj = {0} if pj ∤ |B| , we can write A and B as Cartesian products of t
components each. We can write
A = A1 × A2 × · · · × At and B = B1 × B2 × · · · × Bt . (36)
If we further identify each t-tuple (f1, f2, . . . , ft) of functions fj ∈ B
Aj
j with the function
A1 × A2 × · · · × At −→ B1 × B2 × · · · × Bt (37)
(x1, x2, . . . , xt) 7−→ (f1(x1), f2(x2), . . . , fn(xt))
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then the set of those t-tuple of functions becomes a subset of BA, i.e.
BA11 × B
A2




With this notation, Theorem 3.17 in [5], combined with the previous corollary, yields
the following classification:
Theorem 4.1. Let A = A1 ×A2 ×· · ·×At and B = B1 ×B2 ×· · ·×Bt be finite commu-
tative groups, written as direct product of their (possibly trivial) pj-primary components,
as explained above. Then
{
f ∈ BA ¦ Fdeg(f) < ∞
}
= BA11 × B
A2
2 × · · · × B
At
t .
Corollary 4.2. If A and B are finite commutative p-groups, to the same prime p , then
all maps between A and B have finite functional degree.
If there are primes p1 6= p2 such that p1 divides |A| and p2 divides B , then there
are maps of infinite functional degree between A and B .
Example 4.3. If A = Z60 and B = Z126 × Z7 , then |A||B| has the four prime divisors
p1 = 2 , p2 = 3 , p3 = 5 and p4 = 7 ,
A = Z4× Z3× Z5× {0} and B = Z2× Z9× {0}× Z
2
7 . (39)





{0} ⊆ BA , (40)
of functions of the form
(x1, x2, x3, x4) 7−→
(
f(x1), g(x2), 0, (c, d)
)
(41)
with f ∈ ZZ42 , g ∈ Z
Z3
9 and (c, d) ∈ Z
2
7 . This can be simplified, if we omit the zero
components that we needed in order to apply Theorem 4.1. With
A = Z4× Z3× Z5 and B = Z2× Z9× Z7× Z7 , (42)
the functions of finite functional degree between A and B have the general form
(x1, x2, x3) 7−→
(
f(x1), g(x2), c, d
)
. (43)
If we want to write such a functions as polyfract, we should first write its components
as polyfracts. One might use Theorem 3.4 to do so, if the components are given. In our
example, however, f, g, c, d are not given. Hence, f(x1) can be any polyfract over Z2 of







































+ 3 , c = 4 , d = 5 . (44)
These choices can now be combined to the following example of a polyfractal map from
A to B :
Z4× Z3× Z5 −→ Z2× Z9× Z7× Z7















+ 3 , 4 , 5
)
= (1, 0, 0, 0)
(
x1, x2, x3
3 , 0 , 0
)
+ (1, 0, 0, 0)
(
x1, x2, x3
1 , 0 , 0
)
(45)
+ (0, 6, 0, 0)
(
x1, x2, x3
0 , 1 , 0
)
+ (0, 3, 4, 5)
In the last representation in (45), one may observe how Theorem 4.1 ensures that the
coefficients in Z2× Z9× Z7× Z7 have many zeros. In general, we have the following:
Corollary 4.4. Let p1, p2, . . . , pt be different primes. For j = 1, 2, . . . , t , let Bj be a
finite commutative pj-group, and let qj,1, qj,2, . . . , qj,nj be powers of pj (where Bj and
some qj,i may be trivial but nj ≥ 1 ). If a non-constant term
(b1, . . . , bt)
(
X1,1, . . . , X1,n1, X2,1, . . . , X2,n2, . . . , Xt,1, . . . , Xt,nt
δ1,1, . . . , δ1,n1 , δ2,1, . . . , δ2,n2 , . . . , δt,1, . . . , δt,nt
)
occurs in a (q1,1, . . . , q1,n1 , q2,1, . . . , q2,n2, . . . , qt,1, . . . , qt,nt)-periodic polyfract, i.e. in the
standard expansion of a polyfract in
(B1 × B2 × · · · × Bt)
(
X1,1, . . . , X1,n1 , X2,1, . . . , X2,n2 , . . . , Xt,1, . . . , Xt,nt
Zq1,1 , . . . ,Zq1,n1 , Zq2,1 , . . . ,Zq2,n2 , . . . , Zqt,1, . . . ,Zqt,nt
)
,
then there exists a j0 ∈ {1, 2, . . . , t} such that
δj,1, δj,2, . . . , δj,nj = 0 and bj = 0 for all j 6= j0 .
The corollary applies to all polyfractal maps between arbitrary nontrivial finite com-
mutative groups A and B . One can choose p1, p2, . . . , pt as the prime divisors of |A||B| ,
and Aj := Zqj,1 , . . . ,Zqj,nj and Bj as pj-primary component of A and B , respec-
tively. If Aj is trivial, one just has to select nj as 1 and (qj,1, qj,2, . . . , qj,nj ) as (p
0) ,
and treat Aj = {0} as Z1 . If a map f : A −→ B has finite functional degree, then
f ∈ BA11 × B
A2
2 × · · · × B
At
t and we can write it as f = (f1, f2, . . . , ft) with components
fj ∈ B
Aj
j . Those components fj are easily read off if f is written as polyfract, as in the
corollary. Each non-constant term
(b1, . . . , bt)
(
X1,1, . . . , X1,n1, X2,1, . . . , X2,n2, . . . , Xt,1, . . . , Xt,nt




of f contributes the term
bj0
(
Xj0,1, . . . , Xj0,nj0
δj0,1, . . . , δj0,nj0
)
(47)
to the polyfractal expansion of fj0 , where j0 is the unique index with bj0 6= 0 . The
constant term is the only term of f that may contribute to more than one fj . Each fj




deg(f1), deg(f2), . . . , deg(ft)
)
, (48)
where the degree of a function fj with trivial domain is 0 . This is because the trivial
domain is represented as Z1 , so that fj , seen as function on Z , is 1-periodic, i.e. constant.
5 The Biggest Finite Degree
In this section, in Theorem 5.3 below, we determine the maximal finite degree of a function
between finite commutative groups, i.e. the biggest degree that a function of finite degree
can have. In particular, this solves (in Equation (59)) a problem raised by Aichinger
and Moosbauer in [1, Problem 8.3], the problem of finding the nilpotentcy degree of the
augmentation ideal of the group ring Zpβ1 [Zpα1 × Zpα2 × · · · × Zpαn ] , where p is prime.
Actually, if one is aware of the connection between polyfracts and functions of finite
functional degree, our Theorem 3.9 in [5] already solved this more special problem. We
repeat the steps that lead to this solution and involve polyfracts, to explain the role of
the polyfractal representation, before we further generalize things. In doing so, we also
point to some simplifications in proofs of underlying facts, based on a paper that we were
not aware of when we wrote [5]. We start the investigations with very special types of
commutative groups, and then generalize the results from subsection to subsection.
5.1 Between Zpα and Zpβ
Let α, β, p ∈ Z+ with p prime. The Lagrange function (characteristic function) χ :
Zpα −→ Zpβ is defined by
χ(x) :=
{
1 if x = 0,
0 otherwise.
(49)
In this subsection, we want to explain why
Fdeg(χ) = pα − 1 + (β−1)(p−1)pα−1 = βpα − (β−1)pα−1 − 1 . (50)
Actually, we have deduced this in [5, Th. 3.9] already, but the proof there is not
short and relies to one half on [2, Cor. 4.16]. As we are considering only the cyclic
case in Equation (50), however, the result [2, Cor. 4.16] alone is strong enough to deduce
Equation (50), without the need for polyfractal representations. If we look into [2], we see
that the biggest possible functional degree can be found by determining the isomorphy
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type of the Z-module Φk(Zpα,Zpβ) of all functions f : Zpα → Zpβ of functional degree at














∣ if m = βpα − (β−1)pα−1 − 1 . (51)
This shows that there exists a function f : Zpα → Zpβ of degree m , but none of degree
bigger than m . It follows that χ must have that degree m = βpα − (β−1)pα−1 − 1 .
That is what we want, but the proof is long and quite indirect.
Recently, we discovered in [6, Th. 10] a more direct proof. In this proof one considers






in that expansion (see e.g. [5, Th. 3.6] or [6, proof of Th. 10]). A










where the sum is taken over all i ∈ {0, 1, . . . , δ} with i ≡ δ (mod pα) . The tricky part
is then to prove the following lemma:
Lemma 5.1. Let α, β, δ ∈ Z+ .
If δ ≥ βpα − (β−1)pα−1 , then pβ
⌊
ĉδ,α .
If δ = βpα − (β−1)pα−1 − 1 , then pβ
⌊
 ĉδ,α .
The most direct proof that we found is contained in [6, Eq. (2) & Th. 10]. It uses the
fact that ĉδ,α is also equal to the coefficient of x
δ mod pα when (x−1)δ is reduced modulo
xp
α
−1 . Based on [2, Cor. 4.16], one may also prove it as in [5, Cor. 3.5 & Eq. (88)]. It tells






for δ = βpα − (β−1)pα−1 − 1 but zero if δ ≥ βpα − (β−1)pα−1. So, the degree of χ is
βpα − (β−1)pα−1 − 1 , which shows that Equation (50) holds, indeed.
5.2 Between Zpα1 × Zpα2 × · · · × Zpαn and Zpβ
The power of Lemma 5.1 is not limited to the case of cyclic p-groups. If we work with
polyfractal representations, it can easily tell us what happens on the more general domain
Zpα1 × Zpα2 × · · · × Zpαn . We define the multivariate Lagrange function χ : Zpα1 × Zpα2 ×
· · ·×Zpαn −→ Zpβ as product of the n univariate Lagrange functions χj : Zpαj −→ Zpβ ,
i.e.
χ(x1, x2, . . . , xn) = χ1(x1) χ2(x2) · · · χn(xn) . (53)





pαj − n + (β−1)(p−1)pαmax−1 , (54)















in the product χ1(x1) χ2(x2) · · · χn(xn) is cδ1,α1cδ2,α2 · · · cδn,αn =
ĉδ1,α1 ĉδ2,α2 · · · ĉδn,αn + p
βZ , and with Lemma 5.1 it is easy to see when that coefficient is
zero. We may assume α1 = αmax . If
δ1 = βp
α1 − (β−1)pα1−1 − 1 , δ2 = p
α2 − 1 , . . . , δn = p
αn − 1 , (55)
then Lemma 5.1 tells us that
pβ
⌊
 ĉδ1,α1 , p
⌊
 ĉδ2,α2 , . . . , p
⌊
 ĉδn,αn , (56)





pαj − n + (β−1)(p−1)pαmax−1 . (57)
Conversely, if we consider any monofract of higher total degree in our Lagrange
polyfract χ , then its coefficient is zero. For example, if we increase δ2 only (without loss
of generality by a multiple of pα2 − pα2−1 ), then the second non-divisibility above will
get lost and the coefficient cδ1,α1cδ2,α2 · · · cδn,αn will be zero. We might try to compensate
that by decreasing δ1 , but for each increase of δ2 by p
α2 − pα2−1, we have to decrease
δ1 by p
α1 − pα1−1 ≥ pα2 − pα2−1 to keep cδ1,α1cδ2,α2 · · · cδn,αn nonzero. Hence, it is not





pαj − n + (β−1)(p−1)pαmax−1 . (58)
Since every function f : Zpα1 × Zpα2 × · · · × Zpαn −→ Zpβ is a linear combination of
shifted Lagrange functions χ(x − a) , the degree of f is bounded by the degree of χ :
Theorem 5.2. Let p be a prime and α1, α2, . . . , αn, β ≥ 1 . Maps of the form
f : Zpα1 × Zpα2 × · · · × Zpαn −→ Zpβ












Aichinger and Moosbauer explained in [1, Lemma 7.3] that, for functions f : Zpα1 ×
Zpα2×· · ·×Zpαn −→ Zpβ , the best upper bound of the degree plus one is the nilpotentcy
degree ν of the augmentation ideal of the group ring Zpβ [Zpα1×Zpα2×· · ·×Zpαn ] . Finding





pαj − n + 1 + (β−1)(p−1)pαmax−1 . (59)
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5.3 Between Zpα1 × Zpα2 × · · · × Zpαn and Zpβ
1
× Zpβ2 × · · · × Zpβt
Maps of the form
f : Zpα1 × Zpα2 × · · · × Zpαn −→ Zpβ1 × Zpβ2 × · · · × Zpβt (60)
can be split into t maps f1, f2, . . . , ft such that
f(x) =
(
f1(x), f2(x), . . . , ft(x)
)
. (61)




This is obvious in polyfractal representation, but also easy to see from the definition of
the functional degree (see [1, Lem. 3.4]). Hence, the best upper bound on the functional





pαj − n + (βmax−1)(p−1)p
αmax−1 , (63)
where αmax := max
1≤j≤n
αj and βmax := max
1≤i≤t
βi .
5.4 Between Arbitrary Finite Commutative Groups
If we increase the generality further, to maps f : A −→ B between arbitrary finite com-
mutative groups, then the functional degree may become infinite. Assume, p1, . . . , pt are
the prime divisors of |A||B| , with corresponding pi-primary components Ai and Bi of
A and B , respectively. If t = 1 , everything is finite, by Corollary 4.2 . But, if t > 1 and
|A| > 1 and |B| > 1 , then there exist a j1 and a j2 6= j1 with |Aj1 | > 1 and |Bj2| > 1 .
In this situation, functions of infinite degree are easy to find. Every map that sends a





must have infinite degree, by Theorem 4.1.
If we restrict ourselves to functions of finite degree, then f splits again, but differently.





and there are maps fi : Ai −→ Bi such that




Fdeg(f1), Fdeg(f2), . . . , Fdeg(ft)
)
. (65)
Since the best upper bound for Fdeg(fj) is given in (63) if Aj 6= {0} and Bj 6= {0} , and
Fdeg(fj) = 0 if Aj = {0} or Bj = {0} , we can easily calculate the best upper bound for





constant functions, which have degree 0 . So, things only get interesting if gcd(|A|, |B|) >
1 . We obtain the following result:
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Theorem 5.3. Let A and B be finite commutative groups of non-coprime order, and
let p1, p2, . . . , ps be the prime divisors of gcd(|A|, |B|) > 1 . For i = 1, 2, . . . , s , denote
with Ai resp. Bi the (non-trivial) pi-primary component of A resp. B . Assume
Ai = Zqi,1 × · · · × Zqi,ni with qi,j = p
αi,j
i > 1 , and set αi,max := max
1≤j≤ni
(αi,j) ,
Bi = Zri,1 × · · · × Zri,mi with ri,j = p
βi,j
i > 1 , and set βi,max := max
1≤j≤mi
(βi,j) .
For functions f : A −→ B of finite functional degree, the best upper bound on the func-
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