This work presents a construction of stationary Markov models with negative binomial marginal distributions. The proposal is novel in that a simple form of the corresponding transition probabilities is available, thus revealing uninvolved simulation and estimation methods. The construction also unveils a representation of the transition probability function of some well known classes of birth and death processes. Some illustrations with simulated and real data examples are also presented.
Introduction
Stationary models and properties are important in theoretical and applied problems in econometrics and in time series models. In particular, integer-valued Markov processes have dragged the attention of many theoretical and applied scientist. Part of the motivation for their study is to have practical models for time-evolving counts, i.e. without the need to rely on misspecified continuous state space models such as ARMA time series models or diffusion processes.
There are, at least, two seemingly different approaches to build integer-valued Markov models or observations evolving in discrete or continuous time, namely the Markov chain approach (e.g. Karlin and Taylor, 1975) and the stochastic thinning or contraction technique. The latter is largely based on the concept of self-decomposability (e.g. Steutel and van Harn, 2003) or generalizations of it (e.g. Joe, 1996; Zhu and Joe, 2010a) . Indeed, for count data time series, contributions such as McKenzie (1986 McKenzie ( , 1988 , Al-Osh and Alzaid (1987) , Alzaid and Al-osh (1990) , Du and Li (1991) and 1 University of Kent 2 Universidad Nacional Autónoma de México 3 Vrije Universiteit Amsterdam, The Netherlands Poisson, negative binomial and geometric stationary distributions. A more general approach, i.e. for a wider choice of marginal distributions, is presented in the groundbreaking contribution by Joe (1996) , see also Jørgensen and Song (1998) . For up to date accounts on the topic we refer to McKenzie (2003) and Davis et al. (2016) .
Much of the theory of stationary models, with arbitrary but given marginal distributions, has been developed for discrete-time Markov models, with the notable exception of the work set forth by Barndorff-Nielsen and Shephard (2001) , where the idea of self-decomposability is used to represent Ornstein-Uhlenbeck Lévy-driven stochastic differential equation and thus opening a wide class of stationary continuous time Markov processes. For continuous time and discrete state-space models, clearly the theory of Markov chains offers an excellent and general modeling alternative. However, within such framework, the availability of closed form expressions for the transition probabilities are not always at hand, and thus complicating estimation and simulation procedures.
Indeed, from a statistical perspective, the availability of computable transition probabilities is always desirable, e.g. having stochastic equations, intensity matrices and/or expressions for Markov generators, frequently leads to overparametrized situations or numerical complications.
In this paper, we present a construction of stationary Markov chains with negativebinomial distributed marginals. The construction is valid in discrete and continuous time, and has the appealing feature of having a simple and closed form of the corresponding transition probabilities. We build our construction on the idea introduced by Pitt et al. (2002) and subsequently generalized to the continuous time case by Mena and Walker (2009) . Their approach is based on the distributional symmetry of reversibility and is general enough to encompass other approaches based on thinning, such as the models in Joe (1996) . The idea can be recast as follows: given a desired marginal distribution, say with probability P X , one defines the dependence in the model by introducing another -arbitrary-latent probability P Y |X . With these probabilities at hand, one computes P X|Y and define the one-step transition probability
where the expectation is taken with respect to Y → P Y |X conditioned on X = x. This approach resembles the Gibbs sampler method to construct reversible Markov chains and has a clear Bayesian flavor, i.e. the prior P X , the likelihood model P Y |X , the posterior P X|Y and the predictive (1). Lousily speaking any data predictive distribution constitutes a well-defined Markov kernel. As such, the method is then very general, and for this reason has been widely used to construct time series models of the AR or ARCHtype, e.g. Pitt and Walker (2005) ; Mena and Walker (2005) ; Contreras-Cristán et al.
(2009) to name a few.
There are various ways to generalize the above construction to the continuoustime case, e.g. by computing the n-step ahead transition corresponding to (1) and embedding it to continuous time, or by finding the conditions such that the Chapman-Kolmogorov equations are also satisfied in continuous time. This latter approach is followed by Mena and Walker (2009) to represent well-know continuous time models such as diffusion processes and Markov chains. The idea is to allow those parameters in P Y |X -and not in P X -, to vary on time and find their functional form such that the Chapman-Kolmogorov equations are satisfied. While some appealing families of diffusion processes have been found to have representation (1), under the above extension to continuous time (see, e.g. , it is not always easy to find analytical conditions that meet Chapman-Kolmogorov equations. This later observation has prevented the method to be generalized to the general class of continuous Markov processes. Here we discover the conditions to apply this construction to the class of negative-binomial marginal distributions.
The model we find, has a neat expression for the transition probabilities, and turns out to correspond to a well known class of birth and death processes (see Feller (1950) and Karlin and Taylor (1975) ) for which a closed form expression for their transition probabilities is not available elsewhere, to the best of our knowledge. Hence, this constitutes an appealing addition to the applied literature on such models.
The class negative-binomial marginals is justified for its generality, i.e. it includes the geometric distribution as a particular case and the Poisson as a limiting case. Fur- Not surprising, discrete and continuous time models with negative binomial marginals have been widely studied in the literature, e.g. Latour (1998) ; Joe (1996) ; Joe (2003, 2010a,b) . However, with the exception of Zhu and Joe (2010b) , where a numerical inversion technique is used to approximate the continuous time transition density of a certain negative-binomial model, no closed form expression has been given. Indeed, in particular we provide with a closed expression for transition probablity in Zhu and Joe (2010b) model. Furthermore, we highlight the convenience of having a simple expression for transition probabilities with a simulation study and a real data analysis. The latter applies our approach to a crime reports dataset studied by Gorgi (2018) . We compare the performance in terms of computational time with the method of Zhu and Joe (2010b) when the transition is evaluated with numerical methods.
The structure of this document is as follows. In Section 2 we introduce the construction of stationary Markov chains with negative binomial distributed marginals.
In Section 3 we apply our model using simulated data. Section 4 deals with real data, in particular we model real-time series of crime reports in the city of Blacktown in Australia. Final points and conclusions are deferred to Section 5.
Negative Binomial Stationary Markov chain
Following the construction in Mena and Walker (2009), described above, we build a set of transition probabilities that drives a class of reversible Markov chains with negativebinomial invariant distribution. Hence, our objective is to construct a model with stationary negative-binomial distribution, i.e. X ∼ NB(r, q) with mass probabilities given by
Now, we introduce the dependence in the model by assuming Y | X ∼ Bin(X, Θ).
Marginalizing X, and after some elementary algebra, it follows that
which then leads to the " posterior " distribution given by the shifted negative-binomial
Then, one can build a reversible stochastic process X = {X t } whose one-step transition
As such, the resulting model is a well defined discrete-time, integer-valued, autoregressive-type reversible model, for which the transition (2) leaves a NB(r, q) distribution invariant. A stochastic equation (SE) of this model is given by
where (Z n ) n≥1 is a sequence of i.i.d. random variables with common NB(r+Y n , q(1−Θ)) distribution, and Y n has Bin(X n , Θ) distribution. A similar expression to the SE (3) was derived in Zhu and Joe (2003) to characterize a reversible Markov process with negative binomial invariant distribution.
In order to generalize the above model to the continuous-time case we allow the " dependence parameter " Θ to depend on time, namely through a function t → Θ t ,
and thus find the conditions on such a function such that the corresponding transition density p t satisfies the Chapman-Kolmogorov equation. Such task is simplified via the Laplace transform, L X := E[e uX ], associated to the corresponding transition probability (2), i.e. p t (x, x t ), which is given by
Notice that here, we have already made explicit the dependence on the time parameter. 
In such case, (X t ) t≥0 turns out to be a reversible Markov process with negative-binomial invariant measure.
Proof. First notice that in terms of the Laplace transform, the Chapman-Kolmogorov equations corresponding to p t are satisfied if and only if
where the time-effect in the law of {X t+s | X s } enters non-homogenously, i.e. through a function Θ t , as we are constructing a stationary process. Hence, the right-hand side of (5) takes the form
On the other hand, the left-hand side of (5) is given by
Hence, in order for Chapman-Kolmogorov's equations to be fulfilled, it is necessary that the following equalities hold,
and
Those equations are satisfied whenever
given that Θ t : R + → [0, 1]. Therefore, for this Θ t , the transition probabilities p t satisfy the Chapman-Kolmogorov equations.
Hence, using Proposition 1 the transition probabilities simplify as
Given the discrete state-space nature of the model we have just constructed, it is natural to think that the model has a corresponding continuous-time Markov chain.
In fact, the X t turns out to be the simple birth, death and immigration process, where the infinitesimal rates associated to p t are given by
Therefore, the process X t reduces to a simple birth, death and immigration process with birth rate µ = c/(1−q), death rate λ = cq/(1−q) and immigration rate ν = cqr/(1−q), or equivalently, q = λ/µ, r = ν/λ and c = µ − λ (cf. Kelly, 2011). It is worth noticing that, since c > 0, we have that µ > λ, which is consistent with the model.
Alternatively, we can characterize the above process as the birth and death process with rates λ n = λn + ν and µ n = µn, also known as linear growth process (cf. Karlin, 1975) . To the best of our knowledge expression (10) is new in the literature.
Furthermore, generalizing the stochastic equation (3), we deduce that the birth, death and immigration process satisfies the following generalized branching operation
where I 0 = 0, I j (α)'s are i.i.d. r.v.'s with common NB(1, α) distribution and Z t has
That is to say, the model enjoys the branching property. Using a different approach, Zhu and Joe (2003) derived a different stochastic equation, from which no closed expression for the transition function is available. In (Zhu and Joe, 2010b) , a numerical inversion technique of the corresponding characteristic function is used for approximation of transition probabilities.
Hence, stochastic equation (11), together with its transition probabilities, result a very appealing alternative to it, for simulation and estimation.
On the other hand, within the discovery by Wolpert et al. (2011) , finding expression (10), completes the availability of closed expression for transition probabilities for the class of continuous-time reversible Markov processes with non-negative integer values, that can be defined via a thinning operation.
As a twofold observation, such transitions turn out to be finite sums of positive terms, which is a very appealing property for simulation and estimation procedures.
Also, one notices that if r = 1, (X t ) has a geometric stationary distribution. In such case, the rates are given by µ n = µn and λ n = λn + λ, implying that λ = ν, which is a variation of the simple queue, M/M/1, model characterized as the birth and death process with rates µ n = µ and λ n = λ.
Simulation Experiment
To evaluate the performance of our construction, we test the model with different simulated examples. Let us consider two different datasets simulated from (11). For the first dataset we assume equally spaced data, i.e. τ n = t = 1, while the second dataset features data generated at exponential times with intensity parameter λ = 0.5.
We consider two scenarios: the first one consists in a single dataset of 1000 observations; the second one consists in 100 different datasets of 1000 observations. In both cases, we run single experiments taking in consideration the first 250 observations, the first 500 and the full dataset. We keep fixed different values of the parameters of interest, in particular, we are interested in the estimation of the parameters of the negative binomial distribution, (p, r), namely the probability of success in each experiment, p ∈ (0, 1), and the number of failures until the experiment is stopped (r ≥ 0), respectively.
In addition to these two parameters, we need to estimate the dependency function Θ t = 1−p e ct −p . This quantity involves the parameter c and p . A Maximum Likelihood Estimation (MLE) approach is adopted in both scenarios.
We set the parameter c equal to 0.5 and 1. Regarding the negative binomial distribution, we set the probability of success in each experiment, p = 0.3, 0.5 and 0.7 and the number of failures until the experiment is stopped, r, equals to 2 and 5.
In Table 1 , we report the results for a single chain for different values of r, p and c when the data are assumed to be equally spaced. On the other hand, Table 2 shows the results over 100 different datasets, when the data are assumed to be equally spaced.
In particular, we report the means over the 100 experiments. Standard deviations are reported in brackets. The results show that taking all the dataset improves the results, while working with only the initial part of the dataset (such as 250 or 500 observations) leads to different results.
The same analysis has been conducted when the simulated data are generated at 
Application to Crime Data
This section is devoted to the study of the monthly number of offensive conduct reported in the city of Blacktown, Australia, from January 1995 to December 2014.
Following Gorgi (2018) , we employ our time series approach to the New South Wales mean and variance are 9.2625 and 24.253, respectively. As suggested by Gorgi (2018) , this indicates over-dispersion, and thus a negative binomial distribution for the error term may be a more suitable model for the data.
As in the simulated experiments, for the negative binomial Markov process we need to estimate the three parameters of interest, (r, p, c) . In particular, we run a maximum likelihood estimator for the parameter of interest over all the sample size. The r parameter, which represents the number of failures until the experiment is stopped in the negative binomial distribution, takes value 6.036. The p parameter or the so-called probability of success in each experiments is equal to 0.605 an the estimation of c is equal to 0.684. We compare our procedure with the Joe's transition probability computed as in Zhu and Joe (2010b) . This procedure can be recast in two steps:
where ϕ Y (u) = E e itY is the characteristic function. In our case, Y = {X t |X t−1 =
x t−1 }, the set of values assumed by the time series, is S = {x 0 , . . . , x T } and the characteristic function
2. The second step consist of evaluating
In Table 4 , we compare the estimation values of (r, p, c) and the computational times of our transition probability (OTB), Joe's transition probability by computing numerically the integral in Matlab (JNI) and Joe's transition probability by using an arbitrarly precision integral (JPI). Thus, the results confirm that the three methods lead to the same results, but our transition probability is faster than the other two methods, moving from 17 seconds to 46 minutes (for the numerical integration) and 5 hours (for the arbitrary precision integral). Due to the high time consuming algorithm, in the forecasting approach, we decide to run only our methods.
Following Gorgi (2018) , we perform a pseudo out-of-sample experiment to compare our results with the forecast performances in Gorgi (2018) . We divide the time series into two subsamples: the first 140 observations are the in-sample analysis and the last between our transition probability and the Joe's transition probability.
100 observations are the out-of-sample analysis or forecasting evaluation sample. In particular, the in-sample analysis is expanded recursively.
The accuracy of the forecasting procedure is measured in terms of both point and density forecasting. Hence, we evaluate the point forecast accuracy by mean of the mean square error (MSE), which is
On the other hand, we measure the density forecasting accuracy by means of the log predictive score criterion which is PL = 1 100 100 i=1 logp T +i|T +i−1 (y T +i ) Log score criterion -2.731 -2.797 -2.857 -2.873 Table 5 : Forecast mean square error and log score criterion computed using the last 100 observations for different forecast horizons h. 
Conclusions
We give a close expression to the transition density of the Negative Binomial continuous time Markov model. This model, used in both discrete and continuous time, is of great interest when modeling integer-valued time series and the construction we present yields a much simpler simulation and estimation procedures. Furthermore, our approach links nicely with models coming from the continuous time Markov chains literature, thus opening a gateway for applications also in that area.
