a b s t r a c t SCIATRAN is a comprehensive software package which is designed to model radiative transfer processes in the terrestrial atmosphere and ocean in the spectral range from the ultraviolet to the thermal infrared (0.18-40 μm). It accounts for multiple scattering processes, polarization, thermal emission and oceanatmosphere coupling. The main goal of this paper is to present a recently developed version of SCIATRAN which takes into account accurately inelastic radiative processes in both the atmosphere and the ocean. In the scalar version of the coupled ocean-atmosphere radiative transfer solver presented by Rozanov et al. [61] we have implemented the simulation of the rotational Raman scattering, vibrational Raman scattering, chlorophyll and colored dissolved organic matter fluorescence.
Introduction
The importance of inelastic radiative processes in the atmosphere and ocean has been addressed by many authors [22, 38, 45, 53, 73, 75, 77] . The most important of these processes are the rotational Raman scattering (RRS), vibrational Raman scattering (VRS) and fluorescence by chlorophyll a (chl-a) and colored dissolved organic matter (CDOM).
In contrast to elastic scattering processes where the incident photons, after interaction with matter (gas, liquid, and solid), preserve the energy, in inelastic processes the frequency of a photon after interaction is shifted to red or blue. A red shift can be observed when part of the energy of the photon is transferred to the interacting matter. This process is referred to as the Stokes Raman scattering. The blue shift occurs when internal energy of the matter is transferred to the photon. This process is known as anti-Stokes Raman scattering [44] . If the energy change of the scattered photon is caused by a change of rotational or vibrational states of molecules, the Raman scattering process is referred to as the rotational (RRS) or vibrational Raman scattering (VRS), respectively. The rotational Raman scattering is important in air but not present in the water, whereas the vibrational Raman scattering is significant in water but of less importance in the air.
The rotational Raman scattering in the atmosphere results predominantly from photons being inelastically scattered by nitrogen and oxygen molecules. The contribution from water vapor and the atmospheric trace gases is in comparison to that of molecular oxygen and nitrogen negligibly small. The width of Stokes and anti-Stokes bands, which comprise numerous narrow rotational lines, is ∼1.2 nm at the wavelength of 400 nm. Owing to the red and blue shift, RRS distributes the intensity of the scattered photons over several nanometer. The loss of intensity is proportional to the local intensity of the radiation field whereas the gain is proportional to the intensity at neighboring wavelengths. This leads for example to a filling-in of Fraunhofer lines which was independently discovered by Shefov [66] and Grainger and Ring [26] and is known as the Ring effect.
The VRS phenomenon results from the thermal vibrational properties of the water allowing the energy to be transferred to a specific vibrational mode of the OH bond. For a given pair of energy levels, the energy difference is expressed in terms of a constant frequency shift, e.g., ∼3400 cm À 1 for the OH stretch vibrational mode in water [2] . For example, an incident wavelength of ∼400 nm results in the inelastically scattered light in the Stokes band having a wavelength of about 460 nm, i.e., the VRS produces a wavelength shift of about 60 nm in the visible spectral range. The width of the Stokes band in this case is ∼8 nm [89, 37] . It is much larger than the wavelength shift due to RRS on N 2 and O 2 molecules in the air and also much larger than the width of any Fraunhofer line. In comparison to the Stokes VRS band, the antiStokes band is usually much less intense at the ambient temperatures of the world's ocean because it is associated with the relaxation of exited vibrational states, which are not significantly populated at atmospheric and oceanic temperatures [73] .
Another well known inelastic process in the ocean is the fluorescence of chl-a and CDOM. Fluorescence arises, when an absorbed photon excites an electron of a molecule which then can be transferred to a lower quantum state by undergoing interaction within the molecule or collision processes with other molecules. Thereafter the electron relaxes back to its original state and the emitted photon has lower energy than the original one. In contrast to the RRS and VRS effects, fluorescence occurs only at a lower quantum energy and longer wavelength than the originally absorbed photon. The spectral width of the fluorescence emission bands is in the range 25-100 nm depending on the fluorescence molecule [28, 30, 71, 79] .
Inelastic radiative processes such as RRS, VRS, or fluorescence redistribute photons over wavelengths. This results in a filling in of solar Fraunhofer lines, as well as of trace gas absorption structures. This changes the spectral distribution of scattered light in the atmosphere and ocean. Photon redistribution caused by RRS affects atmospheric trace gas retrievals from measurements of scattered light with space-borne instrumentation significantly [80, 85, 58] . Furthermore, measurements of the filling-in of Fraunhofer lines may be used to estimate cloud top pressure from satellite measurements [33, 16] and aerosol properties from both surface and satellite observations [87, 88] .
The impact of VRS on back-scattered light is similar to that of RRS. Vountas et al. [84] studied the impact of VRS on trace gas retrievals from the GOME satellite instrument and found that neglecting VRS results in significant errors in the DOAS (Differential Optical Absorption Spectroscopy) analysis, e.g., more than 30% for BrO slant columns over clear ocean scenarios. Grossmann et al. [27] included a VRS spectrum to improve their MAX-DOAS (Multi-AXis Differential Optical Absorption Spectroscopy) fit of IO in the marine boundary layer over the ocean especially close to the horizon. A comprehensive study of VRS impacting the NO 2 retrieval was performed by Peters et al. [54] .
The VRS spectral features provide useful information about energy transport in the atmosphere and ocean. As recently demonstrated by Dinter et al. [17] the VRS signal retrieved from hyperspectral satellite data can be used as a proxy for the light availability (scalar irradiance) in the global ocean, which is an important parameter for both estimating phytoplankton primary production from satellite data and assessing the heat content in the surface ocean.
In the UV spectral range, the filling-in of Fraunhofer lines by VRS in the ocean is decreased with increasing phytoplankton and CDOM concentration as they both absorb UV radiation. This characteristic was used to retrieve the oceanic chlorophyll content by Joiner et al. [35] .
The information content of the filling-in signal originating from CDOM and chl-a fluorescence was studied among others by Wolanin et al. [91, 90] . In particular, it was demonstrated that the information from chlorophyll fluorescence measurements can be used to assess the physiological state of phytoplankton to further improve the knowledge of biogeochemical cycles, productivity and physiology of marine environments [4, 18] , whereas the CDOM-fluorescence signal is useful to characterize CDOM composition and concentration independent from amount of chlorophyll [14] . To identify the filling-in of Fraunhofer lines by RRS, VRS, fluorescence of CDOM and chl-a in hyperspectral satellite data, radiative transfer models able to simulate these processes in coupled oceanic-atmospheric system are necessary. At present, there are several radiative transfer codes able to simulate the rotational Raman scattering in the Earth's atmosphere [34, 43, 46, 61, 81, 85, 86] .
Sathyendranath and Platt [63] have implemented VRS in the quasi-single-scattering approximation reported in [23] . This two stream irradiance model was extended by Marshall and Smith [45] to include Raman scattering. Vountas et al. [84] incorporated the ocean reflectance model of Sathyendranath and Platt [63] into the radiative transfer code GOMETRAN [60] . Schröder et al. [64] incorporated VRS and fluorescence emission into a coupled oceanatmosphere radiative transfer model [20] based onto the matrix operator method. Monte Carlo simulations were performed by many authors [37, 73, 74] . The widely used Hydrolight software (www.hydrolight.info) also incorporates VRS and chlorophyll and CDOM fluorescence in its underwater radiative transfer calculations [49] .
To provide the basis for the development and improvement of algorithms to retrieve atmospheric and oceanic constituents, whose retrieval is impacted by the inelastic processes, we have implemented RRS, VRS, fluorescence of chl-a and CDOM into the coupled ocean-atmosphere radiative transfer model SCIATRAN [61] . To our knowledge, the new version of SCIATRAN model is the only freely available software code capable of modeling the radiative transfer through a coupled ocean-atmosphere system accounting for rotational Raman scattering, vibrational Raman scattering, as well as fluorescence of chl-a and CDOM.
The paper is structured as follows. The formulation of the radiative transfer equation in the coupled ocean-atmosphere system including inelastic sources is given in Section 2. Subsequently, in Section 3, we briefly consider the numerical techniques used to solve formulated equations. Section 4 describes selected results obtained with the SCIATRAN model. Comparisons of SCIATRAN results with simulations by other radiative transfer models and measurement data are given in Sections 5 and 6, respectively. Appendix summarizes all implementation details.
Radiative transfer equation including inelastic processes
Radiative transfer processes in the terrestrial atmosphere and ocean can be considered as a standard boundary value problem (BVP) [12] . Restricting the consideration to the scalar case, the radiative transfer equation (RTE) is written as follows: Here, τ τ ∈ [ ] 0, 0 is the optical depth changing from 0 at the top of the plane-parallel medium to τ 0 at the bottom, the angular variable Ω μ φ ≔{ } , describes the set of variables μ ∈ [ − ] 1, 1 and φ π ∈ [ ] 0, 2 , μ is the cosine of the polar angle ϑ as measured from the positive τ-axis (negative z-axis) and φ is the azimuthal angle, measured from the positive x-axis of the basic Cartesian coordinate system in the clockwise direction when looking upward, τ Ω λ ( ) I , , s is the total intensity (or radiance) at the optical depth τ in the direction Ω and the wavelength λ,
is the source function, the subscript s will be set to 1 or 2 to denote optical parameters and radiation fields in the atmosphere and the ocean, respectively.
We assume that the atmosphere is illuminated by unidirectional μ φ ( ) , 0 0 solar light beam, μ 0 and φ 0 are the cosine of the solar zenith angle and azimuthal angle, respectively. The solar zenith angle is defined as an angle between the positive direction of zaxis and the direction to the sun. The x-axis of basic Cartesian coordinate system is chosen so that it points opposite to the sun. Therefore, the azimuthal angle of the solar beam equals to zero (φ = 0 0 ). Thus, the upper boundary condition for Eq. (1) is given by is the Dirac delta function (see, e.g., [41] ).
The lower boundary condition describes the reflection of radiation at the ocean bottom and is given by
where Ω þ denotes that the angular integration is performed over
determines angular reflection properties of the underlying ocean bottom.
In the case of a coupled ocean-atmosphere system there is also an interface between ocean and atmosphere where specific conditions need to be formulated. In particular, it is assumed that at the air-water interface the reflection and transmission of the radiation occur according to Fresnel's law [7] . Under this assumption the intensity of the upwelling radiation at the bottom of the atmosphere is given by
where τ a is the optical thickness of the atmosphere, and linear integral operators  a and  wa are
a a wa wa Ω À denotes that the angular integration is performed over negative μ′ and φ π ′ ∈ [ ] 0, 2 . The first term in the right-hand side of Eq. (4) describes the radiation reflected from the ocean-atmosphere interface back to the atmosphere and second term represents the radiation transmitted from the ocean to the atmosphere (the socalled water-leaving radiation), R a and T wa are known as reflection and transmission functions.
The intensity of the downwelling radiation at the top of the ocean is written as follows: Here, the first term in the right-hand side describes the radiation reflected from the ocean-atmosphere interface back to the ocean, and the second term represents the radiation transmitted from the atmosphere to the ocean, the linear integral operators  w and  aw are defined similarly to Eq. (5) where R a and T wa should be replaced by known reflection and transmission functions R w and T aw , respectively, also the integral limits Ω þ and Ω À should be exchanged. Reflection and transmission functions involved in the interface conditions given by Eqs. (4) and (6) are implemented for absolutely flat and wind-roughened air-water interface including shadowing effects and Gaussian distribution of wave slopes [52] . Sea surface reflection and transmission, including polarization, also can be computed using ray tracing and randomly generated sea surfaces [50] . Such calculations automatically incorporate also wave shadowing effects. Source functions
in Eq. (1) describe radiation sources within the atmosphere and ocean, respectively. The source function in the atmosphere is used in the following form:
where the first and second terms describe the multiple scattering source function of elastic and inelastic processes in the atmosphere, respectively [62, 80, 85] . In particular, the elastic scattering processes include the Rayleigh scattering as well as scattering by aerosol and cloud particles. The optical parameters of the atmosphere, i.e., the total scattering coefficient, β λ ( ) which accounts for both attenuation processes caused by the scattering in the spatial and spectral domains (see [62] for details).
The inelastic scattering source function τ Ω λ ( )  , , 1 (second term in the right-hand side of Eq. (7)) describes the contribution of the rotational Raman scattering which is given as
where L is the number of Stokes and anti-Stokes spectral lines
are the rotational Raman scattering coefficient and the phase function, respectively. Details of the implementation are given in [62, 85] .
The source function in the ocean is used in the following form: The first term in this equation describes the elastic scattering processes in the ocean which include pure water scattering and scattering by particular matter. The total scattering coefficient,
, and total extinction coefficient, λ ( ) e 2 are given as is the total vibrational Raman scattering coefficient, which describes the energy transport out of the observation wavelength λ to longer wavelengths, N f is the number of fluorescing components, and the last term in the expression for λ ( ) e 2 is a fluorescence absorption part. Details about inherent optical properties (IOPs) of sea water and water constituents implemented in the current version of SCIATRAN can be found in [6] . As for atmospheric optical parameters, the IOPs can depend on the depth. However, for simplicity reasons we do not indicate this dependence explicitly.
The inelastic scattering source function
in Eq. (14) is given following Haltrin and Kattawar [28] as:
in 2
where we have introduced a spatial-frequency phase function of inelastic processes in the ocean as The implementation details of the vibrational Raman scattering, chl-a and CDOM fluorescence are given in Appendices A, B.1, B.2, respectively.
Solution of RTE including inelastic processes
The approach to solve the BVP formulated above starts with splitting the total radiation field into a direct and diffuse components. The detailed description of this transformation in the case of coupled ocean-atmosphere model is given, e.g., by Blum et al. [6] . Furthermore, we assume that the rotational Raman scattering in the atmosphere and the vibrational Raman scattering, CDOM and chl-a fluorescence in the ocean are minor effects and can be treated as linear perturbations [28, 80, 81, 85] . The solution of the BVP in the case of coupled ocean-atmosphere system is performed using an iterative approach [6, 61] . First, BVP for the atmosphere is solved using an a priori estimate for the water-leaving radiation (second term in the right-hand side of Eq. (6)) which is considered as the lower boundary condition for the atmosphere. The radiative field at the lower boundary of the atmosphere obtained in this manner is used then to formulate the upper boundary condition for the ocean in accordance with Eq. (6). Subsequently, BVP for the ocean is solved providing an updated lower boundary condition for the atmosphere and BVP for the atmosphere is solved then again. The iterative process is run until the results for the water-leaving radiation and the radiation entering the ocean converge, i.e., differences between the results from two subsequent iterations are below a pre-selected threshold.
According to this approach we formulate following two BVPs that need to be solved to obtain the radiation field in the coupled ocean-atmosphere system. The diffuse radiation field in the atmosphere is obtained solving iteratively the following BVP:
n a n a n a where the superscript = { …} n 1, 3, 5, denotes the iteration number, the upper boundary condition, Eq. (21), manifests that there is no incoming diffuse radiation at the top of atmosphere, the first term in the lower boundary condition given by Eq. (22) describes the direct solar radiation reflected from the air-water interface,
in the right-hand side of this equation is set to zero in the current version of SCIATRAN, i.e., there is no waterleaving radiation at the first iteration in the atmosphere. The source functions for the diffuse radiation are defined as 
is the intensity of radiation field calculated at all wavelengths λ j accounting for coupling effects but excluding inelastic radiative processes, τ and τ j are optical depths at wavelengths λ and λ j , respectively. The first term in the expression for the source function
describes the multiple scattering in the spatial domain of the radiation scattered once in the frequency domain, the second describes the single scattering in the spatial domain of the radiation scattered once in the frequency domain, and the last term describes the contribution of the single elastic scattering from all relevant processes.
We note that expressions for the lower boundary condition and single scattering source function (Eqs. (22) and (24), respectively) are given for the wind-roughened air-water interface and planeparallel atmosphere. In the case of an absolutely flat surface the first term in Eq. (22) is omitted and an additional term describing the single scattering of the direct solar radiation reflected at the surface is introduced in Eq. (24) for the single scattering source function (see [6] for details). In the pseudo-spherical approximation a spherical shell atmosphere is assumed when calculating the attenuation of the direct solar light, which contributes into the lower boundary condition and single scattering source function, see Eqs. (22) and (25) .
The diffuse radiation field in the ocean is obtained solving the following BVP:
n n a n a 2 w 2 a w 1 
Here,
is the intensity of radiation field in the ocean calculated at all wavelengths λ λ ′ < accounting for coupling effects but excluding all inelastic processes, μ ( ) T F 0 is the Fresnel transmission coefficient of the air-water interface, τ is the optical depth counted from the surface ocean, and μ′ 0 is the cosine of the solar angle in the ocean defined according to the Snell law [7] as μ μ
where n is the real part of the water refractive index. We assume throughout this paper that the refractive index of the air is equal to 1. The multiplier μ μ′ / 0 0 is introduced in the expression for λ ( ) F 2 to ensure the energy conservation of the direct solar radiation just above and just below the ocean surface.
The first and second terms in the expression for the source function
describe the multiple and single scattering, respectively, in the spatial domain of the radiation scattered once in the frequency domain. The last term describes the elastic single scattering by all relevant processes. It is worth to notice that transfer of the direct solar radiation through the ocean is modeled neglecting the wind-roughness of the water surface, i.e., a flat air-water interface is assumed. The discussion of this approximation can be found in Fell and Fischer [20] . In the case of pseudo-spherical approximation the solar attenuation term (31) is replaced by the spherical transmission function and μ 0 is calculated accounting for the sphericity of the atmosphere.
To solve the above formulated BVPs we employ the Fourier analysis to separate the zenith and azimuthal dependence of the intensity and the discrete-ordinates technique [12, 67, 72, 78] for the reduction of integro-differential equations to the system of ordinary differential equations. In particular, the expansion of the intensity and phase functions into Fourier series allows the BVP to be solved for each Fourier harmonic of the intensity independently which significantly reduces the total dimension of the problem. According to the discrete-ordinates technique, the radiation field is represented by N upwelling and N downwelling streams, producing the intensity pairs τ μ ( ± ) I , i in the discrete-directions 7 μ i , where μ i are quadrature points of the double-Gauss scheme (see, e.g., [78] for details) adopted in SCIATRAN.
To describe the radiation field in water we have implemented the so-called coupled underwater quadrature points method as suggested by Jin et al. [32] . The detailed discussion of this method is given, e.g., by He et al. [31] .
Calculations of definite integrals over the wavelength in Eq. (30) are performed using the trapezoidal rule with uniform grid. The grid spacing is an input parameter. Having defined the Gaussian-quadrature points and applying a quadrature formula to replace integrals over the direction cosine by finite sums in the radiative transfer equation, one arrives for the m-th Fourier harmonic of intensity at a system of coupled first order ordinary linear differential equations in the optical depth τ: where we have omitted the superscript n for the iteration number.
In the following discussion we do not denote explicitly that the Gaussian quadrature points and weights in the atmosphere and ocean are different. The discrete-ordinates representation of the source function is given by where N s and w j are the number of Gaussian quadrature points and their weights, respectively,
is the Legendre function, and β l s,
are expansion coefficients of the phase function in the Legendre series.
In the framework of the discrete-ordinates technique, solution of Eq. (32) can be obtained analytically in the case of a vertically homogeneous medium. To exploit this advantage we assume that both atmosphere and ocean consist of several vertically homogeneous layers. Within an l-th layer whose top and bottom are defined by the optical depth τ l À 1 and τ l , respectively, the solution of RTE is given as a sum of the general solution of a homogeneous equation, i.e., setting τ μ ( ± ) Q , m i s to zero in Eq. (32) , and a particular solution of the inhomogeneous equation
, superscripts h and p denote the general and particular solutions, respectively. We drop here and below the subscript s because the solution of Eq. (32) is obtained in the same way in both atmosphere and ocean.
The vector and the superscript T denotes the transposition. The analytical representation of the general solution of a homogeneous equation is given in the framework of the discrete-ordinates method as follows [67, 68] :
where vectors ν Φ ( ) ± j and collection of separation constants ν { } j are obtained solving the eigenvalue problem for the homogeneous equation (see [68] for details), A j and B j are arbitrary constants.
Among different techniques to derive a particular solution of an inhomogeneous equation (see, e.g., [56] ) we have chosen a very flexible approach based on the infinite-medium Green functions [1, 67] . An elegant and simple representation of infinite medium Green functions in the framework of discrete-ordinates technique was derived by Siewert [68] :
where μ α with α = … N 1, , are the Gaussian quadrature points,
are given by Siewert. The general expression for a particular solution is obtained integrating the right-hand side of the inhomogeneous RTE with Green's functions, i.e.,
Substituting into this equation the analytical expressions for Green's functions given by Eqs. (37) and (38) and performing an integration with functions
given by Eqs. (24) and (30), respectively, we obtain all needed particular solutions for the atmosphere and ocean. The main details of derivation and analytical expressions for τ-depending coefficients of particular solutions are similar to the case of rotational Raman scattering in the atmosphere and are given in [62] .
The analytical solution of RTE is given within each homogeneous layer by Eq. (34) . It contains 2N arbitrary constants { } A j and { } B j according to Eq. (36) . All constants are obtained employing the boundary conditions and requiring the continuity of the intensity across layer interfaces. From the mathematical point of view a linear algebraic system of equations with respect to × M N 2 constants needs to be solved, where M is the number of layers in the atmosphere or ocean. Further details can be found in [61] .
Selected simulation results
In this section we present selected results obtained with the SCIATRAN code. In particular, we consider the impact of oceanatmosphere coupling on the rotational Raman scattering (Section 4.1), filling-in of Fraunhofer lines by the vibrational Raman scattering in the coupled ocean-atmosphere system (Section 4.2), and impact of CDOM fluorescence on the spectra of the scattered solar light (Section 4.3).
Rotational Raman scattering in a coupled ocean-atmosphere system
A verification of RRS within the uncoupled SCIATRAN model and comparisons to results obtained previously [85] have been presented by Rozanov and Vountas [62] . Here we only consider the impact of coupling effects on the filling-in of Fraunhofer lines by the rotational Raman scattering.
The simulations were done for a spectral range of 410-450 nm. The main reason for this choice is that spectral windows within this interval are routinely used in the framework of the DOAS technique to retrieve the vertical columns of NO 2 [57] and iodine monoxide [65] from satellite measurements of the scattered solar light.
The Ring spectra investigated in this study were calculated according to the following equation: Mesosphere 30-60 km: normal mesosphere aerosol loading. These settings result in the aerosol optical thickness of ∼0.14 at 550 nm.
The refractive index of water was set to 1.34 and the air-water interface was assumed to be wind-roughed with the wind speed 5 m/s. The depth of the ocean was set to 500 m and a black bottom was assumed. The absorption and elastic-scattering coefficients of pure sea water were selected following Blum et al. [6] . The chlorophyll concentration of 0.1 mg/m 3 was set between 0 and 40 m depth. A high-resolved extraterrestrial solar spectrum reported by Kurucz [42] pre-convoluted with Gaussian slit function was used. The half width at half maximum of the slit function was set to 0.24 nm to match the spectral resolution of the SCIAMACHY instrument [8, 25] .
The Ring spectra calculated according to Eq. (40) are presented in Fig. 1 for the satellite (upper left panel) and ground-based (upper right panel) observation geometries. By comparing upper left and upper right panels in Fig. 1 one can see that the effect of coupling is stronger for the satellite observation geometry (at least at the cloud-free conditions). To estimate the coupling effect quantitatively, let us introduce the differential Ring spectrum obtained by subtracting a polynomial from the Ring spectrum, i.e., 
Setting the polynomial order, N, to 3 in Eq. (41), the scaling factors of 1.048 and 1.025 were obtained for the satellite and groundbased observation geometry, respectively. The middle panels of Fig. 1 show the differential Ring spectra λ ( ) r d and λ ( ) cr d e for both considered observation geometries. It follows that for satellite observation geometry the filling-in of Fraunhofer lines is underestimated by ∼5% when the coupling effects are ignored. This might be crucial if absolute values of filling-in are used to estimate atmospheric parameters as, e.g., in the case of aerosol retrieval [87, 88] .
However, if the Ring spectrum is used in the framework of the DOAS technique [58] , the coupling effects are of minor importance because the residual between the differential Ring spectrum 5 (see lower panels of Fig. 1 ). This means that the coupling effect is mostly compensated by the scaling factor. where I c and I w are elastic radiances in the core and wing, respectively, and I in is a contribution of inelastically scattered radiation.
As pointed out in [37] Eq. (43) assumes that a Fraunhofer line is significantly narrower than the vibrational Raman band. Therefore, the same value of I in in the core and in the wing of the solar Fraunhofer line can be used. This is a reasonable assumption, e.g., for the β H Fraunhofer line considered below, because the full width at half maximum of the VRS band is about 8 nm while that of the β H Fraunhofer line is about 0.06 nm [37] .
Calculations of the core-to-wing ratio were performed setting the atmospheric and oceanic parameters in accordance with [37] :
The atmosphere was assumed to have an optical depth of 0.15 and to be free of aerosol, i.e. only Rayleigh scattering was considered.
The refractive index of water was set to 1.34 and the air-water interface was assumed flat.
The absorption, elastic-scattering, and total Raman scattering coefficients of pure sea water, a w , b w , and b r , respectively, were set at excitation (417 nm) and emission (486 nm) wavelengths to The change of the inherent optical properties across the width of the Raman band was neglected. Note that the large Raman scenario (LRam) as presented in [37] was used.
The depth of the ocean was set to 1000 m and a black bottom was assumed.
Following Beckers et al. [3] , the solar irradiance was set to 132 and 646 W m À 2 μm À 1 at the core and wing of β H Fraunhofer line, respectively. Fig. 2 shows the radiance ratio, f I , as a function of viewing angle at three different depths in the ocean, just above the ocean surface, and at the top of atmosphere. In the following the results shown in Fig. 2 will be discussed separately for the atmosphere and ocean.
Atmosphere: The filling-in of Fraunhofer lines by the vibrational Raman scattering occurred within the ocean affects the radiation traveling through the atmosphere. The core-to-wing radiance ratios in the atmosphere are shown in Fig. 2 by dash-dotted lines. For the downwelling radiation near the surface (negative cosines of viewing angles) the filling-in is very weak and almost independent of the viewing angle (see respective f I values in Fig. 2 marked "At BOA"). This can be explained by the fact that only a small part of the inelastic radiation transmitted from the ocean into the atmosphere is scattered back to the ocean surface. (Note: In this scenario the optical thickness of the Rayleigh atmosphere was set to 0.15.) In contrast, a strong dependence of the solar Fraunhofer line filling-in on the viewing angle is observed for the upwelling radiation near the air-water interface (positive cosines of viewing angles). In particular, f I increases from ∼0.22 near the horizon to ∼0.55 at zenith because the inelastic radiation is transmitted from the ocean into the atmosphere within the Fresnel cone and the transmission coefficient increases with decreasing incident angle.
For the upwelling radiation at the top of atmosphere ( Fig. 2  marked " At TOA"), the viewing angle dependence of the filling-in of solar Fraunhofer lines is similar to that at the bottom of the atmosphere, i.e., f I increases with decreasing viewing angle. However, in this case the filling-in towards the zenith direction ( ϑ = cos 1) is significantly smaller as compared to the bottom of atmosphere because the contribution of the elastically scattered radiation is more significant.
Ocean: The core-to-wing radiance ratios in the ocean are shown in Fig. 2 by solid lines with symbols. It can be seen that the radiance ratio shows a large jump for the downwelling radiation at the critical angle of the flat ocean surface ( ϑ = − cos 0.67 c ). Viewing angles less than ϑ =°48.6 c (from the downward direction) are within the so-called Fresnel cone where the upwelling radiation in the ocean is transmitted into the atmosphere. Viewing angles greater than ϑ c are within the so-called total reflection region where the upwelling radiation in the ocean is totally internally reflected back into the ocean. Fig. 2 demonstrates a very strong decrease of the downwelling radiation filling-in within the Fresnel cone. We note that results for the filling-in of the β H Fraunhofer line presented in Fig. 2 are in line with those from Kattawar and Xu (see Fig. 6 right-upper panel in [37] ) demonstrating that all significant characteristics of filling-in in the ocean are well reproduced by SCIATRAN. The selected quantitative comparisons with results from Kattawar and Xu are given in Section 5.2.
In order to explain the results presented above, let us rewrite Eq. (43) in a form which is more convenient for theoretical analysis. In particular, we introduce the core-to-wing ratio of a in the core of the solar Fraunhofer line. The dependence of I w , I in , and r in on the viewing angle is presented in Fig. 3 . Near the air-water interface (0.01 m) we observe an increase of the elastic and a strong decrease of the inelastic component of the downwelling radiation within the Fresnel cone as compared to their respective values outside of the Fresnel cone. The former is caused by a significant contribution of radiation which is transmitted from the atmosphere into ocean within the Fresnel cone while the latter results from a significant transmission of the upwelling inelastic radiation from the ocean into the atmosphere and a small reflection back into the ocean. The impact of the air-water interface decreases with increasing depth. As a result, the difference between the inelastic component of the downwelling radiation within and outside of the Fresnel cone decreases with increasing depth. In the considered scenario the ratio r in (Fig. 3 , right panel) strongly depends on the depth within the Fresnel cone demonstrating a significant increase of inelastic scattering with depth.
Outside the Fresnel cone, within the region of the total internal reflection, contributions of the elastic and inelastic components in the downwelling radiation are similar. It follows from the right panel of Fig. 3 that the ratio r in is nearly 1 within the region of the total reflection. Substituting the ratio r in equal to 1 into Eq. (45) and accounting for that
, we have in the region of the total internal reflection f I ¼0. 6 . This demonstrates that the core-to-wing ratio ( ) f I for the downwelling radiance presented in Fig. 2 is explained due to the fact that contributions of the elastic and inelastic components are similar.
Broadband spectral structure caused by VRS
The broadband spectral structure resulted from VRS is considered in this section. For this purpose the absolute VRS signal, Δ λ ( ), is introduced as are the TOA radiances calculated including and excluding VRS within the ocean. The difference Δ λ ( ) describes the net contribution of VRS to the TOA radiance.
Generally, the spectral behavior of the VRS signal depends on the absorption of radiation in the atmosphere and ocean, on the spectral dependence of the vibrational Raman scattering coefficient, and on the structure of the extraterrestrial solar spectrum. The middle panel of Fig. 4 shows VRS spectra calculated using two different (realistic and constant) solar irradiance spectra (Fig. 4,  upper panel) . The calculations were performed for the same scenario as described in Section 4.1 but with the spectral sampling of 5 nm. The reduced sampling was used to better demonstrate the broadband spectral structure. The observation and illumination geometry corresponds to the nadir viewing instrument and the overhead sun.
To analyze the VRS signal with respect to solar spectral structures, Δ λ ( ) was calculated first using an artificial constant solar spectrum in the model run, and then with a realistic extraterrestrial solar spectrum (see Section 4.1). For the constant solar spectrum (Fig. 4 , middle panel), Δ λ ( ) has a smooth unstructured dependence on the wavelength with a broad maximum in the spectral range of 420-470 nm. The decrease of Δ λ ( ) to shorter wavelengths is caused by the ozone absorption in the atmosphere, whereas the decrease to longer wavelengths is due to the liquid water absorption in the ocean.
When using a realistic extraterrestrial solar spectrum (Fig. 4 , upper panel), Δ λ ( ) reproduces its spectral features because of the trans-spectral nature of the VRS process. In particular, the jump in the VRS signal at 460-470 nm is associated with the corresponding jump of solar irradiance in the spectral range 390-400 nm caused by the absorption in Ca II (H and K) Fraunhofer lines.
To illustrate the spectral redistribution of solar energy caused by the VRS process we have selected two emission wavelengths at 410 nm and 480 nm located at the local minimum and maximum of the VRS signal (see Fig. 4 ). The corresponding excitation spectral ranges calculated using expression (A.2) for the frequency redistribution function of Raman scattered light are depicted in the upper panel of Fig. 4 by orange and green curves denoted as "Exc-1" and "Exc-2". By comparing positions of excitation ranges and emission wavelengths, it is obvious that the characteristic jump of the VRS spectrum at 460-470 nm is induced by the equivalent jump in the solar spectrum at 390-400 nm. This feature in the VRS signal was also identified by Peters et al. [54] and Dinter et al. [17] who retrieved the VRS signal in water from ship-borne and satellite measurements of the scattered solar radiation, respectively (see Sections 6.2 and 6.3).
The relative contribution of VRS to the TOA radiance shown in the lower panel of Fig. 4 does not exceed ∼3% in the case under consideration.
Filling-in and broadband spectral structure by the CDOM fluorescence
Fluorescent dissolved organic matter, a fluorescent subgroup of CDOM, is a complex mixture of many organic molecules. Usually two major types of fluorophores are separated: humic-like, and protein-like (or amino acid-like). The former shows a broader peak with emission wavelengths typically longer than 400 nm, whereas the latter displays narrower peaks with emission wavelengths shorter than 400 nm [14] . Two approaches to model CDOM fluorescence, which account for more than one CDOM component, were implemented in SCIATRAN: The filling-in of Fraunhofer lines by CDOM fluorescence was investigated using the FHA approach. The core-to-wing ratio for the β H Fraunhofer line near 486 nm was calculated according to Eq. (43) for the upwelling radiation at three observation levels: at the top and bottom of the atmosphere as well as just below the ocean surface. The calculations were performed with SCIATRAN in an aerosol-free atmosphere accounting for the molecular scattering and gaseous absorption by O 3 and NO 2 . In addition to the absorption of liquid water, only absorption and fluorescence of CDOM were included in the ocean. Concentrations of both fulvic and humic acids were set to 1 g m À 3 . In order to compare the filling-in by CDOM and by VRS presented in Section 4.2.1 a highresolved extraterrestrial solar spectrum reported by Kurucz [42] was pre-convolved with Gaussian slit function. The half width at half maximum of the slit function was selected to match the spectral resolution of the solar spectrum given by Beckers et al. [3] which was used in Section 4.2.1. The radiance ratio, f I (see Eq. (43)), as a function of viewing angle at the top and at the bottom of atmosphere as well as just below the ocean surface, is shown in Fig. 5 . It follows that the filling-in of the β H Fraunhofer line varies with the viewing angle in a similar manner as the filling-in caused by VRS (see Fig. 2 ). In particular, f I increases at TOA and BOA with decreasing viewing angle and shows opposite dependence just below the ocean surface. However, for the selected scenario the filling-in by CDOM fluorescence is significantly weaker than the VRS signal for clear water. The dependence of the filling-in on the viewing angle is governed by the contribution of the elastically scattered radiation, which is stronger for high zenith angles (low cosines) and at the top of atmosphere. In addition, inelastically scattered radiation is transmitted from the ocean into the atmosphere more efficiently for low incident angles. The upwelling fluorescence signal just below the ocean surface does not vary significantly with the viewing angle, and the filling-in effect is only slightly stronger for large viewing angles. The broadband spectral structure of fluorescent CDOM components is considered using their so-called reference spectra. The CDOM reference spectra were calculated according to Eq. (40) are radiances calculated accounting for the CDOM florescence and neglecting it, respectively. The calculations were performed in the aerosol-free atmosphere accounting for the molecular scattering and gaseous absorption by O 3 and NO 2 in the whole spectral range for which the CDOM fluorescence properties are available. A high-resolved extraterrestrial solar spectrum reported by Kurucz [42] was used. In particular, the reference spectra were calculated for fulvic and humic acids (according to Hawes [29] ) and for seven fluorescent CDOM components identified from natural samples with the PARAFAC analysis (according to Jørgensen et al. [36] ). The obtained reference spectra are presented in Fig. 6 . One can see that the reference spectra of the various PARAFAC components are clearly distinct from each other. In general, the spectra of the humic-like PARAFAC components have a larger amplitude than the amino acid-like (Fig. 6b and c, respectively) . This can be explained by the fact that amino acid-like PARAFAC components exhibit the fluorescence excitation at shorter wavelengths as compared to humiclike, usually below 300 nm [36] . Hence, even though their fluorescence signal is strong when measured with active techniques, it is much weaker in natural conditions because of a low amount of the electromagnetic radiation reaching the ocean surface in the short-wavelengths region (due to the spectral distribution of the solar radiation and strong ozone absorption in UV). Among the amino acid-like PARAFAC components, fluorescence of component 2 (identified by Jørgensen et al. [36] as tryptophan-like) is noticeably stronger than the others at wavelengths above 320 nm (Fig. 6c) .
Reference spectra of all CDOM components show the noticeable sharp spectral features which demonstrate the filling-in of Fraunhofer lines.
The shapes of humic-like PARAFAC components reference spectra differ significantly from those of humic and fulvic acids calculated using FHA approach (see Fig. 6a ). In particular, the fluorescence emission of humic and fulvic acids starts in longer wavelengths and reaches up to 700 nm, which is much longer than for the PARAFAC components. This difference is due to much stronger fluorescence emission functions at longer wavelengths used in the FHA approach. Such strong emission at long wavelengths can be a result of the technique used by Hawes [29] that preferentially extracts material absorbing and fluorescing at longer wavelengths [90] . The reference spectrum of PARAFAC component 1 is abruptly cut at quite high values around 550 nm, which suggests that fluorescence continues further into longer wavelengths, which were not measured by the instrument in the dataset [36] used here. Fig. 5 . Core-to-wing radiance ratio for the β H Fraunhofer line for the upwelling radiation at the top of atmosphere (TOA), at the bottom of atmosphere (BOA), and just below the ocean surface (TOO) for the overhead sun. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) Fig. 6 . Reference spectra calculated for the overhead sun and nadir observation geometry: (a) fulvic and humic acids [29] , (b,c) PARAFAC components [36] . (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Comparisons to other radiative transfer models
In this section we present comparisons of SCIATRAN results to those from other radiative transfer models. In particular, we compare the down-and upwelling inelastic fluxes as well as filling-in of β H Fraunhofer line in the ocean obtained with Monte Carlo codes [37, 47] , the radiative transfer model MOMO [64, 82] , and SCIATRAN.
Comparison of inelastic underwater spectral fluxes
A comparison of results obtained with four ocean radiative transfer models that include VRS by water molecules has been presented by Mobley et al. [47] . The calculations were performed using the Monte Carlo codes with the assumption that the solar beam incident at the sea surface had an irradiance of 1 W m À 2 nm À 1 at the wavelength of 417 nm, which was selected as the excitation wavelength. There is no atmosphere and no incident solar irradiance at the emission wavelength of 486 nm. Hence, the resulting flux at the emission wavelength is solely due to inelastic scattering at the excitation wavelength. The Rayleigh phase function was used as given in Eq. (A.6). The depolarization ratio ρ was set to 0.17. The absorption, a w , and elastic-scattering, b w , coefficients of pure sea water were taken from Smith and Baker The absorption coefficient, a w , was assumed to include the total Raman scattering coefficient. The latter was set to the same value as the elastic scattering coefficient. Thus, the total beam attenuation coefficient at the excitation and emission wavelengths is given by + a b w w . The solar zenith angle was set to 60°and the air-water interface was assumed to be flat. The ocean was considered as an optically semi-infinite medium.
The SCIATRAN calculations presented here use the same scenario but with the ocean depth set to 1000 m to approximate an optically semi-infinite medium. Under these assumptions the optical thickness of the ocean is about 22. It is sufficient to model the ocean as a semi-infinite medium, because the single scattering albedo,
w , is ∼0.29 and ∼0.15 at wavelengths 417 and 486 nm, respectively, and, therefore, the absorption of radiation within the water is strong.
The results obtained with four Monte Carlo codes [47] , SCIA-TRAN, and MOMO model are summarized in Table 1 and Fig. 7 . The latter shows the relative differences between SCIATRAN and other RT model simulations given by
where F SCI and F RT are fluxes calculated using SCIATRAN and other codes, respectively. It follows that SCIATRAN reproduces the irradiances obtained with all Monte Carlo codes very well, especially with Monte Carlo codes denoted by MC2 [37] and MC5 [74, 75] , for both up-and downwelling fluxes at all considered depths. As can be seen from Fig. 7 , the relative differences between SCIATRAN and both MC2 and MC5 results are less than ∼0.4%. The high accuracy of MC2, MC5 and SCIATRAN models is confirmed by additional comparisons of the results with simulations by the independent radiative transfer model MOMO (Table 1 , last column) based on the matrix operator method [64, 82] . Differences between MOMO and SCIATRAN are at maximum ∼0.2% for downward irradiance at z¼0 m depth (see right panel of Fig. 7) and even smaller for all other cases.
Comparison of Fraunhofer lines filling-in in ocean
In this section, quantitative comparisons of the modeled fillingin of Fraunhofer lines in the ocean by VRS are presented. As pointed out in Section 4.2 this effect was modeled by Kattawar and Xu [37] using Monte Carlo simulations, where the filling-in of β H and Mg Fraunhofer lines centered at 486.13 and 518.3 nm, respectively, was investigated. The filling-in effect in SCIATRAN and MOMO models was calculated for β H Fraunhofer line according to Eq. (43) . To perform comparisons the properties of the atmosphere and ocean were selected in accordance with [37] (see also Section 4.2.1). Note that the large Raman scenario (LRam) as presented in [37] was used for the comparison. Fig. 8 shows the core-to-wing irradiance ratio for the β H Fraunhofer line calculated for the overhead sun using SCIATRAN, MOMO, and Monte Carlo techniques. One can see that SCIATRAN and MOMO simulations are very close to each other with maximum relative differences within ∼1% for both down-and upwelling radiation below the ocean surface. Both models show, however, differences to the Monte Carlo simulations presented in [37] with relative differences of ∼3% and ∼2% for the upward and downward fluxes, respectively. Better agreement between SCIATRAN and MOMO compared to the Monte Carlo simulations can be explained by the fact that the former models used the same solar irradiance (as given in [3] ) at the core and wing of β H Fraunhofer line whereas the exact values of irradiance used for Monte Carlo simulations were not given by Kattawar and Xu [37] .
Selected comparisons with experimental data
Comparisons of SCIATRAN modeling results with selected measurements from satellite, ship-based, and underwater instruments are presented in this section. Unless atmospheric and ocean parameters needed for the radiative transfer modeling were Table 1 Comparison of downward and upward fluxes (W m À 2 nm À 1 ) at three geometrical depths (z ¼0, 50, 100 m) calculated with four Monte Carlo models (MC1, MC2, MC3 and MC5) [47] , SCIATRAN, and MOMO [82] . known from the measurements, they were estimated employing a retrieval technique and/or a priori knowledge.
Underwater radiation measurements
The underwater radiation simulated with SCIATRAN was compared to field data collected from a research vessel Polarstern expedition at PS71 Station 281 (15 May 2008 12:00 UTC, 40.81°N, 10.68°W). The data set comprises measurements of the underwater upwelling and downwelling radiation in the spectral range from 350 to 950 nm with a spectral resolution of 3.3 nm and in situ measurements of the temperature, salinity, and chlorophyll concentrations at different depths. Details on the field data acquisition can be found in Bracher et al. [9] , the data are publicly available from the PANGAEA database [10] .
Simulations were done using the following settings:
Atmosphere: The vertical profiles of temperature, pressure, and concentrations of O 3 and NO 2 were set according to the Bremen 2D chemical transport model [69] for May at 45°N. The aerosol optical thickness was set to 0.17 at 550 nm. Ocean: The underwater profiles of temperature, salinity, and chlorophyll concentration were set in accordance with in situ measurement data.
The total Raman scattering coefficient was set to The chl-a fluorescence was calculated assuming a Gaussian shape of the emission band with a center at 685 nm and standard deviation of 10.6 nm. The quantum efficiency was set to 0.8% (see Appendix B.1).
CDOM fluorescence was calculated using the FHA approach (see Appendix B.2.1). The spectroscopic parameters of the fulvic Fig. 7 . Relative difference between upward (left) and downward (right) fluxes at depths 0, 50, and 100 m calculated using SCIATRAN and other radiative transfer codes (see Eq. (47)). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) and humic acids were set according to Table B1 . Unfortunately, the measurements of fulvic and humic acid concentrations were not available. Therefore, in order to estimate the concentrations of these acids we calculated the absorption coefficient of CDOM according to the CASE 1 water model of Morel and Maritorena [51] : 
are concentrations and specific absorption coefficients of fulvic and humic acids given by Eq. (B.12), respectively.
Assuming that fulvic and humic acids are the main components of CDOM, the concentration of acids at a given depth was estimated solving the following minimization problem:
is given by Eq. (48) . The measured concentration of chlorophyll along with estimated concentrations of fulvic and humic acids is presented in Fig. 9 .
The spectral down-and upwelling underwater fluxes at three selected depths (5, 40, and 100 m) measured in situ and modeled by SCIATRAN are shown in Fig. 10 . In order to reduce the dependence of the fluxes on the unknown atmospheric parameters and extraterrestrial solar spectrum, we show in the comparison normalized values, i.e., the measured and simulated underwater fluxes were divided by the corresponding downward fluxes just above the ocean surface.
The underwater spectral fluxes calculated with SCIATRAN using the concentration profiles of fulvic and humic acids, given in Fig. 9 , are presented in Fig. 10 by dash-dotted green lines denoted as "model 1". The modeled fluxes overestimate significantly the measured ones especially at the short wavelengths. This demonstrates that the light absorption by acids in the model is too weak and that the CDOM absorption does not follow the CASE I water model assumptions. Assuming the specific absorption coefficients of fulvic and humic acids used for these simulations following Carder et al. [11] , we increase absorption by increasing their concentration.
The resulting underwater spectral fluxes calculated with SCIATRAN using 2.5 times larger concentrations of fulvic and humic acid than in "model 1" are presented in Fig. 10 by solid red lines and denoted as "model 2". In contrast to "model 1" the simulated fluxes reproduce the measured fluxes much better at the short wavelengths.
Moreover, the plot reveals that the general behavior of the observed spectral distributions of the underwater irradiance is well reproduced by SCIATRAN for both upwelling and downwelling fluxes. The irradiance is maximal at the wavelength of Fig. 9 . Concentration profiles of chlorophyll, fulvic acid, and humic acid. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) Fig. 10 . Comparison of measured and modeled spectral distribution of the down-and upwelling underwater normalized fluxes at three selected depths: "model 1" -simulations using concentration of fulvic and humic acid as given in Fig. 9 including VRS, CDOM and chl-a fluorescence. "model 2" -simulations as in "model 1" but using two and a half times larger concentration of fulvic and humic acid; "model 3" -simulations as in "model 2" but excluding all inelastic processes. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) ∼500 nm and decreases to the shorter and longer wavelengths due to the absorption by chlorophyll, fulvic and humic acids and liquid water. Fluxes calculated neglecting inelastic radiative processes are plotted in Fig. 10 by blue dashed lines and denoted as "model 3". It can be seen that nearly all radiation within the ocean at wavelengths larger than ∼600 nm originate from inelastic radiative processes. The local maximum at the wavelength near 685 nm represents the well known chlorophyll emission band and is well observed at ∼40 m depth where the maximum of chlorophyll concentration is located (see Fig. 9 ). The irregular oscillations of the measured fluxes, which are clearly seen at the depth of 100 m, are caused by the instrument noise.
The comparisons presented in Fig. 10 clearly demonstrate the ability of the SCIATRAN model to reproduce realistic light field conditions in an open ocean environment with enhanced chlorophyll concentration.
Ship-borne measurements of the seawater reflectance
Numerous measurements of light penetrating clear natural waters were performed during the ship-based TransBrom campaign across the western Pacific in October 2009 [54] . MAX-DOAS (Multi-AXis differential optical absorption spectroscopy) measurements were carried out using a visible spectrometer covering a wavelength range from 400 to 570 nm with a spectral resolution of 0.8 nm. Among other observation geometries, measurements pointing towards the water surface were taken at elevation angles of 45°and 60°with respect to the horizon, and in azimuthal directions of 45°and 90°relative to the ship's heading. These measurements are dominated by liquid water effects, and are denoted as water-pointing measurements in the following.
The measured spectra were divided into two groups: clear water measurements and white cap measurements. In the latter case, the observed scene was covered by white caps. A color index was used to characterize the dominant color in the observed scene, and to distinguish between these two groups (see [54] for details). The spectra of the white caps were regarded as the reflection of the incoming light before penetrating the water. Thus, the difference between white caps and undisturbed water measurements was, in first approximation, determined by the spectral effects of liquid water, while any atmospheric impact cancels out. Taking into account that the main radiative processes in the clear water are absorption by liquid water, elastic scattering, and VRS, we can write
are clear water and white cap spectra, respectively, S is the so-called slant column of the liquid water, which is the concentration of absorber integrated along the light path, σ λ ( ) is the liquid water cross section [55] , λ ( ) P is a fourthorder polynomial accounting for instrumental effects and elastic scattering under water, and λ ( ) v is a residual spectrum containing the VRS effect. The DOAS fit, i.e., the solution of the following minimization problem:
with respect to the slant column S and polynomial coefficients were performed on all water-pointing measurements throughout the whole campaign. Afterwards, all DOAS residuals, λ ( ) v , were averaged and the resulting empirical differential VRS spectrum is plotted in Fig. 11 by the solid black line.
The simulated VRS spectrum was calculated according to the following expression: are modeled water-pointing clear water reflectance spectra calculated including and excluding VRS effect, respectively. The SCIATRAN simulations were performed including all relevant absorption and scattering processes in both atmosphere and ocean. In particular, clear water with low chlorophyll concentration of 0.1 mg m À 3 was assumed, which is a realistic scenario for most of the measurement campaign. The resulting spectrum is shown in Fig. 11 by the dash-dotted red line. We note that for the comparison to the empirical spectrum a fourth-order polynomial was subtracted from the simulated VRS spectrum, yielding the simulated differential VRS spectrum. It follows from Fig. 11 that the differential VRS spectrum retrieved from MAX-DOAS measurements shows very similar features as the simulated one. In particular, one can see that modeled spectrum reproduces the filing-in of numerous Fraunhofer lines and the jump around ∼465 nm, whose origin was discussed in Section 4.2.2. Nevertheless, some differences are observed, predominantly in the broadband structures that are larger in the simulated spectrum. The possible reasons of observed differences are discussed by Peters et al. [54] (see Section 4.3 in [54] for details).
Hyper-spectral satellite radiation measurements
In the previous sections we have compared SCIATRAN simulations with the measurements performed in the ocean and just above the ocean surface. Here, we compare modeled and measured VRS spectra at the top of atmosphere using selected hyperspectral measurements from the SCIAMACHY satellite instrument [8, 25] over the South Pacific on 23 October 2008 (Orbit: 34764; Pixel: 3152; Lat: À26.5347°; Lon: À 121.9645°). Considering the difference between the measured and simulated intensities due to unknown atmospheric parameters as a small perturbation and restricting to the linear term of the Taylor series expansion, the following expression for the logarithm of the measured radiance can be written as: where ′ λ I is the measured intensity, λ + I is the modeled intensity calculated employing a coupled ocean-atmosphere radiative transfer model including VRS processes, λ is the wavelength, N a and N o are the number of atmospheric and oceanic parameters included in the model. p i and q i are the relevant atmospheric and oceanic parameters, and Δp i and Δq i are their variations, ε λ summarizes the linearization and instrumental errors.
To separate spectral features caused by the VRS effect, the inelastically scattered radiation is presented in the following equivalent form:
where λ − I is the TOA intensity calculated excluding the VRS process, and the additive component V λ is referred to the following [17, 83] as the VRS reference spectrum:
Substituting Eq. (55) into the right-hand side of Eq. (54), we get
where the operator Δ denotes the first order perturbation of the intensity logarithm or VRS reference spectrum caused by the perturbations of atmospheric and oceanic parameters p i and q i :
Eq. (57) constitutes the linear relationship between the measured intensity, on the one hand, and modeled intensity as well as variations of the atmospheric and oceanic parameters, on the other hand. If all parameters can be obtained by solving Eq. (57), the variation of V λ can be calculated according to Eq. (58). Since in real applications it is not possible to retrieve all parameters needed to calculate Δ λ V according to Eq. (58), we need to formulate an adequate approximation. In particular, we assume that:
Variations of the elastically scattered radiation, Δ λ − I ln , are caused by the variations of all relevant absorbers in the atmosphere and by water and phytoplankton absorption in the ocean.
All broadband contributions that affect the radiance such as aerosols, optically thin clouds, radiometric calibration errors are compensated for by using a low-order polynomial in a fit routine (see below).
The variations of the VRS reference spectrum, Δ λ V , given by Eq. (58) , are caused by variations of oceanic parameters only.
The total absorption in water can be calculated based on the chlorophyll concentration according to the CASE 1 water model of Morel and Maritorena [51] .
A detailed discussion of all introduced approximations is given in Dinter et al. [17] . The following least square minimization problem applied to the wavelength range from 450 to 524 nm was solved:
are the VRS and oceanic weighting functions introduced in [17] , q V and q Oc are the appropriate fit factors, λ ( ) R is a rotational Raman scattering reference spectrum (see Eq. (40)), which compensates for the atmospheric Ring effect [26] , and σ λ ( ) i and S i are the absorption cross sections and slant column densities of considered atmospheric trace gases, specifically water vapor, ozone, glyoxal, oxozone (O 4 ) and nitrogen dioxide, λ ( ) P is the third-order polynomial. The parameters q V , q Oc , q R , S i , and the polynomial coefficients are the unknown parameters and were obtained by computing the least square minimization solution of Eq. (59). The spectral structures of the VRS signal were extracted from the TOA radiance measurement as follows:
and given in Fig. 12 by the dashed green line. The modeled VRS reference spectrum is calculated then by
V V mod and given in Fig. 12 by the solid line. Fig. 12 shows clearly that the retrieved VRS spectral structure was identified in the SCIAMACHY satellite measurements. Similar to the ship-borne measurements (see Section 6.2), the modeled VRS spectrum reproduces the filing-in of Fraunhofer lines and the jump around ∼465 nm as discussed in Section 4.2.2. The fit factor q V of the VRS weighting function contains information about the light availability in ocean and was utilized in Dinter et al. [17] as a proxy for the estimation of amount of light within ocean.
Conclusions
This paper presents new developments in the radiative transfer model SCIATRAN introduced in [61] . The new version of the model is capable of simulating the main inelastic radiative processes in both atmosphere and ocean. In particular, we have implemented the rotational Raman scattering, vibrational Raman scattering, CDOM and chl-a fluorescence in the coupled ocean-atmosphere radiative transfer solver. Thus, the model is suitable for a wide range of applications related to the remote sensing of the Earth's atmosphere and ocean. The presented study describes the main features of the model as well as basic principles of the radiative transfer problem and of the methodology to solve the radiative Fig. 12 . Comparison of the VRS signal extracted from the SCIAMACHY radiance measurement and the fit of the modeled VRS reference spectrum. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) transfer equation including inelastic radiative processes. Some selected comparisons with other radiative transfer models as well as with satellite, ship-borne, and underwater measured data are provided to illustrate the reliability of the SCIATRAN model.
The study by Wolanin et al. [90] used the presented SCIATRAN package to simulate CDOM fluorescence in ocean waters and confirms the applicability of the model also to case 2 waters. As in the radiative transfer simulations based on matrix-operator by Schröder et al. [64] , it was shown that only in case 2 waters with very high CDOM concentrations, CDOM fluorescence can reach or exceed the relevance of VRS at short wavelengths. Schroeder et al. determined that in the water column, depending on optically active substances and on actual depth, VRS can provide 100% of the light field at wavelengths greater than 580 nm. Across all water types the effect of CDOM fluorescence on depth-dependent irradiances is less significant than the effect of VRS, except for near surface levels and high CDOM concentrations. The different signatures of filling-in of Fraunhofer lines caused by variations in emission spectra among CDOM fluorescing components could be identified in high spectrally resolved satellite data which then could be used to trace the origin (e.g., marine versus terrigenous) of dissolved organic matter. However, for the development of such retrievals precise measurements of these spectra accompanied by correctly determined molar absorbance, quantum efficiency and concentrations of these components and the separation of their filling-in of Fraunhofer lines from VRS and RRS are needed. This SCIATRAN package would be suitable to develop these retrievals as it has been done for the marine chl-a fluorescence in [90] .
Generally, the presented software package contains all features of the previous versions of SCIATRAN model and is targeted to users who do not have an extensive knowledge in the field of radiative transfer. The implemented interfaces, default modes, and numerous templates facilitate the usage of a model in applications related to remote sensing of the Earth's atmosphere and ocean.
As before, the further developed SCIATRAN software package along with a detailed User's Guide is freely available for scientists affiliated at public scientific facilities and students via the web page of the Institute of Environmental Physics (IUP), University of Bremen: http://www.iup.physik.uni-bremen.de.
where ρ is the depolarization ratio and γ is the scattering angle. We neglect the dependence of ρ on the Raman shift and use in accordance with [22] the average value of ρ¼0.17 for the Raman scattering in water.
The wavelength dependence of the total vibrational Raman scattering coefficient was investigated among others in [2, 5, 19] . At wavelengths far from the water absorption band, Raman scattering is expected to follow inverse power law dependence, i.e., λ ∼ −4 .
Closer to the absorption band, Raman scattering is expected to follow a wavelength dependence of approximately ν ν ν ∼ ( − ′ ) where β 0 R is the total Raman scattering coefficient at a reference wavelength λ r , the value of n can be specified by user, ν i is the relevant intermediate energy level for water equal to 76 923.1 cm was found to take a value of (2.7 70.2) Â 10 À 4 m À 1 at λ r equal to 488 nm. Many authors have also presented the measurement results of the scattering Raman cross section. Corresponding data are presented in Table A2 and can be used as an input parameter in the SCIATRAN code. We remind the reader that following [2, 37] , the relationship between the total Raman scattering coefficient and Raman cross section is given by where N is the number of molecules per cubic centimeter and σ λ Ω [ ( ) ]°d d / 90 is the scattering Raman cross section corresponding to the scattering angle 90°.
Concluding it is worth to notice that the Raman scattering coefficients of seawater and pure water were found to agree within experimental uncertainty, both in their absolute magnitudes and in their spectral characteristics. It is suggested that Raman scattering coefficient of pure water can be used as an adequate approximation for one of seawater to model Raman scattering by seawater in the UV and visible regions. Bartlett et al. [2] Table B1 Parameters λ ( ) a x r and S x for fulvic acid from two stations and humic acid from one station in the Gulf of Mexico according to [11] . Matrices b, c and d are used to represent CDOM concentration, fluorescence emission function and specific absorption coefficient, respectively. Since only absorption that causes fluorescence emission is measured in the EEMS, the fluorescence excitation function can be assumed to be constant in the spectral range of the excitation wavelengths.
The PARAFAC model terms are only proportional to the molar absorbance, quantum efficiency and concentration of the fluorescent CDOM components, and hence the matrices need to be scaled appropriately to account for this proportionality. Although in the current version of the SCIATRAN code seven components from [36] were implemented, in general any PARAFAC matrix can be applied as input in the model, together with the corresponding scaling factors.
