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ABSTRACT
We study the relationship between the stability level of late-type galaxy disks and their star-
formation activity using integral-field gaseous and stellar kinematic data. Specifically, we compare the
two-component (gas+stars) stability parameter from Romeo & Wiegert (QRW), incorporating stellar
kinematic data for the first time, and the star-formation rate estimated from 21cm continuum emission.
We determine the stability level of each disk probabilistically using a Bayesian analysis of our data and
a simple dynamical model. Our method incorporates the shape of the stellar velocity ellipsoid (SVE)
and yields robust SVE measurements for over 90% of our sample. Averaging over this subsample, we
find a meridional shape of σz/σR = 0.51
+0.36
−0.25 for the SVE and, at 1.5 disk scale lengths, a stability
parameter of QRW = 2.0±0.9. We also find that the disk-averaged star-formation-rate surface density
(Σ˙e,∗) is correlated with the disk-averaged gas and stellar mass surface densities (Σe,g and Σe,∗) and
anti-correlated with QRW. We show that an anti-correlation between Σ˙e,∗ and QRW can be predicted
using empirical scaling relations, such that this outcome is consistent with well-established statistical
properties of star-forming galaxies. Interestingly, Σ˙e,∗ is not correlated with the gas-only or star-only
Toomre parameters, demonstrating the merit of calculating a multi-component stability parameter
when comparing to star-formation activity. Finally, our results are consistent with the Ostriker et al.
model of self-regulated star-formation, which predicts Σ˙e,∗/Σe,g ∝ Σ
1/2
e,∗ . Based on this and other
theoretical expectations, we discuss the possibility of a physical link between disk stability level and
star-formation rate in light of our empirical results.
Subject headings: galaxies: evolution — galaxies: kinematics and dynamics — galaxies: spiral —
galaxies: star formation
1. INTRODUCTION
Stars are formed by the collapse of gas. In galaxy disks,
a gas cloud should be gravitationally unstable if (1) it
cannot adjust its internal pressure to balance the local
gravitational pressure on timescales shorter than a free-
fall time and (2) it occupies an area smaller than the scale
on which differential rotation will shear it apart. Toomre
(1964) codified these concepts into a criterion for the
stability of an infinitely thin, rotating, self-gravitating,
fluid disk:
Q =
κσ
piGΣ
> 1, (1)
where
κ2 = 2
vc
R
(
vc
R
+
∂vc
∂R
)
(2)
is the epicyclic frequency, vc is the circular speed of the
potential, σ is the radial velocity dispersion, Σ is the
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mass surface density, and G is the gravitational constant.
However, self-gravity is only one major player in the star-
formation process, with chemodynamical processes, tur-
bulence, and magnetic fields also significantly affecting
the dynamics (see McKee & Ostriker 2007, and refer-
ences therein). The relative importance of these phys-
ical properties to the star-formation law is a matter of
ongoing debate.
Empirical studies of the star-formation law in disk
galaxies have predominantly focused on observations
of their gaseous components. In a seminal article,
Kennicutt (1998, hereafter K98) demonstrated that the
star-formation rate per unit area (ΣSFR), or equivalently
the time derivative of the stellar mass surface density
(Σ˙∗ ≡ ΣSFR), is well correlated with the surface den-
sity of the hydrogen gas, ΣH = ΣHi +ΣH2 , following the
star-formation law suggested by Schmidt (1959). Con-
sidering the proportionality from equation 1, one might
expect such a relation if star-formation is driven by self-
gravity. Owing much to the flood of relevant data, the
quantitative details of the star-formation law in galaxy
disks and its relation to the Kennicutt-Schmidt (KS) law
(Σ˙∗ ∝ Σ
1.4
H ; K98) have been greatly scrutinized. This
scrutiny has lead to a number of alternatives to this
paradigm; see compilations by, e.g., Leroy et al. (2008)
and Zheng et al. (2013).
Many of these alternatives involve consideration of gas
properties, such as accounting for the dust-to-gas ra-
tio (Leroy et al. 2013), or use of specific gas tracers.
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Wong & Blitz (2002) and Bigiel et al. (2008) have shown
that Σ˙∗ is more tightly correlated with ΣH2 than with
ΣH. Therefore, the star-formation law will also be af-
fected by the ability of the interstellar medium to con-
vert H i to H2 (Blitz & Rosolowsky 2004, 2006), which
can be related to the hydrostatic pressure in the disk
plane (Elmegreen 1989, 1993). As an inherently dynam-
ical process, the star-formation law should also be in-
fluenced by relevant dynamical timescales, such as the
local free-fall time (Krumholz et al. 2012). K98 consid-
ered a star-formation law that incorporated the orbital
timescale (Silk 1997; Elmegreen 1997), which is relevant
in a scenario where dynamical processes in the disk (such
as bars and spiral arms) are a primary driver of star for-
mation.
Here, we explore the role of the disk stability level
in the star-formation process. Although the star-
formation law may be written to show an explicit de-
pendence on the gas stability parameter (Qg; see, e.g.,
Krumholz & McKee 2005), the most relevant assess-
ment of the stability level includes both the gas and
the stars (Li et al. 2005). Indeed, Boissier et al. (2003)
have shown that the two-component (gas+stars) sta-
bility parameter of 16 galaxies is a better estimator of
the star-formation threshold than one incorporating the
gas alone. In general, however, the effect of the stel-
lar component on the star-formation law is not well-
understood: Boissier et al. (2003) have also shown that
a star-formation law that considers only the gas compo-
nent (the KS law) is statistically indistinguishable from
one proposed by Dopita & Ryder (1994) that incorpo-
rates the total disk mass surface density. More recently,
Shi et al. (2011) have shown an explicit dependence of Σ˙∗
on Σ∗. Their “extended Schmidt law” — one that incor-
porates the dependence on Σ∗ — is consistent with the
self-regulation model proposed by Ostriker et al. (2010,
hereafter OML10), who find Σ˙∗ ∝ ΣgΣ
1/2
∗ for galax-
ies with a constant-scale-height stellar disk7 (see also
Kim et al. 2011, 2013). In their model, the explicit de-
pendence of the star-formation law on Σ∗ is via its con-
tribution to the vertical gravitational field of the disk.
Therefore, we also consider the correlation between the
star-formation activity of a disk and its stellar mass sur-
face density.
Previous studies considering the relation of the two-
component stability level of disks and/or stellar mass
surface density to the star-formation law have lacked
the kinematic data necessary to measure either of these
quantities dynamically. Instead, they have used stellar
mass estimates from stellar-population-synthesis model-
ing, which have not been directly calibrated by dynam-
ical mass measurements in external disk galaxies (see
discussion in Bershady et al. 2010a, hereafter Paper I).
However, with its unparalleled stellar kinematic data in
the dynamically cold regime of galaxy disks and its an-
cillary gas data, the DiskMass Survey (Paper I) is well
suited to studying the effect of the stellar component
(via its mass surface density and stability level) on star
formation in galaxy disks.
7 In detail, the star-formation law from OML10 allows for star
formation in starless systems, which would be prohibited by a law
with an explicit dependence on the stellar mass of a galaxy.
Our paper is organized as follows: We briefly discuss
the relevant observational data in Section 2. We describe
our dynamical modeling in Section 3.1; however, a more
detailed discussion of this modeling approach will be pre-
sented in a forthcoming paper. For now, we provide a
brief summary of the equations used in the dynamical
model in Appendix A, and we discuss the details of our
sampling of the posterior probability of the model in Ap-
pendix B. Our probabilistic modeling is the basis for our
calculations of the disk stability parameter and stellar
mass surface density. These calculations, the stability
results, and a comparison of the star-formation proper-
ties of our galaxy sample with the “Normal Spirals” from
K98 are discussed in Section 3. We explore any correla-
tions among disk stability level, stellar mass surface den-
sity, and star-formation rate in Section 4. Among other
findings, we show that the two-component disk stabil-
ity parameter is anti-correlated with the star-formation
activity of the disk. In Section 5, we show that this anti-
correlation can be predicted by considering a closed sys-
tem of empirical scaling relations. Finally, we summarize
and briefly discuss our results in Section 6.
2. OBSERVATIONAL DATA
Our galaxy sample is described by Martinsson et al.
(2013b, hereafter Paper VI). However, here we limit our
analysis to the 27 galaxies with available measurements
of the 21cm radio-continuum flux density, S21, which we
use as our star-formation-rate estimator (see Section 3.2).
Fifteen measurements of S21 are taken from our Sur-
vey data (Martinsson 2011) and the remaining twelve
are drawn from the NRAO/VLA Sky Survey (NVSS;
Condon et al. 1998);8 when data were available from
both NVSS and the DiskMass Survey (nine galaxies),
we chose the measurement with the smallest error.
The additional data products used in this study are
(1) SparsePak9 integral-field spectroscopy (IFS) from
6480-6890 A˚ (at a resolution of λ/δλ ∼ 11500) used
to obtain ionized-gas kinematics, (2) PPak10 IFS from
4975-5375 A˚ (λ/δλ ∼ 7700) used to obtain stellar
kinematics (Paper VI), (3) Spitzer MIPS imaging at
24µm used to obtain the molecular-mass surface den-
sity (Westfall et al. 2011, hereafter Paper IV), and (4)
Westerbork and Very Large Array (VLA) radio syn-
thesis imaging of the 21cm emission line used to ob-
tain the atomic-mass surface density. Atlases of the
data are provided by Martinsson (2011), Paper VI,
and Martinsson et al. (2013a, hereafter Paper VII). For
three of the galaxies, we have not yet determined the
atomic-mass surface densities observationally. For these
galaxies, we approximate the atomic-mass surface den-
sity following the procedure provided in Section 3.1 of
Paper VII.
We refer the reader to the referenced papers for a full
description of our handling of the raw data and the sub-
sequent analysis leading to our primary data products.
8 http://www.cv.nrao.edu/nvss/
9 Mounted on the 3.5-meter WIYN telescope, a joint facility
of the University of Wisconsin-Madison, Indiana University, Yale
University, and the National Optical Astronomy Observatories.
10 Mounted with PMAS on the 3.5-meter telescope at the Calar
Alto Observatory, operated jointly by the Max-Planck-Institut fr
Astronomie (MPIA) in Heidelberg, Germany, and the Instituto de
Astrofsica de Andaluca (CSIC) in Granada, Spain.
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However, we make two brief comments: (1) Although
slightly modified, the determination of the 24µm surface
brightness profiles and the subsequent calculation of the
molecular-mass surface density is nearly identical to the
analyses done in Papers IV and VII. (2) Using 12CO(1–0)
observations of five galaxies in our sample obtained from
7–9 Jan 2012 using the IRAM 30m telescope,11 our pre-
liminary analysis confirms that the 24µm-to-CO calibra-
tion from Paper IV has an error of roughly 30%, which
is included in our error analysis. This error is system-
atic for individual galaxies, but the systematic errors are
distributed normally within our full sample. Through-
out this paper we assume H0 = 73 ± 5 km s
−1 Mpc−1,
ΩM = 0.27, ΩΛ = 0.73, and we adopt a CO-H2 conver-
sion factor ofXCO = (2.7±0.9)×10
20 cm−2 (K kms−1)−1
(Paper IV).
3. ANALYSIS
Our results hinge on the dynamical modeling of our
integral-field data, which follows a holistic, Bayesian ap-
proach. A full description of this approach is beyond
our present scope and will be presented in a forthcoming
paper. Here, we discuss the basic setup of our dynam-
ical model in Section 3.1, along with a brief outline of
the analytic equations in Appendix A and a detailed de-
scription of how we produce samples of the probabilistic
model in Appendix B. The goal of our modeling for this
paper is to constrain the disk stability level and dynami-
cal mass surface density, Σdyn, as a function of radius for
each galaxy. However, these quantities are not explicit
elements of our dynamical model. Instead, they are cal-
culated using the posterior distribution of the model, as
described in Section 3.2. Section 3.2 also discusses our
star-formation-rate measurements. As a reference point
for the subsequent discussion of the star-formation activ-
ity, we compare our galaxy sample to the set of “Normal
Spirals” from K98 and the expectation of the KS law in
Section 3.3. Finally, we discuss our disk stability results
in Section 3.4.
3.1. Probabilistic Modeling
Our dynamical assumptions are virtually identical to
those from Paper IV; however, our analysis is now done
following Bayesian statistics. The statistical background
provided by MacKay (2003), the practical examples pro-
vided by Hogg et al. (2010), and the sampling algorithm
provided by Foreman-Mackey et al. (2013, and exten-
sions thereof) have been invaluable resources in our ap-
plication of this approach.
In Appendix A, we briefly present the defining equa-
tions of our dynamical model, derived by adopting a set
of hypotheses, H, that result in a set of parameters, θ.
The goal of our fitting procedure is to determine the
probability, P , that a model with parameters θ could
have generated our observational data, D. That is, our
goal is to obtain the conditional probability P (θ|D,H),
read as “the probability of θ given D and H” and termed
the posterior probability. We calculate the posterior
probability using Bayes’ theorem,
P (θ|D,H) ∝ P (D|θ,H)P (θ|H), (3)
11 IRAM (Institut de Radioastronomie Millime´trique) is sup-
ported by INSU/CNRS (France), MPG (Germany) and IGN
(Spain).
where L = P (D|θ,H) is the likelihood of the model and
P (θ|H) is the prior probability of the model. Our analy-
sis ignores the proportionality constant, P (D|H), called
the “evidence” or “marginal likelihood,” which is the in-
tegral of the right-hand side of equation 3 over the full
parameter space. We ignore the “evidence” because its
primary use is in comparing hypotheses (“model com-
parison”), which we have not done for this paper.
Calculations using equation 3 are analytic for our gen-
erative — fully probabilistic — model. The dynam-
ical model described in Appendix A produces all the
line-of-sight (LOS) kinematics — stellar velocity, V∗;
stellar velocity dispersion, σ∗; ionized-gas velocity, Vg;
and ionized-gas velocity dispersion, σig — and the ra-
dial profile of the cold-gas mass surface density, Σg =
1.4(ΣHi + ΣH2). These model quantities are compared
to the data using the likelihood function, L, which we
define as the product of all Gaussian probabilities repre-
senting the data. Our generative model includes intrinsic
scatter in V∗, σ∗, Vg, and σig, but not Σg. The uncer-
tainty in Σg is dominated by systematic error such that
intrinsic scatter is contraindicated. The variance of each
kinematic measurement used to calculate L is thus the
quadrature sum of the measurement error and the rele-
vant intrinsic scatter (see, e.g., equations 9, 10, and 35
from Hogg et al. 2010). Our inclusion of intrinsic scat-
ter ensures that the posterior probability is not strongly
affected by stochastic deviations of the data about our
simplistic model.
For most model parameters, we adopt (nominally)
“noninformative” priors (either linearly or log-linearly
uniform; see MacKay 2003) with upper and lower lim-
its that have effectively zero posterior probability. To
constrain the inclination, however, we assume our galax-
ies follow the Tully-Fisher (TF) relation from Verheijen
(2001). The inclination is therefore not an explicit pa-
rameter, but calculated using equation 3 from Paper IV.
The absoluteK-band magnitude and TF zero-point used
in this calculation are normally distributed about their
measured value according to the measurement error (see
Table 5 from Paper VI) and TF scatter (0.27 dex), re-
spectively. Our homoscedastic TF scatter is based on a
conservative estimate of the intrinsic scatter in the rela-
tion and the distance error for the Ursa Major cluster.
This TF prior is critical to the projection calculations
for galaxies with inclinations lower than ∼20 degrees (cf.
Andersen & Bershady 2013). Although it is rarely an is-
sue, we also force Σdyn > Σg at 1.5 scale lengths; we
assume Σdyn = Σg + Σ∗ such that this constraint forces
Σ∗ > 0.
Although the calculations of the posterior probabil-
ity based on L and our chosen priors are analytic, the
statistics relevant to our discussion below, such as the
median and confidence intervals of the posterior proba-
bility marginalized over specific parameters, require in-
tegrals of equation 3 that are non-trivial. Therefore,
we use a Markov Chain Monte Carlo (MCMC) method
to generate coordinates θ that are drawn in proportion
to the posterior probability. With such samples, it be-
comes straight-forward to perform the relevant integrals
by computing cumulative distributions in one or more
dimensions.
To sample from the posterior, we use the stretch-
move MCMC sampler from Foreman-Mackey et al.
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(2013) in combination with a parallel-tempering
algorithm as implemented by these authors (see
http://dan.iel.fm/emcee/). The parallel-tempering
scheme proves to better sample probability densities that
exhibit significant curvature — non-linear correlations
between parameters in the model. Our analysis uses our
own C++ implementation of these algorithms. We pro-
vide the detailed method we use to produce the samples
of the posterior probability in Appendix B.
Our prior for the meridional shape of the SVE is uni-
form in the range 0.01 ≤ α = σz/σR ≤ 3.0; however,
we do not expect α to be greater than one. Through-
out the remainder of this paper, we omit two galaxies
(out of 27) from consideration — UGC 7917 and 11318
— because our probabilistic modeling has produced un-
satisfactory constraints on α. UGC 11318 is very nearly
face-on (i ∼ 6◦) such that the in-plane motions are highly
projected, likely leading to an erroneous α that is sig-
nificantly larger than unity (α = 1.9+0.5
−0.4). For UGC
7917, the marginalized probability distribution for α is
biased by our prior assumption of α < 3, suggesting that
the likelihood function would prefer values that are even
larger than this limit. The reason for this unphysical re-
sult is unclear; however, we note that UGC 7917 has a
strong bar and is largely devoid of ionized gas near its
center. This yields a poor measurement of asymmetric
drift, which is a crucial measurement in our dynamical
model. We find reasonable assessments of the disk SVE
for the remaining subsample of 25 galaxies; these galaxies
show a marginalized median and 68% confidence inter-
val of α = 0.51+0.36
−0.25. A full discussion of our SVE results
will be the focus of a forthcoming paper.
Finally, we note that the probabilistic modeling dis-
cussed so far only produces posterior distributions for
each parameter in our dynamical model. However, nei-
ther all quantities of interest nor all elements of the cal-
culations discussed in the next section are direct param-
eters of that model. For example, we calculate the scale
height, hz, based on the measured scale length, hR, us-
ing the oblateness relation from Bershady et al. (2010b,
hereafter Paper II; see their equation 1); in this exam-
ple, we adopt a normal distribution for hR according to
its measured value and error. There are three classes of
derived quantities of interest: (1) φ — those that are
independent of any other quantity (e.g., hR); (2) ϕ —
those that are only dependent on φ (e.g., hz); and (3) ψ
— those that are dependent on both the new quantities
and the parameters of our dynamical model (e.g., Σdyn).
Given that L is only dependent on θ, the posterior prob-
ability that includes these extra quantities is
P (φ,ϕ,ψ, θ|D) = P (θ|D) P (ψ|φ,ϕ, θ) P (ϕ|φ) P (φ),
(4)
where we have omitted the dependence on H for clar-
ity. Therefore, we determine the posterior probability of
each derived quantity using the samples of the posterior
probability of our dynamical model and samples of the
additional known prior probability distributions, P (φ).
Unless otherwise noted, such as the Σdyn > Σg constraint
discussed above, the prior probabilities P (ψ|φ,ϕ, θ,H)
and P (ϕ|φ,H) in equation 4 are assumed to be uniform.
3.2. Calculations of Disk Stability, Mass Surface
Density, and Star-Formation Rate
We assume each galaxy disk consists of two compo-
nents, a thin cold-gas disk and a thin stellar disk. We
assume the mass surface densities of all other disk com-
ponents (such as the thick stellar disk) are much smaller
with stability levels that are much higher than either
of these two components. The atomic- and molecular-
gas disks are subsumed into a single cold-gas disk, with
the implied assumption being that they have roughly the
same vertical mass distribution and velocity dispersion
(Caldu´-Primo et al. 2013).
The stability parameter we calculate here, gener-
ally signified by Q as in equation 1, was derived
by Romeo & Wiegert (2011, see also Romeo & Falstad
2013). In their formulation, one corrects the stability
parameter for the disk thickness by calculating
Tj =
{
0.8 + 0.7 αj for 0.5 < αj ≤ 1
1.0 + 0.6 α2j for 0.0 < αj ≤ 0.5
(5)
such that Tj ≥ 1 for each component j, where αj =
σz,j/σR,j is the meridional shape of its velocity ellipsoid.
For the gas, we assume the velocity ellipsoid is isotropic
such that Tg = 1.5. The thickness-corrected stability pa-
rameter is TjQj ; from equation 1, Qg = κσcg/(piGΣg),
where σcg is the velocity dispersion of the cold gas, and
Q∗ = κσR/(piGΣ∗). The thickness corrections do not
strongly depend on the assumed vertical density profile
or the oblateness, within the empirical expectations for
these disk properties (Romeo 1992, private communica-
tion). The two-component (gas+stars) stability param-
eter is then
Q−1RW =
{
wσ/T∗Q∗ + 1/TgQg for T∗Q∗ > TgQg
1/T∗Q∗ + wσ/TgQg for T∗Q∗ < TgQg
, (6)
where the weight of the most stable component is
wσ =
2σRσcg
σ2R + σ
2
cg
. (7)
Thus, calculations of QRW require the circular-speed
curve (vc is needed to obtain the epicyclic frequency, κ),
the radial velocity dispersion of the cold gas and stars
(σcg and σR), and the mass surface densities of the cold
gas and stars (Σg and Σ∗); vc and σR are direct products
of the dynamical model.
Our data only provide the ionized-gas dispersion, σig ,
whereas our disk-stability calculations incorporate the
cold-gas velocity dispersion, σcg. We can roughly match
the mode of the distribution of Hα velocity disper-
sions from Andersen et al. (2006, Figure 6) to that of
the H i and CO velocity dispersion distribution from
Caldu´-Primo et al. (2013, Figure 5) by setting σcg ≈
σig/2. This assumption yields cold-gas velocity dis-
persions of 6.5 ≤ σcg ≤ 10.5 km s
−1 for our sam-
ple, which is consistent with direct measurements (e.g.,
Ianjamasimanana et al. 2012). As evident from equation
1, systematic errors in this assumption yield equivalent
systematic errors in Qg.
We obtain direct measurements of Σg from our ob-
servations (see Paper VII); however, we use our model
parameterization of Σg in the following analysis for con-
sistency (e.g., between Σg and vc, see Appendix A). The
stellar surface mass density is Σ∗ = Σdyn − Σg, where
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we use Σdyn = σ
2
z/(pikGhz) to calculate the dynamical
mass surface density (see van der Kruit 1988, and ear-
lier papers in this series). The integration constant k
depends on the assumed vertical mass density profile.
Following the discussion in Section 2.2.1 of Paper II, we
adopt k = 1.5, the integration constant for the purely ex-
ponential vertical mass distribution ρ(z) ∝ exp(−z/hz).
We assume the scale height, hz, is constant at all radii
and we calculate its value using the measured hR and
the oblateness relation from Paper II. In our probabilis-
tic model, we adopt normal distributions for the scale
length and the zero-point of the oblateness relation.
In the future, we plan to flux calibrate our Hα spec-
troscopy and calculate spatially resolved star-formation
rates, using our 24µm data to correct for dust-
enshrouded star formation. However, in this work, we use
the integrated 21cm continuum luminosity, L21, to pro-
duce global star-formation rates, M˙∗, based on the cal-
ibration provided by Yun et al. (2001). Yun et al. pro-
duced this calibration by matching the local 21cm lumi-
nosity density to the local star-formation density. The
simple linear relationship provided by Yun et al. (2001,
see their equation 13) is sufficient for our study. However,
we note that the L21-M˙∗ calculation has been improved
to account for the systematic underestimate of the star-
formation rate in low luminosity galaxies by Bell (2003).
The luminosity range of our galaxies is such that the
adoption of the Bell (2003, see his equation 6) relation
yields a maximum difference of a factor of two at the low
luminosity end and has a negligible effect on our conclu-
sions.
We calculate L21 using the distance, D, and S21, and
then we calculate log(M˙∗) = log(L21) + ZSFR using the
zero-point, ZSFR derived by Yun et al. (2001). We as-
sume galaxies follow the Hubble flow such that the dis-
tance is D = (Vsys − Vpec)/H0, where Vpec is the pecu-
liar velocity taken from NED12 (Mould et al. 2000). We
calculate M˙∗ for each sample of Vsys in the dynamical
model and use normal distributions for the other param-
eters in the calculation (S21, Vpec, H0, and ZSFR) with a
known or adopted error. Finally, similar to K98, we cal-
culate an “effective” star-formation rate surface density,
Σ˙e,∗ = M˙∗/piR
2
25, where R25 is based on the diameter at
which µB = 25 mag arcsec
−2, D25, from NED (Table 1).
For comparison with Σ˙e,∗, we calculate “effective”
mass surface densities for each component j,
Σe,j =
2
R225
∫ R25
0
RΣjdR. (8)
We also calculate an effective star-formation efficiency
(SFE), Σ˙e,∗/Σe,g, and the quantity Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ . The
quantities used in our discussion are based on the median
(50% growth) and 68% confidence interval (the differ-
ence between 16% and 84% growth) of the marginalized
distributions for each quantity. We have inspected the
covariance among different parameters in our posterior
distribution; however, these are not discussed further be-
12 The NASA/IPAC Extragalactic Database, operated by the
Jet Propulsion Laboratory, California Institute of Technology, un-
der contract with the National Aeronautics and Space Administra-
tion; http://nedwww.ipac.caltech.edu/.
Fig. 1.— Relation between Σ˙e,∗ and Σe,g for 25 galaxies from
the DiskMass Survey. Green points are “bc” and “c” type spi-
rals, with red and blue points being earlier and later types, re-
spectively. Circles, triangles, and squares are unbarred (S), weakly
barred (SAB), and barred (SB) galaxies, respectively. We provide
the rank correlation coefficient, rs, for our sample in the bottom-
right corner. Gray points are the “Normal Spirals” from K98 and
the gray dashed line is the nominal KS law. Both the data and fit
from K98 have been offset to account for the factor of 1.4 we use
to obtain the total gas mass.
cause they do not influence the conclusions we draw in
this paper. The results of our analysis are provided in
Table 1.
3.3. Comparison with K98
We compare our sample to the “Normal Spirals” pre-
sented by K98 in Figure 1, where we have accounted
for the factor of 1.4 difference between our calculation
of Σe,g and the hydrogen-only surface densities calcu-
lated by K98.13 Our galaxies are roughly consistent with
the scatter seen in the K98 sample. Additionally, those
galaxies with Σ˙e,∗ < 1M⊙ pc
−2 Gyr−1 (approximately
one-third of our sample) are consistent with the well-
known drop in Σ˙e,∗ with respect to the nominal KS law
at low Σe,g (e.g., Bigiel et al. 2008, Figure 15). Most
important to this comparison, our galaxy sample shows
that Σ˙e,∗ and Σe,g are correlated.
We characterize the correlation between two quanti-
ties using the Spearman rank-order correlation coefficient
(rs, see Section 14.6.1 of Press et al. 2007). Exact (anti-
)correlation yields rs = (−)1. By using ranks, rs is inde-
pendent of whether or not one considers the logarithmic
or linear distribution of the data. Additionally, rs ben-
efits over the linear (or Pearson) correlation coefficient
because each datum (rank) is drawn from a known prob-
ability distribution, leading to a more straight-forward
interpretation of the significance of the correlation as
quantified via the p-value (Press et al. 2007). We esti-
mate the error in the correlation coefficient using 103
bootstrap simulations. The value of rs for our Σ˙e,∗ and
Σe,g measurements is provided in Figure 1.
Although the correlation coefficient measured between
Σe,g and Σ˙e,∗ is rather significant for our data (the p-
13 The value of XCO from K98, XCO = 2.8 × 10
20 cm−2 (K
kms−1)−1, is only 4% different from our own.
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TABLE 1
Effective Star-formation Rates, Mass Surface Densities, and Disk Stabilities
Hubble D25b log Σ˙e,∗ log Σe,g log Σe,∗ log(Σ˙e,∗/Σe,g) log(Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ )
UGC Typea [arcsec] [M⊙ pc−2 Gyr−1] [M⊙ pc−2] [M⊙ pc−2] [Gyr−1] [(G/pc)1/2] logQminRW
448 SABc 99.6 0.11+0.15
−0.19 0.93
+0.02
−0.02 1.52
+0.14
−0.15 −0.83
+0.15
−0.19 −3.42
+0.17
−0.20 0.25
+0.06
−0.08
463 SABc 99.6 1.10+0.12
−0.16 1.36
+0.04
−0.04 1.64
+0.15
−0.18 −0.25
+0.12
−0.16 −2.90
+0.15
−0.18 0.13
+0.06
−0.06
1087 Sc 90.8 0.47+0.14
−0.18 0.82
+0.02
−0.02 1.02
+0.18
−0.22 −0.35
+0.15
−0.18 −2.68
+0.18
−0.20 0.44
+0.07
−0.07
1529 Sc 106.7 −0.16+0.15
−0.18 0.92
+0.02
−0.02 1.15
+0.18
−0.22 −1.08
+0.15
−0.18 −3.48
+0.18
−0.20 0.40
+0.05
−0.05
1635 Sbc 111.7 −0.15+0.17
−0.22 0.58
+0.02
−0.02 1.01
+0.18
−0.19 −0.73
+0.17
−0.22 −3.06
+0.20
−0.24 0.50
+0.10
−0.11
1908 SBc 79.1 0.95+0.12
−0.16 1.21
+0.04
−0.04 1.58
+0.22
−0.34 −0.27
+0.13
−0.16 −2.88
+0.21
−0.21 0.30
+0.06
−0.06
3140 Sc 117.0 0.57+0.12
−0.16 1.11
+0.02
−0.03 2.07
+0.17
−0.15 −0.54
+0.13
−0.16 −3.40
+0.15
−0.18 0.02
+0.10
−0.10
3701 Scd 114.3 −0.47+0.16
−0.20 0.85
+0.01
−0.01 0.51
+0.48
−0.80 −1.32
+0.16
−0.20 −3.47
+0.34
−0.39 0.31
+0.07
−0.09
3997 Im 73.8 −0.33+0.21
−0.29 0.84
+0.02
−0.02 1.09
+0.22
−0.30 −1.17
+0.21
−0.29 −3.53
+0.26
−0.31 0.40
+0.08
−0.10
4036 SABbc 122.5 0.39+0.13
−0.17 0.95
+0.02
−0.02 1.86
+0.12
−0.13 −0.56
+0.13
−0.17 −3.32
+0.14
−0.18 −0.02
+0.10
−0.10
4107 Sc 88.7 0.27+0.13
−0.16 1.11
+0.03
−0.03 1.48
+0.15
−0.16 −0.84
+0.13
−0.17 −3.41
+0.15
−0.18 0.29
+0.05
−0.05
4256 SABc 134.3 0.99+0.12
−0.16 1.39
+0.03
−0.04 2.06
+0.22
−0.21 −0.40
+0.12
−0.16 −3.26
+0.17
−0.19 −0.23
+0.06
−0.06
4368 Scd 140.7 0.40+0.15
−0.20 0.92
+0.01
−0.02 1.32
+0.21
−0.27 −0.52
+0.15
−0.20 −3.00
+0.21
−0.22 0.36
+0.08
−0.11
4380 Scd 70.5 −0.17+0.18
−0.24 0.88
+0.02
−0.02 1.02
+0.29
−0.45 −1.05
+0.18
−0.24 −3.38
+0.28
−0.29 0.42
+0.05
−0.05
4458 Sa 114.3 0.26+0.12
−0.16 0.85
+0.02
−0.02 2.15
+0.11
−0.11 −0.60
+0.12
−0.16 −3.50
+0.14
−0.17 0.22
+0.11
−0.11
4555 SABbc 97.3 0.13+0.14
−0.17 0.98
+0.02
−0.02 1.65
+0.16
−0.19 −0.84
+0.14
−0.17 −3.49
+0.17
−0.19 0.31
+0.08
−0.12
4622 Scd 84.8 −0.29+0.18
−0.22 0.75
+0.02
−0.02 0.85
+0.15
−0.18 −1.04
+0.18
−0.22 −3.29
+0.20
−0.24 0.37
+0.07
−0.08
6903 SBcd 157.8 −0.15+0.13
−0.16 0.79
+0.01
−0.01 1.78
+0.21
−0.38 −0.94
+0.13
−0.16 −3.65
+0.22
−0.20 0.11
+0.26
−0.17
6918 SABb 140.7 1.04+0.12
−0.16 1.43
+0.04
−0.04 1.69
+0.14
−0.12 −0.39
+0.13
−0.16 −3.07
+0.14
−0.17 0.23
+0.09
−0.08
7244 SBcd 95.1 −0.35+0.19
−0.25 0.83
+0.02
−0.02 1.40
+0.18
−0.21 −1.18
+0.19
−0.25 −3.70
+0.22
−0.27 0.28
+0.09
−0.14
8196 Sb 92.9 0.78+0.12
−0.16 0.72
+0.02
−0.02 2.36
+0.10
−0.10 0.06
+0.12
−0.16 −2.95
+0.13
−0.17 −0.12
+0.10
−0.10
9177 Scd 84.8 0.51+0.17
−0.21 0.77
+0.02
−0.02 1.63
+0.18
−0.19 −0.26
+0.17
−0.21 −2.90
+0.19
−0.23 0.23
+0.12
−0.13
9837 SABc 109.2 0.02+0.14
−0.18 1.03
+0.01
−0.02 0.40
+0.50
−10.0 −1.01
+0.14
−0.18 −3.19
+0.35
−10.0 0.45
+0.06
−0.06
9965 Sc 73.8 0.39+0.13
−0.17 1.12
+0.03
−0.03 1.17
+0.25
−0.38 −0.74
+0.14
−0.17 −3.14
+0.22
−0.22 0.36
+0.06
−0.06
12391 SABc 111.7 0.12+0.13
−0.17 0.98
+0.02
−0.03 1.51
+0.15
−0.18 −0.86
+0.13
−0.17 −3.44
+0.16
−0.18 0.24
+0.06
−0.09
a Hubble types are taken from Section 5.1 of Paper I, which are based on the UGC and RC3 catalogs.
b The homogenized RC3 (blue) values, corrected for extinction and inclination, from NED.
value rejects the null hypothesis — no correlation — at
better than 99% confidence), the robustness of the mea-
surement is rather low (with rs being less than three
times its error). The sample of “Normal Spirals” from
K98 exhibit a much stronger correlation, both in terms of
significance and robustness, with rs = 0.66± 0.07; how-
ever, the calculated rs for the two samples are consistent
within the errors. If we fit a Schmidt relation to our data,
we find a power-law slope that is within the error of the
KS law, but we find a significantly different normaliza-
tion. This can be attributed to the fact that approxi-
mately 80% of the galaxies in our sample fall below the
nominal KS law. Throughout this paper, we therefore
prefer to discuss the correlation between two quantities,
as opposed to fitting regressions. We work under the
assumption that the correlations we measure should be
within the error of those found for larger samples. We
will fit parameterized forms to our data — incorporating
independent errors along both axes using Fitexy from
Section 15.3 from Press et al. (2007) — when useful for
comparing our data with a previous result or prediction
from the literature, but these results are provided pri-
marily for illustration purposes.
3.4. Stability Results
We calculate QRW as a function of radius (in units of
the scale length, hR) for 25 of the 27 galaxies in our
sample as shown in Figure 2. The median radial pro-
file of QRW marginalized over all galaxies is high near
the center (largely driven by the epicyclic frequency) and
asymptotes to a nearly constant value beyond ∼1 hR.
Two galaxies — UGC 4256 and UGC 8196 — exhibit
QRW < 1 over the majority of their disks, which is dif-
ficult to interpret. Either the dynamical assumptions
made by our modeling approach have led to a value of
QRW that is systematically in error or the disks of these
two galaxies are, in actuality, unstable according to the
criterion derived by Romeo & Wiegert (2011). In the
case of UGC 4256, it might be reasonable to expect the
latter because it has a rather massive molecular compo-
nent (as measured by its 24µm surface brightness) rela-
tive to its stellar disk (Paper VII). Also, UGC 4256 likely
suffered a recent interaction and it exhibits a one-armed,
asymmetric morphology. However, these latter two ob-
servations contradict the assumptions made by our dy-
namical model, such that we might expect that the low
QRW values are systematically in error. In the case of
UGC 8196, the galaxy is bulge-dominated and an outlier
in our maximality analysis with an overly massive bary-
onic disk; see Bershady et al. (2011, hereafter Paper V)
and additional discussion of this galaxy in Paper VII.
We continue to consider the results for these two galax-
ies below, but advise the reader to keep these caveats in
mind.
For the remainder of the paper, we focus on two fiducial
measurements of the stability level. First, we determine
the minimum over the range 0.1 ≤ R/hR ≤ 2.5, Q
min
RW.
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Fig. 2.— Left — The multi-component disk stability parameter, QRW, as a function of R/hR, determined by the median of the
posterior from our dynamical model of each galaxy. Regions directly constrained by σ∗ are shown as solid gray lines, whereas regions
beyond this (dotted gray lines) are either constrained by the rotation curves or extrapolations of the model. The minimum value between
0.1 ≤ R/hR ≤ 2.5, Q
min
RW
, is marked for each galaxy; we have labeled the results for UGC 4256 and 8196. Colors and symbol types are the
same as in Figure 1. The gray dashed line is the median of the marginalized distributions of QRW versus R/hR and the light-gray region
shows the 68% confidence interval. The vertical dotted black line marks R = 1.5hR. Right — The probability distribution of QRW at 1.5
hR for each galaxy, color coded by Hubble type as in Figure 1. The black histogram is the probability distribution of QRW marginalized
over all galaxies, with the integral normalized to unity; the gray dashed line is the median of this distribution. All other probability
distributions have been normalized relative to their contribution to the total marginalized probability.
For 12 galaxies, the value of QminRW is taken at 2.5hR be-
cause QRW continues to decrease beyond this radius such
that the true minimum of QRW is not well constrained
by the data. The determined values of QminRW are shown in
Figure 2 and provided in Table 1. Second, we calculate
QRW at 1.5 scale lengths, Q
1.5hR
RW , which is expected to
be an optimal disk value, well away from any bulge com-
ponent and often within the radial regime of our stellar
velocity dispersion measurements. The conclusions we
reach in Section 4 are very similar when considering ei-
ther QminRW or Q
1.5hR
RW ; however, the correlations with Q
min
RW
are strongest. Additionally, we are motivated to useQminRW
such that we can more directly compare our measure-
ments to the theoretical results from Li et al. (2006).
At R = 1.5hR, we find a full range of 0.6 < Q
1.5hR
RW <
3.4 and a marginalized median of 2.0 ± 0.9. This value
for the disk stability parameter is close to the values of-
ten found in N-body simulations of galaxy disks (e.g.,
Rosˇkar et al. 2012). However, we emphasize that this
is a two-component stability level with corrections for
disk thickness, whereas the majority of N-body simu-
lations consider only the collisionless, single-component
criterion from Toomre (1964). The stability parameter
in equation 1 can be corrected such that it is valid for
a single-component collisionless stellar system by calcu-
lating Q∗ = piQ∗/3.36 (Toomre 1964). At 1.5hR, we
find marginalized median values of Qg = 2.0
+1.1
−0.7 and
Q∗ = 2.9
+5.0
−1.8 with ranges of 0.5 ≤ Qg ≤ 4.7 and
0.5 ≤ Q∗ ≤ 25. We also find that Qg < Q∗ for ap-
proximately 65% of our sample, such that the calculation
of Q1.5hRRW is often dominated by the contribution of the
gaseous component.
Our marginalized median value of 〈Q1.5hRRW 〉 = 2.0± 0.9
agrees well with other empirical assessments. In particu-
lar, Romeo & Falstad (2013, see their Figure 5) studied
the stability parameter in the galaxy sample presented by
Leroy et al. (2008) and found a median value of QRW ∼ 2
over most of the optical radius. However, they also con-
cluded that it is the stellar component that typically
dominates the calculation of the two-component QRW,
whereas we find that it is the gas component that most
often dominates. It is more likely that this difference
is due to our different analysis methods rather than an
intrinsic difference in the galaxy samples.
In terms of Hubble type, our galaxies range from Sa
to Im (Table 1) and the Leroy et al. (2008) sample has
a comparable range from Sab to Im type. However, our
galaxies are more strongly concentrated toward Sc and
Scd types, whereas the Leroy et al. (2008) is evenly dis-
tributed between Sb and Sd with a peak at Im types.
With respect to the stability level of the stellar compo-
nent, Romeo & Falstad (2013) adopted the stellar mass
surface densities and velocity dispersions calculated by
Leroy et al. (2008). Leroy et al. assumed a K-band
mass-to-light ratio of ΥK = 0.50M⊙/L
K
⊙ , an oblateness
relation of hR/hz = 7.3, and an isothermal disk (k = 2.0)
to calculate σR using the adopted stellar surface density
and α = 0.6. The most significant difference with re-
spect to our approach is that, as shown in Section 3.4 of
Paper VII, our dynamical calculations of the surface mass
density yield a mean value of 〈ΥK〉 = 0.31 M⊙/L
K
⊙ . In
total, we expect the approach of Romeo & Falstad (2013)
leads to values of Q∗ that are, on average, a factor of 0.8
times our own.
A more significant difference is in the calculation of Qg.
Our analysis assumes Σg = 1.4ΣH , σcg = σig/2 (leading
to a mean value of 8.3 km s−1), and XCO = 2.7 × 10
20
cm−2 (K km s−1)−1; however, Leroy et al. (2008) adopt
Σg = ΣH , σcg = 11 kms
−1, and XCO = 2.0× 10
20 cm−2
(K km s−1)−1. The differences between our calculation
and that from Romeo & Falstad (2013) are at their ex-
trema when one assumes the gas is either fully atomic or
fully molecular, such that their calculations of Qg should
be, on average, factors of 1.9–2.5 times our own. This is
likely why we find more galaxies with Qg < Q∗ than
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Fig. 3.— The effective star-formation-rate surface density, Σ˙e,∗,
as a function of effective stellar mass surface density, Σe,∗, and the
minimum disk stability parameter, Qmin
RW
. Colors and symbol types
are the same as in Figure 1. The light-gray region denotes nominal
disk instability. We provide rs in the bottom-right corner of each
panel. The two galaxies with QRW < 1 over the majority of their
disks (see Figure 2) are labeled in the right panel. The dotted line
is the best fitting power-law relationship with a fixed power-law
slope of -1.54 (Li et al. 2006). Our data appear to show a much
steeper relationship (with a power-law slope of approximately -3).
in the two-component analysis from Romeo & Falstad
(2013, see also Romeo & Wiegert 2011).
We are confident in our calculations of Q∗ due to our
reliance on stellar kinematic data, as opposed to an in-
ferred ΥK ; yet our calculations of Qg (as well as those
produced by Romeo & Falstad 2013) do, unfortunately,
depend on assumed factors. All of our assumptions are
justified; however, our analysis would benefit from more
direct constraints on the gas-phase metallicity, σcg, and
XCO for each galaxy.
4. (ANTI-)CORRELATIONS WITH
STAR-FORMATION RATE
In this section, we explore correlations between Σ˙e,∗,
Σe,∗, and Q
min
RW. We are the first to explore these correla-
tions using measurements of stellar mass surface density
and disk stability levels that are directly constrained by
stellar kinematics.
Figure 3 demonstrates that our data show significant
and robust correlations of Σe,∗ and Q
min
RW with Σ˙e,∗; how-
ever, both panels in Figure 3 exhibit large scatter, with
a range of up to 1.5 dex seen in Σ˙e,∗ at fixed Σe,∗ or fixed
QminRW. By comparison, this range is reduced to approxi-
mately 1 dex when considering Σ˙e,∗/Σe,g (the SFE, see
Figure 4) instead. Nonetheless, the correlation between
Σe,∗ and Σ˙e,∗ shown in Figure 3 is the strongest and most
robust of those presented in this paper. We find Σ˙e,∗ is
anti-correlated with QminRW at better than 99% confidence
considering both the null hypothesis and the error in rs;
however, neither gas-only nor star-only stability calcula-
tions exhibit such a correlation. Thus, we find that in
relating disk stability levels to star formation, it is im-
portant to incorporate both components, gas and stars,
in the stability assessment.
Based on GADGET N-body simulations of gaseous
disk galaxies (using smoothed particle hydrodynam-
Fig. 4.— The star-formation efficiency (SFE), Σ˙e,∗/Σe,g , as a
function of effective stellar mass surface density, Σe,∗, and mini-
mum disk stability parameter, Qmin
RW
. Colors, symbol types, and
the light-gray region are the same as in Figure 3. In the left panel,
the dotted line is the best-fitting power law with a power-law slope
of 0.5, showing consistency with the expectation of OML10; the
gray dashed line is the relation from Shi et al. (2011). In the right
panel, the dotted line shows the best-fitting linear relationship with
a slope of -1.0 (Li et al. 2006), whereas the dot-dashed line shows
the best fit when both the slope and intercept are free parameters.
Both panels exhibit a correlation; however, the correlation between
QminRW and the SFE is rather weak.
ics), Li et al. (2006) find Σ˙∗ ∝ [Qsg,min(τSF)]
−1.54. In
their analysis, they adopt the stability parameter de-
rived by Rafikov (2001), using the wavenumber of the
perturbation that yields the minimum two-component
(gas+stars) disk stability level, and they refer to this as
Qsg. Romeo & Falstad (2013) have shown that QRW is a
good approximation to this usage of the Rafikov (2001)
formulation, but without the need to determine the mini-
mizing wavenumber. The value Qsg,min(τSF) provided by
Li et al. (2006) is the minimum value of Qsg over all radii
at one e-folding time of the star-formation rate, τSF. Un-
der the expectation that our galaxies are all quiescently
star-forming and that the evolution of Qsg is moderate at
t > τSF, the above proportionality from Li et al. (2006)
should be reflected in Figure 3. A caveat to this com-
parison is that the galaxy simulations in Li et al. (2006)
were of largely unstable disks with Qsg,min(τSF) . 1.
The dotted line in Figure 3 is a fit to our data done
by fixing the slope to that expected by Li et al. (2006).
Our data appear to follow a much steeper relation, with
a power-law slope that is approximately -3. However,
we note that the correlation seen between QminRW and Σ˙e,∗
depends rather strongly on the two galaxies with QRW <
1 over most of the disk.
Li et al. (2006) also predict a linear relationship be-
tween Σ˙e,∗/Σe,g and Q
min
RW. Leroy et al. (2008) found no
evidence for such a correlation using spatially resolved
observations. However, Figure 4 shows that our data
exhibit a weak correlation between Σ˙e,∗/Σe,g and Q
min
RW,
which is again highly dependent on the two galaxies with
QminRW < 1. Figure 4 shows the best-fitting linear rela-
tionship with a slope of -1.0 (dotted line; as expected by
Li et al. 2006) and the result after fitting both the slope
and intercept (we find a best-fitting slope of -0.2; dot-
dashed line). Thus, our data are at least suggestive of
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Fig. 5.— The expected constant of proportionality for
Σ˙e,∗/Σe,g ∝ Σ
1/2
e,∗ as a function of effective stellar mass surface
density, Σe,∗, and minimum disk stability parameter, QminRW . Col-
ors, symbol types, and the light-gray region are the same as in
Figure 3. The dotted line and the gray dot-dashed lines in the
left panels gives the error-weighted geometric mean and standard
deviation, respectively: 〈log(Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ )〉 = −3.25 ± 0.27 in
units of (G/pc)1/2.
the relation expected by Li et al. (2006), albeit qualita-
tively.
Figure 4 also shows the correlation of Σ˙e,∗/Σe,g with
Σe,∗. Our data are consistent with the empirical result
from Shi et al. (2011), and with a proportionality de-
rived by OML10 for the outer parts of stellar-dominated,
constant-scale-height disks, Σ˙e,∗/Σe,g ∝ Σ
1/2
e,∗ . The dot-
ted line in the left panels of Figures 4 and 5 show the
result of fitting this proportionality to our data. Given
the order of magnitude range in Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ , we might
expect other correlations to exist. However, we find no
residual correlations of this quantity with respect to, e.g.,
hz, vc, κ, σR, σcg, α, Σe,g, Σe,∗, Σe,g/Σe,∗, or Q
min
RW (Fig-
ure 5): the significance of all correlations are low with
|rs| < 0.2 and the measurements of rs are all consistent
with no correlation according to their error. In units of
(G/pc)1/2, we find an error-weighted geometric mean of
〈log(Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ )〉 = −3.25 ± 0.27.
14 This result is
further discussed in Section 6.
5. AN EXPECTATION FROM SCALING
RELATIONS
Instead of exploring a theoretical understanding of the
correlation between Σ˙e,∗ and QRW shown in Section 4,
we ask two questions. Given other (selected) ensemble
properties of late-type galaxies, should we expect an anti-
correlation between Σ˙e,∗ and QRW? If so, does that ex-
pectation match our direct measurements? We address
these questions by building a closed system of empirical
scaling relations (i.e., the number of equations matches
the number of unknowns) from which we can compute
QRW for a given Σ˙∗ in an idealized galaxy.
5.1. Calculation Details
14 G = 4.30× 10−3 (km/s)2 pc M−1
⊙
Equations 1, 2, and 5–7 require vc, σcg, σR, Σg, and
Σ∗ to produce QRW. For the calculation, we ignore the
effects of any bulge component and assume a constantK-
band mass-to-light ratio, ΥK (cf. Paper VII). We assume
σcg is constant and we set it directly. The remaining
four quantities are determined by setting M˙∗, the disk
central surface brightness (µ0,K), hR, R25, ΥK , and α
and combining these quantities with a set of empirical
scaling relations as described below. We emphasize that
we are not suggesting that our seven input parameters
are the fundamentally relevant physical quantities of a
galaxy (in the same sense as mass, age, and chemical
composition are relevant to a star); these are simply the
quantities that we need to calculate QRW.
The input parameters set Σ∗(R) = Σ∗,0 exp(−R/hR)
directly, where Σ∗,0 = ΥKI0,K , log I0,K = −0.4(µ0,K −
M⊙,K − 21.57), and M⊙,K = 3.3 is the absolute K-band
magnitude of the sun (Paper IV); ΥK is in solar units
(M⊙/L
K
⊙ ) and I0,K is in units of L
K
⊙ pc
−2. We calculate
σR(R) = σz(R)/α using the input value of α and
σz = (pi k G hz Σdyn)
1/2, (9)
where Σdyn = Σ∗ + Σg and k = 1.5 for an exponential
mass distribution (van der Kruit 1988); we determine hz
using its scaling with hR from Paper II.
We parameterize the circular-speed curve by a hyper-
bolic tangent function that has two parameters: the
asymptotic rotation speed (Vrot) and the radius (hrot)
at which vc = tanh(1.0)Vrot = 0.76Vrot. We have cho-
sen this form so that we can set its parameters based on
two scaling relations. First, Andersen & Bershady (2013,
Figure 17) find
log hrot = log hR − 0.714 log
[
Vrot
km s−1
]
+ 1.47, (10)
which is in good agreement with the scaling relation
found by Amorisco & Bertin (2010) but adds a secondary
dependence on the rotation velocity. Second, we use
the relation between disk maximality (F2.2bary = Vbary/Vc
at R = 2.2hR) and µ0,K from Paper VII: F
2.2
bary =
0.56 − 0.08(µ0,K − 18). We calculate the baryonic disk
rotation speed,
Vbary = 0.88
(
1− 0.28
hR
hz
)
(piGΣdyn,0hR)
2, (11)
following Paper V. Equation 11 assumes that Σdyn fol-
lows a pure exponential with a scale length equal to that
of the stars. However, this is only explicitly true in the
limit where there is no gas disk. For our calculations, we
adopt the rough approximation
Σdyn,0 = Σg,R exp(R/hR) + Σ∗,0, (12)
where Σg,R is the gas mass surface density at radius R
(see below). We numerically solve for Vrot and hrot given
the input µ0,K , ΥK , and hR, and the calculated Σdyn,0.
We use two approaches to define the functional form of
Σg(R), which is then normalized by the star-formation
law (see below). First, Bigiel & Blitz (2012) found the
total hydrogen mass is well described by a single expo-
nential with an e-folding length of 0.61R25. We term
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TABLE 2
δQ Quartiles
Approach
Growth KS:MA KS:BB ES:MA ES:BB
0.25 0.12 0.12 0.18 0.14
0.50 0.21 0.24 0.23 0.23
0.75 0.44 0.38 0.45 0.47
1.00 0.72 0.55 1.55 0.70
this the “BB” approach. Second, we separate the hydro-
gen mass into its molecular and atomic components ac-
cording to the scaling relation found by Saintonge et al.
(2011):
log
[
MHi
M⊙
]
= 1.01
(
log
[
MH2
M⊙
]
+ 0.42− log
[
XCO
2.0
])
,
(13)
where MHi +MH2 is the total hydrogen mass and we
have generalized the relation for any (constant) XCO in
units of 1020 cm−2 (K kms−1)−1; Paper VII shows equa-
tion 13 is fully consistent with our galaxy sample. We
assume ΣH2 follows an exponential with the same scale
length as the stars (Regan et al. 2001), and ΣHi follows
a Gaussian in radius with a center and dispersion of, re-
spectively, 0.39RHi and 0.35RHi (Martinsson 2011). We
calculate RHi — the radius at which ΣHi ∼ 1M⊙pc
−2—
using the relation derived by Verheijen & Sancisi (2001):
log
[
RHi
kpc
]
= (log
[
MHi
M⊙
]
− 7.26)/1.86. (14)
Finally, we use Brent’s minimization method
(Press et al. 2007) to solve the set of non-linear
equations that yield the defining parameters for ΣHi(R)
and ΣH2(R). We term this the “MA” approach. In both
approaches, we set Σg = 1.4ΣH = 1.4(ΣHi +ΣH2).
Finally, we use two star-formation laws to determine
the normalization of the hydrogen mass surface density
profile. First, we adopt the KS law from K98:
log
[
Σe,H
M⊙pc−2
]
= 0.71 log
[
Σ˙e,∗
M⊙pc−2Gyr
−1
]
+ 0.47,
(15)
where Σe,H is the effective hydrogen mass surface density
within R25 and we calculate Σ˙e,∗ = M˙∗/piR
2
25, as done
for our data. Second, we assume
log
[
Σe,H
M⊙pc−2
]
=log
[
Σ˙e,∗
M⊙pc−2Gyr
−1
]
+ 1.15
−0.48 log
[
Σe,∗
M⊙pc−2
]
(16)
from Shi et al. (2011, see their Equation 6), where we
have adjusted for their factor of 1.36 used to obtain the
total gas mass surface density from the hydrogen mass
surface density. We follow their nomenclature by refer-
ring to this as the “extended Schmidt” (ES) law. The
combinatorics of the two star-formation laws and the two
approaches used to distribute the hydrogen mass lead to
four methods for calculating QRW.
Fig. 6.— Comparison of predicted QRW with the measured
values at 1.5hR; panels to the left and right use the KS:BB and
ES:MA approaches, respectively. Colors, symbol types, and the
light-gray region are the same as in Figure 3. The top panels show
the difference between the measured Q
1.5hR
RW
and the prediction.
The dashed and dot-dashed lines show a ratio of the two axes
equal to ±0.3 and ±0.6, respectively. The bottom panels show the
measurements of Σ˙e,∗ and Q
1.5hR
RW
. The solid black line in each
panel predicts the correlation between these two quantities assum-
ing the mean properties of our galaxy sample; the black dashed
line, shown in both panels, is a power-law fit to the KS:BB result
between 0.5 < Qpred
RW
< 2.0. The dark-gray region is the envelope
encompassing all correlations generated when using the values of
ΥK , µ0,K , hR, R25, α, and σcg specific to each galaxy.
5.2. Results
We first compare our measurements of QRW from the
modeling of our data to the predictions based on the cal-
culations described above. Any difference can be directly
attributed to the systematic errors in our simplifying as-
sumptions; e.g., the assumption for the detailed form of
the surface density profiles. To focus the following discus-
sion, we compare the data, Q1.5hRRW , and the prediction,
QpredRW , at a single radius, 1.5hR, and define the quantity
δQ =
∣∣∣Q1.5hRRW /QpredRW − 1∣∣∣. Our comparison of the data
with the model at 1.5hR is unimportant to our conclu-
sions because both the model and the data (Figure 2)
exhibit a slow change in QRW beyond this radius.
We provide quartiles of δQ in Table 2, the left-most col-
umn gives the growth of δQ and the remaining columns
give its value for the four different approaches to the
calculation. The predicted disk stability parameters are
within 25% of the measured values for half of our galaxy
sample, regardless of the approach used. For the entire
sample however, Table 2 shows the KS:BB and ES:MA
methods are, respectively, the best and worst approaches
for predicting QRW. Interestingly, KS:BB is the simplest
approach and ES:MA is the most complex. We continue
by only comparing these two approaches and discussing
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their predictions.
The top two panels of Figure 6 show the individual
results in the comparison of Q1.5hRRW and Q
pred
RW . Lines are
provided that denote δQ = 0.0, 0.3, and 0.6. Thus, we
show that the maximum value for δQ when using the
ES:MA method is largely due to the outlying prediction
for UGC 6918 (labeled in the top-right panel of Figure
6). We also find three late-type spirals that have a rather
large QpredRW for the KS:BB method; this is likely due to
their significantly larger value of Σe,g than that predicted
by the KS law (see Figure 1). Despite these caveats, our
prediction of Q1.5hRRW is reasonable in either approach with
δQ ≈ 0.35 at 68% growth.
The bottom two panels of Figure 6 compare the mea-
sured and predicted trend of QRW with Σ˙e,∗. Our com-
bination of empirical scaling relations predict an anti-
correlation between Σ˙e,∗ and QRW: Adopting the (un-
weighted) average properties of our sample — σcg = 8.3
km s−1, µ0,K = 17.8 mag arcsec
−2, hR = 4.3 kpc,
R25 = 18.0 kpc, ΥK = 0.36M⊙/L
K
⊙ , and α = 0.57 — we
vary M˙∗ to produce the black line in each of the bottom
panels of Figure 6. However, the behavior of the two
methods is different.
Both methods exhibit an inflection in the trend at
QpredRW > 2, which occurs because the calculation of QRW
transitions to the regime where T∗Q∗ < TgQg at higher
Q1.5hRRW (see Equation 6). For Q
pred
RW < 2, the KS:BB ap-
proach yields a well-behaved relationship between Σ˙e,∗
and QpredRW due to its simple description of the gas distri-
bution: a power-law slope of -2.07 is an excellent fit to
the KS:BB results between 0.5 < QpredRW < 2.0 (as shown
by the dashed line).
The behavior of the ES:MA method is more complex,
exhibiting a second inflection of the trend at QpredRW < 2.
This inflection occurs because, as Σ˙e,∗ increases, the de-
pendence of the H i distribution on its total mass re-
sults in a transition from an H i-dominated Σg to an
H2-dominated Σg at 1.5hR. The dependence of the H i
distribution on its total mass in the MA approach signif-
icantly contributes to its larger δQ. The MA approach
suggests two-thirds of the galaxies have RHi/R25 < 1,
whereas our direct measurements show RHi/R25 > 1 for
all galaxies (Martinsson 2011). This failing is due to the
low Σe,g predicted by the ES and KS laws at low Σ˙e,∗,
not due to our adoption of equation 14. The MHi-RHi
relation is very tight such that, when considered as an
isolated sample, our galaxies exhibit a very similar scal-
ing relation (Martinsson 2011).
Instead of adopting the mean properties of our sam-
ple, we have also calculated the trend of QpredRW with Σ˙e,∗
when adopting the specific properties of each galaxy. We
represent the range in the resulting trends using the dark-
gray envelope about the black line in the lower two panels
of Figure 6. Galaxies should populate this region in so
far as our galaxy sample is representative of the range
of ΥK , µ0,K , hR, R25, α, and σcg for late-type galaxies
(Paper I) and considering the systematic errors in QpredRW .
Therefore, our results show that one should expect a cor-
relation between QRW and Σ˙e,∗ in a galaxy population,
particularly at Q1.5hRRW < 2.
6. SUMMARY & DISCUSSION
6.1. Summary of Analyses and Empirical Findings
In this paper, we have used data from the DiskMass
Survey, briefly described in Section 2, to study the rela-
tionship between dynamical properties of galaxy disks
and their star-formation activity. Unlike other local-
universe surveys, the DiskMass Survey has directly mea-
sured the stellar kinematics in a sample of galaxy disks,
which are critical to dynamical calculations of both stel-
lar surface mass density and disk stability level. Our cal-
culations are based on a generative — fully probabilistic
— model of the relevant gaseous and stellar observations,
adopting a simple analytical model for the disk dynam-
ics. We introduce our probabilistic modeling approach
in Section 3.1, we briefly outline the dynamical model in
Appendix A, and we discuss our usage of a sophisticated
MCMC algorithm to sample the probabilistic model in
Appendix B. A more complete discussion of our modeling
approach will be the subject of a forthcoming paper.
We calculate the star-formation rate, M˙∗, for each of
our galaxies using measurements of the 21cm radio con-
tinuum (NVSS; Martinsson 2011) and the calibrations
from Yun et al. (2001) (see Section 3.2). These calcula-
tions are performed by including appropriate probabil-
ity distributions for the relevant quantities in our prob-
abilistic model (equation 4). We calculate an effective
star-formation-rate surface density, ΣSFR ≡ Σ˙e,∗, where
the surface area of the disk is determined by R25 mea-
surements from NED (Table 1). Combined with effec-
tive gas mass surface densities from our probabilistic
model (equation 8), we compare our galaxy sample to
the “Normal Spirals” from K98 in Section 3.3 (see Fig-
ure 1). We find that the galaxies in our sample have low
star-formation rates relative to the KS law, but are fully
consistent with the low star-formation end of the data
presented by Bigiel et al. (2008).
We calculate the disk stability parameter derived by
Romeo & Wiegert (2011), QRW, which incorporates both
the gaseous and stellar components (see Section 3.2) and
includes corrections for the disk thickness. In Section 3.4,
we find a stability parameter of QRW = 2.0±0.9 at 1.5 hR
marginalized over all galaxies in our sample. This result
is comparable to other empirical assessments from the
literature. In particular Romeo & Falstad (2013) simi-
larly find QRW ∼ 2 for their sample; however, they also
find that the stellar component most often dominates the
disk stability level. This is contrary to our results, which
show that the gas-only stability parameter is lower than
the star-only stability parameter (Qg < Q∗) for 65% of
our sample. These different findings are more likely be-
cause of differences in the data used and the detailed
analysis methods, as described in Section 3.4, not be-
cause of an intrinsic difference in our galaxy samples.
A stability parameter of QRW ∼ 2 is also compara-
ble to expectations from N-body simulations; however, it
should be noted that these theoretical studies typically
calculate the nominal (infinitely thin, single-component,
collisionless) Toomre (1964) criterion (Q∗), as opposed to
our calculations for a multi-component, non-zero thick-
ness disk. An important avenue for numerical simula-
tions of galaxy disks is to study the stability levels of
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disks that include realistic gas components.
The primary goal of this paper has been to explore any
dependence of the star-formation rate on two dynamical
properties of our sample, Σe,∗ and QRW (see Section 4).
Our primary findings are:
• There is a clear correlation between Σe,∗ and Σ˙e,∗
and a clear anti-correlation of QminRW with Σ˙e,∗ (Fig-
ure 3).
• The anti-correlation between QminRW and Σ˙e,∗ is ex-
pected given a theoretical study by Li et al. (2006).
However, our galaxies exhibit significantly higher
stability levels than in their simulations and our
data show a steeper power-law slope in the rela-
tion.
• We find that the star-formation efficiency (SFE;
Σ˙e,∗/Σe,g) is correlated with Σe,∗ (Figure 4), which
is expected both observationally (Shi et al. 2011)
and theoretically (OML10). In detail, our data
are consistent with the proportionality Σ˙e,∗/Σe,g ∝
Σ
1/2
e,∗ , which is a limiting behavior of the theory de-
rived by OML10; see also Kim et al. (2011, 2013).
• If star formation in our galaxy sample is not
strongly affected by other physical properties, the
quantity Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ should be roughly con-
stant. Indeed, we find that this quantity is ef-
fectively uncorrelated with the large number of
physical quantities we have calculated (listed in
Section 4; see the examples of Σe,∗ and Q
min
RW
in Figure 5). However, the scatter in the data
is large. We find an error-weighted geometric
mean of 〈log(Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ )〉 = −3.25 ± 0.27
in units of (G/pc)1/2 and a range of −3.7 ≤
log(Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ ) ≤ −2.7.
• Although the correlation is weak, we also find an in-
dication that the SFE is anti-correlated with QminRW
(Figure 4). This contradicts previous observational
studies (Leroy et al. 2008), but is roughly con-
sistent with the expectation provided by Li et al.
(2006).
The anti-correlation between star-formation rate and
disk stability parameter from Figure 3 is not seen if we
instead consider the gas-only (Qg) or star-only (Q∗) sta-
bility parameters. In terms of the effect on star forma-
tion, this result is reasonable in that neither Qg nor Q∗
includes the gravitational effects of the other component.
Thus, our results show the importance of considering both
components in assessing the effect of the disk stability
level on star formation.
In Section 5, we quantitatively predict QRW at 1.5hR
for the galaxies in our sample based on a closed sys-
tem of scaling relations and the following global quanti-
ties for our galaxies: M˙∗, ΥK , µ0,K , hR, R25, σcg, and
α = σz/σR. The accuracy of the prediction depends on
the details of the assumed mass distributions; however,
all four approaches we discuss exhibit systematic errors
of roughly 35% (68% confidence interval). Assuming our
galaxy sample is representative of the overall population
(Paper I), our calculations demonstrate that one should
expect an anti-correlation between Σ˙e,∗ and QRW, partic-
ularly for Q1.5hRRW < 2.
6.2. A Physical Link Between Disk Stability Level and
Star Formation?
Our use of empirical scaling relations to predict the
anti-correlation between Σ˙e,∗ and Q
1.5hR
RW suggests that
this outcome is consistent with the physical drivers
of other morphological and dynamical outcomes of
late-type-galaxy evolution. However, does the anti-
correlation imply a physical link between disk stability
level and star formation?
The studies of Li et al. (2005, 2006) are particularly
relevant because the star-formation in their simulations
is, in fact, driven by gravitational instabilities, and our
data are roughly consistent with their predictions (Fig-
ures 3 and 4). However, most of our galaxies are very
stable, in the regime in which Li et al. (2005) find that it
is difficult to form stars (QminRW & 1.6). A comparison of
Figure 10 from Li et al. (2006) with our Figure 3 shows
that our galaxies exhibit higher stability levels at the low
star-forming end. Part of this discrepancy is due to sys-
tematic differences in our calculation of the stability pa-
rameter (e.g., our applied corrections for disk thickness);
however, our data should yield relatively large stability
values even after removing these systematic differences.
Thus, just as seen via ultraviolet radiation in the very
extended parts of disks (Thilker et al. 2007), our mea-
surements suggest that star-formation occurs in locales
with high stability levels. One theory that addresses this
phenomenon is provided by OML10.
OML10 (see also Kim et al. 2011) present a model for
star formation where the interstellar medium (ISM) is di-
vided into self-gravitating and diffuse components. The
pressure in the diffuse gas — regulated by heating, cool-
ing, and supernova-driven turbulence — is assumed to be
balanced by the vertical gravitational forces of the disk.
A fundamental assumption is that the surface density of
gravitationally bound clouds is converted to stars over
a star-formation timescale; however, this timescale (∼2
Gyr) is much longer than the free-fall time. The propor-
tionality Σ˙∗/Σg ∝ Σ
1/2
∗ is a limiting behavior of their
model, assuming the star-formation rate in all galaxies is
similarly affected by chemical composition, turbulence,
and magnetic fields. We have shown in Figure 4 that
this proportionality is consistent with our data, albeit
with significant scatter. We have not assessed the varia-
tions in metallicity, turbulent pressure, or magnetic field
strength in our sample, such that this may explain some
of the scatter seen in our data.
The correspondence of our data with the limiting be-
havior of the OML10 prediction suggests that our galax-
ies form stars at a rate that maintains the pressure bal-
ance in the diffuse ISM. Such star formation does not
require large-scale gravitational instabilities, but it does
require the vertical gravitational field, largely effected by
the stellar component in most cases, to maintain the total
pressure in the disk midplane. Thus, star-formation can
be active in the disks of our galaxies, despite our rather
large measurements of QRW. This may argue against a
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physical link between QRW and Σ˙e,∗ at large QRW.
However, the consistency of the trend seen in Figure 3
with the prediction of Li et al. (2006) at low QRW is sug-
gestive of the role gravitational instabilities play in this
small subset (∼15%) of our sample. Therefore, a direct
physical link between the stability level of galaxy disks
and their star-formation activity may only be relevant
to a small subset of the galaxies in the local universe;
however, the story is most likely very different at earlier
cosmic epochs (see, e.g., Agertz et al. 2009).
6.3. Spiral Structure Effects
A detailed analysis of the spiral-arm strength in our
galaxy sample is beyond the scope of this paper; however,
Figure 9 from Paper I shows that spiral arms are easily
discernible in all of our sample galaxies. From N-body
simulations, we expect spiral structure to be more easily
generated in disks with lower Q∗. If we assume that the
same is true for QminRW, we might expect effects related
to spiral arms to be more evident in galaxies with lower
QminRW.
In their appendix, OML10 discuss the effects of spiral
structure on their equilibrium model. They find that the
azimuthally averaged (or disk-averaged) star-formation-
rate surface density should be significantly lower than
the true value if the contrast between the arm and inter-
arm gas mass surface density is sufficiently high. If this
effect were evident in our data, we may expect the resid-
uals of our galaxy sample about Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ = 10
−3.25
(G/pc)1/2 to be related to the strength of the spiral struc-
ture and therefore to QminRW. However, Figure 5 shows no
such relation. This may be because (1)QminRW is not a good
proxy for the mass-loading of spiral-arm density waves,
(2) our galaxies have all been similarly affected by spiral
structure such that these properties have only changed
the mean value of Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ , (3) the timescales in-
volved in the passage or lifetime of spiral arms is such
that the equilibrium is never fully realized or substan-
tially altered within the spiral-arm regions, or (4) the
scatter in Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ caused by spiral arms or other
physical processes has obscured the relation. Some of the
scatter in our measurements of Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ can be at-
tributed to systematic error; however, there is room for
intrinsic scatter as well. It is of great interest to under-
stand the scatter in Σ˙e,∗Σ
−1
e,gΣ
−1/2
e,∗ , as it relates to spiral
structure and/or other physical properties that can affect
how stars form.
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APPENDIX
A. DYNAMICAL MODEL
Our dynamical model assumes a simple planar geome-
try of the disk defined in the cylindrical coordinate sys-
tem, {R, θ, z}, with the disk inclination defined as the an-
gle i between the disk normal and the line-of-sight (LOS),
as in Andersen & Bershady (2013).
We parameterize the projected stellar rotation curve
using a PolyEx function (Giovanelli & Haynes 2002),
V∗ = V∗,0
[
1− exp
(
−R
hv
)] [
1 + η
R
hv
]
, (A1)
such that the LOS stellar velocity is V∗ = V∗ cos θ. We
parameterize σR, σig, and Σg using a sum of exponen-
tials, as in
σR =
Ne−1∑
j=0
σR,j,0 exp(sjR), (A2)
where the “order” of the function (Ne) is either one or
two. The “order” of σR, σig , and Σg has been chosen for
each galaxy individually based on a visual inspection of
the azimuthally averaged data. When Ne = 1, we force
s0 < 0 (via our prior). When Ne = 2, we force s1 < s0
to prohibit degeneracy between the components. When
Ne = 2 for Σg, one of normalizations is allowed to be
negative to allow for a deficit of gas in the galaxy center.
The SVE is assumed to be aligned with the cylindri-
cal coordinate system such that the LOS stellar velocity
dispersion is
σ2∗ = σ
2
R
[
(sin2 θ + β2 cos2 θ) sin2 i+ α2 cos2 i
]
(A3)
where we have defined α = σz/σR and β = σθ/σR. We
assume α is independent of R. The gaseous velocity
dispersion ellipsoid is assumed to be isotropic such that
there are no equivalent projection effects.
We assume the stellar orbits follow the epicycle ap-
proximation such that
β2 =
1
2
(∂R lnV∗ + 1) , (A4)
where
∂R lnx ≡
R
x
∂x
∂R
. (A5)
Assuming that (1) the disk has a constant scale height,
such that Σdyn ∝ ρ ∝ σ
2
z (van der Kruit 1988), and
that (2) there is no change in the Rz velocity cross-
terms with height z above the disk, we derive a sim-
plified asymmetric-drift equation and calculate the pro-
jected circular speed following
V2c = V
2
∗ + σ
2
R sin
2 i
[
β2 − 1− 4∂R lnσR
]
. (A6)
We then calculate the projected rotation speed of the
gas,
V2g = V
2
c + σ
2
ig sin
2 i(2∂R lnσig + ∂R lnΣg), (A7)
following Dalcanton & Stilp (2010); for this correction
we assume the logarithmic derivative of the cold-gas mass
surface density is the same as for the ionized-gas. The
LOS gas velocity is Vg = Vg cos θ.
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B. CONVERGENCE OF THE GENERATIVE
MODEL
Here we describe our usage of the stretch-move sam-
pler (Foreman-Mackey et al. 2013) in combination with
a parallel-tempering algorithm to sample the posterior
probability of the dynamical model for each galaxy, fol-
lowing the discussion in Section 3.1.
The stretch-move sampler uses a set of “walkers” in
parameter space that are advanced in series by propos-
ing new positions based on the posterior probabilities of
the other walkers. We define a “draw” from this sam-
pler as advancing one walker once and a “full step” as
advancing all walkers once. The parallel-tempering al-
gorithm runs multiple stretch-move samplers in paral-
lel, where each sampler is assigned a “temperature”, T ,
within a temperature ladder usually following a geomet-
ric sequence. This temperature alters the target proba-
bility density to PT (θ|D,H) ∝ L
1/TP (θ|H), such that a
sampler with T = 1 samples the nominal posterior and
one with T = ∞ samples a posterior that is identical
to the prior. Adjacent samplers within the temperature
ladder trade walkersm and n (selected randomly without
replacement) with probability
min
{
1,
(
1
Tj
−
1
Tj−1
)
(Lj−1,m − Lj,n)
}
, (B1)
where Tj < Tj−1, after applying a full step to each sam-
pler.
We converge to the generative model of the data
for each galaxy using the parallel-tempering algorithm
with five samplers, each with 200 walkers and with a
temperature ladder separated by factors of two, T =
{16, 8, 4, 2, 1}. The parameter-space coordinates of the
walkers are initialized only for the T = 1 sampler, with
the walkers of other samplers in the temperature ladder
initialized to exactly the same coordinates. To begin,
walkers are distributed according to rough estimates of
the model parameters and a normal error distribution.
The error is assumed to be rather large so that the walk-
ers occupy a large volume. For convergence, we itera-
tively generate a number of sample sets. Before begin-
ning a new iteration, we “reinitialize” the T = 1 sampler
by selecting the 200 highest posterior probability samples
from among the unique parameter-space coordinates; the
walkers in the remaining samplers are reinitialized to ex-
actly the same parameter-space coordinates.
A single execution of the MCMC is done in two stages.
(1) We draw 104 samples — perform a full step of each
sampler 50 times — and calculate the autocorrelation
time, tAC, of all the parameters. The autocorrelation
time indicates how many times one needs to draw a sam-
ple before obtaining an independent sample of the target
probability density. We iteratively add 104 samples until
tAC for these samples is of order unity for all the model
parameters. We then reinitialize the samplers. (2) We
draw 105 samples — perform a full step of each sampler
500 times — and iterate, by increasing the scale param-
eter of the stretch-move sampler (see equation 10 from
Foreman-Mackey et al. 2013), until the acceptance frac-
tion is in the range 0.2–0.5. If the acceptance fraction
is too low, the MCMC yields samples that are not suffi-
ciently independent; if it is too high, the samples follow
a random walk through the parameter space. In both ex-
tremes, the MCMC has not performed its primary func-
tion, which is to produce independent samples of the
parameter space drawn in proportion to the posterior.
An acceptance fraction of 0.2–0.5 is recommended by
Foreman-Mackey et al. (2013), and we typically achieve
this without need for iteration.
We run through these two stages multiples times to
ensure that the MCMC has passed its “burn-in” phase.
This is the phase when the MCMC is effectively searching
for the maximum probability density, before it starts to
sample the parameter space in proportion to the target
probability density.
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