The study investigated genetic architecture and predictive ability using genomic annotation of residual feed intake (RFI) and its component traits (daily feed intake [DFI], ADG, and back fat [BF]). A total of 1,272 Duroc pigs had both genotypic and phenotypic records, and the records were split into a training (968 pigs) and a validation dataset (304 pigs) by assigning records as before and after January 1, 2012, respectively. SNP were annotated by 14 different classes using Ensembl variant effect prediction. Predictive accuracy and prediction bias were calculated using Bayesian Power LASSO, Bayesian A, B, and Cπ, and genomic BLUP (GBLUP) methods. Predictive accuracy ranged from 0.508 to 0.531, 0.506 to 0.532, 0.276 to 0.357, and 0.308 to 0.362 for DFI, RFI, ADG, and BF, respectively. BayesCπ100.1 increased accuracy slightly compared to the GBLUP model and other methods. The contribution per SNP to total genomic variance was similar among annotated classes across different traits. Predictive performance of SNP classes did not significantly differ from randomized SNP groups. Genomic prediction has accuracy comparable to observed phenotype, and use of genomic prediction can be cost effective by replacing feed intake measurement. Genomic annotation had less impact on predictive accuracy traits considered here but may be different for other traits. It is the first study to provide useful insights into biological classes of SNP driving the whole genomic prediction for complex traits in pigs.
INTRODUCTION
Genomic selection using dense molecular markers for predicting GEBV is widely used in both animal and plant species. In pigs, genomic selection is currently implemented and is especially attractive for traits that are expensive to measure or cannot be measured early in life. Feed efficiency is a very important trait in breeding due to its moderate to high heritability, but it is costly to record (Kadarmideen et al., 2004; Do et al., 2013) . Residual feed intake (RFI) is a measure of feed efficiency that is independent of production traits, and selection for lower RFI may help to improve feed efficiency. Various biometrical methods (such as genomic BLUP [GBLUP] [VanRaden, 2008] , Bayesian least absolute shrinkage and selection operator Bayesian LASSO [BL] [Legarra et al.] , Bayesian Power LASSO [BPL] [Gao et al., 2013] , or Bayesian Alphabet [Habier et al., 2011; Meuwissen et al., 2001] ) have been proposed for genomic prediction. However, genomic prediction is also performed as black box prediction due to lack of information about the genetic architecture of traits. Genetic architectures of feed efficiency have been investigated in our recent studies in Duroc and Yorkshire pigs (Do et al., 2014a,b) . Moreover, it is possible to investigate the role of different genomic regions in prediction of GEBV using the SNP annotation information. For instance, Morota et al. (2014) indicated that genomic regions could affect the predictive accuracy for quantitative traits in chickens. In addition, the identification of which genomic regions enriched for traits will improve a priori set up for association analysis, and will, consequently, increase the power of detection of variants (Koufariotis et al., 2014) . This study aimed to investigate the performance of genomic prediction methods for RFI and its component traits (daily feed intake [DFI] , ADG, and back fat [BF] ) and to examine predictive ability of different annotated genomic classes for these traits.
MATERIALS AND METHODS

Data, Genotyping, and Quality Control
Phenotypic records for DFI and BF were made during a period from 2008 to 2012 for Danish Duroc pigs. A detailed description of data collection and a definition of feed efficiency phenotypes and their calculations are given in Do et al. (2013) . In brief, the pigs were moved from the nursery barns to the test barns (each barn contained several pens) when they were approximately 30 kg. Every pen contained around 11 pigs and had an automatic dry feeding station ACEMA64 (ACEMO, Pontivy, France). Pigs were fed ad libitum with the same feed composition. Feed was given through a single feeder, and time, duration, and feed consumption was recorded for each pig for each individual visit. Average daily feed intake was computed by the total amount of recorded feed intake divided into the number of corresponding days at the feeder. Average daily gain was calculated as linear regressions of body weight from 30 to 100 kg on test days. Residual feed intake was the residual in the regression of DFI on ADG and BF with initial BW as an extra covariate in the model (Do et al., 2013) . Pigs were genotyped using the PorcineSNP60 BeadChip (Illumina, San Diego, CA). The criteria for screening the genomic data were a call rate per animal of 0.95, call rate per SNP marker of 0.95, Hardy Weinberg equilibrium test with P < 0.0001, and minor allele frequency > 0.05. Unmapped SNP were removed from the study. After quality control, 30,234 SNP and 1,272 pigs remained for genomic prediction.
Genomic Prediction Methods
Genomic BLUP. For reference purposes, a GBLUP model was used where: y = 1m + Xb + Zp + g + e, in which y is the vector of observed phenotypic values of the animals, 1 is a vector of ones, m is the overall mean, b is the vector of fixed effect (herd-year-barn), X is a design matrix relating observations to the corresponding fixed effect, p is the vector of random effect (pen) and Z is a design matrix relating observations to the corresponding random pen effect, e is the vector of random error, and g is a vector of breeding value with var(g) = Gσ g 2 , in which σ g 2 is genetic variance and G is the genomic relationship matrix. The GBLUP method was similar to Ostersen et al. (2011) and was fitted using the DMU package (Jensen and Madsen, 1994) .
The Bayesian Power LASSO Models. The BPL is a sparse shrinkage model that uses an exponential power distribution for marker effects. Details of the model appeared in Gao et al. (2013) . In brief, BPL is an extension of BL by adding a power parameter that can modify the sparsity of the marker effects. The model is (y = 1m + Xb + Mβ + e) where SNP effect (b j ) follow an exponential power distribution , where λ is a rate parameter, m is the number of markers, and q is the power parameter controlling the sparsity. The rate parameter was estimated from the data using a uniform prior. The power parameter was set to 0.3, 0.5, 0.7, 0.9, or 1.0 (q = 1 corresponds to the ordinary BL). These models were denoted as BPL0.3, BPL0.5, BPL0.7, BPL0.9, and BL. It is important to note that b is the vector of environment effects (pen and herd-year-barn effects); therefore, the BL and BPL models are equivalent to above GBLUP model.
BayesA, B, and Cπ Models Three different Bayesian methods including BayesA, BayesB, and BayesCπ were used to estimate GEBV using raw phenotypes as response variables and fitted with the same environmental effects as the above BL model. These Bayesian methods have different assumptions for the prior distribution of SNP effects. BayesA assumes that all SNP have an effect, but each has a different variance (Meuwissen et al., 2001) . BayesB and BayesCπ assume that each SNP has either an effect of zero or nonzero with probabilities π and 1 -π (Habier et al., 2011) and a group of nonzero effects has a different variance or a common variance, respectively. Moreover, the BayesB treated π as a known parameter (set π = 0.95 for BayesB in this study), while BayesCπ treated it as an unknown parameter with a uniform (0, 1) prior distribution (Bayes Cp1.1). We also used a slightly informative prior distribution ~Beta(10,1; Bayes Cp10.1) and Beta(100,1; Bayes Cp100.1) to predict breeding values. All the Bayesian analyses were performed using the BayZ package (http://www.bayz.biz/). Each of the Bayesian analyses was run as a single chain with a length of 50,000 to 200,000 samples, and the first 5,000 to 20,000 cycles were regarded as the burn-in period (depending on the convergence of these models). Convergences (Markov Chain error and effective sample size) were checked using the R Coda package (Plummer et al., 2006) , and the length of sample and burn-in was optimized when the effective number of samples >300 for model effects and the Markov Chain error was small-er than 1%. A Bayes factor was calculated for every SNP using the prior probability (π and 1 -π) and the posterior probability (p) as Bayes factor = / (1 )
SNP having Bayes factors with values above 10 and 3 were considered genome wide significantly and suggestively associated with trait of interest, respectively (Kass and Raftery, 1995) .
Evaluation Criterion
To investigate the accuracy of different genomic prediction methods, we split the records into a training dataset (968 pigs) and a validation dataset (304 pigs) before and after January 1, 2012, respectively. Moreover, we also corrected phenotypes for a fixed effect of section and a random pen effect to avoid using overlapping information between the reference and validation datasets. The adjusted phenotypes (y c ) were computed based on the full data, and the adjusted phenotypes were the sum of EBV and the estimated residual errors (y c = ĝ + ê) (Ostersen et al., 2011) . Estimated breeding values were estimated based on a pedigree tracked back 30 generations (approximately 8,000 pigs) as described in (Do et al., 2013) . The predictive accuracy was computed as the correlation between y c and GEBV divided by the square root of heritability. The linear regression of y c on GEBV was used to assess bias inflation of prediction (how far the regression slope differs from 1). The HotellingWilliams t test (Dunn and Clark, 1971 ) was applied to each trait with a significance level of 5% (Ostersen et al., 2011) to test the equality of prediction performance of these Bayesian methods with that of GBLUP.
Partitioning Genomic Variance Based on Genome Annotation
SNP were classified based on Ensembl variant effect predictor annotated pig 60K SNP chip data (ftp:// ftp.ensembl.org/pub/release-75/variation/VEP/arrays/), and a detailed summary of the annotated pig 60K SNP chip is in Table S1 . The SNP classes (annotated by at least 20 SNP after quality control) were used for further analysis. As a result, 14 classes were used including intergenic (variants that occur in-between genes), gene (variants found within genes), upstream (variants found 5 kb upstream of a transcription start site), downstream (variants found 5 kb downstream of a gene), gene ± 5 kb, intron, exon, intron_non-coding (NC) transcript, synonymous variants, missense variants (nonsynonymous variants), both 5¢ and 3¢ untranslated regions (UTRs), splice region, and intron_nonsense-mediated decay transcript (NMD) variant. The details of how variants were classified are given in sequence ontology terms at http:// www.sequenceontology.org/index.html. The total genomic variance of each group was computed based on the gbayz function using the BayZ package. Briefly, the gbayz function uses allelic effects from every round of the Markov chain Monte Carlo chain and combines them to compute GEBV; the genomic variance is then computed as the variance of GEBV. Then the SNP group-specific total genomic variance is computed based on selected SNP for a specific group. The gbayz function also takes into account allele frequencies as well as linkage disequilibrium (LD) between markers to compute the total genomic variance. To investigate if the predictive ability of SNP in each group significantly differs from randomized groups, we compared this value with empirical group obtained from randomized samples with the same number of SNP in annotated groups. First, randomized SNP groups were generated by randomly sampling with replacement 1,000 times, and then the breeding values of animals and the accuracy of these groups were calculated based on posterior estimates of SNP effects for each of the 1,000 samples. The predictive ability of an annotated SNP class was significantly improved from a randomized one if accuracy of its prediction was greater than at least 950 of 1,000 values (95% accuracy threshold) obtained from 1,000 random samples.
RESULTS
Predictive Performance Using Different Methods and SNP Patterns
The accuracy of genomic prediction and regression coefficient of y c on GEBV are shown in Table 1 . Accuracy ranged from 0.508 to 0.531, 0.506 to 0.532, 0.276 to 0.357, and 0.308 to 0.362 for DFI, RFI, ADG, and BF, respectively. All methods showed bias because the regression coefficient differed from 1. There were no significant differences between GBLUP and other methods for DFI and ADG. The BPL0.3, BPL0.5, Bayes A, and Bayes Cπ100.1 methods differed significantly from GBLUP for RFI, and the Bayes A and Bayes Cπ100.1 methods were also significantly higher than the GBLUP method (p < 0.05). Overall, Bayes Cπ100.1 was among the highest accuracy methods for all traits.
Prediction accuracy also varied according to the size of the SNP panels. The changes in accuracy as a function of the number of SNP (results based on the average accuracy obtained by using 5 replicates of randomly sampled SNP) are shown in Fig. 1 . However, the accuracy remained stable when the number of SNP reached was 2,000 for ADG and BF and 5,000 SNP for RFI and DFI. Approximately 1,000 SNP were able to predict more than 80 to 90% of the accuracy estimated by all SNP for ADG.
Partitioning of Genomic Variances and Predictive Ability Among SNP Classes
The markers ALGA0082564 and ASGA0077969 were significantly associated with BF whereas the marker ASGA0077969 and ASGA0077977 were significantly associated with ADG (with a Bayes factor >10; Table S2 ). We also detected 12, 400, 30, and 82 SNP suggestively associated (Bayes factor >3) with DFI, RFI, ADG, and BF traits, respectively (Table S1 ). The genomic variance by annotated SNP groups using BayesCp100.1 is shown in Table 2 . The biggest numbers of SNP were annotated to intergenic regions (62.75%). Among the genic classes, intron contained the biggest numbers of SNP (24.3%). The intergenic and intronic region also contained major numbers of suggestive SNP across the traits (Table S1 ). The intergenic class contributed the largest variance (61.4 to 65.1%) of total genomic variance. There are slightly different contributions to total genomic variance of different classes across these traits. Among genic classes, intron also contributed most to total genomic variance (23.87 to 25.15%). Because 30,234 SNP were used to estimate genomic variance, the expected average genomic variance by an SNP was 1/30,234 = 3.31E-05 of the total. Across these traits, the contribution to total genomic variance per SNP among these classes is also similar to the average value of 3.31E-05, although the contribution of the mRNA NMD transcript is higher than the average value across all the traits.
Prediction accuracy using intergenic class slightly lowered the average value generated from 1,000 randomized groups across these traits (Table 3 ). In contrast, using 3´UTR, 5´UTR, intron, gene, gene ± 5 kb, and missense variant classes slightly improved predictive accuracy (higher than an average value from 1,000 randomized groups). Moreover, the accuracy of prediction using missense was significant for DFI. The lower predictive ability (than average values from randomized groups) was also found in some classes such as intron_noncoding transcript (for DFI, RFI, and ADG traits) and intergenic class (for all traits).
DISCUSSION
Genomic Prediction Using Different Methods
The comparison of accuracy of genomic prediction using different methods and response variables has been done in many studies (reviewed by Meuwissen et al. [2013] ). Many factors influence prediction accuracy including the extent of LD between SNP markers and QTL, the number of phenotype records and genotyped animals, the heritability, and the distribution of QTL effects for the trait (Hayes et al., 2009 ). Several studies also reported that 2 DFI, daily feed intake; RFI, residual feed intake; BF, back fat.
*Significantly different from the GBLUP model (P < 0.05).
Figure 1.
Predictive accuracy using different SNP panels. The y axis shows the prediction accuracy as a correlation between corrected phenotypes and GEBV divided by the square root of heritability. DFI, daily feed intake; RFI, residual feed intake; BF, back fat.
Bayesian or their extensions perform better than GBLUP (Legarra et al., 2011; Gao et al., 2013 ). In the current population, accuracy was slightly increased by using some of the Bayesian methods (such as BayesCp100.1) compared with standard GBLUP (Table 2 ). In general, our results agreed with Ostersen et al. (2011) who reported that BL had the same reliability as the GBLUP method for feed conversion ratio and ADG traits in pigs. The Bayesian methods only benefit when these traits are influenced by a few large QTL or when the relationship between training and testing populations was low. Residual feed intake and its component traits are highly polygenic and high LD has been reported in pig populations: therefore, it is probable that these conditions are not conducive to the application of Bayesian methods. Sharpness in BPL did not affect accuracy in the current study (Table 1 ). In contrast, Gao et al. (2013) indicated that the BPL model with a power parameter of 0.3 had the highest accuracy. This is probably due to the close relationship of the training and testing populations in the current study than that found in Gao et al. (2013) . The accuracy of genomic prediction for RFI (approximately 0.5) is higher compared to values reported for feed conversion ratio (FCR) in the same Duroc population (approximately 0.16; Ostersen et al., 2011) . Jiao et al. (2014) also reported lower predictive accuracy (0.094) for RFI in American Duroc boars using a similar population size (1,047 boars genotyped with the pig 60K SNP chip). It must be noted that our prediction accuracy is calculated using the square root of heritability as a scale parameter, which differed from the accuracy calculation by Jiao et al. (2014) . Moreover, there are several possible reasons for the low accuracies, such as reference population size and numbers of markers. All methods had high bias, with both inflation and deflation of genomic variances. Christensen et al. (2012) also reported high bias prediction using GBLUP for ADG (0.8) and FCR (0.57) in the same populations (except they had more records) but less when using the single step method. These results suggested the current data might have some problem with (pre) selection, and there is a need to further investigate the sources of bias. The accuracy of prediction can be reached by a reduced set of SNP. Our results based on cross validation were in agreement with previous reports (Moser et al., 2010) . For instance, Moser et al. (2010) showed that subsets containing 3,000 SNP provided more than 90% of the accuracy that could be achieved with a high-density assay for cows. The accuracy of prediction using a small subset of selected SNP was also high in pigs. However, it is important to note that the accuracy achieved by a small set of SNP varies by methods of selection, traits, and reference populations. Moreover, the bias using a small set of SNP is potentially higher than that reported by the full SNP array. Nevertheless, breeding programs (in Denmark) currently impute low-density (7K) to medium size SNP chips to capture the whole genomic variances of traits. 
Genomic Partitioning and Predictive Ability of Annotated SNP Classes Using 60K SNP Chip
Using the BayesCp100.1 method, we also detected 2 significant SNP (ASGA0077977 in the intron of the CBLN4 gene and ASGA0077969 in the intergenic region) for ADG on SSC 17, which also have been reported in a single SNP linear mixed model analysis in a previous study (Do et al., 2014a) . Moreover, 2 novel SNP (ALGA0082564 and ASGA0027339 in the intron regions of TACC2 [SSC 14] and TBC1D22A gene [SSC 5], respectively) were also detected for BF. Recently, a mutation in TBC1D22A was reported to be associated with fat traits (waist circumference) in humans (Liu et al., 2014) . It is important to note that several SNP detected by Bayesian methods were not reported in the previous linear mixed model mapping. According to Sahana et al. (2010) , Bayesian variable selection regression (BayesCπ) mapping resulted in higher power and more precise QTL locations than single-marker in a simulation study.
We annotated intergenic variants as the most common variants (56.3 and 62.8% of SNP before and after quality control). This result agreed with the annotation results from other species. For instance, Koufariotis et al. (2014) annotated 67.8 and 67.3% intergenic SNP for dairy and beef, respectively. Moreover, we also observed that all top 10 associated SNP were located in either intronic or intergenic regions across the traits, except that marker ALGA0011482 associated with DFI and marker DIAS0004797 associated with BF were in the downstream and synonymous regions, respectively (Table S2 ). The results implied the possible existing LD between the top SNP and the causal SNP to regulate phenotypes; however, the results might be limited because of the very few top SNP investigated here. To a greater extent, the contribution of different annotated classes is linearly associated with the number of SNP in these classes. The intergenic class consists of SNP outside genic regions and contributes to around 61 to 65% of total genomic variance, depending on the trait. Among genic groups, intron contained the highest number of SNP (7,347 SNP-24.3% of total SNP); therefore, it contributed around 23 to 25% of total additive genomic variance for all traits. Therefore, the average genetic contribution was similar between different groups and among different traits. In humans, Hindorff et al. (2009) reported 43% of traits/ diseases associated with SNP from Genome wide association studies (GWAS) were intergenic and 45% were intronic. Yang et al. (2011) showed that SNP in or near genes explain more variation than SNP between genes for complex traits such as height and body mass index. Kindt et al. (2013) suggested SNP further away from the transcription start site were less likely to be significantly associated with trait. These results implied diversity in regulation of complex traits, which can be by either genic Table 3 . Predictive accuracy of annotated classes versus mean accuracy of 1,000 randomly generated groups for residual feed intake (RFI) and component traits 2 The average value of prediction accuracy (Acc) of 1,000 randomly generated selected groups with the same number of SNP as in each class.
3 The 95% of prediction accuracy of 1,000 randomly generated selected groups with the same number of SNP as in each class. The prediction accuracy of annotated class is significant if it is higher than this value.
4 UTR, untranslated region.
5 Intron_nonsense-mediated mRNA decay transcript.
6 Intron_non coding transcript.
*Significant at P < 0.05.
regions or nearby gene region, and even by intragenic region as well as by interaction among regulators in these regions. Nevertheless, it is also important to note that approximately 90% of SNP on the pig 60K SNP chip were annotated (Table S1) ; therefore, enrichment analysis can be affected by this limitation of annotation. Moreover, the pig 60K chip was designed based on common variants, although rare variants might explain significant variance in phenotypes. The annotation was based on the position of the SNP without considering their LD in this study. Consequently, partitioning of the variance might be affected if SNP in an annotated class are in high LD with causative SNP in other classes. Overall, there is a need for comprehensive bioinformatics or systems genetics tools that capture and group SNP based on all possible criteria including LD, genomic positions, and biological functions. One such tool developed specifically for livestock species and for humans is FunctSNP (Goodswen et al., 2010) , which captures not only LD between SNP and QTL or genes but also the SNP classes. In general, the predictive performance of different classes followed a pattern similar to genomic variance partitioning. Predictive performances for different annotated groups did not significantly differ from randomized groups, with the only exception that the predictive performance of missense was significantly higher than the randomized groups for DFI. The missense variant is defined as a point mutation leading to the substitution of one AA in protein for another, and this substitution can lead to a change in phenotype. For instance, a missense variant (Asp124Asn) of the porcine melanocortin-4 receptor was found to be associated with variation in fatness, growth, and feed intake (Kim et al., 2000) . A missense mutation in the peroxisome proliferator-activated receptor delta gene caused a major QTL effect on ear size in pigs (Ren et al., 2011) . Recently, Morota et al. (2014) showed coding sequences, genes, gene ± 1 kb, and exon parts of the chicken genome provided better predictive power than a randomized set, depending on the traits of interests. For instance, the authors reported that predictive performance for ultrasound of breast meat from genic regions was consistently better than that of SNP in intergenic regions. However, these differences were small; therefore, these authors suggested using all markers to predict GEBV of complex traits. The prediction accuracy and additive genomic variance explained by markers also depends on the number of markers on causative sites, LD between them with causative genes, and finally LD among markers and genes at the family level (Jensen et al., 2012) . In fact, the understanding of genetic architecture of complex traits is limited in pigs; numbers of known causative variants are still very few for most traits. The dissection of annotated SNP may help researchers to understand which genomic regions provide higher predictive performance if better annotation data/methods become available. Genomic prediction is still in a black box, and a true understanding of the biology remains a challenge (van der Steen et al., 2005; van der Werf, 2007; Kadarmideen, 2014) . The genomic prediction methods including biological knowledge have been performed and showed interesting results. For instance, Zhang et al. (2014) showed that the inclusion of known QTL can improve accuracy and reduce the bias of prediction of production traits in cattle. Snelling et al. (2013) indicated that networks and pathways can help to improve genomic selection. Finally, Kadarmideen (2014) provided a framework in which various types of information on SNP and other genetic variants can be included in a formal systems GBLUP method. The future perspectives of genomic predictions may be targeted at revealing different biological classes of SNP that are highly predictive for different complex traits and appropriately including them in genomic selection decisions.
Conclusion
This study calculated the accuracy of GEBV for RFI and its component traits, which can be of interest to pig breeders. Genomic prediction based on a relatively small training data set reached accuracies comparable to observed phenotypes. These results suggest that the choice of genomic prediction method has less impact on predictive performance for RFI and its component traits in pigs. Classification of SNP by genomic annotation had little impact on the accuracy of prediction for traits investigated here but could be different for other traits depending on the genetic architecture. Better annotation and classification methods, such as using the functional biological relevance of SNP in addition to the structural relevance of SNP, are needed when considering future genomic prediction strategies and when attempting to understand functional genomic architecture of complex traits. However, this is one of the very first studies to provide useful insights into the contribution of different biological classes of SNP in explaining genetic variation using markers and in driving the whole genomic prediction for complex traits in pigs.
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