images of 100 nm, 1 µm and 10 µm calibration standards. Listed in the table are the measurements of pitch sizes from the SEM images. The absolute error of the three calibration standards were less than 1.5 %.
Image
Calibration Standard A 3500 nm x 3500 nm image; 512 x 512 pixels; a collagen fibril with a spacing of 67.0 nm and 9 repeats units to measure.
The pixel pitch is therefore 6.8 nm (3500 nm / 512 pixels), which is sampling at 1.50 x 10 -1 nm -1 . The hypothetical fibril is 603 nm long (88 pixels). The minimum resolvable wavevector is 8.30 x 10 -4 nm -1 .
The reciprocal spacing of the 67.0 nm D-Period spaced fibril is 1.50 x 10 -2 nm -1 . Dividing the true reciprocal spacing by the wavevector spacing indicates that this spacing will fall into the 18 th bin. In this example case, the true peak lies somewhere between 17.5 bins (1.45 x 10 -2 nm -1 or 68.8 nm) and 18.5 bins (1.54 x 10 -2 nm -1 or 65.0 nm). With certainty, the spacing is 66.8 nm ± 1.9 nm (28% of a single pixel).
In practice, resolution is higher than this calculation indicates given the signal to noise in the observed peaks. In Figure 1 , the observed harmonics have Full Widths at Half Maximum (FWHM) on the order of 2 frequency units. For a Gaussian distribution, the FWHM is defined as 2*(2*ln2)
where  is the standard deviation of the distribution. In Figure 1 ,  is ~0.85 bins. The ability to determine the center of a well-resolved Gaussian is easily within 1/4 of , or ~ 0.2 bins in Figure 1 .
Returning to the example above, the peak center would lie between 17.8 and 18.2 bins, corresponding to 67.6 nm and 66.1 nm respectively. It is reasonable to state that the fibril has a D-periodic spacing of 66.8 nm ± 0.8 nm (12% of a single pixel). Further refinements could be made to this error with peak fitting; but, accuracy to a tenth of a nanometer by selecting the peak maximum is sufficient. In this equation, γ is an amplitude-scaling factor, f is the frequency, f c is the D-periodic spacing and  is the associated uncertainty of the D-periodic spacing. The fit to the DC component is shown in blue. The absolute errors of these calibration standards were examined by SEM to be less than 1.5% (see Supporting Figure S1 ). The AFM was calibrated using the manufacturer's recommended method, using a 10 µm pitch calibration standard, scanning over the full 80 μm scale of the AFM scanner. After calibration, the percentage errors on the fast and slow scan direction were 2% and 3% respectively, as shown in Supporting Table S2 . However, as the scan size decreased, the error increased substantially.
Supporting
Using a 100 nm pitch calibration standard to test the scanner calibration on a 3.5 μm scan, which is the scan size used for acquiring collagen nanomorphologies, the errors on the fast and slow scan direction were 9% and 17% respectively. The Agilent 5500 AFM uses separate piezoelectric elements for X/Y movement and for Z movement. This configuration helps to reduce the cross coupling between different axes, and it also explains the differential responses of piezo-sensitivity on X and Y direction. The effect of nonlinear sensitivity is also shown in Supporting Figure S4 . Since the AFM was calibrated over scans of 80 µm size, sensitivity at high voltage (Sensitivtity high_V ) was recorded in the calibration file.
Therefore AFM Measured Distance always equals voltage times Sensitivity high_V ; however the realistic distance on the Standard at small scan sizes equals to voltage times Sensitivity low_V. Comparing the slopes of the linear fittings reveals that Sensitivity low_V is lower than Sensitivity high_V . This is confirmed after we recalibrated the AFM using 100 nm pitch sized standard over 3.5 μm scale. The X and Y sensitivities decreased from (209.4, 295.5) nm/V to (187.8, 259.1) nm/V. Depending on the piezoelectric material and its configuration in the AFM, the nonlinear relationship between scanner error and scan size could vary and it should be carefully examined. Calibration at the same scale of the imaging feature size is highly recommended for quantitative analysis. Table S2 : The Impact of AFM Calibration using the factory recommended 10 x 10 μm standard. The table shows the calculation of scanner errors at different scan size. In this case, the AFM was calibrated using 10 μm x 10 μm calibration standard on 80 μm scale. Due to the nonlinear relationship between scanner error and scan size, the percentage error increased with decreasing scan size. As the scan size decrease from 70 μm to 2 μm, the fast scan direction (X)'s percentage error increased from 2% to 9%; the slow scan direction (Y)'s percentage error increased from 3% to 18%. X and Y direction showed different nonlinear relationship due to the configuration of the Agilent 5500 AFM, which uses separate piezoelectric elements for X, Y and Z movement. Drits states that the scattering intensity for a sample with a known D-Period spacing can be described as a Fourier series (Drits, Equation 13), the coefficients of which can be determined by an inverse
Fourier transform (Drits, Equation 14 ). Since these coefficients can be calculated analytically, they provide a useful way to investigate the scattering curves. In the case that the D-Period spacing is not uniform, and there is a distribution of spacings around a given mean, the scattering intensity can still be fully described by a Fourier series (Drits, Equation 20 ). This new series can also be inversely transformed to generate a different set of Fourier coefficients (Drits, Equation 21 ), which can be simplified, since the scattering peaks are symmetric, to a sum of cosine terms (Drits, Equation 23 ).
Assuming an independent and identical distribution of D-Period spacings, which approximates distributions observed by AFM, the reduced Fourier coefficients can be written as the product of the coefficients from a perfect sample and a different Gaussian modifying term, the parameters of which describe the distribution of spacings (Drits, Equation 26 ), which is both separable and linear (Drits, Equation 27 ). This means that one can take a set of observed scattering peaks, Fourier transform them and fully separate the pure scattering components from broadening because of variation in D-Period spacings.
This method was applied to the baseline corrected turkey tendon data in the following way. Each peak was separated onto an interval spanning the average peak separation centered on the peak. The peak center used is the center from the Gaussian fits used to determine the average D-Period spacing.
This interval was scaled by the average peak separation so that the final interval was symmetric ranging from -½ to ½ with a peak centered at 0. The Fourier transform of the scattering peak over this symmetric interval was then computed in order to extract the components. Since the coefficients are required to be strictly positive and the sine terms sum to 0, the amplitude of the overall transform was For this particular data set, the first, third, fifth and sixth harmonics were used to calculate the distribution of D-Period spacings. Harmonic one cannot be included, in this case, because each peak is required to be centered at 0. Fratzl notes significant dampening in amplitude of harmonics two and four, which he suggests arises from partial hydration of the fibril leading to reduced contrast. 
