Abstract. This paper presents algorithms for quadratic forms over a formally real algebraic function field K of one variable over a fixed real closed field k. The algorithms introduced in the paper solve the following problems: test whether an element is a square, respectively a local square, compute Witt index of a quadratic form and test if a form is isotropic/hyperbolic. Finally, we remark on a method for testing whether two function fields are Witt equivalent.
Introduction.
Computational methods have been prominent in the theory of quadratic forms from its early dawn. One may, for example, mention Legendre's descent method for solving trivariate quadratic equations. This subjects continues to be an area of active research today. The problem of finding isotropic vectors and subspaces are treated (among others) in papers by J. E. Cremona and D. Rusin [5] , D. Simon [14] or P. Castel [4] . Given a base field K, the main aim of the theory is to develop algorithms for the following tasks:
(1) testing if a non-degenerate quadratic form ξ (with coefficients in K) is isotropic; (2) testing if ξ is hyperbolic; (3) computing Witt index of ξ; (4) determining the anisotropic part of ξ; (5) finding an isotropic vector of ξ.
The problems listed above are ordered roughly with respect to their level of difficulty. Indeed, being able to solve (5) , one may inductively knock out hyperbolic planes from the quadratic space (K n , ξ), until the anisotropic part of ξ is found. Knowing the dimension of the anisotropic part one immediately computes the Witt index (see Section 3, below) and knowing the Witt index one verifies whether the form is isotropic/hyperbolic.
In this paper, we deal with these problems for a formally real algebraic function field K of one variable over a real closed field k. It was proved in [10] that already for the field k(X) of rational functions, there cannot exist an algorithm solving (4), hence there is also no such algorithm for (5) . Therefore, in this paper we concentrate entirely on the first three tasks.
A function field K may be presented in various manners. The basic representations are the following ones:
(1) As a finite extension of a rational function field k(X), i.e. K = k(x, y) = k(X) 
polynomial. This way we may think of K as the function field of an affine curve
Conversions between all these three representations are straightforward and will be implicit in presented algorithms, when needed. The points ofĈ are in one-to-one correspondence with non-trivial valuation rings of K containing k. We will frequently utilize this correspondence.
2. Square tests. Our first and most basic task is to develop an algorithm testing whether a given element α ∈ K is a square. We achieve the goal by the following procedure.
, deg a < deg p, this algorithm returns true, when α is a square in K and false otherwise.
(1) Take s := 1 and compute
If N is square-free, proceed to the next step. Otherwise increment s and compute N again. Repeat this step until N becomes a square-free polynomial. (2) Let T := T − s · Y and let M ∈ k[X] be the gcd of the denominators of the coefficients of N , considered as a polynomial in T over k(X). 
, it follows from the Gauss lemma that it is also irreducible in k(X) [T ] and this is only the case if N is irreducible, since factoring N in k(X)[T ] would clearly yield a factorization of F over the same field.
Remark. If the polynomial a in the above algorithm has rational coefficients, then for the irreducibility test in step (4) one can use [6, §5] , which is much faster than [1, Alg. 4.4.1].
The previous algorithm tests whether an element is a square in K. One may consider it as a "global" problem. Its "local" counterpart is to check if α is a square in the completion 
Before we present an algorithm for local square test we introduce a method to perform a particularly useful change of variables in a triangular Thom encoding.
Algorithm 2. Let k be an arbitrary real closed field. Let (T, σ) be a triangular Thom encoding of a point (x 0 , y 0 ) ∈ k 2 . For a given a ∈ k this algorithm returns the triangular Thom encoding of the point (x 0 + ay 0 , y 0 ). Proof of correctness. It is clear that the algorithm terminates in finite time. Existence of j and k in steps (4) and (5) is also clear. After performing a transformation of the form X → X + aY , the ordinate of every point remains fixed and so does the number of common roots of T 1 and P . Transformations of this form also preserve order on k × {y j }. Since the abscissa of every common root of Q and P can be encoded using sign conditions on Der(R) it is sufficient to determine sign conditions of those roots of the form (x, y j ) and then choose k-th of them, which is what the algorithm does.
Recall (see e.g. [7] , [3] or [12, Section 1.4]) that a real curve C can be equipped with a topology (called strong or euclidean topology) in which the elements of K regarded as real functions on C are continuous. The curve C consists of finitely many semi-algebraically connected components. Every component can be independently oriented in two different ways. Having an orientation fixed, for every two points p, q belonging to the same component, one defines an interval (p, q) to be a subset consisting of all the points lying between p and q with respect to the given orientation. In order to present an algorithm for a local square test we need one more tool. The following proposition gives a necessary and sufficient condition for α ∈ K to be a local square at a point p. 
Now, α ∈K p is a square if and only if it belongs to both orderings. This condition is equivalent to the statement of the proposition.
We are now ready to present an algorithm for local square test. 
Proof of correctness. Denote the coordinates of p by (p x , p y ). Proposition 2.1 asserts that it suffices to check if the polynomial a takes only positive values in some neighborhood of p on curve C except possibly p itself. Therefore, if it is positive at p it is a local square and if it takes a negative value at this point it certainly is not a local square. The only remaining case is when curves {P = 0} and {a = 0} intersect at p. In this case we make sure that tangent to P at p is not vertical. In case it is not, polynomial P crosses line X = p x and we only need to determine sign of a on two intervals of C adjacent to p from both sides. The algorithm first makes sure that there are no vertical tangent lines to P above p x , and since there are only finitely many points at which it may happen, loop in steps (4)- (7) clearly stops in finite time. In case when there are no vertical tangents above the point p x , the algorithm performs cylindrical algebraic decomposition adapted to {a, P, T 1 }. Since there are no critical points of C above p x , the number of cells above p x at which P vanishes is the same as the number of cells at which P vanishes above the intervals adjacent to p x . Thus, in order to determine the required sign conditions for a, it suffices to find sample points for the cells corresponding to two intervals adjacent to p. This is what the algorithm does.
It is also worth pointing out that a test if an element is a square can be performed not only in K, but also in k[X, Y ]. The next algorithm checks whether a given F ∈ k[X, Y ] is a square.
Recall (see e.g. 
3. Isotropy, hyperbolicity and Witt index. Our next aim is to develop algorithms checking if a given form ξ is isotropic/hyperbolic or more generally computing the dimension of the anisotropic part (hence consequently also the Witt index) of ξ. To this end, we need a tool determining the signatures sgn p ξ of ξ at almost all real points p ∈ C. Clearly, the signatures may possibly change only at the zeros/poles of the coefficients of the form ξ. Other than that, it is constant on the intervals between the zeros/poles. Hence, the given form ξ admits only finitely many signatures. We may compute them using the following variant of cylindrical algebraic decomposition. (c) For every 0 < i ≤ n if sgn P (q j , y i ) · sgn P (q j , y i+1 ) < 0 (which can be checked using [2, Alg. 11.8]) compute, using the same algorithm, Remark. Figure 1 illustrates how the above algorithm works. Observe that, if C is not monotonic in the cylinder over some (q i , q i+1 ), then the signatures of ξ on some intervals may be computed multiple times. In other words, the algorithm computes the signatures of ξ on all intervals of C with endpoints either at "critical points" (i.e. points where tangent to C is strictly vertical) or points with abscissas equal to the projection of some zero/pole of at least one coefficient of ξ.
Proof of correctness. The curve C intersects curves {A 1 = 0}, . . . , {A d = 0} in only finitely many points. By the basic properties of the resultant, the roots of R are precisely the abscissas of all these intersection points. Fix now a point (q j , y i ) as computed in step (6), (7) and (8a) of the algorithm. All the roots of f are distinct, hence if P (q j , y i ) · P (q j , y i+1 ) is negative, this means that y i is not a root of any A k (q j , Y ). Consequently, the sign of A k (q j , y i ), or equivalently the sign of A k (q j , y i+1 ), is just the sign of α k on the whole interval of C lying between (q j , y i ) and (q j , y i+1 ).
Recall (see e.g. [13, Chapter i, §4]) that any non-degenerate quadratic form ξ can be uniquely (up to an isometry) decomposed as ξ = η ⊥ H, where η is an anisotropic form, called the anisotropic part of ξ and H is hyperbolic. The number of hyperbolic planes making up H (i.e. half of the dimension of H) is called the Witt index of ξ and denoted by ind(ξ), in other words ind ξ = 1 /2 · (dim ξ − dim η). The above algorithm can be used to answer three questions: about isotropy, hyperbolicity and Witt index of a given quadratic form. 
Witt equivalence.
Recall (see e.g. [13] or [15] ) that the Witt ring of a field (resp. a ring) K is the ring of similarity classes of non-degenerate bilinear forms with the addition induced by the orthogonal sum and the multiplication induced by the tensor product. 
