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After decades of experimental, theoretical, and numerical research in fluid dynamics, many aspects
of turbulence remain poorly understood. The main reason for this is often attributed to the multi-
scale nature of turbulent flows, which poses a formidable challenge. There are, however, properties
of these flows whose roles and inter-connections have never been clarified fully. In this article, we
present a new connection between the pressure drop, viscous dissipation, and the turbulent energy
spectrum, which, to the best of our knowledge, has never been established prior to our work. We
use this finding to show analytically that viscous dissipation in laminar pipe flows cannot increase
the temperature of the fluid, and to also reproduce qualitatively Nikuradse’s experimental results
involving pressure drops in turbulent flows in rough pipes.
For centuries, turbulence has remained stubbornly one
of the most challenging problems to solve in classical
physics. The multiscale character of turbulent flows, and
the poorly understood fundamental mechanisms for dis-
tributing the kinetic energy among the large number of
harmonics which constitute the fluctuating velocity field,
are among the main difficulties that complicate signifi-
cantly the analysis of turbulent flows. It is well accepted
that vortex stretching is one of the main mechanisms re-
sponsible for transferring energy from low to high wave
numbers. This mechanism, however, only exists in vis-
cous, three-dimensional turbulence, and has no analogue
in quantum [1], as well as two-dimensional turbulence
[2]. The pictorial energy cascade proposed by Richardson
[3], and then recovered theoretically first by Kolmogorov
[4, 5], and then, independently, by Onsager [6], does not
reveal much about the energy transfer between consecu-
tive harmonics; it only represents an ‘equilibrium’ state
of energy distribution arising from a balance between the
fluxes of energy going up and down the cascade. Despite
the fact that viscous dissipation is irrelevant for quantum
turbulence, the scaling laws dominating its energy cas-
cade are the same as those in viscous, three-dimensional
turbulence [7–9]. What, then, is the true role of viscous
dissipation in the formation of the energy cascade, and
what is the actual physical meaning of ‘dissipation’ and
its connection to macroscopic quantities such as the pres-
sure drop?
We start our discussion with the enthalpy equa-
tion for a pure single phase incompressible flow,
ρDth+∇ · q = DtP+ ↔τ : ∇u (see Appendix for a de-
tailed derivation), where Dt = ∂t + u · ∇ is the material
derivative, h the enthalpy per unit mass, q the heat flux,
P the pressure, and
↔
τ the viscous stress tensor. It can be
shown (see Appendix) that for a fully-developed laminar,
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and adiabatic flow in a cylindrical pipe, the integration
of the enthalpy equation in the whole domain Ω, leads to
a pressure drop that balances exactly the total viscous
dissipation:
∆P = − 1
V A
∫
Ω
↔
τ : ∇udΩ, (1)
where V is the mean flow velocity, and A the pipe cross-
sectional area. This linear relationship between the total
dissipation, given by the volumetric integral in Eq. (1),
and the external forcing, corresponding to the pressure
drop, is one of the central results of the present study. In-
terestingly, a linear relationship between dissipation and
external stimuli has recently been observed in turbulent
quantum gases (see Fig. 2e in Ref. [10]). The validity of
Eq. (1) implies that for incompressible, fully-developed
pipe flow, a fluid cannot increase its temperature due
to viscous dissipation. This appears to be a somewhat
counterintuitive conclusion because the energy per unit
volume injected into the fluid, in the form of pressure
at the pipe inlet, must be dissipated into some form of
microscopic energy. In fact, a detailed derivation of the
entropy equation (see Appendix) shows that the entropy
of the fluid does change with the viscous dissipation, that
is, ρTDts = −∇ · q+ ↔τ : ∇u.
A change in the entropy of the system indicates that
viscous dissipation is indeed a form of heat, but not nec-
essarily of the sensible type. From a statistical mechanics
view point, the entropy, S, defined in terms of microstates
probabilities πi as S = −kB
∑N
i=1 πi lnπi, is a measure
of the total number of accessible microstates to a system,
N , under a given pressure and temperature. By changing
the internal energy of a microstate, we alter its probabil-
ity and, therefore, the entropy of the system. By apply-
ing a higher pressure at the inlet of a pipe, we restrict
molecules from sampling certain configurations, which at
lower pressures, are readily available. Thus, when the
pressure drops along the pipe, the entropy increases by
having a larger number of accessible molecular configura-
2tions. When we perform isothermal (i.e. neglecting the
energy equation) incompressible direct numerical simula-
tions of turbulent flows, we are implicitly satisfying Eq.
(1). A different scenario exists for compressible flows,
where fluid compression leads to an enthalpy change.
To investigate the relevance of Eq. (1) and its con-
nection to the energy spectrum, we follow the work of
Gioia and Chakraborty [11]. They investigated the rela-
tionship between the friction factor, f = 8τw/ρV
2 (ex-
pressed in terms of the wall shear stress τw), and the phe-
nomenological turbulent energy spectrum. Considering
the Darcy-Weisbach equation, we can express the time-
averaged (denoted by angular brackets) pressure drop as
〈∆P 〉 = −f L
DH
ρV 2
2
, (2)
whereDH the hydraulic pipe diameter, ρ the fluid density
and L the pipe length. The negative sign is to enforce a
decrease in the pressure along the pipe. By taking the
time average of Eq. (1) and substituting it into Eq. (2),
we can express the friction factor in terms of the viscous
dissipation, instead of the wall shear stress:
f =
64
Re
1
8πLV 2
(∫
Ω
ǫ0
ν
dΩ+
∫
Ω
ǫ′0
ν
dΩ
)
(3)
where ν is the kinematic viscosity, and
ρ−1
〈
↔
τ : ∇u
〉
= ǫ0 + ǫ
′
0 is defined as the total time-
averaged dissipation with ǫ0/ν = ∇u : ∇u + ∇uT : ∇u
and ǫ′0/ν =
〈∇u′ : ∇u′ +∇u′T : ∇u′〉. Here, we have
used the Reynolds decomposition for the velocity field
u (x, t) = u (x) + u′ (x, t). The Reynolds number,
Re = V DH/ν, is defined in terms of the hydraulic pipe
diameter, DH .
The main difficulty faced by Gioia and Chakraborty
[11], was the determination of the wall shear stress, and
how to relate it to the turbulent energy spectrum and the
surface roughness. They postulated that the wall shear
stress can be expressed in terms of a momentum transfer
between the bulk flow and the flow near the wall, charac-
terized by a velocity scale us. Expressing the wall stress
as τw = ρV us, the problem reduces to finding the veloc-
ity scale, which might also vary with the amplitude of the
surface roughness. Furthermore, to determine the veloc-
ity scale they assumed the validity of the phenomenolog-
ical energy spectrum in the proximity of the wall, which
is questionable. It is well known, however, that to derive
the phenomenological spectrum, the turbulent structures
must be rotationally- and translationally-invariant; that
is, the flow is isotropic and homogenous, which is not
the case near the wall. Aware of this limitation, Gioia
and Chakraborty [11] argue that even for anisotropic and
inhomogeneous flows, the phenomenological theory still
represents a good approximation. Thus, by using directly
the energy spectrum E (q) (including corrections for the
energetic and dissipative ranges), they obtain the velocity
scale as u2s =
∫
∞
1/s
E (q)dq. Here, the integration is car-
ried out for wave numbers higher than 1/s = 1/ (r + aη)
(where s is not to be confused with the entropy), where
a is a dimensionless constant, r the size of the surface
roughness, and η the Kolmogorov length scale. Hence,
they are effectively filtering out all eddies larger than s
in the calculation of the velocity scale.
It is remarkable that for Re → ∞, the friction fac-
tor in the work of Gioia and Chakraborty [11] scales as
f ∼ (r/R)1/3 despite the absence of viscous dissipation
correction: without this, the total dissipation diverges
when using the Kolmogorov spectrum. The authors re-
covered the proper scaling for the friction factor, observed
in Nikuradse’s experimental results, only by selecting an
appropriate cutoff wave length (1/s) in the integration of
the energy spectrum. The lack of physical meaning of a
constant friction factor, in the absence of a correction in
the dissipation range, is what motivated us to investigate
a different approach to explain Nikuradse’s findings.
In our analysis, we start by investigating the di-
rect connection between the friction factor, defined in
Eq. (3) with the turbulent energy spectrum. We
now introduce the tensor correlation
↔
Rijk (x, δxk) =〈
u′i (x, t)u
′
j (x+ δxk, t)
〉
, where i and j represent the
components of the fluctuating velocity field and k the
direction in which the correlation is being calculated.
Since δxk can be chosen independently from x,
↔
Rijk
is a 3-rank tensor, with eighteen independent com-
ponents. The position and orientation-dependent en-
ergy spectrum is directly obtained by applying the
Fourier transform to the tensor correlation, this is,
Rˆijk (x,qk) =
∫
∞
−∞
e−2πiqk·δxk
↔
Rijk (x, δxk) dδxk. Since
no assumption has been made in the definition of the
tensor correlation, this definition of the energy spectrum
is exact. Using a Taylor expansion to express the ten-
sor correlation in terms of a position and orientation-
independent correlation plus a corrections, we have
↔
Rijk=
↔
R0 + ∂x
↔
Rijk
∣∣∣∣
0
∆x+ ∂δx
↔
Rijk
∣∣∣∣
0
∆δxk+· · · . Here,
↔
R0 is the homogeneous tensor correlation under ro-
tational invariance, which has six independent com-
ponents. We assume now that the Taylor expansion
is convergent and that first-order corrections are the
leading terms. The first and second terms represent
the departure from homogeneity and isotropy, respec-
tively. Thus, the homogeneous isotropic tensor
↔
R0
can be interpreted as a spherical average followed by
space average of
↔
Rijk. With this, the energy spec-
trum can be finally written as Rˆijk (x,qk) = Rˆ0 (q) +
δRˆt (x, q)∆x+ δRˆr (δx, δqk)∆δx+ · · · . This enables us
to calculate each component of the viscous dissipation
easily, that is,
〈(
∂iu
′
j
)2〉
=
∫
∞
−∞
q2i Rˆjji (x, δxi = 0) dqi
and
〈
∂iu
′
j∂ju
′
i
〉
=
∫
∞
−∞
q2(ij)Rˆji(ij)
(
x, δx(ij) = 0
)
dq(ij).
These expressions are exact and the subscripts (ij) in-
dicate a spectrum obtained along δxk = δxi + δxj .
Hence, the connection between the energy spectrum and
3the pressure drop is directly realized trough Eqs. (2-
3), without the need of any ad hoc wavelength cutoff
in the integral. Following Taylor’s [12] identities for
isotropic turbulence, we have that the fluctuating com-
ponent of the dissipation rate can be approximated by
ǫ′0 ≈ 30ν
∫
∞
0
q2Rˆ0dq +O (∆x+∆δxk).
We now analyze the asymptotic behavior of Eq. (3).
For Re → 0, ∫Ω ǫ0/νdΩ→ 8πLV 2 and ǫ′0 → 0. Thus, the
appropriate scaling for laminar flow f ∼ Re−1 is recov-
ered directly. Conversely, for Re → ∞, ∫Ω ǫ0/νdΩ → 0
and
∫
Ω
ǫ′0/νdΩ ∼ LV 2Re, which is a result obtained from
imposing a constant friction factor for high Reynolds
numbers. Since our hypothesis is that only viscous dis-
sipation plays a role in the friction factor (or pressure
drop), the important question is to know whether the
two scalings, observed in rough pipe flows, f ∼ Re−1/4
and f ∼ (r/R)1/3 as Re → ∞, can be explained solely
in terms of the fluctuating component of the viscous
dissipation. We, therefore, center our attention on the
second integral in Eq. (3). Neglecting the correction
due to anisotropy and inhomogeneity in the fluctuating
part of the viscous dissipation, this integral reduces to∫
Ω
ǫ′0/νdΩ ≈ 30Ω
∫
∞
0
q2Rˆ0dq, with Ω the pipe volume.
Because Rˆ0 is isotropic and homogeneous, we will also
make use of the phenomenological spectrum to deter-
mine this integral. Since we are interested in the dis-
sipative range of the spectrum, we consider a correction
Cd (q) only for this regime. A correction for the iner-
tial regime like the one used by Gioia and Chakraborty
[11], is only needed to obtain a finite integral length
scale defined as lint =
∫
∞
0 q
−1Rˆ0dq/
∫
∞
0 Rˆ0dq. Without
the correction for the inertial regime, the integral length
scale diverges. Hence, we choose Rˆ0 = Aǫ˜
2/3q−5/3Cd (q),
with A a dimensionless constant and ǫ˜ a dissipation
rate scale (which must not be confused with ǫ′0). Thus,∫
Ω ǫ
′
0/νdΩ ≈ 30ΩAǫ˜2/3
∫
∞
0 q
1/3Cd (q) dq. It is clear from
this result that without the correction for the dissipative
regime, the total dissipation diverges.
To recover the proper scaling for the turbulent friction
factor, the problem reduces to choosing an appropriate
correction Cd(q). For instance, we can recover the correct
scaling by selecting Cd(q) = exp (−βψ [R/η,Re, r/R] ηq),
with ψ [R/η,Re, r/R] a dimensionless function,
η = ν3/4ǫ˜−1/4 the Kolmogorov’s length scale, and β =(
60AI0C
11/12
ǫ
)3/4
a dimensionless constant. By choosing
ψ = (2R/η)
1/4
(
A2 (1− φ2) +A3φ2
(
Re
3/4 (r/R)
)1/3)−3/4
(see Appendix) we recover the scaling fT ∼ Re−1/4
and fT ∼ (r/R)1/3. The blending function
φ2 = 1 −
[
1 + (z/z0)
2
]
−1
, with z = Re3/4 (r/R),
bridges the Blasius and Strickler regimes. The constants
z0 = 35.5, A2 = 0.32, A3 = 0.147 were determined from
a fit to Nikuradse’s data. Goldenfeld[13] postulated that
the turbulent friction factor can be expressed in general
as fT = Re
−1/4G
(
Re
3/4 (r/R)
)
for the Blasius and
Strickler regimes, with G an unknown function of the
Reynolds number and the relative surface roughness r/R.
By plotting Nikuradse’s data as fTRe
1/4 vs (r/R)Re3/4,
Goldenfeld was able to collapse almost perfectly the
experimental points onto a single curve. By utilizing
a second function φ1 = 0.5 (1 + tanh [(Re − ReT ) /α1])
to bridge the laminar and turbulent regimes, with
ReT = 2944.27 and α1 = 1089.43 (also determined
from a fit), we can reproduce Goldenfeld’s findings
over the entire range of Re including the laminar
regime. Thus, by expressing the friction factor as
f = fL (1− φ1)+ fTφ1, we can closely match Nikurade’s
results, as demonstrated in Fig. 1.
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FIG. 1: Reproduction of Nikuradse’s data over the entire
range of Reynolds number.
Elaborate procedures to fit Nikuradse’s data have al-
ready been presented [14, 15]; obtaining an optimal fit
to these experimental data is not our purpose. We have
used Nikuradse’s data only to show that when the Kol-
mogorov scale in the correcting factor for the dissipative
range is re-scaled properly to account for surface rough-
ness effects, the appropriate scaling for the friction factor
is recovered. We also note the work of Mejia-Alvarez and
Christensen [16], who studied experimentally the effects
of surface roughness on the velocity fluctuations near a
wall, showed that the intensity of the velocity fluctua-
tions is significantly higher for rough surfaces relative to
smooth ones. Their results support our findings in two
ways: first, larger fluctuations indicate higher dissipation
in agreement with a higher pressure drop. Second, turbu-
lent structures developed at or near the rough wall, pene-
trate into the main flow up to a certain depth. Therefore,
in this wall-affected region, the dissipation scale (and
therefore the Kolmogorov scale) must be modified to ac-
count for the stronger energy sinks.
In conclusion, we have uncovered a new connection
between the pressure drop and the turbulent energy
spectrum for incompressible flows, which necessarily im-
plies that the energy of the fluid (per unit volume) stored
in the form of pressure, is not dissipated in the form
4of sensible heat. For fully-developed turbulent flows,
the turbulent kinetic energy is translationally-invariant
and, therefore, does not decay along the pipe. This
is only possible because the pressure, not the kinetic
energy, is the quantity that is being dissipated into heat.
We tested the new relationship between pressure drop
and the turbulence energy spectrum, by introducing a
variable correction to the phenomenological spectrum
in the dissipative regime. Our results indicate that the
Kolmogorov scale must be modified in the presence of
surface roughness, to properly account for the penetra-
tion of turbulent structures, developed near rough walls,
into the main stream, and the consequent higher viscous
dissipation. These new findings are currently being used
to unveil a new relationship between the eddy viscosity
with the Reynolds number, which is expected to shed
new light on the ‘closure’ problem.
We acknowledge financial support from the Engi-
neering and Physical Sciences Research Council, UK,
through the Programme Grant MEMPHIS (grant num-
ber EP/K003976/1).
Appendix
I. CONSERVATION LAWS
We start our derivation by the most general statement
of conservation of a (n)−rank tensor Φ(n) inside a control
a dynamic volume Ω (t)
d
dt
(∫
Ω(t)
Φ(n)dΩ
)
+
∫
dΓ(t)
j
(n+1)
Φ · dΓ =
∫
Ω(t)
S
(n)
Φ dΩ
(A1)
where j
(n+1)
Φ represent the (n+ 1)−rank tensor flux of
Φ(n) through the surface of the control volume Γ (t), and
S
(n)
Φ is any source of Φ
(n). Applying the divergence and
Reynolds transport theorem, we arrive at the differential
form of the conservation law
∂Φ(n)
∂t
+∇ ·
(
j
(n+1)
Φ − uΓΦ(n)
)
= S
(n)
Φ (A2)
with uΓ the boundary velocity of the control volume.
All conservation laws can be written in this way, pro-
vided the proper expressions for total flux j
(n)
Φ . In this
work, we are concerned with mass, momentum and en-
ergy conservation, thus, the fluxes for these quantities
are given by: mass j(2)ρ = uρ + jd, momentum j
(3)
p =
up+
↔
σ −µρ
↔
I , energy j(2)e = pe+ q+
(
↔
σ −µρ
↔
I
)
· u.
The term
↔
σ −µρ
↔
I corresponds to the momentum flux
due to stresses and chemical species, thus,
(
↔
σ −µρ
↔
I
)
·u
represents the work rate done by the fluid. By further
considering external forces as a source of momentum and
energy (if these forces exert work in the system), we ar-
rive at the final set of conservation laws,
∂ρ
∂t
+∇ · ([u− uΓ] ρ) = −∇ · jd (A3)
∂p
∂t
+∇· ([u− uΓ]p) = −∇·
(
↔
σ −µρ
↔
I
)
+Σfext (A4)
∂ (ρe)
∂t
+∇ · ([u− uΓ] ρe) = −∇ · q
−∇ ·
([
↔
σ −µρ
↔
I
]
· u
)
+Σfext · u
(A5)
Here, ρ is the density, µ = Σ(µiρiφi) /ρ the averaged
chemical potential per unit mass, φ the volume fraction of
each phase or specie, u the velocity of the fluid, jd a diffu-
sional mass flux (whose form is irrelevant for the current
paper), p = ρu the linear momentum, fext the external
forces,
↔
σ= P
↔
I − ↔τ the stress tensor written in terms
of the pressure P and the viscous stress tensor
↔
τ , ρe the
total energy per unit volume (internal + kinetic) and q
the heat flux. The term corresponding to the chemical
potential is added for generality purposes, where varia-
tion of the chemical potential produce work (e.g. osmotic
pressure). For single phase mixtures assumed to be under
chemical equilibrium, the chemical potential and density
are constant and, therefore, the contribution of this term
to the energy and momentum equations is null. However,
for two phase flows, ∇ (µρ) leads to the surface tension
force inside of the phase boundary (e.g. liquid-vapor in-
terface).
An equation for kinetic energy can be obtained by mul-
tiplying Eq. (A4) by the velocity and applying mass con-
servation:
∂ (ρek)
∂t
+∇ ·
(
[u− uΓ] ρek +
[
↔
σ −µρ
↔
I
]
· u
)
=[
↔
σ −µρ
↔
I
]
: ∇u+Σfext · u+ u
2
2
∇ · jd
(A6)
The last term in the RHS of Eq. (A6) corresponds to
a change in the kinetic energy due to a variation of the
density with the local concentration. By subtracting Eq.
(A6) from Eq. (A5), we obtain an equation for the inter-
nal energy:
∂ (ρeu)
∂t
+∇ · ([u− uΓ] ρeu) =
−∇ · q−
[
↔
σ −µρ
↔
I
]
: ∇u− u
2
2
∇ · jd
(A7)
Although apparently it does not make much sense to
have a term related to kinetic energy in Eq. (A7), its
role is to modify the internal energy due to diffusional
5fluxes changing the concentration. Writing Eq. (A7) in
a non-conservatice manner
ρ
Dreu
Dt
= −∇ · q−
[
↔
σ −µρ
↔
I
]
: ∇u+
(
eu − u
2
2
)
∇ · jd
(A8)
where Dr/Dt = ∂/∂t+ ur · ∇ is the material derivative
based on the relative velocity between the fluid and the
control volume boundary ur = u − uΓ. Applying the
first law of thermodynamics, the change in the internal
energy is given dEu = δQ − δW , where the heat and
work are given by δQ = TdS and δW = PdV − ΣµidNi
respectively. By dividing the variation of the internal en-
ergy by the mass of the system and applying the material
derivative leads to
Dreu
Dt
= T
Drsu
Dt
− P D
rρ−1
Dt
+Σµi
Dr (Ni/m)
Dt
(A9)
the last term can be re-expressed in terms of an effec-
tive chemical potential per unit mass as (µ/ρ)Drρ/Dt.
Hence, the change in the internal energy is
Dreu
Dt
= T
Drs
Dt
+
1
ρ2
(P + µρ)
Drρ
Dt
(A10)
and substituting Eq. (A10) into Eq. (A8) leads to the
non-conservation equation for the entropy
ρT
Drs
Dt
= −∇ · q−
[
↔
σ −µρ
↔
I
]
: ∇u
− 1
ρ2
(P + µρ)
Drρ
Dt
+
(
eu − u
2
2
)
∇ · jd
(A11)
By replacing the thermodynamic definition of the en-
thalpy per unit mass h = eu + Pρ
−1 into Eq. (A7), we
arrive at
∂ (ρh)
∂t
+∇ · ([u− uΓ] ρh+ q) = ∂P
∂t
+∇ · ([u− uΓ]P )
−
[
↔
σ −µρ
↔
I
]
: ∇u− u
2
2
∇ · jd
(A12)
Considering a pure single phase incompressible system
with a fixed control volume (uΓ = 0), the equations for
internal energy, entropy and enthalpy respectively reduce
to
∂ (ρeu)
∂t
+∇ · (uρeu) = −∇ · q+ ↔τ : ∇u (A13)
ρT
Ds
Dt
= −∇ · q+ ↔τ : ∇u (A14)
∂ (ρh)
∂t
+∇·(uρh+ q) = ∂P
∂t
+∇·(uP )+ ↔τ : ∇u (A15)
Equation (A15) is one of the central results of the present
article. Its relevance will be better understood when an-
alyzing the pressure drop for laminar flow in a cylindrical
pipe.
II. PRESSURE DROP FOR FULLY
DEVELOPED LAMINAR AND TURBULENT
PIPE FLOW
We start our derivation by integrating Eq. (A15) over
the pipe volume. Since the time derivatives vanish for
steady state laminar flows, we have∫
A
ρhu · dA+
∫
A
q · dA =
∫
A
Pu · dA+
∫
Ω
↔
τ : ∇udΩ
(A16)
where the time derivatives vanish due to the steady state
condition considered here. By assuming an adiabatic
pipe, the surface integral of the heat flux also vanishes.
Since for fully developed pipe flow the velocity field has
only one component in the axial direction u = (0, 0, uz),
then the tensor velocity gradient in cylindrical coordi-
nates is given by
∇u =
 0 0 00 0 0
∂uz
∂r 0 0
 (A17)
Thus, the local dissipation is
↔
τ : ∇u = µ (∂uz∂r )2. Under
these conditions, a pressure gradient can only exist along
the axial direction and, therefore, the pressure is constant
in the pipe cross-section. Hence, Eq. (A16) reduces to∫
A
ρhu · dA = (Pout − Pin) V A+
∫
Ω
µ
(
∂uz
∂r
)2
dΩ
(A18)
where V A =
∫
A
u · dA is the volumetric flow rate. Re-
placing the analytical solution for parabolic flow uz (r) =
2V
(
1− (r/R)2
)
into Eq. (A18) leads to∫
A
ρhu · dA = (Pout − Pin) V A+ 8πµV 2L (A19)
By integrating independently the momentum equa-
tion, we obtain the pressure drop: (Pout − Pin)V A =
−8πµV 2L. This implies that ∫A ρhu · dA = 0, which
necessarily requires a constant fluid temperature along
the entire pipe. For this particular example, the pres-
sure drop—calculated by integrating the momentum
equation—equates exactly to the total dissipation, how-
ever, this equality seems unlikely for turbulent or tran-
sitional flows. For parabolic laminar flow, the advection
term in the momentum equation vanishes, which is not
the case for turbulent pipe flows. For us, the determi-
nation of the friction factor from the integration of the
stresses at the pipe boundary, is incomplete because we
are missing all the dissipative processes in the core of the
flow. Thus, we believe that a pressure drop expressed in
terms of the total dissipation, instead of the wall shear
stress, is the most appropriate way to obtain a friction
factor.
To investigate the connection between the pressure
drop and viscous dissipation in a turbulent flow, we in-
6tegrate Eq. (A15) and apply a time average, that is,∫
A
〈ρhu〉·dA =
∫
A
(〈
Pˆ uˆ
〉
+ Pu
)
·dA+
∫
Ω
〈
↔
τ : ∇u
〉
dΩ
(A20)
where (̂·) indicates a fluctuation, and (·) and 〈·〉 a time
average. Since the velocity is zero at walls, the surface
integrals reduce only to the inlet and outlet. For a fully–
developed turbulent flow, the magnitude of pressure and
velocity fluctuations are translation-invariant along the
axial direction and, thus, the integration of
〈
P̂ û
〉
van-
ishes. For a turbulent fully developed pipe flow, the time-
averaged pressure P is constant in the pipe cross section,
hence∫
A
〈ρhu〉 · dA = (P out − P in)V A+ ∫
Ω
〈
↔
τ : ∇u
〉
dΩ
(A21)
For the laminar case it was proved that the enthalpy
of the fluid is constant, but no such mathematical
proof can be obtained for the turbulent case. How-
ever, and since the pressure drop is the only injection
of energy to the system (adiabatic case), we have that∫
Ω
〈
↔
τ : ∇u
〉
dΩ ≤ (P out − P in)V A. If the energy intro-
duced into the fluid is not fully dissipated, then there
cannot by a statistical steady state. Thus, to have a
fully developed turbulent pipe flow, the pressure drop
must balance the total dissipation. Hence,
〈∆P 〉 = − 1
V A
∫
Ω
〈
↔
τ : ∇u
〉
dΩ. (A22)
An obvious experimental validation of our conclusion
seems to be simple, but to the best of our knowledge,
there is not a single experiment dedicated to measuring
directly a possible viscous heating in pipe flow. Sukanek
and Laurance [? ] measured indirectly the viscous “heat-
ing” by measuring the torque needed to rotate two con-
centric cylinders with an intervening viscous fluid. Since
they used a fluid with a viscosity highly dependent on
temperature, they argued that a departure from linearity
between the shear stress and strain rate would indicate a
temperature increase. Indeed, they observed this depar-
ture from linearity, but the measured values for the shear
stress were much lower than the theoretical ones. The au-
thors attributed this discrepancy to possible air trapped
in between the two cylinders. If that is the case, a small
amount of trapped air can significantly change the prob-
lem. Our analysis is valid strictly for an incompressible
flow, and compressibility effects can arise in two-phase
flows [? ] at much lower speeds than sound speed of the
phases composing the two-phase mixture.
When the pressure terms in Eq. (A15) are omitted,
the only logical conclusion is that the temperature must
increase due to viscous heating, but this is a conclusion
based on an incomplete derivation of the enthalpy equa-
tion. If our derivation of the enthalpy equation is wrong
and the pressure terms must indeed be omitted, then
based on an equilibrium between the injected energy and
the dissipation, the enthalpy change must equal the pres-
sure drop. Thus, the temperature difference between the
inlet and outlet should be given by ∆T = ∆P/Cp. This
would mean that the pressure drop is completely con-
verted into sensible heat. Our conclusion could be val-
idated or discredited by simply measuring the pressure
drop and temperature at the inlet and outlet of a very
well insulated long pipe.
III. DETERMINING THE DISSIPATION SCALE
To determine the dissipation scale ǫ˜, we can make use
of our definition of the pressure drop in terms of the total
dissipation Eq. (A22). This equation can be written as
f =
2DH
V 3
1
Ω
∫
Ω
ǫ0dΩ +
2DH
V 3
1
Ω
∫
Ω
ǫ′0dΩ (A23)
As discussed in the text, the component associated to
ǫ0 vanishes for high Reynolds numbers. Thus, to have
a constant friction factor as Re → ∞, the second term
must be constant. Defining the dissipation scale as
ǫ˜ =
1
Ω
∫
Ω
ǫ′0dΩ (A24)
we arrive at once to
ǫ˜ = Cǫ
V 3
DH
(A25)
with Cǫ a dimensionless constant. This dissipation scale
is consistent with the upper bound derived by Doering
and Constantin [? ] in shear driven turbulence, which
supports our definition for the pressure drop.
IV. DETERMINING THE SCALING
FUNCTION ψ (R/η,Re, r/R)
Using the phenomenological spectrum, the turbulent
component of the fraction factor is written as
fT =
64
Re
30Aǫ˜2/3Ω
8πV 2
∫
∞
0
q1/3 exp (−g (η, r/DH) q) dq
(A26)
Making the variable change y = g (η, r/DH) q, the inte-
gral is expressed as
I = g (η, r/DH)
−4/3
∫
∞
0
y1/3 exp(−y)dy (A27)
Evaluating the integral leads to
I = g (η, r/DH)
−4/3 2π
√
3
9Γ (2/3)
(A28)
7with Γ the Gamma function. Making use of the dis-
sipation scale Eq. (A25), we can express the turbulent
component of the friction factor as
fT = 60D
2
HAI
(
Cǫ
DH
)2/3
1
Re
1/4
(
g−4/3
Re
3/4
)
(A29)
Comparing this expression to the one provided by Gold-
elfeld [13], we arrive to
G
(
Re
3/4 (r/R)
)
= 60D2HAI
(
Cǫ
DH
)2/3(
g−4/3
Re
3/4
)
(A30)
Introducing the Kolmogorov scale, η = ν3/4ǫ˜−1/4, we
arrive to
G
(
Re
3/4 (r/R)
)
= γηg−4/3 (A31)
with γ = 60DHAI
(
Cǫ
DH
)2/3
C
1/4
ǫ with units of
length1/3. We now propose the following form for G
G
(
Re
3/4 (r/R)
)
= A2 (1− φ2(z))+A3φ2(z)Re1/4
( r
R
)1/3
(A32)
where z = Re3/4(r/R). The blending function φ2(z)
provides a smooth transition between the Blasius and
Strickles regimes. Following Bobby and Joseph [15], we
have chosen
φ2(z) = 1− 1
(z/z0)
2 (A33)
By equating Eqs. (A31,A32), we arrive to the finally to
g = η
 γ3/4
η1/4
[
A2 (1− φ2) +A3φ2Re1/4(r/R)1/3
]3/4

(A34)
Since γ3/4 has units of length1/4, the large paren-
thesis is dimensionless. Thus, we by choosing β =(
60AIC
11/12
ǫ
)3/4
we identify
ψ =
(2R/η)
1/4[
A2 (1− φ2) +A3φ2Re1/4(r/R)1/3
]3/4 (A35)
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