This paper presents a novel algorithm for unsupervised video object segmentation (UVOS) in unconstrained scenarios. Although a large variety of methods have been proposed in the literature, segmenting generic objects is still challenging because different methods often perform well in different situations, and no single method can outperform the others in all cases. To address this, we propose to solve the problem of UVOS in a crowd-sourcing setting. We claim that one can achieve superior results by aggregating the predictions of multiple imperfect methods in a reasonable way. Specifically, we propose a latent regression algorithm for ensemble-based segmentation by jointly labelling pixels in a sequence and learning an adaptive weight for each single method in an ensemble. The pixel labellings offer the outcome (pseudo groundtruth) for regression and thus promote the procedure of weight learning, while the learnt weights could provide better shape priors for labelling, resulting in more accurate segmentation. Besides, Laplacian regularization is introduced into the regression to facilitate a stable learning of the weights. The most distinct feature of our algorithm is that it adaptively learns the contributions of different single methods for each test sequence, thus is capable of capturing the advantages of those methods while avoiding their weaknesses. In the experiments, our algorithm is built on 14 non-deep learning segmentation methods which are based on handcrafted features and require no training data. Experimental results on popular benchmarks show that our algorithm achieves compelling performance, even in comparison with deep learning-based methods. Furthermore, benefiting from the adaptive weight learning mechanism, our algorithm can achieve good flexibility and usability by choosing the most complementary single methods without losing too much performance.
I. INTRODUCTION
Video object segmentation refers to the segmentation of primary objects across frames in a video clip. It is a fundamental research topic in the video analysis field and has a wide range of applications including video summarization [1] , object tracking [2] , video retrieval [3] and many more.
In the past decades, many methods have been proposed to address this task, which can be organized according to the level of human supervision they assume: 1) Unsupervised methods produce coherent space-time segments from bottom up, without human intervention. Since these methods have no prior assumption about the object to The associate editor coordinating the review of this manuscript and approving it for publication was Jiachen Yang . be segmented, some of them attempt to discover the primary object using motion, appearance or their combination [4] - [11] , while some others firstly propose object-like regions [12] and then optimize their temporal connections in a locally [13] - [16] or fully connected graph [17] to generate space-time regions. 2) Semi-supervised methods take an object delineation manually in the initial frame and then propagate it to the remaining frames. Most prior methods formulate the task as an energy optimization problem over pixel-based [6] , [18] or superpixel-based [19] - [21] graphs with frame-to-frame connection. To encourage longrange interactions, [22] introduces higher order supervoxel potential to guide the propagation towards broad spatiotemporal regions, while [23] builds a fully connected graph over object proposals extracted in all frames. 3) Supervised VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Segmentation results of representative frames in 4 sequences for four methods (From left to right: CVOS [9] , JMP [25] , NLC [17] and our method). We can see that the three compared methods may produce accurate segments in some sequences, but may perform poorly in others. By contrast, our method achieves superior results in all situations.
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methods are labor-intensive because they need a user in the loop to correct the segmentation results [24] - [26] , [28] , [29] . These methods are restricted to some specific applications, e.g. video post-production, due to such intensive supervision. Despite remarkable progress in recent years, video object segmentation in unknown scenarios is still challenging due to the diversity of possible difficulties, such as object appearance variations, cluttered background, interrupting objects, motion blur and partial or complete occlusions. Many existing methods can deal with one or several factors, but few can consider them all. For example, NLC [17] is robust to many challenges, e.g. dynamic background, fast motion, motion blur and occlusions, however, its performance suffer a lot from large appearance changes of objects. By contrast, CVOS [9] can deal with appearance variations but it is not robust enough to inconspicuous motion. In Figure 1 , we show some results of four methods over 4 sequences. We see that NLC and JMP often fail in cases that the objects undergo large changes of scale or appearance (Row #1 and Row #3). CVOS produces inaccurate segmentation under large displacement (Row #4). The imperfect segmentation results occur mainly because each method makes particular assumptions about the object to be segmented and thus will fail once the assumptions are violated. We see in Figure 1 that different methods master different challenges and thus can complement each other well. As a result, one can obtain more accurate segmentation by combining these methods in an appropriate way to exploit such complementary roles.
Motivated by these observations, we argue that an algorithm combining the strengths of different methods and avoiding their weaknesses could outperform any single method. One common strategy for the combination is to aggregate the solutions of multiple methods with different associated weights, in which a larger weight implies that the corresponding method is more powerful. The strategy has shown impressive performance on several vision tasks, e.g. saliency detection [30] , [31] , visual tracking [32] and video segmentation [33] . These works learn fixed weights from training data, and thus are inflexible for practical applications because if we want to add a new method, we have to re-train the model. Besides, aggregating with fixed weights is sub-optimal since different methods often perform on average different well among test data. Last, training data is expensive in some situations, e.g. video segmentation, making the datadriven approaches unfeasible.
In our previous work [33] , we propose to solve the task of video object segmentation by data fusion. The method accepts a set of segment tracks as input, each of which is given by a segmentation method, and then fuse the segment tracks into a more accurate one. Although the method shows outstanding performance on the SegTrack dataset [34] , it still has several limitations: 1) it considers that each single method contributes equally to the final result and combines them with equal weights, thus fails to exploit the complementary roles among the methods; 2) it estimates shape priors of objects by majority voting which may give poor estimation once most single methods fail to segment the objects.
In this work, we propose an unsupervised aggregation algorithm for video object segmentation, i.e., that does not require any training data for learning the weights of single methods. Our algorithm is built on linear regression with a 2 loss that measures the discrepancy between the pseudo ground-truth, i.e. the outcome of the regressor, with the ensemble result of single methods. We propose to jointly learn segmentation labels and weights of single methods in the ensemble within a unified framework. More specifically, the framework consists of two modules, i.e. segmentation inference and weight learning. The segmentation inference module performs pixel-wise labeling within a Markov Random Field (MRF) incorporating appearance and shape priors. It provides the outcome for regression to learn the weights. In turn, the weight learning module provides shape priors for more accurate label inference. The two modules are repeated in an iterative way until convergence for each test video. Furthermore, we devise an approach to initialize the weights by evaluating for each segmentation its confidence belonging to foreground regions. We show that the approach yields good initialization for the weights, thereby accelerating the rate of convergence.
In summary, our approach has the following contributions and characteristics:
• We propose a novel framework for unsupervised video segmentation by solving a regularized regression problem with latent outcome.
• We present a robust approach to determine the initial weights which enables fast convergence of our algorithm.
• Extensive empirical results on two challenging benchmarks demonstrate that our approach outperforms both non-deep learning and deep learning based UVOS methods. The paper is organized as follows. We briefly introduce the related work in Section II. The main framework of the algorithm is described in Section III followed by the experimental result in Section IV. Finally, we draw conclusions in Section V.
II. RELATED WORK
We provide a brief overview of recent works in two relevant fields: video object segmentation and aggregation-based vision tasks.
A. VIDEO OBJECT SEGMENTATION
According to the level of human supervision, video object segmentation can be categorized into unsupervised, semisupervised and supervised methods. For each category, we review both non-deep learning and deep learning based methods.
Unsupervised methods produce coherent space-time regions from the bottom up, without any user intervention. Since unsupervised methods make no prior assumption about objects to be segmented, they often discover primary objects using motion (e.g. optical flow for short term [7] , trajectory for long term [8] , [35] ), appearance cues [5] , [6] , [12] or their combination [9] , [10] . The motion based segmentation algorithms extract foreground objects on account of the noticeable moving of objects against the background. For instance, FST [7] generates optical flow boundaries to locate the objects. However, optical flow only captures short-term motion information which is not robust to large displacement or object occlusion. To address this, many methods [4] , [8] replace optical flow with long-term point trajectory and formulate video segmentation as a spectral clustering problem. The appearance based methods generally consider saliency [10] , [36] , [37] and objectness [8] , [13] , [15] referring to dynamic human fixation and generic object-like regions [12] , respectively. For example, Wang et al. [10] exploit spatio-temporal edges to estimate geodesic saliency and the most salient regions are considered as objects. Fukuchi et al. [37] utilize an attention model to calculate the visual attention density. Benefiting from the development of object proposal techniques [12] , [38] - [40] , a large number of methods [13] - [16] , [41] build the spatio-temporal relationship among the proposals, and discover objects with graph-based algorithms.
Convolution neural networks (CNN) have been widely used in unsupervised video object segmentation [42] - [47] . Many deep learning based methods [45] - [47] learn object appearance and motion features separately in two CNN branches. In [45] , optical flow and segmentation prediction are computed in a unified framework. Reference [47] designs a convolutional GRU module to fuse the appearance and the motion branch. In contrast, Song et al. [42] use convolutional LSTM module to combine appearance features of five consecutive images as motion module to segment motion salient foreground objects.
Semi-supervised methods take an object delineated manually in the first frame and then propagate it to the remaining frames. TSP [19] over-segments the annotated frame into superpixels and tracks the superpixels belonging to object regions across time. TSP is robust to objects with distinct colors, however, it may fail in large objects appearance variations and occlusions. Therefore, Wen et al. [21] integrate the multipart tracking and segmentation into a unified energy optimization framework to refine segmentation. Tsai et al. [18] propose to compute the optical flow and segmentation mask simultaneously. They build a multi-scale appearance model to assist optical flow learning during segmentation propagation, producing more accurate segmentation results.
There are also many deep learning-based works using semi-supervised setting. MSK [48] propagates object masks by the output of previous frame as well as optical flow information. OSVOS [43] referring to one-shot video object segmentation, finetunes a pretrained model with the annotations of the first frame to adapt the network for target objects. Luiten et al. [49] further update the network online, making the network more robust to appearance variations of objects. Li et al. [50] propose a feature propagation module to adaptively fuse features over time via spatially variant convolution. Wug et al. [51] use a fast deep Siamese encodedecoder network to jointly perform mask propagation and object detection. Besides, Chen et al. [52] formulate the segmentation task as pixel-wise retrieval in a learnt embedding space. The annotated pixels are considered as reference, while pixels in target frames are classified into foreground or background using nearest neighbor search in the embedding space.
Supervised methods usually referred to as interactive segmentation methods [24] , [26] , [27] , [52] that require users in the loop to correct the segmentation results. Since these algorithms require human labors, researches mainly restricted in some certain areas, such as video post-production, etc.
B. AGGREGATION-BASED VISION TASKS
Aggregation algorithms have been explored to solve many vision tasks, such as saliency detection [30] , [31] , [53] and visual tracking [32] , [54] - [57] . However, our problem is largely different from these two tasks, and thus the techniques cannot be applied to solve our problem effectively. The saliency aggregation approaches [30] , [32] , [53] aim to acquire the weights of multiple saliency methods by learning from training data. However, it is more difficult to obtain enough training data for a video segmentation task. In [32] , the authors propose different variants of fusion methods for object tracking based on the concept of attraction field, including a weighted combination of trackers and a trajectory optimization method. These methods are also not suitable for our problem because 1) the weights for different trackers are also supervised learnt from some training data; 2) it uses temporally coherent bounding boxes to represent the trajectory of an object over time, while our goal is to determine a space-time tube whose shape may deform as the object moves. Besides, several recent works [54] - [57] combine the advantages of generative-based and discriminativebased trackers for visual tracking. The main limitations lie in that these methods can fuse just several (less than five) trackers, and moreover, the trackers need to be carefully designed or selected to achieve high performance.
Despite extensive research on related vision tasks, it is less explored in video segmentation except the work in [33] . It aggregates the predictions of multiple methods to obtain shape information of an object, which is subsequently incorporated with holistic appearance cues into an energy minimization framework for segmentation. The algorithm only uses 6 methods for combination and is evaluated on 5 videos. In contrast, our algorithm adaptively learns optimal weights for single methods in each video. This enables us to discover the superior methods as well as to suppress the inferior ones in any situations.
III. MAIN FRAMEWORK
Given a video sequence, we aim to label pixels of the primary object as foreground and others as background. We make no assumptions about the types of objects or scene context. Let L i be a segment track given by the i-th single method. It consists of n binary masks, one for each frame. For clarity, we represent L i with a column vector, i.e. L i ∈ R (h×w×n)×1 , where h and w are the height and width of the video, respectively. Given the segments L = [L 1 , . . . , L k ] T of k tracks, we wish to determine the labels of all pixels in the videô L ∈ R (h×w×n)×1 . Our algorithm is built on the assumption thatL can be approximately represented by a linear combination of these tracks,L
where w = [w 1 , . . . , w k ] is the weight distribution of the tracks. Note that in our formulation, w i can be zero or negative. And in the case w i < 0 the track is considered to be adversarial, while w i = 0 means the i-th method is useless for predictingL. To estimate w, previous works [30] , [31] , [53] often learn from training data in a supervised way where ground-truth annotations are available for training set. However, in our unsupervised setting, it will be difficult to estimate the weights without training data. Considering the mutual dependency betweenL and w in Eq. 1, we propose to optimize them simultaneously within a latent outcome framework, which operates in an iterative way:
• Latent outcome estimationL: It will be difficult to estimateL without w, hence, we propose a novel weight initialization scheme in Section III-C. Then,L is estimated by solving a spatio-temporal energy minimization problem (Section III-B).
• Adaptive weight learning w: the coarseL is considered as the pseudo ground-truth in the regression problem. We then solve w by solving a regularized regression problem (Section III-A). The two modules are repeated until convergence or reach the predefined number of iterations. The final outputs of our algorithm are an optimal weight configuration w of single methods and the corresponding segmentation resultsL. Our algorithm is summarized in Algorithm 1.
Algorithm 1 Video Object Segmentation Aggregation
Input: A video V, the predictions L of k single segmentation methods Output: The optimal weightŵ and corresponding segmentation resultL 1 Initialize w with (15); 2 while not converged do 3 Given w, estimate L by graph cut to minimize (8) A. REGRESSION WITH LATENT OUTCOME AssumingL is given, we obtain w by solving a minimization problem with the following form
where L is a loss function, l and t are two regularization terms. λ 1 and λ 2 are scalar weights reflecting the influence of the two regularizars. The loss function L is established by introducing a penalty matrix into the l 2 loss
where ∈ R (h×w×n)×(h×w×n) is a diagonal matrix with each diagonal element being the penalty for the corresponding pixel. Intuitively, for pixels with high confidence to be foreground (or background), we should heavily penalize w with which the regressor leads to inconsistent labels. In contrast, for the ambiguous pixels which we cannot determine their labels, we should penalize them moderately. Denote S f and S b be the set of high confident foreground and background pixel seeds, respectively. They are estimated according to the probability of the pixels computed using the learnt weight w in the previous iteration:
where L = w T L and L i denotes the foreground probability of pixel i. Benefiting from the diversity of segments, we can accurately determine S b in this way. However, the estimation of S f will be sensitive to the threshold τ in some challenging situations. To address this problem, we apply the meanshift clustering method on all pixels in S f using RGB color features and only keep the pixels in the largest cluster as our foreground seeds. Finally, we set each diagonal element i,i as (bottom row) ground-truth, and three segmentation results corresponding to their shape priors right above them. We clearly see that the shape prior of the car becomes more and more precise after each iteration, which in turn leads to more accurate segmentation.
In our experiments, we set γ = 0.8 to penalize foreground seeds in case some seeds are inaccurately estimated.
The Laplacian term l encourages similar segment tracks to be similarly weighted. The similarities are captured by a graph A ∈ R k×k over the set of segment tracks. Each element A ij in A denotes the affinity between the i-th and j-th tracks
where J denotes the Jaccard similarity that measures the average overlap ratio between the two tracks, and D represents the χ 2 -distance between their color histograms in the Lab color space due to its perceptual accuracy. is the mean of the χ 2 -distance among all tracks. With this setup, we have
where L = Diag(A1 k ) − A is the unnormalized Laplacian matrix of the graph, with Diag(v) standing for a diagonal matrix with vector v in the diagonal. In this way, we can obtain similar predictive values w i and w j when the link (i, j) in the graph is strong. The temporal term t aims to enforce the fusion in the temporal domain to be smooth. Directly optimization over pixels is computationally expensive. Hence, we break each frame I t into n t non-overlapping superpixels {s t,1 } n t i=1 by multiple intersections [14] over all tracks. Let ρ t,i be the likelihood of superpixel s t,i that is computed by averaging the likelihood of foreground pixels in it. For each superpixel, we expect it to find foreground mappings in the previous and next frames by forward and backward optical flow, respectively and penalize those leaking to the background. To this end, we define t as
i,j |s t−1,j |ρ t−1,j ) 2 (7) where the two terms characterize the forward and backward temporal consistency, respectively. N f t,i (N b t,i ) indicates the superpixels that are mapped to s t,i by forward (backward) optical flow, r f i,j (r b i,j ) denotes the percentage of pixels in s t,j that is mapped to s t+1,i (s t−1,i ), and |s t,i | is the number of pixels in s t,i .
Problem (2) is smooth and convex with our definitions of the three terms. Therefore, we can effectively solve it with the L-BFGS algorithm. Given the estimation of w, we can easily calculate the probabilities of pixels according to Eq. 1. The foreground probabilities will be used in the next iteration for the selection of foreground and background seeds. Besides, it also serves as shape priors of objects to help predict the latent outcomeL in the following.
B. LATENT OUTCOME ESTIMATION
We formulate the latent outcomeL estimation as a pixel labelling problem. Without loss of generality, we represent a labeling L as L = {l i } i , where l i ∈ {0, 1} is the label of the i-th pixel. We then estimate these labels as a minimum of an energy function defined by
where V denotes all pixels in the video, and E consists of all pairs of spatially E s or temporally E t adjacent pixels, i.e. E = {E s , E t }. λ 3 is a weighting factor. The unary term φ a i accounts for the cost of assigning each node the object or background labels according to the appearance cues. It is defined as
where p f (i) and p b (i) give the probabilities of the i-th pixel being foreground and background, respectively. To this end, we learn weighted Gaussian mixture models (GMM) over RGB values of pixel colors. At each frame t, we learn a foreground model from all pixels in the video, and the i-th pixel at frame t is weighted by its shape prior L as well as its distance to t in time
where the first exponential factor discounts the weight of pixel i over time [7] . The background GMM is learned in a similar fashion but with the second factor replaced by 1 − L i . The unary term φ sh penalizes the assignment of pixels that are inconsistent with our shape priors to the foreground and vice versa. It has the following form
The pairwise term φ ij (l i , l j ) accounts for the cost of assigning different labels to spatially and temporally adjacent pixels
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where the function d evaluates the edge, color and motion distance between neighboring pixels for some λ 4 ≥ 0
where e i denotes the edge intensity of pixel i given by [58] . c i and m i indicate pixel values in RGB image space and the corresponding optical flow field, respectively. Since the pairwise term is sub-modular, we solve the optimization problem exactly with graph cut to obtain the estimation ofL.
C. WEIGHT INITIALIZATION
A good initialization of weights can largely speed up the convergence rate of our algorithm. In this work, we propose a scheme to score each segment track and the scores are then used as the initial values of the weights. Specifically, we firstly compute the average mapL ∈ R h×w×n as
TheL can be considered as a score map that accounts for the confidence of each segment belonging to an object because if a region shares more overlapping segments, the corresponding pixels in the score map will have higher values. Based on the score map, we are able to determine a score, i.e. the weight w, for each track
whereL τ = {L > τ } with τ (0 ≤ τ ≤ 1) a threshold, and = 0.2 ensures the minimal overlapping rate. J denotes the Jaccard similarity. Figure 2 (a) illustrates the average map and the shape prior with initial weights of the 29-th frame in drift-chicane sequence. We can see that more accurate shape estimation of the car is obtained with the weight initialization scheme.
IV. EXPERIMENTAL RESULTS
This section presents the performance evaluation and analysis of the proposed algorithm. Two groups of experiments are conducted. First, our algorithm is compared with state-ofthe-art video object segmentation methods, including both deep learning-based and non-deep learning-based methods. Second, we deeply discuss some important issues about our algorithm, e.g. component analysis, attribute-based analysis, running time, etc.
A. EXPERIMENTAL SETUP 1) PARAMETER SETTINGS
The algorithm is implemented in MATLAB, and all experiments are carried on a machine with a 2.93GHz Intel i7 processor. Parameters of our algorithm are fixed for all sequences with the following default values: λ 1 = 10, λ 2 = 10, λ 3 = 5, λ 4 = 0.5, β = 0.0001. The maximal number of iteration is empirically set to 3 for high efficiency.
2) DATASETS
We evaluate our algorithm on two public video object segmentation benchmarks, e.g. DAVIS2016 [59] and SegTrack-V2 [14] .
DAVIS2016 [59] is one of the most popular datasets for evaluating video object segmentation algorithms. It contains 50 high quality video sequences with 3455 frames annotated in total. These videos span a wide range of typical challenging factors in video object segmentation such as background clutter, motion blur, occlusions and appearance change, etc. The videos in DAVIS are divided into training set (30) and validation set (20) . Since our algorithm requires no training data, we use all 50 videos for evaluation in the experiments.
SegTrack-V2 [14] is introduced at 2013 to evaluate tracking and video object segmentation algorithms. It contains 14 low-resolution video sequences with 24 moving instances annotated in all frames. Among them, 8 videos contain only one primary object and the other 6 videos contain multiple objects. For accurate comparison, we only evaluate our algorithm on those 8 single object videos in the experiments.
3) EVALUATION METRICS
We evaluate the effectiveness of our method with four evaluation metrics: region similarity J , contour accuracy F, temporal stability T and success plot.
Region Similarity J . Suppose r be the output segmentation and r be the corresponding ground-truth. The region similarity between them is measured by the Jaccard similarity J that is defined as the intersection-over-union (IoU) of r and r , i.e. J = |r r | |r r | . Contour Accuracy F. Different from J , this metric evaluates each segmentation result from a contour-based perspective, computed by F-measure F = 2PR P+R , where P and R denote the precision and recall between the contour points of r and r , respectively.
Temporal Stability T . The metric helps to recognize methods that produce jittery, unstable segmentation. It is obtained using Dynamic Time Warping (DTW) to match the contour points that minimize the distances of Shape Context Descriptor between two segments at consecutive frames.
Success plot. Success plot [60] is used as a global metric for evaluation. For a overlap threshold (x-axis on the plot), the success rate (y-axis on the plot) indicates the ratio of the frames whose segmentation prediction has more IoU with the groundtruth than the threshold. The overall success score is defined as the success rate when th = 0.7.
B. EVALUATION ON DAVIS DATASET
In this experiment, we directly use 14 methods evaluated in [59] for aggregation. As shown in [59] , the performance of these 14 methods differ a lot. The methods with high performance, e.g. NLC [17] , may facilitate the aggregation, while those with low performance, e.g. SF-LAB [61] may be unfavorable for the aggregation. It seems that one can only combine top methods to obtain good results, however, we build our algorithm on all the 14 methods based on the observation that even the worst method can provide complementary cues for the best method.
The 14 single methods are given as below: SF-LAB [61] , SF-MOT [61] , NLC [17] , CVOS [9] , TRC [8] , MSG [4] , KEY [13] , SAL [10] , FST [7] , TSP [19] , SEA [62] , HVS [20] , JMP [25] , FCP [23] . All the results are downloaded from the homepage of DAVIS. 1 We compare our algorithm against top single methods as well as state-of-the-art deep learning based unsupervised methods: FSEG [46] , LMP [47] , non-deep learning unsupervised methods: ELM [63] , ARP [64] , TIS [65] . Besides, we report the results of deep learning based semi-supervised methods: Lucid [66] , MSK [48] , CTN [67] , VPN [68] and non-deep learning semi-supervised methods: OFL [18] and BVS [69] . Furthermore, we also compare with our previous video segmentation algorithm VOSA [33] . We acquire their quantitative results from the DAVIS leaderboard. Table 1 summarizes the results of all top methods with respect to the metrics J , F and T . For each metric, we consider the Mean which is the error of each method over the whole dataset. This shows that our algorithm achieves the top result in terms of region similarity J , contour accuracy F, and temporal stability T in unsupervised methods.
1) QUANTITATIVE RESULTS
The table demonstrates the effectiveness of our algorithm from several aspects: 1) Compared with non-deep learning segmentation algorithms (both semi-supervised and unsupervised), our algorithm achieves the highest average region similarity (0.795) over the 50 test video sequences. Our results also achieve a significant improvement over the second best algorithm ARP [64] (0.763) and the third best algorithm OFL [18] (0.711). Furthermore, our algorithm achieves the best contour accuracy (0.749) over the non-deep learning based algorithms and gains a competitive temporal stability score (0.248). This demonstrates that our algorithm produces 1 https://davischallenge.org/index.html segments well aligned with object boundaries and they are temporally consistent.
2) Compared with deep learning based algorithms, the semi-supervised algorithms Lucid [66] and MSK [48] generate more accurate segmentation results than our algorithm because they use large scale training data and learn specific appearance models of target objects based on the annotations in the first frame. However, when we compare the results of unsupervised methods, our algorithm can outperform FSEG [46] and LMP [47] by a large margin. This result is inspiring, especially considering that we only use the results from non-deep learning methods and some of them show poor performance.
3) Compared with our previous aggregation method VOSA [33] , we see that our method obtain +2.8 improvement in terms of region similarity, and +5.3 improvement in terms of contour accuracy. We attribute such large improvements to the adaptive weight learning mechanism which can find the optimal combination of different methods for each test sequence. This enables our algorithm to fully capture the complementary roles of different methods. Figure 3 shows a comparison with these methods over success plot metric. In the plot, the left brackets list the unsupervised methods and our baseline methods (i.e. BFS, OURS-BL, VOSA-BL which are used for ablation studies), while the right brackets contains semi-supervised methods. As shown in the plot, our algorithm outperforms all unsupervised methods and most semi-supervised methods, indicating the effectiveness of our algorithm.
Furthermore, we observe that our algorithm even outperforms the reference method BFS, which is designed by always selecting the best algorithm for each sequence. Such good results are remarkable, given the fact that our algorithm is fully unsupervised as well as the fusion result is easily affected by the methods with poor performance, e.g. SF-LAB and SAL. Performing better than BFS emphasizes the strength of the proposed algorithm and reinforces that properly aggregation of single methods does enhance the segmentation accuracy. We owe this performance to the collaboration between segmentation label inference and weights learning, each of which benefits from the other to improve itself.
2) QUALITATIVE RESULTS
Qualitative video segmentation results for 8 representative sequences from the DAVIS dataset [59] are presented in Figure 4 . We see that our algorithm can handle typical challenges in the task of video object segmentation, e.g. shape deformation (horsejump-high, dog-agility), scale changes (soapbox, drift-chicane), fast motion patterns (breakdanceflare), noticeable appearance changes (motocross-bumps), object with distinct colors (roller-blade) and occlusions (libby).
C. EVALUATION ON SegTrack-V2
In this experiment, we evaluate our method on the SegTrack-V2 benchmark. Different from DAVIS, this benchmark does not provide pre-computed segmentation results. Therefore, we run the codes of single methods to obtain the segments. Here, we only use the single methods whose codes are public available, i.e. SAL [10] , SF-MOT [61] , SF-LAB [61] , TSP [19] , KEY [13] , FST [7] , NLC [17] , MSG [4] , plus two new methods TIPF [70] and TIPS [36] . Table 2 reports our performance on SegTrack-V2. The region similarity J is used here for evaluation. As can be seen, our algorithm outperforms other methods overall, achieving the best region similarity score (0.67), 6% higher than the second best NLC (0.61). It should be noted that our algorithm is worse than the best single method in the Birdfall sequence. The main reason lies in that most of the single methods, e.g. SF-LAB [61] , FST [7] , KEY [13] , TSP [19] and TIPS [36] fail in this sequence. This brings too much noise into the aggregated segment set, which are hard for our algorithm to handle. This also indicates that there's still large room for improvement of current video object segmentation methods.
1) QUANTITATIVE RESULTS

2) QUALITATIVE RESULTS
Representative pixel labeling results of four video sequences on SegTrack-V2 are shown in Figure 5 . It can be observed that our method successfully segment out the foreground object in these low-resolution frames. Our method has the ability to process objects with shape deformation (bird_of_paradise, worm), appearance changes (monkey), scale variations (solider). The qualitative and quantitative results further demonstrate the effectiveness of our method.
D. IN-DEPTH VALIDATION EXPERIMENTS
In this section, we offer more detailed analysis for the proposed algorithm in several aspects with the DAVIS dataset. We perform attribute-based study, exploit the weight learning mechanism, evaluate the contributions of each single method and conduct runtime analysis.
1) Attribute-Based Analysis: The videos in DAVIS are characterized with 15 challenge attributes, background clutter (BC), deformation (DEF), motion blur (MB), fast motion (FM), low resolution (LR), occlusion (OCC), out-of-view (OV), scale-variation (SV), appearance changes (AC), edge ambiguity (EA), camera-shake (CS), heterogeneus object (HO), interacting objects (IO), dynamic background (DB) and shape complexity (SC). With these attribute annotations, we conduct a more detailed evaluation to verify the proposed algorithm in dealing with various challenges. Table 3 presents the results of our algorithm together with the top 11 single methods according to the rankings in [59] . Besides, we also show the results of our previous method, i.e. VOSA.
The attribute-based results ( Table 3) show that our algorithm performs outstandingly well in all situations. This can be explained as that for each challenge attribute, e.g. AC, our algorithm can automatically find the single methods that are robust to it and associate them with relatively larger weights. As a consequence, our algorithm can adapt to very complex scenarios.
2) Does the weight learning help?
In the previous experiments, we show the remarkable performance of our approach compared with the state of the art. However, we see that VOSA also shows fairly good results even by simply combining single methods with equal weights. Hence, we next to verify whether the weight learning mechanism helps or not.
To verify this question, we build two baseline methods, OURS-BL and VOSA-BL, by using the 7 worst methods in Figure 3 for aggregation. What can be expected is that both of the baselines will experience a large decrease of performance in this case because only bad results are used. However, with this setting, we can measure the two methods in extreme situations. Figure 3 shows a comparison with these VOLUME 8, 2020 For each method, we report its average region similarity J over the sequences with a specific attribute (left), e.g. AC, as well as the performance gain (or loss) for the method for the remaining sequences without that attribute (right). The best results for each metric are shown in bold font. methods using success plots. Their success plots show that the performance of VOSA-BL degrades more quickly than OURS-BL, suggesting that with equal weights, VOSA cannot work well in this extreme case. Besides, it is inspiring that OURS-BL even outperforms the best single method, i.e. NLC in terms of region similarity J . The comparison shows that our algorithm benefits a lot from the weight learning module, and also demonstrates the advantages of our algorithm over VOSA.
3) What can we learn from the weights we obtained? Figure 6 shows a heatmap representing the optimal weights of single methods we learned on 5 attribute-based video subsets. We see that for some methods, their weights are always high (e.g. NLC) or low (e.g. SF-LAB) in each subset due to their global good or poor performance. For other methods, the weights vary a lot among different subsets. Take JMP as an example, its weight in AC subset is much larger than that in OCC subset. Also in Table 3 , we have demonstrated that JMP is more robust to appearance changes than occlusions. Thus, we can learn that the weights can faithfully account for the performance of single methods, and thus provide us the possibilities to analyze the strengths and weaknesses of the methods in unsupervised ways. 4) How the aggregation of different methods affect the segmentation accuracy? To investigate which method affects the most to our aggregation strategy, we remove one single method at each time and aggregate the remaining methods. As illustrated in Figure 7 (a), every single method contributes to our aggregation to a certain extent. Surprisingly, the performance degrades by 4.5% when FCP is removed in comparison with 3.9% by removing the best single method, i.e. NLC. This means that the more complementary methods are more effective to boost our performance rather than the best single method.
Furthermore, we aim to investigate the performance by only aggregating the best three single methods (i.e. NLC, JMP, CVOS) or the most complementary three methods (i.e. KEY, MSG, JMP). In Figure 7 (b), the curves OURS-TOP3 and OURS-COM3 indicate the success plots of the two settings, respectively. We can see that when the overal threshold th ∈ [0.3, 0.6], OURS-COM3, benefiting from the complementary property, shows better performance than OURS-TOP3. When the threshold th > 0.6, OURS-TOP3 outperforms OURS-COM3 because the former actually combines more accurate segments. Furthermore, it is encouraging that despite combining only three methods, both OURS-TOP3 and OURS-COM3 clearly outperforms the best single method, i.e. NLC.
5) Runtime Analysis
We conduct runtime analysis for our algorithm from two aspects: running time of all single methods and our aggregation algorithm. On one hand, since our algorithm requires the results from single methods, it is actually slower than each single one. However, in practice, we could largely enhance the speed of the procedure by data-sharing (e.g. optical flow) and parallelization. Besides, we could use less methods (e.g. 3) for aggregation, in which case our algorithm has been demonstrated in Figure 7 (b) to achieve relatively accurate segmentation. On the other hand, in Table 4 we report the time consumption of each component used in our algorithm on the DAVIS dataset. To be fair, we estimate optical flow via LDOF [71] as other methods.
V. CONCLUSION
In this paper, we present an unsupervised aggregation algorithm to segment primary objects in unconstrained videos. The algorithm is based on the idea that different segmentation methods often complement each other well. Our algorithm explores the complementary roles among single methods via a regularized regression model with latent outcome, which is solved in an iterative manner. That is, the weight learning and segmentation inference modules collaborate and improve the quality of the solution in each iteration. We demonstrate that the proposed algorithm significantly improves performance on the DAVIS and SegTrack-V2 dataset. Ablation studies with OURS-BL prove that our good performance lies in our learning scheme rather than the single methods.
