In view of highly decentralized and diversified power generation concepts, in particular with renewable energies such as wind and solar power, the analysis and control of the stability and the synchronization of power networks is an important topic that requires different levels of modeling detail for different tasks. A frequently used qualitative approach relies on simplified nonlinear network models like the Kuramoto model. Although based on basic physical principles, the usual formulation in form of a system of coupled ordinary differential equations is not always adequate. We present a new energy based formulation of the Kuramoto model as port-Hamiltonian system of differential-algebraic equations. This leads to a very robust representation of the system with respect to disturbances, it encodes the underlying physics, such as the dissipation inequality or the deviation from synchronicity, directly in the structure of the equations, it explicitly displays all possible constraints and allows for robust simulation methods. Due to its systematic energy based formulation the model class allows easy extension, when further effects have to be considered, higher fidelity is needed for qualitative analysis, or the system needs to be coupled in a robust way to other networks. We demonstrate the advantages of the modified modeling approach with analytic results and numerical experiments.
Introduction
The increased percentage of renewable energies, such as wind and solar power, and the decentralization of power generation makes the stability and synchronization control of modern power systems increasingly difficult. To address different control and optimization tasks, there are many different approaches to model power networks; we will briefly present a power grid model hierarchy of differential-algebraic systems. At the lowest levels of such a model hierarchy simplified nonlinear network models like the Kuramoto model are placed which are often used for a qualitative analysis of the network behavior [9, 16] .
The usual formulation of the Kuramoto model in form of a coupled system of ordinary differential equations as in [8, 9, 16, 20, 21, 22, 25, 26] is, however, not always appropriate, because physical properties like the conservation of energy and momentum, or Kirchhoff's node conditions are only implicity represented in the equations, and thus in numerical simulation or control approaches they may be violated and lead to un-physical behavior. To prevent this, we present a new energy based formulation of the Kuramoto model as port-Hamiltonian system of differential-algebraic equations. This model is a very robust representation of the system with respect to disturbances, since it encodes the underlying laws of physics in the algebraic and geometric structure of the equations. It allows for the development of structure preserving methods that satisfy the physical laws after discretization and in finite precision arithmetic leading to robust simulation and control methods. The energy based modeling approach allows for easy model refinement, as well as interconnection with other systems from different physical domains. We illustrate the new modeling approach with analytic results and numerical experiments and indicate how this approach can be generalized to also allow quantitative analysis.
The basis for our approach are differential-algebraic equations (DAEs), also called descriptor systems in the control context. They have become a paradigm for the modeling of systems in different physical domains and they are incorporated in automated modeling frameworks such as modelica 1 . Descriptor systems allow the explicit representation of constraints and interfaces in the model, see [5, 17] . In the most general nonlinear setting they have the form
typically together with an initial condition x(t 0 ) = x 0 and an output equation
Here, denoting by C 0 (I, R m ) the set of continuous functions from a compact time interval I ⊆ R to R m , the function x represents the state, u the input, and y the output of the system. Although more general function spaces can be considered, we assume that F ∈ C 0 (I × D x × Dẋ × D u , R ) is sufficiently smooth, and that D x , Dẋ ⊆ R n , D u ⊆ R m , D y ⊆ R p are open sets. This most general form of descriptor system is used in the general mathematical analysis and general numerical methods, see [17] , but it does not display the explicit constraints, e.g. balance laws, or interface conditions. Furthermore, there may exist hidden constraints or consistency requirements, which makes further reformulations or regularizations necessary, see [5, 17, 19] .
Another important recent development is the use of energy based modeling via bond graphs [3, 7] , as implemented in the automated modeling package 20-sim 2 . The resulting systems have a port-Hamiltonian (pH) structure, see e.g. [11, 15, 23, 27, 28] , that encodes the underlying physical principles, such as conservation laws, passivity, or stability directly into the algebraic and geometric structure of the system model. Ordinary pH systems have the forṁ
Here the Hamiltonian function H(x) describes the distribution of internal energy among energy storage elements of the system; J = −J T ∈ R n,n is the structure matrix describing energy flux among energy storage elements within the system; R = R T ∈ R n,n is the dissipation matrix describing energy dissipation/loss in the system; B ± P ∈ R n,m are port matrices, describing the manner in which energy enters and exits the system, and S + N , with S = S T ∈ R m,m
and N = −N T ∈ R m,m , describes the direct feed-through from input to output. All coefficients J, R, B, S, N can depend on the state x and also explicitly on the time t and also can be infinite dimensional operators. Furthermore, for pH systems it is required that
where we write W > 0 (or W ≥ 0) to denote that a real symmetric matrix W is positive definite (or positive semi-definite). In contrast to Hamiltonian systems, the conservation of energy for Hamiltonian systems is replaced by the dissipation inequality
which shows that (3) is a passive system, see [4] and, since H(x) defines a Lyapunov function, minimal (in the sense of system theory) pH systems are implicitly Lyapunov stable [14, 32, 33] . A major advantage of pH systems in the context of power system modeling is that pH systems are closed under power-conserving interconnection, which allows to build-up models in a modularized way, see [6] , and Galerkin projection [1, 13, 24] , which allows systematic discretization and model reduction.
To include interface conditions or node conditions like Kirchhoff's laws in a pH system, in [2, 29] ordinary pH systems have been extended to port-Hamiltonian differential-algebraic equations (descriptor systems) (pHDAEs), leading to the following definition, which we present here in the general linear time-varying form, where we denote by C j (I, R m ) the set of j-times continuously differentiable functions from a compact interval I ⊆ R to R m .
Definition 1.
A linear variable coefficient descriptor system of the form
satisfies H(x(t)) ≥ h 0 ∈ R uniformly for all t ∈ I and all solutions x of (6);
iii) for all t ∈ I, W = W T ≥ 0, where
For a general nonlinear pHDAE of the form (1), and a Hamiltonian function H(x), one requires that Definition 1 holds locally, i.e. for a given input u(t) and associated trajectory x(t), the Hessian H xx (x) can be expressed locally as E T Q, where
It has been shown in [2] that pHDAEs are invariant under time-varying equivalence transformations, they again satisfy the dissipation inequality (5), and they allow for structure preserving regularization and reformulation as it was suggested for general DAEs in [5, 17] . We will not discuss these general results here, but address them in the specific context of power network models where the equations simplify significantly.
A model hierarchy for power networks
In this section we briefly discuss a model hierarchy of several power network models, which we then turn into a pHDAE formulation in the following section.
Consider a power network of n generators and loads, both represented by oscillators, connected through transmission lines. If A = [a jk ] ∈ R n×n is the adjacency matrix, then the network can be described by a system of the form
where θ j is the phase angle and v j = V j cos θ j the voltage of the j-th oscillator, with V j > 0 being the voltage magnitude; I j is the current passing through the j-th oscillator entering the circuit; ı jk is the current through the transmission line connecting oscillators j and k; P j ∈ R is the exchange of power of the j-th oscillator with the environment (P j > 0 for generators, P j < 0 for loads); m j > 0 and d j > 0 are the angular mass and the damping constant of the j-th oscillator, respectively; L jk > 0 and R jk > 0 are the inductance and resistance of the transmission line connecting oscillators j and k, respectively. Moreover, we assume that m j , d j , L jk and R jk are constant in time. This model is called the instantaneous power model, since the first equation of (8) represents the power balance of each node at every instant of time.
In many real power network applications, one expects all angular velocitiesθ j to be close to a constant frequency Ω most of the time. When this is satisfied, and V j , P j do not vary too much, the system will be very close to steady state. If we assume steady state, and V j , P j to be constant in time, then the second equation in (8) can be solved explicitly, and the electrical power v i I j in the first equation of (8) can be replaced by the real power. This leads to the so-called real power model
for j = 1, . . . , n, where
, with coefficients r jk and g jk depending on R jk , V j , V k , Ω and L jk , V j , V k , Ω respectively, for j, k = 1, . . . , n. Note that in this model the current ı is included only implicitly.
Since the entries r jk of the resistance matrix are usually negligible compared to the other coefficients, one could assumo r jk ≡ 0. Furthermore, for small time intervals one may approximate m jθjθj ≈ m j Ωθ j and d jθ 2 j ≈ d j Ω 2 + 2d j Ωθ j (see [9] ). This leads (up to rescaling), to the system
for j = 1, . . . , n, which we call the generalized Kuramoto model. It is a generalization of the standard Kuramoto model which consists of a system of n fully-coupled oscillators satisfying the equations
for j = 1, . . . , n, where θ j denote the phase angles, m j > 0 the masses, d j > 0 the damping constants, Ω j the natural frequencies and K > 0 the coupling constant of the system. It should be noted that in [9] the perturbationsδ j = θ j − Ωt are used as variables in (11), instead of θ j . This can always be done for (10), up to changingP j by a constant, but not for (8) or (9). We summarize all the mentioned models in a model hierarchy, see Figure 1 , where lower level models result from simplifications of the higher levels. Using such a model hierarchy allows to adapt the model depending on the task, the accuracy requirements, or the allowed computation time. For example, to check the stability properties of a synchronous state, the Kuramoto model may be used to achieve high computational efficiency, while the instantaneous power model may be required when accurate quantitative solutions are necessary. Note that the model hierarchy is by no means complete and it should be extended, when further components (like e.g. transformer stations) need to be included, or when the parameters of the system (like e.g. the load) need to be modeled in a stochastic way. 
The order parameter
The standard Kuramoto model is frequently used to study qualitatively the synchronization of power networks [9, 21, 22] . For this one introduces the complex order parameter
The value of r ∈ [0, 1] is 1 when the system is in a fully synchronized state and it is 0 when it is completely desynchronized. Note that
so introducing new variables ω j :=θ j , ρ j := cos θ j , σ j := sin θ j , j = 1, . . . , n, we obtain
and system (11) takes the forṁ
In this paper we focus on the bottom two levels of the model hierarchy and show that the generalized Kuramoto model has several advantages compared to the standard Kuramoto model. However, to improve the robustness of the representations further, in the next section we will generate an energy based formulation of these two models as port-Hamiltonian differential-algebraic systems (pHDAE).
PHDAE formulation of the Kuramoto models
In this section we will reformulate the two Kuramoto models (11) and (10) as pHDAEs. Introducing the vectors and matrices
where e ∈ R n is the vector of all ones, we can write (12) asθ = ω,
Introducing the derivatives of ρ and σ, we getρ = −D σ ω, andσ = D ρ ω. Since computing ρ and σ is equivalent to determining θ, we can discard the first equation in (13) and obtain a simplified pHDAE formulation Eẋ = (J − R)Qx + Bu of the standard Kuramoto model as
where
, and
In contrast to the general formulation of pHDAEs in (6), we have that E and Q are constant in time, and T = 0. The Hamiltonian function is
and, in particular, we have
Since we have omitted the dependence of ρ and σ on θ, the components ρ and σ of the solution x implicitly need to satisfy the property
for all t ∈ I, since ρ j = cos(θ j ) and σ j = sin(θ j ) for some functions θ 1 , . . . , θ n . Unfortunately, when applying numerical integrators to (14) , implicit relations like (16) are typically not preserved, due to discretization and roundoff errors, see [18] for a detailed discussion and stabilization techniques to avoid this effect. One way out of this problem is to add the conditions (16) explicitly to the system, as n new algebraic equations, making the system overdetermined. To do so, we introduce a vector of Lagrange multipliers µ = [µ j ] ∈ R n . System (14) is then equivalent to
together with initial conditions x(t 0 ) = x 0 , satisfying (16) and µ(t 0 ) = e. Indeed, by differentiating the 4 th equation of (17) with respect to t, and substituting the 2 nd and 3 rd equation, we geṫ
T is a solution of (17) if and only if
T is a solution of (14) and µ is constant. System (17) can again be written as pHDAEẼẋ = (J −R)Qx +Bu, with
Note that againJ = −J T , andQ TẼ =Ẽ TQ do not depend on time, and the Hamiltonian has not changed. Furthermore,Q
In an analogous way we can formulate the generalized Kuramoto as a pHDAE. We take a slightly more general approach than in Section 2 and start from a system of n oscillators satisfying the equations
for j = 1, . . . , n, where g jk are the entries of G = G T ∈ R n×n , satisfying g jk = g kj ≥ 0 for j = k. These entries represent the strength of the link between the oscillators j and k, and are 0 when no link is present. The diagonal entries of G can be chosen freely. We will also denote by G 0 the matrix without its diagonal entries, i.e. G 0 := G − diag(G). Note that if we choose G = Kee T , then we are in the same situation as in Section 2.
The pHDAE formulation of the generalized Kuramoto system (18) is achieved analogously to that of the standard Kuramoto model, with the Hamiltonian given by (15) , where the choice of diag(G) modifies the Hamiltonian by an additive constant, since
and thus
takes the role of − 1 2 n 2 r 2 in the Hamiltonian.
The generalized order parameter
The modification of the Hamiltonian by an additive constant in the pHDAE formulation of the generalized Kuramoto model suggests to also define a generalized order parameter of the form
with real constants b, c > 0, possibly depending on G, which take the role of r 2 in the standard Kuramoto model. Using the generalized order parameter, the Hamiltonian can be written as
where b, c need to be chosen to retain consistency with the standard Kuramoto model. Note that we still have freedom in choosing the diagonal entries of the matrix G, that have no influence in the differential equation, and that they change ξ and the Hamiltonian H in the same way as b.
Lemma 2. Consider the pHDAE formulation of (18) with generalized order parameter ξ. Then the maximal value of ξ(θ) is given by c −1 j,k g jk + b, and the maximum is achieved if and only if each connected component of the network, whose topology is defined using G as (weighted) adjacency matrix, is fully synchronized.
Proof. Since c > 0, g jk ≥ 0 for j = k, and cos(θ k − θ j ) ≤ 1, it is clear that for all θ ∈ R n we have
Equality holds if and only if θ j ≡ θ k (mod 2π) for all j, k such that g jk = 0. This condition is equivalent to the following statement. If there is a path through the network defined by G that connects j and k, then θ j ≡ θ k (mod 2π). In turn, this property is equivalent to the full synchronicity of all connected components.
If we want to preserve the property that max θ ξ(θ) = 1, then we must require that c(1
We can also force the Hamiltonian H to be non-negative, with minimum value 0, by choosing b = 1, i.e. j g jj = −e T G 0 e.
Lemma 3. Suppose that b = 1 and g jj = − k =j g jk for j = 1, . . . , n. Then max θ ξ(θ) = 1, min x H(x) = 0. Furthermore, G is singular and negative semi-definite.
Proof. The particular choice of b and g jj gives the first two assertions. We also have Ge = 0, so G is singular and finally, G ≤ 0 is an immediate consequence of the Gersgorin circle theorem [12] .
To illustrate the previous analysis we present some examples. . To obtain c > 0 such that ξ = r 2 , we note that
In the following, we always assume that b = 1 and g jj = − k =j g jk for j = 1, . . . , n. It would be interesting to choose c(G 0 ) in such a way that min θ ξ(θ) = 0 for each choice of G 0 , but it is not clear how this can be achieved, since
depends strongly on the topology and on the weights of the network.
Example 5. Consider a network with 3 oscillators
While in the standard Kuramoto model the minimum of ξ was achieved for e iθj evenly distributed on the unit circle for j = 1, 2, 3, now it is achieved for e iθ2 = e iθ3 = −e iθ1 instead. Indeed, this condition gives that for all j, k such that j = k and g jk = 0, we have cos(θ k − θ j ) = −1, a configuration that was not possible in the fully coupled case. In this case we have
while choosing the e iθj evenly distributed would give only
A similar effect would also happen if we choose
with ε > 0 very small.
Since we have
and equality can happen for some G 0 and θ, one may be tempted to choose c = 2e
to guarantee the consistency with the standard Kuramoto model. With this choice, we obtain
so we can guarantee that ξ ∈ [−1 + 2 n , 1], in particular |ξ| ≤ 1.
Relative phase angle formulation
To analyze the dynamics of the system, it is sufficient to consider the relative phase angles θ j − θ k for j, k = 1, . . . , n, instead of the absolute phase angles θ j . This has the advantage that it removes some redundancy from the system. For example, states (θ, ω) and (θ + γe, ω) with θ, ω ∈ R n and γ ∈ R behave in the same way in the absolute system, but are actually the same in the relative system. To simplify the presentation, for the remainder of this subsection, we suppose to have n + 1 oscillators θ 0 , . . . , θ n instead of n. Then considering all phase angles relative to θ 0 , settinĝ θ j := θ j − θ 0 ,ρ j := cos(θ j ),σ j := sin(θ j ), j = 1, . . . , n, andθ 0 = 0,ρ 0 = 1 andσ 0 = 0, we obtain that
are satisfied for j, k = 0, . . . , n. Introduce the partitioning
and choose the diagonal as in the previous subsection, so that Ge = 0, and then g 0 = −Ĝe and
..,n ∈ R, Dρ = diag(ρ) and Dσ = diag(σ). Then the system can be written equivalently as
Introducing the new variableρ j = e −ρ j instead ofρ j , for j = 1, . . . , n, and correspondinglỹ ρ ∈ R n and Dρ ∈ R n×n , we obtain the new system
that is again a pHDAE system of the formÊẋ = (Ĵ −R)Qx +Bu, withx = [ω 0 , ω
with Hamiltonian
TĜσ .
Note thatĴ = −Ĵ T ,R =R T ≥ 0 andQ TÊ is symmetric and constant in time. Furthermore, we still haveĜ ≤ 0 from the Gersgorin circle theorem, soQ TÊ ≥ 0. It can also be shown that if the network is connected, thenĜ < 0 andQ T E > 0. This is a consequence of a stronger version of the Gersgorin theorem [30, Theorem 1.12], since connection would imply g 0 ≡ 0. By applying property (19), we get n j,k=0 . . , n. We introduce again Lagrange multipliers µ ∈ R n into the system and obtain
Proceeding as in the reformulation of the standard Kuramoto model, we obtain a modified pHDAE formulation with the same Hamiltonian.
Numerical results
In this section we present some numerical simulation results that illustrate the advantages of our new, extended pHDAE formulation. In particular, we will concentrate on the Italian highvoltage (380 kV) power grid (Sardinia excluded), which is composed of n = 127 nodes, divided in 34 sources (hydroelectric and thermal power plants) and 93 consumers, connected by 342 links [10] . This network is characterized by a quite low average connectivity n c = 2.865, due to the geographical distributions of the nodes along Italy. The map of the Italian high-voltage power grid can be seen at the website of the Global Energy Network Institute 3 . The data that we used have been extracted from the map delivered by the Union for the Coordination of Transport of Electricity (UCTE) 4 . We represent the power network through the generalized Kuramoto model. For the sake of simplicity, each node is assumed to have the same angular mass and the same damping constant (m j = m and d j = d for j = 1, . . . , n). Furthermore, each existing transmission line is assumed to have the same coupling coefficient (that is, we have either g jk = K or g jk = 0 for all j, k = 1, . . . , n with j = k). We distinguish the generators from the consumers by the sign of the power (i.e. the natural frequency) associated to each node: Ω j > 0 for generators and Ω j < 0 for consumers. When not specified differently, we will choose as standard parameters in our simulations m = 6 and d = 1.
Perfectly balanced bimodal distribution
Up to a change of variables, we can consider the generalized Kuramoto model to have reference frequency 0. Then, to have a stable fully locked state as a possible solution of (10) (that is, a solution trajectory such that ω(t) ≡ 0), it is necessary that n j=1 Ω j = 0. We assume all generators to have the same power Ω j = +G, and all consumers to have the same power Ω j = −C. In our simulations we have set C = 1.0, G = 2.7353, in order to achieve n j=1 Ω j = 0. This setup corresponds to a Kuramoto model with inertia with perfectly balanced bimodal distribution of the natural frequencies.
In order to validate the proposed model, we integrate the set of equations (17) with different integration schemes, and compare the results obtained. To guarantee consistent energy behavior and conservation of the Lagrange multiplier µ, a geometric iterator should be applied. Our methods of choice are the symplectic Euler method and the implicit midpoint rule; for the latter, its effectiveness and computational time depend on the accuracy requested to the nonlinear solver at each integration step. We will also employ the explicit midpoint method, which is not a geometric integrator, but it allows for faster simulations than the implicit midpoint, with the same order. Finally, we use as a reference the integration of original equation for the Kuramoto oscillators with inertia (11), with a 4 th order Runge-Kutta scheme. For all simulations, when not specified differently, we choose integration step 0.002, transient time 100 and simulation time 5000.
In order to understand the transition from the non-synchronized state at low coupling constant K to the synchronized state at high K values, we performed sequences of simulations by adiabatically increasing the parameter K with (the same) random initial conditions for {θ i } and {θ i }, for both (11) and (17) . For each value of K but the first one, the simulation is initialized by employing the last configuration of the previous simulation in the sequence. We calculated the average order parametersr,ξ 1/2 which both show a non-monotonic behavior in K (see Figure 3) . In particular, for small coupling valuesr ∝ 1/ √ N , we observe an abrupt jump for K = 6.5. Subsequently,r decreases, reaching a minimum at K = 9. Then, for larger K, the order parameterr increases monotonically towards the fully synchronized regime. There are no substantial differences between the Kuramoto order parameter r calculated within the original and the pHDAE formulation. The average order parameterξ 1/2 , on the other hand, does not show such an irregular behavior for small coupling values, but has an almost constant value until K = 6.5, where the transition to synchronization takes place and, from that value on, it rapidly increases towards 1. Since ξ takes into account the topology of the network, by introducing the connectivity matrix into the definition and summing over the connecting edges, the investigation of the synchronization level is more straightforward: its behavior is more stable for small coupling constants, where it describes better than r the real level of synchronization present in the network, while it is nonetheless able to identify the transition to synchronization at K = 6.5, as the classical Kuramoto order parameter. The correctness of the critical coupling constant value at which the transition to synchronization takes place can be confirmed indirectly by the calculation of the maximal Lyapunov exponent λ M , which represents a measure of the stability of the system and is a good indicator for the emergence of problems in the network. In particular, λ M shows bigger fluctuations for values of K just below the transition to synchronization, and it becomes zero for K ≥ 6.5 (see Figure 4) .
The reason whyr fails in identifying the correct level of synchronization, can be understood by examining the average phase velocity of the oscillators θ i (see Figure 5 ). For coupling constant K < 6.5, the system is split in two clusters: one composed by the sources, which oscillates close to their proper frequency G, and another one containing the consumers, which rotates with negative average velocity. Therefore, there is a non-trivial form of partial synchronization already present in the network that is not reflected byr, whose value of the order of 1/ √ N indicates that the system behaves asynchronously. For K = 6.5, the coupling is sufficient to induce frequency adaptation and to enhance synchronization: the two clusters start merging to a single cluster, although a large part of the oscillators is still not synchronized. For K = 7, the oscillators get more entrained, and most of them are locked with almost zero average velocity; however, a large part (53 out of 127) form a secondary cluster of whirling oscillators, with velocity θ ≈ −0.122. This secondary cluster has a geographical interpretation, since it includes the power stations and consumers located in central and southern Italy, including Sicily, as already seen in [21] . By increasing the coupling to K = 7.5, the two clusters merge in a unique cluster with few scattered oscillators and finally, for coupling K ≥ 8, all the oscillators are locked in a unique cluster, which is reflected in a monotonic increase of the average order parameters.
The investigation of the transition to synchronization has been done, up to this point, for fixed values of the mass m and of the damping constant d. In order to design control schemes capable of guiding the network towards synchronization, we investigate the response of the system for different masses and damping constants. For bigger masses the critical coupling value at which the transition to synchronization takes place becomes bigger, thus meaning that bigger coupling strength is necessary in order to achieve the synchronized state for power grid networks in case of bigger masses (see Figure 6 ). On the other hand, bigger damping constants help reaching synchronization, as shown in Figure 7 : for fixed coupling values, we can increase the synchronization level by increasing the damping d. However, a consistent increase is possible only for coupling constants slightly smaller or bigger than the critical value K = 6.5 at which we have observed the transition in Figure 3 , thus illustrating that the coupling strength plays a more important role in the transition, with respect to the damping constant. This observation is also justified by the equivalent investigation of the dynamics of the system, obtained by varying the remains constant for fixed K, and does not show any dependence on the mass (results not shown). When a perturbation is introduced into a power grid and a generator is diverging from the synchronized regime at which it is supposed to work, it is important to react to this perturbation as fast as possible in order to avoid shutting down the generator. The pHDAE formulation of the Kuramoto model with inertia is extremely useful for this kind of problem, thanks to the possibility of fast computation associated to a hierarchical model of the power grid: the differential equations (17) guarantee an on-line fast description of the real system, irrespectively of the fact that it is a simplified model. In particular, the calculation of the maximal Lyapunov exponent can be used to identify instabilities emerging in the network. When it is necessary to operate at the level of the real grid, due to emerging disturbances that may affect the stability, the hierarchical model then allows to control and adjust the parameters in more sophisticated models, like the instantaneous power model shown in Section 2, and finally in the real grid, by advancing upward along the hierarchy. Starting from a situation where the system is slightly out of synchronization (that is modelled by choosing K = 6), we can thus design a control method once the response of the system to the parameters change is known. To illustrate this, we have calculated the time t s that the system needs to reach the synchronization from this out-of-synchronicity initial condition: if the system is not operating perfectly, we can restore the desired status as fast as possible by abruptly increasing the coupling constant or the damping constant or by decreasing the mass (see Figure 8 ).
Gaussian bimodal distribution
Since in a real power grid we do not expect the power of the generators (or consumers) to be characterized by the same exact values, we analyzed also the case where the Ω j are chosen as i.i.d. random variables, whose distribution is given as the combination of two almost non-overlapping Gaussian distributions The calculation of the average order parametersr,ξ 1/2 as a function of the coupling constant reveals that, in this setup, it is more difficult to achieve synchronization, due to the inhomogeneity of the natural frequencies (see Figure 9 ). The classical order parameterr is still irregular and unstable, irrespectively whether we use the original Kuramoto model or the pHDAE formulation, whileξ 1/2 is more stable and informative. If we concentrate on the behavior ofξ 1/2 , we observe a continuous transition to synchronization, instead than a jump from partial to full synchronization. However, in comparison with the setup of Figure 3 , a bigger coupling constant is needed in order to obtain the same level of synchronization.
The investigation of the transition in terms of the maximal Lyapunov exponent gives more insight into the transition point from chaotic behavior to synchronization. The critical value of the coupling constant at which the system synchronizes is K c = 8.75 ± 0.25: for K > K c the system is stable, as testified by the value λ M = 0, while for K < K c the system is chaotic for a wide range of the coupling constant (much wider than in Figure 4 ). Finally, the average phase velocities θ i of all oscillators are reported monotonically in Figure 11 . For small values of the coupling constant K, the velocities are erratic and each oscillator moves independently from the others. Starting around K = 3.5, some clusters emerge in the network: by increasing the coupling constant, some oscillators tend to merge in larger and larger clusters, while others (especially the ones with higher absolute velocity) remain asynchronous. By K ≥ 8.5, most oscillators have assembled in few, big clusters. In particular, for K = 8.5 we have a 3-cluster state plus a limited set of asynchronous oscillators, thus meaning that there are at least three effective degrees of freedom acting into the system and contributing to the dynamics. With three degrees of freedom, it is possible to observe a chaotic motion (see [31] ), as confirmed by the positive value of λ M for this coupling value. On the other hand, by K = 9.5 the system has merged into a 2-cluster state, thus it is not possible to observe chaos anymore. In particular, the dimension of these clusters is very asymmetric, and one cluster is much bigger then the other one, thus justifying the increased level of synchronization and the corresponding transition to the synchronized state. By K = 13, all oscillators have collapsed into a unique cluster, and we expect that to be the case for even larger coupling constants. 
Summary and Outlook
We have presented a new port-Hamiltonian differential-algebraic formulation of the Kuramoto model of coupled oscillators as well as a new definition of the order parameter. The new model has several advantages, it is easily extended to models of finer granularity as they are used in qualitative stability and synchrony analysis of power systems. The new order parameter is more robust in limiting situations. We have also illustrated the advantage of the port-Hamiltonian formulation in the preservation of conserved quantities. The new approach and its advantages have been illustrated with many numerical examples carried out for a semi-realistic model of the Italian power grid. Future work will include the analysis of the whole model hierarchy, error control in adaptive time step and model selection, as well as model reduction techniques that allow real time stabilization and synchronization as well as the incorporation of switching in and time-delay in the model.
