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a b s t r a c t
The Hough transform is a common computer vision algorithm used to detect shapes in a
noisy image. Originally the Hough transform was proposed as a technique for detection
of straight lines in images. In this paper we study the statistical properties of the Hough
transform estimator in the presence of measurement errors. We consider the simple case
of detection of one line parameterized in polar coordinates. We show that the estimator
is consistent, and possesses a rate of convergence of the cube-root type. We derive its
limiting distribution, and study its robustness properties. Numerical results are discussed
as well. In particular, based on extensive experiments, we define a “rule of thumb” for the
determination of the optimal width parameter of the template used in the algorithm.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The Hough transform (HT) was first introduced as a method of detecting complex patterns of points in a binary image
data [10]. It was developed in connection with the study of particle tracks through the viewing field of a bubble chamber
and was patented in 1962 [11]. The original Hough method was based on the Cartesian parameterization of a line. The
use of this method led to the practical difficulty of an unbounded parameter space as both the slope and the intercept are
unbounded. Duda and Hart [7] suggested the polar parameterization that eliminates this problem. Moreover, they showed
how the method can be extended to find more general classes of curves in picture. The works of Hough and Duda and Hart
laid the foundations of the HT technique. A comprehensive survey of literature related to the HT is given in [13,17].
In order to describe the main idea underlying the Hough transform let us consider the set of points (X1, Y1), . . . , (X6, Y6)
displayed in Fig. 1(a). Five points out of the six are collinear and the straight line underneath them can be described in the
polar form as
X cosφ0 + Y sinφ0 = t0,
where t0 = 2.2 is the perpendicular distance from the origin to the line, and φ0 = pi5.3 is the angle between the normal to
the line and the X-axis. The Hough transform maps each point (Xi, Yi) in the original (X, Y)-plane to the sinusoidal curve
Ci(φ, t) = {(φ, t) : Xi cosφ+ Yi sinφ = t} (1)
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Fig. 1. The Hough transform: (a) Original domain. (b) Hough domain.
in the (φ, t)-plane which is usually referred to as the Hough domain. Fig. 1(b) displays the HT for the point set shown in
Fig. 1(a). Curves Ci(φ, t) corresponding to the five collinear points intersect at a single point with coordinates (φ0, t0) given
above. The emphasized curve corresponds to the point in the original domain which is not on the line. Thus, a problem of
line detection in the original domain can be reduced to a search of the intersection point in the Hough domain. This property
of the Hough transform is the main contribution of the method.
In practice, the search for intersection point is performed as follows. Usually, a preprocessing step which called edge
detection is evaluated first. Edge detection of an image reduces significantly the amount of data and filters out information
that may be regarded as less relevant, preserving the important structural properties of an image. Then the Hough domain is
quantized into cells, and for each cell the number of sine curves crossing is counted. The cell with the maximum number of
crossing curves is a natural estimator of the parameters of the line in the image domain. This procedure results in a 2D array,
referred to as the accumulator array. It worths noting that the procedure just described is the same for both the Cartesian
and the polar parameterizations. Thus, it seems that in the sense of computational complexity, the HT algorithm will behave
the same (running time and storage required) under both parameterizations.
In the statistical literature the Hough domain (in the Cartesian parameterization) is referred to as the dual plot which
appeared already in early work of Daniels [4], and in more recent works of Johnstone and Velleman [14] and Rousseeuw
and Hubert [21]. In a sense, the HT can be considered as a two-dimensional version of the mode estimation considered in
Chernoff [3], and in Groeneboom and Wellner [9]. Kiryati and Bruckstein [16] noted that the HT can be thought of as an M-
estimator. Indeed, the well-developed theory of M-estimators [12,23,24] comes in naturally when we study the theoretical
aspects of the HT estimator. Another observation is that the HT technique is closely related to the Radon transform. For
detailed discussion of this relationship see [5,22].
Goldenshluger and Zeevi [8] studied the statistical properties of the HT estimator in the Cartesian parameterization, and
a circular cell shape. They considered the standard linear regression model with direct observations. In particular, they show
that the estimator is consistent and derive its limiting distribution.
We note that Princen, Illingworth, and Kittler [19] suggest that the HT based on the polar parameterization and the line-
segment cell is the appropriate choice in most cases. Moreover, since in the image data there is no reason to assume that
errors occur only in the vertical direction, the standard linear regression model does not seem to be the best choice here.
Thus, in this research we study the HT technique for the polar parameterization of the straight line with finite line-
segment cell shape. We consider a measurement-errors model for the HT estimator and study its asymptotic properties. In
particular, the main contributions of this research are as follows.
1. We show that the HT estimator is consistent, and derive its limiting distribution. It turns out that the HT has the rate of
convergence of n1/3 as n → ∞. The nature of the cube-root asymptotics phenomenon is explained in detail in Kim and
Pollard [15]. We note that the asymptotic results given here are similar to those given in [8]. However, the geometrical
structure of the polar parameterization, and the model considered here, lead to some differences (in the assumptions for
example) so that the results in [8] could not be simply extended to our case. These differences are emphasized in what
follows.
2. We study the robustness properties of the HT estimator. We follow the extensive theory of robustness developed in [6,
12,20] and show that the breakdown point of the HT estimator is close to 50% for large line-segment cell.
3. We suggest a “rule of thumb” for the choice of the length of the line-segment cell, denoted by r, which turns out to be
crucial for the behavior of the HT algorithm. Specifically, based on extensive experiments, we suggest that a good choice
of this parameter is r = 3σ, where σ is the standard deviation of the noise variables in the model. This choice was verified
in many different simulations setups.
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The rest of this paper is organized as follows. In Section 2 a formal definition of the HT estimator is given where its
properties are described in Section 3. Section 4 is concerned with the choice of the parameter r, and proofs are presented in
the Appendix.
2. Formal definition of the Hough transform estimator
Formally, the HT estimator is defined as follows. Let θ = (φ, t), and let data points (X1, Y1), . . . , (Xn, Yn) be given on the
plane. Each observation pair (Xi, Yi) defines a sine curve in the Hough domain, Ci(θ) as given by (1). Now, let S(θ) be the
rectangular parameter cell in the Hough domain
S(θ) =
{
θ′ = (φ′, t′) : |φ′ − φ| ≤ δφ
2
, |t′ − t| ≤ δt
2
}
(2)
centered at θ = (φ, t), where δφ > 0, δt > 0 are the quantization parameters. Then, the HT estimator is defined as
θˆn = (φˆ, tˆ) = arg max
θ∈Θ
1
n
n∑
i=1
1{S(θ) ∩ Ci(θ) 6= ∅}. (3)
Eq. (3) implies that in defining an HT we have a few important choices to make. After choosing a parameterization for
the problem, a cell size and a cell shape need to be determined.
In this paper the following version of the HT with line segment cell is considered. Let δφ = 0 and δt = r > 0, then S(θ)
given in (2) is a line-segment-cell centered at θ = (φ, t). Note that S(θ) ∩ Ci(θ) 6= ∅ if and only if the distance between the
curve Ci(θ) and the line-segment center is less than or equal to r/2. Let θ = (φ, t) ∈ Θ = [0, 2pi)× R1+, and define
mθ(Xi, Yi) = 1
{∣∣Xi cosφ+ Yi sinφ− t∣∣ ≤ r2
}
. (4)
Denote the objective function by
Mr,n(θ) = 1
n
n∑
i=1
mθ(Xi, Yi); (5)
thus, the HT estimator is given by
θˆr,n = arg max
θ∈Θ
Mr,n(θ). (6)
For each specific parameterization and a specific cell size and shape, the HT estimator admits the following geometrical
interpretation in the original domain. Let
Dθ =
{
(x, y) : |x cosφ+ y sinφ− t| ≤ r
2
}
, θ ∈ Θ; (7)
then Dθ is the set of all points of the plane lying between two lines with parameters (φ, t+ r2 ) and (φ, t− r2 ). Hence, the HT
estimator given by (6) seeks the value θ such that the corresponding set Dθ covers the maximal number of data points. The
set Dθ is referred to as the template of the HT in the original domain. Different choices of parameterization, a cell size and a
cell shape in the Hough domain result in a different template in the original domain.
3. Properties of the Hough transform estimator
We consider the following error-in-variables model. Let (X˜i, Y˜i), i = 1, . . . , n be i.i.d. random variables lying on the
unknown line with parameters (φ0, t0), i.e.
X˜i cosφ0 + Y˜i sinφ0 = t0. (8)
Assume that we are given observations (Xi, Yi), i = 1, . . . , n such that
Xi = X˜i + γi, (9)
Yi = Y˜i + ηi,
where γi and ηi are noise variables independent of (X˜i, Y˜i). The objective is to estimate θ0 = (φ0, t0) from the observed data.
It is well known that θ0 is not identifiable unless some conditions are satisfied. In particular, in what follows (X˜i, Y˜i) are
assumed to have a non-Gaussian joint distribution. This assumption is sufficient for identifiability [2].
As for the model just described in (8)–(9), we note that in image processing measurement error can be a result of the
sensor used to generate the image, and as already mentioned above, there is no reason to assume that errors will occur
only in one direction. Thus, the assumption of adding noise in the horizontal direction, and in the vertical direction, makes
a reasonable choice for modeling the data in our case.
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3.1. Asymptotics
In what follows, we use the matrix notation: Z˜ = (X˜, Y˜)T, Z = (X, Y)T, θ = (φ, t)T, λ = (γ,η)T, Uφ = (cosφ, sinφ)T.
In order to derive consistency of the HT estimator assume that
Assumption 1. (a) {λi}ni=1 are i.i.d. random vectors independent of {Z˜i}ni=1.
(b) for any φ ∈ [0, 2pi), and all i, the random variable λTi Uφ has density f which is symmetric and strictly unimodal. Strict
unimodality means that f (x) has a maximum at a unique point, x = 0, and decreases in either directions as x decreases
or increases away from zero.
The joint density of the noise variables is assumed to be rotation invariant. Moreover, since Assumption 1 does not require
existence of the expectation of the noise variables, their joint density can be with “heavy tails” such as the Cauchy density.
Theorem 1. Let {Zi}ni=1 be given by (8)–(9), and the HT estimator θˆr,n be defined in (4)–(6). If Assumption 1 holds, then for any
fixed r > 0,
θˆr,n
p→ θ0, as n→∞.
Thus, the HT estimator is consistent. The next theorem establishes the rate of convergence of the HT estimator. In order to
obtain this result assume that
Assumption 2. λi ∼ N2(0,σ2I), i = 1, . . . , n and EX˜2, EY˜2 <∞.
Theorem 2. Let {Zi}ni=1 be given by (8)–(9), and the HT estimator θˆr,n be defined in (4)–(6). Suppose that Assumption 2 holds.
Then for any fixed r > 0,
n1/3‖θˆr,n − θ0‖ = Op(1), n→∞.
The above theorem suggests that the rate of convergence of the HT estimator, denoted later by Rn, is of order n1/3. This
is a slow rate of convergence which makes the HT procedure statistically inefficient in comparison with the least squares
estimator. However, in Theorem 4 we show that the HT estimator has very good robustness properties, which the least
squares estimator does not share. Therefore, a practical suggestion would be to consider the HT technique more like a data
analysis tool. For example, one can apply it to data in order to distinguish outliers, and then perform standard regression
analysis.
The next theorem establishes asymptotic distribution of the HT estimator.
Theorem 3. Let {Zi}ni=1 be given by (8)–(9), and the HT estimator θˆr,n be defined in (4)–(6). If Assumption 2 holds, then for every
fixed r > 0,
n1/3(θˆr,n − θ0) d→ W,
where W has the distribution of the maximizer of the process θ 7→ G(θ)+ 12θTV0θ. Here
V0 =
[
f ′
(
r
2
)
− f ′
(
− r
2
)]
EA(Z˜)AT(Z˜), (10)
A(Z˜) = (Z˜TUφ0−pi/2, 1)T, f is the normal density, and G is a zero-mean Gaussian process with continuous sample paths and
stationary increments g, h defined on Θ , where
E[G(g)− G(h)]2 = 2f
(
r
2
)
E|(h− g)TA(Z˜)|. (11)
The limit distribution given above is quite complicated and depends on the unknown parameter φ0. Note that the limit
distribution of the HT estimator in the Cartesian parameterization studied in [8] does not depend on the unknown parameter
θ0 = (b0, a0). Another observation is that in the Cartesian case, the straight lines in the Hough domain corresponding to the
observations with large Xi values are very steep; i.e., if most of the observations have large X-coordinates and the standard
deviation of the noise is small, then the corresponding straight lines are nearly parallel. In this case behavior of the HT
estimator may be very poor. In our case the geometric is different and there is no such a problem.
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3.2. Robustness
One formalization of robustness properties is given by the breakdown point (BP) of an estimator. The following finite-
sample versions of the breakdown point are presented in [6].
Let Zn := {Z1, . . . , Zn} be a random sample, and let θˆ = θˆ(Zn) be an estimator based on Zn. Then the addition breakdown
point is given by
add(θˆ;Zn) = min
 kn+ k : supZ′k ‖θˆ(Zn ∪Z′k)− θˆ(Zn)‖ = ∞
 .
In words, the addition BP is the minimal contamination fraction that should be added to the sample such that the difference
between the estimator of the contaminated sample to the estimator of the original sample is infinite. The replacement
breakdown point of θˆ is defined by
rep(θˆ;Zn) = min
{
k
n
: sup
Zkn
‖θˆ(Zkn)− θˆ(Zn)‖ = ∞
}
,
whereZkn denotes the corrupted sample obtained fromZn by replacing k data points ofZn with arbitrary values. Here again,
the replacement BP is the least fraction of contamination that can move the value of the estimator to infinity.
For example, the least squares (LS) estimator has a breakdown point of 0%. This follows because rep(LS;Zn) = 1/n which
tends to zero for increasing sample size n. The following theorem establishes the breakdown point of the HT estimator.
Theorem 4. Let Zn = {Z1, . . . , Zn} be a sample belonging to a ball of finite radius. Then
rep(θˆr,n;Zn) = 1
n
⌈
nMr,n(θˆr,n)
2
⌉
,
add(θˆr,n;Zn) = nMr,n(θˆr,n)+ 1
n+ nMr,n(θˆr,n)+ 1
,
where dxe stands for the smallest integer n ≥ x. Moreover, under Assumption 1,
rep(θˆr,n;Zn) a.s.→ p/2, add(θˆr,n;Zn) a.s.→ p(1+ p)−1, n→∞,
where p = ∫ r/2−r/2 f (x)dx.
A comparison between the HT considered here to the HT studied in [8] reveals a few differences originated in the
geometrical properties of each. First, the BP of the HT estimator in the Cartesian parameterization depends on the assumption
that there are no repeated values of the Xi which can be relaxed here due to the geometrical properties of the HT in the
polar case. However, the value of r controls breakdown properties of the HT estimator in both parameterizations: the larger
r, the closer the breakdown point is to 1/2. Another observation is that the HT in the polar parameterization is rotation
equivariant; in the Cartesian case it shares different equivariance properties. By rotation equivariance we mean that if Rα
is a rotation matrix with angle α, Z∗ := RαZ is a rotated observation, and the new sample is denoted by Z∗n , then the HT
estimator based on Z∗n will be tˆ(Z∗n) = tˆ(Zn), and φˆ(Z∗n) + α = φˆ(Zn). It is easy to verify this argument by noting that
1{|(RαZ)TUφ+α − t| ≤ r2 } = 1{|ZTUφ − t| ≤ r2 }.
In order to demonstrate the robustness properties of the HT estimator consider a numerical example similar to the
example given in [20]. The example is illustrated in the context of the model given in this paper, i.e., Z˜Ti Uφ0 = t0, and the
observations are Zi = Z˜i + λi, and λi ∼ N2(0,σ2I) for all i.
The first illustration presents 30 “good” observations uniformly distributed on the line with parameters θ0 = (3pi/4,
√
2),
where σ = 0.2. Then a cluster of 20 “bad” observations is added. These observations follow a bivariate Gaussian distribution
with expectation (7, 2) and covariance matrix 0.25I. The parameter r of the HT is set to 0.6. The HT is calculated by direct
maximization of (5) on [0, 2pi)× [0, 10] using a uniform rectangular grid comprised of 10,000 points. Because the solution
is not unique, the average of the grid points where the maximum is achieved is taken as the estimate.
Here the density f is N(0, 0.22), thus under conditions of the experiment
∫ 0.3
−0.3 f (x)dx = 0.8664, which in view of
Theorem 4 approximately corresponds to a 43.32% replacement BP. Fig. 2(a) shows that the HT fits the “good” observations
very well under the contamination in the data while the least squares (LS) yields very poor result. In the accumulator array
displayed in Fig. 2(b) there is a clear point of maximum of intersections, corresponds to the “good” data set. In particular
θˆ0.6,50 = (2.3483, 1.4176)which is very close to the original values of θ0.
Fig. 3 displays the second illustration. Here the same data is used but now the contamination data set contains 24 data
points. That means 48% of contamination which is more then the theoretical value given above. Indeed, the estimation of
the HT seems very poor.
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Fig. 2. (a) An illustration of the robustness properties of the HT estimator. The cluster on the right is the contamination of 20 “bad” observations. (b) The
accumulator array; H(φ, t) is the proportion of sine curves in each cell.
Fig. 3. (a) An illustration of the robustness properties of the HT estimator. The cluster on the right is the contamination of 24 “bad” observations. (b) The
accumulator array; H(φ, t) is the proportion of sine curves in each cell.
4. The choice of the parameter r
The properties of the HT estimator depend on a choice of the parameter r. We showed that the HT is consistent for any
choice of r, and that its asymptotic distribution depends on r. For example, if r is very small, then the matrix V0 given in (10)
is nearly singular. In that case the asymptotic distribution of θˆr,n is close to the distribution of the point of maximum of a
zero mean Gaussian process given in Theorem 3.
An important consequence of the choice of r is that large values of r lead to a large connected solution set, and in this case
the estimation accuracy depends on the way the estimator is chosen from the solution set. On the other hand, small values
of r lead to “under-smoothed” dual plot, and the solution set is a union of many disconnected sets. In this case estimation
accuracy of the average estimator may be very poor. Fig. 4(a) displays a large connected solution set while in Fig. 4(c) an
“under-smoothed” dual plot is presented. Since a distinguished point of maximum is required, Fig. 4(b) would be the optimal
dual plot.
A reasonable choice of r can be defined as
rˆ = arg min
r∈R trace{cov(W)}, (12)
whereR is a set of values of r, and W is the limiting random variable given in Theorem 3. Since there is no analytic expression
for the distribution of W, it is impossible to calculate (12) directly. However, a “rule of thumb” can be developed based on
simulations.
We performed a series of extensive experiments as follows. Let n be the sample size, i = 1, . . . ,N be the simulation index,
and j = 1, . . . ,M be the experiment index. Set R = [0.276:(0.025):0.976] and define θˆi,jr,n to be the estimator computed in
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Fig. 4. An illustration of the dual plot for different choices of r: (a) large value of r; (b) “optimal” r; (c) small value of r.
the ith simulation in experiment j. In each experiment j
S(r, j) =
N∑
i=1
‖θˆi,jr,n − θ0‖2 (13)
is calculated for each value of r. Then rˆj = arg minr∈R S(r, j) is computed. This is a (sort of) empirical version of (12).
For the implementation we use the square [0, 2pi)× [0, 1] as the search region. The HT estimator is computed by direct
maximization of the objective function on the above square using a grid comprised of 10,000 points. Because the solution
is not unique, the average of the grid points where the maximum is achieved is taken as the estimate. In particular, here
n = 200, N = 200, M = 192. In all experiments φ0 = pi/4, t0 = 0.5, λi ∼ N2(0, 0.22I) for all i. Fig. 5(a) presents the
histogram of rˆj, j = 1, . . . , 192, while a boxplot of the data is displayed in Fig. 5(b). Fig. 5(c) illustrates (13) as a function of r
for j = 1, . . . , 192.
Based on the numerical results, it is reasonable to say that the optimal r is about 3σ, where σ is the standard deviation
of the noise variables in the model (γ, η). This choice was verified in many different simulations setups. Moreover, we
observed that there is a negative correlation between the estimators φˆ, tˆ. It turns out that if t0 is over estimated then φ0 is
underestimated and vise versa.
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Appendix
Here proofs of Theorems 1–4 are presented.
A.1. Proof of Theorem 1
We prove the theorem by verifying the two conditions of Theorem 5.7 in [24].
First, we show that supθ:‖θ−θ0‖>Mr(θ) < Mr(θ0). This is a deterministic condition which implies that θ0 should be a
unique point of maximum. Note that when conditioning on Z˜, then for θ 6= θ0,
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Fig. 5. (a) Histogram of rˆj, j = 1, . . . ,M for M = 192 experiments. In each experiment r ∈ R = [0.276:(0.025):0.976], i.e., 29 potential values. For each
value of r (13) is calculated based on a sample size n = 200, and N = 200 simulations. (b) Boxplot of the experiments data. (c) The empirical total variance
(13).
Mr(θ) = E[Mr,n(θ)]
= E1
{
|Z˜Ti Uφ + λTi Uφ − t| ≤
r
2
}
= E
[
E1
{
|Z˜Ti Uφ + λTi Uφ − t| ≤
r
2
}∣∣∣∣ Z˜]
= E
[
P
(
|Z˜TUφ + λTUφ − t| ≤ r2
∣∣∣∣ Z˜)] .
Under Assumption 1 the density of λTUφ is f , thus unimodal. Combining this result with Theorem 1 in [1], it follows that for
any  > 0 and ‖θ− θ0‖ > 
E
[
P
(
− r
2
− Z˜TUφ + t ≤ λTUφ ≤ r2 − Z˜
TUφ + t|Z˜
)]
< P
(
− r
2
≤ λTUφ0 ≤
r
2
)
= Mr(θ0). (14)
Here we used the fact that Z˜TUφ0 = t0. Thus, θ0 is a unique point of maximum of the function Mr(θ) for any r > 0, and the
condition holds.
Now we show that supθ∈Θ |Mr,n(θ)−Mr(θ)| p→ 0. In order to do that we have to show that the class of setsD = {Dθ, θ =
(φ, t) ∈ Θ}, where Dθ is defined in (7), is a VC class. The set Dθ consists of all points of the plane lying between two lines with
parameters (φ, t+ r2 ) and (φ, t− r2 ). This set is an intersection of two half planes in the (x, y)-plane. There is no set of size 4 that
can be shattered by a half plane, thus, a half plane is a VC-class with index 4. By Lemma 15, Chapter 2 in [18], the intersection
of two VC-classes is a VC-class. Therefore,D is a VC-class of sets. Moreover, the set of functions {mθ = 1Dθ , θ = (φ, t) ∈ Θ}
is a VC-class of functions. Thus, by Theorem 14, Chapter 2 in [18] it follows that
sup
θ∈Θ
|Mr,n(θ)−Mr(θ)| = sup
D∈D
|Pn(D)− P(D)| a.s→ 0, n→∞,
and the condition holds. Therefore the HT estimator is consistent.
We note that existence of an expectation in the noise distribution does not affect the consistency strength (see [8] for
an almost sure version of this proof). However, in order to be consistent with the definition of consistency (convergence in
probability), and with the conditions in [24], we chose to show this version of the proof.
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A.2. Proof of Theorem 2
We prove the theorem by verifying the two conditions of Theorem 3.2.5 in [23].
First we show that Mr(θ) − Mr(θ0) ≤ −c1‖θ − θ0‖2, for some positive constant c1. This deterministic condition ensures
a parabolic behavior of Mr(θ) in a neighborhood of θ0. Let V(θ) denote the second derivative matrix of the function Mr(θ)
given in (14). Thus write
Mr(θ) = E
{
F
[
r
2
− Z˜TUφ + t
]
− F
[
− r
2
− Z˜TUφ + t
]}
, (15)
where the expected value is taken w.r.t. the distribution of Z˜, and F is the distribution function of η, thus Gaussian. Now, the
normal distribution is continuously differentiable with bounded derivative, and under Assumption 2, EX˜2 and EY˜2 < ∞.
When differentiating Mr(θ) w.r.t θ we can apply the dominant convergence theorem (DCT) to interchange the order of
expectation and differentiation for the expression on the RHS of (15). We note that differentiation of the expression−Z˜TUφ
yields Z˜TUφ−pi/2, and that F′ = f (the normal density). In particular, differentiating (15) twice w.r.t. θ under the integral sign,
and setting θ = θ0 yields
V0 := O2θMr(θ) |θ=θ0
=
[
f ′
(
r
2
)
− f ′
(
− r
2
)]
EA(Z˜)AT(Z˜),
where A(Z˜) = (Z˜TUφ0−pi/2, 1)T. The matrix V0 is negative definite. This follows because f ′(x) − f ′(−x) < 0, for all x > 0, and
the determinant of the matrix EA(Z˜)AT(Z˜) is E
(
Z˜TUφ0−pi/2U
T
φ0−pi/2Z˜
)
−
(
EZ˜TUφ0−pi/2
)2
which is the variance of the random
variable Z˜TUφ0−pi/2, thus EA(Z˜)A
T(Z˜) is positive definite. Therefore conclude that the condition holds.
Now we show that
E
√
n sup
‖θ−θ0‖<δ
|[Mr,n(θ)−Mr,n(θ0)] − [Mr(θ)−Mr(θ0)]| ≤ c2φ(δ). (16)
This stochastic condition can be verified by showing that the classes of functions
Mδ = {mθ − mθ0 : ‖θ− θ0‖ < δ}, δ > 0, (17)
are VC-classes. It turns out that the LHS of (16) can be bounded in terms of the second moment of the so-called envelope
function
Bδ = sup
‖θ−θ0‖<δ
|mθ − mθ0 |; (18)
[see [23], page 292]. Using Lemma 28, Chapter 2 in [18],Mδ defined in (17) is a VC-class of functions. The envelope function
of this class, given in (18) is bounded as follows.
Bδ = sup
‖θ−θ0‖<δ
∣∣∣∣1 {|ZTUφ − t| ≤ r2
}
− 1
{
|ZTUφ0 − t0| ≤
r
2
}∣∣∣∣
= sup
‖θ−θ0‖<δ
∣∣∣∣1 {|Z˜TUφ + λTUφ − t + t0 − t0 + λTUφ0 − λTUφ0 | ≤ r2
}
− 1
{
|Z˜TUφ0 + λTUφ0 − t0| ≤
r
2
}∣∣∣∣
= sup
‖θ−θ0‖<δ
∣∣∣∣1 {|(Z˜ + λ)T(Uφ − Uφ0)− (t − t0)+ λTUφ0 | ≤ r2
}
− 1
{
|λTUφ0 | ≤
r
2
}∣∣∣∣
= sup
‖θ−θ0‖<δ
∣∣∣∣1 {− r2 − Q(Z˜) ≤ λTUφ0 ≤ r2 − Q(Z˜)
}
− 1
{
− r
2
≤ λTUφ0 ≤
r
2
}∣∣∣∣ ,
where we define
Q(Z˜) = (Z˜ + λ)T(Uφ − Uφ0)− (t − t0).
Because for any A and B, |1A − 1B| = 1A\B + 1B\A, then for δ small enough
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Bδ = sup
‖θ−θ0‖<δ
[
1
{
min
(
− r
2
,− r
2
− Q(Z˜)
)
≤ λTUφ0 ≤ max
(
− r
2
,− r
2
− Q(Z˜)
)}
+ 1
{
min
(
r
2
,
r
2
− Q(Z˜)
)
≤ λTUφ0 ≤ max
(
r
2
,
r
2
− Q(Z˜)
)}]
≤ sup
‖θ−θ0‖<δ
[
1
{
− r
2
− |Q(Z˜)| ≤ λTUφ0 ≤ −
r
2
+ |Q(Z˜)|
}
+ 1
{
r
2
− |Q(Z˜)| ≤ λTUφ0 ≤
r
2
+ |Q(Z˜)|
}]
. (19)
Observe that by Schwarz’s inequality
|Q(Z˜)| = |(Z˜ + λ)T(Uφ − Uφ0)− (t − t0)|
≤ |(Z˜ + λ)T(Uφ − Uφ0)| + |t − t0|
≤ (‖Z˜‖ + ‖ λ‖)‖Uφ − Uφ0‖ + |t − t0|.
Because ‖Uφ − Uφ0‖ = 2 sin φ−φ02 , it follows that for δ small enough
sup
‖θ−θ0‖<δ
(‖Z˜‖ + ‖ λ‖)‖Uφ − Uφ0‖ + |t − t0| ≤ 2 sin
δ
2
(‖Z˜‖ + ‖λ‖)+ δ
≤ 2 δ
2
(‖Z˜‖ + ‖λ‖)+ δ
= δ(‖Z˜‖ + ‖λ‖ + 1).
Combining this with (19) we obtain
Bδ ≤ 1
{
− r
2
− δ(‖Z˜‖ + ‖λ‖ + 1) ≤ λTUφ0 ≤ −
r
2
+ δ(‖Z˜‖ + ‖λ‖ + 1)
}
+ 1
{
r
2
− δ(‖Z˜‖ + ‖λ‖ + 1) ≤ λTUφ0 ≤
r
2
+ δ(‖Z˜‖ + ‖λ‖ + 1)
}
≤ 1
{
− r
2
− δ(‖Z˜‖ + |γ| + |η| + 1) ≤ λTUφ0 ≤ −
r
2
+ δ(‖Z˜‖ + |γ| + |η| + 1)
}
+ 1
{
r
2
− δ(‖Z˜‖ + |γ| + |η| + 1) ≤ λTUφ0 ≤
r
2
+ δ(‖Z˜‖ + |γ| + |η| + 1)
}
.
The last inequality follows because ‖λ‖ =
√
γ2 + η2 ≤ |γ| + |η|. Recall that the distribution of λTUφ0 is the same as the
distribution of ηwhich is normal. Thus, conditioning on Z˜ and γ, and taking expectation of λTUφ0 it is true that
EB2δ ≤ E
{
P
(
− r
2
− δ(‖Z˜‖ + |γ| + |η| + 1) ≤ η ≤ − r
2
+ δ(‖Z˜‖ + |γ| + |η| + 1)|Z˜, γ
)}
+E
{
P
(
r
2
− δ(‖Z˜‖ + |γ| + |η| + 1) ≤ η ≤ r
2
+ δ(‖Z˜‖ + |γ| + |η| + 1)|Z˜, γ
)}
= EP1 + EP2. (20)
For brevity we define b(Z˜, γ) = ‖Z˜‖ + |γ| + 1. Thus write
P1 = P
(
− r
2
− δb(Z˜, γ)− δ|η| ≤ η ≤ − r
2
∣∣∣∣ Z˜, γ)+ P(− r2 ≤ η ≤ − r2 + δb(Z˜, γ)+ δ|η| |Z˜, γ
)
= P11 + P12,
and
P2 = P
(
r
2
− δb(Z˜, γ)− δ|η| ≤ η ≤ r
2
∣∣∣∣ Z˜, γ)+ P( r2 ≤ η ≤ r2 + δb(Z˜, γ)+ δ|η| |Z˜, γ
)
= P21 + P22.
Now we bound the two terms on the RHS of (20) separately. Starting with P11, note that{
η+ δ|η| ≥ − r
2
− δb(Z˜, γ)
}
⊆
{
η(1+ δ) ≥ − r
2
− δb(Z˜, γ)
}
∪
{
η(1− δ) ≥ − r
2
− δb(Z˜, γ)
}
.
Now, for δ small enough (<1/4), each of the events on the RHS is contained in{
η ≥
[
− r
2
− δb(Z˜, γ)
]
(1+ 2δ)
}
,
122 I. Dattner / Journal of Multivariate Analysis 100 (2009) 112–125
thus
P11 = P
(
− r
2
− δb(Z˜, γ)− δ|η| ≤ η ≤ − r
2
∣∣∣∣ Z˜, γ)
≤ P
(
[− r
2
− δb(Z˜, γ)](1+ 2δ) ≤ η ≤ − r
2
∣∣∣∣ Z˜, γ)
+ P
([
− r
2
− δb(Z˜, γ)
]
(1+ 2δ) ≤ η ≤ − r
2
∣∣∣∣ Z˜, γ)
≤ 2
∣∣∣∣P(η ≤ − r2
)
− P
(
η ≤
[
− r
2
− δb(Z˜, γ)
]
(1+ 2δ)
∣∣∣∣ Z˜, γ)∣∣∣∣ .
By the Lipschitz property of the normal distribution, there exists a constant L depending on σ only such that the last
expression is less than or equal to
2L
∣∣∣∣− r2 −
[
− r
2
− δb(Z˜, γ)
]
(1+ 2δ)
∣∣∣∣ = 2L (δb(Z˜, γ)+ δr + 2δ2b(Z˜, γ))
≤ 2Lδ
(
3b(Z˜, γ)+ r
)
.
Apply the same argument in order to bound P12:{
η− δ|η| ≤ − r
2
+ δb(Z˜, γ)
}
⊆
{
η(1+ δ) ≤ − r
2
+ δb(Z˜, γ)
}
∪
{
η(1− δ) ≤ − r
2
+ δb(Z˜, γ)
}
.
Now, there are two cases to consider. The first case is−r/2+ δb(Z˜, γ) < 0, then we use (1+ δ)−1 ≥ 1− δ in order to bound
the probability of the events above. The second case is−r/2+δb(Z˜, γ) > 0 where we can bound the probability with 1+2δ.
However, the result will be the same in both cases so we explore here only the first case.
P12 = P
(
− r
2
≤ η ≤ − r
2
+ δb(Z˜, γ)+ δ|η|
∣∣∣∣ Z˜, γ)
≤ P
(
− r
2
≤ η ≤
[
− r
2
+ δb(Z˜, γ)
]
(1− δ)
∣∣∣∣ Z˜, γ)
+ P
(
− r
2
≤ η ≤
[
− r
2
+ δb(Z˜, γ)
]
(1+ δ)
∣∣∣∣ Z˜, γ)
≤
∣∣∣∣P(η ≤ [− r2 + δb(Z˜, γ)
]
(1− δ)
∣∣∣∣ Z˜, γ)− P(η ≤ − r2
)∣∣∣∣
+
∣∣∣∣P(η ≤ [− r2 + δb(Z˜, γ)
]
(1+ δ)
∣∣∣∣ Z˜, γ)− P(η ≤ − r2
)∣∣∣∣ .
Again, by the Lipschitz property of the normal distribution there exists a constant L depending only on σ such that the last
expression is less than or equal to
L
∣∣∣∣[− r2 + δb(Z˜, γ)
]
(1− δ)+ r
2
∣∣∣∣+ L ∣∣∣∣[− r2 + δb(Z˜, γ)
]
(1+ δ)+ r
2
∣∣∣∣
= L
∣∣∣∣δb(Z˜, γ)+ δ r2 − δ2b(Z˜, γ)
∣∣∣∣+ L ∣∣∣∣δb(Z˜, γ)− δ r2 + δ2b(Z˜, γ)
∣∣∣∣
≤ 2L
(
δb(Z˜, γ)+ δ r
2
+ δ2b(Z˜, γ)
)
≤ 2Lδ
(
2b(Z˜, γ)+ r
2
)
.
Since the normal distribution is symmetric, the arguments used in order to bound P11, and P12 are applied to P22, and P21
respectively, so we obtain
P21 = P
(
r
2
− δb(Z˜, γ)− δ|η| ≤ η ≤ r
2
∣∣∣∣ Z˜, γ)
≤ 2Lδ
(
2b(Z˜, γ)+ r
2
)
,
P22 = P
(
r
2
≤ η ≤ r
2
+ δb(Z˜, γ)+ δ|η|
∣∣∣∣ Z˜, γ)
≤ 2Lδ
(
3b(Z˜, γ)+ r
)
.
Thus, conclude from the above calculations that
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E{P1 + P2} = E {P11 + P12 + P21 + P22}
= E
{
4Lδ
(
3b(Z˜, γ)+ r
)
+ 4Lδ
(
2b(Z˜, γ)+ r
2
)}
≤ E
{
8Lδ
(
3b(Z˜, γ)+ r
)}
≤ 24LδE
(
‖Z˜‖ + |γ| + 1
)
+ 8Lδr
≤ C1δ+ C2δ
= Cδ,
for some constant C. This follows because the expectations above are bounded. Now, since the second moment of the
envelope function was bounded, here δ = φ2(δ), so φ(δ) = δ1/2. We set δ = 1/Rn, then the solution of R2n( 1Rn )1/2 ≤
√
n,
is Rn ≤ n1/3, and we conclude that n1/3‖θˆr,n − θ0‖ = Op(1).
A.3. Proof of Theorem 3
The proof is based on Theorem 3.2.10 in [23]. We have already shown that the HT estimator is consistent and that the
rate of convergence is Rn = n1/3. Moreover, we showed thatMδ is a VC-class of functions, and that EB2δ ≤ φ2(δ) = Cδ. In the
next three steps we verify the conditions in the theorem there.
A.3.1. Step 1: Verification of the first condition.
Note that here δ−2φ2(δ) = Cδ−1. Therefore for any fixed ζ > 0, ζδ−2φ2(δ) = Cζ/δ→∞, as δ→ 0. Since Bδ ≤ 2 for all δ,
it follows that 1{Bδ > ζδ−2φ2(δ)} ≤ 1{2 > Cζ/δ} = 0, as δ→ 0. So conclude that
lim
δ↓0
EB2δ1{Bδ > ζδ−2φ2(δ)}
φ2(δ)
= 0,
and the first condition holds.
A.3.2. Step 2: Verification of the second condition
The condition here takes the form
lim
ξ↓0
lim sup
δ↓0
1
δ
sup
‖h−g‖<ξ
‖h‖∨‖g‖≤K
E(mθ0+δg − mθ0+δh)2 = 0.
Unlike bounding the envelope function, here we first take expectation and then calculate the supremum, thus the
treatment is much easier. Let g = (gφ, gt), h = (hφ, ht) ∈ Θ . Using the definition of Dθ given in (7) it follows that
mθ0+δg − mθ0+δh = 1Dθ0+δg − 1Dθ0+δh
= 1
{
|ZTUφ0+δgφ − (t0 + δgt)| ≤
r
2
}
− 1
{
|ZTUφ0+δhφ − (t0 + δht)| ≤
r
2
}
= 1
{
− r
2
−W(δ) ≤ λTUφ0+δhφ ≤
r
2
−W(δ)
}
− 1
{
− r
2
−Wh(δ) ≤ λTUφ0+δhφ ≤
r
2
−Wh(δ)
}
,
where we define
W(δ) = Wg(δ)+Wg,h(δ)
Wg(δ) = Z˜T(Uφ0+δgφ − Uφ0)− δgt
Wg,h(δ) = λT(Uφ0+δgφ − Uφ0+δhφ)
Wh(δ) = Z˜T(Uφ0+δhφ − Uφ0)− δht.
Therefore
(mθ0+δg − mθ0+δh)2 = 1
{
− r
2
−max[W(δ),Wh(δ)] ≤ λTUφ0+δhφ ≤ −
r
2
−min[W(δ),Wh(δ)]
}
+ 1
{
r
2
−max[W(δ),Wh(δ)] ≤ λTUφ0+δhφ ≤
r
2
−min[W(δ),Wh(δ)]
}
. (21)
Let us consider the case where W(δ) > Wh(δ). Then (21) becomes
1
{
− r
2
−W(δ) ≤ λTUφ0+δhφ ≤ −
r
2
−Wh(δ)
}
+ 1
{
r
2
−W(δ) ≤ λTUφ0+δhφ ≤
r
2
−Wh(δ)
}
.
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Conditioning on Z˜ and taking expectation of λTUφ0+δhφ we get the expression
E
[
P
(
λTUφ0+δhφ ≤ −
r
2
−Wh(δ) |Z˜
)
− P
(
λTUφ0+δhφ ≤ −
r
2
−Wg(δ)− λT(Uφ0+δgφ − Uφ0+δhφ)|Z˜
)]
+E
[
P
(
λTUφ0+δhφ ≤
r
2
−Wh(δ) |Z˜
)
− P
(
λTUφ0+δhφ ≤
r
2
−Wg(δ)− λT(Uφ0+δgφ − Uφ0+δhφ)|Z˜
)]
.
Combining the fact that the probability of λTUφ is rotation invariant, and the Lipschitz property of the normal distribution
we obtain the following.
E
[
P
(
λTUφ0+δhφ ≤ −
r
2
−Wh(δ)
∣∣∣∣ Z˜)− P(λTUφ0+δgφ ≤ − r2 −Wg(δ)
∣∣∣∣ Z˜)]
+E
[
P
(
λTUφ0+δhφ ≤ −
r
2
−Wh(δ)
∣∣∣∣ Z˜)− P(λTUφ0+δgφ ≤ − r2 −Wg(δ)|Z˜
)]
≤ E
∣∣∣∣P(η ≤ − r2 −Wh(δ)
∣∣∣∣ Z˜)− P(η ≤ − r2 −Wg(δ)
∣∣∣∣ Z˜)∣∣∣∣
+E
∣∣∣∣P(η ≤ r2 −Wh(δ)
∣∣∣∣ Z˜)− P(η ≤ r2 −Wg(δ)
∣∣∣∣ Z˜)∣∣∣∣
≤ LE
∣∣∣∣− r2 − Z˜T(Uφ0+δhφ − Uφ0)+ δht + r2 + Z˜T(Uφ0+δgφ − Uφ0)− δgt
∣∣∣∣
+ LE
∣∣∣∣ r2 − Z˜T(Uφ0+δhφ − Uφ0)+ δht − r2 + Z˜T(Uφ0+δgφ − Uφ0)− δgt
∣∣∣∣ ,
for some constant L depending on σ only. Note that ‖Uφ0+δgφ − Uφ0+δhφ‖ ≤ δ|gφ − hφ|, thus
lim
ξ↓0
lim sup
δ↓0
1
δ
sup
‖h−g‖<ξ
‖h‖∨‖g‖≤K
2LE
∣∣∣Z˜T(Uφ0+δgφ − Uφ0+δhφ)− δ(gt − ht)∣∣∣
≤ lim
ξ↓0
lim sup
δ↓0
1
δ
sup
‖h−g‖<ξ
‖h‖∨‖g‖≤K
2LE
(
‖Z˜‖ ‖Uφ0+δgφ − Uφ0+δhφ‖ + δ|gt − ht|
)
≤ lim
ξ↓0
lim sup
δ↓0
1
δ
2LE
(
‖Z˜‖δξ+ δξ
)
= lim
ξ↓0
2LE
(
‖Z˜‖ξ+ ξ
)
= 0.
The argument above holds for the case where W(δ) < Wh(δ), and for any K such that ‖h‖ ∨ ‖g‖ ≤ K. Therefore we
conclude that the second condition is verified.
A.3.3. Step 3: Verification of the third condition
Here we need to calculate
lim
δ↓0
E(mθ0+δg − mθ0+δh)2
φ2(δ)
= lim
δ↓0
1
δ
E(mθ0+δg − mθ0+δh)2.
Consider the case in (21) where W(δ) > Wh(δ). Thus, conditioning on Z˜ it follows that
1
δ
E(mθ0+δg − mθ0+δh)2 =
1
δ
E
{
F
(
− r
2
− Z˜T(Uφ0+δhφ − Uφ0)+ δht
)
− F
(
− r
2
− Z˜T(Uφ0+δgφ − Uφ0)+ δgt
)}
+ 1
δ
E
{
F
(
r
2
− Z˜T(Uφ0+δhφ − Uφ0)+ δht
)
− F
(
r
2
− Z˜T(Uφ0+δgφ − Uφ0)+ δgt
)}
.
The goal is to take the limit w.r.t δ for this expression which in this case is the same as derivative w.r.t. δ. We recall that
A(Z˜) = (Z˜TUφ0−pi/2, 1)T, and derivate under the expectation (DCT) as follows.
lim
δ↓0
1
δ
E(mθ0+δg − mθ0+δh)2 = E
{
f
(
− r
2
)
hTA(Z˜)− f
(
− r
2
)
gTA(Z˜)
}
+ E
{
f
(
r
2
)
hTA(Z˜)− f
(
r
2
)
gTA(Z˜)
}
= 2f
(
r
2
)
E
[
(h− g)TA(Z˜)
]
,
since f (x) = f (−x). Now, consider the case where W(δ) < Wh(δ) then we get the variance given in (11)
2f
(
r
2
)
E|(h− g)TA(Z˜)|.
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A.4. Proof of Theorem 4
Under the premise of the theorem, there exists a constant c such that all sinusoids in the Hough domain are in
[0, 2pi) × [0, c]. By the definition of the HT, for fixed n, θˆr,n is the center of the finite line-segment of length r that crosses
over the maximal number of these sinusoids. Thus, nMr,n(θˆr,n) is the corresponding number of such sinusoids. Now, in order
to shift this estimate to infinity, we should add at least nMr,n(θˆr,n)+ 1 sinusoids at infinity. In particular, in order to shift one
sinusoid (in the parameter space) to infinity we should replace the corresponding point Zi (in the observations space) by a
point at infinity. This point should lie on the same ray crossing the origin and Zi. Thus, the smallest contamination fraction
under which θˆr,n breaks down is (nMr,n(θˆr,n) + 1)/(n + nMr,n(θˆr,n) + 1). Because Mr,n(θˆr,n) a.s.→ Mr(θ0) = ∫ r/2−r/2 f (x)dx (see the
proof for Theorem 1), therefore the result for add(θˆr,n;Zn) follows. For the replacement BP, it is sufficient to note that under
the premise of the theorem at least dnMr,n(θˆr,n)/2e sinusoids should be replaced.
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