Formal Policy Synthesis for Continuous-Space Systems via Reinforcement
  Learning by Kazemi, Milad & Soudjani, Sadegh
Formal Policy Synthesis for Continuous-Space Systems via
Reinforcement Learning
Milad Kazemi and Sadegh Soudjani
School of Computing, Newcastle University
Newcastle upon Tyne, United Kingdom
Abstract. This paper studies data-driven techniques for satisfying temporal properties on un-
known stochastic processes that have continuous spaces. We show how reinforcement learning
(RL) can be applied for computing sub-optimal policies that are finite-memory and determin-
istic. We address properties expressed in linear temporal logic (LTL) and use their automaton
representation to give a path-dependent reward function maximised via the RL algorithm.
We develop theoretical foundations characterising the convergence of the learned policy to the
optimal policy in the continuous space. To improve the performance of the learning on the
constructed sparse reward function, we propose a sequential learning procedure based on a se-
quence of labelling functions obtained from the positive normal form of the LTL specification.
We use this procedure to guide the RL algorithm towards the optimal policy. We show that
our approach can give guaranteed lower bounds for the optimal satisfaction probability. The
approach is demonstrated on a 4-dim cart-pole system and 6-dim boat driving problem.
Keywords: Reinforcement Learning · Continuous-State Stochastic Systems · Linear Tempo-
ral Logic · Limit-Deterministic Bu¨chi Automata · Data-Driven Learning · Model-Free Policy
Synthesis.
1 Introduction
Motivations. Omega-regular languages provide a rich formalism to unambiguously express desired
properties of the system. Linear temporal logic (LTL), as a class of omega-regular languages, is widely
used for task specification such as safety, liveness, and repeated reachability. Synthesising policies
formally for a system to satisfy a specification requires the knowledge of a model of the system.
Extensive techniques are developed in the literature for different classes of models including finite-
space models [2] and continuous-space or hybrid models [20,32,24,30,4,1]. Reinforcement learning
(RL) is a promising paradigm for sequential decision making when a model of the system is not
available or is very hard to construct and analyse. The objective of an RL algorithm is to find
suitable action policies in order to maximise the collected rewards that depend on the states and
actions taken at those states. The RL algorithms are in particular useful when the total collected
reward has an additive structure.
Many objectives including satisfaction of omega-regular properties on stochastic systems do not
admit an equivalent additive reward structure. A natural approach used in the literature (e.g.,
[21]), is to use heuristics for assigning additive rewards and then apply RL algorithms to obtain
a policy. Unfortunately, there is no unique procedure for constructing these rewards and the RL
algorithm results in sub-optimal solutions without any suitable convergence guarantee. Due to all of
these limitations, this is a need to provide data-driven algorithms that do not require any heuristics
and have suitable convergence guarantees to policies that are optimal for satisfaction of temporal
properties.
Related Works. In the last few years, researchers have started developing RL-based policy syn-
thesis techniques in order to satisfy temporal properties. There is a large body of literature in safe
reinforcement learning (see e.g. [10,27]). The problem of learning a policy to maximise the satisfac-
tion probability of a temporal property was first introduced in 2014 [6,9,28]. The work [6] provides a
heuristic-driven partial exploration of the model to find bounds for reachability probability. The work
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[9] uses model-based RL in order to maximise the satisfaction probability of the property expressed
as deterministic Rabin automaton (DRA). Given a Markov decision process (MDP) with unknown
transition probabilities as the model of the system, the algorithms build a probably approximately
correct MDP, which is then composed with the DRA for policy synthesis. The work [28] is limited
to policies that generate traces satisfying the specification with probability one. The provided al-
gorithm needs to compute all the transitions probabilities which in result requires a large memory
usage. This issue is partially addressed in [31] by introducing an actor-critic algorithm that obtains
transition probabilities only when needed in an approximate dynamic programming framework.
A recent breakthrough in the study of equivalent classes of specifications shows that a property
expressed as DRA can be written equivalently as a limit deterministic Bu¨chi automaton (LDBA)
[29]. The equivalent LDBA is used in [14,16] to constraint the learning algorithm and applied to
an unknown finite MDP. The work [12] provide an RL-based policy synthesis for finite MDPs with
unknown transition probabilities. It transforms the specification to an LDBA automaton, and then
construct a parameterised augmented MDP. It shows that the optimal policy obtained by RL for
the reachability probability on the augmented MDP gives a policy for the MDP with a suitable
convergence guarantee. In [5], the authors utilise the LDBA representation, provide a path-dependent
discounting mechanism for the RL algorithm, and prove convergence of their approach on finite
MDPs when the discounting factor goes to one.
The literature on learning algorithms for formal synthesis on continuous-state models is very
limited. To the best of our knowledge, the only works developed for continuous-space stochastic
models are [15,33,20]. The works [15,33] use respectively neural fitted Q-iteration and actor-critic
RL without providing any formal convergence guarantee. The work [20] provides formal error bounds
but applies only to finite-horizon properties.
Main Contributions. We develop theoretical foundations for applying RL algorithms on unknown
continuous-space stochastic models to find optimal policies satisfying an LTL specification. We show
that both upper and lower bounds can be constructed for the optimal satisfaction probability using
reachability specifications. Our proposed approach gives a guaranteed lower bound on the optimal
satisfaction probability regardless of the RL converging to the true optimal policy or a sub-optimal
one. To improve the performance of the learning on the constructed sparse reward function, we show
how to construct a sequence of labelling functions based on the positive normal form of the LTL
specification and use them for guiding the RL algorithm in learning the policy and its associated
value function. This sequential learning is able to find policies for our case studies in less than 1.5
hours but direct learning does not converge in 24 hours.
Our approach extends [20] to all LTL properties instead of finite-horizon properties and does not
require any discretisation or knowledge of the continuity properties of the system. Our approach is
closely related to [12] that discusses only finite MDPs with convergence guarantees. We utilise the
same technique and provide an example that shows such convergence guarantees do not hold for all
continuous-space MDP but require additional assumptions that are difficult to verify. We construct
a guaranteed lower bound that holds for all such models even if the learning algorithm converges to
a local optimum. Our proofs are for general state spaces and do not rely on the properties of the
bottom strongly-connected components of the MDP, thus simplify the ones in [12].
Organisation. Section 2 recalls definition of controlled Markov processes (CMPs) as the unknown
model. We also give linear temporal logic, limit-deterministic automata, and the problem statement
in the same section. Section 3 gives construction of the augmented CMP and the product CMP. It
establishes the relation between the reachability on the augmented CMP and the LTL satisfaction
on the original CMP. Section 4 gives the reward function for reachability on the augmented CMP
that can be used by RL algorithms. It also gives a procedure for guiding the learning task via a
sequence of labelling functions. Finally, Section 5 illustrates our approach on two case studies, a
4-dim cart-pole system and 6-dim boat driving problem.
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2 Preliminaries and Problem Statement
We consider a probability space (Ω,FΩ , PΩ), where Ω is the sample space, FΩ is a sigma-algebra
on Ω comprising subsets of Ω as events, and PΩ is a probability measure that assigns probabil-
ities to events. We assume that random variables introduced in this article are measurable func-
tions of the form X : (Ω,FΩ) → (SX ,FX) from the measurable space (Ω,FΩ) to a measurable
space (SX ,FX). Any random variable X induces a probability measure on its space (SX ,FX) as
Prob{A} = PΩ{X−1(A)} for any A ∈ FX . We often directly discuss the probability measure on
(SX ,FX) without explicitly mentioning the underlying sample space and the function X itself.
A topological space S is called a Borel space if it is homeomorphic to a Borel subset of a Polish
space (i.e., a separable and completely metrisable space). Examples of a Borel space are the Euclidean
spaces Rn, its Borel subsets endowed with a subspace topology, as well as hybrid spaces of the form
Q×Rn with Q being a finite set. Any Borel space S is assumed to be endowed with a Borel sigma-
algebra, which is denoted by B(S). We say that a map f : S → Y is measurable whenever it is Borel
measurable. We denote the set of non-negative integers by N := {0, 1, 2, . . .} and the empty set by
∅.
2.1 Controlled Markov Processes
Controlled Markov processes (CMPs) are a natural choice for physical systems that have three main
features: an uncountable state space that can be continuous or hybrid, control inputs to be designed,
and inputs in the form of disturbance which have certain probabilistic behaviour [7].
We consider CMPs in discrete time defined over a general state space, characterised by the tuple
S = (S,U , {U(s)|s ∈ S}, Ts) , where S is a Borel space as the state space of the CMP. We denote
by (S,B(S)) as the measurable space with B(S) being the Borel sigma-algebra on the state space.
U is a Borel space as the input space of the CMP. The set {U(s)|s ∈ S} is a family of non-empty
measurable subsets of U with the property that K := {(s, u) : s ∈ S, u ∈ U(s)} is measurable in
S×U . Intuitively, U(s) is the set of inputs that are feasible at state s ∈ S. Ts : B(S)×S×U → [0, 1],
is a conditional stochastic kernel that assigns to any s ∈ S and u ∈ U(s) a probability measure
Ts(·|s, u) on the measurable space (S,B(S)) so that for any set A ∈ B(S), Ps,u(A) =
∫
A
Ts(ds|s, u),
where Ps,u denotes the conditional probability P (·|s, u).
u
A
C1
C2
Fig. 1. Cart-pole system with a 4-dim state space. It should stay within the limits specified by C1, always
keep the pole upright in the range C2, and reach the region A.
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Example 1. Consider the cart-pole in Figure 1. The cart moves along a line in either direction. Its
dynamics in discrete time are according to the following 4-dim difference equation:

s1n+1 = s
1
n +∆s
2
n
s2n+1 = s
2
n +∆a3
s3n+1 = s
3
n +∆s
2
n
s4n+1 = s
4
n +∆a2 + ηn,
with

a3 := a1 − la2 cos(s
3
n)
(M +m)
a2 :=
g sin(s3n)− cos(s3n)a1
l( 43 −m(cos(s3n))2/(M +m))
a1 :=
un + l(s
4
n)
2 sin(s3n)
M +m
.
(1)
The states are position s1, velocity s2, pole’s angle s3, and the angular velocity s4. The input un is
the force applied to the cart at time step n. ∆ is the sampling time, M is the mass of the cart, m is the
mass of the pole, l is the half length of the pole, and ηn models the disturbance. The cart has discrete
input and can be either pushed to the left or right with a fixed value, U = {−Fmax, Fmax}. Assuming
that the disturbances are all independent with normal distribution N ( · ; 0, σ2), this system is a CMP
with S = R4, U(s) = U for all s ∈ S, and kernel
Ts(ds¯ | s, u) = N ( ds¯4 ; s4n+ ∆a2 , σ2)δ(ds¯1 ; s1n +∆s2n)
×δ(ds¯2 ; s2n +∆a3)δ(ds¯3 ; s3n +∆s2n),
where δ(· ; a) is the Dirac delta measure centred at a and N (· ; m,σ2) is the normal probability
measure with mean m and variance σ2.
2.2 Semantics of Controlled Markov Processes
The semantics of a CMP is characterised by its paths or executions, which reflect both the history
of previous states of the system and of implemented control inputs. Paths are used to measure the
performance of the system.
Definition 1. A finite path of S is a sequence wn = (s0, u0, . . . , sn−1, un−1, sn), n ∈ N, where
si ∈ S are state coordinates and ui ∈ U(si) are control input coordinates of the path. The space of all
paths of length n is denoted by PATHn := Kn×S. Further, we denote projections by wn[i] := si and
wn(i) := ui. An infinite path of the CMP S is the sequence w = (s0, u0, s1, u1, . . .), where si ∈ S
and ui ∈ U(si) for all i ∈ N. As above, let us introduce w[i] := si and w(i) := ui. The space of all
infinite paths is denoted by PATH∞ := K∞.
Given an infinite path w or a finite path wn, we assume below that si and ui are their state
and control coordinates respectively, unless otherwise stated. For any infinite path w ∈ PATH∞, its
n-prefix (ending in a state) wn is a finite path of length n, which we also call n-history. We are now
ready to introduce the notion of control policy.
Definition 2. A policy is a sequence ρ = (ρ0, ρ1, ρ2, . . .) of universally measurable stochastic kernels
ρn [3], each defined on the input space U given PATHn and such that for all wn ∈ PATHn with n ∈ N,
ρn(U(sn)|wn) = 1. The set of all policies is denoted by Π.
Given a policy ρ ∈ Π and a finite path wn ∈ PATHn, the distribution of the next control
input un is given by ρn(·|wn) and is supported on U(sn) (i.e., the chance of selecting an invalid
input at sn is zero). For a CMP S, any policy ρ ∈ Π together with an initial probability measure
α : B(S)→ [0, 1] of the CMP induce a unique probability measure on the canonical sample space of
paths [17] denoted by P ρα with the expectation Eρα. When the initial probability measure is supported
on a single point, i.e., α(s) = 1, we write P ρs and Eρs in place of P ρα and Eρα, respectively. We denote
the set of probability measures on (S,B(S)) by D. Implementation of a general policy requires an
infinite memory. In this work, we restrict our attention to the class of policies that depend on the
paths via a finite memory.
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Definition 3. A finite-memory policy for S is a tuple ρf := (Sˆ, sˆ0, Tp, To), where Sˆ is the state
space of ρf , sˆ0 ∈ Sˆ is the initial state, Tp : Sˆ ×S ×B(S)→ [0, 1] is the stochastic kernel for updating
the state, and To : Sˆ × S × B(U) → [0, 1] is the output kernel such that To(U(s) | sˆ, s) = 1 for all
sˆ ∈ Sˆ and s ∈ S. We denote the set of such policies by Πf ⊂ Π.
There is a special class of policies called positional that do not need a memory state as defined
next.
Definition 4. A policy ρ is positional if there is a stochastic kernel C : S ×B(U)→ [0, 1] such that
at any time epoch n ∈ N, the input un is taken from the probability measure C(·|sn). Namely, the
output kernel To(·|sˆ, s) in Definition 3 is independent of sˆ. We denote the class of positional policies
by Πp ⊂ Πf and a positional policy just by the kernel C ∈ Πp.
Designing optimal finite-memory policies to satisfy a specification on S can be reduced to finding
an optimal positional policy for satisfying a specification on an extended model S′. This is formally
proved in Section 3. Next we define the class of specifications used in this paper.
2.3 Linear Temporal Logic
Linear temporal logic (LTL) provides a high-level language for describing the desired behaviour of
a process. Formulas in this logic are constructed inductively by using a set of atomic propositions
and combining them via Boolean operators. Consider a finite set of atomic propositions AP that
defines the alphabet Σ := 2AP. Thus, each letter of this alphabet evaluates a subset of the atomic
propositions as true. Composed as an infinite string, these letters form infinite words defined as
ω = ω0, ω1, ω2, . . . ∈ ΣN. These words are connected to paths of CMP S via a measurable labelling
function L : S → Σ that assigns letters α = L(s) to state s ∈ S. That is, infinite paths w =
(s0, u0, s1, u1, . . .) are mapped to the set of infinite wordsΣ
N, as ω = L(w) := (L(s0), L(s1), L(s2), . . .).
Definition 5. An LTL formula over a set of atomic propositions AP is constructed inductively as
ψ ::= true | false | p | ¬p |ψ1 ∧ ψ2 |ψ1 ∨ ψ2 |©ψ |ψ1 U ψ2 |ψ1 R ψ2, p ∈ AP, (2)
with ψ1, ψ2, ψ being LTL formulas.
Let ωn = (ωn, ωn+1, ωn+2, . . .) be a postfix of ω. The satisfaction relation is denoted by ω  ψ
(or equivalently ω0  ψ) and is defined recursively as follows
– ωn  true always hold and ωn  false does not hold.
– An atomic proposition, ωn  p for p ∈ AP holds if p ∈ ωn.
– A negation, ωn  ¬p, holds if ωn 2 p.
– A logical conjunction, ωn  ψ1 ∧ ψ2, holds if ωn  ψ1 and ωn  ψ2.
– A logical disjunction, ωn  ψ1 ∨ ψ2, holds if ωn  ψ1 or ωn  ψ2.
– A temporal next operator, ωn ©ψ, holds if ωn+1  ψ.
– A temporal until operator, ωn  ψ1 U ψ2, holds if there exists an i ∈ N such that ωn+i  ψ2,
and for all j ∈ N, 0 ≤ j < i, we have ωn+j  ψ1.
– A temporal release operator is dual of the until operator and is defied as ωn  ψ1 R ψ2 if
ωn 2 ¬ψ1 U ¬ψ2.
In addition to the aforementioned operators, we can also use eventually ♦, and always  operators
as ♦ψ := (true U ψ) and ψ := false R ψ.
Remark 1. The above definition is the canonical form of LTL and is called positive normal form
(PNF), in which negations only occur adjacent to atomic propositions. If this is not the case, it is
possible to construct an equivalent formula [2, Theorem 5.24] in the canonical form in polynomial
time as a function of the length of the formula. We utilise the canonical form in Section 4.1 to
construct a sequence of learning procedures that guides the optimal policy learning problem.
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Example 1 (Continued). The cart in Figure 1 should stay within the limits specified by C1, always
keep the pole upright in the range C2, and reach the region A. We can express this requirement as
the LTL specification
ψ = ♦a ∧(c1 ∧ c2) (3)
with AP = {a, c1, c2} and the labelling function L with a1 ∈ L(s) if the cart is inside A, c1 ∈ L(s) if
the cart is inside C1, and c2 ∈ L(s) if the pole angle is inside the specified range of C2.
2.4 Problem Statement
We are interested in the probability that an LTL specification ψ can be satisfied by paths of a CMP
S under different policies. Suppose a CMP S = (S,U , {U(s)|s ∈ S}, Ts), an LTL specification ψ over
the alphabet Σ, and a labelling function L : S → Σ are given. An infinite path w = (s0, u0, s1, u1, . . .)
of S satisfies ψ if the infinite word ω = L(w) ∈ ΣN satisfies ψ. We denote such an event by S |= ψ
and will study the probability of the event.
Remark 2. In general, one should use the notation S |=Lψ to emphasise the role of labelling function
L in the satisfaction of ψ by paths of S. We eliminate the subscript L with the understanding that
it is clear from the context. We add the labelling function in Section 4.1 when discussing multiple
labelling functions for evaluation of S |= ψ.
Given a policy ρ ∈ Πf and initial state s ∈ S, we define the satisfaction probability as f(s, ρ) :=
P ρs (S |= ψ), and the supremum satisfaction probability f∗(s) := supρ∈Πf P ρs (S |= ψ).
Problem 1 (Policy Synthesis for LTL). Given S, LTL specification ψ, and labelling function L, find
an optimal policy ρ∗ ∈ Πf along with f∗(s) s.t. P ρs (S |= ψ) = f∗(s).
Measurability of the set {S |= ψ} in the canonical sample space of paths under the probability
measure P ρs is proved in [30]. The function f
∗(s) is studied in [30] with an approximation procedure
presented in [24]. These works are for fully known S and only for Bu¨chi conditions where the system
should visit a set B ⊂ S infinitely often. This condition is denoted by ψ = ♦B.
Problem 2 (Policy Synthesis for Bu¨chi Conditions). Given S, a set of accepting states B ∈ B(S),
find an optimal positional policy ρ∗ ∈ Πp along with g∗(s) s.t. P ρ∗s (S |= ♦B) = g∗(s).
Remark 3. We have restricted our attention to finite-memory policies in Problem 1. This is due
to the fact that proving existence of an optimal policy ρ∗ ∈ Π is an open problem. We note that
existence of -optimal policies is already proved [22,8].
We prove in Section 3 that Problems 1-2 are closely related: in order to find a solution for
Problem 1, we can find a solution for Problems 2 on another CMP with an extended state space.
2.5 Limit-Deterministic Bu¨chi Automata
Satisfaction of LTL formulas can be checked on a class of automata called Limit-Deterministic
Bu¨chi Automata (LDBA). Construction of the LDBA from an LTL formula is presented in [29] with
available tool Rabinizer [19].
Definition 6 (LDBA). an LDBA is a tuple A = (Q,Σ, δ, q0,Acc), where Q is a finite set of states,
Σ is a finite alphabet, δ : Q × (Σ ∪ {}) → 2Q is a partial transition function, q0 ∈ Q is an initial
state, and Acc ⊂ Q×Σ ×Q is a set of accepting transitions. The transition function δ is such that
it is total for all (q, ω) ∈ Q × Σ, i.e., |δ(q, ω)| = 1 for all ω 6=  and q ∈ Q. Moreover, there is a
partition {QN , QD} for Q such that
– δ(q, ) = ∅ for all q ∈ QD, i.e., the -transitions can only occur in QN .
– δ(q, ω) ⊂ QD for all q ∈ QD and ω ∈ Σ, i.e., the transitions starting in QD remain in QD.
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– Acc ⊂ QD ×Σ ×QD, the accepting transitions start only in QD.
Remark 4. The partitions QN and QD can be thought of as non-deterministic and deterministic
part of the automaton A. The above definition is slightly different than the definition used in [12]
that allows non-deterministic transitions originating from QN , i.e., for any q ∈ QN , δ(q, ω) is allowed
to have at most one element in QN and other elements in QD. This non-deterministic behaviour is
modelled in our definition via the spurious alphabet , which is the result of construction proposed in
[29]. Note that the LDBA can have more than one -transitions (q, , q′) with q ∈ QN and q′ ∈ QD.
We can associate to an infinite word ω = (ω0, ω1, ω2, . . .) ∈ (Σ∪{})N, a path r = (q0, ω0, q1, ω1, q2, . . .)
to A such that q0 is the initial state of A and qn+1 ∈ δ(qn, ωn) for all n ∈ N. Such a path always exists
when ω ∈ ΣN. Let us denote by inf(r) as the set of transitions (q, ω, q′) appearing in r infinitely
often. We say the word ω is accepted by A if it has a path r with inf(r) ∩ Acc 6= ∅. The accepting
language of A is the set of words accepted by A and is denoted by L(A).
3 Augmented CMP with Reachability Specification
In this section we discuss approximating solutions of Problems 1-2 using reachability specifications.
3.1 The Augmented CMP
Given S = (S,U , {U(s)|s ∈ S}, Ts) and a set of accepting states B ⊂ S, we construct an augmented
CMP Sζ =
(
Sζ ,U , {Uζ(s)|s ∈ Sζ}, T ζs
)
that has an additional dummy state φ, Sζ := S∪{φ} and the
same input space U . The set of valid inputs Uζ(s) is the same as U(s) for all s ∈ S and Uζ(φ) = U .
The stochastic kernel of Sζ is a modified version of Ts as T
ζ
s (A|s, u) = [1− (1− ζ)1B(s)]Ts(A|s, u),
T ζs (φ|s, u) = (1− ζ)1B(s), and Ts(φ|φ, u) = 1, for all A ∈ B(S), s ∈ S and u ∈ Uζ(s). In words, T ζs
takes the same Ts, adds a sink state φ, and for any accepting state s ∈ B, the process will jump to
φ with probability (1− ζ). It also normalises the outgoing transition probabilities of accepting ones
with ζ. We establish a relation between S and Sζ regarding satisfaction of Bu¨chi conditions under
the following assumption.
Assumption 1 For S and a set B, define the random variable τB as the number of times the set B
is visited in paths of S conditioned on having it as a finite number. The quantity τ∗B := supρ Eρs(τB)
is bounded for any s ∈ S.
Theorem 1. Given S satisfying Assumption 1 and for any positional policy ρ on S, there is a
positional policy ρ¯ on Sζ such that
P ρ¯s (Sζ |= ♦φ)− (1− ζ)Eρs(τB) ≤ P ρs (S |= ♦B) ≤ P ρ¯s (Sζ |= ♦φ). (4)
For any ρ¯ on Sζ , there is ρ on S such that the same inequality holds.
Proof. The mapping from ρ¯ to ρ is by restricting its domain to S: ρ(·|s) = ρ¯(·|s) for all s ∈ S.
The mapping from ρ to ρ¯ is by extending the domain of ρ with an arbitrary input choice at φ:
ρ¯(·|s) = ρ(·|s) for all s ∈ S and ρ¯(·|φ) = δu(·) for some u ∈ U .
To prove the right-hand side of (4), we show that P ρ¯s (Sζ |= ¬φ) ≤ P ρs (S |= ♦¬B). A path of
S satisfying ♦¬B will take accepting states from B only a finite number of times. We decompose
the event S |= ♦¬B into a set of disjoint events ∪∞n=0An, where An indicates the paths that visit
the accepting states exactly n times. Similarly, we decompose the event Sζ |= ¬φ into ∪∞n=0Bn,
where Bn indicates the paths of Sζ that visit the accepting states in B exactly n times and do not
visit φ. Then we have
P ρ¯s (Sζ |= ¬φ)
(∗)
= P ρ¯s (∪∞n=0Bn) =
∑∞
n=0 P
ρ¯
s (Bn) =
∑∞
n=0 ζ
nP ρs (An)
≤∑∞n=0 P ρs (An) = P ρs (∪∞n=0An) = P ρs (S |= ♦¬B).
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Note that equality (∗) is true since the probability that paths of Sζ visit B infinitely often and do
not visit φ is zero. The left-hand side of (4) is proved as follows:
P ρs (S |= ♦¬B)− P ρ¯s (Sζ |= ¬φ) =
∑∞
n=0 P
ρ
s (An)−
∑∞
n=0 ζ
nP ρs (An)
=
∑∞
n=0(1− ζn)P ρs (An) ≤
∑∞
n=0 n(1− ζ)P ρs (An)
= (1− ζ)∑∞n=0 nP ρs (τB = n)(1− P ρs (S |= ♦B)) ≤ (1− ζ)Eρs(τB).

The above theorem shows that the probability of satisfying a Bu¨chi condition with accepting set
B ⊂ S by S is upper bounded by the probability of reaching φ in Sζ . It also establishes a lower
bound but requires knowing the value of Eρs(τB).
Corollary 1. Under Assumption 1, P ρ¯s (Sζ |= ♦φ) converges to P ρs (S |= ♦B) from above when ζ
converges to one from below. Moreover, the rate of convergence is at least linear with (1− ζ).
Inequalities of Theorem 1 can be extended to optimal satisfaction probabilities as stated in the
next theorem.
Theorem 2. For any S satisfying Assumption 1, we have
sup
ρ¯
P ρ¯s (Sζ |= ♦φ)− (1− ζ)τ∗B ≤ sup
ρ
P ρs (S |= ♦B) ≤ sup
ρ¯
P ρ¯s (Sζ |= ♦φ). (5)
Proof. The proof of this theorem is by taking the supremum of the quantities in (4) with respect to
ρ and ρ¯ with a proper order and is relegated to the appendix (Section 7.1).
Next example highlights the need for Assumption 1 on S to get the linear convergence. Such an
assumption holds for all S with finite state spaces as used in [12,5] but it may not hold for S with
infinite state spaces.
Example 2. In order to show the importance of boundedness assumption on Eρs(τB), consider the
S presented in Figure 2, which has a countable state space {1, 2, 3, . . .} and the input space is
singleton. S starts at state s = 2. The state 1 is absorbing. From any other state n, it jumps to
state 1 with probability 1n and to state (n+1) with probability
n−1
n . Take the set of accepting states
B = {3, 4, 5, . . .}. Eρs(τB) is unbounded for S:
Eρs(τB) =
∞∑
n=1
n× 1
2
× 2
3
× 3
4
× · · · n
n+ 1
× 1
n+ 2
=
∞∑
n=1
n
(n+ 1)(n+ 2)
=∞.
It can be easily verified that
P ρs (S |= ♦B) =
1
2
× 2
3
× 3
4
× 4
5
× · · · = 0
P ρ¯s (Sζ |= ♦φ) = (1− ζ)
[
1 +
1
2
ζ +
1
3
ζ2 +
1
4
ζ3 + . . .
]
=
−(1− ζ) ln(1− ζ)
ζ
.
The conclusion of Corollary 1 still holds, but the convergence is not linear.
The lower bound in (5) is useful for showing convergence when ζ → 1−, but it is not beneficial
from the computational perspective since it depends on the unknown value of τ∗B . We can get a
lower bound independent of τ∗B if we apply the theorem to the negation of a specification. In the
next subsection, we only use the right-hand side of the inequality in Theorem 1 to give both an
upper bound and a lower by constructing two augmented CMPs.
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1
. . .
1
2
1
6
1
5
1
4
1
3
1
2
6
7
5
6
4
5
3
4
2
3
1
7
1
Fig. 2. A CMP with space {1, 2, 3, . . .}, a single input and accepting states B = {3, 4, 5, . . .}. Its augmented
CMP Sζ does not show convergence with a linear rate.
3.2 The Product CMP
The product of a CMP and an LDBA is used in the literature, e.g., [12,5,16]. We provide this
construction for continuous-space CMPs.
Definition 7. The product CMP S⊗ = (S⊗,U⊗, {U⊗(x)|x ∈ S⊗}, T ⊗x ) of an CMP (S,U , {U(s)|s ∈
S}, Ts) and an LDBA A = (Q,Σ, δ, q0,Acc) is defined as follows: S⊗ := S ×Q is the set of states,
U⊗ := U ∪ A with A := {q|q ∈ Q} is the set of actions. The valid input sets are U⊗(s, q) = U(s)
if δ(q, ) = ∅ and U⊗(s, q) = q′ if q′ ∈ δ(q, ). The stochastic kernel is defined as
T ⊗x (A× {q′}|s, q, u) :=

Ts(A|s, u) if q′ = δ(q, L(s) and u ∈ U(s)
1A(s) if q
′ = δ(q, ) and u = q′
0, otherwise,
where 1A(s) is the indicator function of the set A.
Any distribution α : B(S) → [0, 1] for the initial state of S induces an initial distribution α⊗ :
B(Sˆ)→ [0, 1] with α⊗(A× {q}) := α(A) for any A ∈ B(S) and q = q0, and zero otherwise. The set
of accepting states in the product CMP S⊗ is
Acc⊗ = {(s, q) | (q, L(s), q′) ∈ Acc, q′ = δ(q, L(s))} . (6)
We say the path w⊗ of S⊗ satisfies the Bu¨chi condition ψB if the number of states in Acc⊗ visited
by the path is not finite (the set is visited infinitely often).
Lemma 1. Any positional policy on S⊗ can be translated into a finite-memory policy for S. More-
over, the class of finite-memory policies are sufficient for solving Problem 1 if an optimal policy
exists.
Proof. The LDBA A and any positional policy C can be used to construct a finite-memory policy
ρf = (Sˆ, sˆ0, Tp, To) for S as defined in Definition 3. Sˆ will be the state space of A, sˆ0 its initial state,
Tp its transition function combined with the labelling function, and To the positional policy C.
Due to the first part of the lemma, to show that finite-memory policies are sufficient for solving
Problem 1, it is sufficient to show that positional policies are sufficient for solving problem 2. The
Bu¨chi condition ψB is as a special case of two-player zero-sum stochastic games. More specifically,
P ρs (S |= ♦B) = P ρs
(
lim sup
n
1B(sn) = 1
)
= Eρs
[
lim sup
n
1B(sn)
]
. (7)
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Therefore, solving Problem 2 is equivalent to solving a two-player game with limsup payoff [23],
where one player is maximising (7) by choosing a policy and the other player has a singleton choice.
This class of games is studied in [8] for continuous-spaces and it is proved that if the problem admits
an optimal policy, it has a positional policy. 
Due to Lemma 1, we focus in the next section on finding positional policies for the product CMP
using reinforcement learning. Next theorem is one of the main contributions of the paper that
formalises a lower bound on the optimal satisfaction probability.
Theorem 3. For any S, specification ψ, labelling function L, and any s ∈ S,
1− inf
ρ¯
P ρ¯s,q0(S
⊗
1ζ |= ♦φ) ≤ sup
ρ
P ρs (S |= ψ) ≤ sup
ρ¯
P ρ¯s,q0(S
⊗
2ζ |= ♦φ), (8)
where S⊗1ζ and S
⊗
2ζ are the augmented CMPs constructed for the products of S with A¬ψ and Aψ,
respectively.
Proof. The second inequality is immediate from Theorem 2, the product construction, and Lemma 1.
For the first inequality, define S⊗1 as the product of S and A¬ψ with accepting states Acc⊗1 . Then,
P ρs (S |= ψ) = 1− P ρs (S |= ¬ψ)
(∗)
= 1− P ρs,q0(S⊗1 |= ♦Acc⊗1 )
(∗∗)
≥ 1− P ρ¯s,q0(S⊗1ζ |= ♦φ),
where (∗) follows from the product construction and (∗∗) from Theorem 2. Taking supremum w.r.t.
ρ and then w.r.t. ρ¯ concludes the proof of (8). 
In the next section, we focus on the computation of the right-hand side of (8) using RL. The
left-hand side is computed similarly.
4 Reinforcement Learning for Sub-optimal Policies
We have shown that Problem 1 can be reduced to Problem 2 on a product CMP, which then can
be approximated using reachability objectives as shown in (8). The reachability probability can be
seen as an average reward criterion
P ρ¯s (Sζ |= ♦φ) = lim
N→∞
1
N + 1
Eρ¯s
N∑
n=0
R(sn), (9)
with the reward function R : Sζ → R defined as R(s) = 1 for s = φ and R(s) = 0 otherwise. It can
alternatively be written with a total (undiscounted) additive reward criterion by assigning reward
one to the first visit of the φ and zero otherwise. Both cases can be computed by RL algorithms
whenever the model of the CMP is not known or is hard to analyse. Any off-the-shelf RL algorithm
for continuous systems can be used to learn a policy. Note that for a general LTL specification, the
reward function R is state dependent on the product CMP, but it becomes path dependent when
interpreted over the original CMP through the LDBA of the specification.
Advantage Actor-Critic RL. RL algorithms are either value based or policy based. In value-based
RL, the algorithm tries to maximise a value function that is a mapping between a state-input pair
and a value. Policy-based RL tries to find the optimal policy without using a value function. The
policy-based RL has better convergence and effectiveness on high dimensions or continuous state
spaces, while value-based RL is more sample efficient and steady. The intersection between these
two categories is the actor-critic RL, where the goal is to optimise the policy and the value function
together. It optimises the policy and value function as a function of state. We use in this paper
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the Advantage Actor-Critic RL (A2C) [25] that takes the value function as a baseline. It makes the
cumulative reward smaller by subtracting it with the baseline, thus have smaller gradients and more
stable updates. It works better in comparison with other actor-critic RL in terms of the stability
of the learning process and lower variance. An implementation of A2C is available in MATLAB.
We have taken this implementation and adapted it to be applicable to the augmented CMP S⊗ζ .
A pseudo algorithm of our approach based on the A2C is provided in the appendix (Section 7.2,
Alg. 2) which computes an Actor network µ(s, q|θµ) for the policy and a Critic network Q(s, q|θQ)
for the value generated by applying that policy.
4.1 Specification-Guiding Learning
The reward function R used in (9) is sparse and it slows down the learning. To improve the learning
performance, we give an algorithm that sequentially trains the Actor and Critic networks and guides
the learning process by a sequence of labelling functions defining satisfaction of the specification with
different relaxation degrees. This sequential training has a similar spirit as the approach of [21]. The
novelty of our algorithm is in constructing a sequence of labelling functions that automatically
encode the satisfaction relaxation, thus requires Actor and Critic networks with fixed structures.
Relaxed labelling functions. We denote the elements of the alphabet by Σ = {Σ1, . . . , Σm}. The
labelling function L : S → Σ induces a partition of the state space {S1, S2, . . . , Sm} such that
Si := L
−1(Σi), S = ∪ni=1Si, and Si ∩ Sj = ∅ for all i 6= j. Define the r-expanded version of a set
S ⊂ S by
S+r := {s ∈ S | ∃s′ ∈ S with ‖s− s′‖∞ ≤ r}, (10)
for any r ≥ 0, where ‖ · ‖∞ is the infinity norm. Define the r-relaxed labelling function Lr : S → 2Σ
with
Lr(s) := {Σi | L(Si) = Σi and s ∈ S+ri }, for all s ∈ S. (11)
Theorem 4. The relaxed labelling functions Lr are monotonic with respect to r, i.e., for any 0 ≤
r ≤ r′ and L, we have {L(s)} = L0(s) ⊂ Lr(s) ⊂ Lr′(s).
Specification interpreted over Σ. We interpret the specification ψ over the letters in Σ instead of the
atomic propositions in AP. For this, we take the PNF form of ψ and replace an atomic proposition
p by ∨i{Σi | p ∈ Σi}. We also replace ¬p by ∨i{Σi | p /∈ Σi}. Let us denote this specification in PNF
with the letters {Σ1, . . . , Σm} treated as atomic propositions ψ¯. We can construct its associated
LDBA A¯ψ as discussed in Section 2.5,
A¯ψ := (Q¯, 2Σ , δ¯, q¯0,Acc). (12)
Theorem 5. For any 0 ≤ r ≤ r′ and L, we have
{S |=Lψ} =
{
S |=L0 ψ¯
} ⊂ {S |=Lr ψ¯} ⊂ {S |=Lr′ ψ¯} , (13)
where Lr is the r-relaxed labelling function defined in (11), and ψ¯ is the specification ψ in PNF and
interpreted over Σ.
Proof. The claim follows inductively on the structure of ψ in its PNF. All the operators in PNF are
monotonic with respect to satisfaction of their sub-formulas. Therefore, if (13) holds for ψ1 and ψ2,
it is also true for ψ1 ∨ ψ2, ψ1 ∧ ψ2, ©ψ1 ψ1 U ψ2, and ψ1 R ψ2. The claim is also true on atomic
propositions and their negations due to Theorem 4. 
A pseudo algorithm for the specification-guided learning is provided in Alg. 1 that is based on
repeatedly applying an RL algorithm to S using a sequence of r-relaxed labelling functions. The
algorithm starts by applying RL (e.g., Alg. 2) to the most relaxed labelling function Lrm . Then it
repeatedly fixes the actor network (the policy) by setting its learning rate to zero (Step 6), runs
Alg. 2 on the next most relaxed labelling function to update the Critic network that gives the total
reward (Step 7), and uses these two networks as initialisation for running Alg. 2 to optimise both
Actor and Critic networks (Step 9).
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Algorithm 1: Specification-Guided Learning
input : CMP S as a black box, specification ψ, labelling function L : S → Σ
output: Actor network µ(s, q|θµ) and Critic network Q(s, q|θQ)
1 Select hyper-parameters rm > rm−1 > . . . r1 > r0 = 0
2 Compute r-relaxed labelling functions Lri : S → 2Σ according to (11)
3 Compute LDBA A¯ψ as discussed for (12)
4 Run RL (Alg. 2) with (S, A¯ψ, Lrm) to get Actor and Critic networks µ(s, q|θµ) and Q(s, q|θQ)
5 for i = m to 1 do
6 Fix parameters θµ of the Actor network by setting its learning rate to zero
7 Run RL (Alg. 2) with Lri−1 to train only the Critic network
8 Change the learning rate of Actor back to normal
9 Run RL (Alg. 2) with Lri−1 and initial parameters obtained in Steps 6–7
10 end
Remark 5. The main feature of Alg. 1 is that the structure of the LDBA A¯ψ is fixed through
the entire algorithm and only the labelling function (thus the reward function) is changed in each
iteration.
We presented Alg. 1 for the computation of the right-hand side of (8). The lower bound in (8)
is computed similarly. The only difference is that the LDBA is constructed using ¬ψ. The reward
function should assign zero to φ and one to all other states. The r-relaxed labelling functions in (11)
can be used for guiding the computation of the lower bound.
5 Case Studies
To demonstrate our model-free policy synthesis method, we first apply it to the cart-pole system
of Example 1 and then discuss the results on a 6-dim boat driving problem. The algorithms are
implemented in MATLAB R2019a on a 64-bit machine with an Intel Core(TM) i7 CPU at 3.2 GHz
and 16 GB RAM.
5.1 Cart-Pole System
We use negation of the specification (3) to get a guaranteed lower bound on the optimal satisfaction
probability. We set the safe interval C2 = [−12◦, 12◦] for the angle, safe range C1 = [−1, 1] and reach
set A = [0.4, 1] in meters for the location. We first directly apply A2C RL to the specification (3)
and set the timeout of 24 hours. The RL does not converge to a policy within this time frame. Note
that it is a very challenging task to keep the pole upright and at the same time move the cart to
reach the desired location.
We then apply Alg. 1 by using the expanded sets A+i = [αi, 1] with αi ∈ {−1, 0.01, 0.4} for
defining the relaxed labelling functions Li. We select the Actor network to have 7 inputs (4 real
states and 3 discrete states of the automaton) and 2 outputs. It also has two fully-connected hidden
layers each with 7 nodes. The Critic network has the same number of of inputs as Actor network, one
output, and one fully-connected layer with 7 nodes. We also set ζ = 0.999, learning rate 8 × 10−4,
and episode horizon N = 500.
Our sequential learning procedure successfully learns the policy within 44 minutes and gives the
lower bound 0.9526 for satisfaction probability (according to Theorem 3). Figure 3 shows cart’s
position (left) and pole’s angle (right) for 50, 000 trajectories under the learned policy. The grey
area is an envelop for these trajectories, their mean is indicated by the solid line and the standard
deviation around mean is indicated by dashed lines. Only 515 trajectories (1.03%) go outside of the
safe location [−1, 1] or drop the pole outside of the angle interval [−12◦, 12◦]. All trajectories reach
the location [0.4, 1]. The histogram of the first time the trajectories reach this interval is presented
in Figure 4, which shows majority of the trajectories reach this interval within 150 time steps.
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Using Hoeffding’s inequality,1 we get that the true satisfaction probability under the learned
policy is in the interval [0.975, 1] with confidence 1− 4× 10−10. This is in line with the lower bound
0.9526 computed by the RL.
Fig. 3. Cart-pole system. Cart’s position (left) and pole’s angle (right) for 50, 000 trajectories under the
learned policy. The grey area is an envelop for these trajectories, their mean is indicated by the solid line and
the standard deviation around mean is indicated by dashed lines. Only 515 trajectories (1.03%) go outside
of the safe location [−1, 1] or drop the pole outside of the angle interval [−12◦, 12◦].
Fig. 4. Cart-pole system. Histogram of the first
time the trajectories reach the interval [0.4, 1]. A
majority of the trajectories reach this interval within
150 time steps.
Fig. 5. Boat driving problem. The satisfaction
probability as a function of the initial position y0
of the boat for the policies learned with labelling
functions Li, i ∈ {0, 1, 2, 3, 4}.
1 Hoeffding’s inequality asserts that the tail of the binomial distribution is exponentially decaying:
Prob(H ≥ (p + ε)N) ≤ exp(−2ε2N) for all ε > 0 with the number of trials N , the success probabil-
ity p, and the observed number of successes H.
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5.2 Boat Driving Problem
The objective in the boat driving problem is to design a policy for driving a boat from the left bank
to the right bank quay in a river with strong nonlinear current. Variations of this problem have
been used in the literature (see e.g. [26]). We use a more general version presented in [18] with the
dynamics reported in the appendix (Section 7.3). The model has six continuous states including x
and y coordinates for the location both in the interval [0, 200]. The boat starts its journey from the
left bank of the river x0 = 0 and y0 ∈ [60, 100] and should reach the right bank of the river xn = 200
and yn ∈ [95, 105] for some n. There is a nonlinear stochastic current with unknown distribution
affecting the location of the boat.
Direct application of A2C RL does not converge to a policy within 24 hours. We then apply
Alg. 1 with labelling functions L4, L3, L2, L1, L0 respectively with the target range [50, 150], [80, 120],
[85, 115], [90, 110], and [95, 105]. We also adaptively increase the value of ζ to get better lower bounds
on the satisfaction probability: ζ4 = 0.9950, ζ3 = 0.9965, ζ2 = 0.9980, ζ1 = 0.9995, and ζ0 = 0.9999.
The results of this sequential learning procedure are presented in Fig. 5 as a function of the initial
position of the boat. The learning rate is set to 8× 10−4 and the computational time is 70 minutes.
The results show that the lower bound on satisfaction probability is monotonically increasing for all
initial positions of the boat when ζ approaches one.
In order to validate the computed lower bound, we took the initial position (x0, y0) = (0, 80)
and obtained 50,000 trajectories. All trajectories reach the target location. Based on Hoeffding’s
inequality, the true probability is in the interval [0.99, 1] with confidence 5 × 10−5, which confirms
the lower bound 0.9810 computed by RL.
6 Future Work
We showed that formal policy synthesis for unknown continuous-space stochastic systems against
linear temporal logic specifications can be approximated by applying reinforcement algorithms to
the data from the system synchronised with the automation of the specification. We provided an
approach that gives guaranteed lower bound on the satisfaction probability using the negation of
the specification with a suitable reward function. We improved the performance of the learning by
a sequential learning algorithm using relaxed versions of the specification. Our direction for future
work is to develop a tool that automates the algorithms of this paper and study the relation with
discounting reward functions [5] in the provided guarantee.
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7 Appendix
7.1 Proof of Theorem 2
P ρs (S |= ♦B) ≤ P ρ¯s (Sζ |= ♦φ) ≤ sup
ρ¯
P ρ¯s (Sζ |= ♦φ),
⇒ P ρs (S |= ♦B) ≤ sup
ρ¯
P ρ¯s (Sζ |= ♦φ), ∀ρ.
The first inequality is due to (4) and the second one is due to the definition of supremum. We now
take supremum of both sides with respect to ρ to get
sup
ρ
P ρs (S |= ♦B) ≤ sup
ρ¯
P ρ¯s (Sζ |= ♦φ).
The second inequality is proved similarly. Note that
P ρ¯s (Sζ |= ♦φ) ≤ P ρs (S |= ♦B) + (1− ζ)Eρs(τB)
≤ sup
ρ
P ρs (S |= ♦B) + (1− ζ) sup
ρ
Eρs(τB)
⇒ P ρ¯s (Sζ |= ♦φ) ≤ sup
ρ
P ρs (S |= ♦B) + (1− ζ)τ∗B , ∀ρ¯.
The first inequality is due to (4) and the second one is due to the definition of supremum. We now
take supremum of both sides with respect to ρ¯ to get
sup
ρ¯
P ρ¯s (Sζ |= ♦φ) ≤ sup
ρ
P ρs (S |= ♦B) + (1− ζ)τ∗B .

7.2 Pseudo Algorithm for A2C Learning on the Augmented CMP
A pseudo algorithm of our approach based on the A2C is provided in Alg. 2. The inputs of the
algorithm are S as a black box that generates the data, the specification ψ, and the labelling
function L. The algorithm outputs two neural networks µ(s, q|θµ) and Q(s, q|θQ) for the actor and
for the critic, respectively. µ(s, q|θµ) is the policy on the product space and Q(s, q0|θQ) is the
learned probability values as a function of initial state of S. The hyper-parameters of the algorithm
are ζ < 1, episode number, episode horizon, and neural network architectures for Actor and Critic.
In each learning episode, data is gathered from the CMP under the policy µ (Steps 6,8,13). The
associated paths of the LDBA Aψ is also computed (Step 14) and the total reward is obtained
depending on the samples from a Bernoulli random variable modelling the effect of ζ (Steps 17,18).
This information is used to update the parameters of the Actor and Critic networks for next episode
(Step 22).
Note that the set of valid inputs Uζ(s, q) is state dependent. We encode this in the Actor network
by penalising the invalid inputs and freezing the state of the CMP if such inputs are taken. We also
use a technique called hot-encoding [11,13] to make the neural networks suitable for combination of
both discrete (q) and continuous (s) values.
7.3 Dynamics in the Boat Driving Problem
The new position of the boat are
xn+1 = min(200,max(0, xn + vn+1 cos(δn+1)))
yn+1 = min(200,max(0, yn − vn+1 sin(δn+1)− E(xn+1, ηn+1))). (14)
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Algorithm 2: Maximising P ρ¯s (S
⊗
ζ |=♦φ) using Advantage Actor-Critic RL
input : CMP S as a black box, LTL specification ψ, labelling function L
output: Actor network µ(s, q|θµ) and Critic network Q(s, q|θQ)
1 Select hyper-parameters: ζ < 1, episode number, episode horizon, neural network architectures for
Actor and Critic
2 Convert ψ to an LDBA Aψ = (Q,Σ, δ, q0,Acc) as in Section 2.5
3 Set A := {q|q ∈ Q} and Acc⊗ according to (6)
4 Initialise θµ and θQ randomly
5 for t=0 to episode number do
6 Pick initial state s⊗0 = (s0, q0) randomly and set R(s0, q0) = 0
7 repeat
8 Choose input un by sampling from µ(sn, qn|θµ)
9 if un ∈ A then
10 sn+1 = sn and qn+1 = q
′ with any un = q′
11 end
12 if un ∈ U then
13 Apply input un to S and observe the next state st+1
14 Set qn+1 = δ(qn, L(sn))
15 end
16 if (sn, qn) ∈ Acc⊗ then
17 Set Xζ to a value in {0, 1} randomly with Prob(Xζ = 0) = ζ
18 Set R(sn, qn) = 1 if Xζ = 1
19 end
20 until Xζ = 1 or end of episode
21 Store paths (s0, q0, u0, s1, q1, u1, . . .) and their rewards
∑
nR(sn, qn)
22 Update parameters θQ and θµ by minimising the Actor and Critic loss functions using observed
paths and their rewards
23 end
The boat angle δn and velocity vn are computed as
δn+1 = δn + IΩn+1
Ωn+1 = Ωn + (ωn+1 −Ωn)(vn+1/vmax)
vn+1 = vn + I(vdesired − vn)
ωn+1 = min(max(p(un − δn),−45◦), 45◦),
(15)
where Ωn is the angular velocity, ωn is the rudder angle, I is the system inertia, vmax is the maximum
speed, vdesired is the desired speed of the boat, and p is the proportional gain that relates the desired
direction un to the rudder angle. The input un can take 12 directions ranging from southwest to
north
U = {−100◦,−90◦,−75◦,−60◦,−45◦,−30◦,−15◦, 0◦, 15◦, 45◦, 75◦, 90◦}.
the current effect is a nonlinear function of horizontal distance from the left bank x. It is defined by
E(x, η) = fc[
x
50−( x100 )2]+η where fc is the current force and η is the disturbance. We use fc = 1.25,
I = 0.1, vm = 2.5, vd = 1.75, and p = 0.9 for generating data from the system and assume η has
normal distribution. Note that we treat the model as black box and use it to generate data. The
dynamics are not known to our learning algorithms.
