Abstract. A set of integers S is called ε-Kronecker if every function on S of modulus one can be approximated uniformly to within ε by a character. The least such ε is called the ε-Kronecker constant.
Introduction
A subset S of the dual of a compact, abelian group G is called an ε-Kronecker set if for every continuous function f mapping S into T, the set of complex numbers of modulo 1, there exists x ∈ G such that |γ(x) − f (γ)| < ε for all γ ∈ S.
The infimum of such ε is called the Kronecker constant, κ(S).
ε-Kronecker sets were introduced by Varopoulos [Varopoulos 1968 ] and were called ε-free in [Givens and Kunen 2003 ]. The concepts were discussed in the Seminaire Bourbaki (1964 Bourbaki ( -1966 without formal naming [Kahane 1995] . Sets whose Kronecker constants are zero have been much studied (c.f. [Graham and McGehee 1979] and the references cited therein), and are called Kronecker sets. Hadamard sets with ratio greater than two are ε-Kronecker subsets of Z for appropriate ε < 2 ( [Graham and Hare 2006a] or [Kunen and Rudin 1999] ) and in many other groups infinite ε-Kronecker sets are known to exist for suitable (small) choices of ε (please see [Galindo and Hernandez 1999] and [Graham and Lau 2007] ).
The case when ε < √ 2 is of particular interest as such sets are Sidon, meaning every bounded function defined on the set S is the restriction of the Fourier transform of a measure on G.
1 In fact, the interpolating measure can be taken to be discrete (and even positive or supported on an open set under suitable assumptions) and √ 2 is sharp with this property ( [Graham and Hare 2006a] , [Graham and Hare 2003] , [Graham and Hare 2006b] ). Like Sidon sets, ε-Kronecker sets satisfy various arithmetic properties (c.f. [Graham, Hare and Korner 2006] ).
All finite sets are ε-Kronecker, but relatively little is known about their Kronecker constants. In [Graham and Hare 2006a] an investigation of the Kronecker constant was begun for special examples of (mainly) subsets of integers of size two, but even for two-element sets the answers were very incomplete. One reason for the interest in studying finite sets is that the Kronecker constant of an infinite set is the supremum of the Kronecker constants of its finite subsets, as an easy compactness argument shows. Also, one can construct examples of infinite sets with interesting properties by 'piecing together' finite sets whose Kronecker constants are known.
( [Graham and Hare 2006a, Ex. 5.2] is such an example.) Furthermore, Sidon sets can be characterized by the property that all of their finite subsets contain proportionally sized subsets that are ε-Kronecker for a fixed ε [Graham and Hare 2008] .
In this paper we transform the problem of determining the Kronecker constant κ for a set of d integers into a geometric problem in R d−1 which is equivalent to an optimization problem in convex analysis and prove that κ can be computed in a finite number of steps. Using our geometric approach we have been able to show that the 'angular' Kronecker constant is always rational and deduce an (nontrivial) upper bound on the Kronecker constant for any given finite set. This gives improved estimates for the Kronecker constants of initial segments of geometric progressions and in some situations is sharp. We also explicitly determine the Kronecker constants for all two element sets.
For sets with three or more elements the problem of determining the Kronecker constant is inherently much more difficult and fundamentally different from the two element case. For instance, in [Graham and Hare 2006a] it was shown that for every pair of integers a, b, κ{a + n, b + n} → 0 as n → ∞. This is false if {a, b} is replaced by any three element set. We calculate the exact Kronecker constant for various interesting classes of sets of size three. The answers can be surprisingly complicated. For example, for a sum set, S = {m, n, m + n}, κ(S) depends on the mod 3 congruence of m + 2n; for an arithmetic progression of length three it depends on the step size mod 4. We also characterize the three element sets whose Kronecker constant is maximal.
The paper is organized as follows: In section two our formula is derived. The Kronecker constants for two element sets are determined in section three. In section four we consider geometric consequences of our approach, including proving that the angular Kronecker constant is always a rational number. We study the geometry problem specifically for R 3 in section five. In section six the problem of calculating Kronecker constants for three element sets is investigated. Lastly, in section seven we briefly discuss a computer algorithm we wrote for calculating Kronecker constants. Examples of exact constants helped formulate theorems and motivated some of the proofs. Tables of some of the numerical results have been archived at [Hare and Ramsey 2011] .
2. The Kronecker Constant Formula 2.1. Definitions. We begin by specializing our definitions to the case when the compact group G is the circle group, which we identify with [−1/2, 1/2]. Its dual is Z. This will be our setting throughout the rest of the paper. Definition 1. A subset S ⊆ Z is called an ε-Kronecker set if for every function f : S → T there exists x ∈ [−1/2, 1/2] such that |f (n) − exp 2πinx| < ε for all n ∈ S.
The Kronecker constant of S is κ(S) = inf{ε : S is ε-Kronecker}.
As |f (n) − exp 2πinx| ≤ 2 for all integers n and x ∈ [−1/2, 1/2], it follows that κ(S) ≤ 2 for all non-empty sets S. This is sharp when S contains 0 as can be seen by taking f with f (0) = −1. As observed in [Graham and Hare 2006a] , every finite subset of Z {0} is ε-Kronecker for some ε < 2 and obviously κ{n} = 0 for any n = 0. Thus for the rest of this paper we will assume S is a subset of Z\{0} with d ≥ 2 elements.
Any complex number, z, of modulos 1 can be written uniquely as exp 2πiArg(z) where Arg(z) ∈ [−1/2, 1/2). Often it is convenient to measure differences in arguments and this leads to the following related constant. As usual, we write l ∞ (S) for the set of bounded functions on S with norm f l ∞ (S) = sup{|f (n)| : n ∈ S}.
Definition 2. For f : S → R, let
The angular Kronecker constant of S is α(S) = sup{α S (f ) | f : S → R}.
One can easily see that 0 ≤ α(S) ≤ 1/2 and that κ(S) = |exp 2πiα(S) − 1| .
The l
∞ distance in R d from points to some lines. We begin with some elementary formulas for computing the quotient norms that will be helpful in deriving our formula for the Kronecker constant.
Given S = {n 1 , ..., n d } ⊆ Z\{0}, let n = n(S) be the vector (n 1 , ..., n d ) ∈ R d and let L (= L(S)) be the line in R d through the origin with direction vector n:
For f : S → R denote by f L the norm
Under the natural identification of
Key to our approach is the observation that the angular Kronecker constant can be calculated in terms of this quotient norm.
(ii) There exists a function f such that α S (f ) = α(S).
(iii) Given a non-zero integer λ, let λS = {λm : m ∈ S}. Then α(S) = α(λS).
Proof. (i) and (ii) are easy consequences of the periodicity of the exponential function and compactness. (iii) follows since the lines Rn and Rλn coincide for non-zero λ ∈ R.
In particular, there is no loss in imposing the assumption that the greatest common divisor of the elements of S is 1.
Lemma 2. For every u ∈ R d there is a scalar s ∈ R and integers i < j such that
Proof. By compactness, u L = u − sn l ∞ for some s ∈ R. We denote ρ := u L . If ρ = 0, then u = sn and for all j ∈ {1, ..., d} we have sn j = u j .
So we can assume that ρ > 0. Fix an index i such that ρ
Thus if we let A be the set of all indices j ∈ {1, ..., d} such that |sn j − u j | = ρ, then A contains at least two indices. Put B = {1, ..., d}\A.
For j ∈ B, set
and for j ∈ A, set δ j = ρ/|n j | > 0. Then δ := min 1≤j≤d δ j > 0. Put = sign(sn i − u i ) and set t = s − · sign(n i )δ (where i continues to denote the fixed index with ρ = |sn i − u i |).
Suppose that for every j ∈ A either n i n j > 0 and sn i − u i = −(sn j − u j ), or n i n j < 0 and sn i − u i = sn j − u j . We will prove that in this case tn − u ∞ < ρ, which is a contradiction. To see this, first note that if j ∈ B, then
If j ∈ A and n i n j > 0, then we must have
As 0 < δ ≤ ρ/ |n j |, it follows that |tn j − u j | = ρ − |n j δ| < ρ. If j ∈ A and n i n j < 0, a similar argument gives the same conclusion. Consequently, tn − u ∞ < ρ as claimed. Finally, note that if
and so the fractional formula holds. The case n i n j < 0 is similar.
We proceed by duality, noting that if
Fix 1 ≤ i < j ≤ d. Let e satisfy e k = 0 for k / ∈ {i, j}, but e i = n j and e j = −n i . Then e ∈ L ⊥ and e 1 = |n i | + |n j | > 0. Consequently,
desired equality now follows.
Remark 1. Proposition 1 specifies a set of d(d − 1) linear functionals with which one can compute u L . This is a minimal set in the following sense: For each of the linear functionals, say
To see this, let u be the vector with u i = sign(n j ), u j = −sign(n i ) and all other coordinates equal to 0. Then
If {r, s} ∩ {i, j} = ∅, then L r,s (u) = 0. Otherwise if, say, i ∈ {r, s} and t ∈ {r, s}\{i, j}, then
2.3. Dimensional and Symmetry Reductions for Computing α. Given a finite set S and line L = L(S), as described before, we let L be the subgroup of R d generated by L and Z d , and put
We will simplify the calculation of
S → R} by reducing the search space for f by one dimension and showing that we may replace k ∈ Z d by k ∈ K. We first highlight the following useful information about K.
Lemma 3. k ∈ K if and only if k d = 0 and k = (s/n d ) n + q for some s ∈ Z and q ∈ Z d . Equivalently, k ∈ K if and only if k d = 0 and there is some integer s with
Moreover, K has only finitely many points in each bounded subset of
Proof. The equivalence of the two descriptions is obvious, as is sufficiency. To see the first, note that as K ⊆ L we have k = tn + q for some t ∈ R and q ∈ Z d . Since k d = 0, we must have t = −q d /n d , which gives the required form with s = −q d ∈ Z.
There are only finitely many points of K in any bounded set since K is a subset of the discrete lattice
Here is the promised reduction for calculating α(S) and α S (f ).
The reverse inequality is immediate.
(
To prove the reversed inequality, consider any k ∈ K. Then k has the form xn + q for some x ∈ R and
(iii) holds because K is a group.
2.4. Group Generators. Next, we offer more detailed descriptions of the set K by identifying sets of linearly independent group generators.
j=1 is a vector space basis for R d−1 × {0} and a generating set for K as a group.
Remark 3. Note that the first property implies that P (j) ∈ Z d /n d and is equivalent to the statement that P (j) ≡ sn mod 1 with modularity computed independently in each coordinate.
Proof. By the upper triangular structure of the d × (d − 1) matrix whose j-th column is P (j) , with positive elements on the diagonal, these vectors are linearly independent over R and therefore generate R d−1 × {0}.
As P (j)
does not generate K as a group. Then there is some R ∈ K outside the subgroup generated by S. There are unique real numbers α j such that
. Because K is group we have W ∈ K and thus R − W ∈ K. Hence there is some integer r and vector
Clearly, there is some j such that β j > 0; let J denote the largest such integer j.
. For i > J and j ≤ J, we have P (j) i = 0 and therefore
By the previous paragraph, there is some integer t such that r = tn d /w where w = gcd(n J+1 , . . . , n d ). Thus
J . This contradicts having 0
The next result asserts that there are indeed bases as described in the previous result.
is the canonical d-vector that has zero coordinates except the j-th, which is 1, then for j < d we have e(j) ∈ Z d−1 × {0} ⊂ K. Hence the set
Suppose r = gcd(n j+1 , . . . , n d ) and r = gcd(n j , . . . , n d ). Since r = gcd(n j , r), there are integers u and v such that r = un j + rv. Consider q = (u/r)n + k where k ∈ Z d is to be specified. Note that q ∈ L for any such choice for k. For s > j, choose k s = −un s /r so that q s = 0. Because r divides n s , k s is an integer. Because q d = 0, this puts q ∈ K. For s = j, let k j = v. Then
Consequently, q ∈ S j and we have proved that r r ∈ { q j : q ∈ S j }. Now consider any q ∈ S j . Because q ∈ K, by Lemma 3 there is an integer m and k ∈ Z d such that q = (m/n d )n + k. Let m/n d = a/b with gcd(a, b) = 1. Since q s = 0 for s > j, we have (a/b)n s + k s = 0. It follows that a|k s and b|n s for each s > j. Consequently, b| gcd(n j+1 , . . . , n d ). So we may write a/b as c/r, for some integer c. Then
cn j + rk j r Since r |r and r |n j , we know that q j is an integer multiple of r /r and because q j > 0, we have q j ≥ r /r.
Therefore min{ q j : q ∈ S j } = r /r and hence for each j there is at least one P (j) as specified in the lemma. We turn to the last claim. Let q = (t/n d )n mod 1 for some integer t. There is an
Because the d-th coordinate of (t/n d )n is an integer, we have q d = 0 and thus q ∈ K. Conversely, suppose q ∈ K with q s ∈ [0, 1) for all s. By Lemma 3 there is some integer t and vector
Corollary 1. The lattice K is generated by vectors which span a d − 1-dimensional parallelotope of volume gcd(n 1 , . . . , n d )/n d .
Proof. The volume of the parallelotope generated by the vectors
where here we think of P (j) as vectors in R d−1 , excluding the last (zero) coordinate. The form of these vectors makes it easy to see that this determinant is gcd(n 1 , . . . , n d )/n d .
Remark 4. Propositions 3 and 4 allows an algorithm for choosing P (j) 's. Let
< 1, we search W for P (j) with the minimization conditions specified in Prop. 4. If Prop. 3 specifies P (j) j = 1, we use the canonical basis vector e(j) (which is in K because j < d).
Example 2. Let S ⊂ Z\{0} have d elements, two of which are relatively prime.
j=1 be a generating set for K as described in Prop. 4. Here P
By Prop. 3, we may substitute the canonical basis vector e(j) for P (j) when j < d−1 and still have a generating set for K.
2.5. Our Main Result. We continue to let L be the subgroup of R d generated by the line Rn and
We can calculate the Kronecker constant in terms of K. Theorem 1. Suppose S = {n 1 , n 2 , ..., n d } ⊆ Z\{0} and assume P
(1) , ...,
are generators of the associated group K. The angular Kronecker constant is the smallest number E such that for all (x 1 , ...,
Proof. According to Proposition 2 we can calculate α(S) with f = (x 1 , x 2 , ...,
and elements of K:
and therefore
The statement in the theorem follows directly.
3. Kronecker constants of two element sets 3.1. Formula for two element sets. When d = 2, the formula derived in the previous section is very simple and we can completely determine the Kronecker constants.
Proposition 5. For distinct, non-zero integers n 1 and n 2 ,
Proof. When d = 2, K is generated by the single vector P
(1) = gcd(n 1 , n 2 )/n 2 2 (see Prop. 4) so the first equality follows directly from Theorem 1 or Remark 4.
2 We typically view the vectors P (j) as belonging to R d−1 , suppressing the final (zero) coordinate.
Temporarily fix x and choose an integer r such that |x − r gcd(n 1 , n 2 )/n 2 | ≤ gcd(n 1 , n 2 )/(2 |n 2 |). Then
and hence α{n 1 , n 2 } ≤ gcd(n 1 , n 2 )/2(|n 1 | + |n 2 |). To verify the second equality, just take x = gcd(n 1 , n 2 )/(2n 2 ).
Example 3. α{−1, 1} = 1/4, and hence κ{−1, 1} = √ 2. In fact, it is clear from the formula above that α{n 1 , n 2 } ≤ 1/4 for all n 1 , n 2 and therefore κ{n 1 , n 2 } ≤ √ 2. Equality occurs if and only if n 1 = −n 2 .
The following are some easy corollaries.
Proof. The Kronecker constant is clearly non-decreasing with respect to the subset relation. .
(ii) For any distinct integers n 1 , n 2 ,
Proof. (i) Indeed, if p = gcd(n, mn + j) with n = pN and j = pJ, then
.
(ii) If not, then for some α 0 > 0 and subsequence
(iii) This is similar as the gcd(n 1 , n 2 + m k ) is bounded by n 1 .
Alternate proofs of this corollary can be found in [Graham and Hare 2006a] .
Remark 6. The Kronecker constant does not decay monotonically in either (ii) or (iii). For example, α{1, 3} = 1/8, while α{1 + 1, 3 + 1} = 1/6. Similarly, α{2, 3} = 1/10 < α{2, 4}.
3.2.
Asymptotic results for translates of three element sets. The analogue of Cor. 3(ii) fails for every three element set. Indeed, it is easy to prove the following facts.
Proposition 6. Suppose that n 1 < n 2 < n 3 .
(i) For any integer m,
(ii) If n 2 − n 1 , n 3 − n 1 , n 3 − n 2 are pairwise coprime, then
Proof. To keep the notation simpler we will write A(z) for Arg(exp 2πiz).
(i) Let α m = α{n 1 + m, n 2 + m, n 3 + m}. Let f : {n 2 − n 1 , n 3 − n 1 } → R be given and define g by g(n 1 + m) = 0 and g(n j + m) = f (n j − n 1 ) for j = 2, 3. We may choose x such that |A(g(n) − nx)| ≤ α m for n = n j + m, j = 1, 2, 3.
By the triangle inequality,
This proves 2α m ≥ α{n 2 − n 1 , n 3 − n 1 }. This argument remains valid under permutations of n 1 , n 2 and n 3 .
(ii) Let f : {n 1 + m, n 2 + m, n 3 + m} → R and for notational convenience put θ j = f (n j + m). The two-element formula for coprime sets implies that
Choose angles x 1 , x 2 , x 3 such that for each l = 1, 2, 3,
Fix ε > 0 and choose intervals I l , containing x l , such that if y l ∈ I l , then |n j (x l − y l )| ≤ ε. Take any m so that m · min{ |I l | : 1 ≤ l ≤ 3 } > 1. These intervals contain a full period of the function exp 2πim(·) and thus there exists y l ∈ I l such that exp 2πimy l = exp 2πi(θ l − n l x l ). It follows that
4(n 3 − n 1 ) and let y = t 1 y 1 + t 2 y 2 + t 3 y 3 . As y is a convex combination of y 1 , y 2 , y 3 we have
where j, k = l. Each of these sums is 1/4(n 3 − n 1 ) + ε and as ε > 0 is arbitrary, this completes the proof.
(iii) is similar, but easier.
Remark 7. Of course, a similar argument can be given in (ii) if the integers n 2 − n 1 , n 3 − n 1 , n 3 − n 2 are not pairwise coprime.
Remark 8. The Kronecker constant does not decay monotonically in m in either cases (ii) or (iii). For example, our computer algorithm shows that α{4, 5, 9} = 5/26 > 1/6 = α(2, 3, 7} = α{5, 6, 10} and α{2, 5, 7} = 5/24 > 2/13 = α{2, 5, 6} = α{2, 5, 8}. Both sets {4, 5, 9} and {2, 5, 7} have the form {n 1 , n 2 , n 1 + n 2 }. By Section 6.3, α{n 1 , n 2 , n 1 + n 2 } ≥ 1/6 for positive integers n 1 and n 2 .
Geometric Consequences
4.1. An upper bound on the Kronecker constant from the geometry. Using our geometric approach we can derive an upper bound on the Kronecker constant of any finite set which is sharp in some (non-trivial) cases.
Theorem 2. Suppose that P
(1) , ..., P (d−1) are any vectors that span the lattice K. Let D be the diameter of the d−1-dimensional parallelotope generated by the vectors
This will be seen to follow almost immediately from elementary geometric reasoning.
Lemma 4. Let · be any norm on R n and suppose ∆ ⊆ R n is a n-dimensional parallelotope with diameter D. Then for every g ∈ ∆ there is a vertex V of the parallelotope such that g − V ≤ D/2.
Proof. Without loss of generality 0 is one of the vertices of ∆ and ∆ is spanned by some vectors P
(1) , ..., P (n) . Then ∆ has vertices n j=1 ε j P (j) with ε j = 0, 1 and
We proceed by induction on n. If n = 1, then ∆ is the line segment tP (1) with 0 ≤ t ≤ 1 and it is obvious that the distance from one of P (1) or 0 is at most
So assume the result for dimension n − 1 and put M = 1 2 n j=1 P (j) . Note that the line through any vertex, n j=1 ε j P (j) , and its diagonally opposite vertex,
for any vertex V . Fix any g ∈ ∆, g = M , and let h denote the intersection of the boundary of ∆ with the line segment beginning at M and passing through g. Then h belongs to a face of ∆, an n − 1-dimensional parallelotope whose diameter is at most D. By the induction assumption there is a vertex on the face, V 0 , such that h − V 0 ≤ D/2, where · is simply the original norm restricted to the face. But g is a convex combination of M and h, say g = βh+(1−β)M, and hence
Proof of Theorem 2. Take ∆ to be the parallelotope spanned by P
(1) , ..., P
and L to be the norm. Then the vertices of ∆ are all in the lattice K and hence α S (g) ≤ g − V for any g and vertex V ∈ ∆. To finish the proof, just note that for any f ∈ R d−1 , α S (f ) = α S (g) where g ∈ ∆ is a suitable translate of f .
Example 4. Geometric progressions: Consider the lacunary set {1, m, ...., m k }. As we saw in Ex. 1, the lattice K can be generated by the k-tuples,
Thus the diameter, D, of the k-dimensional parallelotope is the maximum of V where V = k j=1 δ j P (j) and δ j = 0, ±1. Since only
Straight forward calculations show that
In particular, α{1, m, m 2 , ....} ≤ 1/2(m − 1), as was shown by other methods in [Graham and Hare 2006a] or [Kunen and Rudin 1999] .
Example 5. Two element sets: In the case d = 2, the lattice K is spanned by the single vector P = gcd(n 1 , n 2 )/n 2 . Thus the 1 dimensional parallelotope has diameter D = P L = gcd(n 1 , n 2 )/(|n 1 | + |n 2 |) and therefore the upper bound of D/2 coincides with the Kronecker constant of {n 1 , n 2 }. Example 6. Other sharp examples: The bound of D/2 is also sharp in certain higher dimensional examples, as well. For instance, if S = {n 1 , n 2 , n 1 n 2 }, where 0 < n 1 < n 2 and gcd(n 1 , n 2 ) = 1, then one can easily check that the lattice K is spanned by P = (0, 1/n 1 ), Q = (1/n 2 , 0). The diameter of the associated parallelogram is max{ P , Q , P ± Q } = max 1
If n 2 ≥ n 1 + 2, this maximum is 1/(n 1 + 1), so the proposition implies α(S) ≤ 1/2(n 1 + 1). This is obviously sharp since it coincides with the Kronecker constant of the two element set { n 2 , n 1 n 2 }. A basis for the lattice associated with the four element set {±m 1 m 2 , m 1 , m 2 }, with gcd(m 1 , m 2 ) = 1 and 2 ≤ m 1 < m 2 , is given by P 1 = (0, 0, 1/m 1 ), P 2 = (0, 1/m 2 , 0), P 3 = (−1, 0, 0). One can verify that the diameter of the three dimensional parallelotope is 1/2 if m 1 ≥ 3. Thus α{−m 1 m 2 , m 1 , m 2 , m 1 m 2 } ≤ 1/4 and this is again sharp since the Kronecker constant of the four element set is at least that of the the two element subset, {−m 1 m 2 , m 1 m 2 }, which equals 1/4.
Points in
under an arbitrary norm. Thoughout this section · will denote an arbitrary norm on R d−1 . Given f ∈ R d−1 we will let α(f ) be the distance from f to the integer lattice Z d−1 and denote by N (f ) the set of lattice points that are closest to f :
A change of basis argument shows that a special case of this is when · = · L , in which case α(f ) = α S (f ) and E = α(S), as defined earlier.
A compactness argument proves that E = α(f ) for some f ∈ R d−1 . Furthermore, for all non-empty F ⊆ Z d−1 and u ∈ R d−1 , there is some w 0 ∈ F such that
Here we will prove that every norm on R d−1 has the property that there is some u ∈ R d−1 such that E = α(u) and N (u) has at least d members. This may be known, but we were not able to find a proof in the literature, and it is useful for our computer algorithm. We will also deduce from this that the angular Kronecker constant is always a rational number.
Our argument will be geometric and relies on the notion of supporting hyperplanes: We remind the reader that at each point p of the boundary of a closed, convex set C with non-empty interior there is a supporting hyperplane H, i.e.,
Recall that a norm · is said to be strictly convex if for all f, g of norm at most one and t ∈ (0, 1), tf + (1 − t)g < 1; equivalently, the closed unit ball (with respect to this norm) is a strictly convex set. It is easy to see that if H is any supporting hyperplane for the closed unit ball B of a strictly convex norm, then H B is a singleton.
To begin, we will check that most points u cannot satisfy α(u) = E.
Lemma 5. Suppose that N (u) has J points, with J ≤ d − 1, say w i for 1 ≤ i ≤ J. Let B i be the closed ball centered at w i with radius α(u) and let H i be a supporting hyperplane for B i at u, with associated linear transformation T i and normal vector
and let B be the open ball of radius δ centered at u. For all f ∈ B and w ∈ F ,
Consequently, for f ∈ B, α(f ) < α(u) + δ and N (f ) ⊂ N (u).
For each i, let v i be the vector component of v i that is perpendicular to the subspace generated by {v j } J j=1 \{v i }, meaning that v i = v i + x i with x i in the linear span of {v j } J j=1 \{v i } and v i · v j = 0 for j = i. By the linear independence,
Next, we prove the desired result for strictly convex norms.
Lemma 6. Any strictly convex norm has the property that there is some u ∈ R d−1
such that E = α(u) and N (u) has at least d members, w i , i = 1, .., d, with the property that for each i, w i / ∈ convex hull{w j : j = i}.
Proof. Choose u ∈ R d−1 such that α(u) = E and suppose that N (u) has J ≤ d − 1 members, say w i for 1 ≤ i ≤ J. Let B i be the closed ball centered at w i with radius E and H i a supporting hyperplane to B i at u, with associated linear operator T i and normal vector v i . By Lemma 5, the subspace V spanned by {v i } J i=1 has dimension at most J − 1 < d − 1 so may choose some non-zero vector w, of norm one, such that w is perpendicular to V .
If
w and let x = u + z, so that x − u = (m − E)/3. As in the proof of Lemma 5, it follows that N (x) ⊂ N (u). Since z is perpendicular to each v i ,
However, x = u and H i ∩ B i = {u}, thus x / ∈ B i . Consequently, x − w i > E. Since this holds for all i ∈ {1, ..., J} and N (x) ⊂ N (u), we have α(x) > E contradicting the definition of E.
Thus N (u) contains at least d points w i . If there was some i such that w i = j =i β j w j for β j ≥ 0 and β j = 1, then strict convexity would imply E = u − w i < j =i β j u − w j = E, which is a contradiction.
We will be able to deduce our result by showing that any norm can be approximated by strictly convex norms.
Lemma 7. For every ε > 0 and norm · , there is a strictly convex norm · such that for all
Proof. Let B be the unit ball centered at the origin for · and consider any point p on the boundary of B, ∂B. Let H = T −1 (λ) be a hyperplane that supports B at p, where
Without loss of generality we can assume v has Euclidean norm one. As tv ∈ B for t > 0 suitably small, it follows that λ > 0. Let δ = λε/2 and put µ = λ + δ. Let p = p + δv and suppose H = T −1 (µ) is the translated hyperplane, H = H + δv. Note that T (p ) = µ, thus p ∈ H , while T ((1 + ε)p) = (1 + ε)λ > µ, so (1 + ε)p is on the opposite side of H as is B.
For each p ∈ ∂B consider the (closed) Euclidean ball S p of radius R p , centered at p − R p v. The point p lies on the boundary of S p and, provided R p is large enough, S p ⊇ B.
3 Because B = −B, we also have B ⊆ −S p . As v is the normal vector to H , it follows that H is a supporting hyperplane for S p at p .
Since T ((1 + ε)p) > µ, the point (1 + ε)p / ∈ S p . Consequently, the open sets S c p are a cover of the compact set (1 + ε)∂B and hence there is a finite subcover, say S p1 , ..., S pm . Let
The construction ensures that (1 + ε)∂B B is empty and clearly B ⊆ B . As 0 ∈ B , a convexity argument implies B ⊆ (1 + ε)B.
Since B is closed, symmetric, convex and has 0 in its interior, there is a norm · for which B is the unit ball. Because B ⊆ B ⊆ (1 + ε)B, for all f ∈ R d−1 we have f ≤ f ≤ (1 + ε) f . The strict convexity of this norm follows from the strict convexity of the Euclidean balls, S p and −S p .
Theorem 3. Every norm has the property that there is some u ∈ R d−1 such that E = α(u) and N (u) has at least d members, w i , i = 1, .., d, with the property that for each i, w i / ∈ convex hull{w j : j = i}.
Proof. Using the previous lemma we can obtain strictly convex norms, · n , such that f n ≤ f ≤ (1 + 1/n) f n . For the norm · n , let E n correspond to E, α n correspond to α and N n correspond to N . Given any
Similarly, α(f ) ≥ α n (f ).
As these inequalities hold for all f, it follows that
and hence E n → E. In particular, {E n } n is bounded. Since · n is strictly convex, Lemma 6 implies that there is some u n ∈ R d−1
such that α n (u n ) = E n and N n (u n ) has at least d elements of
periodicity of α n ensures that we can assume u n ∈ [0, 1] d−1 . By passing to a subsequence, if necessary, we can assume
, having the convexity property and satisfying Since all norms are equivalent on
Because Z d−1 has only finitely many members in any bounded set, there is a subsequence v n k ,1 which is constant, say v 1 . But then a subsequence of v n k ,2 is constant, say v 2 . By repeated application of this argument we can assume, without loss of generality, that for each j = 1, ..., d, the sequence v n,j is identically v j . Thus v 1 , ..., v d are distinct and even satisfy the convexity condition. Moreover, the relationship between the two norms and the fact that v n,j ∈ N (u n ) implies that
Thus these d points, v j , all belong to N (u).
One application of this result is to show that the angular Kronecker constant is always a rational number.
Corollary 4. For any finite set S ⊂ Z, the angular Kronecker constant of S is a rational number.
Proof. If 0 ∈ S, then α(S) = 1/2, so assume that 0 / ∈ S and that S has d elements. Applying the previous theorem, it follows that there is some f ∈ R d−1 × {0} and at least d distinct w i belonging to the associated lattice K such that α(S) = α S (f ) = f − w i L for i = 1, ..., d. Since any ball of fixed radius α(S) contains a bounded number of elements of K, there is a maximum integer n ≥ d for which there is some f ∈ R d−1 × {0} and n distinct members w i ∈ K such that
By Proposition 1 the norm L is given by a set of vectors
Having this equal to α(S) is equivalent to requiring:
Let C consist of all g ∈ R d−1 × {0} such that ( * i ) holds for all 1 ≤ i ≤ n, with g in the role of f . Clearly f ∈ C and C is compact and convex. The extreme points of C are determined by the linear constraints that define C, and as each w i and v ∈ V has rational components, any extreme point has rational components.
Let h be an extreme point of C. If α S (h) = α(S), then, of course, v i · (h − w i ) = α(S) implies that α(S) is rational.
So suppose α S (h) < α(S) and put g t = (1 − t)f + th for 0 ≤ t ≤ 1. Since C is convex, g t ∈ C and thus g t − w i = α(S) for all 1 ≤ i ≤ n. Put t 0 = sup{t ∈ [0, 1] : α S (g t ) = α(S)}. By continuity and compactness, α S (g t0 ) = α(S), thus t 0 < 1. For each t ∈ (t 0 , 1] there is some u t ∈ K\{w 1 , . . . , w n } such that
Within an α(S) neighborhood of [f, h] , there are at most finitely many members of K. Hence there is some u ∈ K\{w 1 , . . . , w n } and sequence t i decreasing to t 0 such that u ti = u for all i. By continuity
By the definition of α, α(S) = α S (g t0 ) ≤ g t0 − u , so we must have g t0 − u L = α(S). This violates the maximality condition that defines n.
The Geometry Problem in R 3
Here we make the ∞ geometry and the calculation of the angular Kronecker constant more explicit in the case of R 3 .
Theorem 4. Let S = {n 1 , n 2 , n 3 } ⊂ Z 3 \{0} with gcd{n 1 , n 2 , n 3 } = 1 and let m 2 = gcd(n 2 , n 3 ). Let K be the group associated with the vector n = (n 1 , n 2 , n 3 ), as described in section 2.
(i) We can choose generators, P, Q of K, such that P = (r/|n 3 |, m 2 /|n 3 |, 0) and Q = (1/m 2 , 0, 0) where r ≡ tn 1 mod n 3 and t is any integer satisfying tn 2 ≡ m 2 mod n 3 . Moreover, r can be chosen with 0 ≤ r/|n 3 | < 1/m 2 .
(ii) Suppose that P = (r/|n 3 |, m 2 /|n 3 |, 0) and Q = (1/m 2 , 0, 0) generate K as a group. The number α(S) is the smallest number E such that, for all x, y ∈ R, there are integers s, t for which (2, 3) :
(1, 2) :
Proof. (i) By Prop. 4 there are generators Q := P (1) and P := P (2) for K such that Q = (1/m 2 , 0, 0) and P = (P 1 , m 2 /|n 3 |, 0) with P 1 ∈ [0, 1). As P ∈ K, Lemma 3 implies P mod 1 = (r/ |n 3 |)n mod 1 for some r ∈ Z. Thus P 2 = m 2 / |n 3 | ≡ rn 2 / |n 3 | and P 1 ≡ rn 1 / |n 3 |, as claimed. Now let β be an integer such that β/m 2 ≤ r/|n 3 | < (β + 1)/m 2 and letP = P − βQ. Then (P ) 1 ∈ [0, 1/m 2 ),P 2 = m 2 /n 3 , andP 3 = 0. Because m 2 divides n 3 , there is some integer r such thatP 1 = r/|n 3 | − β/m 2 = r /|n 3 |. By Prop. 3, Q andP will also generate K.
(ii) Since α(S) = α(−S), we can assume n 3 > 0. Any k ∈ K can be written as k = k(s, t) = sQ + tP for some integers s and t, where P, Q are chosen as above. By Theorem 1,
Because k(s, t) 1 = s/m 2 + tr/n 3 , k(s, t) 2 = tm 2 /n 3 and k(s, t) 3 = 0, we have
and
Since the infimum over s, t ∈ Z is clearly attained, this completes the proof.
Example 7. Let S = {−a, a, b} with −a < a < b and gcd(a, b) = 1. Applying Prop. 4, we see there are generators P := P (1) and Q := P (2) for K such that Q = (1, 0, 0) and
Example 8. Let S = {a, a+b, a+2b} for positive integers a and b with gcd(a, b) = 1. Then gcd(a, a + b) = gcd(a + b, a + 2b) = 1. We have generators P := P
(1) and Q := P (2) = (1, 0, 0) for K with P 2 = 1/(a + 2b). If t(a + b) = 1 mod(a + 2b), then 2t(a + b) = 2 mod(a + 2b). As 2t(a + b) = ta + t(a + 2b), it follows that ta = 2t(a + b) = 2 mod(a + 2b), and therefore we can let P = (2, 1, 0)/(a + 2b).
We can also explicitly determine which of the equations |n j u i − n i u j | /(|n i |+|n j |) is maximal in the case d = 3 and this is useful for understanding the unit ball of the quotient norm · L .
We will assume the integers n 1 , n 2 , n 3 satisfy 0 < n 1 < n 2 < n 3 . As usual, let
Lemma 8. Let s 1 = (n 2 + n 3 )/(n 1 + n 3 ), s 2 = (n 2 − n 3 )/(n 1 + n 3 ) and s 3 = (n 2 + n 3 )/(n 1 − n 3 ).
The proof is elementary and is left for the reader. Note that s 1 > 1, s 2 ∈ (−1, 0) and s 3 < −1.
The mapping φ((u, v)) = (u, v, 0) − L is a linear isomorphism from R 2 onto R 3 /L and we can lift the quotient norm from R 3 /L to R 2 by setting (u, v) = (u, v, 0) L . Let r 1 = (n 1 + n 3 )/n 3 , r 2 = (n 2 + n 3 )/n 3 , r 3 = (n 1 + n 2 )/ n 2 1 + n 2 2 and let s i be defined as in Lemma 8. We can now describe the shape of a unit ball for the quotient space R 3 /L .
Proposition 7. (i)
The unit ball for this metric on R 2 is a hexagon, the convex hull of these six points which are enumerated clockwise: P 1 = (r 1 , r 2 ) = −P 4 (on the line through the origin with slope s 1 ), P 2 = (r 1 , (n 2 − n 3 )/n 3 ) = −P 5 (on the line through the origin with slope s 2 ), P 3 = ((n 3 − n 1 )/n 3 , −r 2 ) = −P 6 (on the line through the origin with slope s 3 ).
(ii) The area of the unit ball is 4(n 1 + n 2 + n 3 )/n 3 .
Proof. The reader can verify that the hexagon shape of the unit ball, with the specified vertices, follows from the previous lemma.
A formula for the area A of a polygon in terms of the coordinates of its vertices
(x i y i+1 − x i+1 y i ) with (x n+1 , y n+1 ) set equal to (x 1 , y 1 ) [Beyer 1987] . Applying this formula gives the stated value for the area of the unit ball.
From these geometric ideas, we can also obtain a lower bound in the case of finite sets of size three.
Proposition 8. If 1 ≤ n 1 < n 2 < n 3 , gcd(n 1 , n 2 , n 3 ) = 1 and S = {n 1 , n 2 , n 3 }, then
Proof. Assume α(S) = α S (f ). By Theorem 3 there are at least three lattice points w i , i = 1, 2, 3, which are not co-linear and have the property that α S (f ) = f − w i . If w is any other lattice point in the convex hull of w 1 , w 2 , w 3 , then the fact that α S (f ) = f − w i and the triangle inequality ensures that w also satisfies α S (f ) = f − w . Consequently, there is no loss of generality in assuming that the lattice points w i are not co-linear and no other lattice point lies in their convex hull. This latter condition implies that the three points generate the lattice. All parallelograms spanned by three generating points of the lattice have the same area and therefore these points span a parallelogram of area 1/n 3 (Cor. 1).
The convex hull of the three points is a triangle, T , whose area is half that of the parallelogram. This triangle is contained inside the closed ball, B, centered at f with radius α(S). Using the previous theorem it follows that
from which we derive the lower bound stated in the proposition.
Kronecker constants for three element sets
In this section we will use Theorem 4 to calculate (or bound) α(S) for various three element sets.
6.1. Mixed positive and negative integers. We begin with the case when the integers |n 1 | , |n 2 | , |n 3 | are not distinct and for this case we are able to give a complete solution.
When |n 1 | , |n 2 | , |n 3 | are distinct the problem of interpolating angles, t 1 , t 2 , t 3 , at n 1 , n 2 , n 3 is effectively the same as the problem of interpolating ±t 1 , ±t 2 , ±t 3 at ±n 1 , ±n 2 , ±n 3 and therefore α{n 1 , n 2 , n 3 } = α{|n 1 | , |n 2 | , |n 3 |}. Thus later in this section we will typically assume either that all n j > 0 or choose the signs as is convenient. n = (−a, b, a) , the order in which we list {−a, b, a}. For this ordering, we have P = (0, 1/a) and Q = (1, 0) because k(−a) ≡ 0 mod a for all integers k. Thus α{−a, b, a} will be the minimum value E such that for each x, y there are integers r, s such that all of (1, 3), (2, 3) and (1, 3) are bounded above by E, with
Clearly, if x = 1/2, the inequality (1, 3) ≤ E can only be satisfied with E ≥ 1/4, so it is enough to show that E = 1/4 suffices.
Given any x there is a choice of integer s such that |s − x| ≤ 1/2, which implies (1, 3) ≤ 1/4. Inequality (2, 3) ≤ 1/4 holds if and only if |r − ay| ≤ (a + b)/4. If a + b ≥ 4, then for any fixed y there are at least two choices of integers for r which could be used, the nearest integers r to ay satisfying r − ay > 0 or r − ay < 0. Take the choice of r with sign(r − ay) = −sign(s − x). Then (1, 2) ≤ 1/4, in part because b < a:
Otherwise, b = 1 and a = 2. If ay ∈ [1/4, 3/4] mod 1, we make the same two choices for r but with |r − ay| ≤ 3/4. The same argument works because |r − ay|/(a + b) ≤ (3/4)/3 = 1/4. Otherwise, choose r such that |r − ay| ≤ 1/4. Then
(ii) Let n = (−a, a, b) be the order in which we list S = {−a, a, b}. The distinction between b < a and b > a arises because of the definition of P . We may take P 2 = 1/b and to determine P 1 we observe that if ka ≡ 1 mod b, then −ka ≡ −1 mod b, so we may take P 1 = −1/b. As before, Q = (1, 0). α(S) is the smallest constant E such that for (1,3) : :
First we will show that if we take E equal to the claimed value for α(S), then all three inequalities are satisfied.
Recall that α S ((−x, −y, 0)) = α S ((x, y, 0)). If β = 0, we have 1 − β = (x + y) mod 1. If β = 0, of course (x + y) mod 1 = β. So, without losing generality, we may assume β ≤ 1/2. Since E ≥ 1/4, that puts β ∈ [0, 2E]. Because E < 1/2, we must use s = 0 or s = −1 to satisfy (1, 2) .
Suppose that β ≤ 1 − 2E. We take s = 0 to satisfy (1, 2) . Then we need to choose r such that
to satisfy both (1, 3) and (2, 3) . With β ≤ 1 − 2E, the interval above has length
for any of the three possibilities for E). This is long enough to ensure that, for each y, there is some integer r such that ∆ r = y − r/b is in this interval.
If β ∈ [1 − 2E, 1/2], we can let s = −1 or s = 0 to satisfy (1, 2) . If we use s = −1, then we need to choose r such that
to satisfy (1, 3) and (2, 3) . Depending on whether s = 0 or s = −1, we will need to choose an integer r so that ∆ r is in either
The sum of the lengths of these intervals is 4E(1 + a/b) − 1. If E = 1/4 and a ≥ 2, this sum of lengths is at least 2/b. So one of the two intervals will have length at least 1/b and hence will contain ∆ r for some integer r. This is also true if a = 1 and E = b+2 4(b+1) (the b even case). Otherwise, suppose b is odd, say b = 2m+1 (and a = 1). With the specified value for E, the sum of the lengths of intervals [I 1 , I 2 ] and [J 1 , J 2 ] is (3b + 2)/(2b 2 + b), which is greater than 1/b, but not as much as 2/b. Note that
from which it follows that the length of [I 1 , I 2 ] is at least
and therefore we can choose an integer r so that 
This completes the proof that the specified E is an upper bound for the angular Kronecker constant.
As we have already mentioned, (1, 2) ≤ E requires E ≥ 1/4. So, to show the sharpness of E we only need to consider the case a = 1.
First, suppose b is odd, put (x, y) = (E, E) and assume the angular Kronecker constant is E ε = E − ε for some ε > 0. Here 1/4 < E < 1/2 and therefore −1 < −2E < −1/2. The inequality (1, 2) ≤ E simplifies to |−2E + s| /2 ≤ E ε and this can only be satisfied with s = 1. With s = 1, inequalities (1, 3) ≤ E and (2, 3) ≤ E become
and together these require
As E(1 + 2b) = (1 + b)/2, this simplifies to
Since b is odd, (b − 1)/2 and (b + 1)/2 are consecutive integers, so this inequality cannot hold for any integer r and ε > 0. For b even we take (x, y) = ( Corollary 5. α{−n, n, 2n} = α{−1, 1, 2} = 1/3. 6.2. Rectangular lattice case. By the rectangular lattice case, we mean that the lattice K can be generated by vectors P = (0, p) and Q = (q, 0) for suitable choices of p, q. Of course, p will necessarily be the gcd(n 2 , n 3 )/n 3 . In the rectangular lattice case we also have the complete solution to the Kronecker problem.
First, we determine how this situation can arise.
Lemma 9. Suppose 1 ≤ n 1 < n 2 < n 3 and gcd(n 1 , n 2 , n 3 ) = 1. Set m 1 = gcd(n 1 , n 3 ) and m 2 = gcd(n 2 , n 3 ). We can choose P = (0, gcd(n 2 , n 3 )/n 3 ) if and only if n 3 = m 1 m 2 .
Proof. First, we will prove that C ≡ n 3 /m 1 m 2 is an integer and that the pairs (m 1 , m 2 ), (m 1 , n 2 ), (m 2 , n 1 ), (n 1 /m 1 , C) and (n 2 /m 2 , C) are all coprime. To see this, note that if s divides m 1 , n 2 , then s divides all three integers n 1 , n 2 , n 3 and this is a contradiction. Thus m 1 , n 2 are coprime. The argument is the same for the pairs m 2 , n 1 and m 1 , m 2 . Because m 1 divides n 3 and is coprime with m 2 , but n 3 = m 2 (n 3 /m 2 ), it follows that m 1 divides n 3 /m 2 , proving that n 3 = m 1 m 2 C for some integer C.
Put A = n 1 /m 1 . It must be that A, C are coprime, for otherwise m 1 would not the greatest common divisor of n 1 , n 3 . Similarly, if B = n 2 /m 2 , the same reasoning proves B, C are coprime. Now suppose P = (0, P 2 ). As P 2 = m 2 /m 3 , there is some integer k such that kn 2 ≡ m 2 mod n 3 and kn 1 ≡ 0 mod n 3 . Thus there is an integer j such that kn 1 = jn 3 which implies that kA = jCm 2 . Since gcd(A, C) = 1, C divides k. There is also an integer J such that kn 2 + Jn 3 = m 2 and this implies kB + Jm 1 C = 1. As C divides k we can conclude that C = 1, i.e., n 3 = m 1 m 2 .
Conversely, suppose n 3 = m 1 m 2 . As m 2 = gcd(n 2 , n 3 ), there is some integer k with kn 2 ≡ m 2 mod n 3 . Because m 1 n 2 ≡ 0 mod n 3 , for any integer s we have (k − sm 1 )n 2 ≡ m 2 mod n 3 . Since m 2 and n 1 are coprime, there are integers s, t such that kA = m 2 t + n 1 s. It follows that
Therefore (k − m 1 s)n 1 ≡ 0 mod n 3 and so we may take P = (0, m 2 /n 3 ).
Theorem 5. Suppose 1 ≤ n 1 < n 2 < n 3 and gcd(n 1 , n 2 , n 3 ) = 1. Set m j = gcd(n j , n 3 ) for j = 1, 2 and assume that n 3 = m 1 m 2 . Then
otherwise.
Corollary 6. In the rectangular lattice case, α{n 1 , n 2 , n 3 } ≤ 1/5.
Proof.
As m 1 , m 2 ≥ 2 and n 1 /m 1 , n 2 /m 2 ≥ 1, the claim is obvious if α is given by either of the first two choices. Otherwise note that the inequality
holds since m j ≥ 2 and n j ≥ m j , and this implies that α ≤ 1/5 in the third case.
Of course, a special case of this is the product set {n 1 , n 2 , n 1 n 2 } when n 1 /m 1 = n 2 /m 2 = 1. In this case, the theorem gives the following result.
Corollary 7. Let 1 < n 1 < n 2 < n 1 n 2 and suppose gcd(n 1 , n 2 , n 1 n 2 ) = 1. Then α{n 1 , n 2 , n 1 n 2 } = 1 2(n 1 + 1) .
Remark 9. It is interesting that α{n 1 , n 2 , n 1 n 2 } coincides with the trivial lower bound, α{n 2 , n 1 n 2 }, and with the upper bound found by geometric methods in Example 6.
We will make use of the following trivial observation.
Proof. The sign condition implies that
Proof of Theorem 5. According to the first lemma this is the rectangular lattice case and we can choose P = (0, m 2 /n 3 ) = (0, 1/m 1 ) and Q = (1/m 2 , 0). Put A = n 1 /m 1 and B = n 2 /m 2 . The angular Kronecker constant is the least constant E such that for each x, y there are integers r, s such that (2, 3) :
and
We present upper bound arguments first. This proceeds by the cases described in the theorem. .
Suppose, first, there is an integer s such that |s − m 2 x − 1/2| ≤ δ 0 , where δ 0 = min(δ , 1/2). Then the triangle inequality shows that both |s − m 2 x| ≤ δ 0 + 1/2 and |s − m 2 x − 1| ≤ δ 0 + 1/2. Moreover, s − 1 ≤ m 2 x ≤ s . Taking s = s or s − 1, appropriately, we can arrange for sign(s − m 2 x) = sign(r − m 1 y) and |s − m 2 x| ≤ δ + 1/2. Then the definition of δ and the fact that B + m 1 ≤ m 2 yields,
By the same sign lemma, (1, 2) ≤ 1/(2B + 2m 1 ). Otherwise, there is no integer s in the interval [m 2 x + 1/2 − δ, m 2 x + 1/2 + δ] (and, necessarily, δ ≤ 1/2). Of course there is an integer s in the interval [m 2 x + 1/2 + δ − 1, m 2 x + 1/2 + δ] and hence in [m 2 x − 1/2 + δ, m 2 x + 1/2 − δ). So there is an integer s such that so that |s − m 2 x| ≤ 1/2 − δ. As above, the definition of δ gives
Thus in either case, each of the three inequalities is bounded by 
Both δ x , δ y > 0. They were chosen so
Furthermore, these three (equal) expressions coincide with
We prove next that δ y < 1/2. Because m 2 B = n 2 < n 3 = m 2 m 1 we have B < m 1 . Thus
Suppose there is an integer s such that |s − m 2 x − 1/2| ≤ δ x . Pick an integer r such that |r − m 1 y| ≤ 1/2 and choose the integer s such that |s − m 2 x| ≤ 1/2 + δ x and sign(s − m 2 x) =sign(r − m 1 y). Then
By the same sign lemma we also have
Otherwise, there is an integer s such that |s − m 2 x| ≤ 1/2 − δ x . If there is some integer r such that |r − m 1 y − 1/2| ≤ δ y , then we can choose r such that |r − m 1 y| ≤ 1/2 + δ y and sign(s − m 2 x) =sign(r − m 1 y). Similar arguments to those above show that (1, 2), (1, 3) and (2, 3) are all dominated by
Otherwise, there are integers r and s with |r − m 1 y| ≤ 1/2 − δ y and |s − m 2 x| ≤ 1/2 − δ x . Then
2 − δ y B + m 1 and by triangle inequality,
Hence, again, all three are dominated by
This completes the proof that E is an upper bound for the angular Kronecker constant.
We now turn to proving that the claimed values are lower bounds for the angular Kronecker constant. Since the angular Kronecker constant of {Am 1 , Bm 2 , m 1 m 2 } must be at least the angular Kronecker constants of both of the two element sets, {Am 1 , m 1 m 2 } and {Bm 2 , m 1 m 2 }, it must be at least the greater of 1/2(A + m 2 ) and 1/2(B + m 1 ). Thus we only need to verify the sharpness of the choice of E for the case B + m 1 > m 2 and A + m 2 > m 1 . Take
and y = n 1 + n 2 + AB − B(B + m 1 − m 2 ) 2m 1 (AB + n 1 + n 2 ) .
We will show that for any choice of integers r, s
Let δ x , δ y be as defined in (4, 5) . Then m 2 x = 1/2 + δ x and m 1 y = 1/2 − δ y . Because 0 < δ x , δ y < 1/2, m 2 x, m 1 y ∈ (0, 1).
Furthermore, , 2) with r = 0, s = 1).
Since m 2 x, m 1 y ∈ (0, 1),
This exhausts all possibilities for integers r, s and completes the proof that E is sharp.
6.3. Generalized sum sets. It was shown in [Graham and Hare 2006a, Prop. 2.6 ] that α{n 1 , n 2 , n 1 + n 2 } ≥ 1/6. Using Theorem 4 the Kronecker constant for {n 1 , n 2 , n 1 + n 2 } can be exactly determined and it is asymptotically 1/6. Theorem 6. Let 1 ≤ n 1 < n 2 < n 3 with n 3 = n 1 + n 2 and gcd(n 1 , n 2 , n 3 ) = 1. Suppose n 1 + 2n 2 ≡ j mod 3. Then α{n 1 , n 2 , n 3 } = 1 6 + 1 2(n 1 + 2n 2 ) if j = 0; α{n 1 , n 2 , n 3 } = 1 6 + 1 3(n 1 + 2n 2 ) if j = 1; and
Corollary 8. α{1, 2, 3} = 1/4; α{n 1 , n 2 , n 1 + n 2 } ≤ 1/4 for all 0 < n 1 < n 2 < n 1 + n 2 .
Proof. We remark that the condition gcd(n 1 , n 2 , n 3 ) = 1 implies gcd(n 2 , n 3 ) = 1. Thus Q = (1, 0) and since tn 2 ≡ −tn 1 mod (n 1 +n 2 ) we can take P = (−1/n 3 , 1/n 3 ). Hence the angular Kronecker constant is the least E such that for all x, y there are integers s, t such that the following three inequalities are satisfied:
Setting ∆ t = t/n 3 − y and letting β ∈ [0, 1] be congruent to x + y mod 1, the three inequalities can be rewritten with an integer s as (2, 3) :
Upper bound argument: Clearly, (2, 3) is satisfied if
With s = 0, −1, (1, 3) is satisfied precisely when ∆ t ∈ I 2 ∪ I 2 , where
Similarly, (1, 2) is satisfied for s = 0, −1 when ∆ t ∈ I 3 ∪ I 3 , where
, E − β n 2 n 1 + n 2 ,
If we let
The reader can check from these facts that the interval I 1 I 2 I 3 (the case s = 0) equals
Similarly, one can show that the interval I 1 I 2 I 3 (the case s = −1) equals
For β ≤ E, we want to show that for all y we can choose an integer t such that ∆ t = t/n 3 − y ∈ J 1 . As this interval has width 2E ≥ 1/3 ≥ 1/n 3 , this can always be done. A similar argument applies with J 1 if β ≥ 1 − E.
For E ≤ β ≤ 1 − E, it is enough to show that we can choose ∆ t in J 2 or J 2 . To do this we will prove that sum of the lengths of those two intervals is at least 1/n 3 and that the left endpoint of one is congruent ( mod 1/n 3 ) to the right endpoint of the other. These two properties are clearly enough to ensure there is a choice of ∆ t ∈ J 2 ∪ J 2 .
The combined widths of these two intervals is 2E 2n 2 + n 1 n 1 + n 2 + 2E 2n 1 + n 2 n 1 + n 2 − 1 = 6E − 1 and this certainly exceeds 1/n 3 for the specified values of E. It is in checking that the left endpoint of one interval is congruent to the right endpoint of the other that the dependence of E on the congruence of n 1 + 2n 2 is relevant. We want to verify that either
Indeed, the first condition holds if n 1 + 2n 2 is either congruent to 0 or 1 mod 3. Using the fact that 2n 1 + n 2 ≡ −(n 1 + 2n 2 ) mod n 3 , one can see that the second condition is satisfied when n 1 + 2n 2 ≡ 2 mod 3. This completes the argument that E is an upper bound on the Kronecker constant.
Lower bound: Now suppose some E < E can play the role of E in (1, 2) , (1, 3) and (2, 3) for all x, y. Since E ≤ 1/4, condition (2, 3) implies that
Let β = 1/2. Together with (1, 3) and (2, 3) , this implies that s can only take on the values 0 or −1. With β = 1/2, ∆ t must be contained in the interior of the disjoint, symmetric intervals, J 2 and J 2 . The sum of the lengths of these two intervals is clearly less than 2/n 3 , so each interval, J 2 , J 2 , has length less than 1/n 3 . If n 1 + 2n 2 ≡ 0 mod 3, say n 1 + 2n 2 = 3L, then the left-hand endpoint of J 2 is
so the interior of J 2 is contained in
J 2 is similar. If L is odd, take y = 0, x = 1/2. If L is even, take y = 1/(2n 3 ), x = 1/2−y. With these choices for y, there is no integer t such that ∆ t = t/n 3 −y ∈ int (J 2 ∪ J 2 ) , as is necessary for all three of (1, 2) , (1, 3) and (2, 3) to hold with E in the place of E. If n 1 + 2n 2 ≡ 1 mod 3 the argument is similar. Lastly, if n 1 + 2n 2 ≡ 2 mod 3, say n 1 + 2n 2 = 3L + 2, then since 2n 1 + n 2 = 3n 3 − (n 1 + 2n 2 ), a calculation similar to the one above shows the right-hand endpoint of J 2 is −L/(2n 3 ). Again, taking y = 0 and x = 1/2 if L is even, or y = 1/(2n 3 ) and x = 1/2 − y if L is odd, the rest of the argument for this case proceeds like that for the case of n 1 + 2n 2 mod 1 being 0.
This completes the proof that E is the Kronecker constant.
Using similar arguments we have been able to compute the exact Kronecker constants for arithmetic progressions, as well. This is a special case of the following theorem on generalized arithmetic progressions whose proof is omitted.
Theorem 7. Suppose 1 ≤ n 1 < n 2 < n 3 and gcd(n 1 , n 2 , n 3 ) = 1. Assume that there is a positive integer r such that rn 2 = (r − 1)n 3 + n 1 and suppose that n 2 ≥ 2r(r −1). Assume n 2 +n 3 ≡ j mod 2r, with j ∈ {0, 1, ..., 2r −1}. Then α{n 1 , n 2 , n 3 } equals
if (j = 3 and 2n 1 ≥ n 2 ) or j = 2 ;
if (j = 3 and 2n 1 ≤ n 2 ) or j ≥ 4.
In particular,
Corollary 9. Suppose 1 ≤ n 1 < n 2 < n 3 is an arithmetic progression with n 2 ≥ 4 and gcd(n 1 , n 2 , n 3 ) = 1. If n 2 + n 3 ≡ j mod 4 and n j+1 − n j = d, the angular Kronecker constant, α{n 1 , n 2 , n 3 } is given by the formula Proof. Arithmetic progressions with no common divisor and n 2 ≥ 4 are the special case of the theorem with r = 2.
Remark 10. Note that j ≡ −d mod 4 when n 3 is even and j ≡ 2 − d mod 4 when n 3 is odd. In particular, when the step size d = 1, we have j = 1 or 3 and the assumption n 2 ≥ 4 implies 2n 1 > n 2 . Consequently, the conclusion of Corollary 9 yields: α{n 1 , n 1 + 1, n 1 + 2} = n 1 /2 + 1 (8 n 1 /2 + 2) whenever n 1 ≥ 3.
This improves the observation in [Graham and Hare 2006a, Prop. 2.6 ] that κ{n 1 , n 1 + 1, n 1 + 2} ≥ |1 − exp iπ/4| .
Of course, if {n 1 , n 2 , n 3 } is an arithmetic progression with common divisor q, then the angular Kronecker constant of {n 1 , n 2 , n 3 } is the same as the angular Kronecker constant of the arithmetic progression {n 1 /q, n 2 /q, n 3 /q}.
Remark 11. The requirement in the corollary that n 2 ≥ 4 is a sufficient, but not necessary condition. There are three arithmetic progressions (with no common divisor) which do not satisfy this condition: {1, 2, 3}, {2, 3, 4} and {1, 3, 5}. For the latter two the Kronecker constants are 1/5 and 3/16 (determined by computer algorithm) respectively, agreeing with the formula. However, we have already seen that α{1, 2, 3} = 1/4, larger than the value 2/9 given by the formula above.
Remark 12. Another interesting example is {5, 11, 13}. This is a generalized arithmetic progression with r = 4. It fails to satisfy the hypothesis in the theorem that n 2 ≥ 2r(r − 1). Numerical work shows that the Kronecker constant is 59/526, which is greater than the formula value, 1/12.
The sets {1, r, r + 1} are also generalized arithmetic progressions since r · r = (r − 1)(r + 1) + 1 and, of course, the condition n 2 ≥ 2r(r − 1) fails to hold. As n 2 + n 3 ≡ 1 mod 2r the theorem formula simplifies to α = 1/(2r + 1) and this is always strictly smaller than the correct value given for α{1, r, r + 1} in Theorem 6.
We will say a set of non-zero integers, {n j }, is k-independent if whenever ε j n j = 0 with ε j ∈ {0, ±1, ..., ±k} then ε j = 0 for all j. If a set is k-independent, but not k + 1-independent, we will call it sharp k-independent. A 2-independent set is sometimes called dissociate and is an example of a Sidon set [Lopez and Ross 1975] . Sum sets are (typically) sharp 0-independent sets; arithmetic progressions are either sharp 0 or 1-independent. Actually, the sharp 0-independent sets of size three are precisely those of the form {−a, a, b}, which have Kronecker constant at least 1/4, and the sets {±n 1 , ±n 2 , ±n 3 } with n 1 + n 2 = n 3 . Thus if we let β k = inf{α(S) : S is sharp k-independent, |S| = 3}, then the sum set theorem implies β 0 = 1/6.
Our numerical work suggests that the Kronecker constant of a set depends on the arithmetic relations it satisfies. Indeed, it is an easy consequence of the lower bound for sum sets that β k is bounded away from zero.
But A j is the union of n j disjoint intervals whose lengths sum to 1−2ε. Thus the measure of d j=1 A c j is at most 2dε < 1 and hence d j=1 A j cannot be empty. Remark 13. When d = 2, this gives α(S) ≤ 1/4 and this trivial upper bound is sharp if and only if S = {−n, n}. For d = 3, the value is 1/3 and Cor. 5 shows that this is sharp if S = {−n, n, 2n}. Using our methods we can also prove that that the angular Kronecker constant is strictly less than 1/3 for all other three element sets (that exclude 0). This is very technical, whose proof is not included here but has been archived at [Hare and Ramsey 2011] .
We conjecture that α{n 1 , n 2 , n 3 } ≤ 1/4 for all three element sets other than {−n, n, 2n}. We have already seen this is true in the rectangular lattice and the sum set case. As well, we have run our computer algorithm on all three element sets of positive integers with n 3 ≤ 50 and the greatest Kronecker constant is 1/4, occurring only on the integer multiples of {1, 2, 3}. The archive [Hare and Ramsey 2011] has a table of these Kronecker constants.
Computing Kronecker Constants
For a set of integers T of size d, computing the angular Kronecker constant α(T ) is equivalent to performing nested, but opposite optimizations over some infinite sets: Third, given D , we select a finite S ⊂ K such that, for all f ∈ D ,
We then solve the many linear programming problems implied by our choices.
• • For each k ∈ S, there are linear constraints J k that express the fact that Table 2 . Kronecker Constants for {1, . . . , n}
• We exhaust all choices of τ and subsequent choices of J k . The value of α(T ) is the largest maximum occurring in any of the sub-problems.
7.1. Numerical Results. Angular Kronecker constants have been archived at [Hare and Ramsey 2011] for all triples {a, b, c} with 0 < a < b < c ≤ 50 and gcd(a, b, c) = 1. There are 16648 of these triples. A complete listing of the angular Kronecker constants for relatively prime fourtuples of integers from {1, . . . , 20} can also be found at [Hare and Ramsey 2011] .
In Table 1 we summarize our results relating Kronecker constants to the sharp k-independence properties. In that table "Number of Sets" is the number of sets examined that were sharp k-independent for k = 0, ..., 6; β k = inf{α(T ) : T is sharp k-independent}; γ k = sup{α(T ) : T is sharp k-independent}. Based on this numerical evidence, we speculate that sup{α(T ) : T sharp k-independent} tends to 0 as k → ∞.
As well, we ran our algorithm on home and office desktop computers for the sets {1, 2, ..., n}. For 1 ≤ n ≤ 9 the values are given in Table 2 . Of course, the Kronecker constants must tend to 1/2 as n → ∞. For comparison, the table includes previously known best lower bounds, which are derived from [Graham and Hare 2006a, Cor. 4.6] .
