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ON THE GENERALIZED ALMOST PERIODIC HOMOGENIZATION OF
STOCHASTIC CONSERVATION LAWS WITH MULTIPLICATIVE NOISE
HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
ABSTRACT. We consider the generalized almost periodic homogenization problem for two
types of stochastic conservation laws with oscillatory coefficients and amultiplicative noise,
namely, the nonlinear transport equation and the equation with a stiff oscillating exter-
nal force. We use the notion of homogenization by noise-approximation, introduced here,
which amounts to the homogenization of the equations with an approximate noise as well
as showing that the solutions of the approximate equations with an artificial viscosity term
converge, as the noise-approximation parameter goes to zero, to the solutions of the original
equation with artificial viscosity, whose solutions are shown to converge to the solutions of
the original equation as the viscosity parameter goes to zero. Besides, the homogenization
limits of the approximate equations are themselves limits of a two-parameter sequence,
when one of these parameters, representing viscosity, goes to zero, and whose counter-
part limits, obtained when the other parameter, representing the noise-approximation, goes
to zero, converge to a well determined limit which we call the homogenization limit by
noise-approximation (b.n.a.). In both cases the multiplicative noise is prescribed so that
the corresponding stochastic equation has special solutions that play the role of steady-state
solutions in the deterministic case and are crucial elements in the homogenization analysis.
As a byproduct, our prescription of the multiplicative noise provides a way to justify the
noise perturbation of the corresponding deterministic equation.
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1. INTRODUCTION
We consider two very representative homogenization problems for conservation laws
subjected to a stochastic perturbation by a multiplicative noise.
The first problem we consider is the one of the nonlinear transport equation whose de-
terministic case was first addressed in [22], in the periodic case, and later on in [2, 29] in
the almost periodic, Fourier-Stieltjes algebras cases, respectively. See also [14, 56]. The
equation is the following
푑푢휀 + 푎
(
푥
휀
)
⋅ ∇푥푓 (푢
휀) 푑푡 = 휅0 휎(푢
휀) ◦푑푊 , (1.1)
where푊 (푡) is the standard Brownian motion, ◦푑푊 denotes integration in the Stratonovich
sense, 푎(푦) ∈ Lip ∩ (ℝ푑)푑 satisfies ∇푦 ⋅ 푎(푦) = 0, (ℝ푑) is a general ergodic algebra,
a concept whose definition we recall subsequently, 푓, 휎 ∶ ℝ → ℝ are smooth functions,
with 휎 and satisfying 휎 ≥ 훿0 > 0 and 푓 ′, 휎′, 휎′′ ∈ 퐿∞(ℝ). We further assume that the set
of zeros of 푓 ′ has measure zero, namely, |||{푢 ∈ ℝ ∶ 푓 ′(푢) = 0}||| = 0.
Motivated by the well by the well-known conversion formula between Stratonovich and
Itô differentials (see, e.g., [4]), we interpret the equation (1.1) in the following Itô form:
푑푢휀 + 푎
(
푥
휀
)
⋅ ∇푥푓 (푢
휀) 푑푡 = 휅0 휎(푢
휀) 푑푊 +
1
2
휅2
0
ℎ(푢휀) 푑푡, ℎ ∶= 휎′휎.
The initial condition is given by
푢휀(0, 푥) = 푈0
(
푥,
푥
휀
)
, (1.2)
where 푈0(푥, 푦) ∈ 퐿
∞(ℝ푑 ;(ℝ푑)).
The concept of ergodic algebra was introduced in [59] (see also [39]), motivated by
algebras generated by typical realizations of stationary ergodic processes and their self-
averaging property provided by Birkhoff theorem. Namely, an ergodic algebra is an algebra
(ℝ푑) of bounded uniformly continuous (BUC) functions in ℝ푑 satisfying the following:
(i)(ℝ푑) is invariant by translations, that is, if 푓 ∈ , then 푓 (⋅ + 휆) ∈ , for all 휆 ∈ ℝ푑 ;
(ii) every function 푓 ∈ (ℝ푑) possesses mean-value, that is, there exists a number푀(푓 )
such that 푓 (휀−1푥)⇀푀(푓 ) as 휀→ 0 in the weak–⋆ topology of 퐿∞(ℝ푑). In particular,
푀(푓 ) ∶= lim
푅→∞
1|퐵(0;푅)| ∫퐵(0;푅) 푓 (푥) 푑푥,
where 퐵(0;푅) is the open ball with radius 푅 centered at the origin 0, and |퐵(0, 푅)| is its
푛-dimensional Lebesgue measure. Also, one easily sees that 푀(푓 (⋅ + 휆)) = 푀(푓 ), for
all 휆 ∈ ℝ푛. We also use te notation 푀(푓 ) = ∫ 푓 푑푥 ; (iii)  is ergodic in the sense that
if we define in  the semi-norm [푓 ]2 ∶= 푀(|푓 |2)1∕2, taking equivalence classes by the
relation 푓 ∼ 푔 ⟺ [푓 − 푔]2 = 0, and denoting the completion of the quotient space
by 2(ℝ푛), the Besicovitch space of exponent 2 associated with (ℝ푑), we have that any
푔 ∈ 2(ℝ푑), satisfying 푔(⋅ + 휆) = 푔(⋅), in the sense of 2(ℝ푑), for all 휆 ∈ ℝ푑 , is equal to
a constant in 2(ℝ푑). As examples of ergodic algebras, besides the periodic functions, we
have AP(ℝ푑), the space of almost periodic functions (see, e.g., [10]), the Fourier-Stieltjes
algebra FS(ℝ푑) (see, e.g., [24, 29]), or the larger one WAP(ℝ푑), the space of the weak
almost periodic functions, see [24, 25]. In particular, in [25], Eberlein proved that every
function 휙 ∈ WAP(ℝ푑) admits a decomposition 휙 = 휙∗ + 휙 , where 휙∗ ∈ AP(ℝ푑) and
휙 ∈ (ℝ푑) where
 (ℝ푑) ∶= {푓 ∈ BUC(ℝ푑) ∶ lim
푅→∞
1|퐵(0;푅)| ∫퐵(0;푅) |푓 (푦)| 푑푦 = 0}.
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This motivates the introduction in [27] of the algebra of the weak–∗ almost periodic func-
tions,∗AP(ℝ푑), defined by
∗AP(ℝ푑) ∶= AP(ℝ푑) + (ℝ푑),
which is clearly an ergodic algebra and contains all the ergodic algebras containing the
periodic functions so far known.
Let 2(ℝ푑) denote the 퐿2-Besicovitch space associated with(ℝ푑). Let
 ∶= {푣 ∈ (ℝ푛) ∩푊 1,∞(ℝ푛) ∶ ∇푎푣 ∶= 푎 ⋅ ∇푣 ∈ (ℝ푛)}.
We define
 ∶=
{
푣 ∈ 2(ℝ푑) ∶ ∫
ℝ푑
푣(푦)푎(푦) ⋅ ∇휑(푦) 푑푦 = 0, for all 휑 ∈ 
}
and its subspaces
∗ ∶= {푣 ∈ (ℝ푑) ∩푊 1,∞(ℝ푑) ∶ ∇푎푣 = 0, a.e.},
and
† ∶=
{
푣 ∈  ∶ ∃ (푣푘)푘∈ℕ ⊂  , 푣푘
2∩퐿2loc
⟶ 푣 and ∇푎푣푘
2∩퐿2loc
⟶ 0
}
.
Clearly, ∗ ⊂ †. In [2] it was shown that for a large collection of fields 푎(푦) ∈ AP∩
Lip (ℝ푑;ℝ푑), with div 푎 = 0, the space ∗ is dense in  in the 2(ℝ푑) topology, when
(ℝ푑) = AP(ℝ푑). Similarly, in [29] also a large collection of fields 푎(푦) ∈ FS∩Lip (ℝ푑 ;ℝ푑),
with div 푎 = 0, was described for which the space ∗ is dense in  in the topology of
2(ℝ푑), when (ℝ푑) = FS(ℝ푑). Finally, in [56], it was shown that for any 푎(푦) ∈
AP∩Lip (ℝ푑 ;ℝ푑), † is dense in  , in the topology of 2(ℝ푑), for (ℝ푑) = AP(ℝ푑).
The method used in [2, 29] for describing large collections of fields for which the density
of ∗ in  holds, in the case (ℝ푑) = AP(ℝ푑) and (ℝ푑) = FS(ℝ푑), respectively, may
be easily extended to give a similar description of a large collection of fields for which the
same fact holds in the case where(ℝ푑) =∗AP(ℝ푑) (see, e.g., lemma 4.4 in [29]) .
We assume that
푈0 ∈ 퐿
∞(ℝ푑 ;(ℝ푑)), 푈0(푥, ⋅) ∈  for a.e. 푥 ∈ ℝ푑 . (1.3)
Let be the compactification ofℝ푑 associated with the ergodic algebra(ℝ푑), through
a classical theorem by Stone (see, e.g., [20, 21]). For each 푦 ∈ , consider the following
auxiliary initial value problem
푑푈 + ∇푥 ⋅ (푎̃(푦)푓 (푈 )) 푑푡 = 휅0 휎(푈 ) ◦푑푊 , 푡 > 0, 푥 ∈ ℝ
푑 , (1.4)
푈 (0, 푥, 푦) = 푈0(푥, 푦), 푥 ∈ ℝ
푑 , (1.5)
where 푎̃(푦) is the orthogonal projection of 푎(푦) onto  in 2(ℝ푑).
Again we observe that the corresponding equation for the Itô integral reads
푑푈 + ∇푥 ⋅ (푎̃(푦)푓 (푈 )) 푑푡 = 휅0 휎(푈 ) 푑푊 +
1
2
휅2
0
ℎ(푈 ) 푑푡, 푡 > 0, 푥 ∈ ℝ푑 .
Let 푋 be a Banach space, (Ω, ,ℙ) be a probability space, {푡 ∶ 0 ≤ 푡 ≤ 푇 } be a
complete filtration, that is, an increasing family of 휎-algebras contained in  , all of them
containing all the null sets of , such that푠 = ⋂푡≥푠 푡. Let 2푊 (0, 푇 , 푋) denote the space
of the predictable 푋-valued processes (see, e.g., [15], p.94, [52], p.28). This is the same
as the space 퐿2([0, 푇 ] × Ω, 푋) with the product measure 푑푡 ⊗ 푑ℙ on 푇 , the predictable
휎-algebra, i.e., the 휎-algebra generated by the sets {0} × 0 and the rectangles (푠, 푡] × 퐴
4 HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
for 퐴 ∈ 푠. We denote  2푊 (0, 푇 , 퐿2loc(ℝ푑)) ∶= ⋂푅>0 2푊 (0, 푇 , 퐿2(퐵(0, 푅))), where
퐵(0, 푅) is the open ball centered at 0 with radius푅 in ℝ푑 . We will say that 푢 is predictable
if 푢 ∈ 2
푊
(0, 푇 , 퐿2loc(ℝ
푑)). Let us also denote푄 = (0, 푇 ) ×ℝ푑 .
Definition 1.1 (entropy solution, equation with oscillatory nonlinear transport). We say
that a predictable function 푢휀 ∈ 퐿2(Ω;퐿∞(푄)) is an entropy solution of (1.1)–(1.2) if for
all convex 휂 ∈ 퐶2(ℝ), for 푞 ∈ 퐶2(ℝ), such that 푞′(푢) = 휂′(푢)푓 ′(푢), and for all 0 ≤ 휑 ∈
퐶∞푐 ((−∞, 푇 ) × ℝ
푑), a.s. in Ω, we have
∫푄 휂(푢
휀)휕푡휑 + 푞(푢
휀)푎
(
푥
휀
)
⋅ ∇휑 +
휅2
0
2
(
휂′(푢휀)ℎ(푢휀) + 휂′′(푢휀)휎2(푢휀)
)
휑푑푥 푑푡
+ 휅0 ∫
푇
0 ∫ℝ푑 휂
′(푢휀)휎(푢휀)휑푑푥 푑푊 (푡) + ∫
ℝ푑
휂
(
푈0
(
푥,
푥
휀
))
휑(0, 푥) 푑푥 푑푡 ≥ 0.
Definition 1.2 (entropy solution, equation with nonlinear transport). For each 푦 ∈ , we
say that a predictable function 푈 (푦) ∈ 퐿2(Ω;퐿∞(푄)) is an entropy solution of (1.4)–(1.5)
if for all convex 휂 ∈ 퐶2(ℝ), for 푞 ∈ 퐶2(ℝ), such that 푞′(푢) = 휂′(푢)푓 ′(푢), and for all
0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) × ℝ푑), a.s. in Ω, we have
∫푄 휂(푈 (푦))휕푡휑 + 푞(푈 (푦))푎̃(푦) ⋅ ∇휑
+
휅2
0
2
(
휂′(푈 (푦))ℎ(푈 (푦)) + 휂′′(푈 (푦))휎2(푈 (푦))
)
휑푑푥 푑푡
+ 휅0 ∫
푇
0 ∫ℝ푑 휂
′(푈 (푦))휎(푈 (푦))휑푑푥 푑푊 (푡) + ∫
ℝ푑
휂(푈0(푦))휑(0, 푥) 푑푥 푑푡 ≥ 0.
Throughout this paper
{
푊훿
}
훿>0
will denote any family of approximations of the Brow-
nian motion satisfying the following conditions:
(W1) For any 푇 > 0,푊훿 ∈ Lip ([0, 푇 ]),푊훿(0) = 0, a.s. in Ω;
(W2) For any 푇 > 0,푊훿(푡)→ 푊 (푡) uniformly in [0, 푇 ], a.s. in Ω.
Let us give an example of an approximation
{
푊훿
}
훿>0
satisfying (W1)-(W2) (it will be
used later in Section 4). For 훿 = 훿푚 =
푇
푚
, 푚 ∈ ℕ, consider the polygonal approximation
푊훿푚 =∶ 푊푚 of푊 defined for 푘훿푚 ≤ 푡 < (푘 + 1)훿푚 by
푊푚(푡) = 푊
(
[푡]−푚
)
+
푡 − [푡]−푚
훿푚
(
푊
(
[푡]+푚
)
−푊
(
[푡]−푚
))
, (1.6)
where [푡]−푚 = 푘훿푚 and [푡]
+
푚 = (푘 + 1)훿푚, for 푘 = 0, 1,… , 푚− 1.
Before defining the notion of homogenization by noise-approximationwhich we will be
using here, let us give an informalmotivation for its introduction. The fact that theBrownian
motion is at most Hölder continuous, with Hölder exponent less that 1∕2, poses a seemingly
unsurmountable technical difficulty for the carrying out of the homogenization techniques
used in the deterministic case, suitably adapted and extended. Therefore, we have to resort
to a regularization
{
푊훿
}
훿>0
of the Brownian motion 푊 , satisfying (W1)-(W2), in order
to carry out the homogenization process. So we consider first the regularized problem,
(1.1)훿-(1.2), where (1.1)훿 is the equation obtained from (1.1) with푊 (푡) replaced by푊훿(푡),
and then proceed with the homogenization, as 휀→ 0, for this regularized problem, thereby
providing, for each 훿 > 0, a homogenization limit 푢훿 . If, for each fixed 휀 > 0, the solutions
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푢휀
훿
of (1.1)훿-(1.2) converge as 훿 → 0 to the solutions 푢
휀 of the problem (1.1)-(1.2), and the
sequence 푢훿 converges to a well determined limit 푢, as 훿 → 0, then we have found, in some
(weak) sense, a homogenization limit for our problem (1.1)-(1.2).
Unfortunately, the problem of proving that 푢휀
훿
→ 푢휀, as 훿 → 0, for each fixed 휀 > 0,
which is the so called Wong-Zakai problem [57] for (1.1), is still a wide open problem.
However, the corresponding Wong-Zakai problem for the parabolic approximation (1.1)휆-
(1.2), of the problem (1.1)-(1.2), obtained by the addition of an artificial viscosity term 휆Δ푢
to the right-hand side of (1.1), can be successfully addressed by extending earlier results
for semilinear parabolic stochastic equations, specifically the work of Nakayama [49]. So,
for the limits as 훿 → 0, instead of dealing with (1.1)훿, we deal with (1.1)휆,훿, which results
from (1.1)훿 by the addition of an artificial viscosity term 휆Δ푢 to its right-hand side. So,
we ask that the solutions of (1.1)훿,휆-(1.2), for each fixed 휀, 휆 > 0, converge, as 훿 → 0, to a
function 푢휀
휆
. Moreover, it should be shown that 푢휀
휆
→ 푢휀, as 휆 → 0. On the other hand, it is
required that each of the homogenization limits 푢훿 of the regularized problem, (1.1)훿-(1.2),
is the limit as 휆 → 0 of a two-parameter family of functions {푢훿,휆 ∶ 훿 > 0, 휆 > 0}, which
also satisfies, for each fixed 휆 > 0, 푢훿,휆 → 푢휆, as 훿 → 0, and, finally, that the sequence 푢휆
converges, as 휆 → 0, to a well defined limit 푢, which is to be considered, in some (even
weaker) sense, the homogenization limit of the problem (1.1)-(1.2).
From the mathematical point of view, in the homogenization by noise-approximation,
the homogenization process is more precisely only carried out for the equation with the
Brownian motion replaced by a finite variation approximation, which takes the solutions 푢휀
훿
of the equation with approximate noise to their homogenization limit, in the usual sense,
푢훿. Nevertheless, one is also required to show that the two-parameter approximation 푢
휀
훿,휆
,
provided by the solution of the equation obtained by the addition of artificial viscosity
휆 to the equation with regularized noise, for each 훿 > 0 fixed, converges as 휆 → 0 to
푢휀
훿
, the solution of the equation with approximate noise, while for each 휆 > 0 fixed, it
converges as 훿 → 0 to 푢휀
휆
, the solution of the original equation with an additional artificial
viscosity term. Moreover, one is required to show that 푢휀
휆
→ 푢휀 as 휆 → 0. On the other
extreme, one is required to find a two-parameter family, 푢훿,휆 so that, for each fixed 훿 > 0,
푢훿,휆 → 푢훿 as 휆 → 0, and, for each fixed 휆 > 0, it converges as 훿 → 0 to a limit 푢휆, which
in turn converges, as 휆 → 0, to a well-defined limit 푢. These additional steps, besides the
usual homogenization of the equation with approximate noise, clearly are not enough to
provide a rigorous justification of the homogenization limit in the usual sense, but they are
intended to gather sufficient facts to corroborate the pointing out of a particular function as
the homogenization limit in a certain sense, which we are calling homogenization limit by
noise-approximation. This is stated in a more precise way in the next definition.
Definition 1.3 (homogenization by noise-approximation, oscillatory transport). We call 푢
the homogenization limit by noise-approximation type 1 (homogenization limit b.n.a.1 for
short) of (1.1)-(1.2), and write 푢휀
푏.푛.푎.
⟹
1
푢, where 푢휀 is the solution of (1.1)-(1.2), if the
following conditions hold:
(i) For some family of approximations of the Brownian motion,
{
푊훿
}
훿>0
, satisfying
(W1)-(W2), the solutions 푢휀
훿
of (1.1)훿-(1.2) converge, as 훿 → 0, in 퐿
1
loc(푄), to the
solution 푢휀 of (1.1)-(1.2), a.s. in Ω;
(ii) 푢휀
훿
⇀ 푢훿 , as 휀→ 0, in the weak–⋆ topology of 퐿
∞(푄), a.s. in Ω;
(iii) 푢훿 → 푢, as 훿 → 0, in 퐿
1
loc(푄), a.s. in Ω.
6 HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
We call 푢 the homogenization limit by noise-approximation type 2 (homogenization limit
b.n.a.2, for short) of (1.1)-(1.2), and write 푢휀
푏.푛.푎.
⟹
2
푢, if (ii) holds and, instead of (i) and (iii),
(i’) For some family of approximations of the Brownian motion,
{
푊훿
}
훿>0
, satisfying
(W1)-(W2), the solutions 푢휀
훿,휆
of (1.1)훿,휆-(1.2) converge in 퐿
1
loc(푄), as 훿 → 0,
to the solution 푢휀
휆
of (1.1)휆, a.s. in Ω, where (1.1)훿,휆 is the equation obtained from
(1.1)훿 by the addition of an artificial viscosity 휆Δ푢 to its right-hand side, and (1.1)휆
is the equation (1.1) with the additional artificial viscosity term, 휆Δ푢;
(iii’) There exists a two-parameter family
{
푢훿,휆 ∶ 훿 > 0, 휆 > 0
}
and a one-parameter
family
{
푢휆 ∶ 휆 > 0
}
, of real functions on Ω × 푄, such that, for each fixed 휆 > 0,
푢훿,휆 → 푢휆, as 훿 → 0, and, for each fixed 훿 > 0, 푢훿,휆 → 푢훿 , as 휆 → 0, in 퐿
1
loc(푄),
a.s. in Ω. Besides, we have 푢휀
훿,휆
→ 푢휀
훿
and 푢휆 → 푢, in 퐿
1
loc(푄), as 휆 → 0, a.s. in Ω.
We can state our first main result.
Theorem 1.1 (homogenization, oscillatory transport). Let 푢휀 be the entropy solution of
(1.1)–(1.2), with 푈0 satisfying (1.3), and, for each 푦 ∈ , let 푈 (푦) be the entropy solution
of (1.4)–(1.5). Assume that † is dense in  in the topology of 2(ℝ푑). Then we have
푢휀
푏.푛.푎.
⟹
2
푢, 푢(푡, 푥) = ∫ 푈 (푡, 푥, 푦) 푑픪(푦),
where 푑픪(푦) is the measure on  induced by the mean value on(ℝ푑).
The second problem is the one of a stiff oscillatory external force whose deterministic
case was first addressed in [23], in the periodic one-dimensional case and later on in [2, 3]
in the almost periodic and ergodic algebras multidimensional case. The corresponding
equation is as follows
푑푢휀 + ∇푥 ⋅ 푓 (푢
휀) 푑푡 =
1
휀
푉 ′
(푥1
휀
)
푑푡 + 휅0 휎푓1(푢
휀) ◦푑푊 , (1.7)
where 푓 = (푓1,… , 푓푑), 푓푖 ∶ ℝ → ℝ are smooth functions, 푖 = 1,… , 푑, 푓
′
1
≥ 훿0 > 0,
푓 ′
푘
≥ 0, 푘 = 2,… , 푑. We also assume that 푓 ′ ∈ 퐿∞(ℝ;ℝ푑) and 푓 ′
1
, 푓 ′′
1
, 푓 ′′′
1
∈ 퐿∞(ℝ).
휅0 ∈ ℝ is a constant. Besides, 푉 ∶ ℝ → ℝ is a smooth function belonging to an arbitrary
ergodic algebra(ℝ푑),푊 ∶ Ω×[0, 푇 ]→ ℝ is a standardBrownianmotion in a probability
space (Ω, ,ℙ), and 휎푓1 is defined by
휎푓1(푢) ∶=
1
푓 ′
1
(푢)
. (1.8)
In view of the Stratonovich-Itô conversion formula, we interpret (1.7) to mean
푑푢휀 + ∇푥 ⋅ 푓 (푢
휀) 푑푡 =
1
휀
푉 ′
(푥1
휀
)
푑푡 + 휅0 휎푓1(푢
휀) 푑푊 +
1
2
휅2
0
ℎ푓1(푢
휀) 푑푡,
where the Stratonovich-Itô correction ℎ푓1 is given by
ℎ푓1 ∶= 휎
′
푓1
휎푓1 = −
푓 ′′
1
(푢)
푓 ′
1
(푢)3
.
From the assumptions on 푓1, it follows that ℎ푓1 , ℎ
′
푓1
∈ 퐿∞(ℝ).
We prescribe initial data for (1.7) of the form
푢휀(0, 푥) = 푢0
(
푥,
푥
휀
)
. (1.9)
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For simplicity, 푢0 is assumed to be deterministic. Let 푔 = 푓
−1
1
be the inverse of 푓1. We
assume that 푢0(푥, 푦) satisfies
푢0(푥, 푦) = 푔(푉 (푦) + 푣0(푥)), (1.10)
for some 푣0 ∈ 퐿
∞(ℝ푑).
Let us consider the auxiliary equation
푑푢̄ + ∇ ⋅ 푓̄ (푢̄) 푑푡 = 휅0 휎푓̄1(푢̄) ◦푑푊 , (1.11)
where 푓̄ = (푓̄1, 푓̄2,… , 푓̄푑), with 푓̄1, 푓̄2,… , 푓̄푑 satisfying
푝 = ∫
ℝ
푔
(
푓̄1(푝) + 푉 (푧1)
)
푑푧1, (1.12)
푓̄푘(푝) = ∫
ℝ
푓푘◦푔
(
푓̄1(푝) + 푉 (푧1)
)
푑푧1, 푘 = 2,… , 푑, (1.13)
and 휎푓̄1(⋅) is defined as 휎푓1 with 푓̄1(⋅) instead of 푓1, cf. (1.8).
Again, in view of the Stratonovich-Itô conversion formula, we interpret this equation in
the following form:
푑푢̄ + ∇ ⋅ 푓̄ (푢̄) 푑푡 = 휅0 휎푓̄1(푢̄) 푑푊 +
1
2
휅2
0
ℎ푓̄1(푢̄) 푑푡,
where ℎ푓̄1 = 휎
′
푓̄1
휎푓̄1 is the Stratonovich-Itô correction function.
We remark that, from the assumptions on 푓 and 푓1, it follows from (1.12) and (1.13)
that 푓̄ and 푓̄1 also satisfy 푓̄
′ ∈ 퐿∞(ℝ;ℝ푑) and 푓̄ ′
1
, 푓̄ ′′
1
, 푓̄ ′′′
1
∈ 퐿∞(ℝ).
For (1.11) the following initial condition is prescribed
푢̄(0, 푥) = 푢̄0(푥) ∶= ∫
ℝ
푢0(푥, 푧1) 푑푧1. (1.14)
Definition 1.4 (entropy solution, equation with oscillatory forcing). We say that 푢휀 ∈
 2
푊
(0, 푇 , 퐿2loc(ℝ
푑))∩퐿2(Ω;퐿∞(푄)) is an entropy solution of (1.7)–(1.9), with 푢0
(
⋅,
⋅
휀
)
∈
퐿2(Ω;퐿∞(ℝ푑)), and 푢0 satisfying (1.10), if for all convex 휂 ∈ 퐶
2(ℝ), for 푞 ∈ 퐶2(ℝ,ℝ푑),
such that 푞′(푢) = 휂′(푢)푓 ′(푢), and for all 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) × ℝ푑), a.s. in Ω, we have
∫푄 휂(푢
휀)휕푡휑 + 푞(푢
휀) ⋅ ∇휑 + 휂′(푢휀)
(
1
휀
푉 ′
(푥1
휀
)
+
휅2
0
2
ℎ푓1(푢
휀)
)
휑푑푥 푑푡
+
휅2
0
2 ∫푄 휎
2
푓1
(푢)휂′′(푢)휑푑푥 푑푡 + 휅0 ∫
푇
0 ∫ℝ푑 휂
′(푢)휎푓1(푢)휑푑푥 푑푊 (푡)
+ ∫
ℝ푑
휂(푢)휑(0, 푥) 푑푥 푑푡 ≥ 0.
Definition 1.5 (entropy solution, equationwith forcing). We say that a predictable function
푢̄ ∈ 퐿2(Ω;퐿∞(푄)) is an entropy solution of (1.11)–(1.14) if for all convex 휂 ∈ 퐶2(ℝ), for
푞̄ ∈ 퐶2(ℝ,ℝ푑), such that 푞̄′(푢) = 휂′(푢)푓̄ ′(푢), and for all 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) × ℝ푑), a.s.
in Ω, we have
∫푄 휂(푢̄)휕푡휑 + 푞̄(푢̄) ⋅ ∇휑 +
휅2
0
2
(
휂′(푢̄)ℎ푓̄1(푢̄) + 휂
′′(푢̄)휎2
푓̄1
(푢̄)
)
휑푑푥 푑푡
+ 휅0 ∫
푇
0 ∫ℝ푑 휂
′(푢̄)휎푓̄1(푢̄)휑푑푥 푑푊 (푡) + ∫
ℝ푑
휂(푢̄0)휑(0, 푥) 푑푥 푑푡 ≥ 0.
8 HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
Similarly to Definition 1.3 we have the following.
Definition 1.6 (homogenization by noise-approximation, oscillatory forcing). We call 푢
the homogenization limit by noise-approximation type 1 (homogenization limit b.n.a.1, for
short) of (1.7)-(1.9), and write 푢휀
푏.푛.푎.
⟹
1
푢, where 푢휀 is the solution of (1.7)-(1.9), if the
following conditions hold:
(i) For some family of approximations of the Brownian motion,
{
푊훿
}
훿>0
, satisfying
(W1)-(W2), the solutions 푢휀
훿
of (1.7)훿-(1.9), where (1.7)훿 is the equation obtained
from (1.7) when푊 (푡) is replaced by푊훿(푡), converge in 퐿
1
loc(푄) to the solution 푢
휀
of (1.7) as 훿 → 0, a.s. in Ω;
(ii) 푢휀
훿
⇀ 푢훿 , as 휀→ 0, in the weak–⋆ topology of 퐿
∞(푄), a.s. in Ω;
(iii) 푢훿 → 푢, as 훿 → 0, in 퐿
1
loc(푄), a.s. in Ω.
We call 푢 the homogenization limit by noise-approximation type 2 (homogenization limit
b.n.a.2, for short) of (1.7)-(1.9), and write 푢휀
푏.푛.푎.
⟹
2
푢, if (ii) holds and, instead of (i) and (iii),
(i’) for some family of approximations of the Brownian motion,
{
푊훿
}
훿>0
, satisfying
(W1)-(W2), the solutions 푢휀
휆,훿
of the problem (1.7)휆,훿-(1.9) converge in퐿
1
loc(푄), as
훿 → 0, to the solution 푢휀
휆
of (1.7)휆, a.s. inΩ, where (1.7)휆,훿 is the equation obtained
from (1.7)훿 by the addition of an artificial viscosity 휆Δ푢 to its right-hand side, and
(1.7)휆 is the equation (1.1) with the additional artificial viscosity term 휆Δ푢;
(iii’) there exists a two-parameter family
{
푢훿,휆 ∶ 훿 > 0, 휆 > 0
}
and a one-parameter
family
{
푢휆 ∶ 휆 > 0
}
, of real functions on Ω × 푄, such that, for each fixed 휆 > 0,
푢훿,휆 → 푢휆, as 훿 → 0, and, for each fixed 훿 > 0, 푢훿,휆 → 푢훿 , as 휆 → 0, in 퐿
1
loc(푄),
a.s. in Ω. Besides, we have 푢휀
훿,휆
→ 푢휀
훿
and 푢휆 → 푢, in 퐿
1
loc(푄), as 휆 → 0, a.s. in Ω.
We can now state our second main result.
Theorem1.2 (homogenization, oscillatory forcing). Let 푢휀 be the entropy solution of (1.7)–
(1.9), with 푢0 satisfying (1.10), and 푢̄ be the entropy solution of (1.11)–(1.14). Then we have
푢휀
푏.푛.푎.
⟹
2
푢̄. Moreover, for each 훿 > 0, ℙ-a.s. in Ω, 푢휀
훿
(푡, ) − 푈훿
(
푡, 푥,
푥
휀
)
strongly converges
to zero in 퐿1loc(푄), where 푈훿(푡, 푥, 푦) = 푔
(
푓̄1(푢̄훿(푡, 푥)) + 휅0푊훿(푡) + 푉 (푦)
)
, and 푢̄훿 is the
solution of the problem corresponding to (1.11)–(1.14) with푊 (푡) replaced by푊훿(푡).
Beforewemake an account of earlier works connected to the present one, both in homog-
enization theory and in the theory of SPDEs, and a brief description of the contents in this
paper, we remark for practical purposes that the stochastic perturbation of the deterministic
versions, of the equations we deal with herein, are determined by the stochastic equations
satisfied by certain special solutions, which in turn are natural stochastic extensions of the
stationary solutions of the corresponding deterministic versions, which play a central role
in the homogenization process in the deterministic case. Homogenization theory has been
useful in many well known cases to derive equations from mechanics and other applied
areas, as the Darcy law in two-phase flows in porous media (see, e.g., the famous appendix
by Tartar in [54]), and we believe that the way the stochastic perturbations were derived
here may be useful in applications.
This paper is concerned with both the theory of homogenization of partial differential
equations and the theory of stochastic differential equations. The homogenization theory
of partial differential equations has been a field of intense research since the 1970’s and
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we refer to the classical book [9] for an account of this theory up to 1978. We also refer
to the other classical book [39] where a section is devoted to the homogenization theory
in the context of ergodic algebras, which is the setting adopted in this paper. The homog-
enization methods used in this paper are based on those developed in [2] and [3], which
in turn are mostly based on the concept of two-scale Young measures for almost periodic
oscillations and its natural extension to ergodic algebras. Two-scale Young measures were
introduced in the periodic case in [22] (see also [23]) as an extension to the notion of two-
scale convergence introduced in [50] and further developed in [1]. Two-scale convergence
for general oscillations in ergodic algebras were established in [12], and corresponds to
the linear case of the two-scale Young measures established in [2], as proved in [30]. The
theory of stochastic partial differential equations has experienced intense progress in the
last three decades and we cite the treatise [15] for a basic general account of this theory
and references. More specifically, concerning the theory of stochastic conservation laws,
we mention the first contributions by Kim [42], and Feng and Nualart [26]. The latter was
further developed in Chen, Ding, and Karlsen in [13] and Karlsen and Storrøsten in [41].
An inflection in the course of this theory was achieved by Debussche and Vovelle [16] with
the introduction of the notion of kinetic stochastic solution, extending the corresponding
deterministic concept introduced by Lions, Perthame, and Tadmor [45]. We also men-
tion the independent development in this theory made by Bauzet, Vallet, and Wittbold [6].
Concerning homogenization of stochastic partial differential equations, this has not been
a frequently researched topic, although the earliest contribution seems to have appeared
already in the early 1990’s by Bensoussan in [8]. As to more recent publications on this
subject, we mention the contributions of Ichihara [37], Sango [55], Mohammed [47], and
Mohammed and Sango [48], among others. Consult also references in these papers.
This paper is organised as follows. In Section 2, we address the homogenization of the
stochastic nonlinear transport equation. In Section 3, we deal with the same problem for
the stochastic stiff oscillatory external force equation. In Section 4, we establish the con-
vergence of the Wong-Zakai approximations for a general quasilinear stochastic parabolic
equation, which is done here for the first time. In Section 5 we establish a general well-
posedness for stochastic conservation laws which fits the needs of the present article. Fi-
nally, in Section 6, we establish a general comparison principle and the so-called stochastic
Kružkov inequality which are needed for the analysis developed in Sections 2 and 3.
2. NONLINEAR TRANSPORT, PROOF OF THEOREM 1.1
In this section we prove Theorem 1.1. We consider the approximate equation
휕푡푢
휀
훿
+ 푎
(
푥
휀
)
⋅ ∇푥푓 (푢
휀) = 휅0 휎(푢
휀)
푑푊훿
푑푡
, (2.1)
where 푊훿 satisfies (W1)-(W2), and 휔 ∈ Ω is an omitted parameter. We first prove that
푢휀
훿
⇀ 푢훿 , as 휀 → 0, in the weak–⋆ topology of 퐿
∞([0, 푇 ] × ℝ푑), a.s. in Ω, where 푢훿 is to
be determined below.
Set {
휓훼(푡) = 푔(훼 + 휅0푊 (푡)),
휓훿,푎(푡) = 푔(훼 + 휅0푊훿(푡)),
(2.2)
where 푔 is a solution of the ODE 푔′(휉) = 휎(푔(휉)) and 훼 ∈ ℝ. It is immediate to verify that
휓훼(푡) satisfies (1.1) and 휓훿,훼(푡) satisfies (2.1).
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By the stochastic Kružkov inequality, cf. (6.5), a.s. we have
∫
∞
0 ∫ℝ푑
{||푢휀 − 휓훼(푡)|| 휕푡휙 + sgn(푢휀 − 휓훼(푡))(푓 (푢휀) − 푓 (휓훼(푡)))푎(푥휀) ⋅ ∇푥휙
+
1
2
휅2
0
sgn(푢휀 − 휓훼)(ℎ(푢
휀) − ℎ(휓훼))휙
}
푑푥 푑푡 + ∫
ℝ푑
||||푈0 (푥, 푥휀) − 푔(훼)||||휙푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢 − 휓훼
) (
휎(푢휀) − 휎
(
휓훼
))
휙푑푥 푑푊 (푡) ≥ 0. (2.3)
A similar inequality holds with (⋅ − ⋅)+ instead of | ⋅ − ⋅ |, which easily follows by adding
to (2.3) the difference of integral equations defining weak solutions for 푢휀(푡, 푥) and for
휓훼
(
푡,
푥1
휀
)
, and similarly for (⋅ − ⋅)−. From (2.3) we easily get the comparison principle
피∫
∞
0 ∫ℝ푑
{(
푢휀 − 휓훼(푡)
)
±
휕푡휙 + sgn(푢
휀 − 휓훼(푡))±
(
푓 (푢휀) − 푓 (휓훼(푡))
)
푎
(
푥
휀
)
⋅ ∇푥휙
+
1
2
휅2
0
sgn(푢휀 − 휓훼)±
(
ℎ(푢휀) − ℎ(휓훼)
)
휙
}
푑푥 푑푡
+ ∫
ℝ푑
(
푈0
(
푥,
푥
휀
)
− 푔(훼)
)
±
휙(0, 푥) 푑푥 ≥ 0, (2.4)
which, when 푔(훼1) ≤ 푈0
(
푥,
푥
휀
) ≤ 푔(훼2), for some 훼1, 훼2 ∈ ℝ, implies a.s. the following
uniform bounds for the solutions of (1.1)-(1.2):
휓훼1(푡) ≤ 푢휀(푡, 푥) ≤ 휓훼2(푡). (2.5)
Indeed, since we are assuming that 휎, 휎′ and 휎′′ are 퐿∞ functions, then both 휎 and ℎ are
Lipschitz functions. Therefore, from (2.4) it can be concluded through the use ofGronwall’s
inequality that (푢휀 − 휓훼(푡))± = 0 a.s., provided that
(
푈0
(
푥,
푥
휀
)
− 푔(훼)
)
±
= 0.
On the other hand, for the approximate problem, (2.1)-(1.2), from the classical Kružkov
theory [44] we have, a.s. in Ω,
∫
∞
0 ∫ℝ푑
{|||푢휀훿 − 휓훿,훼(푡)||| 휕푡휙+sgn(푢휀훿−휓훿,훼(푡))(푓 (푢휀훿)−푓 (휓훿,훼(푡)))푎(푥휀)⋅∇푥휙
}
푑푥 푑푡
+ ∫
ℝ푑
||||푈0 (푥, 푥휀) − 푔(훼)||||휙푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢휀
훿
− 휓훿,훼
) (
휎(푢휀
훿
) − 휎
(
휓훿,훼
))
휙
푑푊훿
푑푡
(푡) 푑푥 푑푡 ≥ 0. (2.6)
and a similar inequality holds for (⋅ − ⋅)± instead of |⋅ − ⋅|,
∫
∞
0 ∫ℝ푑
{
(푢휀
훿
−휓훿,훼(푡))±휕푡휙+sgn(푢
휀
훿
−휓훿,훼(푡))±(푓 (푢
휀
훿
)−푓 (휓훿,훼(푡)))푎
(
푥
휀
)
⋅∇푥휙
}
푑푥 푑푡
+ ∫
ℝ푑
(
푈0
(
푥,
푥
휀
)
− 푔(훼)
)
±
휙푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢휀
훿
− 휓훿,훼
)
±
(
휎(푢휀
훿
) − 휎
(
휓훿,훼
)) 푑푊훿
푑푡
(푡)휙푑푥 푑푡 ≥ 0,
fromwhich, by a reasoning similar to the one leading to (2.5), we obtain that (푢휀
훿
−휓훿,훼(푡))± =
0 a.s., provided that
(
푈0
(
푥,
푥
휀
)
− 푔(훼)
)
±
= 0. Thus, when 푔(훼1) ≤ 푈0
(
푥,
푥
휀
) ≤ 푔(훼2),
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for some 훼1, 훼2 ∈ ℝ, we obtain the following uniform bounds for the solutions of (2.1)-
(1.2), a.s. in Ω,
휓훿,훼1(푡) ≤ 푢휀훿(푡, 푥) ≤ 휓훿,훼2(푡).
Note that, there are no constants depending on 훿 in this last inequality since, in order to
conclude that (푢휀
훿
−휓훿,훼(푡))± = 0 a.s. through the use of Gronwall’s inequality, all we need
from the term 푑푊훿
푑푡
(푡) is that it is integrable in 푡, which is certainly the case.
We are now going to proceed with the proof that 푢휀
훿
⇀ 푢훿 in the weak–⋆ topology of
퐿∞((0,∞) ×ℝ), a.s. in Ω, where
푢훿(푡, 푥) ∶= ∫ 푈훿(푡, 푥, 푦) 푑픪(푦),
and, for each 푦 ∈ , 푈훿(푡, 푥, 푦) is the solution of
휕푡푈훿 + ∇푥 ⋅ (푎̃(푦)푓 (푈훿)) = 휅0 휎(푈훿)
푑푊훿
푑푡
, 푡 > 0, 푥 ∈ ℝ푑 , (2.7)
푈훿(0, 푥, 푦) = 푈0(푥, 푦), 푥 ∈ ℝ
푑 , (2.8)
where 푎̃(푦) is as in (1.4). We recall that, as a consequence of the von Neumann ergodic
theorem,
푎̃(푦) = lim
푡→∞
1
푡 ∫
푡
0
푎(푇푠푦) 푑푠,
in 퐿2(), where {푇푡}푡≥0 is the flow induced by the vector field 푎(푦) extended to . The
extension is possible by Lemma 2.2 in [28], which guarantees that the mapping 푇푠푔(푥) ∶=
푔(푇푠푥) takes(ℝ푑) onto(ℝ푑) and 푇푠 ∶ ℝ푑 → ℝ푑 extends to a homeomorphism → .
We recall that it follows from the usual definition of entropy solution of (2.1)-(1.2) that,
for any 퐶2 convex function 휂 ∶ ℝ→ ℝ, and 푞 satisfying 푞′ = 휂′푓 ′, 푢휀
훿
satisfies
∫
∞
0 ∫ℝ푑
{
휂(푢휀
훿
)휕푡휙 + 푞(푢
휀
훿
)푎
(
푥
휀
)
⋅ ∇휙 + 휂′(푢휀
훿
)휎(푢휀
훿
)
푑푊훿
푑푡
(푡)휙
}
푑푥 푑푡
+ ∫
ℝ푑
휂
(
푈0
(
푥,
푥
휀
))
휙(0, 푥) 푑푥 ≥ 0.
(2.9)
In (2.9) we take 휙(푡, 푥) = 휀휑
(
푥
휀
)
휗(푡, 푥), where 0 ≤ 휑 ∈ (ℝ푑), ∇휑 ∈ (ℝ푑 ;ℝ푑), and
0 ≤ 휗 ∈ 퐶∞푐 (ℝ푑+1), and let 휀→ 0, along a subsequence for which 푢휀 generates a two-scale
Young measure 휈푡,푥,푦 (see [3]), to obtain
∫
⟨
휎휗푦 , 푞(⋅)
⟩
푎(푦) ⋅ ∇푦휑푑픪(푦) ≥ 0, (2.10)
where
휎휗푦 ∶= ∫
∞
0 ∫ℝ푑 휗(푡, 푥)휈푡,푥,푦 푑푥 푑푡.
By applying inequality (2.10) to 퐶 ± 휑, with 퐶 = ‖휑‖∞, and using the fact that 휑 is
arbitrary, we get
푦 ↦
⟨
휎휗푦 , 푞(⋅)
⟩
∈  . (2.11)
Now, for any 휂 ∈ 퐶2, 퐶|푢|2+휂(푢) is convex for 퐶 sufficiently large, so (2.11) holds for any
휂 ∈ 퐶2 and, by approximation, for any Lipschitz continuous 휂. Now, if 푓 ′ ≠ 0, given any
휂 ∈ 퐶1, defining 휂̃′ = 휂′∕푓 ′, the entropy-flux associated to 휂̃ is 푞̃ = 휂, so that (2.11) gives
푦↦
⟨
휎휗푦 , 휂(⋅)
⟩
∈  , for all 휂 ∈ 퐶1. (2.12)
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In the more general case, where |||{푢 ∶ 푓 ′(푢) = 0}||| = 0, we argue as in [29] to deduce
that (2.12) still holds. Namely, for any open interval 퐼 with 퐼̄ ⊂ ℝ ⧵ 퐸0, where 퐸0 ={
푢 ∶ 푓 ′(푢) = 0
}
, we define 휂′
퐼
= 휒퐼∕푓
′, where 휒퐼 is the indicator function of the interval
퐼 , whose corresponding entropy flux is 푞퐼 , with 푞
′
퐼
= 휒퐼 . Now, by approximation with
convergence everywhere, the property may be extended to any open interval in ℝ ⧵ 퐸0.
Also, since the intersection of any open set with ℝ ⧵ 퐸0 is a countable union of intervals
in the ℝ ⧵퐸0, by approximation with convergence everywhere we get the property for any
such intersection, and since퐸0 has measure zero, the primitive of such intersection is equal
to the primitive of the interval itself, so the property holds for 푞퐼 , where 퐼 is any open
interval, and hence for 푞퐼 where 퐼 is any interval. Since any 퐶
1 function may be uniformly
approximated by piecewise linear functions, which are linear combinations of 푞퐼 functions,
we deduce that (2.12) also holds in this more general case.
We rewrite (2.6) making the change of variables 푣휀
훿
= 푔−1(푢휀
훿
) − 휅0푊훿(푡), so 푢
휀
훿
=
푔(푣휀 + 휅0푊훿(푡)), denoting 푉0(푥, 푦) = 푔
−1(푈0(푥, 푦)),
∫
∞
0 ∫ℝ푑
{|||푔(푣휀훿 + 휅0푊 (푡)) − 푔(훼 + 휅0푊훿(푡))||| 휕푡휙
+ 푆푣휀,훼
(
푓 (푔(푣휀
훿
+ 휅0푊훿(푡)) − 푓 (푔(훼 + 휅0푊훿(푡)))
)
푎
(
푥
휀
)
⋅ ∇푥휙
}
푑푥 푑푡
+ ∫
∞
0 ∫ℝ푑 휅0푆푣휀훿 ,훼
(
휎◦푔(푣휀
훿
+ 휅0푊 (푡)) − 휎◦푔(훼 + 휅0푊훿(푡))
) 푑푊훿
푑푡
(푡)휙푑푥 푑푡
+ ∫
ℝ푑
||||푔(푉0 (푥, 푥휀)) − 푔(훼)|||| 푑푥 ≥ 0,
(2.13)
where we use the notation 푆푎,푏 ∶= sgn
(
푔(푎 + 휅0푊훿(푡)) − 푔(푏 + 휅0푊훿(푡))
)
.
Now, we take 휙(푡, 푥) = 휑
(
푥
휀
)
휗(푡, 푥) in (2.13), where 0 ≤ 휑 ∈ † and 0 ≤ 휗 ∈
퐶∞푐 (ℝ
푑+1). Passing to the limit as 휀 → 0 in (2.13), along a subsequence for which 푣휀 also
generates a two-scale Young measure 휇푡,푥,푦, we get
∫
∞
0 ∫ℝ푑 ∫
{⟨
휇푡,푥,푦,
|||푔 (⋅ + 휅0푊훿(푡)) − 푔(훼 + 휅0푊훿(푡))|||⟩휑(푦)휕푡휗
+
⟨
휇푡,푥,푦, 푆⋅,훼
(
푓◦푔(⋅ + 휅0푊훿(푡)) − 푓◦푔(훼 + 휅0푊훿(푡))
)⟩
푎(푦) ⋅ ∇푥휗휑(푦)
}
푑픪(푦) 푑푥 푑푡
+ ∫
ℝ푑
∫
||푔(푉0(푥, 푦)) − 푔(훼)||휗(0, 푥)휑(푦) 푑픪(푦) 푑푥
+ ∫
∞
0 ∫ℝ푑 ∫ 휅0
⟨
휇푡,푥,푦, 푆⋅,훼
(
휎◦푔(⋅ + 휅0푊훿(푡)) − 휎◦푔(훼 + 휅0푊훿(푡))
)⟩
푑푊훿
푑푡
(푡)휗휑(푦) 푑픪(푦) 푑푥 푑푡 ≥ 0. (2.14)
By the relation between 푢휀 and 푣휀 we easily deduce the relation⟨
휇푡,푥,푦, 휃(⋅)
⟩
=
⟨
휈푡,푥,푦, 휃
(
푔−1(⋅) − 휅0푊 (푡)
)⟩
.
Because of (2.12), if 푎̃(푦) is the vector field whose components are the orthogonal pro-
jections of the corresponding components of 푎(푦) onto  , in 퐿2(), we may rewrite (2.14)
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∫
∞
0 ∫ℝ푑 ∫
{⟨
휇푡,푥,푦,
||푔(⋅ + 휅0푊훿(푡)) − 푔(훼 + 휅0푊훿(푡))||⟩ 휕푡휗휑(푦)
+
⟨
휇푡,푥,푦, 푆⋅,훼(푓◦푔(⋅ + 휅0푊훿(푡)) − 푓◦푔(훼 + 휅0푊훿(푡)))
⟩
푎̃(푦) ⋅ ∇푥휗휑(푦)
}
푑픪(푦) 푑푥 푑푡
+ ∫
ℝ푑
∫
||푔(푉0(푥, 푦)) − 푔(훼)||휗(0, 푥)휑(푦) 푑픪(푦) 푑푥
+ ∫
∞
0 ∫ℝ푑 ∫ 휅0
⟨
휇푡,푥,푦, 푆⋅,훼
(
휎◦푔(⋅ + 휅0푊훿(푡)) − 휎◦푔(훼 + 휅0푊훿(푡))
)⟩
푑푊훿
푑푡
(푡)휗휑(푦) 푑픪(푦) 푑푥 푑푡 ≥ 0, (2.15)
and, since we assume that † is dense in  , we can extend it from 0 ≤ 휑 ∈  to all
0 ≤ 휑 ∈ 퐿2(), where for this extension we use the fact that (see proposition 4.1 in [2] to
verify the second assertion below, the others are immediate)
∙ ∫
∞
0 ∫ℝ푑
⟨
휇푡,푥,푦,
|||푔 (⋅ + 휅0푊훿(푡)) − 푔 (훼 + 휅0푊훿(푡))|||⟩ 휕푡휗 푑푥 푑푡 ∈  ;
∙ ∫
∞
0 ∫ℝ푑
⟨
휇푡,푥,푦, 푆⋅,훼
(
푓◦푔(⋅ + 휅0푊훿(푡)) − 푓◦푔(훼 + 휅0푊훿(푡))
)⟩
푎̃(푦) ⋅ ∇푥휗 푑푥 푑푡 ∈  ;
∙ ∫
∞
0 ∫ℝ푑
⟨
휇푡,푥,푦, 푆⋅,훼
(
휎푓◦푔
(
⋅ + 휅0푊훿(푡)
)
− 휎푓◦푔
(
훼 + 휅0푊훿(푡)
))⟩ 푑푊훿
푑푡
(푡)휗 푑푥 푑푡 ∈  ;
∙ ∫
ℝ푑
||푔(푉0(푥, 푦)) − 푔(훼)||휗(0, 푥) 푑푥 ∈  .
Now, from (2.15) we get that for a.e. 푦 ∈ , we have
∫
∞
0 ∫ℝ푑
{⟨
휇푡,푥,푦,
|||푔 (⋅ + 휅0푊훿(푡)) − 푔 (훼 + 휅0푊훿(푡))|||⟩ 휕푡휗
+
⟨
휇푡,푥,푦, 푆⋅,훼
(
푓◦푔(⋅ + 휅0푊훿(푡)) − 푓◦푔(훼 + 휅0푊훿(푡))
)⟩
푎̃(푦) ⋅ ∇푥휗
}
푑푥 푑푡
+ ∫
ℝ푑
||푔(푉0(푥, 푦)) − 푔(훼)||휗(0, 푥) 푑푥
+∫
∞
0 ∫ℝ푑 휅0
⟨
휇푡,푥,푦, 푆⋅,훼
(
휎◦푔(⋅ + 휅0푊훿(푡)) − 휎◦푔(훼 + 휅0푊훿(푡))
)⟩푑푊훿
푑푡
(푡)휗 푑푥 푑푡 ≥ 0.
(2.16)
By using in (2.16) 휗(푡, 푥) = 훿ℎ(푡)휙(푥), with 훿ℎ(푡) = max{ℎ
−1(ℎ − 푡), 0}, for 푡 ≥ 0, ℎ > 0,
휙 ∈ 퐶∞푐 (ℝ
푑), 휙 ≥ 0, we obtain, a.s. in Ω,
lim
ℎ→0
1
ℎ ∫
ℎ
0 ∫ℝ푑
⟨
휇푡,푥,푦,
|||푔 (⋅ + 휅0푊 (푡)) − 푔 (훼 + 휅0푊 (푡))|||⟩휙푑푥 푑푡
≤ ∫
ℝ푑
||푔(푉0(푥, 푦)) − 푔(훼)||휙(푥) 푑푥,
for all 휙 ∈ 퐶∞푐 (ℝ
푑), 휙 ≥ 0, and by extension for all 휙 ∈ 퐿1(ℝ푑). Using the flexibility
provided by 휙 ∈ 퐿1(ℝ푑) in (2.16), we may replace 훼 by any 훼(푥) ∈ 퐿∞(ℝ푑), in particular
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훼(푥) = 푉0(푥, 푦). This implies that
lim
푡→0
1
푡 ∫
푡
0 ∫ℝ푑
⟨
휇푠,푥,푦, 휃(⋅)
⟩
휔푁 (푥) 푑푥 푑푠 = ∫
ℝ푑
⟨
훿푉0(푥,푦), 휃
⟩
휔푁 (푥) 푑푥, (2.17)
where 휔푁 is as in (5.11), for all 휃 ∈ 퐶(ℝ) and for a.e. 푦 ∈ .
Let푈훿(푡, 푥, 푦) be the entropy solution of (2.7)-(2.8). By the classical Kružkov inequality
we get a.s. that
∫
∞
0 ∫ℝ푑
{|||푈훿 − 휓훿,훽(푡)||| 휕푡휙+sgn (푈훿 − 휓훿,훽 (푡)) (푓 (푈훿) − 푓 (휓훿,훽(푡))) 푎(푦)⋅∇푥휙
}
푑푥 푑푡
+ ∫
ℝ푑
||푈0(푥, 푦) − 푔(훽)|| 푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푈훿 − 휓훿,훽
) (
휎(푈훿) − 휎
(
휓훿,훽
)) 푑푊훿
푑푡
(푡)휙푑푥 푑푡 ≥ 0.
Again using the transformation 푉훿(푡, 푥, 푦) = 푔
−1(푈훿(푡, 푥, 푦)) − 휅0푊훿(푡), we get
∫
∞
0 ∫ℝ푑
{|||푔 (푉훿(푡, 푥, 푦) + 휅0푊훿(푡)) − 푔 (훽 + 휅0푊훿(푡))||| 휕푡휙
푆푉훿 ,훽
(
푓◦푔
(
푉훿(푡, 푥, 푦) + 휅0푊훿(푡)
)
− 푓◦푔
(
훽 + 휅0푊훿(푡)
))
푎̃(푦) ⋅ ∇푥휙
}
푑푥 푑푡
+ ∫
ℝ푑
||푔(푉0(푥, 푦)) − 푔(훽)||휙푑푥
+∫
∞
0 ∫ℝ푑 휅0sgn
(
푔(푉훿 + 휅0푊훿(푡)) − 휓훽
) (
휎◦푔(푉훿 + 휅0푊훿(푡)) − 휎
(
휓훽
)) 푑푊훿
푑푡
(푡)휙푑푥 푑푡 ≥ 0.
(2.18)
Also, from the definition of entropy solution we get
lim
푡→0 ∫
ℝ푑
|||푔 (푉 (푡, 푥, 푦) + 휅0푊훿(푡)) − 푔 (푉0(푥, 푦))|||휔푁 푑푥 = 0. (2.19)
We henceforth keep 휔 ∈ Ω, for which (W1)-(W2) hold, and 푦 ∈  fixed. Define
∙ 퐼(푋, 푌 ) ∶= |푔(푋) − 푔(푌 )| ,
∙퐺(푋, 푌 ) ∶= sgn(푔(푋) − 푔(푌 ))(푓◦푔(푋) − 푓◦푔(푌 ))푎̃(푦),
∙퐻(푋, 푌 ) ∶= 퐶훿(푇 ) |휎◦푔(푋) − 휎◦푔(푌 )| ,
∙ 휇1푡,푥 ∶= 휇푡,푥,푦,
∙ 휇2푡,푥 ∶= 훿푔(푉 (푡,푥,푦)+휅0푊훿(푡)),
where 퐶훿(푇 ) = ‖푑푊훿푑푡 ‖퐿∞([0,푇 ]). By (2.16) and (2.18) we get
휕푡
⟨
휇1푡,푥,푦, 퐼
(
⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)
)⟩
+ ∇푥 ⋅
⟨
휇1푡,푥,푦, 퐺(⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))
⟩
≤ ⟨휇1푡,푥,푦, 퐻 (⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))⟩ ,
휕푡
⟨
휇2푡,푥,푦, 퐼
(
훽 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡)
)⟩
+ ∇푥 ⋅
⟨
휇2푡,푥,푦, 퐺(훽 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡))
⟩
≤ ⟨휇2푡,푥,푦, 퐻 (훽 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡))⟩ .
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For 퐺(푋, 푌 ) and퐻(푋, 푌 ) we obtain easily that||퐺(훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))|| ≤ 퐶퐼 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)) ,||퐻(훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))|| ≤ 퐶퐼 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)) ,
for some constant 퐶 depending only on 푇 , a uniform bound for 푎̃, which can be obtained
from a uniform bound for 푎, and other data of the problem.
The following lemma is an easy adaptation of theorem 5.1 in [2]. The proof is essentially
the same and so for that we refer to [2].
Lemma 2.1. Let {휇푖푡,푥}, (푡, 푥) ∈ (0,∞)×ℝ
푑, 푖 = 1, 2, be twoweakly measurable parametrized
families of probability measures over a closed interval 퐾 ⊂ ℝ. Let {휇푖푥}푥∈ ℝ푑 , 푖 = 1, 2, be
two parametrized families of probability measures over 퐼 satisfying
lim
푡→0
1
푡 ∫
푡
0 ∫ℝ푑
⟨
휇1푠,푥, 푔
⟩
휔푁 (푥) 푑푥 푑푠 = ∫
ℝ푑
⟨
휇1
0,푥
, 푔
⟩
휔푁 (푥) 푑푥,
lim
푡→0 ∫
ℝ푑
||| ⟨휇2푠,푥, 푔⟩ − ⟨휇20,푥, 푔⟩ |||휔푁 (푥) 푑푥 = 0,
for all 푔 ∈ 퐶(퐾). Let 퐼 ∶ ℝ × ℝ → ℝ, 퐺 ∶ ℝ × ℝ → ℝ푑 be continuous functions with
퐼 ≥ 0 and |퐺(휌, 휆)| ≤ 퐶 퐼(휌, 휆), for some 퐶 > 0. Let 푍(푡) ∈ Lip ([0, 푇 ]), for any 푇 > 0,
with 푍(0) = 0. Assume
휕푡
⟨
휇1푡,푥, 퐼(⋅ +푍(푡), 휆 +푍(푡))
⟩
+ ∇푥 ⋅
⟨
휇1푡,푥, 퐺(⋅ +푍(푡), 휆 +푍(푡))
⟩
≤ 퐶 ⟨휇1푡,푥, 퐼(⋅ +푍(푡), 휆 +푍(푡))⟩ ,
휕푡
⟨
휇2푥,푡, 퐼(휌 +푍(푡), ⋅ +푍(푡))
⟩
+ ∇푥 ⋅
⟨
휇2,푥, 퐺(휌 +푍(푡), ⋅ +푍(푡))
⟩
≤ 퐶 ⟨휇2
푡,푥
, 퐼(휌 +푍(푡), ⋅ +푍(푡))
⟩
,
(2.20)
in the sense of the distributions in (0,∞) × ℝ푑 . Then, for a.e. 0 < 푡 < 푇 , we have
∫
ℝ푑
⟨
휇1푡,푥 ⊗ 휇
2
푡,푥, 퐼(⋅ +푍(푡), ⋅ +푍(푡))
⟩
휔푁 푑푥
≤ 퐶(푡)∫
ℝ푑
⟨
휇1
0,푥
⊗ 휇2
0,푥
, 퐼(⋅, ⋅)
⟩
휔푁 푑푥,
for some constant 퐶(푡) depending only on 푡, 푍, 푇 , and the constant 퐶 appearing in (2.20).
In light of this lemma, by (2.16), (2.17), (2.18) and (2.19), we have
휇푡,푥,푦 = 훿푔(푉 (푡,푥,푦)+휅0푊훿(푡)),
or, equivalently,
휈푡,푥,푦 = 훿푈훿 (푡,푥,푦),
which implies, in particular, that, a.s. in Ω, we have convergence in the weak–⋆ topology
of 퐿∞((0, 푇 ) ×ℝ푑):
푢휀
훿
⇀ 푢훿 , with 푢훿(푡, 푥) ∶= ∫ 푈훿(푡, 푥, 푦) 푑픪(푦),
concluding the proof of item (ii) from the definition of homogenizationby noise-approximation.
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Let us consider the viscous approximations for (1.1),
푑푢휀
휆
+ 푎
(
푥
휀
)
⋅ ∇푥푓 (푢
휀
휆
) 푑푡 = 휆Δ푢휀
휆
푑푡 + 휅0 휎(푢
휀
휆
) ◦푑푊 , (2.21)
and the corresponding one for (2.1),
휕푡푢
휀
훿,휆
+ 푎
(
푥
휀
)
⋅ ∇푥푓 (푢
휀
훿,휆
) = 휆Δ푢휀
훿,휆
+ 휅0 휎(푢
휀
훿,휆
)
푑푊훿
푑푡
. (2.22)
We also consider the viscous approximations for (1.4)
푑푈휆 + ∇푥 ⋅ (푎̃(푦)푓 (푈휆)) 푑푡 = 휆Δ푈휆 + 휅0 휎(푈휆) ◦푑푊 , (2.23)
and for (2.7),
휕푡푈훿,휆 + ∇푥 ⋅ (푎̃(푦)푓 (푈훿,휆)) = 휆Δ푈훿,휆 + 휅0 휎(푈훿,휆)
푑푊훿
푑푡
. (2.24)
The next two lemmas prove items (i’) and (iii’) in the definition of homogenization by
noise-approximation type 2.
Lemma 2.2 (strong convergence of viscosity approximations, transport case). Let 푢휀
휆
be
the solution of (2.21)-(1.2) and푈휆 be the solution of (2.23)-(1.5). For each 휀 > 0, we have
푢휀
휆
→ 푢휀 in 퐿1loc(푄), a.s. in Ω, as 휆 → 0. Moreover, we have 푈휆 → 푈 in 퐿
1
loc(푄 ×), a.s.
in Ω, as 휆 → 0. In particular, if
푢휆(푡, 푥) = ∫ 푈휆(푡, 푥, 푦) 푑픪(푦), 푢(푡, 푥) = ∫ 푈 (푡, 푥, 푦) 푑픪(푦),
then 푢휆 → 푢 in 퐿
1
loc(푄), a.s. in Ω, as 휆 → 0.
Proof. This is a consequence of Proposition 5.1 which implies that the generalized kinetic
solution of (1.1)-(1.2) obtained as a measure-valued limit of the solutions of (2.21)-(1.2),
as 휆 → 0, is indeed the unique kinetic solution of (1.1)-(1.2). Similarly, Proposition 5.1
implies that the generalized kinetic solution of (1.4)-(1.5) obtained as a measure-valued
limit of the solutions of (2.23)-(1.5), as 휆 → 0, is the unique kinetic solution of (1.4)-(1.5).
The measure-valued limits exist in both cases since, for each 휔 ∈ Ω, the functions 푢휀
휆
and
푈휆(⋅, ⋅, 푦), 푦 ∈ ℝ
푑 , are uniformly bounded in퐿∞([0, 푇 ]×ℝ푑), for any 푇 > 0, which follows
from comparison principle since the 휓훼(푡) are also solutions of (2.21) and (2.23). 
The following lemma establishes the solution of the Wong-Zakai problem (after [57])
for the viscous equations (2.21) and (2.23).
Lemma 2.3 (Wong-Zakai problem for quasilinear parabolic problems, transport case). Let
푊훿 be the polygonal approximation defined in (1.6). Let 푢
휀
훿,휆
be the solution of (2.22)-(1.2)
and 푈훿,휆 the solution of (2.24)-(1.5). Then, for each 휀 > 0 and 휆 > 0 fixed, 푢
휀
훿,휆
→ 푢휀
휆
in
퐿1loc(푄) and 푈훿,휆 → 푈휆 in 퐿
1
loc(푄 ×), a.s. in Ω, as 훿 → 0, where 푢휀휆 solves (2.21)-(1.2)
and 푈휆 solves (2.23)-(1.5), respectively.
Proof. The lemma follows from Theorem 4.1 applied to the problems (2.22)-(1.2) and
(2.24)-(1.5), from which we get the convergence of the solutions of these problems to the
solutions of (2.21)-(1.2) and (2.23)-(1.5), respectively. 
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3. STIFF OSCILLATORY EXTERNAL FORCE, PROOF OF THEOREM 1.2
In this section we prove Theorem 1.2. We consider the following approximate equation,
which corresponds to (1.7):
휕푡푢
휀
훿
+ ∇푥 ⋅ 푓 (푢
휀
훿
) =
1
휀
푉 ′
(푥1
휀
)
+ 휅0 휎푓1(푢
휀
훿
)
푑푊훿
푑푡
, (3.1)
where푊훿 satisfies (W1)-(W2). Again, we start by proving that 푢
휀
훿
⇀ 푢훿 , as 휀 → 0, in the
weak–⋆ topology of 퐿∞([0, 푇 ] × ℝ푑), a.s. in Ω, where 푢훿 will be specified later.
We also consider the following auxiliary equation, which corresponds to (1.11):
휕푡푢̄훿 + ∇ ⋅ 푓̄ (푢̄훿) = 휅0 휎푓̄1(푢̄훿)
푑푊훿
푑푡
, (3.2)
We begin by observing that (1.7) and (3.1) admit special solutions of the form⎧⎪⎨⎪⎩
휓훼
(
푡,
푥1
휀
)
∶= 푔
(
푉
(
푥1
휀
)
+ 휅0푊 (푡) + 훼
)
,
휓훿,훼
(
푡,
푥1
휀
)
∶= 푔
(
푉
(
푥1
휀
)
+ 휅0푊훿(푡) + 훼
)
,
(3.3)
respectively, where 푔 = 푓−1
1
and 훼 ∈ ℝ, which is immediate to check.
The equations (1.11) and (3.2) have the following special solutions{
휓∗훾 (푡) ∶= 푔̄
(
훾 + 휅0푊 (푡)
)
,
휓∗훿,훾 (푡) ∶= 푔̄
(
훾 + 휅0푊훿(푡)
)
,
(3.4)
respectively, where 푔̄(⋅) ∶= 푓̄−1
1
(⋅), the inverse function of 푓̄1(⋅), that is,{
휓∗훾 (푡) =∫ ℝ푔 (훾 + 휅0푊 (푡) + 푉 (푧1)) 푑푧1,
휓∗훿,훾 (푡) =∫ ℝ푔 (훾 + 휅0푊훿(푡) + 푉 (푧1)) 푑푧1.
By the stochastic Kružkov inequality (6.4), we get a.s.
∫
∞
0 ∫ℝ푑
{||||푢휀 − 휓훼 (푡, 푥1휀 )|||| 휕푡휙 +
푑∑
푘=1
||||푓푘(푢휀) − 푓푘 (휓훼 (푡, 푥1휀 ))||||휙푥푘
+
1
2
휅2
0
||||ℎ푓1(푢휀) − ℎ푓1 (휓훼 (푡, 푥1휀 ))||||휙
}
푑푥 푑푡
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢휀 − 휓훼
(
푡,
푥1
휀
))(
휎푓1(푢
휀) − 휎푓1
(
휓훼
(
푡,
푥1
휀
)))
휙푑푥 푑푊 (푡)
+ ∫
ℝ푑
||||푢휀0 − 휓훼 (0, 푥1휀 )||||휙(0, 푥) 푑푥 ≥ 0. (3.5)
A similar inequality holds with (⋅ − ⋅)± instead of | ⋅ − ⋅ |, which easily follows by adding
to (3.5) the difference of the integral equations defining weak solutions for 푢휀(푡, 푥) and for
휓훼
(
푡,
푥1
휀
)
. Let 휔푁 be defined as in (5.11). From (3.5) the comparison principle follows:
피∫
ℝ푑
(
푢휀(푡, 푥) − 휓훼(푡,
푥1
휀
)
)
±
휔푁 푑푥 ≤ 푒퐶푡 ∫
ℝ푑
(
푢0(푥,
푥1
휀
) − 휓훼
(
0,
푥1
휀
))
±
휔푁 푑푥,
for some constant 퐶 > 0 independent of 휀.
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Similarly, for the approximate equation (3.1), we have the usual Kružkov inequality
∫
∞
0 ∫ℝ푑
{||||푢휀 − 휓훼 (푡, 푥1휀 )|||| 휕푡휙 +
푑∑
푘=1
||||푓푘(푢휀) − 푓푘 (휓훼 (푡, 푥1휀 ))||||휙푥푘
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢휀 − 휓훼
(
푡,
푥1
휀
))(
휎푓1(푢
휀) − 휎푓1
(
휓훼
(
푡,
푥1
휀
))) 푑푊훿(푡)
푑푡
휙 푑푥 푑푡
+ ∫
ℝ푑
||||푢휀0 − 휓훼 (0, 푥1휀 )||||휙(0, 푥) 푑푥 ≥ 0, (3.6)
and, as above, from (3.6), the comparison principle follows:
피∫
ℝ푑
(
푢휀(푡, 푥) − 휓훿,훼(푡,
푥1
휀
)
)
±
휔푁 푑푥 ≤ 푒퐶푡 ∫
ℝ푑
(
푢0(푥,
푥1
휀
) − 휓훿,훼
(
0,
푥1
휀
))
±
휔푁 푑푥,
for some constant 퐶 > 0 (depending on 훿 but not 휀).
Thus, if 훼1, 훼2 ∈ ℝ are such that
휓훼1
(
0,
푥1
휀
) ≤ 푢0 (푥, 푥1휀 ) ≤ 휓훼2 (0, 푥1휀 ) ,
we obtain the following bounds for 푢휀 independent of 휀:
휓훼1
(
푡,
푥1
휀
) ≤ 푢휀(푡, 푥) ≤ 휓훼2 (푡, 푥1휀 ) ,
and, similarly, for 푢휀
훿
, the solution of (3.1)-(1.9), if 훼1, 훼2 ∈ ℝ are such that
휓훿,훼1
(
0,
푥1
휀
) ≤ 푢0 (푥, 푥1휀 ) ≤ 휓훿,훼2 (0, 푥1휀 ) ,
we get the 휀-independent bounds
휓훿,훼1
(
푡,
푥1
휀
) ≤ 푢휀(푡, 푥) ≤ 휓훿,훼2 (푡, 푥1휀 ) ,
We are now going to proceed with the proof that 푢휀
훿
휀↓0
⇀ 푢̄훿 in the weak–⋆ topology
of 퐿∞((0,∞) × ℝ), a.s. in Ω, where 푢̄훿 is the solution of (3.2)-(1.14). Taking, in (3.6),
휙(푡, 푥) = 휀휑
(
푥1
휀
)
휓(푡, 푥), where 휑, 휑′ ∈ (ℝ), 휑 ≥ 0 and 0 ≤ 휓 ∈ 퐶∞푐 ((0,∞) × ℝ푑),
and then sending 휀 → 0, along a subsequence for which 푢휀
훿
generates a two-scale Young
measure 휈푡,푥,푦 (see [3]), we arrive at
∫
∞
0 ∫ℝ푑 ∫ 휓(푡, 푥)
⟨
휈푡,푥,푦,
||푓1(휆) − 푓1(휓훿,훼(푡, 푦))||⟩ 휑′(푦) 푑픪(푦) 푑푥 푑푡 ≥ 0,
where denotes the compactification ofℝ푑 generated by(ℝ푑), whose invariant measure
associated with the mean-value is denoted by 푑픪(푦).
Applying this inequality to 퐶 ± 휑, with 퐶 = ‖휑‖∞, we obtain, a.s.,
∫
∞
0 ∫ℝ푑 ∫ 휓(푡, 푥)
⟨
휈푡,푥,푦,
||푓1(휆) − 푓1(휓훿,훼(푡, 푦))||⟩휑′(푦) 푑픪(푦) 푑푥 푑푡 = 0. (3.7)
We define, similarly to [23, 2], the family of parameterized measures 휇푡,푥,푦 over ℝ by⟨
휇푡,푥,푦, 휃
⟩
∶=
⟨
휈푡,푥,푦, 휃(푓1(휆) − 휅0푊훿(푡) − 푉 (푦))
⟩
, for 휃 ∈ 퐶푐(ℝ).
We see from (3.7) that 휇푡,푥,푦 actually does not depend on 푦 ∈ , since
∫
∞
0 ∫ℝ푑 ∫ 휓(푡, 푥)
⟨
휇푡,푥,푦, 휃
⟩
휑′(푦) 푑픪(푦) 푑푥 푑푡 = 0, (3.8)
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for all 휃 of the form | ⋅ −훼|, 훼 ∈ ℝ, and, from the remark made just after (3.5), also for
휃(⋅) = (⋅ − 훼)±, 훼 ∈ ℝ, which implies that (3.8) holds for all 휃 ∈ 퐶(ℝ).
Now, taking any nonnegative 휙 ∈ 퐶1푐 (ℝ
푑+1) in (3.5) and making 휀→ 0, we get a.s.
∫
∞
0 ∫ℝ푑 ∫
{⟨
휈푡,푥,푦,
||휆 − 휓훿,훼(푡, 푦)||⟩ 휕푡휙
+
푑∑
푘=1
⟨
휈푡,푥,푦,
|||푓푘(휆) − 푓푘(휓훿,훼(푡, 푦))|||⟩휙푥푘
}
푑픪(푦) 푑푥 푑푡
+ ∫
∞
0 ∫ℝ푑 ∫ 휅0
⟨
휈푡,푥,푦, sgn
(
휆 − 휓훿,훼(푡, 푦)
)(
휎푓1(휆) − 휎푓1(휓훼(푡, 푦))
)⟩
× 휙
푑푊훿(푡)
푑푡
푑픪(푦) 푑푥 푑푡
+ ∫
ℝ푑
∫
||푢0(푥, 푦) − 휓훼(0, 푦)||휙(0, 푥) 푑픪(푦) 푑푥 ≥ 0. (3.9)
Due to (3.8) we can write 휇푡,푥,푦 = 휇푡,푥. Then, using the substitution formulas 휆 =
푔(휌 + 휅0푊훿(푡) + 푉 (푦)), 휓훼(푡, 푦) = 푔
(
훼 + 휅0푊훿(푡) + 푉 (푦)
)
, we can rewrite (3.9) a.s. as
∫
∞
0 ∫ℝ푑 ∫
{⟨
휇푡,푥,
|||푔 (⋅ + 휅0푊훿(푡) + 푉 (푦)) − 푔 (훼 + 휅0푊훿(푡) + 푉 (푦))|||⟩ 휕푡휙
+
⟨
휇푡,푥, |⋅ − 훼|⟩휙푥1
+
푑∑
푘=2
⟨
휇푡,푥,
|||푚푘 (⋅ + 휅0푊훿(푡) + 푉 (푦)) − 푚푘 (훼 + 휅0푊훿(푡) + 푉 (푦))|||⟩휙푥푘
+ ∫
∞
0 ∫ℝ푑 ∫ 휅0
⟨
휇푡,푥,푦, sgn
(
푔
(
⋅ + 휅0푊훿(푡) + 푉 (푦)
)
− 푔
(
훼 + 휅0푊훿(푡) + 푉 (푦)
))
×
(
휎푓1◦푔
(
⋅ + 휅0푊훿(푡) + 푉 (푦)
)
− 휎푓1◦푔
(
훼 + 휅0푊훿(푡) + 푉 (푦)
))⟩
×
푑푊푑(푡)
푑푡
휙 푑픪(푦) 푑푥 푑푡
+ ∫
ℝ푑
∫
||푢0(푥, 푦) − 푔(훼 + 푉 (푦))||휙(0, 푥) 푑픪(푦) 푑푥 ≥ 0,
where 푚푘 = 푓푘◦푔 (with 푚1(푡) = 푡), which gives, setting 휇푡,푥 ≡ 0,푊 (푡) ≡ 0, for 푡 < 0,
휕푡
⟨
휇푡,푥, 퐼
(
⋅ + 휅0푊 (푡), 훼 + 휅0푊 (푡)
)⟩
+ ∇푥 ⋅
⟨
휇푡,푥, 퐺
(
⋅ + 푘0푊 (푡), 훼 + 휅0푊 (푡)
)⟩
−
⟨
휇푡,푥, 퐻
(
⋅ + 휅0푊 (푡), 훼 + 휅0푊 (푡)
)⟩ ≤ 훿훼 ∀훼 ∈ ℝ, (3.10)
in the sense of distributions in ℝ푑 × ℝ, and
퐼(푋, 푌 ) ∶= ∫ |푔(푋 + 푉 (푦)) − 푔(푌 + 푉 (푦))| 푑픪(푦),
퐺푘(푋, 푌 ) ∶= ∫
||푚푘(푋 + 푉 (푦)) − 푚푘(푌 + 푉 (푦))|| 푑픪(푦), (1 ≤ 푘 ≤ 푑),
퐻(푋, 푌 ) ∶= 퐶훿(푇 )∫ |휎◦푔(푋 + 푉 (푦)) − 휎◦푔(푌 + 푉 (푦))| 푑픪(푦),
훿훼(휙) ∶= ∫
ℝ푑
∫
||푢0(푥, 푦) − 푔(훼 + 푉 (푦))||휙(0, 푥) 푑픪(푦) 푑푥,
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where 퐶훿(푇 ) is defined as in the last section.
By (3.10) we get
ess sup
푡→0
피∫
ℝ푑
휁(푥)
⟨
휇푡,푥, 퐼(⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))
⟩
푑푥
≤ ∫
ℝ푑
휁(푥)∫
||푢0(푥, 푦) − 푔(훼 + 푉 (푦))|| 푑픪(푦) 푑푥, (3.11)
for any nonnegative 휁 ∈ 퐶∞푐 (ℝ
푑) and any 훼 ∈ ℝ, which easily extends to 휁 ∈ 퐿1(ℝ푑).
Using the flexibility provided by 휁 ∈ 퐿1(ℝ푑) we see that (3.11) extends for 훼 replaced by
any bounded measurable function, in particular for
훼 = 푣0(푥) = 푓1(푢0(푥, 푦)) − 푉 (푦) = 푓̄1(푢̄(0, 푥)).
For this choice of 훼, we have 푔(푣0(푥) + 푉 (푦)) = 푢0(푥, 푦) and so (3.11) implies
lim
푡→0
1
푡 ∫
푡
0 ∫ℝ푑 피
⟨
휇휏,푥, 푔
⟩
휙(푥) 푑푥 푑휏 = ∫
ℝ푑
⟨
훿푓̄1(푢̄(0,푥)), 푔
⟩
휙(푥) 푑푥, (3.12)
for all 푔 ∈ 퐶(ℝ) and 휙 ∈ 퐶푐(ℝ
푑).
On the other hand, using the usual Kružkov inequality for the entropy solution 푢̄훿 of
(3.2)-(1.14) and for the special solution 휓∗훿,훾 (푡), we get
∫
∞
0 ∫ℝ푑
{|||휓∗훿,훾 (푡) − 푢̄훿||| 휕푡휑 + 푑∑
푘=1
|||푓̄푘(휓∗훿,훾 (푡)) − 푓̄푘(푢̄훿)|||휑푥푘
+ ∫
ℝ푑
|||휓∗훿,훾 (0) − 푢̄훿(0, 푥)|||휑(0, 푥) 푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢̄훿 − 휓∗훿,훾 (푡)
)(
휎푓̄1(푢̄훿) − 휎푓̄1(휓∗훿,훾 (푡))
)
휙
푑푊훿(푡)
푑푡
푑푥 푑푡 ≥ 0.
We have
lim
푡→0
피∫|푥|<푅 ||푢̄훿(푡, 푥) − 푢̄(0, 푥)|| 푑푥 = 0, for all 푅 > 0. (3.13)
Set 휉(푡, 푥) = 푓̄1(푢̄훿(푡, 푥)) − 휅0푊훿(푡) and observe that 푓̄1(휓∗훿,훾 (푡)) = 훾 . The definition of 푓̄푘
gives
푢̄훿(푡, 푥) = ∫ 푔
(
휉(푡, 푥) + 휅0푊훿(푡) + 푉 (푦)
)
푑픪(푦),
휓∗훾 (푡) = ∫ 푔
(
훾 + 휅0푊훿(푡) + 푉 (푦)
)
푑픪(푦),
푓̄푘(푢̄훿(푡, 푥)) = ∫ 푚푘
(
휉(푡, 푥) + 휅0푊훿(푡) + 푉 (푦)
)
푑픪(푦),
푓̄푘(휓∗훾 (푡)) = ∫ 푚푘
(
훾 + 휅0푊훿(푡) + 푉 (푦)
)
푑픪(푦).
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In view of the monotonicity of 푔 and 푚푘,||||∫ (푔 (훾 + 휅0푊훿(푡) + 푉 (푦)) − 푔 (휉 + 휅0푊훿(푡) + 푉 (푦))) 푑픪(푦)||||
= ∫
|||푔 (훾 + 휅0푊훿(푡) + 푉 (푦)) − 푔 (휉 + 휅0푊훿(푡) + 푉 (푦))||| 푑픪(푦),||||∫ (푚푘 (훾 + 휅0푊훿(푡) + 푉 (푦)) − 푚푘 (휉 + 휅0푊훿(푡) + 푉 (푦))) 푑픪(푦)||||
= ∫
|||푚푘 (훾 + 휅0푊훿(푡) + 푉 (푦)) − 푚푘 (휉 + 휅0푊훿(푡) + 푉 (푦))||| 푑픪(푦).
Hence, we get
휕푡퐼
(
훾 + 휅0푊훿(푡), 휉(푡, 푥) + 휅0푊훿(푡)
)
+ ∇푥 ⋅ 퐺
(
훾 + 휅0푊훿(푡), 휉(푡, 푥) + 휅0푊훿(푡)
)
− 퐶퐼
(
훾 + 휅0푊훿(푡), 휉(푡, 푥) + 휅0푊훿(푡)
) ≤ 0, ∀훼 ∈ ℝ,
for 0 ≤ 푡 ≤ 푇 , where we have used the easy to check fact that for some 퐶 > 0, depending
on 푇 (and 훿),||||푑푊훿(푡)푑푡 |||| |||휎푓̄1(휓∗훾 (푡)) − 휎푓̄1(푢̄훿)|||
≤ 퐶 |||휓∗훾 (푡) − 푢̄훿||| ≤ 퐶퐼 (훾 + 휅0푊훿(푡), 휉(푡, 푥) + 휅0푊훿(푡)) ,
where the last inequality follows from the formulas for 푢̄ and휓∗훿,훾 (푡), in the first and second
equations after (3.13). For 퐺푘(푋, 푌 ) and퐻(푋, 푌 ) we easily provide the bounds|||퐺푘 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))||| ≤ 퐶퐼 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)) ,|||퐻 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))||| ≤ 퐶퐼 (훾 + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)) ,
for 0 ≤ 푡 ≤ 푇 , for a conveniently chosen constant 퐶 > 0, depending on 푇 , 푘 = 1,… , 푑.
Therefore, the parametrized measures 휇1푡,,푥 = 휇푡,푥 and 휇
2
푡,푥 = 훿휉(푡,푥), both of which also
depend on the stochastic variable휔 ∈ Ω, (this dependence is omitted for simplicity) satisfy
(3.12), (3.13), respectively, and, for all 훼, 훾 ∈ ℝ, a.s. in the sense of distributions,
휕푡
⟨
휇1푡,푥, 퐼
(
⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)
)⟩
+ ∇ ⋅
⟨
휇1푡,푥, 퐺
(
⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡)
)⟩
≤ 퐶 ⟨휇1푡,푥, 퐼 (⋅ + 휅0푊훿(푡), 훼 + 휅0푊훿(푡))⟩ ,
휕푡
⟨
휇2푡,푥, 퐼
(
훾 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡)
)⟩
+ ∇ ⋅
⟨
휇2푡,푥, 퐺
(
훾 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡)
)⟩
≤ 퐶 ⟨휇2푡,푥, 퐼(훾 + 휅0푊훿(푡), ⋅ + 휅0푊훿(푡))⟩ ,
Since both 휇1
0,푥
and 휇2
0,푥
coincide at 푡 = 0, being equal to 훿푓̄1(푢̄훿(0,푥)), by Lemma 2.1 we
deduce that
휇푡,푥 = 훿푓̄1(푢̄훿(푡,푥)),
and so we have for 휈푡,푥,푦 the following formula valid a.s. in Ω:
휈푡,푥,푦 = 훿푔(푓̄1(푢̄훿(푡,푥))+휅0푊훿 (푡)+푉 (푦)).
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In particular, it follows that, a.s., 푢휀
훿
휀↓0
⇀ 푢̄훿 in the weak–⋆ topology of 퐿
∞((0, 푇 ) ×ℝ푑), for
all 푇 > 0. Moreover, we have a.s. that‖‖‖‖푢휀훿 − 푈훿 (푡, 푥, 푥1휀 )‖‖‖‖퐿1loc((0,∞)×ℝ푑) → 0,
where
푈훿(푡, 푥, 푦) = 푔
(
푓̄1(푢̄훿(푡, 푥)) +푊훿(푡) + 푉 (푦)
)
.
As in the previous section, let us consider the following viscous approximations for (1.7):
푑푢휀
휆
+ ∇푥 ⋅ 푓 (푢
휀
휆
) 푑푡 = 휆Δ푢휀
휆
푑푡 +
1
휀
푉 ′
(
푥
휀
)
푑푡 + 휅0 휎(푢
휀
휆
) ◦푑푊 , (3.14)
and the corresponding one for (3.1):
휕푡푢
휀
훿,휆
+ ∇푥 ⋅ 푓 (푢
휀
훿,휆
) = 휆Δ푢휀
훿,휆
+
1
휀
푉 ′
(
푥
휀
)
+ 휅0 휎(푢
휀
훿,휆
)
푑푊훿
푑푡
. (3.15)
We also consider the viscous approximations for (1.11),
푑푢̄휆 + ∇ ⋅ 푓̄ (푢̄휆) 푑푡 = 휆Δ푢̄휆 + 푘0 휎푓̄1(푢̄휆) ◦푑푊 , (3.16)
and for (3.2),
휕푡푢̄훿,휆 + ∇ ⋅ 푓̄ (푢̄훿,휆) = 휆Δ푢̄훿,휆 + 휅0 휎푓̄1(푢̄훿,휆)
푑푊훿
푑푡
. (3.17)
The next two lemmas establish items (i’) and (iii’) in the definition of homogenization
by noise-approximation type 2.
Lemma 3.1 (strong convergence of viscous approximations, forcing case). Let 푢휀
휆
be the
solution of (3.14)-(1.9) and 푢̄휆 be the solution of (3.16)-(1.14). For each 휀 > 0, we have
푢휀
휆
→ 푢휀 in 퐿1loc(푄), as 휆 → 0, a.s. in Ω, and 푢̄휆 → 푢̄ in 퐿
1
loc(푄), as 휆 → 0, a.s. in Ω.
Proof. This is a consequence of Proposition 5.1, which implies that the generalized kinetic
solution of (1.7)-(1.9) obtained as a measure-valued limit of the solutions of (3.14)-(1.9),
as 휆 → 0, is indeed the unique kinetic solution of (1.7)-(1.9). Similarly, Proposition 5.1
implies that the generalized kinetic solution of (1.11)-(1.14) obtained as a measure-valued
limit of the solutions of (3.16)-(1.14), as 휆 → 0, is the unique kinetic solution of (1.11)-
(1.14). The measure-valued limits exist in both cases since the functions 푢휀
휆
and 푢̄휆 are
uniformly bounded in 퐿푝
(
Ω;퐿∞([0, 푇 ];퐿
푝
휔푁
(ℝ푑))
)
, for any 푝 ≥ 2 and 푇 > 0, which
follows from an energy estimate as (5.42). See also the discussion about the existence of
kinetic solutions in the proof of Theorem 5.1. 
The following lemma establishes the solution of theWong-Zakai problem for the viscous
equations (3.14) and (3.16).
Lemma 3.2 (Wong-Zakai problem for quasilinear parabolic equations, forcing case). Let
푢휀
훿,휆
be the solution of (3.15)-(1.9) and 푢̄훿,휆 the solution of (3.17)-(1.14). Then, for each
휀 > 0 and 휆 > 0 fixed, 푢휀
훿,휆
→ 푢휀
휆
and 푢̄훿,휆 → 푢̄휆 in 퐿
1
loc(푄), a.s. in Ω, as 훿 → 0, where 푢
휀
휆
solves (3.14)-(1.9) and 푢휆 solves (3.16)-(1.14).
Proof. The lemma follows from Theorem 4.1 applied to the problems (3.15)-(1.9) and
(3.17)-(1.14), from which we get the convergence of the solutions of these problems to
the solutions of (3.14)-(1.9) and (3.16)-(1.14), respectively. 
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4. WONG-ZAKAI PROBLEM FOR QUASILINEAR PARABOLIC EQUATIONS
We now turn our attention to proving convergence of Wong-Zakai approximations of
solutions to quasilinear parabolic SPDEs, generalizing the work of Nakayama [49] on semi-
linear equations. This convergence result is necessary to complete the proof of the homog-
enization by noise-approximation of type 2 addressed in the preceding sections. Since the
Wong-Zakai approximation problem has interest by itself we state it as a general result.
Fix 푇 > 0 and let {푊 (푡)}푡∈[0,푇 ] be a standard Brownian motion. For any fixed 푚 ∈ ℕ
let 훿푚 =
푇
푚
and for each 푡 ∈ [0, 푇 ] define
[푡]−푚 = 푘훿푚 and [푡]
+
푚 = (푘 + 1)훿푚,
whenever 푘훿푚 ≤ 푡 < (푘+1)훿푚, 푘 = 0, 1,… , 푚−1. We consider a polygonal approximation
푊푚(푡) of푊 given by
푊푚(푡) = 푊
(
[푡]−푚
)
+
푡 − [푡]−푚
훿푚
(
푊
(
[푡]+푚
)
−푊
(
[푡]−푚
))
.
Let 푢 be the solution to the following stochastic parabolic partial differential equation
푑푢 + div푥 푓 (푥, 푢)푑푡 = 휆Δ푢푑푡 + 휎(푢) 푑푊 (푡) +
1
2
휎′(푢)휎(푢)푑푡, (4.1)
푢(0, 푥) = 푢0(푥),
where 휆 > 0 is a constant, and (푡, 푥) ∈ [0, 푇 ] × ℝ푑 . Consider also the solution 푢푚 of the
following approximate equation
휕푡푢푚 + div푥 푓 (푥, 푢푚) = 휆Δ푢푚 + 휎(푢푚)
푑푊푚
푑푡
, (4.2)
푢푚(0, 푥) = 푢0.
We assume that 푓 ∶ ℝ푑 ×ℝ→ ℝ푑 is globally Lipschitz continuous and that 휎 ∈ 퐶2(ℝ)
with 휎, 휎′, 휎′′ ∈ 퐿∞(ℝ푑). Furthermore, we denote by 퐿푝(푤푁푑푥) the weighted 퐿
푝 space
of functions 푣 ∶ ℝ푑 → ℝ for which
∫
ℝ푑
|푣|푝 푤푁푑푥 < ∞,
where the weight푤푁 is given by (5.11).
Theorem 4.1. Suppose 푝 > 1 and let 푢0 ∈ 퐿
2푝(Ω;퐿2(푤푁푑푥)). Then
lim
푚→∞
피 sup
0≤푡≤푇
‖‖푢(푡) − 푢푚(푡)‖‖2푝퐿2(푤푁푑푥) = 0.
Note that (ℝ푑 , 푤푁푑푥) is a finite measure space. Thus, the convergence above also holds
in the space 퐿2푝(Ω; (퐶[0, 푇 ];퐿푞(푤푁푑푥))), for 푞 ∈ [0, 1], as a consequence of Hölder’s
inequality.
Solutions of (4.1) may be found as a fixed point in
퐿2
(
Ω; (퐶[0, 푇 ];퐿2(푤푁푑푥))
)
∩ 퐿2
(
Ω × (0, 푇 );퐻1(푤푁푑푥)
)
of the functional
퐾(푣)(푡) = 푆(푡)푢0 − ∫
푡
0
푆(푡 − 푠) div푓 (⋅, 푣(푠)) 푑푠+ ∫
푡
0
푆(푡 − 푠)휎(푣(푠)) 푑푊 (푠)
+
1
2 ∫
푡
0
푆(푡 − 푠)휎′(푣(푠))휎(푣(푠)) 푑푠,
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provided that 푢0 ∈ 퐿
2
(
Ω;퐿2(푤푁푑푥)
)
, where 푆(푡) is the semigroup associated to the
following heat equation in ℝ푑
휕푡푣 = 휆Δ푣, 푣(0, 푥) = ℎ(푥).
That is,
푆(푡)ℎ =
1
(4휆휋푡)푑∕2 ∫ℝ푑 푒
−
|푥−푦|2
4휆푡 ℎ(푦) 푑푦.
Moreover, solutions are unique and if 푢0 ∈ 퐿
2푝
(
Ω;퐿2(푤푁푑푥)
)
, then 푢 belongs to
퐿2푝(Ω; (퐶[0, 푇 ]; 퐿2(푤푁푑푥))) with ∇푢 ∈ 퐿
2푝
(
Ω; (퐿2(0, 푇 ;퐿2(푤푁푑푥))
)
. In particular, 푢
is the unique mild solution of equation (4.1) with initial data 푢(0, 푥) = 푢0, meaning that 푢
satisfies the identity
푢(푡) = 푆(푡)푢0 − ∫
푡
0
푆(푡 − 푠) div푓 (⋅, 푢(푠)) 푑푠+ ∫
푡
0
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠)
+
1
2 ∫
푡
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠.
Similarly, the noise approximation equation (4.2) also has a unique weak solution 푢푚 in
퐿2푝
(
Ω; (퐶[0, 푇 ];퐿2(푤푁푑푥))
)
with ∇푢푚 ∈ 퐿
2푝
(
Ω; (퐿2(0, 푇 ;퐿2(푤푁푑푥))
)
satisfying
푢푚(푡) = 푆(푡)푢0 − ∫
푡
0
푆(푡 − 푠) div푓 (⋅, 푢푚(푠)) 푑푠 + ∫
푡
0
푆(푡 − 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠.
To establish Theorem 4.1, we first prove that there is a sequence 퐶푚,푛 ≥ 0 indexed in
(푚, 푛) ∈ ℕ2 that satisfies lim푛→∞ lim푚→∞ 퐶푚,푛 = 0, such that for any 0 ≤ 휏 ≤ 푇 ,
피 sup
0≤푡≤휏
‖‖푢(푡) − 푢푚(푡)‖‖2푝퐿2(ℝ푑 ) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠 ‖‖푢(푡) − 푢푚(푡)‖‖2푝퐿2(ℝ푑 ) 푑푠 + 퐶푚,푛, (4.3)
for all 푚 ≥ 1, where 퐶 > 0 is a universal constant independent of 푚, 푛 and the data.
Then the result follows by taking the limits as 푚 → ∞ and 푛 → ∞, after having applied
Grönwall’s inequality.
Let us introduce the following auxiliary processes: for each integer푚 ≥ 1 and 푡 ∈ [0, 푇 ],
define 푢̄푚 by
푢̄푚(푡) ∶= 푆
(
푡 − [푡]−푚)푢푚([푡]
−
푚
)
− ∫
푡
[푡]−푚
푆(푡 − 푠) div푓 (⋅, 푢̄푚(푠)) 푑푠, 푡 ∈ [0, 푇 ]. (4.4)
Equivalently, for each 푘 = 0, 1,… , 푚− 1, 푢̄푚 solves a.s. the equation
휕푡푢̄푚 = 휆Δ푢̄푚 − div푓 (⋅, 푢̄푚), 푥 ∈ ℝ
푑 , 푘훿푚 < 푡 < (푘 + 1)훿푚,
푢̄푚(푘훿) = 푢푚(푘훿).
Remark 4.1. Observe that, for every 푡 ∈ [0, 푇 ], the function 푢̄푚(푡) is [푡]−푚 -measurable.
Indeed, since 푢푚
(
[푡]−
푚
)
is[푡]−푚-measurable, the unique solution of (4.4) may be found using
a fixed point theorem in 퐿2
(
Ω;퐶([0, 푇 ];퐿2(푤푁푑푥))
)
∩ 퐿2
(
Ω;퐿2(0, 푇 ;퐻1(푤푁푑푥))
)
,
where the underlying 휎-algebra of the probability space is [푡]−푚 .
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A straightforward calculation shows that
푢푚(푡) − 푢̄푚(푡) = −∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (⋅, 푢푚(푠)) − 푓 (⋅, 푢̄푚(푠))
)
푑푠
+ ∫
푡
[푡]−푚
푆(푡 − 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠. (4.5)
Similarly, for each integer 푚 ≥ 1, define 푈̄푚 by
푈̄푚(푡) ∶= 푆
(
푡 − [푡]−푚
)
푢
(
[푡]−푚
)
− ∫
푡
[푡]−푚
푆(푡 − 푠) div푓 (⋅, 푈̄푚(푠)) 푑푠, (4.6)
for 푡 ∈ [0, 푇 ]. Then
푢(푡) − 푈̄푚(푡) = −∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (⋅, 푢(푠)) − 푓 (⋅, 푈̄푚(푠))
)
푑푠
+
1
2 ∫
푡
[푡]−푚
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠+ ∫
푡
[푡]−푚
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠). (4.7)
The proof of (4.3) is broken down into several lemmas. First, we estimate the processes
푢푚(푡) − 푢̄푚(푡) and 푢(푡) − 푈̄푚(푡), followed by an estimate of 푢̄푚(푡) − 푈̄푚(푡).
Let us begin with a couple of general observations regarding the semigroup 푆(푡).
Lemma 4.1. For any 푞 ≥ 2 there is a constant 퐶 depending only on 푞 and 푇 such that
sup
0≤푡≤푇
‖푆(푡)ℎ‖푞
퐿푞(푤푁푑푥)
푑푠 ≤ 퐶 ‖ℎ‖푞
퐿푞(푤푁푑푥)
,
for any ℎ ∈ 퐿푞(푤푁푑푥).
Proof. Given ℎ ∈ 퐿푞(푤푁푑푥), the function ℎ̃(푡) = 푆(푡)ℎ satisfies
휕푡ℎ̃ = 휆Δℎ̃, 푥 ∈ ℝ
푑 , 0 < 푡 < 푇 ,
ℎ̃(0, 푥) = ℎ(푥), 푥 ∈ ℝ푑 .
Multiplying this equation by |ℎ(푡, 푥)|푞−2 ℎ(푡, 푥)푤푁 (푥), integratingby parts and usingYoung’s
inequality we arrive at
1
푞
푑
푑푡
‖‖ℎ̃(푡)‖‖푞퐿푞(푤푁 ) + (푞 − 1)휆 ‖‖‖||ℎ̃(푡)||(푞−2)∕2∇ℎ̃(푡)‖‖‖2퐿2(푤푁푑푥)
= −휆∫
ℝ푑
||ℎ̃(푡)||푞−2 ℎ̃(푡)∇ℎ̃(푡) ⋅ ∇푤푁 푑푥
≤ (푞 − 1)휆
2
‖‖‖||ℎ̃(푡)||(푞−2)∕2∇ℎ̃(푡)‖‖‖2퐿2(푤푁푑푥) + 퐶 ‖‖ℎ̃(푡)‖‖푞퐿푞(푤푁 ) .
Finally, an application of Grönwall’s inequality supplies the result. 
Lemma 4.2. Let 푝 > 1 and 푞 ≥ 2. Then there is a universal constant 퐶 that depends only
on 휆, 푝, 푇 such that for almost every 0 ≤ 푡0 ≤ 푡1 ≤ 푇 and any 푔 ∈ 퐿2푝(0, 푇 ;퐿2(푤푁푑푥))
sup
푡0≤푡≤푡1
‖‖‖‖‖∫
푡
푡0
푆(푡 − 푠)휕푥푖푔(푠) 푑푠
‖‖‖‖‖
2푝
퐿푞(푤푁푑푥)
≤ 퐶(푡1 − 푡2)푝−1 ∫
푡1
푡0
‖푔(푠)‖2푝
퐿푞 (푤푁푑푥)
푑푠,
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for all 1 ≤ 푖 ≤ 푑. In particular, a.s. we have that‖‖‖‖‖∫
푡1
푡0
푆(푡 − 푠) div
(
푓 (⋅, 푢푚(푠)) − 푓 (⋅, 푢̄푚(푠)
)
푑푠
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
≤ 퐶Lip (푓 )(푡1 − 푡0)푝−1 ∫
푡1
푡0
‖‖푢푚(푠) − 푢̄푚(푠)‖‖2푝퐿2(푤푁푑푥) 푑푠.
Proof. Let ℎ푖(푡) = ∫ 푡푡0 푆(푡 − 푠)휕푥푖푔(푠) 푑푠. Then ℎ푖 satisfies the following equation in the
sense of distributions:
휕푡ℎ푖 = 휆Δℎ푖 + 휕푥푖푔, 푥 ∈ ℝ
푑 , 푡0 < 푡 < 푡1,
ℎ푖(푡0, 푥) = 0, 푥 ∈ ℝ
푑 .
Taking ||ℎ푖||푞−2 ℎ푖푤푁 as a test function, integrating by parts and using Young’s and
Hölder’s inequalities, we obtain
1
푞
푑
푑푡
‖‖ℎ푖(푡)‖‖푞퐿푞(푤푁푑푥) + (푞 − 1)휆 ‖‖‖||ℎ푖||(푞−2)∕2∇ℎ푖(푡)‖‖‖2퐿2(푤푁푑푥)
= −휆∫
ℝ푑
||ℎ푖||푞−2 ℎ푖∇ℎ푖 ⋅ ∇푤푁 푑푥 − ∫
ℝ푑
푔(푡)휕푥푖
(||ℎ푖||푞−2 ℎ푖푤푁) 푑푥
≤ (푞 − 1)휆
4
‖‖‖||ℎ푖||(푞−2)∕2∇ℎ푖(푡)‖‖‖2퐿2(푤푁푑푥) + 퐶 ‖‖ℎ푖(푡)‖‖푞퐿푞(푤푁푑푥)
+ 퐶 ‖‖ℎ푖(푡)‖‖(푞−2)∕2퐿푞(푤푁푑푥) ‖푔(푡)‖퐿푞(푤푁푑푥) ‖‖‖||ℎ푖||(푞−2)∕2∇ℎ푖‖‖‖1∕2퐿2(푤푁푑푥)
+ 퐶 ‖‖ℎ푖‖‖푞−1퐿푞(푤푁푑푥) ‖푔(푡)‖퐿푞(푤푁푑푥)
≤ (푞 − 1)휆
2
‖‖‖||ℎ푖||(푞−2)∕2∇ℎ푖(푡)‖‖‖2퐿2(푤푁푑푥) + 퐶 ‖‖ℎ푖(푡)‖‖푞퐿푞(푤푁푑푥)
+ 퐶 ‖‖ℎ푖(푡)‖‖푞−2퐿푞(푤푁푑푥) ‖푔(푡)‖2퐿푞(푤푁푑푥) .
Thus
푑
푑푡
‖‖ℎ푖(푡)‖‖푞퐿푞(푤푁푑푥) ≤ 퐶 ‖‖ℎ푖(푡)‖‖푞퐿푞(푤푁푑푥) + 퐶 ‖‖ℎ푖(푡)‖‖푞−2퐿푞(푤푁푑푥) ‖푔(푡)‖2퐿푞(푤푁푑푥).
Now, if ‖‖ℎ푖‖‖퐿푞(푤푁푑푥) = 0, then there is nothing to prove. Otherwise, we may divide by‖‖ℎ푖‖‖푞−2퐿푞(푤푁푑푥) and use Grönwall’s inequality to obtain that‖‖ℎ푖(푡)‖‖2퐿푞(푤푁푑푥) ≤ 퐶푒퐶푇 ∫ 푡푡0 ‖푔(푠)‖2퐿푞(푤푁푑푥) 푑푠,
from which we conclude that
sup
푡0≤푡≤푡1
‖‖ℎ푖(푡)‖‖2푝퐿푞(푤푁푑푥) ≤ 퐶(푡1 − 푡0)푝−1 ∫ 푡1푡0 ‖푔(푠)‖2푝퐿푞(푤푁푑푥) 푑푠.

As a first consequence of these observations have the following estimate on 푢푚(푡)−푢̄푚(푡).
Lemma 4.3. For any 푝 > 1 and 푞 ≥ 2, there is a constant 퐶 > 0 such that
피 sup
0≤푡≤푇
‖‖푢푚(푡) − 푢̄푚(푡)‖‖2푝퐿푞(푤푁푑푥) ≤ 퐶훿푝−1푚 . (4.8)
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Proof. From (4.5) we have that
‖‖푢푚(푡) − 푢̄푚(푡)‖‖2푝퐿푞(푤푁푑푥)
≤ ‖‖‖‖‖∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (푢푚(푠)) − 푓
(
푢̄푚(푠)
))
푑푠
‖‖‖‖‖
2푝
퐿푞(푤푁푑푥)
+
‖‖‖‖‖∫
푡
[푡]−푚
푆(푡− 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
퐿푞(푤푁푑푥)
. (4.9)
Now, on the one hand, from Lemma 4.2 we have that‖‖‖‖‖∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (푢푚(푠)) − 푓
(
푢̄푚(푠)
))
푑푠
‖‖‖‖‖
2푝
퐿푞(푤푁푑푥)
≤ 퐶Lip (푓 )훿푝−1푚 ∫
푡
[푡]−푚
‖‖푢푚(푠) − 푢̄푚(푠)‖‖2푝퐿푞(푤푁푑푥) 푑푠.
On the other hand, Lemma 4.1 yields
‖‖‖‖‖∫
푡
[푡]−푚
푆(푡− 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
퐿푞(푤푁푑푥)
≤
(
∫
푡
[푡]−푚
‖‖휎(푢푚(푠))‖‖퐿푞(푤푁푑푥) ||푊̇푚(푠)|| 푑푠
)2푝
≤ 퐶
(
sup
휉∈ℝ
|휎(휉)|)2푝 ‖‖푤푁‖‖퐿1(ℝ푑 ) |||푊 ([푡]+푚) −푊 ([푡]−푚)|||2푝 .
Plugging these two estimates into (4.9) and using Grönwall’s inequality, we obtain
‖‖푢푚(푡) − 푢̄푚(푡)‖‖2푝퐿푞(푤푁푑푥) ≤ 퐶 |||푊 ([푡]+푚) −푊 ([푡]−푚)|||2푝 , (4.10)
for some 퐶 > 0 independent of 푚.
Now, for each 푘 = 0,… , 푚−1, the randomvariable푊 ((푘+1)훿푚)−푊 (푘훿푚) is normally
distributed with mean 0 and variance 훿푚. Hence
피 sup
0≤푡≤푇
|||푊 ([푡]+푚) −푊 ([푡]−푚)|||2푝
≤
푚−1∑
푘=0
피
[||푊 ((푘 + 1)훿푚) −푊 (푘훿푚)||2푝] = 퐶(푝)푇 훿푝−1푚 , (4.11)
for a certain constant퐶(푝) depending only on 푝. Thus, taking the supremumover 0 ≤ 푡 ≤ 푇
in (4.10) and taking the expectation, we obtain (4.8). 
Lemma 4.4. For any 푝 > 1, there is a constant 퐶 > 0 such that
피 sup
0≤푡≤푇
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝−1푚 . (4.12)
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Proof. From (4.7), using Lemmas 4.1 and 4.2 we have a.s. that
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶Lip (푓 )훿푝−1푚 ∫ 푡[푡]−푚 ‖‖푢푚(푠) − 푢̄푚(푠)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶훿2푝푚
+
‖‖‖‖‖∫
푡
[푡]−푚
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠)
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
.
Now Grönwall’s inequality implies that
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿2푝푚 + 퐶 ‖‖‖‖‖∫
푡
[푡]−푚
푆(푡− 푠)휎(푢(푠)) 푑푊 (푠)
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
. (4.13)
We claim that the process 푉 (푡) ∶= ∫ 푡
[푡]−푚
푆(푡− 푠)휎(푢(푠)) 푑푊 (푠) is a weak solution of the
following SPDE:
푑푉 = 휆Δ푉 푑푡 + 휎(푢) 푑푊 (푡), 푥 ∈ ℝ푑 , [푡]−푚 < 푡 < [푡]
+
푚, (4.14)
푉 ([푡]−푚, 푥) = 0, 푥 ∈ ℝ
푑 . (4.15)
Indeed, the function 푆(푡 − 푠)휎(푢(푠)) is a.s. a weak solution of the PDE
휕푡푧 = 휆Δ푧, 푥 ∈ ℝ, 푠 < 푡 < [푠]
+
푚,
푧(푠, 푥) = 휎(푢(푠, 푥)), 푥 ∈ ℝ푑 ,
and so, if 휑 ∈ 퐶∞
0
(ℝ푑), then
∫
ℝ푑
휑푆(푡−푠)휎(푢(푠)) 푑푥+휆∫
푡
푠 ∫ℝ푑 ∇휑⋅∇푆(휏−푠)휎(푢(푠)) 푑푥 푑휏 = ∫ℝ푑 휑(푥)푢(푠, 푥) 푑푥.
Integrating in 푑푊 (푠) from [푡]−푚 to 푡 and using the stochastic Fubini theorem, we obtain
∫
ℝ푑
휑푉 (푡) 푑푥 + 휆∫
푡
[푡]−푚
∫
ℝ푑
∇휑 ⋅ ∇푉 (휏) 푑푥 푑휏 = ∫
푡
[푡]−푚
∫
ℝ푑
휑(푥)휎(푢(푠, 푥)) 푑푥 푑푊 (푠),
which is precisely the weak formulation of the SPDE problem (4.14)-(4.15).
Using Itô’s formula (see the appendix in [17]) with 휂(푉 ) = 1
2
|푉 |2 and 푤푁 (푥) as a test
function, we obtain
1
2
‖푉 (푡)‖2
퐿2(푤푁푑푥)
+ 휆∫
푡
[푡]−푚
‖∇푉 (푠)‖2
퐿2(푤푁푑푥)
푑푠
= −휆∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)∇푉 (푠) ⋅ ∇푤푁 푑푥 푑푠 + ∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)휎(푢(푠))푤푁 푑푥 푑푊 (푠)
+
1
2 ∫
푡
[푡]−푚
∫
ℝ푑
휎(푢(푠))2푤푁 푑푥 푑푠
≤ 휆
2 ∫
푡
[푡]−푚
‖∇푉 (푠)‖2
퐿2(푤푁푑푥)
푑푠 + 퐶 ∫
푡
[푡]−푚
‖푉 (푡)‖2
퐿2(푤푁푑푥)
푑푠
+
|||||∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)휎(푢(푠))푤푁 푑푥 푑푊 (푠)
||||| + 퐶훿푚 ‖‖푤푁‖‖퐿1(ℝ푑) .
HOMOGENIZATION OF STOCHASTIC CONSERVATION LAWS 29
Using this inequality, it follows for [푡]−푚 ≤ 휏 ≤ [푡]+푚 that
sup
[푡]−푚≤푡≤휏
‖푉 (푡)‖2푝
퐿2(푤푁푑푥)
≤ 퐶훿푝−1푚 ∫
휏
[푡]−푚
sup
[푡]−푚≤푡≤푠
‖푉 (푡)‖2푝
퐿2(푤푁푑푥)
푑푠 + 퐶훿푝푚
+ 퐶 sup
[푡]−푚≤푡≤[푡]+푚
‖‖‖‖‖∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)휎(푢(푠))푤푁 푑푥 푑푊 (푠)
‖‖‖‖‖
푝
.
By taking the expectation and applying Grönwall’s inequality, we obtain
피 sup
[푡]−푚≤푡≤[푡]+푚
‖푉 (푡)‖2푝
퐿2(푤푁푑푥)
≤ 퐶푒퐶푇 훿푝푚 + 퐶푒퐶푇피 sup
[푡]−푚≤푡≤[푡]+푚
|||||∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)휎(푢(푠))푤푁 푑푥 푑푊 (푠)
|||||
푝
. (4.16)
By the Burkholder-Davis-Gundy inequality there is a constant 퐶푝 > 0, depending only on
푝, such that
피 sup
[푡]−푚≤푡≤[푡]+푚
|||||∫
푡
[푡]−푚
∫
ℝ푑
푉 (푠)휎(푢(푠))푤푁 푑푥 푑푊 (푠)
|||||
푝
≤ 퐶푝피
(
∫
[푡]+푚
[푡]−푚
||||∫ℝ푑 푉 (푠)휎(푢(푠))푤푁(푥) 푑푥||||
2
푑푠
)푝∕2
≤ 퐶푝피
(
∫
[푡]+푚
[푡]−푚
‖푉 (푠)‖2
퐿2(푤푁푑푥)
‖‖푤푁‖‖퐿1(ℝ푑 ) 푑푠
)푝∕2
≤ 퐶피
⎛⎜⎜⎝
(
∫
[푡]+푚
[푡]−푚
‖푉 (푠)‖2푝
퐿2(푤푁푑푥)
푑푠
)1∕푝
훿
푝−1
푝
푚
⎞⎟⎟⎠
푝∕2
≤ 퐶
(
피 sup
[푡]−푚≤푡≤[푡]+푚
‖푉 (푡)‖2푝
퐿2(푤푁푑푥)
)1∕2
훿
푝∕2
푚 ,
where we used Jensen’s inequality in the last line, in view of the concavity of the function
휉 ↦ 휉1∕2, for 휉 ≥ 0. Using the elementary inequality 푎푏 ≤ 휅푎2 + 퐶(휅)푏2 for any numbers
푎, 푏, 휅 > 0 and choosing휅 appropriately (small) when inserting the above bound into (4.16),
we end up with
피 sup
[푡]−푚≤푡≤[푡]+푚
‖푉 (푡)‖2푝
퐿2(푤푁푑푥)
≤ 퐶훿푝푚.
In light of (4.13), this implies that
피 sup
[푡]−푚≤푡≤[푡]+푚
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝푚.
We conclude the proof of the lemma as follows:
피 sup
0≤푡≤푇
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 푚−1∑
푘=0
피 sup
푘훿푚≤푡≤(푘+1)훿푚
‖‖푢(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥)
≤ 퐶푚훿푝푚 = 퐶푇훿푝−1푚 .

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Let us now begin with the estimation of the process 푢̄푚(푡) − 푈̄푚(푡). Using (4.4) and (4.6)
to obtain an identity for 푆
(
푡 − [푡]−푚
) (
푢푚
(
[푡]−푚
)
− 푢
(
[푡]−푚
))
, we have that
푢̄푚(푡) − 푈̄푚(푡) = 푉
(1)
푚 + 푉
(2)
푚 + 푉
(3)
푚 ,
where,
푉 (1)푚 = 푆
(
푡 − [푡]−푚
)
∫
[푡]−푚
0
푆
(
[푡]−푚 − 푠
)
div
(
푓 (⋅, 푢̄푚(푠)) − 푓 (⋅, 푈̄푚(푠))
)
푑푠,
푉 (2)푚 = −푆
(
푡 − [푡]−푚
)
∫
[푡]−푚
0
푆
(
[푡]−푚 − 푠
)
div
(
푓 (⋅, 푢푚(푠)) − 푓 (⋅, 푢(푠))
)
푑푠,
푉 (3)푚 = ∫
[푡]−푚
0
푆(푡 − 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠 − ∫
[푡]−푚
0
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠)
−
1
2 ∫
[푡]−푚
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠.
From Lemmas 4.1 and 4.2, for 0 ≤ 휏 ≤ 푇 , we have that
피 sup
0≤푡≤휏
‖‖푢̄푚(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠 ‖‖푢̄푚(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠
+ 퐶 ∫
휏
0
피 sup
0≤푡≤푠
‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 피 sup0≤푡≤휏 ‖‖‖푉 (3)푚 ‖‖‖2푝퐿2(푤푁푑푥) ,
and then Grönwall’s inequality yields
피 sup
0≤푡≤휏
‖‖푢̄푚(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥)
≤ 퐶 ∫
휏
0
피 sup
0≤푡≤푠
‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶피 sup2≤푡≤휏 ‖‖‖푉 (3)푚 ‖‖‖2푝퐿2(푤푁푑푥) . (4.17)
With this estimate at hand and in view of (4.8) and (4.12), the inequality (4.3) follows
directly once we prove the following
Lemma 4.5. There exist a positive constant 퐶 and a sequence
{
퐶푚,푛
}
푚,푛≥1 of numbers
that satisfy lim
푛→∞
lim
푚→∞
퐶푚,푛 = 0 such that
피
[
sup
0≤푡≤휏
‖‖‖‖‖∫
[푡]−푚
0
푆(푡− 푠)휎(푢(푠)) 푑푊 (푠) +
1
2 ∫
[푡]−푚
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠
− ∫
[푡]−푚
0
푆(푡 − 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
]
≤ 퐶1 ∫
휏
0
피 sup
0≤푡≤푠
‖‖푢(푡) − 푢푚(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶푚,푛.
(4.18)
The remaining part of this section is devoted to the proof of this lemma. To that end, we
first rewrite the last term in the norm on the left-hand side in terms of the auxiliary process
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푢̄푚, following an idea from [49]. Applying the mean value theorem twice we see that
휎(푢푚(푡)) = 휎
(
푢̄푚(푡)
)
+ ∫
1
0
휎′
(
푢̄푚(푡) + 휃
(
푢푚(푡) − 푢̄푚(푡)
))
푑휃
(
푢푚(푡) − 푢̄푚(푡)
)
= 휎
(
푢̄푚(푡)
)
+ 휎′
(
푢̄푚(푡)
) (
푢푚(푡) − 푢̄푚(푡)
)
+ ∫
1
0 ∫
휃1
0
휎′′
(
푢̄푚(푡) + 휃2
(
푢푚(푡) − 푢̄푚(푡)
))
푑휃2 푑휃1
(
푢푚(푡) − 푢̄푚(푡)
)2
.
Using (4.5) and applying again the mean-value theorem, we obtain
푢푚(푡) − 푢̄푚(푡)
= −∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (⋅, 푢푚(푠)) − 푓 (⋅, 푢̄푚(푠))
)
푑푠 + ∫
푡
[푡]−푚
푆(푡 − 푠)휎
(
푢̄푚(푠)
)
푊̇푚(푠) 푑푠
+ ∫
푡
[푡]−푚
푆(푡 − 푠)∫
1
0
휎′
(
푢̄푚(푠) + 휃
(
푢푚(푠) − 푢̄푚(푠)
))
푑휃
(
푢푚(푠) − 푢̄푚(푠)
)
푊̇푚(푠) 푑푠,
and hence
휎(푢푚(푡)) = 훾푚,1(푡) + 훾푚,2(푡) + 훾푚,3(푡), (4.19)
where
훾푚,1(푡) = 휎
(
푢̄푚(푡)
)
,
훾푚,2(푡) = 휎
′
(
푢̄푚(푡)
)
∫
푡
[푡]−푚
푆(푡 − 푠)휎
(
푢̄푚(푠)
)
푊̇푚(푠) 푑푠,
훾푚,3 = −휎
′
(
푢̄푚(푡)
)
∫
푡
[푡]−푚
푆(푡 − 푠) div
(
푓 (⋅, 푢푚(푠)) − 푓 (⋅, 푢̄푚(푠), )
)
푑푠,
and
훾푚,4(푡) = ∫
1
0 ∫
휃1
0
휎′′
(
푢̄푚(푡) + 휃2
(
푢푚(푡) − 푢̄푚(푡)
))
푑휃2 푑휃1
(
푢푚(푡) − 푢̄푚(푡)
)2
+ 휎′
(
푢̄푚(푡)
)
∫
푡
[푡]−푚
푆(푡 − 푠)∫
1
0
휎′
(
푢̄푚(푠) + 휃
(
푢푚(푠) − 푢̄푚(푠)
))
푑휃
×
(
푢푚(푠) − 푢̄푚(푠)
)
푊̇푚(푠) 푑푠.
Lemma 4.6. Fix any 푝 > 1. There is a constant 퐶 > 0, independent of 푚, such that
피 sup
0≤푡≤푇
‖‖‖‖‖∫
[푡]−푚
0
푆(푡− 푠)
(
훾푚,3(푠) + 훾푚,4(푠)
)
푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
≤ 퐶훿푝−1푚 .
Proof. From Lemma 4.1 we have
피 sup
0≤푡≤푇
‖‖‖‖‖∫
[푡]−푚
0
푆(푡 − 푠)
(
훾푚,3(푠) + 훾푚,4(푠)
)
푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
≤ 퐶훿−2푝푚 ∫
푇
0
피
[‖‖훾푚,3(푠) + 훾푚,4(푠)‖‖2푝퐿2(푤푁푑푥) |||푊 ([푠]+푚) −푊 ([푠]−푚)|||2푝
]
푑푠.
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On the other hand, using again Lemma 4.1 as well as (4.10), we obtain‖‖훾푚,4(푡)‖‖2푝퐿2(푤푁푑푥)
≤ 퐶
(
∫
푡
[푡]−푚
‖‖푢푚(푠) − 푢̄푚(푠)‖‖퐿2(푤푁푑푥) ||푊̇푚(푠)|| 푑푠 + ‖‖푢푚(푡) − 푢̄푚(푡)‖‖2퐿4(푤푁푑푥)
)2푝
≤ 퐶 |||푊 ([푡]+푚) −푊 ([푡]−푚)|||4푝 .
Moreover, from Lemma 4.2 and (4.10),‖‖훾푚,3(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝푚 |||푊 ([푡]+푚) −푊 ([푡]−푚)|||2푝 .
Then, recalling (4.11),
피 sup
0≤푡≤푇
‖‖‖‖‖∫
[푡]−푚
0
푆(푡 − 푠)
(
훾푚,3(푠) + 훾푚,4(푠)
)
푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
≤ 퐶훿−푝푚
푚−1∑
푘=0
피 ||푊 ((푘+ 1)훿푚) −푊 (푘훿푚)||4푝
+ 퐶훿−2푝푚
푚−1∑
푘=0
피 ||푊 ((푘+ 1)훿푚) −푊 (푘훿푚)||6푝 ≤ 퐶훿푝−1푚 .

To simplify the notation in the upcoming calculations, let us define
퐼푚(푡) ∶= ∫
[푡]−푚
0
푆(푡 − 푠)훾푚,1(푠)푊̇푚(푠) 푑푠− ∫
[푡]−푚
0
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠).
Lemma 4.7. Fix any 푝 > 1. There is a constant 퐶 > 0, independent of 푚, and a sequence
{퐶푚,푛}푚,푛≥1 of numbers satisfying lim푛→∞ lim푚→∞퐶푚,푛 = 0 such that
피 sup
0≤푡≤휏
‖‖퐼푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠 ‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶푚,푛. (4.20)
The proof of this lemma employs the so-called factorizationmethod, which relies on the
following identity (see Chapter 5 in [15])
∫
푡
푠
(푡 − 휃)훼−1(휃 − 푠)−훼 푑휃 =
휋
sin(휋훼)
, 0 ≤ 푠 < 푡, 훼 ∈ (0, 1). (4.21)
We also need the following general result (see Lemma 2.8 in [49]):
Lemma 4.8. Let (Ω, , 푃 ) be a complete probability space, along with an accompanying
complete filtration
{푡}푡∈[0,푇 ]. Let {푌 (푡)}푡∈[0,푇 ] be a {푡}-adapted stochastic process in a
Hilbert space 퐻 with continuous paths almost surely. Then, there exists a nondecreasing
sequence of compact subsets 퐾1 ⊆ 퐾2 ⊆ ⋯ ⊆ 퐻 such that
lim
푛→∞
푃
({
푌 (푡) ∈ 퐾푛 ∀푡 ∈ [0, 푇 ]
})
= 1.
Since 푢 ∈ 퐿2푝
(
Ω;퐶([0, 푇 ];퐿2(푤푁푑푥)
)
, Lemma 4.8 guarantees the existence of a non-
decreasing sequence
{
퐾푛
}
푛∈ℕ
of compact subsets of퐿2(푤푁푑푥) such that lim
푛→∞
ℙ(Ω푛) = 1,
where
Ω푛 ∶=
{
푢(푡) ∈ 퐾푛 ∀푡 ∈ [0, 푇 ]
}
. (4.22)
HOMOGENIZATION OF STOCHASTIC CONSERVATION LAWS 33
Proof of Lemma 4.7. Fix 훼 ∈
(
1
2푝
,
1
2
)
. Note that 푊̇푚(푠) =
1
훿푚
∫ [푠]+푚
[푠]−푚
푑푊 (휍). Then
∫
[푡]−푚
0
푆(푡 − 푠)훾푚,1(푠)푊̇푚(푠) 푑푠
=
1
훿푚
[푡∕훿푚]−1∑
푘=0
∫
(푘+1)훿푚
푘훿푚
∫
(푘+1)훿푚
푘훿푚
푆(푡 − 푠)휎
(
푢̄푚(푠)
)
푑푠 푑푊 (휍)
= ∫
[푡]−푚
0
(
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆(푡 − 푠)휎
(
푢̄푚(푠)
)
푑푠
)
푑푊 (휍).
Using (4.21) and the stochastic Fubini theorem,
∫
[푡]−푚
0
푆(푡 − 푠)훾푚,1(푠)푊̇푚(푠) 푑푠
=
sin(휋훼)
휋 ∫
[푡]−푚
0
(
∫
[푡]−푚
휍
(
[푡]−푚 − 휃
)훼−1
(휃 − 휍)−훼 푑휃
)
×
(
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆(푡 − 푠)휎
(
푢̄푚(푠)
)
푑푠
)
푑푊 (휍)
=
sin(휋훼)
휋 ∫
[푡]−푚
0
(
[푡]−푚 − 휃
)훼−1
푆
(
푡 − [휃]+푚
)
∫
휃
0
(휃 − 휍)−훼
× 푆
(
[휃]+푚 − [휍]
+
푚
)( 1
훿푚 ∫
[휍]+푚
[휍]−푚
푆
(
[휍]+푚 − 푠
)
휎
(
푢̄푚(푠)
)
푑푠
)
푑푊 (휍) 푑휃.
Similarly, using (4.21) and the stochastic Fubini theorem,
∫
[푡]−푚
0
푆(푡 − 휍)휎(푢(휍)) 푑푊 (휍)
=
sin(휋훼)
휋 ∫
[푡]−푚
0
(
[푡]−푚 − 휃
)훼−1
푆
(
푡 − [휃]+푚
)
× ∫
휃
0
(휃 − 휍)−훼 푆([휃]+푚 − 휍)휎(푢(휍)) 푑푊 (휍) 푑휃.
Hence
퐼푚(푡) =
sin(휋훼)
휋 ∫
[푡]−푚
0
(
[푡]−
푚
− 휃
)훼−1
푆
(
푡 − [휃]+
푚
)
× ∫
휃
0
(휃 − 휍)−훼 푆
(
[휃]+푚 − [휍]
+
푚
)
푌푚(휍) 푑푊 (휍) 푑휃,
where,
푌푚(휍) =
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆
(
[휍]+푚 − 푠
)
휎
(
푢̄푚(푠)
)
푑푠 − 푆
(
[휍]+푚 − 휍
)
휎(푢(휍)).
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Now, by Lemma 4.1 and Hölder’s inequality,
‖‖퐼푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶
(
sin(휋훼)
휋
)2푝
푇 2푝훼−1
(
2푝 − 1
2푝훼 − 1
)2푝−1
× ∫
[푡]−푚
0
‖‖‖‖‖∫
휃
0
(휃 − 휍)−훼 푆
(
[휃]+푚 − [휍]
+
푚
)
푌푚(휍) 푑푊 (휍)
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
푑휃,
and so, for 휏 ∈ [0, 푇 ],
피 sup
0≤푡≤휏
‖‖퐼푚(푡)‖‖2푝퐿2(푤푁푑푥)
≤ 퐶 ∫
[휏]−푚
0
피
‖‖‖‖‖∫
휃
0
(휃 − 휍)−훼 푆
(
[휃]+푚 − [휍]
+
푚
)
푌푚(휍) 푑푊 (휍)
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
푑휃
≤ 퐶 ∫
[휏]−푚
0
피
(
∫
휃
0
(휃 − 휍)−2훼 ‖‖푌푚(휍)‖‖2퐿2(푤푁푑푥) 푑휍)푝 푑휃
≤ 퐶
(
푇 1−2훼
1 − 2훼
)푝
∫
[휏]−푚
0
피 ‖‖푌푚(휍)‖‖2푝퐿2(푤푁푑푥) 푑휍.
Next, for 0 ≤ 휍 ≤ [휏]−푚, we write 푌푚(휍) as
푌푚(휍) =
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆
(
[휍]+푚 − 푠
) (
휎
(
푢̄푚(푠)
)
− 휎
(
푈̄푚(푠)
))
푑푠
+
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆
(
[휍]+푚 − 푠
) (
휎
(
푈̄푚(푠)
)
− 휎(푢(푠))
)
푑푠
+
1
훿푚 ∫
[휍]+푚
[휍]−푚
푆
(
[휍]+푚 − 푠
) (
휎(푢(푠)) − 휎(푢(휍))
)
푑푠
+
1
훿푚 ∫
[휍]+푚
[휍]−푚
(
푆
(
[휍]+푚 − 푠
)
− 푆
(
[휍]+푚 − 휍
))
휎(푢(휍)) 푑푠,
so that
‖‖푌푚(휍)‖‖퐿2(푤푁푑푥) ≤ 퐶 sup
[휍]−푚≤푠<[휍]+푚
‖‖푢̄푚(푠) − 푈̄푚(푠)‖‖퐿2(푤푁푑푥)
+ 퐶 sup
[휍]−푚≤푠<[휍]+푚
‖‖푈̄푚(푠) − 푢(푠)‖‖퐿2(푤푁푑푥) + 퐶 sup
[휍]−푚≤푠≤[휍]+푚
‖푢(푠) − 푢(휍)‖퐿2(푤푁푑푥)
+ 퐶 sup
푠1,푠2∈[0,푇 ]|푠1−푠2|≤훿푚
‖‖‖(푆(푠1) − 푆(푠2))휎(푢(휍))‖‖‖퐿2(푤푁푑푥) .
Thus
피 sup
0≤푡≤휏
‖‖퐼푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶[(I) + (II) + (III) + (IV)], (4.23)
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where,
(I) = ∫
[휏]−푚
0
피 sup
[휍]−푚≤푠<[휍]+푚
‖‖푢̄푚(푠) − 푈̄푚(푠)‖‖2푝퐿2(푤푁푑푥) 푑휍,
(II) = ∫
[휏]−푚
0
피 sup
[휍]−푚≤푠<[휍]+푚
‖‖푈̄푚(푠) − 푢푚(푠)‖‖2푝퐿2(푤푁푑푥) 푑휍,
(III) = 피 sup
푠1 ,푠2∈[0,푇 ]|푠1−푠2|<훿푚
‖‖푢(푠1) − 푢(푠2)‖‖2푝퐿2(푤푁푑푥) ,
(IV) = ∫
[휏]−푚
0
피 sup
푠1,푠2∈[0,푇 ]|푠1−푠2|≤훿푚
‖‖‖(푆(푠1) − 푆(푠2))휎(푢(휍))‖‖‖2푝퐿2(푤푁푑푥) 푑휍.
Let us bound appropriately each one of these terms. First, note that from (4.4), (4.6) and
Lemmas 4.1 and 4.2, for [휍]−푚 ≤ 푠 < [휍]+푚, we have a.s. that
‖‖푢̄푚(푠) − 푈̄푚(푠)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶피 ‖‖‖푢푚 ([휍]−푚) − 푢 ([휍]−푚)‖‖‖2푝퐿2(푤푁푑푥)
+ 퐶훿푝−1푚 ∫
푠
[휍]−푚
‖‖푢̄푚(휃) − 푈̄푚(휃)‖‖2푝퐿2(푤푁푑푥) 푑휃,
so that, by Grönwall’s inequality,‖‖푢̄푚(푠) − 푈̄푚(푠)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶피 ‖‖‖푢푚 ([휍]−푚) − 푢 ([휍]−푚)‖‖‖2푝퐿2(푤푁푑푥) (4.24)
Therefore, we see that
피 sup
[휍]−푚≤푠<[휍]+푚
‖‖푢̄푚(푠) − 푈̄푚(푠)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶피 sup0≤푡≤휍 ‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) ,
and so
(I) ≤ 퐶 ∫
휏
0
피 sup
0≤푡≤휍
‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑휍.
From Lemma 4.4 we already know that
피 sup
[휍]−푚≤푠≤[휍]+푚
‖‖푈̄푚(푠) − 푢(푠)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝−1푚 ,
which implies that
(II) ≤ 퐶푇훿푝−1푚 .
Next, since 푢 ∈ 퐿2푝
(
Ω; (퐶[0, 푇 ];퐿2(푤푁푑푥))
)
, the dominated convergence theorem
implies that
lim
훿↓0
피 sup
푠1,푠2∈[0,푇 ]|푠1−푠2|<훿
‖‖푢(푠1) − 푢(푠2)‖‖2푝퐿2(푤푁푑푥) = 0. (4.25)
Consequently,
lim
푚→∞
(III) = 0.
Finally, recalling Ω푛 defined in (4.22), we rewrite (IV) as
(IV) = (IV)1푛 + (IV)
2
푛,
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where
(IV)1푛 = ∫
[휏]−푚
0
피Ω푛
sup
푠1 ,푠2∈[0,푇 ]|푠1−푠2|≤훿푚
‖‖‖(푆(푠1) − 푆(푠2))휎(푢(휍))‖‖‖2푝퐿2(푤푁푑푥) 푑휍,
and
(IV)2푛 = ∫
[휏]−푚
0
피Ω⧵Ω푛
sup
푠1,푠2∈[0,푇 ]|푠1−푠2|≤훿푚
‖‖‖(푆(푠1) − 푆(푠2))휎(푢(휍))‖‖‖2푝퐿2(푤푁푑푥) 푑휍.
On the one hand, since 푆(푡) is strongly continuous in 퐿2(푤푁푑푥), then for any compact
subset 퐾 ∈ 퐿2(푤푛푑푥) we have that
lim
훿↓0
sup
푡1,푡2∈[0,푇 ]|푡1−푡2|<훿,푣∈퐾
‖‖‖(푆(푡1) − 푆(푡2))푣‖‖‖퐿2(푤푁푑푥) = 0. (4.26)
Hence, for each 푛 ≥ 1,
lim
푚→∞
(IV)1푛 ≤ 푇 lim푚→∞피 sup푠1 ,푠2∈[0,푇 ]|푠1−푠2|≤훿푚,푣∈퐾푛
‖‖‖(푆(푠1) − 푆(푠2))휎(푣)‖‖‖2푝퐿2(푤푁푑푥) = 0.
On the other hand, we have a.s. that
sup
푠1 ,푠2∈[0,푇 ]|푠1−푠2|≤훿푚
‖‖‖(푆(푠1) − 푆(푠2))휎(푢(휍))‖‖‖2푝퐿2(푤푁푑푥) ≤ 2 sup푠∈[0,푇 ] ‖푆(푠)휎(푢(휍))‖2푝퐿2(푤푁푑푥) ≤ 퐶.
Thus, (IV)2푛 ≤ 퐶푇ℙ (Ω ⧵ Ω푛) and
lim
푛→∞
(IV)2푛 ≤ 퐶푇 lim푛→∞ℙ
(
Ω ⧵Ω푛
)
= 0.
In conclusion, via (4.23), gathering the estimates for (I), (II), (III), (IV) yields (4.20). 
Set
퐽푚(푡) ∶= ∫
[푡]−푚
0
푆(푡 − 푠)훾푚,2(푠)푊̇푚(푠) 푑푠
−
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푢̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢̄푚(휃)
)
푑휃 푑푠.
We have
Lemma 4.9. Fix any 푝 > 1. There is a constant 퐶 > 0, independent of 푚, such that
피 sup
0≤푡≤푇
‖‖퐽푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝푚.
Proof. For 0 ≤ 푠 ≤ 푇 and for 푘 = 0, 1,… , 푚− 1, we define
퐿푚(푠) = 휎
′
(
푢̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢̄푚(휃)
)
푑휃
and
퐾푚(푘) =
(
푊 ((푘 + 1)훿푚) −푊 (푘훿푚)
)2
− 훿푚.
HOMOGENIZATION OF STOCHASTIC CONSERVATION LAWS 37
Observe that
퐽푚(푡) =
1
훿2푚
∫
[푡]−푚
0
푆(푡 − 푠)퐿푚(푠)퐾푚
(
훿−1푚 [푠]
−
푚
)
푑푠
=
1
훿2
푚
푆
(
푡 − [푡]−푚
) ⎡⎢⎢⎣
훿−1푚 [푡]
−
푚−1∑
푘=0
퐾푚(푘)∫
(푘+1)훿푚
푘훿푚
푆
(
[푡]−푚 − 푠
)
퐿푚(푠) 푑푠
⎤⎥⎥⎦ ,
and so,
피 sup
0≤푡≤푇
‖‖퐽푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿−4푝푚 피 max1≤푛≤푚‖‖푀푛‖‖2푝퐿2(푤푛푑푥) , (4.27)
where,
푀푛 ∶=
푛−1∑
푘=0
퐾푚(푘)∫
(푘+1)훿푚
푘훿푚
푆
(
(푘 + 1)훿푚 − 푠
)
퐿푚(푠) 푑푠.
We claim that
{
푀푛
}푚
푛=1
is a martingale with respect to the filtration
{̃푛}푚푛=1 defined
by ̃푛 = 푛훿푚 . Indeed, in connection with Remark 4.1, we see that the process 퐿푚(푠) is[푠]−푚-measurable, for each 0 ≤ 푠 ≤ 푇 . By the same token, for each 푘 = 0, 1,… , 푚− 1, the
random variable
퐿̃푚(푘) = ∫
(푘+1)훿푚
푘훿푚
푆
(
(푘 + 1)훿푚 − 푠
)
퐿푚(푠) 푑푠
is 푘훿푚 -measurable. On the other hand, for each 푘 = 0, 1,… , 푚 − 1, 퐾푚(푘) is (푘+1)훿푚-
measurable and is independent of 푘훿푚 . Hence,푀푛 is ̃푛-measurable and if 푗 < 푛,
피[푀푛|̃푗] =푀푗 + 푛−1∑
푘=푗
피
[
피
[
퐾푚(푘)퐿̃푚(푘)
|||̃푘] |||̃푗]
=푀푗 + 피
[
퐿̃푚(푘)피
[
퐾푚(푘)
|||̃푘] |||̃푗]
=푀푗 + 피
[
퐿̃푚(푘)피
[
퐾푚(푘)
] |||̃푗] =푀푗 .
Accordingly, we may use the Burkholder-Davis-Gundy inequality for Hilbert space-
valued martingales (see Lemma 2.8 in [49]) to obtain
피 max
1≤푛≤푚
‖‖푀푛‖‖2푝퐿2(푤푁푑푥) ≤ 퐶피
(
푚∑
푛=1
‖‖푀푘 −푀푘−1‖‖2퐿2(푤푁푑푥)
)푝
= 퐶피
(
푚−1∑
푘=0
||퐾푚(푘)||2 ‖‖퐿̃푚(푘)‖‖2퐿2(푤푁푑푥)
)푝
.
From Lemma 4.1, ‖‖퐿̃푚(푘)‖‖퐿2(푤푁푑푥) ≤ 퐶훿2푚.
Consequently, reasoning as in (4.11), we have
피 max
1≤푛≤푚
‖‖푀푛‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿4푝푚 피
(
푚−1∑
푘=0
||퐾푚(푘)||2
)푝
≤ 퐶훿4푝푚 푚푝−1피
푚−1∑
푘=0
||퐾푚(푘)||2푝 ≤ 퐶푚푝−1훿6푝−1푚 ,
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and coming back to (4.27) we conclude that
피 sup
0≤푡≤푇
‖‖퐽푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝푚.

Finally, set
푍푚(푡) ∶=
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푢̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢̄푚(휃)
)
푑휃 푑푠
−
1
2 ∫
[푡]−푚
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠.
We have
Lemma 4.10. Fix any 푝 > 1. There is a constant 퐶 > 0 and a sequence
{
퐶푚,푛
}
푚,푛≥1 of
numbers satisfying lim
푛→∞
lim
푚→∞
퐶푚,푛 = 0 such that
피 sup
0≤푡≤휏
‖‖푍푚‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠 ‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶푚,푛. (4.28)
Proof. Let us write 푍푚(푡) as
푍푚(푡) =
4∑
푗=1
푍푚,푗(푡),
where
푍푚,1(푡) =
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푢̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢̄푚(휃)
)
푑휃 푑푠
−
1
훿푚 ∫
[푡]−푚
0
푆(푡− 푠)휎′
(
푈̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푈̄푚(휃)
)
푑휃 푑푠,
푍푚,2(푡) =
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푈̄푚(푠)
)
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푈̄푚(휃)
)
푑휃 푑푠
−
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푢
(
[푠]−푚
))
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢
(
[휃]−푚
))
푑휃 푑푠,
푍푚,3(푡) =
1
훿푚 ∫
[푡]−푚
0
푆(푡 − 푠)휎′
(
푢
(
[푠]−푚
))
∫
푠
[푠]−푚
푆(푠 − 휃)휎
(
푢
(
[휃]−푚
))
푑휃 푑푠
−
1
훿푚 ∫
[푡]−푚
0
(
푠 − [푠]−푚
)
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
휎
(
푢
(
[푠]−푚
))
푑푠,
and
푍푚,4(푡) =
1
훿푚 ∫
[푡]−푚
0
(
푠 − [푠]−푚
)
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
휎
(
푢
(
[푠]−푚
))
푑푠
−
1
2 ∫
[푡]−푚
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠.
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First, using Lemma 4.1 and that 휎, 휎′ are bounded Lipschitz functions, we obtain
‖‖푍푚,1‖‖퐿2(푤푁푑푥) ≤ 퐶훿푚 ∫
[푡]−푚
0 ∫
푠
[푠]−푚
‖‖휎(푢̄푚(휃) − 푈̄푚(휃)‖‖퐿2(푤푁푑푥) 푑휃 푑푠
+ 퐶 ∫
[푡]−푚
0
‖‖‖휎′ (푢̄푚(푠)) − 휎′ (푈̄푚(푠))‖‖‖퐿2(푤푁푑푥) 푑푠
≤ 퐶 ∫
[푡]−푚
0
‖‖‖푢푚([푠]−푚) − 푢 ([푠]−푚)‖‖‖ 푑푠,
where we have used (4.24) to arrive at the last inequality. Thus
피 sup
0≤푡≤휏
피 ‖‖푍푚,1(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠. (4.29)
Regarding 푍푚,2,
‖‖푍푚,2(푡)‖‖퐿2(푤푁푑푥) ≤ 퐶훿푚 ∫
[푡]−푚
0 ∫
푠
[푠]−푚
‖‖‖휎 (푈̄푚(휃)) − 휎 (푢 ([휃]−푚))‖‖‖퐿2(푤푁푑푥) 푑휃 푑푠
+ 퐶 ∫
[푡]−푚
0
‖‖‖휎′ (푈̄푚(푠)) − 휎′ (푢 ([푠]−푚))‖‖‖퐿2(푤푁푑푥) 푑푠
≤ 퐶 sup
0≤푠≤푇
‖‖푈̄푚(푠) − 푢(푠)‖‖퐿2(푤푁푑푥)
+ 퐶 sup
푠1,푠2∈[0,푇 ]|푠1−푠2|<훿푚
‖‖푢(푠1) − 푢(푠2)‖‖퐿2(푤푁푑푥) .
and so, by Lemma 4.4,
피 sup
0≤푡≤휏
‖‖푍푚,2(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶훿푝−1푚 + 퐶피 sup푠1,푠2∈[0,푇 ]|푠1−푠2|<훿푚
‖‖푢(푠1) − 푢(푠2)‖‖2푝퐿2(푤푁푑푥) , (4.30)
which tends to 0 as 푚→ ∞, by virtue of (4.25).
Moving on to 푍푚,3(푡), we first note that
sup
0≤푡≤푇
‖‖푍푚,3‖‖퐿2(푤푁푑푥) ≤ 퐶, almost surely.
Noting that for each 푠 ∈ [0, 푇 ]
(푠 − [푠]−푚)휎(푢([푠푚]
−)) = ∫
푠
[푠]−푚
휎(푢([휃]−푚))푑휃,
we easily deduce that
∫
[푡]−푚
0
(
푠 − [푠]−푚
)
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
휎
(
푢
(
[푠]−푚
))
푑푠
= ∫
[푡]−푚
0
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
∫
푠
[푠]−푚
휎
(
푢
(
[휃]−푚
))
푑휃 푑푠.
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Using this identity, for 푡 ∈ [0, 푇 ] and 휔 ∈ Ω푛, cf. (4.22), we obtain
‖‖푍푚,3(푡)‖‖퐿2(푤푁푑푥)
≤ 퐶
훿푚 ∫
[푡]−푚
0 ∫
푠
[푠]−푚
‖‖‖(푆(푡 − 휃) − 퐼)휎 (푢 ([휃]−푚))‖‖‖퐿2(푤푁푑푥) 푑휃 푑푠
+
퐶
훿푚 ∫
[푡]−푚
0
‖‖‖‖‖(푠 − [푠]−푚) (푆(푡 − 푠) − 푆 (푡 − [푠]−푚))
× 휎′
(
푢
(
[푠]−푚
))
휎
(
푢
(
[푠]−푚
))‖‖‖‖‖퐿2(푤푁푑푥) 푑푠
≤ 퐶 sup
0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎(푣)‖‖‖퐿2(푤푁푑푥)
+ 퐶 sup
0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎′(푣)휎(푣)‖‖‖퐿2(푤푁푑푥) .
Consequently,
피 sup
0≤푡≤푇
‖‖푍푚,3(푡)‖‖2푝퐿2(푤푁푑푥)
= 피Ω푛 sup
0≤푡≤푇
‖‖푍푚,3(푡)‖‖2푝퐿2(푤푁푑푥) + 피Ω⧵Ω푛 sup0≤푡≤푇 ‖‖푍푚,3(푡)‖‖2푝퐿2(푤푁푑푥)
≤ 퐶 sup
0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎(푣)‖‖‖2푝퐿2(푤푁푑푥) + 퐶 sup0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎′(푣)휎(푣)‖‖‖2푝퐿2(푤푁푑푥)
+ 퐶ℙ(Ω ⧵ Ω푛), (4.31)
which tends to 0when we take the limits as푚→ ∞ and then as 푛→ ∞, by virtue of (4.26).
Finally, to estimate 푍푚,4, observe that
1
훿푚 ∫
[푡]−푚
0
(
푠 − [푠]−푚
)
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
휎(푢
(
[푠]−푚
)
푑푠
=
1
훿푚
훿−1푚 [푡]
−
푚−1∑
푘=0
∫
(푘+1)훿푚
푘훿푚
(푠 − 푘훿푚) 푑푠푆
(
푡 − 푘훿푚
)
휎′
(
푢(푘훿푚)
)
휎
(
푢(푘훿푚)
)
=
훿푚
2
훿−1푚 [푡]
−
푚−1∑
푘=0
푆
(
푡 − 푘훿푚
)
휎′
(
푢(푘훿푚)
)
휎
(
푢(푘훿푚)
)
=
1
2 ∫
[푡]−푚
0
푆
(
푡 − [푠]−푚
)
휎′
(
푢
(
[푠]−푚
))
휎
(
푢
(
[푠]−푚
))
푑푠.
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As a result, for 휔 ∈ Ω푛,‖‖푍푚,4‖‖퐿2(푤푁푑푥) ≤ 퐶 ∫ [푡]−푚0 ‖‖‖휎′ (푢 ([푠]−푚)) 휎 (푢 ([푠]−푚)) − 휎′(푢(푠))휎(푢(푠))‖‖‖퐿2(푤푁푑푥) 푑푠
+ ∫
[푡]−푚
0
‖‖‖(푆 (푡 − [푠]−푚) − 푆(푡 − 푠))휎′(푢(푠))휎(푢(푠))‖‖‖퐿2(푤푁푑푥) 푑푠
≤ 퐶 sup
푠1,푠2∈[0,푇 ]|푠1−푠2|<훿푚
‖‖푢(푠1) − 푢(푠2)‖‖퐿2(푤푁푑푥)
+ sup
0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎′(푣)휎(푣)‖‖‖퐿2(푤푁푑푥) .
Note that by Lemma 4.1, using that both 휎 and 휎′ are bounded functions and the fact that|푠 − [푠]−푚| ≤ 훿푚, we have that sup
0≤푡≤푇
‖‖푍푚,4(푡)‖‖퐿2(푤푁푑푥) ≤ 퐶 a.s. Thus, we conclude that
피0≤푡≤푇 ‖‖푍푚,4(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 sup푠1 ,푠2∈[0,푇 ]|푠1−푠2|<훿푚
‖‖푢(푠1) − 푢(푠2)‖‖2푝퐿2(푤푁푑푥)
+ sup
0≤푠≤훿푚
푣∈퐾푛
‖‖‖(푆(푠) − 퐼)휎′(푣)휎(푣)‖‖‖2푝퐿2(푤푁푑푥) + 퐶ℙ (Ω ⧵Ω푛) , (4.32)
which also tends to 0 when we send (in that order) 푚→ ∞ and 푛→ ∞.
Gathering (4.29), (4.30), (4.31), and (4.32) we obtain (4.28). 
With all of the previous estimates at hand, we can finally prove Lemma 4.5.
Proof of Lemma 4.5. From (4.19),
피
[
sup
0≤푡≤휏
‖‖‖‖‖∫
[푡]−푚
0
푆(푡 − 푠)휎(푢(푠)) 푑푊 (푠) +
1
2 ∫
[푡]−푚
0
푆(푡 − 푠)휎′(푢(푠))휎(푢(푠)) 푑푠
− ∫
[푡]−푚
0
푆(푡 − 푠)휎(푢푚(푠))푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
]
≤ 퐶피 sup
0≤푡≤푇
‖‖‖‖‖∫
[푡]−푚
0
푆(푡− 푠)(훾푚,3(푠) + 훾푚,4(푠))푊̇푚(푠) 푑푠
‖‖‖‖‖
2푝
퐿2(푤푁푑푥)
+ 퐶피 sup
0≤푡≤휏
‖‖퐼푚(푡)‖‖2푝퐿2(푤푁푑푥) + 퐶피 sup0≤푡≤휏 ‖‖퐽푚(푡)‖‖2푝퐿2(푤푁푑푥)
+ 퐶피 sup
0≤푡≤휏
‖‖푍푚(푡)‖‖2푝퐿2(푤푁푑푥) ,
and from Lemmas 4.6, 4.7, 4.9, and 4.10 we immediately obtain (4.18). 
At last, as has already been noted, from (4.17) and Lemma 4.5 we conclude the existence
of a constant 퐶 > 0 and a sequence
{
퐶푚,푛
}
푚,푛≥1 satisfying lim푛→∞ lim푚→∞퐶푚,푛 = 0 such that
피 sup
0≤푡≤휏
‖‖푢̄푚(푡) − 푈̄푚(푡)‖‖2푝퐿2(푤푁푑푥) ≤ 퐶 ∫ 휏0 피 sup0≤푡≤푠 ‖‖푢푚(푡) − 푢(푡)‖‖2푝퐿2(푤푁푑푥) 푑푠 + 퐶푚,푛.
Therefore, using Lemmas 4.3 and 4.4, we finally obtain (4.3), from which Theorem 4.1
readily follows by applying Grönwall’s inequality and sending 푚→ ∞ and 푛→ ∞.
42 HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
5. A WELL-POSEDNESS RESULT
In this section we provide a well-posedness result for a class of stochastic conservation
laws that is (more than) general enough to encompass the equations encountered earlier in
this paper, i.e., conservation laws with variable coefficients and deterministic / stochastic
source terms, posed on an unbounded spatial domain (ℝ푑). Since, strictly speaking, these
equations are not covered by the available well-posedness literature [6, 7, 13, 16, 17, 19, 36,
26, 41, 42, 43, 46], we will outline some of the arguments leading to this result, in particular
the uniqueness part of it. The initial–value problem for these SPDEs take the form
휕푡푢 + div푥퐴(푡, 푥, 푢) = 퐵(푡, 푢)푊̇ (푡) + 푅(푡, 푥, 푢), (푡, 푥) ∈ (0, 푇 ) × ℝ
푑 ,
푢(0, 푥) = 푢0(휔, 푥), 푥 ∈ ℝ
푑 ,
(5.1)
where푊 is a cylindrical Wiener process [15] with noise amplitude 퐵, 퐴 = (퐴1,… , 퐴푑)
is the flux vector,푅 is the "deterministic" source term, 푢0 is the initial function, and 푇 > 0
is a fixed final time. We fix a stochastic basic  consisting of a complete probability space
(Ω, , 푃 ), a complete right-continuous filtration {푡}푡∈[0,푇 ], and a sequence {푊푘}∞푘=1 of
independent one-dimensional Wiener processes adapted to
{푡}푡∈[0,푇 ]. The cylindrical
Wiener process is more general than the noise considered elsewhere in this paper.
We assume that the flux 퐴 belongs to 퐶([0, 푇 ];퐶2(ℝ푑 ×ℝ;ℝ푑)) and
|퐴(푡, 푥, 푢)| ≤ 푚푎(푡) (1 + |푢|) (1 + |푥|) ,|퐴(푡, 푥, 푢) − 퐴(푡, 푥, 푣)| ≤ 푚푎(푡) |푢 − 푣| (1 + |푥|) , (5.2)
for 푡 ∈ [0, 푇 ], 푥 ∈ ℝ푑 , and 푢, 푣 ∈ ℝ, where 푚푎(푡) is an integrable function. Moreover,||(div푥퐴)(푡, 푥, 푢)|| ≤ 푚푑(푡) (1 + |푢|) , (div푥 퐴)(푡, 푥, 0) = 0, (5.3)
for 푡 ∈ [0, 푇 ], 푥 ∈ ℝ푑 , and 푢 ∈ ℝ, where 푚푑(푡) is another integrable function. Note that,
without loss of generality, we may always assume (div푥 퐴)(푡, 푥, 0) = 0.
We assume that the source function 푅 belongs to 퐶([0, 푇 ];퐶1(ℝ푑 × ℝ)), and
|푅(푡, 푥, 푢)| ≤ 푚푅(푡) (1 + |푢|) , |푅(푡, 푥, 푢) − 푅(푡, 푥, 푣)| ≤ 푚푅(푡) |푢 − 푣| , (5.4)
for 푡 ∈ [0, 푇 ], 푥 ∈ ℝ푑 , and 푢, 푣 ∈ ℝ, where 푚푅(푡) is an integrable function.
The driving noise푊 is a cylindrical Wiener process [15],
푊 (푡) =
∑
푘≥1
푊푘(푡)휓푘, (5.5)
evolving over a separable Hilbert space 픘, equipped with an orthonormal basis
{
휓푘
}
푘≥1.
The series (5.5) converges in an auxiliary (larger) Hilbert space 픘0 with Hilbert-Schmidt
embedding픘 ⊂ 픘0. The (nonlinear) noise amplitude 퐵 = 퐵(휔, 푡, 푢) is an operator-valued
mapping. For each 푢 ∈ 퐿2(ℝ푑), we define 퐵(푡, 푢) by its action on each 휓푘:
퐵(푡, 푢)휓푘 ∶= 푏푘(휔, 푡, ⋅, 푢(⋅)), 푏푘 ∈ 퐶([0, 푇 ] × ℝ
푑 × ℝ), 푘 ∈ ℕ.
We then obtain
퐵(푡, 푢) 푑푊 (푡) =
∑
푘≥1
푏푘(푡, 푥, 푢) 푑푊푘(푡). (5.6)
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We assume that the sequence
{
푏푘
}
푘≥1 satisfy the following conditions:
퐵2(푡, 푥, 푢) ∶=
∑
푘≥1
(
푏푘(푡, 푥, 푢)
)2
≲ 1 + |푢|2 , (5.7)∑
푘≥1
||푏푘(푡, 푥, 푢) − 푏푘(푡, 푦, 푣)||2 ≲ |푥 − 푦|2 + |푢 − 푣| 휇(|푢 − 푣|), (5.8)
for 휔 ∈ Ω, 푡 ∈ [0, 푇 ], 푥, 푦 ∈ ℝ푑 , and 푢, 푣 ∈ ℝ, for some continuous nondecreasing
function 휇 on ℝ+ with 휇(0+) = 0. The "Lipschitz case" corresponds to 휇(휉) = 휉.
The initial function 푢0 is an 0-measurable random variable satisfying
푢0 ∈ 퐿
∞
(
Ω;퐿∞(ℝ푑)
)
. (5.9)
Given a convex 푆 ∈ 퐶2(ℝ), define 푄푆 ∶ [0, 푇 ] × ℝ × ℝ → ℝ
푑 by (휕푢푄푆 )(푡, 푥, 푢) =
푆′(푢)(휕푢퐴)(푡, 푥, 푢). We call (푆,푄푆) an entropy/entropy-flux pair and write (푆,푄푆) ∈ ℰ.
For (5.1) the entropy inequalities read
휕푡푆(푢) + div푥푄푆 (푡, 푥, 푢) + 푆
′(푢)
(
(div푥 퐴)(푡, 푥, 푢) − 푅(푡, 푥, 푢)
)
− (div푥푄푆 )(푡, 푥, 푢)
≤∑
푘≥1
푆 ′(푢)푏푘(푡, 푥, 푢) 푊̇푘(푡) +
1
2
푆 ′′(푢)퐵2(푡, 푥, 푢) in ′([0, 푇 ) × ℝ푑), a.s., ∀(푆,푄) ∈ ℰ. (5.10)
Remark 5.1 (weighted퐿푝 estimates). For discontinuous solutions, the entropy inequalities
act as a replacement for the Itô (temporal) and classical (spatial) chain rules. It follows from
(5.10) with 푆(푢) = 푢푝 (푝 ≥ 2) and a standard martingale argument that
푢 ∈ 퐿푝
(
Ω;퐿∞
(
0, 푇 ;퐿푝(푤푁푑푥)
))
,
where 퐿푝(푤푁푑푥) denotes the weighted 퐿
푝 space of functions 푣 ∶ ℝ푑 → ℝ for which
∫
ℝ푑
|푣|푝 푤푁푑푥 < ∞.
Throughout this section, we make use of the weight function
푤푁 (푥) = (1 + |푥|2)−푁 , 푁 > 푑∕2. (5.11)
This function is integrable on ℝ푑 and satisfies
∇푤푁 (푥) =
−2푁푥
1 + |푥|2푤푁 (푥) ⟹ ||∇푤푁 (푥)|| ≲ 푤푁 (푥)1 + |푥| .
Note that 퐿푝(푤푁푑푥)–bounds with 푝 ∈ [1, 2) follow trivially from the 퐿
2(푤푁푑푥)–bound.
Remark 5.2 (weight-free framework). The Itô noise term continuously injects "entropy"
into the system, cf. the 푆′′퐵2–term in (5.10). Suppose 퐵(푡, 푥, 0) = 0. Then the ordinary
퐿푝 spaces constitute a natural choice for (5.1), in which case we may drop the weight 푤푁
and obtain 푢 ∈ 퐿푝
(
Ω;퐿∞
(
0, 푇 ;퐿푝(ℝ푑)
))
for all 푝 ∈ [2,∞), provided
푢0 ∈ 퐿
∞
(
Ω;
(
퐿2 ∩ 퐿∞
)
(ℝ푑)
)
. (5.12)
Without this assumption (퐵(휔, 푡, 푥, 0) ≠ 0), weighted 퐿푝 spaces appear to be better suited.
We can also drop the weight 푤푁 at the expense of imposing a stronger condition on 퐵
2 as|푥|→ ∞, cf. (5.7), namely that
퐵2(휔, 푡, 푥, 푢) ≤ (푏(푥))2 (1 + |푢|2) , 푏 ∈ (퐿2 ∩ 퐿∞) (ℝ푑), (5.13)
for 휔 ∈ Ω, 푡 ∈ [0, 푇 ], 푥 ∈ ℝ푑 , and 푢 ∈ ℝ. Under this assumption or 퐵(휔, 푡, 푥, 0) ≡ 0,
it is possible to use (5.10), with 푆(⋅) ≈ |⋅| and 푆′′(⋅) ≈ 훿(⋅), to arrive at an 퐿1 bound,
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and consequently 푢 ∈ 퐿푝
(
Ω;퐿∞
(
0, 푇 ;퐿푝(ℝ푑)
))
for all 푝 ∈ [1,∞), in the event that
푢0 ∈ 퐿
∞
(
Ω;
(
퐿1 ∩퐿∞
)
(ℝ푑)
)
. At the same time, it is possible to replace the assumptions
on the flux function, cf. (5.2) and (5.3), by the following more general ones:
퐴(푡, 푥, 푢) = 퐴̃(푡, 푥, 푢) + ̃̃퐴(푡, 푢),||퐴̃(푡, 푥, 푢)|| ≤ 푚푎(푡) (1 + |푢|) (1 + |푥|) , ||| ̃̃퐴(푡, 푥, 푢)||| ≤ 푚푎(푡) (1 + |푢|푟푎) ,||퐴̃(푡, 푥, 푢) − 퐴̃(푡, 푥, 푣)|| ≤ 푚푎(푡) |푢 − 푣| (1 + |푥|) ,||| ̃̃퐴(푡, 푢) − ̃̃퐴(푡, 푣)||| ≤ 푚푎(푡) (1 + |푢|푟푎−1 + |푣|푟푎−1) |푢 − 푣| ,||(div푥 퐴̃)(푡, 푥, 푢)|| ≤ 푚푑(푡) (1 + |푢|) , (div푥 퐴̃)(푡, 푥, 0) = 0,
(5.14)
for 푡 ∈ [0, 푇 ], 푥 ∈ ℝ푑 , and 푢, 푣 ∈ ℝ, where 푟푎 ≥ 1 is a number and 푚푎, 푚푑 are integrable
functions on [0, 푇 ]. "Globally Lipschitz" fluxes correspond to setting ̃̃퐴 ≡ 0 in (5.14),
while "polynomially growing" (푥-independent) fluxes correspond to setting 퐴̃ ≡ 0. In the
"weight-free"퐿푝 framework it is natural to assume (5.12).
Most of the works on kinetic solutions for stochastic conservation laws have dealt with
the torus case (핋 푑), and 푥-independent flux / no reaction term. The works on entropy
solutions, on the other hand, have considered the unbounded domain case (ℝ푑), often with
globally Lipschitz (푥-independent) flux and no reaction term. In [26] the authors allow for
a polynomially growing flux 퐴 = 퐴(푢) (and 푅 ≡ 0), corresponding to the ̃̃퐴 = ̃̃퐴(푢) part of
our flux. Existence of an entropy solution is proved in [26] under the assumptions (5.12) and
(5.13), whereas uniqueness is established under the weaker condition (5.7). These results,
based on entropy solutions, are consistent with ours based on kinetic solutions.
For some specific choices of the noise amplitude퐵 it is possible to construct 퐿∞ solutions
of (5.1), that is, 푢 ∈ 퐿∞휔,푡,푥, assuming (5.9). Of course, for 퐿
∞ solutions, it is sufficient that
퐴,푅, 퐵 are merely "locally Lipschitz in 푢".
In what follows, we mostly lay out the results and proofs in the context of weighted 퐿푝
spaces. However, whenever relevant conditions are imposed on the "data" of the problem,
cf. (5.12), (5.13), and (5.14), the reader may set "푤푁 ≡ 1" in the stated results.
We are going to rely on the (more precise) "kinetic" interpretation [51] of the entropy
inequalities (5.10). The mapping 휒 ∶ ℝ2 → ℝ defined by
휒(휉, 푢) =
⎧⎪⎨⎪⎩
핀0<휉<푢, if 푢 > 0
0, if 푢 = 0
−핀푢<휉<0 if 푢 < 0
is called a 휒 function. Notice that 휒(휉, 푢) = 핀휉<푢 − 핀휉<0 for a.e. 휉, for each fixed 푢 ∈ ℝ.
Moreover, 휒 is compactly supported in the 휉-variable, and thus 휒(⋅, 푢) ∈ 퐿1(ℝ). For any
locally Lipschitz continuous ℎ ∶ ℝ→ ℝ, we have the following representation formula:
ℎ(푢) = ℎ(0) + ∫
ℝ
ℎ′(휉)휒(휉, 푢) 푑휉, 푢 ∈ ℝ.
We also need the "one-sided" 휒-functions 휒+(휉, 푢) = 핀휉<푢 and 휒−(휉, 푢) ∶= 휒+(휉, 푢) − 1
(= −핀휉≥푢). Observe that 휒+(휉, 푢) = 휒(휉, 푢) + 핀휉<0 and 휒−(휉, 푢) = 휒(휉, 푢) − 핀휉≥0, for a.e. 휉,
for each fixed 푢 ∈ ℝ. In contrast to 휒 , the one-sided functions 휒±(⋅, 푢) are not compactly
supported and thus not integrable on ℝ. In most applications, however, it is sufficient that
휒±(⋅, 푢) is in 퐿
1
loc(ℝ), for each fixed 푢 ∈ ℝ.
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Remark 5.3 (properties of 휒+). The following properties are easy to verify:
(1) (푢 − 푣)+ = ∫ℝ 휒+(휉, 푢)(1 − 휒+(휉, 푣)) 푑휉;
(2) ∫
ℝ
푆′(휉)휒+(휉, 푢)(1 − 휒+(휉, 푣)) 푑휉 = 핀푢>푣 (푆(푢) − 푆(푣)), ∀푆 ∈ Liploc(ℝ);
(3) |푢 − 푣| = ∫
ℝ
||휒+(휉, 푢) − 휒+(휉, 푣)|| 푑휉;
(4) Set 푔(휉, 푢, 푣) = 1
2
(
휒+(휉, 푢) + 휒+(휉, 푣)
)
. Then 1
4
|푢 − 푣| = ∫
ℝ
푔 − 푔2 푑휉.
Let us introduce the following notations for further use:
푎푖 = 푎푖(푡, 푥, 휉) ∶= (휕푢퐴푖)(푡, 푥, 휉), 푖 = 1,… , 푑,
푎 =
(
푎1,… , 푎푑
)
, 푑 = 푑(푡, 푥, 휉) ∶= −(div푥 퐴)(푡, 푥, 휉),
푎 = 푎(푡, 푥, 휉) = {푎, 푑}, and note that div(푥,휉) 푎 ∶= div푥 푎 + 휕휉푑 = 0. In view of our
assumptions (5.2), (5.3), and (5.4), we clearly have‖‖‖‖푎(푡, 푥, 휉)1 + |푥| ‖‖‖‖퐿∞푥 ≤ 푚푎(푡), (휔, 푡, 휉) ∈ Ω × [0, 푇 ] × ℝ, (5.15)‖푑(푡, 푥, 휉)‖퐿∞푥 ≤ 푚푑(푡) (1 + |휉|) , (휔, 푡, 휉) ∈ Ω × [0, 푇 ] ×ℝ, (5.16)
and ‖푅(푡, 푥, 휉)‖퐿∞푥 ≤ 푚푅(푡) (1 + |휉|) , ‖‖‖휕휉푅(휔, 푡, 푥, 휉)‖‖‖퐿∞푥 ≤ 푚푅(푡), (5.17)
for (휔, 푡, 휉) ∈ Ω× [0, 푇 ] ×ℝ. These estimates imply, a.s., 푎, 푅 ∈ 퐿1
(
0, 푇 ;퐿1loc(ℝ
푑 ×ℝ)
)
.
Besides, we will always assume
∇(푥,휉)푎, ∇푥푅 ∈ 퐿
1
(
0, 푇 ;퐿1loc(ℝ
푑 × ℝ)
)
a.s., (5.18)
and so, a.s., 푎, 푅 ∈ 퐿1
(
0, 푇 ;푊 1,1loc (ℝ
푑 × ℝ)
)
(for theDiPerna-Lions regularization lemma).
Setting
휌 = 휌(휔, 푡, 푥) ∶= 휒+(휉, 푢(휔, 푡, 푥)) = 핀휉<푢(휔,푡,푥)
the kinetic equation reads
휕푡휌 + div(푥,휉)
(
푎휌
)
+ 푅휕휉휌
+
∑
푘≥1
푏푘휕휉휌 푊̇푘(푡) = 휕휉
(
퐵2
2
휕휉휌
)
+ 휕휉푚 in ′([0, 푇 ) ×ℝ푑 ×ℝ), a.s.,
(5.19)
where 푎 ∶= {푎, 푑} satisfies div(푥,휉) 푎 = 0, 퐵
2 is defined in (5.7), and 휕휉휌 = −훿(휉 − 푢). All
the coefficients 푎, 푅, 푏푘, 퐵
2 depend on (푡, 푥, 휉). On the right-hand side of (5.19), 푚 is the
so-called kinetic measure.
Definition 5.1 (kinetic measure). A nonnegative mapping 푚 ∶ Ω →([0, 푇 ] × ℝ푑 × ℝ)
is called a (weighted) kinetic measure provided the following three conditions hold:
(1) 푚(휙) ∶ Ω → ℝ is measurable for each 휙 ∈ 퐶푐([0, 푇 ] × ℝ
푑 × ℝ), where 푚(휙)
denotes the action of 푚 on 휙, i.e., 푚(휙) = ∫
[0,푇 ]×ℝ푑×ℝ
휙(푡, 푥, 휉)푚(푑푡, 푑푥, 푑휉);
(2) the process (휔, 푡) ↦ 푚(휙)([0, 푡] × ℝ푑 × ℝ) = ∫
[0,푡]×푀×ℝ
휙(푥, 휉)푚(푑푠, 푑푥, 푑휉) is
predictable and belongs to 퐿2(Ω × [0, 푇 ]), for any 휙 ∈ 퐶푐(ℝ
푑 × ℝ);
(3) 푚 exhibits weighted 푝–moments: 푚푁 ∶= 푤푁푚, cf. (5.11), satisfies
피∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푚푁 (푑푡, 푑푥, 푑휉) ≲푇 ,푁,푝 1, ∀푝 ∈ [0,∞). (5.20)
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Definition 5.2 (kinetic solution). Given an initial function 푢0 ∈ 퐿
∞
(
Ω,0;퐿∞(ℝ푑)), set
휌0 ∶= 핀휉<푢0 . A measurable function 푢 ∶ Ω×[0, 푇 ]×ℝ
푑 → ℝ is said to be a kinetic solution
of (5.1) if 푢 is a predictable 퐿2(푤푁푑푥)–valued stochastic process such that
피
(
ess sup
푡∈[0,푇 ]
‖푢(푡)‖푝
퐿푝(푤푁푑푥)
)
≲푇 ,푁,푝 1, ∀푝 ∈ [2,∞), (5.21)
and there is a kinetic measure 푚 such that 휌 ∶= 핀휉<푢 satisfies (5.19).
Remark 5.4. The property 휕휉휌 = −훿(휉 − 푢) is satisfied by any kinetic solution 휌 (and thus
휌 ∈ 퐵푉휉). Given a function퐻 = 퐻(푡, 푥, 휉) that is continuous in 휉, we assign the following
meaning to the distribution퐻휕휉휌:⟨
퐻휕휉휌, 휙
⟩
′
휉
,휉 = −퐻(푡, 푥, 푢(휔, 푡, 푥))휙(푡, 푥, 푢(휔, 푡, 푥)), 휙 ∈ 푡,푥,휉,
for a.e. (휔, 푡, 푥) ∈ Ω × [0, 푇 ] ×ℝ푑 , thereby explaining the meaning of (5.19).
Remark 5.5 (entropy& kinetic solutions). It is equivalent to be a kinetic solution according
to Definition 5.2 and an entropy solution, i.e., a weak solution of (5.1) satisfying (5.10).
Remark 5.6 (weighted 푝–moments of kinetic measure). Fix a kinetic solution 휌with kinetic
measure 푚. For later use, let us compute the 푝-moments of the weighted measure 푚푁 ∶=
푤푁푚, where 푤푁 is the weight function (5.11). It follows from (5.19) that
푚(휕휉휑)([0, 푇 ]) = ∫[0,푇 ]×ℝ푑×ℝ 휕휉휑(푥, 휉)푚(푑푡, 푑푥, 푑휉)
= ⟨휒0, 휑⟩ − ⟨휒(푇 ), 휑⟩ + ∫ 푇0 ⟨휌(푡), 푎(푡) ⋅ ∇(푥,휉)휑⟩ 푑푡
− ∫
푇
0
⟨(
푅휕휉휌
)
(푡), 휑
⟩
푑푡 −
∑
푘≥1∫
푇
0
⟨(
푏푘휕휉휌
)
(푡), 휑
⟩
푑푊푘(푡)
− ∫
푇
0
⟨(
퐵2
2
휕휉휌
)
(푡), 휕휉휑
⟩
푑푡, ∀휑 ∈ 퐶∞푐 (ℝ
푑 ×ℝ),
(5.22)
where 휒 ∶= 휌 − 핀휉<0 and 휒0 ∶= 휌0 − 핀휉<0. Fix any convex function 푆 ∈ 퐶
2(ℝ) with|푆(휉)| ≲ |휉|푝+2, ||푆′(휉)|| ≲ |휉|푝+1, ||푆′′(휉)|| ≲ |휉|푝 (푝 ≥ 0), i.e., 푆 ∈ 퐶2pol(ℝ). We will
utilize the test function 휑 = 휑휅,퓁(푥, 휉) ∶= 푆
′(휉)푤푁 (푥)휙휅(푥)휓퓁(휉)
휅,퓁↑∞
⟶ 푆′(휉)푤푁 (푥),
where 휙휅(푥) = 휙1
(
푥
휅
)
, 휙1 ∈ 퐶
∞
푐 (ℝ
푑), 0 ≤ 휙1 ≤ 1, 휙1 = 1 on {|푥| ≤ 1}, and 휙1 = 0 on
{|푥| ≥ 2}. Moreover, 휓퓁(푥) = 휓1 ( 휉퓁), 휓1 ∈ 퐶∞푐 (ℝ푑), 0 ≤ 휓1 ≤ 1, 휓1 = 1 on {|휉| ≤ 1},
and휓1 = 0 on {|휉| ≥ 2}. We refer to {휙휅(푥)}휅≥1, and {휓퓁(푥)}퓁≥1 as truncation sequences
(on, respectively,ℝ푑 and ℝ). Clearly, ||∇휙휅(푥)|| ≲ 1휅 핀휅≤|푥|≤2휅 , |||휓 ′퓁(휉)||| ≲ 1퓁 핀퓁≤|휉|≤2퓁, and
휕휉휑휅,퓁 = 푆
′′(휉)푤푁 (푥)휙휅(푥)휓퓁(휉) + 푆
′(휉)푤푁 (푥)휙휅(푥)휓
′
퓁
(휉)
휅,퓁↑∞
⟶ 푆′′(휉)푤푁 (푥),
∇푥휑휅,퓁 = 푆
′(휉)∇푤푁 (푥)휙휅(푥)휓퓁(휉) + 푆
′(휉)푤푁 (푥)∇휙휅(푥)휓퓁(휉)
휅,퓁↑∞
⟶ 푆′(휉)∇푤푁 (푥).
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Making use of 휑휅,퓁 in (5.22) and sending 휅,퓁 → ∞, we eventually arrive at the following
equation satisfied a.s. by the weighted kinetic measure 푚푁 (= 푤푁푚):
∫[0,푇 ]×ℝ푑×ℝ 푆
′′(휉)푚푁 (푑푡, 푑푥, 푑휉) = ∫
ℝ푑
푆(푢0)푤푁푑푥 − ∫
ℝ푑
푆(푢(푇 ))푤푁푑푥
+ ∫
푇
0 ∫ℝ푑
(
−2푁
푄푆 (푡, 푥, 푢) ⋅ 푥
1 + |푥|2 + (div푥푄푆 )(푡, 푥, 푢)
+ 푆′(푢)
(
푅(푡, 푥, 푢) − (div푥퐴)(푡, 푥, 푢)
))
푤푁푑푥 푑푡
+
∑
푘≥1∫
푇
0 ∫ℝ푑 푆
′(푢)푏푘(푡, 푥, 푢)푤푁푑푥 푑푊푘(푡)
+
1
2 ∫
푇
0 ∫ℝ푑 푆
′′(푢)퐵2(푡, 푥, 푢)푤푁푑푥 푑푡,
(5.23)
for any 푆 ∈ 퐶2pol(ℝ), 푆(0) = 0, 푆
′′ ≥ 0. Keeping in mind our assumptions (5.2), (5.3),
(5.4), (5.7), and (5.21), choosing 푆(휉) = 1
(푝+1)(푝+2)
|휉|푝+2 in (5.23) gives
피∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푚푁 (푑푡, 푑푥, 푑휉) ≤ 퐶, 푝 ∈ [0,∞), (5.24)
where 퐶 depends on 푇 ,푁 and ‖푢‖퐿푝+2(Ω;퐿∞(0,푇 ;퐿푝+2(푤푁푑푥))) (see also next remark).
Regarding the "weight-free"퐿푝–framework discussed in Remark 5.1, cf. (5.12), (5.13), and
(5.14), the equation (5.23) continues to hold with 푤푁 ≡ 1 (and thus 푚푁 = 푚), in which
case the "−2푁" term is zero. As a result, 피 ∫
[0,푇 ]×ℝ푑×ℝ
|휉|푝 푚(푑푡, 푑푥, 푑휉) ≤ 퐶 , where 퐶
depends on 푇 and ‖푢‖퐿푝+2(Ω;퐿∞(0,푇 ;퐿푝+2(ℝ푑 ))).
For 퐿∞–solutions, the bound (5.24) on 푚푁 continues to hold with 퐶 depending on 푇 ,푁 ,
and 퐾max ∶= ‖푢‖퐿∞휔,푡,푥 . If 푅 − (div푥퐴), 푏푘, 퐵2 are zero on ℝ휉 ⧵ [−퐾max, 퐾max], it follows
from (5.23) that the weighted kinetic measure 푚푁 is compactly supported in 휉.
Remark 5.7 (improvement of integrability via a martingale argument). By the previous
remark, the random variable 휔 ↦ ∫
[0,푇 ]×ℝ푑×ℝ
|휉|푝 푚푁 (푑푡, 푑푥, 푑휉) belongs to 퐿1(Ω). One
can improve this to 퐿푞(Ω) for any finite 푞 ≥ 1. To this end, we will argue that
피
(
ess sup
푡∈[0,푇 ]
‖푢(푡)‖푟
퐿푝+2(푤푁푑푥)
)
+ 피
(
∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푚푁 (푑푡, 푑푥, 푑휉)
) 푟
푝+2
≲푟,푇 ,푁 1,
provided the initial data 푢0 satisfy 피
(‖‖푢0‖‖푟퐿푝+2(푤푁푑푥)) < ∞, for 푟 > 푝 + 2, a condition
that clearly is satisfied due to (5.9). The case 푟 = 푝 + 2 is covered by the definition of
kinetic solution, cf. (5.20) and (5.21). In view of (5.23) with 푆(휉) = 1
(푝+1)(푝+2)
|휉|푝+2 and
the growth assumptions (5.15), (5.16), and (5.17), it follows easily that
ess sup
푡∈[0,푇 ] ∫ℝ푑 |푢(푡)|푝+2 푤푁푑푥 + ∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푚푁 (푑푡, 푑푥, 푑휉)
≲ ∫
ℝ푑
||푢0||푝+2 푤푁푑푥 + ∫ 푇0 ∫ℝ푑 |푢(푡)|푝+2 푤푁푑푥 푑푡 + sup푡∈[0,푇 ] |푀(푡)| ,
(5.25)
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for a.e. (휔, 푡) ∈ Ω × [0, 푇 ], where
푀(푡) =
∑
푘≥1∫
푡
0 ∫ℝ푑 푆
′(푢)푏푘(휔, 푠, 푥, 푢)푤푁푑푥 푑푊푘(푠), 푆
′(푢) =
1
푝 + 1
|푢|푝 푢.
We raise both sides of (5.25) to the power 푟∕(푝 + 2) > 1, apply Jensen’s inequality to the
second term on the right-hand side, and take the expectation, eventually arriving at
피
(
ess sup
푡∈[0,푇 ]
‖푢(푡)‖푟
퐿푝+2(푤푁푑푥)
)
+ 피
(
∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푚푁 (푑푡, 푑푥, 푑휉)
) 푟
푝+2
≲푇 피
(‖‖푢0‖‖푟퐿푝+2(푤푁푑푥)) + ∫ 푇0 피
(‖푢(푡)‖푟
퐿푝+2(푤푁푑푥)
)
푑푡
+ 피 sup
푡∈[0,푇 ]
|푀(푡)| 푟푝+2 .
(5.26)
A standard martingale argument (Burkholder-Davis-Gundy inequality [11]) supplies
피 sup
푡∈[0,푇 ]
|푀(푡)| 푟푝+2
≲푇 ,푁
1
2
피
(
ess sup
푡∈[0,푇 ]
‖푢(푡)‖푟
퐿푝+2(푤푁푑푥)
)
+ ∫
푇
0
피
(‖푢(푡)‖푟
퐿푝+2(푤푁푑푥)
)
푑푡 + 1.
Making use of this estimate in (5.26), followed by an application of Grönwall’s inequality,
leads to the sought after estimates.
It is easy to make the previous argument operational in the "weight-free"퐿푝–framework
discussed inRemark 5.1, assuming (5.12), (5.13), (5.14). The same applies to퐿∞–solutions.
Roughly speaking, the difference between a kinetic solution 휌 and a so-called generalized
kinetic solution 휚 (defined below) is that the structural property 휕휉휌 = −훿(휉−푢) is replaced
by the requirement 휕휉휚 = −휈 for someYoungmeasure 휈 onℝ휉 . We refer to [16] for relevant
background material on Young measures.
In what follows, any function of the form 휌 = 휌(푧, 휉) = 핀휉<푢(푧) will be called a kinetic
function. We reserve the term generalized kinetic function to functions 휚 = 휚(푧, 휉) taking
values in [0, 1] such that −휕휉휚 is a Young measure. For us 푧 = (휔, 푥) or 푧 = (휔, 푡, 푥).
Definition 5.3 (generalized kinetic solution). Fix a generalized kinetic function 휚0(휔, 푥, 휉).
We call 휚 ∶ Ω× [0, 푇 ] ×ℝ푑 ×ℝ→ [0, 1] a generalized kinetic solution of (5.1) with initial
data 휌0 if 휚̃ ∶= 휚 − 핀휉<0 is ∕(퐿2(ℝ푑 × ℝ)) measurable and
피
(
ess sup
푡∈[0,푇 ] ∬ℝ푑×ℝ |휉|푝푤푁 (푥) 휈휔,푡,푥(푑휉) 푑푥
)
≲푇 ,푁,푝 1, ∀푝 ∈ [2,∞), (5.27)
where 휈 ∶= −휕휉휚 is a Young measure, the spatial weight푤푁 is defined in (5.11), and there
is a kinetic measure 푚 such that 휚 satisfies a.s.
휕푡휚 + div(푥,휉)
(
푎휚
)
+푅휕휉휌
+
∑
푘≥1
푏푘휕휉휚 푊̇푘(푡) = 휕휉
(
퐵2
2
휕휉휚
)
+ 휕휉푚 in ′([0, 푇 ) ×ℝ푑 ×ℝ).
(5.28)
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Remark 5.8. Given a function 퐻(푡, 푥, 휉) that is continuous in 휉 and a generalized kinetic
solution 휚, we assign the following meaning to the distribution퐻휕휉휚:⟨
퐻휕휉휚, 휙
⟩
′
휉
,휉 = −∫
ℝ
퐻(휔, 푡, 푥, 휉)휙(푡, 푥, 휉) 휈휔,푡,푥(푑휉), 휙 ∈ 푡,푥,휉,
for a.e. (휔, 푡, 푥) ∈ Ω × [0, 푇 ] ×ℝ푑 , thereby making precise the meaning of (5.28).
Remark 5.9. Although a generalized kinetic solution 휚 is merely locally integrable in 휉, the
associated function 휚̃ (= 휚 − 핀휉<0) is globally integrable; by (5.27),
∬
ℝ푑×ℝ
||휚̃(푡)|| |휉|푝 푤푁 (푥) 푑휉 푑푥 ≲푇 ,푁,푝 1, 푡 ∈ [0, 푇 ], ∀푝 ∈ [1,∞).
Remark 5.10 (càdlàg / càglàd versions). There are general theorems [53] ensuring that
many real-valued stochastic processes 푋(푡) (discontinuous semimartingales) have a right-
continuous version and, what’s more, these versions necessarily have left-limits every-
where. Right-continuous processes with left-limits everywhere are referred to as càdlàg.
Left-continuous processes with right-limits everywhere are referred to as càglàd.
A generalized kinetic solution 휚 is clearly not affected by modification of its values on
any set of measure zero. In fact, 휚 is an equivalence class of functions. When proving
stability and uniqueness results we must work with left/right continuous representatives of
each equivalence class. Indeed, a result from [16, Proposition 10] (see also [19, Lemma
1.3.3]), easily generalized to our setting, says that a generalized kinetic solution 휚 possesses
weak left and right limits 휚푡,± at every instant of time 푡. We then introduce left and right
continuous representatives of 휚 by setting 휚±(푡) ∶= 휚푡,± for all 푡 ∈ [0, 푇 ]. Clearly, 휚± are
both predictable since 휚 is. Using the left and right continuous representatives 휚± one can
convert the time-space weak formulation (5.28) into a formulation that is weak in space
only (and pointwise in time): for any 푡 ∈ [0, 푇 ], a.s.,⟨
휚±(푡), 휑
⟩
= ⟨휚0, 휑⟩ + ∫ 푡0 ⟨휚(푠), 푎(푠) ⋅ ∇(푥,휉)휑⟩ 푑푠 − ∫
푡
0
⟨(
푅휕휉휚
)
(푠), 휑
⟩
푑푠
−
∑
푘≥1∫
푡
0
⟨(
푏푘휕휉휚
)
(푠), 휑
⟩
푑푊푘(푠) − ∫
푡
0
⟨(
퐵2
2
휕휉휚
)
(푠), 휕휉휑
⟩
푑푠
−
{
푚(휕휉휑)([0, 푡]), for 휚
+
푚(휕휉휑)([0, 푡)), for 휚
−
.
(5.29)
Be mindful of the fact that ⟨휚+(푡) − 휚−(푡), 휑⟩ = 푚(휕휉휑)({푡}). Since the atomic points
of 푚(휕휉휑)(⋅) is at most countable, we have ⟨휚+(푡), 휑⟩ = ⟨휚−(푡), 휑⟩ for a.e. 푡 and in turn
휚+ = 휚− almost everywhere. The real-valued stochastic processes 푋±(푡) ∶= ⟨휚±(푡), 휑⟩,
defined by (5.29), are of the form 푋±(푡) = 퐴±(푡) +푀(푡), where 퐴±(푡) are finite variation
processes and푀(푡) is a continuousmartingale. Moreover,퐴+(0) = ⟨휚0, 휑⟩−푚(휕휉휑)({0}),
퐴−(0) = ⟨휚0, 휑⟩, and 푀(0) = 0. Below we note that 푚(휕휉휑)({0}) = 0 for kinetic initial
data 휚0 = 핀휉<푢0 . Whenever convenient, we may assume that 푋
+ (푋−) are càdlàg (càglàd).
In what follows, we will outline a proof of uniqueness. Although we should work with
the left/right continuous representatives 휚± as in [16, Proposition 10] (see also [19]) and
make use of the space-weak formulation (5.29), we will not do so in an attempt to save space
and keep the presentation as simple as possible. Instead we refer to [16, 17, 19, 36, 31, 32]
for such details, see also [33, 34].
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Remark 5.11. Let us make a comment on generalized kinetic solutions and the satisfaction
of the initial condition. Suppose 휚0 = 핀휉<푢0 for some function 푢0 satisfying (5.9). It follows
from (5.29) that (the right-continuous representative of) 휚 satisfies a.s.⟨휚(0), 휑⟩ = ⟨휚0, 휑⟩ − 푚(휕휉휑)({0}), ∀휑 ∈ 퐶∞푐 (ℝ푑 × ℝ). (5.30)
To conclude 휚(0) = 휚0 we argue that 푚
(
{0} ×ℝ푑 ×ℝ
)
= 0. The argument is standard
[51], so we merely sketch it. Following Remark 5.6, (5.30) implies a.s. that
∬
ℝ푑×ℝ
푆′(휉)
(
휚̃(0) − 휒(휉, 푢0)
)
푤푁 푑휉 푑푥 + ∫
{푡=0}×ℝ푑×ℝ
푆′′(휉)푤푁 푚(푑푡, 푑푥, 푑휉) = 0,
for any 푆 ∈ 퐶2(ℝ) for which 푆′′ ≥ 0 and 푆, 푆′, 푆′′ grow at most polynomially. By
Brenier’s lemma [51], the first integral is nonnegative. As a result, both integrals must be
zero. In other words, a.s., 휚(0) = 휚0 and 푚
(
{0} × ℝ푑 × ℝ
)
= 0.
Following an approach developed by Perthame [51], later extended to the stochastic case
in [16] (see also [16, 17, 19, 36, 31, 32, 43, 46]), we establish a rigidity result implying that
generalized kinetic solutions are in fact kinetic solutions, at least when the initial function is
a kinetic function, 휚0 = 핀휉<푢0 . The proof herein involves a regularization (via convolution)
procedure, the Itô formula, and commutator arguments (going beyond the deterministic one
by DiPerna-Lions) [35]. Essentially the same proof also shows that kinetic solutions are
uniquely determined by their initial data, satisfying an 퐿1 contraction principle.
Proposition 5.1 (rigidity result). Suppose that 푏푘, 퐵
2, 푎 = {푎, 푑} , 푅 satisfy conditions
(5.7), (5.8), (5.15), (5.16), (5.17), (5.18), and div(푥,휉) 푎 = 0. Let 휚 be a generalized kinetic
solution of (5.1) with initial data 휚0. Suppose푚
(
{0} ×ℝ푑 ×ℝ
)
= 0. Then, for 푡 ∈ [0, 푇 ],
0 ≤ 피∬
ℝ푑×ℝ
(
휚 − 휚2
)
(푡)푤푁 푑휉 푑푥 ≲푇 ,푁 피∬
ℝ푑×ℝ
(
휌0 − 휌
2
0
)
푤푁 푑휉 푑푥. (5.31)
If 휚0 = 핀휉<푢0 for some 푢0 satisfying (5.9), then 푚
(
{0} ×ℝ푑 ×ℝ
)
= 0 and thus 휚 − 휚2 = 0
a.e.; whence 휚 = 핀휉<푢 for some function 푢 that necessarily is a kinetic solution of (5.1).
Remark 5.12. Informally speaking, cf. (5.29), we have 휚(푡) = 푉 (푡) + 푀(푡), where 푉 (푡)
is a finite variation process, 푀(푡) is a continuous martingale, and 휚(0) = 푉 (0). In the
proof below we need to determine the equation satisfied by 푆(휚(푡)), where 푆(휚) = 휚 − 휚2.
Noting that (휚(푡))2 = (푉 (푡))2 +2푉 (푡)푀(푡) + (푀(푡))2, we can calculate the first and second
terms using standard calculus, while the third term can be computed using the Itô formula
for continuous martingales [53]. Alternatively, we use the Itô formula for discontinuous
semimartingales [38] to write푆(휚(푡)) = 푆(휚(0))+∫ 푡
0
푆′(휚(푠−)) 푑휚(푠)+푄푆(푡)+퐽푆 (푡), where
푄푆(푡) = ∫ 푡0 12푆′′(휚(푠−)) 푑[휚](푠), [휚](푡) = [푀](푡) +
∑
푠≤푡 (Δ휚(푠))2 is the quadratic variation
process, and 퐽푆 (푡) =
∑
푠≤푡
(
푆(휚(푠)) − 푆(휚(푠−)) − 푆 ′(휚(푠−))Δ휚(푠) −
1
2
푆 ′′(휚(푠−)) (Δ휚(푠))2
)
is the
"jump part" coming from the (temporal) discontinuities in 휚. With 푆(휚) = 휚 − 휚2 (and
푆′′ = −2), we have 퐽푆 ≡ 0 and 푄푆 (푡) = −[푀](푡) −∑푠≤푡 (Δ휚(푠))2 ≤ −[푀](푡).
Proof. We will first give an informal proof of (5.31). Recall that 휚 satisfies a.s. (5.28). By
the Itô and classical chain rules we arrive at the following equation for 푆(휚) ∶= 휚 − 휚2:
휕푡푆(휚) + div(푥,휉)
(
푎푆(휚)
)
+푅휕휉푆(휌)
+
∑
푘≥1
푏푘휕휉푆(휚) 푊̇푘(푡) = 휕휉
(
퐵2
2
휕휉푆(휚)
)
+ 푆′(휚)휕휉푚 +,
(5.32)
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where contains the difference between certain quadratic terms linked to the second order
operator and the variation of the martingale part of the equation (5.28):
 = 푆′′(휚)
2
∑
푘≥1
(
푏푘휕휉휚
)2
−
푆′′(휚)
2
퐵2
(
휕휉휚
)2 ≡ 0.
The perfect cancellation (i.e., 푄 = 0) is the basic reason why the Proposition 5.1 holds. It
follows from (5.32) that 퐼(휙) = 퐼0(휑) +
∑4
푖=1 퐼푖(휑), 푡 ∈ [0, 푇 ], where
퐼(휑) = 피∬
ℝ푑×ℝ
푆(휚(푡))휑푑휉 푑푥, 퐼0(휑) = 피∬
ℝ푑×ℝ
푆(휚0)휑푑휉 푑푥,
퐼1(휑) = ∫
푡
0
(
피∬
ℝ푑×ℝ
푆(휚(푠))푎(푠) ⋅ ∇(푥,휉)휑푑휉 푑푥
)
푑푠,
퐼2(휑) = −
1
2 ∫
푡
0
(
피∬
ℝ푑×ℝ
퐵2(푠)휕휉푆(휚(푠))휕휉휑푑휉 푑푥
)
푑푠,
퐼3(휑) = −∫
푡
0
(
피∬
ℝ푑×ℝ
푅(푠)휕휉푆(휚(푠))휑푑휉 푑푥
)
푑푠,
퐼4(휑) = −피∭[0,푡]×ℝ푑×ℝ 휕휉
(
푆′(휚(푠))휑
)
푚(푑푠, 푑푥, 푑휉),
for any 휙 ∈ 퐶1푐 (ℝ
푑 × ℝ). Let us particularize the test function as
휑(푥, 휉) = 휑휅,퓁(푥, 휉) = 푤푁 (푥)휙휅(푥)휓퓁(휉), (5.33)
where the weight function 푤푁 is defined in (5.11) and
{
휙휅
}
휅≥1,
{
휓퓁
}
퓁≥1 are truncation
sequences respectively on ℝ푑 , ℝ.
We rely on (5.15) and (5.16) to supply|||푆(휚(푠))푎(푠) ⋅ ∇(푥,휉)휑휅,퓁||| ≲ (휚 − 휚2) (푠) |푎(푠)|휓퓁 (||∇푤푁 || + 1휅 핀휅≤|휉|≤2휅푤푁)
+
(
휚 − 휚2
)
(푠) |푑(푠)| 1
퓁
핀퓁≤|휉|≤2퓁푤푁
≲
‖‖‖‖ 푎(푠)1 + |푥|‖‖‖‖퐿∞푥
(
휚 − 휚2
)
(푠)휓퓁푤푁 + 푚푑(푡)
(
휚 − 휚2
)
(푠) (1 + |휉|) 1
퓁
핀퓁≤|휉|≤2퓁푤푁
≲
(
푚푎(푠) + 푚푑(푠)
) (
휚 − 휚2
)
(푠)푤푁 ∈ 퐿
1
휔,푡,푥,휉
,
and thus
||퐼1(휑휅,퓁)|| ≲ ∫ 푡0 (푚푎 + 푚푑) (푠)
(
피∬
ℝ푑×ℝ
(
휚 − 휚2
)
(푠)푤푁 푑휉 푑푥
)
푑푠.
Next, since 휚 ∈ 퐿∞
휔,푡,푥,휉
and 휕휉휚 = −휈(푑휉),|||퐵2(푠)휕휉푆(휚(푠))휕휉휑휅,퓁|||
(5.7)
≲
1
퓁
핀퓁≤|휉|≤2퓁 (1 + |휉|2) |1 − 2휚(푠)|휙휅 푤푁 휈(푑휉) ≲ 1
퓁
(
1 + |휉|2)푤푁 휈(푑휉),
and so, recalling (5.27), ||퐼2(휑휅,퓁|| ≲푇 ,푁 1퓁 퓁↑∞⟶ 0.
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Evoking (5.17),|||휕휉 (푅휑휅,퓁)||| ≤ |||휕휉푅(푠)휓퓁 + 푅(푠)휓 ′퓁||| 휙휅 푤푁
≲
(
푚푅(푠) + 푚푅(푠) (1 + |휉|) 핀퓁≤|휉|≤2퓁 1
퓁
)
푤푁 ≲ 푚푅(푠)푤푁 ,
and thus, after an integration by parts,
||퐼3(휑휅,퓁)|| ≲ ∫ 푡0 푚푅(푠)
(
피∬
ℝ푑×ℝ
(
휚 − 휚2
)
(푠)푤푁 푑휉 푑푥
)
푑푠.
Finally, using again that 휕휉휚 = −휈,
−휕휉
(
푆′(휚(푠))휑휅,퓁
)
= −2휙휅 휓퓁 푤푁 휈(푑휉) − (1 − 2휚(푠)(푠)) 휙휅 휓
′
퓁
푤푁
≤ (2휚(푠) − 1) 휙휅 휓 ′퓁 푤푁 ,
and so, putting 휚 ∈ 퐿∞
휔,푡,푥,휉
and (5.20) to good use,
||퐼4(휑휅,퓁)|| ≲ 1
퓁
피푚푁
(
[0, 푇 ] × ℝ푑 × {퓁 ≤ |휉| ≤ 2퓁}) = 푂(1∕퓁) 퓁↑∞⟶ 0.
Summarizing our computations (after sending 휅 → ∞),
피∫
ℝ푑×ℝ
(
휚 − 휚2
)
(푡)휓퓁푤푁 푑휉 푑푥 ≲ 피∫
ℝ푑×ℝ
(
휚0 − 휚
2
0
)
휓퓁푤푁 푑휉 푑푥
+ ∫
푡
0
푚(푠)
(
피∫
ℝ푑×ℝ
(
휚 − 휚2
)
(푠)휓퓁푤푁 푑휉 푑푥
)
푑푠 + 푂(1∕퓁),
(5.34)
where 푚 is an integrable function. We arrive at the sought after (5.31) by sending 퓁 ↑ ∞
and then applying Grönwall’s inequality.
Unfortunately the equation (5.32) for 푆(휌) is only suggestive as the calculations involving
the chain rule are merely formal. To make the calculations rigorous we regularize the
"linear" equation (5.28), bringing in several regularization errors that must be controlled.
Let 퐽푥휀 ∶ ℝ
푑 → ℝ, 퐽 휉
훿
∶ ℝ→ ℝ be standard Friedrich mollifiers, and define
휚휀,훿(휔, 푡, 푥, 휉) = 휚 ⋆
(
퐽푥휀 퐽
휉
훿
)
= ∬
ℝ푑×ℝ
휚(휔, 푡, 푦, 휁)퐽푥휀 (푥 − 푦)퐽
휉
훿
(휉 − 휁) 푑푦 푑휁,
푚휀,훿(휔, 푡, 푥, 휉) = 푚 ⋆
(
퐽푥휀 퐽
휉
훿
)
= ∬
ℝ푑×ℝ
퐽푥휀 (푥 − 푦)퐽
휉
훿
(휉 − 휁)푚(푡, 푑푦, 푑휁).
Themollified quantities 휚휀,훿, 푚휀,훿 are smooth in 푥, 휉 but discontinuous in 푡. However, work-
ing with suitable representatives (versions), we can ensure that 휚휀,훿 , 푚휀,훿 are càdlàg / càglàd
in time 푡, thereby making the Itô formula available to us, and thus the arguments below can
be made rigorous (see e.g. [16, 19, 31, 32, 33, 34]). In passing, note that 푚휀,훿 is a measure
on [0, 푇 ] (depending on the "parameters" 휔, 푥, 휉).
The following equation holds a.s.:
휕푡휚휀,훿 + div(푥,휉)
(
푎휚휀,훿
)
+푅휕휉휚휀,훿 +
∑
푘≥1
((
푏푘휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
))
푊̇푘(푡)
= 휕휉
((
퐵2
2
휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
))
+ 휕휉푚휀,훿 + 푟휀,훿 in ′([0, 푇 ) × ℝ푑 × ℝ),
(5.35)
where the reminder term 푟휀,훿 = 푟휀,훿(휔, 푡, 푥, 휉) takes the form
푟휀,훿 ∶= div(푥,휉)
(
푎휚휀,훿
)
− div(푥,휉)
(
푎휚 ⋆
(
퐽푥휀 퐽
휉
훿
))
+ 푅휕휉휚휀,훿 −
(
푅휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
)
.
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Our assumptions imply that 푎, 푅 ∈ 퐿1
(
0, 푇 ;푊 1,1loc (ℝ
푑 ×ℝ)
)
, whereas the generalized
kinetic solution 휚 belongs a.s. to퐿∞
(
0, 푇 ;퐿∞(ℝ푑 ×ℝ)
)
. Moreover, div(푥,휉) 푎 = 0. Hence,
by [18, Lemma II.1], 푟휀,훿 converges a.s. to zero in 퐿
1
loc as 휀, 훿 → 0. Given (5.35), we apply
the Itô formula as well as the classical (spatial) chain rule. The result is the following
equation for 푆(휚휀,훿) that holds a.s. in ′([0, 푇 ) × ℝ푑 × ℝ):
휕푡푆(휚휀,훿) + div(푥,휉)
(
푎푆(휚휀,훿)
)
+ 푅휕휉푆(휚휀,훿)
+
∑
푘≥1
푆′(휚휀,훿)
((
푏푘휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
))
푊̇푘(푡) = 휕휉
(
퐵2
2
휕휉푆(휚휀,훿)
)
+ 푆′(휚휀,훿)휕휉푚휀,훿 + 푆
′(휚휀,훿)푟휀,훿 + 휕휉
(
푆′(휚휀,훿)푟̃휀,훿
)
+휀,훿,
(5.36)
where 푟̃휀,훿 =
퐵2
2
휕휉휚휀,훿 −
(
퐵2
2
휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
)
and
휀,훿 = 12푆 ′′(휚휀,훿)
∑
푘≥1
((
푏푘휕휉휚
)
⋆
(
퐽 푥
휀
퐽
휉
훿
))2
−
1
2
푆 ′′(휚휀,훿)
((
퐵2휕휉휚
)
⋆
(
퐽 푥
휀
퐽
휉
훿
))
휕휉휚휀,훿 ,
As a result of assumptions (5.7) and (5.8), 퐵2 ∈ 퐿1
(
0, 푇 ;푊 1,1loc (ℝ
푑 × ℝ)
)
(besides, we
know 휚 ∈ 퐵푉휉). Thus, it is not difficult to show that, 푟̃휀,훿 converges a.s. to zero in 퐿
1
loc as
휀, 훿 → 0 [31]. Choosing (5.33) as test function in (5.36), recalling that 푆(휚) = 휚 − 휚2, and
carrying on as before (5.34), we deliver
피∫
ℝ푑×ℝ
(
휚휀,훿 − 휚
2
휀,훿
)
(푡)휓
퓁
푤푁 푑휉 푑푥 ≲ 피∫
ℝ푑×ℝ
(
휚0,휀,훿 − 휚
2
0,휀,훿
)
(0)휓
퓁
푤푁 푑휉 푑푥
+ ∫
푡
0
푚(푠)
(
피∫
ℝ푑×ℝ
(
휚휀,훿 − 휚
2
휀,훿
)
(푠)휓
퓁
푤푁 푑휉 푑푥
)
푑푠
+ 피∫
푇
0 ∫ℝ푑 ∫ℝ
(||푟휀,훿 || + 1
퓁
핀
퓁≤|휉|≤2퓁 ||푟̃휀,훿 ||)푤푁 푑휉 푑푥 푑푡
+ 피∫
푇
0 ∫ℝ푑 ∫ℝ 휀,훿푤푁 푑휉 푑푥 푑푡 + 푂(1∕퓁),
(5.37)
for some integrable function푚 on [0, 푇 ], where 휚0,휀,훿 ∶= 휚0⋆
(
퐽푥휀 퐽
휉
훿
)
. Providedwe show
that the "휀, 훿 → 0 limit" of the휀,훿–term is zero, we obtain the rigidity inequality (5.31) by
sending 휀, 훿 ↓ 0 and 퓁 ↑ ∞ in (5.37), followed by an application of Grönwall’s inequality.
It remains to compute the limit of the휀,훿–term. Recalling that퐵2 = ∑푘≥1 푏2푘, we write휀,훿(휔, 푡, 푥, 휉) = ∑푘≥1휀,훿,푘(휔, 푡, 푥, 휉), where, for 푘 = 1, 2,…,
휀,훿,푘(휔, 푡, 푥, 휉) ∶=
((
푏2
푘
휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
))
휕휉휚휀,훿 −
((
푏푘휕휉휚
)
⋆
(
퐽푥휀 퐽
휉
훿
))2
= ∬
((
푏푘(휔, 푡, 푦, 휁)
)2
− 푏푘(휔, 푡, 푦, 휁)푏푘(휔, 푡, 푦̄, 휁̄)
)
× (휕휉휚)(휔, 푡, 푦, 휁)(휕휉휚)(휔, 푡, 푦̄, 휁̄)
× 퐽푥휀 (푥 − 푦)퐽
푥
휀 (푥 − 푦̄)퐽
휉
훿
(휉 − 휁)퐽
휉
훿
(휉 − 휁̄ ) 푑휁 푑푦 푑휁̄ 푑푦̄.
We can switch the roles of 푦 and 푦̄ as well as 휁 and 휁̄ . Add the resulting expression for휀,훿,푘 to the one above and divide by 2, obtaining
휀,훿,푘(휔, 푡, 푥, 휉) = 12 ∬ ||푏푘(휔, 푡, 푦, 휁 ) − 푏푘(휔, 푡, 푦̄, 휁̄ )||2 (휕휉휚)(휔, 푡, 푦, 휁 )(휕휉휚)(휔, 푡, 푦̄, 휁̄ )
× 퐽 푥
휀
(푥 − 푦)퐽 푥
휀
(푥 − 푦̄)퐽
휉
훿
(휉 − 휁 )퐽
휉
훿
(휉 − 휁̄ ) 푑휁 푑푦 푑휁̄ 푑푦̄.
(5.38)
54 HERMANO FRID, KENNETH H. KARLSEN, AND DANIEL MARROQUIN
Summing over 푘, recalling (5.7), and using 휕휉휚 = −휈휔,푡,푥(푑휉)with 휈(ℝ) = 1, the following
estimate eventually materializes:
∬ 휀,훿(휔, 푡, 푥, 휉)푤푁 (푥) 푑휉 푑푥
≲
1
2 ∬∬
(|푦 − 푦̄|2 + ||휁 − 휁̄ ||휇 (||휁 − 휁̄ ||))(휕휉휚)(휔, 푡, 푦, 휁 )(휕휉휚)(휔, 푡, 푦̄, 휁̄ )
× 퐽 푥
휀
(푥 − 푦)퐽 푥
휀
(푥 − 푦̄)퐽
휉
훿
(휉 − 휁 )퐽
휉
훿
(휉 − 휁̄ )푤푁 (푥) 푑휁 푑푦 푑휁̄ 푑푦̄ 푑휉 푑푥
≲푁 (휀 + 휇(훿))
휀,훿↓0
⟶ 0.
This concludes the proof. 
Remark 5.13. Regarding the "weight-free" 퐿푝–framework discussed in Remark, the proof
of Proposition 5.1 remains the same except for a few changes involving the terms 퐼1(휑휅,퓁)
and 퐼2(휑휅,퓁) to account for the weight-free test function 휑휅,퓁(푥, 휉) = 휙휅(푥)휓퓁(휉) and the
modified assumptions (5.12), (5.13), and (5.14).
The next theorem contains the main result of this section, namely the existence, unique-
ness, and 퐿1 stability of kinetic solutions.
Theorem5.1 (well-posedness). Suppose that 푏푘, 퐵
2, 푎 = {푎, 푑} , 푅 satisfy conditions (5.7),
(5.8), (5.15), (5.16), (5.17), (5.18) and div(푥,휉) 푎 = 0. There exists a unique kinetic solution
of (5.1) with initial data 푢0 satisfying (5.9). If 푢1, 푢2 are two kinetic solutions of (5.1) with
initial data 푢1,0, 푢2,0, respectively, then
피∫
ℝ푑
||푢1(푡, 푥) − 푢2(푡, 푥)|| 푤푁 푑푥 ≲푇 ,푁 피∫
ℝ푑
||푢1,0(푥) − 푢2,0(푥)|| 푤푁 푑푥, (5.39)
for all 푡 ∈ [0, 푇 ], where 푤푁 is defined in (5.11). Besides, the unique kinetic solution 푢
of (5.1) has a representative in the space 퐿푝(Ω;퐿∞(0, 푇 ;퐿푝(푤푁푑푥))) which a.s. exhibits
continuous samples paths in 퐿푝(푤푁푑푥), for all 푝 ∈ [1,∞).
Proof. As in [31, 34], we point out that the 퐿1 contraction principle (5.39) is a simple
consequence of Proposition 5.1. Indeed, define 휚 = 1
2
(
핀휉<푢1
+ 핀휉<푢2
)
=∶
1
2
(
휌1 + 휌2
)
and also 휚0 =
1
2
(
핀휉<푢1,0
+ 핀휉<푢2,0
)
=∶
1
2
(
휌0,1 + 휌0,2
)
. Note that 휚 is a generalized kinetic
solutionwith initial data 휚0, kineticmeasure푚 =
1
2
(푚1+푚2), and 휕휉휚 = −
1
2
(
훿푢1 + 훿푢2
)
=∶
−휈. Clearly, 푚({0}×ℝ푑 ×ℝ) = 0 (since 푚1, 푚2 both vanish at 푡 = 0 because of the kinetic
initial data) and thus 휚(0) = 휚0, cf. Remark 5.11. By Proposition 5.1,
피∬
ℝ푑×ℝ
(
휚 − 휚
2
)
(푡)푤푁 푑휉 푑푥 ≲푇 ,푁 피∬
ℝ푑×ℝ
(
휚0 − 휚
2
0
)
푤푁 푑휉 푑푥,
for a.e. 푡 ∈ [0, 푇 ]. A simple computation, exploiting the identities 휌2
푖
= 휌푖 (푖 = 1, 2), will
reveal that 휚 − 휚2 = 1
4
(
휌1 − 휌2
)2
=
1
4
||휌1 − 휌2|| and so ∫ℝ (휚 − 휚2) 푑휉 = 14 ||푢1 − 푢2||. In
the same way, we have ∫
ℝ
(
휌0 − 휌
2
0
)
푑휉 =
1
4
||푢1,0 − 푢2,0||. Consequently, (5.39) holds.
The sample paths of a kinetic solution 푢 are a.s. continuous as a result of the uniqueness
result. The detailed proof is the same as in [16, Corollary 16] (see also [19]). Thanks to the
continuity of the sample paths, the contraction inequality (5.39) holds for all 푡 ∈ [0, 푇 ].
The existence part of the theorem can be be founded on the vanishing viscosity method
[6, 13, 16, 26, 41], or operator splitting [5, 40] to separate the deterministic and stochastic
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effects in (5.1). Existence results onℝ푑 are provided in these references under the assump-
tions that 푅 ≡ 0 and 퐴 = 퐴(푢) does not depend on 푡, 푥. The techniques employed in
[5, 6, 13, 16, 26, 40, 41] can be adapted to the general context provided by (5.1). Here we
only give a sketch of the proof via the vanishing viscosity method, based on [16].
Fix 휀 > 0. Consider the following quasilinear parabolic SPDE problem:
휕푡푢
휀 + div푥퐴(푡, 푥, 푢
휀) − 휀Δ푥푢
휀 = 퐵(푡, 푢휀)푊̇ (푡) + 푅(푡, 푥, 푢휀),
푢휀(0, 푥) = 푢0(휔, 푥).
(5.40)
It is not difficult to show that equation (5.40) is well-posed. Indeed, the unique weak solu-
tion belonging to the weighted space
퐿2
(
Ω;퐶([0, 푇 ];퐿2(휔푁푑푥))
)⋂
퐿2
(
Ω × [0, 푇 ];퐻1(휔푁푑푥)
)
can be found as a fixed point of the operator
퐾푣(푡) ∶= 푆(푡)푢0 + ∫
푡
0
푆(푡 − 푠)
(
푅(푠, ⋅, 푣(푠)) − div푥퐴(푠, ⋅, 푣(푠))
)
푑푠
+ ∫
푡
0
푆(푡 − 푠)퐵(푠, 푣(푠)) 푑푊 (푠),
where 푆(푡) is the semigroup generated by the heat equation in ℝ푑 .
Let 푢휀 be the weak solution of (5.40). Then, for 푆 ∈ 퐶2(ℝ), by Itô’s formula we have
that the following equation is a.s. satisfied in the sense of distributions:
휕푡푆(푢
휀) + div푥푄푆 (푡, 푥, 푢
휀) + 푆 ′(푢휀)
(
(div푥 퐴)(푡, 푥, 푢
휀) −푅(푡, 푥, 푢휀)
)
− (div푥푄푆 )(푡, 푥, 푢
휀)
= 휀Δ푥(푢휀) − 휀푆 ′′(푢휀)|∇푢휀|2 +∑
푘≥1
푆 ′(푢휀)푏푘(푡, 푥, 푢
휀) 푊̇푘(푡) +
1
2
푆 ′′(푢휀)퐵2(푡, 푥, 푢휀).
(5.41)
where 푄푆 ∶ [0, 푇 ] × ℝ × ℝ→ ℝ
푑 is given by (휕푢푄푆 )(푡, 푥, 푢) = 푆
′(푢)(휕푢퐴)(푡, 푥, 푢).
Take 푆(휉) = |휉|푝 (푝 ≥ 2) in (5.41). Similarly to Remark 5.1,
피
(
sup
푡∈[0,푇 ]
‖푢휀(푡)‖푝
퐿푝(휔푁푑푥)
)
+ 휀피∫
푇
0 ∫ℝ푑 |푢휀(푡, 푥)|푝−2 |∇푢휀|2 휔푁 (푥) 푑푥 푑푡 ≤ 퐶, (5.42)
where 퐶 = 퐶(푝, 푢0, 푇 ) is independent of 휀.
Moreover, 푢휀 is a kinetic solution of equation (5.40), in the sense that the function
휚휀(푡, 푥, 휉) ∶= 핀휉<푢휀(푡,푥) satisfies the SPDE
휕푡휚
휀 + div(푥,휉)
(
푎휚휀
)
+푅휕휉휚
휀 − 휀Δ푥휚
휀
+
∑
푘≥1
푏푘휕휉휚
휀 푊̇푘(푡) = 휕휉
(
퐵2
2
휕휉휚
휀
)
+ 휕휉푚
휀 in ′([0, 푇 ) × ℝ푑 × ℝ), a.s., (5.43)
where 푚휀 = 휀 ||∇푥푢휀||2 훿휉=푢휀 , with initial data 휚휀(0, 푥, 휉) = 휌0(푥, 휉) ∶= 핀휉<푢0(푥).
Set 휈휀푡,푥 ∶= −휕휉휚
휀(푡, 푥, 휉) = 훿휉=푢휀(푡,푥). Then 휈
휀 is a Young measure and, by (5.42),
피∫
푇
0 ∫ℝ푑 ∫ℝ |휉|푝 푑휈휀푡,푥(휉)휔푁 푑푥 푑푡 ≤ 퐶, 푝 ≥ 0, (5.44)
where 퐶 = 퐶(푝, 푢0, 푇 ) does not depend on 휀. Besides, (5.42) also implies that
피∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푑푚휀푁 (휉, 푡, 푥) ≤ 퐶, 푚휀푁 ∶= 휔푁푚휀
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Proceeding as in Remark 5.7 (푟 = 2(푝 + 2), 푝 ≥ 0), this last estimate can be improved to
피
|||||∫[0,푇 ]×ℝ푑×ℝ |휉|푝 푑푚휀푁 (휉, 푡, 푥)
|||||
2
≤ 퐶, (5.45)
where 퐶 = 퐶(푝, 푢0, 푇 ) does not depend on 휀.
By the well-known theory of Young measures and kinetic functions (see e.g. Theorem
5 and Corollary 6 in [16]), (5.44) guarantees the existence of a sequence
{
휀푛
}
푛≥1, a Young
measure 휈, and a generalized kinetic function 휚 ∶ Ω × [0, 푇 ] × ℝ푑 × ℝ → [0, 1] such that
휀푛 → 0, 휈
휀푛 → 휈 in the sense of Young measures, and 휚휀푛 ⇀ 휚 weakly–⋆ in 퐿∞(Ω ×
[0, 푇 ] × ℝ푑 × ℝ) as 푛 → ∞. Moreover, denoting by푏 the space of the bounded Borel
Measures on [0, 푇 ] × ℝ푑 × ℝ, by (5.45) there is a kinetic measure 푚푁 such that, up to a
subsequence, 푚휀푛
푁
⇀ 푚푁 weakly–⋆ in 퐿
2(Ω;푏), as 푛 → ∞. Defining 푚 ∶= 1휔푁 푚푁 ,
then 푚 turns out to be a kinetic measure in the sense of Definition 5.1 and we may pass to
the limit as 휀 = 휀푛 → 0 in (5.43) to conclude that 휚 is a generalized kinetic solution of (5.1).
At this point, the rigidity result implies that 휚 = 핀휉<푢, where 푢 is a kinetic solution. 
Remark 5.14 (strong convergence of the parabolic approximations). Let 휚, 휚휀 be as in the
proof of Theorem 5.1. Taking advantage of the particular structure of 휚, 휚휀푛 we have
‖푢휀푛‖2
퐿2(Ω×[0,푇 ];퐿2(휔푁푑푥))
− ‖푢‖2
퐿2(Ω×[0,푇 ];퐿2(휔푁푑푥))
= ∫[0,푇 ]×ℝ푑×ℝ 2휉 (휚 − 휚
휀푛 ) 푑휉 휔푁푑푥 푑푡. (5.46)
By Chebyshev’s inequality and using (5.42) with 푝 = 3,
피∫
푇
0 ∫ℝ푑 ∫|휉|>푅 |2휉(휚 − 휚휀)| 푑휉 휔푁푑푥 푑푡 ≤ 퐶푅,
for any 푅 > 0. Thus, taking the expectation in (5.46), we may pass to the limit as 휀푛 → 0
to conclude that ‖푢휀푛 − 푢‖퐿2(Ω×[0,푇 ];퐿2(휔푁푑푥)) → 0, as 푛→ ∞.
In fact, by uniqueness, the whole sequence 푢휀 converges strongly to the kinetic solution.
Finally, in view of (5.42), by Hölder’s inequality we also deduce that
‖푢휀 − 푢‖퐿푝(Ω×[0,푇 ];퐿푝(휔푁푑푥)) 휀↓0⟶ 0, for any 푝 ≥ 1.
Remark 5.15 (1/2–Hölder continuous noise coefficient). Referring to (5.6), consider the
simple noise term 푏(푢) 푑푊 (푡), where푊 (푡) is a one-dimensionalWiener process and 푏(푢) is
a scalar function. Typical noise functions covered by the regularity condition (5.7) include
푏(푢) = |푢|훾 , 훾 > 1
2
, which is Hölder continuous with exponent 훾 > 1
2
. Condition (5.7)
is the same as the one imposed in the existing literature (see e.g. [16]). Unfortunately, it
does not allow for the interesting example 푏(푢) =
√|푢|, or any function 푏 that satisfies|푏(푢) − 푏(푣)| ≲ 휇(|푢 − 푣|), where
∫
1
0
1
(휇(휉))2
푑휉 = ∞. (5.47)
Condition (5.47) embraces 1
2
–Hölder continuous noise functions 푏, like 푏(푢) =
√|푢|.
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Returning to the general case (5.6), assuming 푏푘 = 푏푘(휉) ∀푘, we claim that Proposition
5.1 (and Theorem 5.1) actually holds with (5.8) replaced by∑
푘≥1
||푏푘(푢) − 푏푘(푣)||2 ≲ (휇(|푢 − 푣|))2 , (5.48)
for some continuous nondecreasing function 휇 on ℝ+ satisfying 휇(0+) = 0 and (5.47).
To allow for (5.48), we will make a more careful choice of the approximate delta function
퐽
휉
훿
in order to handle the key error term (5.38). Inspired by the work [58] of Yamada
and Watanabe on stochastic differential equations, we pick a strictly decreasing sequence{
푎푛
}∞
푛=0
of positive numbers, 푎푛 ↓ 0, recursively defined by 푎0 = 1 and for 푛 = 1, 2,…
by ∫ 푎푛−1
푎푛
1
(휇(휉))2
푑휉 = 푛. For example, with 휇(휉) =
√
휉 for 휉 > 0, 푎푛 = 푎푛−1푒
−푛; hence
푎푛 = 푒
−
1
2
푛(푛+1). Next, pick positive 퐶∞푐 functions 휓푛 on ℝ+ with supp휓 ⊂ (푎푛, 푎푛−1) and
0 ≤ 휓푛(휉) ≤ 2
푛 (휇(휉))2
≤ 2
푛휉
, for any 휉 ∈ ℝ, ∫
푎푛−1
푎푛
휓푛(휉) 푑휉 = 1. (5.49)
We introduce the functionΨ푛(휉) ∶= ∫ |휉|0 ∫ 휅̄0 휓푛(휅) 푑휅 푑휅̄ for 휉 ∈ ℝ, which is a symmetric
approximation of |휉|. Since 휓푛 (and thus Ψ푛) is zero in a neighborhood of the origin, we
have Ψ푛 ∈ 퐶
∞(ℝ) and Ψ′′푛 (휉) = 휓푛(|휉|) ≤ 2푛|휉| . Moreover,Ψ푛(⋅)→ |⋅| uniformly on ℝ.
Let us now return to (5.37) and the error term (5.38), replacing 퐽 휉
훿
(⋅) by휓푛(|⋅|) (= Ψ′′푛 (⋅))
and, at the same time, renaming 훿 by 푛. Note that
∑
푘≥1 ||푏푘(휁) − 푏푘(휁̄)||2 is bounded by a
constant times (휇(|휉 − 휁|))2 + (휇(||휉 − 휁̄||))2, and thus, cf. (5.49),∑
푘≥1
||푏푘(휁) − 푏푘(휁̄)||2 휓푛 (|휉 − 휁|)휓푛 (||휉 − 휁̄ ||) ≲ 1푛 (휓푛 (||휉 − 휁̄ ||) + 휓푛 (|휉 − 휁|)) .
As a result,
∬ 휀,훿(휔, 푡, 푥, 휉)푤푁(푥) 푑휉 푑푥
≲
1
푛 ∬∬
(
휓푛
(||휉 − 휁̄||) + 휓푛 (|휉 − 휁|)) |||(휕휉휚)(휔, 푡, 푦, 휁)||| |||(휕휉휚)(휔, 푡, 푦̄, 휁̄)|||
× 퐽푥휀 (푥 − 푦)퐽
푥
휀 (푥 − 푦̄)푤푁 (푥) 푑휁 푑푦 푑휁̄ 푑푦̄ 푑휉 푑푥
≲
1
푛 ∫
(
∬ |||(휕휉휚)(휔, 푡, 푦, 휁)|||퐽푥휀 (푥 − 푦) 푑휁 푑푦
)
×
(
∬ |||(휕휉휚)(휔, 푡, 푦̄, 휁̄)|||퐽푥휀 (푥 − 푦̄) 푑휁̄ 푑푦̄
)
푤푁 (푥) 푑푥 ≲푁
1
푛
푛↑∞
⟶ 0,
where we have used 휕휉휚 = −휈 with 휈(ℝ) = 1. Therefore, sending 푛 → ∞, 휀→ 0, and then
퓁 → ∞ in (5.37), we obtain (5.31).
6. COMPARISON PRINCIPLE & STOCHASTIC KRUŽKOV INEQUALITY
In a standard way, one can use Theorem 5.1 to deduce a comparison result. Indeed,
피∫
ℝ푑
(
푢1(푡) − 푢2(푡)
)
+
푤푁 푑푥 ≲ 피∫
ℝ푑
(
푢1,0 − 푢2,0
)
+
푤푁 (푥) 푑푥, (6.1)
for any 푡 ∈ [0, 푇 ], which follows from (5.39) and the identity 2(푎− 푏)+ = |푎 − 푏|+ (푎− 푏)
for all 푎, 푏 ∈ ℝ. As a result, 푢0,1 ≤ 푢0,2 implies 푢1 ≤ 푢2.
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One can also establish (6.1) directly, following the proof of Proposition 5.1 step-by-step,
modulo one change. The proof of Proposition 5.1makes use of the Itô chain rule to compute
the equation for 휚−휚2 = 휚(1−휚). To establish (6.1), we use instead the Itô product formula
to deduce that (formally) the functions 휌1 = 핀휉<푢1 and 휌2 = 핀휉<푢2 satisfy the equation
휕푡
(
휚1(1 − 휚2)
)
+ div(푥,휉)
(
푎휚1(1 − 휚2)
)
+ 푅휕휉
(
휚1(1 − 휚2)
)
+
∑
푘≥1
푏푘휕휉
(
휚1(1 − 휚2)
)
푊̇푘(푡)
= 휕휉
(
퐵2
2
휕휉
(
휚1(1 − 휚2)
))
+ (1 − 휚2)휕휉푚1 − 휚1휕휉푚2,
where 푢1, 푢2 are two kinetic solutions with corresponding kinetic measures 푚1 and 푚2. Of
course, the rigorous proof goes through a regularization step that justifies the application
of the Itô product formula.
More generally, we can derive a stochastic Kružkov inequality inequality that may be
considered as a comparison inequality which is satisfied almost surely. Particular cases of
this inequality have been very useful to us in Sections 2 and 3.
Proposition 6.1 (stochastic Kružkov inequality). Let 푢1 and 푢2 be two kinetic solutions of
(5.1) with initial data 푢1,0 and 푢2,0, respectively. Then, almost surely, we have
∫
∞
0 ∫ℝ푑
{||푢1 − 푢2|| 휕푡휙 + sgn (푢1 − 푢2) (퐴(푡, 푥, 푢1) − 퐴(푡, 푥, 푢2)) ⋅ ∇푥휙
+sgn
(
푢1 − 푢2
) (
푅(푡, 푥푢1) − 푅(푡, 푥, 푢2)
)
휙
}
푑푥 푑푡
+
∑
푘≥1∫
∞
0 ∫ℝ푑 sgn
(
푢1 − 푢2
) (
푏푘(푡, 푥, 푢1) − 푏푘(푡, 푥, 푢2)
)
휙푑푥 푑푊푘(푡)
+ ∫
ℝ푑
||푢1,0 − 푢2,0||휙(0, 푥) 푑푥 ≥ 0, (6.2)
for any 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) ×ℝ푑).
Proof. Following the proof of Theorem 5.1 we have that 푢푗 , 푗 = 1, 2, may be found as a
limit in 퐿푝(Ω × [0, 푇 ] × ℝ푑) when 휀 → 0 of a sequence
{
푢휀
푗
}
휀>0
of weak solutions to the
quasilinear parabolic SPDEs
휕푡푢
휀
푗 + div푥퐴(푡, 푥, 푢
휀
푗 ) − 휀Δ푥푢
휀
푗 = 퐵(푡, 푢
휀
푗 )푊̇ (푡) + 푅(푡, 푥, 푢
휀
푗 ),
with initial data 푢휀
푗
(0, 푥) = 푢0,푗(푥). Fix 휀 > 0. Then 푢
휀
1
− 푢휀
2
satisfies the equation
휕푡
(
푢휀
1
− 푢휀
2
)
+ div푥
(
퐴(푡, 푥, 푢휀
1
) − 퐴(푡, 푥, 푢휀
2
)
)
− 휀Δ푥
(
푢휀
1
− 푢휀
2
)
= (퐵(푡, 푢휀
1
) − 퐵(푡, 푢휀
2
))푊̇ (푡) +푅(푡, 푥, 푢휀
1
) −푅(푡, 푥, 푢휀
2
),
with initial data
(
푢휀
1
− 푢휀
2
)
(0, 푥) =
(
푢0,1 − 푢0,2
)
(푥).
Let 푆휃(휉) be a convex 퐶
2 approximation of |휉| such that 푆′
휃
(휉) is monotone nonde-
creasing, 푆′
휃
(휉) = 1, for 휉 > 휃, and 푆′
휃
(휉) = −1, for 휉 ≤ −휃. Applying the Itô formula to
푆휃
(
푢휀
1
− 푢휀
2
)
, multiplying the result by a nonnegative test function휑(푡, 푥), and then sending
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휃 → 0, we arrive eventually at the following inequality that holds almost surely:
∫
∞
0 ∫ℝ푑
||푢휀1 − 푢휀2|| 휕푡휑푑푥 푑푡 + ∫ ∞0 ∫ℝ푑 sgn (푢휀1 − 푢휀2) (퐴(푡, 푥, 푢휀1) − 퐴(푡, 푥, 푢휀2)) ⋅ ∇푥휑푑푥 푑푡
− 휀∫
∞
0 ∫ℝ푑 sgn
(
푢휀
1
− 푢휀
2
)
∇
(
푢휀
1
− 푢휀
2
)
⋅ ∇휑푑푥 푑푡
+ ∫
∞
0 ∫ℝ푑 sgn
(
푢휀
1
− 푢휀
2
) (
푅(푡, 푥, 푢휀
1
) − 푅(푡, 푥, 푢휀
2
)
)
휑푑푥 푑푡
+
∑
푘≥1 ∫
∞
0 ∫ℝ푑 sgn
(
푢휀
1
− 푢휀
2
) (
푏푘(푡, 푥, 푢
휀
1
) − 푏푘(푡, 푥, 푢
휀
2
)
)
휑푑푥 푑푊푘(푡)
+ ∫
ℝ푑
||푢0,1 − 푢0,2||휑(0, 푥) 푑푥 ≥ 0,
(6.3)
where the convergence in the stochastic integral is enabled by (5.8).
Recall that both 푢1, 푢2 satisfy estimate (5.42), uniformly in 휀. Thus, as convergence in
mean square implies convergence in probability, which, in turn, implies a.s. convergence
along a subsequence, we know that the third term on the left-hand side of (6.3) converges to
zero a.s. along a subsequence 휀푛 → 0. By the same token, passing to a further subsequence
as the case may be, taking the limit as 휀푛 → 0 in (6.3), we obtain (6.2). 
Let us consider the case of stiff oscillatory forcing, cf. Section 2, i.e., the stochastic
conservation laws (1.7), where푊 is a standard Brownian motion on ℝ, 퐴(푡, 푥, 푢) = 푓 (푢),
퐵(푡, 푥) = 휅0휎푓1(푢), and 푅(푡, 푥, 푢) =
1
휀
푉 ′
(
푥
휀
)
+ 휅2
0
ℎ푓1(푢).
As aforementioned, (1.7) has a particular solution휓훼
(
푡,
푥
휀
)
given by (3.3). Then a direct
application of Proposition 6.1 yields
Corollary 6.1 (stochastic Kružkov inequality, equation with oscillatory forcing). Let 푢
be an entropy solution of equation (1.7) with initial data 푢0. Then, for any 0 ≤ 휑 ∈
퐶∞푐 ((−∞, 푇 ) × ℝ
푑), we have a.s. that
∫
∞
0 ∫ℝ푑
{||||푢 − 휓훼 (푡, 푥1휀 )|||| 휕푡휙 + ||||푓1(푢) − 푓1 (휓훼 (푡, 푥1휀 ))||||휙푥1
+
푑∑
푘=2
||||푓푘(푢) − 푓푘 (휓훼 (푡, 푥1휀 ))||||휙푥푘 + 휅20 ||||ℎ푓1(푢) − ℎ푓1 (휓훼 (푡, 푥1휀 ))||||휙
}
푑푥 푑푡
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢 − 휓훼
(
푡,
푥1
휀
))(
휎푓1(푢) − 휎푓1
(
휓훼
(
푡,
푥1
휀
)))
휙푑푥 푑푊 (푡)
+ ∫
ℝ푑
||||푢0 − 휓훼 (0, 푥1휀 )||||휙(0, 푥) 푑푥 ≥ 0. (6.4)
Similarly, the stochastic conservation law (1.11) also has a set of particular solutions
휓∗훾 (푡) given by (3.4). In this case, the stochastic Kružkov inequality reads as follows:
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Corollary 6.2 (stochastic Kružkov inequality, equation with forcing). Let 푢̄ be an entropy
solution of (1.11) with initial data 푢̄0. Then we have a.s. that
∫
∞
0 ∫ℝ푑
{|||휓∗훾 (푡) − 푢̄||| 휕푡휑 + 푑∑
푘=1
|||푓̄푘(휓∗훾 (푡)) − 푓̄푘(푢̄)|||휑푥푘
+
|||ℎ푓̄1(휓∗훾 ) − ℎ푓̄1(푢̄)|||휑
}
푑푥 푑푡 + ∫
ℝ푑
|||휓∗훾 (0) − 푢̄0|||휑(0, 푥) 푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢̄ − 휓∗훾 (푡)
)(
휎푓̄1(푢̄) − 휎푓̄1(휓∗훾 (푡))
)
휙푑푥 푑푊 (푡) ≥ 0.
for any 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) ×ℝ푑).
Moving on to the case of oscillatory transport, cf. Section 3, we have
Corollary 6.3 (stochastic Kružkov inequality, equation with oscillatory transport). Let 푢
be an entropy solution of equation (1.1)with initial data 푢0, and let 휓훼(푡) be given by (2.2).
Then, for any 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) × ℝ푑), we have a.s. that
∫
∞
0 ∫ℝ푑
{||푢 − 휓훼(푡)|| 휕푡휙 + ||푓 (푢) − 푓 (휓훼(푡))||푎(푥휀) ⋅ ∇푥휙
+ 휅2
0
||ℎ(푢) − ℎ(휓훼)||휙}푑푥 푑푡 + ∫
ℝ푑
||푢0(푥) − 푔(훼)||휙푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푢 − 휓훼
) (
휎(푢) − 휎
(
휓훼
))
휙푑푥 푑푊 (푡) ≥ 0. (6.5)
Finally, we state the stochastic Kružkov inequality for (1.4).
Corollary 6.4 (stochastic Kružkov inequality, equation with transport). Let 푈 (푡, 푥, 푦) be
the entropy solution of (1.4) with initial data 푈0(푥, 푦), and let 휓훽 be given by (2.2) with
훼 = 훽. Then, for any 0 ≤ 휑 ∈ 퐶∞푐 ((−∞, 푇 ) × ℝ푑), we have a.s. that
∫
∞
0 ∫ℝ푑
{|||푈 − 휓훽 (푡)||| 휕푡휙 + |||푓 (푈 ) − 푓 (휓훽 (푡))|||푎(푦) ⋅ ∇푥휙
+ 휅2
0
|||ℎ(푈 ) − ℎ(휓훽)|||휙
}
푑푥 푑푡 + ∫
ℝ푑
||푈0(푥, 푦) − 푔(훽)|| 푑푥
+ ∫
∞
0 ∫ℝ푑 휅0sgn
(
푈 − 휓훽
) (
휎(푈 ) − 휎
(
휓훽
))
휙푑푥 푑푊 (푡) ≥ 0.
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