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a b s t r a c t
For a family Ω of sets in R2 and a finite subset S of R2, let pΩ(S) be the number of
distinct sets of the form S ∩ ω for all ω ∈ Ω . The maximum pattern complexity p∗Ω(k) is
the maximum of pΩ(S) among S with #S = k. The S attaining the maximum is considered
as themost effective sampling to distinguish the sets inΩ . We obtain the exact values or at
least the order of p∗Ω(k) in k for various classesΩ . We also discuss the dual problem in the
case that #Ω = ∞, that is, consider the partition ofR2 generated by a finite family T ⊂ Ω .
The number of elements in the partition is written as pR2 (T ) and p
∗
R2 (k) is the maximum
of pR2 (T ) among T with #T = k. Here, p∗Ω(k) = p∗R2 (k) does not hold in general.
For the general setting that Ω is an infinite subset of AΣ , where A is a finite alphabet,
Σ is an arbitrary infinite set, and p∗Ω(k) = max#S=k #Ω |S , it is known that the entropy
h(Ω) := lim
k→∞ log p
∗
Ω(k)/k
exists and takes value in {log 1, log 2, . . . , log #A}. In this paper, we prove that the entropy
h(Σ) of the dual system coincides with h(Ω).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
LetΣ be an arbitrary infinite set. For k = 0, 1, 2, . . ., denote
Fk(Σ) = {S; S ⊂ Σ with #S = k}, F (Σ) = ∪∞k=0Fk(Σ),
where # denotes the number of elements in a set. For a nonempty setΩ ⊂ AΣ , where A is a finite set with #A ≥ 2, define
the complexity pΩ which is a function of S ∈ F (Σ) by
pΩ(S) = #Ω|S .
Here,Ω|S is the restriction ofΩ to S. That is,Ω := {ω|S; ω ∈ Ω} and ω|S is the restriction of the mapping ω : Σ → A to
S ⊂ Σ . It is customary to assume that Ω is closed in the weak product topology, but we will not do so in this paper. Note
thatΩ and its closure have the same complexity.
The complexity function as a function of S ∈ F (Σ) is a naive way tomeasure how large the setΩ is. But the dependence
on S is too detailed and complicated. We simplify it in 2 ways as follows:
(1) p∗Ω(k) := supS∈Fk(Σ) pΩ(S) and (2) p∗Ω(k) := infS∈Fk(Σ) pΩ(S).
Since p∗Ω(0) = p∗Ω(0) = 1 hold always, we consider them as functions of k = 1, 2, . . . and called them themaximal pattern
complexity and the minimal pattern complexity ofΩ , respectively. If p∗Ω(k) = p∗Ω(k) (k = 1, 2, . . .) holds, then we callΩ a
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uniform set. In this case, pΩ(S) depends only on #S and define pΩ(k) := pΩ(S) with #S = k as a function of k = 1, 2, . . .,
which is called the uniform complexity ofΩ .
These complexity functions are discussed in [15] for Σ = N := {0, 1, 2, . . .}, together with the block complexity
pBLΩ (k) := pΩ({0, 1, . . . , k− 1}). Here, we consider general infinite setΣ , even with continuum cardinality some times. We
refer to Theorem 1 for generalΣ , which is proved in [15] for N, since the restriction to the caseΣ = N loses no generality.
The study of maximal pattern complexity started more than 10 years ago by Zamboni and the authors [23,6,7]. It was
introduced for the first time for an infinite word ω ∈ AN as
p∗ω(k) := sup
τ⊂N, #τ=k
#{ω[n+ τ ]; n ∈ N} (k = 1, 2, . . .),
whereω[n+ τ ] = ω(n+ τ0)ω(n+ τ1) · · ·ω(n+ τk−1) ∈ Ak with τ = {τ0 < τ1 < · · · < τk−1} ⊂ N. LetΩ = {T nω; n ∈ N},
where T is the shift. Then we have p∗ω(k) = p∗Ω(k) (k = 1, 2, . . .).
One of main motivations for to study the maximal pattern complexity was to find a topological analogy of the sequence
entropy introduced by Kushnirenko [18]. It was found out first thatω ∈ AN is not eventually periodic if and only if p∗ω(k) ≥ 2k
for any k = 1, 2, . . .. Then, we became interested in the words ω ∈ AN satisfying p∗ω(k) = 2k for any k = 1, 2, . . ., which
we call pattern Sturmian words. It is an analogy of Sturmian words ω satisfying pBLω (k) = k + 1 for any k = 1, 2, . . . with
the block complexity pBLω (k). There are 2 different types of recurrent pattern Sturmian words, namely, rotation words and
Toeplitz words. They are known to have different super-stationary structures [8,17].
The study of maximal pattern complexity was developed by Gjini, Rao, Tan, Wen, Qu, Salimov, Ferenczi, Hubert and the
authors [4,9,10,19,13,3]. Specially, in [9,19], the high dimensional words ω in AN
2
or AZ
n
are considered.
The exponential growth rate of the block complexity function pBLω (k) in k corresponds to the topological entropy of the
dynamical system generated by ω. Huang and Ye [5] used the exponential growth rate of p∗ω(k) as a topological invariant of
the dynamical systems to discuss low complexity systems.
The authors used the maximal pattern complexity for the problem of maximizing the partitions of Rn generated by a
fixed number of congruent sets [24]. For example, let B be the unit n-dimensional ball centered at the origin in Rn with
n ≥ 2. Take k-number of its translates B+ xi (i = 1, . . . , k)with xi ∈ Rn and consider the partition P(B+ xi; i = 1, . . . , k)
of Rn generated by these sets. The problem is what is the maximum value of #P(B + xi; i = 1, . . . , k) for the choices of
xi ∈ Rn and how to attain the maximum. We know [24] that
max
{xi; i=1,...,k}⊂Rn
#P(B+ xi; i = 1, . . . , k) = 2
n
i=0

k− 1
i

and if Θ is an infinite subset of Rn such that for some δ with 0 < δ < 1, Θ ⊂ {x ∈ Rn; ||x|| = δ}, and that any subset of
Θ with cardinality n+ 1 is not on a (n− 1)-dimensional plane, where ||x|| =

x21 + · · · + x2n, thenΘ is an optimal position
forΩ , that is, for any k = 1, 2, . . ., any k-elements set {xi; i = 1, . . . , k} fromΘ attains the maximum, that is,
#P(B+ xi; i = 1, . . . , k) = 2
n
i=0

k− 1
i

.
The notion of optimal position was introduced in [11] for the first time. If Ω ⊂ AΣ has an optimal position, say Θ ,
then we have a uniform set Ω|Θ ⊂ AΘ and the uniform complexity pΩ|Θ (k). The uniform complexity has many beautiful
properties and is studied in [8,11,12,14,15].
We recall a result obtained in [15].
Definition 1. For any positive integers r, h andΩ ⊂ AΣ , a pair
((t1, t2, . . . , th),Θ)
is called a r-tree of size h contained in Ω , if (t1, t2, . . . , th) is a sequence of distinct elements in Σ and Θ is a subset of
Ω|{t1,t2,...,th} such that for any η ∈ Θ|{t1,...,ti} with i = 0, 1, . . . , h− 1, we have
#{η′ ∈ Θ|{t1,...,ti,ti+1}; η′|{t1,...,ti} = η} = r.
Theorem 1 (Huang–Kamae–Ye [15]). The following limit
h(Ω) := lim
k→∞(1/k) log p
∗
Ω(k)
called the entropy ofΩ exists, and takes value log r with a positive integer r ≤ #A. Moreover, if h(Ω) = log r, thenΩ contains
a r-tree of an arbitrary large size.
In general, for infinite sets Ω, Σ and a finite set A, let ψ : Ω × Σ → A be a mapping. For σ ∈ Σ and ω ∈ Ω , define
mappings ψ1σ : Ω → A and ψ2ω : Σ → A by ψ1σ (ω) = ψ(ω, σ) and ψ2ω(σ ) = ψ(ω, σ). Hence, {ψ1σ ; σ ∈ Σ} is a subset of
AΩ and {ψ2ω; ω ∈ Ω} is a subset of AΣ . We call one of them dual of the other. The mappingψ is called the dualitymapping.
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In our case thatΩ is an infinite subset ofAΣ , we always define the dualitymappingψ : Ω×Σ → A byψ(ω, σ) = ω(σ).
For S ∈ F (Σ), note that pΩ(S) = #{ψ2ω|S; ω ∈ Ω}. For T ∈ F (Ω), define pΣ (T ) = #{ψ1σ |T ; σ ∈ Σ} and
p∗Σ (k) = sup
T∈Fk(Ω)
pΣ (T ) (k = 1, 2, . . .).
By the symmetry, the existence of the entropy
h(Σ) := lim
k→∞(1/k) log p
∗
Σ (k)
follows from Theorem 1. We prove that it coincides with h(Ω).
Theorem 2. It holds that h(Σ) = h(Ω).
The following Theorem 3 is proved in an unpublished paper [16] of one of the authors. The key lemma (Lemma 4) is
essentially due to Sauer [20]. To be self-contained, we give a proof of it in Section 2.
Theorem 3. LetΩ ⊂ AΣ with #A = d. Assume that p∗Ω(n) < dn holds for some n = 1, 2, . . .. Then, we have
p∗Ω(k) ≤
n−1
i=0

k
i

(d− 1)k−i (k = 1, 2, . . .),
where we define

k
i

= 0 if 0 ≤ i ≤ k does not hold.
We apply the maximal pattern complexity for a problem of pattern recognitions. For example, consider a set of pictures
of, say typical human faces as computer graphics. They are represented as configurations of digital data (colors, brightness,
etc.) at points inΣ = R2. The set of digital data at a point is a finite set, say A, so that a picture is an element in AR2 . Thus,
the set of pictures can be identified with a setΩ ⊂ AR2 .
Choose a subset S (sampling set) ofR2 of a fixed size k to identify a human faceω ∈ Ω by scanning and checking whether
ω|S coincides with the registered one or not. Thus, we can use the information of ω|S as like a password. The best candidate
for S is those which distinguish the faces in Ω as many as possible. In another word, the best S is those satisfying that
#Ω|S = p∗Ω(k). We are interested in how to choose the sampling set and how many faces in Ω are distinguished by the
observation, related to the pattern recognition problem.
In this paper, other than Sections 2 and 3, we assume that A = {0, 1} and Σ = R2. By identifying ω ∈ Ω with the set
{σ ; ω(σ) = 1},Ω is considered as a family of sets inR2, that is, a family ofmonochromatic pictures.With this identification,
pΩ(S) is considered as the number of distinct sets of the form ω ∩ S for all ω ∈ Ω , that is
pΩ(S) = #{ω ∩ S; ω ∈ Ω} (S ∈ F (R2)),
and p∗Ω(k) is the maximum of this number among S ∈ Fk(R2).
As a corollary of Theorem 3, we have
Corollary 1. If A = {0, 1} and p∗Ω(n) < 2n for some n = 1, 2, . . ., then p∗Ω(k) = O(kn−1).
In the case A = {0, 1}, the maximum n such that p∗Ω(n) = 2n is called Vapnik–Chervonenkis dimension (VC-dimension, for
short) of the class of subsets Ω of Σ . It is a basic notion in the problems of pattern recognition and machine learning, and
has been studied by many authors, for example, Vapnik et al. [21], Wenocur and Dudley [22], Bras [2], and Blumer et al. [1].
We obtain the order of p∗Ω(k) in k for various Ω listed below. Sometimes, we get the exact value of p∗Ω(k) as well as an
optimal position forΩ . We introduce the ortho-normal coordinate system in R2 with x- and y- axes. We assume that all the
sets belonging to the classes below are closed, just for simplicity.
L = the class of straight lines in R2
H = the class of half planes bounded by straight lines in R2
D1 = the class of unit discs in R2
D = the class of discs in R2
Q1 = the class of unit squares in R2 with edges parallel to x- or y- axis
Q = the class of squares in R2 with edges parallel to x- or y- axis
R = the class of rectangles in R2 with edges parallel to x- or y- axis
Cn = the class of convex n-polygons in R2, (n = 3, 4, . . .)
C∞ = the class of convex n-polygons with arbitrary n = 3, 4, . . . in R2.
Theorem 4. (1) We have p∗L(k) = 12k2 + 12k+ 1 (k = 1, 2, . . .). Moreover,Θ ⊂ R2 with #Θ = ∞ is an optimal position for
L if and only if any 3 points inΘ are not on a line.
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(2) We have p∗D1(k) = k2 − k + 2 (k = 1, 2, . . .). Moreover, Θ ⊂ R2 with #Θ = ∞ is an optimal position for D1 if Θ is a
subset of a circle with radius δ such that 0 < δ < 1.
(3) We have p∗Q1(k) = k2 − k+ 2 (k = 1, 2, . . .). An optimal position forQ1 does not exist.
(4) We have p∗H (k) = k2− k+ 2 (k = 1, 2, . . .). Moreover,Θ ⊂ R2 with #Θ = ∞ is an optimal position forH ifΘ is a subset
of a circle with radius δ such that δ > 0.
(5) We have p∗C∞(k) = 2k (k = 1, 2, . . .). Moreover,Θ ⊂ R2 with #Θ = ∞ is an optimal position for C∞ if and only ifΘ is a
subset of the boundary of a strictly convex set.
Theorem 5. (1) We have p∗D(k) ≍ k3 as k →∞ in the sense that
0 < lim inf
k→∞ p
∗
D(k)/k
3 ≤ lim sup
k→∞
p∗D(k)/k
3 <∞.
(2) We have p∗Q(k) ≍ k3 as k →∞.
(3) We have p∗R(k) ≍ k4 as k →∞.
(4) We have k2n ≺ p∗Cn(k) ≺ k2n+1 as k →∞ for any n = 3, 4, . . . in the sense that
lim inf
k→∞ p
∗
Cn
(k)/k2n > 0 and lim sup
k→∞
p∗Cn(k)/k
2n+1 <∞.
Remark 1. Some results in the above theorems (e.g. forL, H, Q, R) are well known in term of VC-dimension. But some
exact values and the notions of duality and optimal position have not been discussed in this connection.
Organization of the paper
In Section 2, we give 3 examples of duality and prove that the entropies of dual systems are the same (Theorem 2).
In Section 3, we prove Sauer’s Lemma (Lemma 3) and Theorem 3 based on it.
Section 4 is devoted to the proof of Theorem 4 obtaining exact estimates of the maximal pattern complexities of
L, D1, Q1, H, C∞. We also discuss the optimal positions.
In Section 5, we prove a lemma for upper estimates of the VC-dimensions of Q andR. Using it, we obtain the orders of
the maximal pattern complexities ofD, Q, R, Cn.
2. Duality
For an infinite subsetΩ ⊂ AΣ , let ψ : Ω ×Σ → A be the duality mapping defined as ψ(ω, σ) = ω(σ).
Example 1. LetΩ = D1 andΣ = R2. For x ∈ R2, let ωx be the unit disc centered at x. Then, we have the symmetry that
ψ(ωx, y) = ψ(ωy, x) = 1|x−y|≤1
for any x, y ∈ R2. Therefore, p∗Ω(k) = p∗Σ (k) follows. Since the boundaries of 2 distinct discs intersect at most at 2 points,
the number of partition increased by adding one disc to k discs is at most 2k. Hence, we have p∗Σ (k+ 1) ≤ p∗Σ (k)+ 2k (k =
1, 2, . . .). In fact, we know [24] that p∗Σ (k) = k2 − k + 2 (k = 1, 2, . . .). Thus, we have p∗Ω(k) = p∗Σ (k) = k2 − k + 2. The
same result holds forQ1.
Example 2. LetΩ = D (orQ) andΣ = R2. By the same reason as Example 1, we have p∗Σ (k) = k2 − k+ 2. Let
S = {(−i, 0); i = 1, . . . , k} ∪ {(i, 0); i = 1, . . . , k} ∪ {(0, i/k); i = 1, . . . , k}.
Then, since there is a circle (squarewhose edges are parallel to x- or y- axis, respectively) passing (−i1, 0), (i2, 0) and (0, i3/k)
for any i1, i2, i3 ∈ {1, . . . , k}, we have
p∗Ω(3k) ≥ #{S ∩ ω; ω ∈ D} ≥ k3.
Thus, p∗Ω(k) ≍ k3 while p∗Σ (k) ≍ k2.
Example 3. LetΣ = N = {0, 1, 2, . . .} andΩ ⊂ {0, 1}N be the set of all 0-1-words with at most one 1-block, that is,
{0i1j0∞; i ∈ N, j ∈ N} ∪ {0i1∞; i ∈ N}.
Then, we have p∗Ω(k) = 1+k+

k
2

. On the other hand, sinceω ∈ Ω gives a partition ofN by the interval {i ∈ N; ω(i) = 1},
we have p∗Σ (k+ 1)− p∗Σ (k) ≤ 2. In fact, we have p∗Σ (k) = 2k (k = 1, 2, . . .). Thus, p∗Ω(k) ≍ k2 while p∗Σ (k) ≍ k.
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Proof of Theorem 2. By the symmetry, it is sufficient to prove that h(Σ) ≥ h(Ω). If h(Ω) = 0, then this holds clearly.
Assume that h(Ω) = log r with an integer r ≥ 2.
Take any k = 1, 2, . . .. By Theorem 1,Ω contains a r-tree, say
((t1, t2, . . . , tH),Θ)
with H = k+ rk, where U := {t1, t2, . . . , tH} ⊂ Σ andΘ ⊂ Ω|U . Our aim is to constructW ∈ Fk(Ω) such that
#Σ |W = #{(w(t); w ∈ W ); t ∈ Σ} ≥ rk.
We determine W gradually starting from any W0 ⊂ Θ|{t1,...,tk} ⊂ Ω|{t1,...,tk}. For each h = 0, 1, . . . , rk, we construct
Wh ⊂ Θ|Uh , where Uh = {t1, t2, . . . , tk+h}, inductively as follows:
(1) W0 is any set with #W0 = k,
(2) #Wh+1 = k andWh+1|Uh = Wh,
(3) if #{(w(t); w ∈ Wh); t ∈ Uh} < rk and h < rk, then
#{(w(t); w ∈ Wh+1); t ∈ Uh+1} = #{(w(t); w ∈ Wh); t ∈ Uh} + 1.
(3) is possible, since if h < rk, then any w ∈ Wh has r distinct extensions to Uh+1. Therefore, there are rk distinct
extensions fromWh toWh+1. If
#{(w(t); w ∈ Wh); t ∈ Uh} = #{(w(t); w ∈ Wh+1); t ∈ Uh} < rk,
then we can findWh+1 such that (w(tk+h+1); w ∈ Wh+1) is not in {(w(t); w ∈ Wh); t ∈ Uh}. Thus, we get #Σ |Wrk = rk.
DefineW ∈ Fk(Ω) so thatW |U = Wrk . Then, we have
p∗Σ (k) ≥ pΣ (W ) ≥ rk (k = 1, 2, . . .).
Thus, h(Σ) ≥ h(Ω). 
3. Proof of Theorem 3
Let Ω ⊂ AΣ with #A = d. Take n = 1, 2, . . . and k ≥ n since otherwise, our statement is clear. Since p∗Ω(n) < dn,
for each U ∈ Fn(Σ), there is ξU ∈ AU such that ξU /∈ Ω|U . Choose one of ξU ∈ AU as this for any U ∈ Fn(Σ). Take any
S ∈ Fk(Σ). Let F = {ξU ; U ∈ Fn(S)} and
P (F, S) := {η ∈ AS; η|U /∈ F for any U ∈ Fn(S)}.
Then, we haveΩ|S ⊂ P (F, S). Hence, our theorem follows from the following lemma. 
Let F ⊂ ∪U∈Fn(S)AU . We call F a simple complete list of words on S of size n if #(F ∩AU) = 1 for any U ∈ Fn(S). Then, F is
a simple complete list of words on S of size n.
Lemma 4. Let n ≤ k and S be a set with #S = k. Let F be a simple complete list of words on S of size n. Then, we have
#P (F , S) ≤n−1i=0 ki

(d− 1)k−i.
Proof. For n = 1 our statement is clear since #P (F , S) = (d− 1)k. We use the induction on n. Assume that n ≥ 2 and our
statement holds for n− 1.
If k = n, then our statement is clear since #P (F , S) = dn− 1. We use the induction on k. Assume that k ≥ n+ 1 and our
statement holds for k− 1.
Take s0 ∈ S and S ′ := S \ {s0}. Let F ′ := {ξU ∈ F; s0 /∈ U} and F ′′ := {(ξU)|U\{s0}; ξU ∈ F , s0 ∈ U}. Then, F ′ is a simple
complete list of words of size n on S ′, while F ′′ is a simple complete list of words of size n − 1 on S ′. Since #S ′ = k − 1,
by the induction hypothesis, we have #P (F ′, S ′) ≤n−1i=0 k− 1i

(d − 1)k−1−i. Also, since #F ′′ = n − 1, by the induction
hypothesis, we have #P (F ′′, S ′) ≤n−2i=0 k− 1i

(d− 1)k−1−i.
For any η ∈ P (F , S), we have η|S′ ∈ P (F ′, S ′). Define the mapping π : P (F , S) → P (F ′, S ′) by π(η) = η|S′ . If
η′ ∈ P (F ′, S ′) \ P (F ′′, S ′), then there exists U ′ ∈ Fn−1(S ′) such that η′|U ′ ∈ F ′′. This implies that there exists a ∈ A such
that the extension η ∈ AS of η′ with η(s0) = a satisfies that η|U ∈ F , where U = U ′ ∪ {s0}. Therefore, η /∈ P (F , S). Thus,
#π−1(η′) ≤

d− 1 if η′ ∈ P (F ′, S ′) \ P (F ′′, S ′)
d if η′ ∈ P (F ′, S ′) ∩ P (F ′′, S ′) ,
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which implies that #P (F , S) ≤ (d− 1)#P (F ′, S ′)+ #P (F ′′, S ′). Hence,
#P (F , S) ≤ (d− 1)#P (F ′, S ′)+ #P (F ′′, S ′)
≤ (d− 1)
n−1
i=0

k− 1
i

(d− 1)k−1−i +
n−2
i=0

k− 1
i

(d− 1)k−1−i
=
n−1
i=0

k− 1
i

+

k− 1
i− 1

(d− 1)k−i =
n−1
i=0

k
i

(d− 1)k−i,
which completes the proof. 
4. Proof of Theorem 4
(1) If S ⊂ R2 with #S = k satisfies that any 3 points in S are not on a line, then it is clear that pL(S) = 1 + k +

k
2

.
Moreover, if some 3 points, say u, v, w ∈ S are on a line, then {u, v}, {u, w}, {v,w} are not in {ω ∩ S; ω ∈ L}, while a
unique set containing {u, v, w} is in it. Therefore, pL(S) decreases at least 2 from 1+ k+

k
2

. Thus, we have the required
statements.
(2) Let ψ : D1 × R2 → A be the duality map. By Example 1, we have the symmetry that ψ(ωx, y) = ψ(ωy, x) and
hence, pD1(S) = pR2({ωx; x ∈ S}) for any S ∈ F (R2), where ωx is the unit disc centered at x ∈ R2. We know ([24]) that
p∗R2(k) = k2− k+2 (k = 1, 2, . . .) and an infinite set {ωx; x ∈ Θ}, whereΘ ⊂ R2 is contained in a circle with radius δ such
that 0 < δ < 1, is an optimal position for p∗R2 . Hence by the symmetry, we have p
∗
D1
(k) = p∗R2(k) = k2−k+2 (k = 1, 2, . . .).
Moreover, the aboveΘ is an optimal position for p∗D1(k).
(3) Let ψ : Q1 × R2 → A be the duality mapping. Similar to the above (2), we have ψ(θx, y) = ψ(θy, x), where θx is
the unit square centered at x ∈ R2. Moreover, we know ([24]) that p∗R2(k) = k2 − k+ 2 (k = 1, 2, . . .) and that there is no
optimal position for p∗R2(k). Hence, p
∗
Q1
(k) = k2 − k+ 2 (k = 1, 2, . . .) and there is no optimal position for p∗Q1(k).
(4) LetDr be the set of discs in R2 with radius r andΘ be an infinite subset of a circle with radius δ such that 0 < δ < r .
By above (2), we have p∗Dr (k) = k2 − k+ 2 (k = 1, 2, . . .) andΘ is an optimal position forDr . Letting r →∞, we get (4).
(5) Let Θ ⊂ R2 with #Θ = ∞ be a subset of the boundary of a strictly convex set. Let S ∈ Fk(Θ) with an arbitrary
k = 1, 2, . . .. Take any subset U of S. Let Uˆ be the convex hull of U . Then, it is clear that Uˆ ∈ C∞ and Uˆ ∩ S = U . Thus,
pC∞(S) = 2k.
Assume thatΘ ⊂ R2 with #Θ = ∞ is not a subset of the boundary of a strictly convex set. Then, there exist S ∈ F (Θ)
and s ∈ S such that s ∈ S \ {s}. This implies that S \ {s} is not in the class {ω ∩ S; ω ∈ C}. Thus, Θ is not an optimal
position. 
5. Proof of Theorem 5
Lemma 5. (1) For any S ∈ F5(R2), there exist 3 points, say (x1, y1), (x2, y2), (x3, y3) in S such that either x1 ≤ x2 ≤ x3 and
y1 ≤ y2 ≤ y3, or x1 ≤ x2 ≤ x3 and y1 ≥ y2 ≥ y3.
(2) For any S ∈ F4(R2), either there exist 3 points in S satisfying the condition in (1), or S coincides with
{(x1, y1), (x2, y2), (x3, y3), (x4, y4)} such that x1 ≤ x2 ≤ x3 ≤ x4 and {y1, y4} ⊂ (min{y2, y3},max{y2, y3}).
Proof. (1) is proved as Lemma 18 in [24].
(2) Let S = {(x1, y1), (x2, y2), (x3, y3), (x4, y4)}with x1 ≤ x2 ≤ x3 ≤ x4. Assume that
{y1, y4} ∩ {min{y1, y2, y3, y4},max{y1, y2, y3, y4}} ≠ ∅.
Without loss of generality, we may assume that y1 = min{y1, y2, y3, y4}. If any one of the relations y2 ≤ y3, y2 ≤ y4 or
y3 ≤ y4 holds, then we have 3 points in S satisfying the condition in (1) including (x1, y1). If otherwise, then we have
y2 > y3 > y4 and the 3 points (x2, y2), (x3, y3), (x4, y4) satisfy the condition in (1).
Therefore, if (1) does not hold, then we have
{y1, y4} ∩ {min{y1, y2, y3, y4},max{y1, y2, y3, y4}} = ∅,
which implies that {y1, y4} ⊂ (min{y2, y3},max{y2, y3}). 
Proof of Theorem 5. (1) Take any S ⊂ R2 with #S = 4. If there exists s ∈ S such that s ∈ S \ {s}, then S \ {s} cannot be
S ∩ Dwith D ∈ D . Hence, pD(S) < 24.
Nowassume that S coincideswith {s1, s2, s3, s4} such thats1s2s3s4 is a convex quadrilateral. Since ̸ s1+ ̸ s2+ ̸ s3+ ̸ s4 =
2π , either ̸ s1 + ̸ s3 ≤ π or ̸ s2 + ̸ s4 ≤ π . Assume without loss of generality that ̸ s1 + ̸ s3 ≤ π . Then, S ∩ D cannot
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be {s1, s3} for any D ∈ D . These arguments imply that pD(S) < 24 for any S ∈ F4(R2). Therefore, p∗D(4) < 24 and hence,
p∗D(k) = O(k3) holds by Corollary 1.
Conversely with S in Example 2, we have
p∗Ω(3k) ≥ #{S ∩ ω; ω ∈ D} ≥ k3 (k = 1, 2, . . .).
Thus lim infk→∞ p∗D(k)/k3 ≥ 1/33 > 0, which completes the proof. 
(2) Take an arbitrary S ∈ F4(R2). If there are 3 points s1, s2, s3 in S satisfying the condition in (1) of Lemma 5, then S ∩Q
cannot be {s1, s3} for any Q ∈ Q. Hence, pQ(S) < 24.
By Lemma 5, to prove that p∗Q(4) < 24, it is sufficient to prove that if S = {(x1, y1), (x2, y2), (x3, y3), (x4, y4)} such that
x1 ≤ x2 ≤ x3 ≤ x4 and {y1, y4} ⊂ (min{y2, y3},max{y2, y3}), then pQ(S) < 24. Assume that |x1 − x4| ≤ |y2 − y3|. Then,
S ∩ Q cannot be {(x2, y2), (x3, y3)} for any Q ∈ Q and hence, pQ(S) < 24. Assume next that |x1 − x4| ≥ |y2 − y3|. Then,
S ∩Q cannot be {(x1, y1), (x4, y4)} for any Q ∈ Q and hence, pQ(S) < 24. Thus p∗Q(4) < 24, and hence, p∗Q(k) = O(k3) holds
by Corollary 1.
Conversely, with S in Example 2, we have p∗Q(3k) ≥ pQ(S) ≥ k3 (k = 1, 2, . . .). Thus, lim infk→∞ p∗Q(k)/k3 ≥ 1/33 > 0,
which completes the proof.
(3) Take an arbitrary S ∈ F5(R2). By Lemma 5, there are 3 points s1, s2, s3 in S satisfying the condition in (1) of Lemma 5.
Then, S ∩ R cannot be {s1, s3} for any R ∈ R. Hence, p∗R(5) < 25. Therefore by Corollary 1, we have p∗R(k) = O(k4).
Conversely, let
S = {(−k, 0), (−k+ 1, 0), . . . , (−1, 0)} ∪ {(1, 0), (2, 0), . . . , (k, 0)}
∪ {(0,−k), (0,−k+ 1), . . . , (0,−1)} ∪ {(0, 1), (0, 2), . . . , (0, k)}.
Then, for any i, j, l, h ∈ {1, 2, . . . , k}, there exists R ∈ R such that the set
{(−i, 0), (−i+ 1, 0), . . . , (−1, 0)} ∪ {(1, 0), (2, 0), . . . , (j, 0)}
∪ {(0,−l), (0,−l+ 1), . . . , (0,−1)} ∪ {(0, 1), (0, 2), . . . , (0, h)}
coincides with S ∩R. Hence, we have p∗R(4k) ≥ pR(S) ≥ k4 (k = 1, 2, . . .). Thus, lim infk→∞ p∗R(k)/k4 ≥ 1/44 > 0, which
completes the proof.
(4) Take an arbitrary S ∈ F2n+2(R2). If there exists s ∈ S such that s ∈ S \ {s}, then S \ {s} cannot be of the form S ∩ C
for any C ∈ Cn, which implies pCn(S) < 22n+2. Hence, assume that S is the set of vertices of a convex (2n+ 2)-polygon, say
s1s2 · · · s2n+2. We prove that U := {s2, s4, . . . , s2n+2} cannot be of the form S ∩ C for any C ∈ Cn.
Suppose that U = S∩C holds with some C ∈ Cn. Since s1 /∈ U while {s2n+2, s2} ⊂ U , one of edges in C should separate s1
from {s2n+2, s2}. In the same way, there is an edge of C which separates s3 from {s2, s4}. These 2 edges must be different by
the convexity of the polygon s1s2 · · · s2n+2. Continuing this argument, we get a conclusion that we need a (n + 1)-polygon
C to have U = S ∩ C , and hence, a contradiction. Therefore, we have pCn(S) < 22n+2, which implies that p∗Cn(n) < 22n+2.
Therefore, we have p∗Cn(k) = O(k2n+1) by Corollary 1. Thus, p∗Cn(k) ≺ k2n+1.
Take a sufficiently large k. Let S = {s1, s2, . . . , sk} be such that
sj = (cos(2π j/k), sin(2π j/k)) (j = 1, 2, . . . , k).
Take any sequence 1 ≤ u1 < u2 < · · · < u2n ≤ k. Let
U = {su1 , su1+1, . . . , su2} ∪ {su3su3+1 · · · su4} ∪ · · · ∪ {su2n−1 , su2n−1+1, . . . , su2n}.
Let C be the n-polygon having edges including su2su3 , su4su5 , . . . , su2nsu1 . Then, we have U = S ∩ C . Since the choice of
u1, u2, . . . , u2n determines the set U in one-to-one way, we have
p∗Cn(k) ≥ #{S ∩ C; C ∈ Cn} ≥

k
2n

.
Thus, k2n ≺ p∗Cn(k).
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