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Abstract
We are concerned with the linearized, isotropic and homogeneous elastic scattering problem by (pos-
sibly many) small rigid obstacles of arbitrary Lipschitz regular shapes in 3D. Based on the Foldy-Lax
approximation, valid under a sufficient condition on the number of the obstacles, the size and the mini-
mum distance between them, we show that any of the two body waves, namely the pressure waves P or
the shear waves S, is enough for solving the inverse problem of detecting these scatterers and estimating
their sizes. Further, it is also shown that the shear-horizontal part SH or the shear vertical part SV of
the shear waves S are also enough for the location detection and the size estimation. Under some extra
assumption on the scatterers, as the convexity assumption, we derive finer size estimates as the radius
of the largest ball contained in each scatterer and the one of the smallest ball containing it. The two
estimates measure, respectively, the thickness and length of each obstacle.
Keywords: Elastic wave scattering, Small-scatterers, Foldy-Lax approximation, Capacitance, MUSIC
algorithm.
1 Introduction and statement of the results
Let B1, B2, . . . , BM be M open, bounded and simply connected sets in R
3 with Lipschitz boundaries, con-
taining the origin. We assume that their sizes and Lipschitz constants are uniformly bounded. We set
Dm := ǫBm + zm to be the small bodies characterized by the parameter ǫ > 0 and the locations zm ∈ R3,
m = 1, . . . ,M .
Assume that the Lame´ coefficients λ and µ are constants satisfying µ > 0 and 3λ+ 2µ > 0. Let U i be a
solution of the Navier equation (∆e + ω2)U i = 0 in R3, ∆e := (µ∆+ (λ + µ)∇ div). We denote by Us the
elastic field scattered by the M small bodies Dm ⊂ R3 due to the incident field U i. We restrict ourselves to
the scattering by rigid bodies. Hence the total field U t := U i + Us satisfies the following exterior Dirichlet
problem of the elastic waves
(∆e + ω2)U t = 0 in R3\
(
M∪
m=1
D¯m
)
, (1.1)
U t|∂Dm = 0, 1 ≤ m ≤M (1.2)
with the Kupradze radiation conditions (K.R.C)
lim
|x|→∞
|x| d−12 (∂Up
∂|x| − iκpωUp) = 0, and lim|x|→∞ |x|
d−1
2 (
∂Us
∂|x| − iκsωUs) = 0, (1.3)
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where the two limits are uniform in all the directions xˆ := x|x| ∈ S2 and S2 is the unit sphere. Also,
we denote Up := −κ−2pω∇(∇ · Us) to be the longitudinal (or the pressure or P) part of the field u and
Us := κ
−2
sω ∇ × (∇ × Us) to be the transversal (or the shear or S) part of the field Us corresponding to
the Helmholtz decomposition Us = Up + Us. The constants κpω :=
ω
cp
and κsω :=
ω
cs
are known as
the longitudinal and transversal wavenumbers, cp :=
√
λ+ 2µ and cs :=
√
µ are the corresponding phase
velocities, respectively and ω is the frequency.
The scattering problem (1.1-1.3) is well posed in the Ho¨lder or Sobolev spaces, see [3,10,13] for instance,
and the scattered field Us has the following asymptotic expansion:
Us(x) :=
eiκpω |x|
|x| U
∞
p (xˆ) +
eiκsω |x|
|x| U
∞
s (xˆ) +O(
1
|x|2 ), |x| → ∞ (1.4)
uniformly in all directions xˆ ∈ Sd−1. The longitudinal part of the far-field, i.e. U∞p (xˆ) is normal to S2
while the transversal part U∞s (xˆ) is tangential to S
2. As usual in scattering problems we use plane incident
waves in this work. For the Lame´ system, the full plane incident wave is of the form U i(x, θ) := αθ eiκpωθ·x+
βθ⊥ eiκsω θ·x, where θ⊥ is any direction in S2 perpendicular to the incident direction θ ∈ S2, α, β are arbitrary
constants. In particular, the pressure and shear incident waves are given as follows;
U i,p(x, θ) := θeiκpω θ·x and U i,s(x, θ) := θ⊥eiκsωθ·x. (1.5)
Pressure incident waves propagate in the direction of θ, whereas shear incident waves propagate in the direc-
tion of θ⊥. In the two dimensional case, the shear waves have only one direction. But in the three dimensional
case, they have two orthogonal components called vertical and horizontal shear directions denoted by θ⊥v
and θ⊥h respectively. So, θ⊥ = θ⊥/|θ⊥| with θ⊥ := αθ⊥h +βθ⊥v for arbitrary constants α and β. To give the
explicit forms of θ⊥h and θ⊥v , we recall the Euclidean basis {e1, e2, e3} where e1 := (1, 0, 0)T , e2 := (0, 1, 0)T
and e3 := (0, 0, 1)
T , write θ := (θx, θy, θz)
T and set r2 := θ2x + θ
2
y. Let R3 = R3(θ) be the rotation map
transforming θ to e3. Then in the basis {e1, e2, e3},R3 is given by the matrix
R3 = 1
r2

 θ22 + θ21θz −θxθy(1− θz) −θxr2−θxθy(1− θz) θ21 + θ22θz −θyr2
θxr
2 θyr
2 θzr
2

 . (1.6)
It satisfies RT3R3 = I and R3θ = e3. Correspondingly, we write θ⊥h := RT3 e1 and θ⊥v := RT3 e2. These two
directions represent the horizontal and the vertical directions of the shear wave and they are given by
θ⊥h =
1
r2
(θ2y + θ
2
xθz, θxθy(θz − 1),−r2θx)⊤, θ⊥v =
1
r2
(θxθy(θz − 1), θ2x + θ2yθz,−r2θy)⊤. (1.7)
The functions U∞p (xˆ, θ) := U
∞
p (xˆ) and U
∞
s (xˆ, θ) := U
∞
s (xˆ) for (xˆ, θ) ∈ S2× S2 are called the P-part and the
S-part of the far-field pattern respectively.
Definition 1.1. We define
1. a := max
1≤m≤M
diam(Dm)
[
= ǫ max
1≤m≤M
diam(Bm)
]
,
2. d := min
m 6=j
1≤m,j≤M
dmj , where dmj := dist(Dm, Dj).
3. ωmax as the upper bound of the used frequencies, i.e. ω ∈ [0, ωmax].
4. Ω to be a bounded domain in R3 containing the small bodies Dm, m = 1, . . . ,M .
Our goal in this work is to justify the following results.
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Theorem 1.2. The matrix (U∞p (xˆj , θl))
N
j,l=1 (or (U
∞
s (xˆj , θl))
N
j,l=1), for N large enough, corresponding to
one of the incident waves in (1.5) is enough to localize the centers zj and estimate the sizes of the obstacles
Dj, j = 1, ...,M .
Further, the matrix (U∞SV (xˆj , θl))
N
j,l=1 (or (U
∞
SH(xˆj , θl))
N
j,l=1) is also enough to localize the obstacles and
estimate their sizes. Here U∞SV (·, ·) and U∞SH(·, ·) are respectively the Shear-Horizontal and the Shear-Vertical
parts of the shear parts of the far-fields.
The approach we use to justify these results is based on two steps.
1. In the first step, we derive the asymptotic expansion of the far-fields in terms of the three parameters
modeling the collection of scatterers, namely M , a and d. This is sometimes called the Foldy-Lax
approximation.
2. We use the dominant term of this approximation coupled with the so-called MUSIC algorithm to detect
the locations of the obstacles.
This approach is known for a decade, see [5] for instance. Our contribution to this approach is twofold
corresponding to the two steps mentioned above. Regarding the first step, we provide the asymptotic
expansion in terms of the three parameters M , a and d, while in the previous literature the two parameters
M and d are assumed to be fixed, [3,4]. This expansion is justified for the Lame´ model, under consideration
here, in our previous work [7]. Regarding the second step, which is the object of this paper, we apply the
MUSIC algorithm, see [5, 9], to the P-parts (respectively the S-parts) of the elastic far-fields to localize
the centers of the scatterers. Further, we extract the elastic capacitances of the obstacles from these
data. Finally, from these capacitances we derive lower and upper estimates of the scaled perimeter of the
scatterers, see Theorem 3.5. If in addition the obstacles are convex, then we derive an upper estimate of the
largest ball contained in each obstacle and a lower bound of the smallest ball containing it, see Theorem
3.6. The two estimates measure, respectively, the thickness and length of each obstacle. It seems to us that
these two estimates are new in the literature.
Let us also emphasize that our results mean that any of the two body waves (pressure or shear waves)
is enough to localize and estimate the sizes of the scatterers.
The rest of paper is organized as follows. In section 2, we recall, from [7], the Foldy-Lax approximation
of the elastic fields. In section 3, we use these approximations to justify Theorem 1.2.
2 Forward Problem
2.1 The asymptotic expansion of the far-fields
The forward problem is to compute the P-part, U∞p (xˆ, θ), and the S-part, U
∞
s (xˆ, θ), of the far-field pattern
associated with the Lame´ system (1.1-1.3) for various incident and the observational directions. The main
result is the following theorem, see [7, Theorem 1.2], which justifies the Foldy-Lax approximation, in order
to represent the scattering by small scatterers taking into account the three parameters M , a and d.
Theorem 2.1. There exist two positive constants a0 and c0 depending only on the size of Ω, the Lipschitz
character of Bm,m = 1, . . . ,M , dmax and ωmax such that if
a ≤ a0 and
√
M − 1a
d
≤ c0 (2.1)
then the P-part, U∞p (xˆ, θ), and the S-part, U
∞
s (xˆ, θ), of the far-field pattern have the following asymptotic
expressions
U∞p (xˆ, θ) =
1
4π c2p
(xˆ ⊗ xˆ)
[
M∑
m=1
e
−i ω
cp
xˆ·zmQm +O
(
Ma2 +M(M − 1)a
3
d2
+M(M − 1)2 a
4
d3
)]
, (2.2)
3
U∞s (xˆ, θ) =
1
4π c2s
(I − xˆ⊗ xˆ)
[
M∑
m=1
e−i
ω
cs
xˆ· zmQm +O
(
Ma2 +M(M − 1)a
3
d2
+M(M − 1)2 a
4
d3
)]
.(2.3)
uniformly in xˆ and θ in S2. The constant appearing in the estimate O(.) depends only on the size of Ω, the
Lipschitz character of the reference bodies, a0, c0 and ωmax. The vector coefficients Qm, m = 1, ...,M, are
the solutions of the following linear algebraic system
C−1m Qm +
M∑
j=1
j 6=m
Γω(zm, zj)Qj = −U i(zm, θ), (2.4)
for m = 1, ...,M, with Γω denoting the Kupradze matrix of the fundamental solution to the Navier equation
with frequency ω, Cm :=
∫
∂Dm
σm(s)ds and σm is the solution matrix of the integral equation of the first
kind ∫
∂Dm
Γ0(sm, s)σm(s)ds = I, sm ∈ ∂Dm, (2.5)
with I the identity matrix of order 3. The algebraic system (2.4) is invertible under the condition:
a
d
≤ c1t−1 (2.6)
with
t :=
[
1
c2p
− 2diam(Ω) ω
c3s
(
1−( 12κsωdiam(Ω))
NΩ
1−( 12κsωdiam(Ω))
+ 1
2NΩ−1
)
− diam(Ω) ω
c3p
(
1−( 12κpωdiam(Ω))
NΩ
1−( 12κpωdiam(Ω))
+ 1
2NΩ−1
)]
,
which is assumed to be positive and NΩ := [2diam(Ω)max{κsω , κpω}e2], where [·] denotes the integral part and
ln e = 1. The constant c1 depends only on the Lipschitz character of the reference bodies Bm, m = 1, . . . ,M .
We call the system (2.4) the elastic Foldy-Lax algebraic system. The matrix Cm :=
∫
∂Dm
σm(s)ds, where
σm solves (2.5), is called the elastic capacitance of the set Dm. One of the interests of the expansions (2.2)
and (2.3) is that we can reduce the computation of the elastic fields due to small obstacles to solving an
algebraic system (i.e. (2.4)) and inverting a first kind integral equation (i.e. (2.5)). Another goal in deriving
the expansion in terms of the three parameters is the quantification of the equivalent effective medium,
without homogeneization (i.e. with no periodicity assumption on the distribution of the scatterers), see [1]
for the acoustic model.
2.2 The fundamental solution
The Kupradze matrix Γω = (Γωij)
3
i,j=1 of the fundamental solution to the Navier equation is given by
Γω(x, y) =
1
µ
Φκsω (x, y)I+
1
ω2
∇x∇⊤x [Φκsω (x, y)− Φκpω (x, y)], (2.7)
where Φκ(x, y) =
exp(iκ|x−y|)
4π|x−y| denotes the free space fundamental solution of the Helmholtz equation (∆ +
κ2)u = 0 in R3. The asymptotic behavior of Kupradze tensor at infinity is given as follows
Γω(x, y) =
1
4π c2p
xˆ⊗ xˆ e
iκpω |x|
|x| e
−iκpω xˆ· y +
1
4π c2s
(I − xˆ⊗ xˆ)e
iκsω |x|
|x| e
−iκsω xˆ· y +O(|x|−2) (2.8)
with xˆ = x|x| ∈ S2, see [10] for instance.
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3 Inverse problem
3.1 Scalar far-field patterns
We define the scalar P-part, U∞p (xˆ, θ), and the scalar S-part, U
∞
s (xˆ, θ), of the far-field pattern of the problem
(1.1-1.3) respectively as
U∞p (xˆ, θ) := 4π c
2
p
(
xˆ · U∞p (xˆ, θ)
)
=
M∑
m=1
xˆe
−i ω
cp
xˆ·zmQm +O
(
Ma2 +M(M − 1)a
3
d2
+M(M − 1)2 a
4
d3
)
, (3.1)
U∞s (xˆ, θ) := 4π c
2
s
(
xˆ⊥ · U∞s (xˆ, θ)
)
=
M∑
m=1
xˆ⊥e−i
ω
cs
xˆ· zmQm +O
(
Ma2 +M(M − 1)a
3
d2
+M(M − 1)2 a
4
d3
)
. (3.2)
From (3.1) and (3.2), we can write the scalar P and the scalar S parts of the far-field pattern as
U∞p (xˆ, θ) =
M∑
m=1
xˆe
−i ω
cp
xˆ·zmQm (3.3)
U∞s (xˆ, θ) =
M∑
m=1
xˆ⊥e−i
ω
cs
xˆ· zmQm (3.4)
with the error of order O
(
Ma2 +M(M − 1)a3
d2
+M(M − 1)2 a4
d3
)
and Qm can be obtained from the linear
algebraic system (2.4).
3.2 The elastic Foldy-Lax algebraic system
We can rewrite the algebraic system (2.4),
C−1m Qm = −U i(zm)−
M∑
j=1
j 6=m
Γω(zm, zj)Cj(C
−1
j Qj), (3.5)
for all m = 1, 2, . . . ,M . It can be written in a compact form as
BQ = U I , (3.6)
where Q,U I ∈ C3M×1 and B ∈ C3M×3M are defined as
B :=


−C−11 −Γω(z1, z2) −Γω(z1, z3) · · · −Γω(z1, zM )
−Γω(z2, z1) −C−12 −Γω(z2, z3) · · · −Γω(z2, zM )
· · · · · · · · · · · · · · ·
−Γω(zM , z1) −Γω(zM , z2) · · · −Γω(zM , zM−1) −C−1M

 , (3.7)
Q :=
(
Q⊤1 Q
⊤
2 . . . Q
⊤
M
)⊤
and U I :=
(
U i(z1)
⊤ U i(z2)
⊤ . . . U i(zM )
⊤
)⊤
.
The above linear algebraic system is solvable for the 3D vectors Qj , 1 ≤ j ≤ M , when the matrix B is
invertible. The invertibility of B is discussed in [7, Corollary 4.3].
Let us denote the inverse of B by B and the corresponding 3 × 3 blocks of B by Bmj, m, j = 1, . . . ,M .
Then we can rewrite (3.3) and (3.4), with the same error, as follows
U∞p (xˆ, θ) =
M∑
m=1
M∑
j=1
e
−i ω
cp
xˆ·zmxˆ⊤BmjU i(zj , θ) (3.8)
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U∞s (xˆ, θ) =
M∑
m=1
M∑
j=1
e−i
ω
cs
xˆ·zm(xˆ⊥)⊤BmjU i(zj , θ) (3.9)
for a given incident direction θ and observation direction xˆ. From (3.8) and (3.9), we can get the scalar P
and the scalar S parts of the far-field patterns corresponding to plane incident P-wave U i,p(x, θ) and S-wave
U i,s(x, θ), that we denote respectively by U∞,pp (xˆ, θ), U
∞,p
s (xˆ, θ), U
∞,s
p (xˆ, θ), U
∞,s
s (xˆ, θ) as below
U∞,pp (xˆ, θ) =
M∑
m=1
M∑
j=1
e
−i ω
cp
xˆ·zm xˆ⊤Bmjθ ei
ω
cp
θ·zj , (3.10)
U∞,ps (xˆ, θ) =
M∑
m=1
M∑
j=1
e−i
ω
cs
xˆ·zm(xˆ⊥)⊤Bmjθ ei
ω
cp
θ·zj , (3.11)
U∞,sp (xˆ, θ) =
M∑
m=1
M∑
j=1
e
−i ω
cp
xˆ·zm xˆ⊤Bmjθ⊥ ei ωcs θ·zj , (3.12)
U∞,ss (xˆ, θ) =
M∑
m=1
M∑
j=1
e−i
ω
cs
xˆ·zm(xˆ⊥)⊤Bmjθ⊥ ei ωcs θ·zj . (3.13)
All the far-field patterns (3.10-3.13) are valid with the same error which is equal to the error in (3.3-3.4).
Now onwards, let U∞(xˆ, θ) represents any one of the scattered fields mentioned above.
3.3 Localization of Dm’s via the MUSIC algorithm
The MUSIC algorithm is a method to determine the locations zm,m = 1, 2, . . . ,M , of the scatterers
Dm,m = 1, 2, . . . ,M from the measured far-field pattern U
∞(xˆ, θ) for a finite set of incidence and ob-
servation directions, i.e. xˆ, θ ∈ {θj, j = 1, . . . , N} ⊂ S2. We refer the reader to the monograph [11] for more
information about this algorithm. We follow the way in [9] which is based on the presentation in [11].
3.3.1 The factorization of the response matrix
We assume that the number of scatterers is not larger than the number of incident and observation directions,
precisely N ≥ 3M . We define the response matrix F ∈ CN×N by
Fjl := U
∞(θj , θl). (3.14)
The P-part and the S-part of the response matrix F by Fp and Fs respectively. From (3.8-3.9) and (3.14),
we can write
(Fp)jl := U
∞
p (θj , θl) =
M∑
m=1
M∑
j=1
e
−i ω
cp
θj ·zmθ⊤j BmjU i(zj , θl)
=
[
θ⊤j e
−i ω
cp
θj ·z1 , θ⊤j e
−i ω
cp
θj·z2 , · · · , θ⊤j e−i
ω
cp
θj ·zM
]
B[(U i(zj , θl))⊤, (U i(z2, θl))⊤, · · · , (U i(zm, θl))⊤]⊤,
(Fs)jl := U
∞
s (θj , θl) =
M∑
m=1
M∑
j=1
e−i
ω
cs
θj ·zm(θ⊥j )
⊤BmjU i(zj , θl)
=
[
(θ⊥j )
⊤e−i
ω
cs
θj ·z1 , (θ⊥j )
⊤e−i
ω
cs
θj ·z2 , · · · , (θ⊥j )e−i
ω
cs
θj ·zM
]
B[(U i(zj , θl))⊤, (U i(z2, θl))⊤, · · · , (U i(zm, θl))⊤]⊤.
for all j, l = 1, . . . , N . In PP, PS, SS and SP scatterings, denote the response matrix F by F pp , F
p
s , F
s
s and
F sp respectively and these can be factorized as
F pp = H
p∗BHp, F ps = Hs∗BHp, F ss = Hs∗BHs, and F sp = Hp∗BHs. (3.15)
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Here, the matrices Hp ∈ C3M×N and Hs ∈ C3M×N are defined as,
Hp :=


θ1e
i ω
cp
θ1·z1 θ2e
i ω
cp
θ2·z1 . . . θNe
i ω
cp
θN ·z1
θ1e
i ω
cp
θ1·z2 θ2e
i ω
cp
θ2·z2 . . . θNe
i ω
cp
θN ·z2
. . . . . . . . . . . .
θ1e
i ω
cp
θ1·zM θ2e
i ω
cp
θ2·zM . . . θNe
i ω
cp
θN ·zM

 ,
and
Hs :=


θ⊥1 e
i ω
cs
θ1·z1 θ⊥2 e
i ω
cs
θ2·z1 . . . θ⊥Ne
i ω
cs
θN ·z1
θ⊥1 e
i ω
cs
θ1·z2 θ⊥2 e
i ω
cs
θ2·z2 . . . θ⊥Ne
i ω
cs
θN ·z2
. . . . . . . . . . . .
θ⊥1 e
i ω
cs
θ1·zM θ⊥2 e
i ω
cs
θ2·zM . . . θ⊥Ne
i ω
cs
θN ·zM

 .
In order to determine the locations zm, we consider a 3D-grid of sampling points z ∈ R3 in a region containing
the scatterers D1, D2, . . . , DM . For each point z, we define the vectors φ
j
z,p and φ
j
z,s in C
N by
φjz,p :=
(
(θ1· ej)e−i
ω
cp
θ1·z, (θ2· ej)e−i
ω
cp
θ2·z, . . . , (θN · ej)e−i
ω
cp
θN ·z
)T
, (3.16)
φjz,s :=
(
(θ⊥1 · ej)e−i
ω
cs
θ1·z, (θ⊥2 · ej)e−i
ω
cs
θ2·z, . . . , (θ⊥N · ej)e−i
ω
cs
θN ·z
)T
, ∀j = 1, 2, 3. (3.17)
3.3.2 MUSIC characterization of the response matrix
Recall that MUSIC is essentially based on characterizing the range of the response matrix (signal space),
forming projections onto its null (noise) spaces, and computing its singular value decomposition. In other
words, the MUSIC algorithm is based on the property that the test vector φjz,r is in the range R(Fr) of Fr
if and only if z is at one of locations of the scatterers, see [9]. Here, Fr := F
p
r or Fp := F
s
r and r ∈ {p, s}.
It can be proved based on the non-singularity of the scattering matrix B in the factorizations (3.15) of
F r1r2 , r1, r2 ∈ {p, s}. Due to this, the standard linear algebraic argument yields that, if N ≥ 3M and the if
the matrix Hr has maximal rank 3M , then the ranges R(Hr∗) and R(Fr) coincide.
For sufficiently large number N of incident and the observational directions by following the same lines
as in [4,9,11], the maximal rank property of H can be justified. In this case MUSIC algorithm is applicable
for our response matrices F pp , F
p
s , F
s
p and F
s
s .
From the above discussion, MUSIC characterization of the locations of the small scatterers in elastic
exterior Drichlet problem can be written as the following
Theorem 3.1. For N ≥ 3M sufficiently large, we have
z ∈ {z1, ..., zM} ⇐⇒ φjz,t ∈ R(Ht∗), for some j = 1, 2, 3 and for all t ∈ {p, s}. (3.18)
Furthermore, the ranges of Ht
∗
and F rt coincide and thus
z ∈ {z1, ..., zM} ⇐⇒ φjz,t ∈ R(F rt )⇐⇒ Ptφjz,t = 0, for some j = 1, 2, 3 and for all r, t ∈ {p, s} (3.19)
where Pt : CN →R(F rt )⊥ = N (F rt ∗) is the orthogonal projection onto the null space N (F rt ∗) of F rt ∗.
From Theorem 3.1, the MUSIC algorithm holds for the response matrices corresponding to the PP, PS,
SS and SP scatterings. To make the best use of the singular value decomposition in SP and PS scatterings,
we apply the MUSIC algorithm to F spF
s
p
∗ (resp, F sp
∗F sp ) and F
p
s
∗F ps (resp, F
p
s F
p
s
∗) with the help of the test
vectors φjz,p (resp, φ
j
z,s) respectively.
As we are dealing with the 3D case, while dealing with S incident wave or S-part of the far-field pattern,
it is enough to use one of its horizontal (Sh) or vertical (Sv) parts. Hence, it is enough to study the far-field
pattern of any of the PP, PSh, PSv, ShSh, ShSv, SvSh, SvSv, ShP, SvP elastic scatterings to locate the
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scatterers. In other words, in three dimensional case, instead of using the full incident wave and the full
far-field pattern, it is enough to study one combination of pressure (P), horizontal shear (Sh) or vertical
shear (Sv) parts of the elastic incident wave and a corresponding part of the elastic far-field patterns, see [9].
Indeed, define the vectors φj
z,sh
, φjz,sv ∈ CN and the matrices Hs
h
, Hs
v ∈ C3M×N exactly as φjz,s and Hs
replacing θ⊥i for i = 1, . . . , N by θ
⊥h
i and θ
⊥v
i respectively, see (1.7). We denote the response matrices
by F p
sh
, F s
h
p , F
p
sv , F
sv
p , F
sh
sh
, F s
h
sv , F
sv
sh
, and F s
v
sv in the elastic PS
h, ShP, PSv, SvP, ShSh, ShSv, SvSh,
SvSv scatterings respectively, then we can state the following theorem related to the MUSIC algorithm for
sufficiently large number of incident and observation angles,
Theorem 3.2. For N ≥ 3M sufficiently large, we have
z ∈ {y1, . . . , yM} ⇐⇒ φjz,t ∈ R(Ht∗), for some j = 1, 2, 3 and for all t ∈ {p, sh, sv}. (3.20)
Furthermore, the ranges of Ht
∗
and F rt coincide and thus
z ∈ {y1, . . . , yM} ⇐⇒ φjz,t ∈ R(F rt )⇐⇒ Ptφjz,t = 0, for some j = 1, 2, 3 and for all r, t ∈ {p, sh, sv}
(3.21)
where Pt : CN →R(F rt )⊥ = N (F rt ∗) is the orthogonal projection onto the null space N (F rt ∗) of F rt ∗.
The proof of the previous two theorems can be carried out in the same lines as in [9].
3.4 Estimating the sizes
3.4.1 Recovering the capacitances
Once we locate the scatterers from the given far-field patterns using the MUSIC algorithm, we can recover
the capacitances Cm of Dm from the factorization F
r
t = H
t∗BHr of F rt ∈ CN×N , r, t ∈ {p, sh, sv}. Indeed,
we know that the matrix Ht has maximal rank, see Theorem 3.1 and Theorem 3.2 of [9]. So, the matrix
HtHt
∗ ∈ C3M×3M is invertible. Let us denote its inverse by IHt . Once we locate the scatterers through
finding the locations z1, z2, . . . , zM by using the MUSIC algorithm for the given far-field patterns, we can
recover IHt and hence the matrix B ∈ C3M×3M given by B = IHtHtF rt Hr
∗
IHr , where IHtH
t (resp, Hr∗IHr )
is the pseudo inverse of Ht
∗
(resp, Hr). As we know the structure of B ∈ C3M×3M , the inverse of B ∈
C3M×3M , we can recover the capacitance matrices C1, C2, . . . , CM of the small scatterers D1, D2, . . . , DM
from the diagonal blocks of B, see (3.7). From these capacitances, we can estimate the size of the obstacles
as follows.
3.4.2 Estimating the sizes of the obstacles from the capacitances
Let us first start with the following lemma which compares the elastic and the acoustic capacitances 1,
see [7, 15].
Lemma 3.3. Let λmineigm and λ
max
eigm
be the minimal and maximal eigenvalues of the elastic capacitance matrices
Cm, for m = 1, 2, . . . ,M . Denote by C
a
m the capacitance of each scatterer in the acoustic case, then we have
the following estimate;
µCam ≤ λmineigm ≤ λmaxeigm ≤ (λ+ 2µ)Cam, for m = 1, 2, . . . ,M. (3.22)
Now, let us derive lower and upper bounds of the sizes of the obstacles in terms of the acoustic capaci-
tances.
Assume that Dj ’s are balls of radius ρj , and center 0 for simplicity, then we know that
∫
{y:|y|=ρj}
dSy
|x−y| =
4πρj , for |x| = ρj , as observed in [14, formula (5.12)]. Hence σj(s) = ρ−1j and then Caj =
∫
∂Dj
ρ−1j ds = 2πρj
1Recall that, for m = 1, . . . ,M , Cam :=
∫
∂Dm
σm(s)ds and σm is the solution of the integral equation of the first kind
∫
∂Dm
σm(s)
4pi|t−s|
ds = 1, t ∈ ∂Dm, see [8, 15].
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from which we can estimate the radius ρj . Other geometries, as cylinders, for which one can estimate exactly
the size, from the capacitance, are shown in chapter 4 of [16].
For general geometries, we proceed as follows. First, we recall the following result, see [7].
Lemma 3.4. For every 1 ≤ j ≤M , the capacitance Caj is of the form
Caj = C
a
Bj
ǫ (3.23)
where CaBj is the acoustic capacitance of Bj.
Now let us consider a single obstacle D := ǫB + z. Since CaB :=
∫
∂B
σ(s)ds and
∫
∂B
σ(s)
4π|t−s|ds = 1, from
the invertibility of the single layer potential S : L2(∂B) → H1(∂B), defined as Sf(t) = ∫
∂B
f(s)
4π|t−s|ds = 1,
we deduce that
CaB ≤ |∂B|
1
2 ‖σ‖L2(∂B) ≤ |∂B| 12 ‖S−1‖L(H1(∂B),L2(∂B))|∂B| 12 = ‖S−1‖L(H1(∂B),L2(∂B))|∂B|. (3.24)
On the other hand, we recall the following lower estimate, see Theorem 3.1 in [16] for instance,
CaB ≥
4π|∂B|2
J
(3.25)
where J :=
∫
∂B
∫
∂B
1
|s−t|dsdt. Remark that J = 4π
∫
∂B
S(1)(s)ds. Hence
J ≤ 4π|∂B| 12 ‖S‖L(L2(∂B),H1(∂B))‖1‖H1(∂B) ≤ 4π‖S‖L(L2(∂B),H1(∂B))|∂B|
and using (3.25) we obtain the lower bound
CaB ≥ ‖S‖−1L(L2(∂B),H1(∂B))|∂B|. (3.26)
Finally combining (3.24) and (3.26), we derive the estimate
‖S‖−1L(L2(∂B),H1(∂B))|∂B| ≤ CaB ≤ ‖S−1‖L(H1(∂B),L2(∂B))|∂B| (3.27)
Using Lemma 3.4 and the relation |∂Dǫ| = ǫ2|∂B| we obtain the following size estimation:
‖S−1‖−1L(H1(∂B),L2(∂B))ǫCaǫ ≤ |∂Dǫ| ≤ ‖S‖L(L2(∂B),H1(∂B))ǫCaǫ . (3.28)
Now, using Lemma 3.3, we derive the following lower and upper bounds of the sizes of the obstacles Dm
‖S−1‖−1L(H1(∂Bm),L2(∂Bm))(λ+ 2µ)−1λmaxeigm ≤
|∂Dm|
ǫ
≤ ‖S‖L(L2(∂Bm),H1(∂Bm))µ−1λmineigm . (3.29)
Observe that one can estimate the norms of the operators appearing in (3.29) in terms of (only) the Lipschitz
character. We summarize this result in the following theorem
Theorem 3.5. There exist two constants c(Lip) and C(Lip) depending only on the Lipschitz character of
B1, ..., BM , such that
c(Lip)(λ+ 2µ)−1λmaxeigm ≤
|∂Dm|
ǫ
≤ C(Lip)µ−1λmineigm . (3.30)
Precisely C(Lip) and c(Lip) are characterized respectively by ‖S‖L(L2(∂Bm),H1(∂Bm)) ≤ C(Lip) and
‖S−1‖L(H1(∂Bm),L2(∂Bm)) ≤ c−1(Lip). We can use the estimate (3.29) to provide the lower and the upper
estimates of the scaled ’size’ of scatterers |∂Dm|
ǫ
. Under some conditions of the reference obstacles, we can
derive more explicit size estimates. Let us first define
δ(x) := min
y∈∂B
|x− y|, x ∈ R3 and Ri(B) := sup
x∈B
δ(x). (3.31)
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The quantity Ri(B) is the radius of the largest ball contained in B. Now, we set
Re(B) :=
1
2
max
x,y∈B¯
|x− y|. (3.32)
The quantity Re(B) is the radius of the smallest ball containing B.
By the Gauss theorem, we see that
|B| = 1
3
∫
B
div(x) dx =
1
3
∫
∂B
s · n(s)ds (3.33)
hence |B| ≤ 13 |∂B|maxs∈∂B |s| ≤ 23 |∂B|Re(B) since maxs∈∂B |s| ≤ 2Re(B). Hence
|∂B| ≥ 3
2
|B|
Re(B)
(3.34)
To derive the upper bound for |∂B|, we use the following argument borrowed from ( [12], section 4). If
we assume that B is convex, then δ(·) is a concave function in B and then, see [6],
∇δ(x) · (y − x) ≥ δ(y)− δ(x), x, y ∈ B¯. (3.35)
But ∇δ(x) = −ν(x) for x ∈ ∂B, where ν is the external unit normal to ∂B. Let us now assume, in addition
to the convexity property, that B(0, Ri(B)) ⊂ B which roughly means that the origin is the ’center’ of B.
With this assumption, taking y = 0 in (3.35), we obtain s · ν(s) ≥ δ(0) ≥ Ri(B), (sinceB(0, Ri(B)) ⊂ B).
Replacing in (3.33), we obtain |B| ≥ 13 |∂B|Ri(B) hence
|∂B| ≤ 3 |B|
Ri(B)
. (3.36)
Replacing (3.34) and (3.36) in (3.27), we have
3
2
‖S‖−1L(L2(∂B),H1(∂B))
|B|
Re(B)
≤ CaB ≤ 3‖S−1‖L(H1(∂B),L2(∂B))
|B|
Ri(B)
.
Using the double inequality 43πR
3
i (B) ≤ |B| ≤ 43πR3e(B) we obtain
2π‖S‖−1L(L2(∂B),H1(∂B))
R2i (B)
Re(B)
Ri(B) ≤ CaB ≤ 4π‖S−1‖L(H1(∂B),L2(∂B))
R2e(B)
Ri(B)
Re(B). (3.37)
Now, we apply these double estimates to D instead of B, knowing that the two assumptions on B are
inherited by D, then we obtain
2π‖S‖−1L(L2(∂D),H1(∂D))
R2i (D)
Re(D)
Ri(D) ≤ CaD ≤ 4π‖S−1‖L(H1(∂D),L2(∂D))
R2e(D)
Ri(D)
Re(D). (3.38)
Observe that
R2i (D)
Re(D)
scales as ‖S‖L(L2(∂D),H1(∂D)) and R
2
e(D)
Ri(D)
scales as ‖S−1‖−1L(H1(∂B),L2(∂B)) since ob-
viously Ri(D) = ǫRi(B), Re(D) = ǫRe(B) and we have ‖S‖L(L2(∂D),H1(∂D)) ≤ ǫ‖S‖L(L2(∂B),H1(∂B)) and
‖S−1‖L(H1(∂D),L2(∂D)) ≤ ǫ−1‖S−1‖L(H1(∂B),L2(∂B)), see [8, Lemma 2.4 and Lemma 2.5] for the last two
inequalities. Using these properties, we deduce that
2π‖S‖−1L(L2(∂B),H1(∂B))
R2i (B)
Re(B)
Ri(D) ≤ CaD ≤ 4π‖S−1‖L(H1(∂B),L2(∂B))
R2e(B)
Ri(B)
Re(D). (3.39)
We can estimate 2π‖S‖−1L(L2(∂B),H1(∂B))R
2
i (B)
Re(B)
from below by a constant c(Lip) depending only the Lip-
schitz character of B and 4π‖S−1‖L(H1(∂B),L2(∂B))R
2
e(B)
Ri(B)
by a constant C(Lip) also depending only on the
Lipschitz character of B. With these apriori bounds (3.39) becomes
c(Lip)Ri(D) ≤ CaD ≤ C(Lip)Re(D). (3.40)
Using Lemma 3.3, we deduce the following result.
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Theorem 3.6. Assume that the reference obstacles Bm,m = 1, ...,M , are convex and satisfy the properties
B(0, Ri(Bm)) ⊂ Bm. Then, there exist two constants c(Lip) and C(Lip) depending only on the Lipschitz
character of the obstacles Bm,m = 1, ...,M , such that we have the estimates
Ri(Dm) ≤ c−1(Lip)(λ+ 2µ)−1λmaxeigm , (3.41)
Re(Dm) ≥ C−1(Lip)µ−1λmineigm . (3.42)
The estimate (3.41) means that the largest ball contained in Dm has a radius not exceeding c
−1(Lip)(λ+
2µ)−1λmaxeigm . Hence (3.41) measures the thickness of Dm. The estimate (3.42) means that the radius of the
smallest ball containing Dm is not lower than C
−1(Lip)µ−1λmineigm . Hence (3.42) measures the length of the
obstacle Dm.
Conclusion
Based on the asymptotic expansion of the elastic waves by small rigid obstacles, derived in [7], we have
shown that any of the two elastic waves, i.e. P-waves or S-waves (precisely SH-waves or SV-waves in 3D
elasticity), is enough to localize the obstacles and estimate their respective sizes. Compared to the existing
literature, see for instance [5], we allow the obstacles to be close and the cluster to be spread in any given
region. In addition, the derived precise size estimates seem to be new compared to the related literature.
We stated the MUSIC algorithm based on the mentioned measurements and we believe that performing this
algorithm will provide us with accurate numerical tests, see our previous work [9] on point-like obstacles.
Let us also mention that, using our techniques, we can write down a topological derivative based imaging
approach from only the shear or compressional part of the elastic wave, compare to [2]. We think that these
two points deserve to be studied.
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