Abstract. In this paper, we give a correspondence between the BerezinToeplitz and the complex Weyl quantizations of the torus T 2 . To achieve this, we use the correspondence between the Berezin-Toeplitz and the complex Weyl quantizations of the complex plane and a relation between the Berezin-Toeplitz quantization of a periodic symbol on the real phase space R 2 and the BerezinToeplitz quantization of a symbol on the torus T 2 .
Introduction
The object of this paper is to construct a new semi-classical quantization of the torus T 2 by adapting Sjöstrand's complex Weyl quantization of R 2 and to give the correspondence between this quantization and the well-known Berezin-Toeplitz quantization of T 2 . When the phase space is R 2n , the pseudo-differential Weyl quantization allows us to relate a classical system to a quantum one through the symbol map; thus pseudo-differential operators have become an important tool in quantum mechanics. On the mathematical side, these operators have been introduced in the mid-sixties by André Unterberger and Juliane Bokobza [UB64] and in parallel by Joseph Kohn and Louis Nirenberg [KN65] and have been investigated by Lars Hörmander [Hör65, Hör66, Hör67] . They allow to study physical systems in positions and momenta. On the other hand, Berezin-Toeplitz operators have been introduced by Feliks Berezin [Ber75] and investigated by Louis Boutet de Monvel and Victor Guillemin [BdMG81] as a generalization of Toeplitz matrices. The study of these operators has been motivated by the fact that pseudo-differential operators take into account only phases spaces that can be written as cotangent spaces, whereas in mechanics, there are physical observables like spin that naturally lives on other types of phases spaces, like compact Kähler manifolds, which can be quantized in the Berezin-Toeplitz way. In fact, it was realized recently that the Berezin-Toeplitz quantization applies to even more general symplectic manifolds, and thus has become a tool of choice for applications of symplectic geometry and topology, see [CP16] .
In this paper, we give a relation between the Berezin-Toeplitz quantization of the torus, studied for instance by David Borthwick and Alejandro Uribe in [BU03] and the complex Weyl quantization of the torus, which we introduce as a variation of Sjöstrand's quantization of R 2 . The complex Weyl quantization of R 2 has been investigated by Johannes Sjöstrand in [Sjö02] , then by Anders Melin and Johannes Sjöstrand in [MS02, MS03] , also by Michael Hitrik and Johannes Sjöstrand in [HS04] and in their mini-courses [HS15] and by Michael Hitrik, Johannes Sjöstrand and San 1 Vũ Ngo . c in [HSN07] . This quantization of the real plane R 2 allows to study pseudodifferential operators with complex symbols, and therefore is particularly useful for problems involving non self-adjoint operators or quantum resonances. It is defined by a contour integral over an IR-manifold (I-Lagrangian and R-symplectic) which plays the role of the phase space. Here, we define an analogue of this notion in the torus case. If we consider the complex plane as a phase space, there exists a correspondence between the complex Weyl and the Berezin-Toeplitz quantizations (this correspondence uses a variant of Bargmann's transform and can be found, for instance, in the book [Zwo12, chapter 13] of Maciej Zworski); using this result, we are able to obtain Bohr-Sommerfeld quantization conditions for non-selfadjoint perturbations of self-adjoint Berezin-Toeplitz operators of the complex plane C by first proving the result in the case of pseudo-differential operators (see [Rou17] ). Therefore, we expect that this new complex quantization of T 2 , together with its relationship to the Berezin-Toeplitz quantization, will be crucial in obtaining precise eigenvalue asymptotics of non-selfadjoint Berezin-Toeplitz operators on the torus.
Structure of the paper:
• in Section 1, we state our result;
• in Section 2, we give the proof of our result which is divided into three parts, the first one consists in recalling the Berezin-Toeplitz quantization of the torus, the second one in introducing the complex Weyl quantization of the torus and the last one in relating these two quantizations.
1. Result 1.1. Context. In this section, we recall the definition of the Berezin-Toeplitz quantization of a symbol on the torus T 2 (see for example [CM15] ) and we give a definition of the complex Weyl quantization of a symbol on the torus. Let 0 < ≤ 1 be the semi-classical parameter. By convention the Weyl quantization involves the semi-classical parameter , contrary to the Berezin-Toeplitz quantization which involves the inverse of this parameter, denoted by k. In the whole paper, we will use these two parameters.
Notation: let k be an integer greater than 1. Let u and v be complex numbers of modulus 1.
• If z ∈ C, we denote by z = (p, q) ∈ R 2 or z = p + iq via the identification of C with R 2 .
• T 2 denotes the torus (R/2πZ) × (R/Z).
• G k is the space of measurable functions g such that: −kq 2 dpdq < +∞, which are invariant under the action of the Heisenberg group (for more details, see Subsection 2.1), i.e. for all (p, q) ∈ R 2 , we have:
g(p + 2π, q) = u k g(p, q) and g(p, q + 1) = v k e −i(p+iq)k+k/2 g(p, q).
• H k is the space of holomorphic functions in G k , i.e.:
• Π k is the orthogonal projection of the space G k (equipped with the weighted
Remark 1.1.1.
• The spaces G k and H k depend on the complex numbers u and v.
• In [BU03] , they consider the torus T 2 = R 2 /Z 2 and they choose an other quantization which leads to an other space of holomorphic functions, also called H k , defined as follows:
.
. We say that f k admits an asymptotic expansion in powers of 1/k for the C ∞ -topology of the following form:
for large enough k.
We denote by C ∞ k (R 2 ) the space of such functions.
Definition 1.1.3 (Berezin-Toeplitz quantization of the torus). Let f k ∈ C ∞ k (R 2 ) be a function such that, for (x, y) ∈ R 2 , we have:
Define the Berezin-Toeplitz quantization of the function f k by the sequence of operators T f k := (T k ) k≥1 where, for k ≥ 1, the operator T k is given by:
We call f k the symbol of the Berezin-Toeplitz operator T f k . Now, we define the complex Weyl quantization of a symbol on the torus. We will explain in details in Subsection 2.2 why we consider such a notion. First, we introduce some notations.
Notation: let Φ 1 be the strictly subharmonic quadratic form defined by the following formula for z ∈ C:
• Λ Φ1 denotes the following set:
• L(dz) denotes the Lebesgue measure on
•
is the set of measurable functions f such that:
) denotes the set of smooth functions on Λ Φ1 admitting an asymptotic expansion in powers of for the C ∞ -topology in the sense of Definition 1.1.2 (by replacing 1/k by and R 2 by Λ Φ1 ). 
Define the complex Weyl quantization of the function b , denoted by Op w Φ1 (b ), by the following formula, for u ∈ H (C, Φ 1 ):
where the contour integral is the following:
We call b the symbol of the pseudo-differential operator Op w Φ1 (b ). We will show that for b ∈ C ∞ (Λ Φ1 ) satisfying the hypotheses of Definition 1.1.5, the complex Weyl quantization defines an operator Op w Φ1 (b ) which sends the space of holomorphic functions H k on itself (see Proposition 2.2.25). Therefore, the Berezin-Toeplitz and the complex Weyl quantizations give rise to operators acting on the space of holomorphic functions H k .
be a function such that, for (x, y) ∈ R 2 , we have:
Let T f k = (T k ) k≥1 be the Berezin-Toeplitz operator of symbol f k . Then, for k ≥ 1, we have:
is given by the following formula, for z ∈ Λ Φ1 ≃ C:
This formula means that b is the solution at time 1 of the following ordinary differential equation:
Besides, b satisfies the following periodicity conditions, for (z, w) ∈ Λ Φ1 : 
Proof
The structure of the proof is organized as follows:
• in Subsection 2.1, we recall the Berezin-Toeplitz quantization of the torus;
• in Subsection 2.2, we introduce the complex Weyl quantization of the torus;
• in Subsection 2.3, we relate the Berezin-Toeplitz quantization of the torus to the complex Weyl quantization of the torus.
2.1. Berezin-Toeplitz quantization of the torus T 2 . In this paragraph, we recall the geometric quantization of the torus (see for example the article [CM15] of Laurent Charles and Julien Marché).
Consider the real plane R 2 endowed with the euclidean metric, its canonical complex structure and with the symplectic form ω = dp ∧ dq. Let L R 2 = R 2 × C be the trivial complex line bundle endowed with the constant metric and the connection
where α is the 1-form given by:
The holomorphic sections of L R 2 are the sections f satisfying the following condition:
We are interested in the holomorphic sections of the torus T 2 = (R/2πZ)×(R/Z).
Let x = 2π ∂ ∂p , i.e. if we denote by t x the translation of vector x, it is defined by the following formula:
And let y = ∂ ∂q which corresponds to the translation t y given by:
Note that the ω volume of the fundamental domain of the lattice is 2π. Let k ≥ 1, the Heisenberg group at level k is R 2 × U (1) with the product:
for (x, u), (y, v) ∈ R 2 × U (1) (where U (1) denotes the set of complex numbers of modulus one). This formula defines an action of the Heisenberg group on the bundle L ⊗k T 2 endowed with the product measure. We identify the space of square integrable sections of L ⊗k T 2 which are invariant under the action of the Heisenberg group with the space G k (defined in Subsection 1.1). In fact, if ψ denotes such a section, we associate to it a function g ∈ G k using the following application:
Similarly, we identify the space of holomorphic sections of L ⊗k T 2 with the following Hilbert space:
endowed with the L 2 -weighted scalar product on [0, 2π] × [0, 1]. The complex numbers u and v are called Floquet indices. The Hilbert space H k admits an orthogonal basis, given for l ∈ {0, . . . , k − 1}, by the functions e l which are defined, for z ∈ C, as follows:
2.2. Complex Weyl quantization of the torus T 2 . In this paragraph, we introduce the notion of complex Weyl quantization of the torus which, to our knowledge, is new. To do so, we follow these three steps:
1. we recall the definition of the classical Weyl quantization of the torus; 2. we recall the definition of the semi-classical Bargmann transform and we look at some of its properties; 3. we introduce the complex Weyl quantization as the range of the classical Weyl quantization by the Bargmann transform.
2.2.1. Classical Weyl quantization of the torus. The classical Weyl quantization of a symbol on the torus has been studied, for example, by Monique Combescure and Didier Robert in the book [CR12, Chapter 6]. We need to introduce the following notation.
Notation:
• S(R) denotes the Schwartz space, i.e.:
• for φ ∈ S(R), F φ denotes the semi-classical Fourier transform of the function φ and it is defined by the following equality:
this transform is an isomorphism of the Schwartz space and its inverse is given by:
• S ′ (R) denotes the space of tempered distributions, it is the dual of the Schwartz space S(R), i.e. it is the space of continuous linear functionals on S(R); • ·, · S ′ ,S denotes the duality bracket between S ′ (R) and S(R); • for ψ ∈ S ′ (R), F ψ denotes the semi-classical Fourier transform of a tempered distribution and it is defined by the following equality, for φ ∈ S(R):
• for a ∈ R, we denote by τ a the translation of vector a defined as follows:
recall that the translation of a tempered distribution ψ ∈ S ′ (R) is defined as follows, for φ ∈ S(R):
the distribution ψ is called a-periodic if τ a ψ = ψ, in this case, ψ can be written as a convergent Fourier series in D ′ (R) (see for example the book of Jean-Michel Bony [Bon11] ):
where the sequence (ψ l ) l∈Z is such that, there exists an integer N ≥ 0 such that:
Recall now the definition of the subspace of tempered distributions that corresponds to the natural space on which pseudo-differential operators of the torus act (see [CR12, Chapter 6] ). For k ≥ 1 and for u, v ∈ U (1), we consider the following space:
Remark 2.2.1.
• The definition of the space L k involves two complex numbers u and v. We will see that they correspond to the Floquet indices seen in the definition of the space H k .
• In [CZ10] , they consider the torus T 2 = R 2 /Z 2 and they choose u = v = 1.
This space admits a basis (see for example [CR12, Chapter 6]), given for l ∈ {0, . . . , k−1}, by the distributions ǫ l which are defined as follows:
We consider the structure of Hilbert space such that the family (ǫ l ) l∈Z is an orthonormal basis of the space L k . Recall now two different definitions of the Weyl quantization of a symbol on the torus T 2 . In the whole paper S(R 2 ) denotes the following class of symbols on R 2 :
be a function such that, for all (x, y) ∈ R 2 , we have:
Then the function a belongs to the class of symbols S(R 2 ).
Definition 2.2.3 (First definition of the Weyl quantization of the torus).
Let a ∈ C ∞ (R 2 ) be a function such that, for all (x, y) ∈ R 2 , we have:
Define the Weyl quantization of the symbol a , denoted by Op w (a )(x, D x ), by the following integral formula, for u ∈ S(R):
We call a the symbol of the pseudo-differential operator Op
Recall that if a ∈ S(R 2 ), then (see for example the book of Maciej Zworski [Zwo12, Chapter 3]):
are continuous linear transformations and the action of Op w (a ) on S ′ (R) is defined, for ψ ∈ S ′ (R) and φ ∈ S(R), by:
. This property allows to easily prove the following proposition (see [CZ10] ).
a (x + 2π, y) = a (x, y) = a (x, y + 1).
Since we consider a symbol a ∈ C ∞ (R 2 ) which is periodic, we can rewrite it as a Fourier series, for all (x, y) ∈ R 2 :
where a m,n (m,n)∈Z 2 is a sequence of complex coefficients depending on the semiclassical parameter . Recall an other definition of the Weyl quantization of a symbol on the torus, linked to Equation (4), found in the book of Monique Cobescure and Didier Robert [CR12, Chapter 6]. By convention, this definition uses the parameter k, which is the inverse of the semi-classical parameter . Throughout this text, we will make the abuse of notation of using a k and a for the same object where = 1/k.
Definition 2.2.5 (Second definition of the Weyl quantization of the torus). Let
Define the Weyl quantization of the symbol a k , denoted by Op w k (a k ), by the following formula:
where the sequence a k m,n (m,n)∈Z 2 is defined by Equation (4) and whereT (p, q) is the Weyl-Heisenberg translation operator by a vector (p, q) ∈ R 2 defined, for φ ∈ S(R), by:
Then, we have:
). Definition 2.2.3 and Definition 2.2.5 coincides in the sense that, if a = a k ∈ C ∞ (R 2 ) is a function such that, for all (x, y) ∈ R 2 , we have: Definition 2.2.8 (Bargmann transform and its canonical transformation). Let φ 1 be the holomorphic quadratic function defined, for (z, x) ∈ C × C, by:
The Bargmann transform associated with the function φ 1 is the operator, denoted by T φ1 , defined on S(R) by:
where:
Define the canonical transformation associated with T φ1 by:
We have the following properties on the Bargmann transform (see for example [Zwo12, Chapter 13]).
Proposition 2.2.9.
(1) T φ1 extends to a unitary transformation:
(3) Let ψ 1 be the unique holomorphic quadratic form on C × C such that, for all z ∈ C, we have:
is given by the following formula:
The following proposition gives a connection between the Weyl quantization of R 2 and the complex Weyl quantization of R 2 (see for example the mini-course [HS15]).
Proposition 2.2.10. Let a ∈ S(R 2 ) be a function admitting an asymptotic expansion in powers of . Let Op
is uniformly bounded with respect to ; 2. Op w Φ1 (b ) is given by the following contour integral:
φ1 and where the canonical transformation κ φ1 is defined by:
We study now the action of the Bargmann transform on the Schwartz space in the spirit of the article of Valentine Bargmann [Bar67] , except that in our case, we introduce a semi-classical parameter and a different weight function. Therefore, for the sake of completeness, we recall the theory. To do so, we introduce some new notations.
Notation:
• for j ∈ N:
thus, the Schwartz space can be rewritten as follows:
• we finally define:
Proposition 2.2.11.
(1) Let j ∈ N, let φ ∈ S j (R), then, for all z ∈ C, we have the following estimate:
where a j is a constant depending on j and on the semi-classical parameter . As a result:
Proof. We give a sketch of the proof ; for more details, see the article of Valentine Bargmann [Bar67] where the argument can be adapted to the new weight.
Step 1: we prove using simple integral estimates that for j = 0 and for φ ∈ S 0 (R), there exists a constant a 0 such that, for all z ∈ C, we have:
Step 2: we prove that for j ≥ 1 and for φ ∈ S j (R), there exists a constant a j such that, for all z ∈ C, we have:
This step can be divided into 7 steps.
• Step 2.1: it follows from the definition of φ j that:
Step 2.2: for z ∈ C and for τ ∈ R, let: F (τ ) = (T φ1 φ)(τ z), thus:
F (1) = (T φ1 φ)(z) and we can use the function F to decompose (T φ1 φ)(z) into two functions:
Then, we deduce the following estimates:
where η l (z) is a bound on ∂ l (T φ1 φ)(z).
• Step 2.3: we prove that the function η l satisfies the following equality for z ∈ C:
where β = (π ) −1/4 φ j using Lebesgue's theorem, Step 2.1 (a) and integral estimates.
• Step 2.4: we deduce from Step 2.2 and Step 2.3 that, for z ∈ C, we have the following estimates:
• Step 2.5: we prove using Step 2.4 that, for z ∈ C, we have:
where ρ ′ is a constant.
• Step 2.6: we prove using Step 2.1 (b) that, for z ∈ C, we have:
where ρ ′′ is an other constant.
Step 2.7: we compare the estimates of Step 2.5 and Step 2.6 and we deduce that, for z ∈ C, we have:
where ρ = max(2 j ρ ′ , 2 j/2 ρ ′′ ).
Step 3: the fact that T φ1 S j (R) ⊂ S j (C) is a corollary of Equation (6) and T φ1 S(R) ⊂ S(C) can be deduced from the first assertion of the proposition and the definitions of the spaces S(R) and S(C).
Remark 2.2.12. Since S(R) ⊂ L 2 (R), then according to Propositions 2.2.9 and 2.2.11, we have S(C) ⊂ H (C, Φ 1 ).
Conversely, we have the following proposition.
Proposition 2.2.13.
(1) Let µ = 1 + j + τ with j ∈ N and τ ∈ N * , then, for all ψ ∈ S µ (C), we have the following estimate:
T * φ1 ψ j ≤ a j,τ |ψ| µ , where a j,τ is a constant depending on the semi-classical parameter and on the integers j and τ . As a result:
Proof. We give a sketch of the proof, for more details see [Bar67] .
Step 1: we give an estimate on ∂ m T * φ1 ψ for m ≤ j by following these steps.
• Step 1.1: we prove using Lebesgue's theorem that, for x ∈ R, we have:
where for (z, x) ∈ C × R:
• Step 1.2: we prove that, for (z, x) ∈ C × R and for m ≤ j, we have:
where δ j is a constant depending on j and . To do so, we use estimates on Hermite polynomials for the term ∂ 
resulting from the fact that ψ ∈ S µ (C).
• Step 1.3: according to Step 1.1 and Step 1.2, for x ∈ R, we have:
where a j,τ is a constant depending on j, τ and .
Step 2: according to Step 1, for x ∈ R and µ = 1 + j + τ , we have:
Consequently, we have:
Step 3: the fact that T * φ1 S µ (C) ⊂ S j (R) is a corollary of Equation (7) and T * φ1 S(C) ⊂ S(R) can be deduced from the first assertion of the proposition and the definitions of the spaces S(R) and S(C).
We are interested now in the action of the Bargmann transform on the tempered distributions space. Here again we can adapt the techniques of [Bar67] .
• S ′ (C) denotes the dual of the space S(C) (equipped with the topology of the semi-norms |·| j ) i.e. the space of continuous linear functionals on S(C); • ·, · S ′ ,S denotes the duality bracket between S ′ (C) and S(C); • for f, g ∈ Hol(C), we denote by g, f the following product:
when this integral converges.
Remark 2.2.14.
• The bracket defined above coincides with the scalar product g, f L 2 (C,Φ1) when g, f ∈ H (C, Φ 1 ).
• If g ∈ S ρ (C) and f ∈ S σ (C) with ρ + σ > 2, then the bracket g, f is well-defined.
We use this bracket to describe the elements of the space S ′ (C) similarly to the article of Valentine Bargmann [Bar67] .
Proposition 2.2.15. Every continuous linear functional L on S(C) can be written, for all f ∈ S(C), as follows:
where g is a function in S −l (C) for l ∈ N and is uniquely defined, for all a ∈ C, by g(a) = L(e a ) (where for all z ∈ C, e a (z) = e −(a−z) 2 /(4 ) ). Conversely, every functional of the form L(f ) = g, f with g ∈ S −l (C) defines a continuous linear functional on S(C).
Step 1: for all L ∈ S ′ (C), there exists C > 0 and l ∈ N such that:
Step 2: for a ∈ C, let g be the function defined by g(a) = L(e a ). We prove using
Step 1 that e a ∈ S(C) and g ∈ S −l (C) (e a is a reproducing kernel for the space H (C, Φ 1 ) and for S(C)).
Step 3: let L 1 be the continuous linear functional defined, for f ∈ S(C), by L 1 (f ) = g, f . We show that, for all a ∈ C, we have L 1 (e a ) = L(e a ) then we deduce that L = L 1 using the density of the set of finite linear combinations of elements of B = {e a , a ∈ C} in S(C).
As in the article of Valentine Bargmann [Bar67] , we prove that the Bargmann transform T φ1 and its adjoint T * φ1 act on the spaces S ′ (R) and S ′ (C) respectively.
Proposition 2.2.16.
(1) T φ1 extends to an operator: S ′ (R) −→ S ′ (C), which satisfies for v ∈ S ′ (R) and f ∈ S(C):
(2) T * φ1 extends to an operator: S ′ (C) −→ S ′ (R), which satisfies for L ∈ S ′ (C) and φ ∈ S(R):
Proof. We give a sketch of the proof, for more details see [Bar67] . Let v ∈ S ′ (R), let L(f ) be the functional defined by:
continuous linear functional on S(C).
Conversely if L ∈ S ′ (C) and if we define v by:
then v is a continuous linear functional on S(R). Then, according to Proposition 2.2.15, for l ∈ N, there exists g ∈ S −l (C) such that:
Thus, for all v ∈ S ′ (R) and for all φ ∈ S(R), we have:
This equality gives a bijection between the spaces S ′ (R) and S ′ (C) with:
g := T φ1 v and v =: T * φ1 g. 
We are now looking at the range by the Bargmann transform of the space L k and we prove that this range is the space H k , where we recall that:
To our knowledge, this result is new in the literature and it constitutes a fundamental step in our proof of Theorem A.
Proposition 2.2.18. Let k ≥ 1. Then, we have:
, then T φ1 is well-defined on this space. Let's prove that the Bargmann transform T φ1 sends the basis (ǫ l ) l∈Z/kZ of L k (see Equation (2)) on the basis (e l ) l∈Z/kZ of H k (see Equation (1)). Let c be the real number such that u = e ic . Let l ∈ {0, . . . , k − 1}, using Remark 2.2.17, we have:
By a simple computation, we obtain:
Therefore, we have:
where c l k is given by the following equality:
Conversely, we compute T * φ1 e l . First, since H k ⊂ S 0 (C) and since the function
2 belongs to the space S(C), then for v ∈ H k , we have (according to Remark 2.2.14):
Let l ∈ {0, 1, . . . , k − 1}, then we have:
We have to compute the following integral (after the change of variables z = p+ iq):
2 /2 e ikpq e ip(l+jk+ck/(2π)) e −q(l+jk+ck/(2π)) dpdq.
2 /2 e ikpq e ip(l+jk+ck/(2π)) dp = 2π
Thus, by an other simple computation, we obtain:
Consequently, we obtain:
Since the Bargmann transform is a unitary transformation between the spaces L 2 (R) and H (C, Φ 1 ), we study this feature between the spaces L k and H k .
Proposition 2.2.19.
Proof. Let c be the real number such that u = e ic . According to the proof of Proposition 2.2.18, we have, for l ∈ {0, . . . , k − 1}:
) be the matrix of the operator T φ1 in the basis (e l ) l∈Z/kZ . According to the proof of Proposition 2.2.18, we also have, for l ∈ {0, . . . , k − 1}:
) be the matrix of the operator T * φ1 in the basis (ǫ l ) l∈Z/kZ . We want to prove that: CC * = C * C = I k . Let k ≥ 1 and let l ∈ {0, 1, . . . , k − 1}, we have:
3/2 according to Definition 2.2.8,
Complex Weyl quantization of the torus.
In this paragraph, we define the complex Weyl quantization of a symbol on the torus. As in the classical Weyl quantization case, we have two definitions for the complex Weyl quantization. With an Egorov theorem analogous to Proposition 2.2.10 in the R 2 -case, we exhibit the notion of complex Weyl quantization of the torus. First, we introduce a new class of symbols. Recall that Λ Φ1 denotes the following space:
And that the canonical transformation κ φ1 is defined as follows:
is a function such that, for all (x, y) ∈ R 2 , we have:
and if b k is the function defined by the following relation, for (z, w) ∈ Λ Φ1 :
is a function such that, for (z, w) ∈ Λ Φ1 , we have:
Besides, thanks to the identification of Λ Φ1 with C, we can rewrite the symbol b k as a convergent series, for z ∈ C ≃ Λ Φ1 :
where b k m,n (m,n)∈Z 2 is defined by the following formula:
Remark 2.2.20. Since Λ Φ1 ≃ C, then the class of symbols S(Λ Φ1 ) can be identified with S(C) ≃ S(R 2 ).
We can now deduce the following Egorov theorem.
, where Op w Φ1,k is defined by the following formula, for u ∈ S(C):
where a k m,n (m,n)∈Z 2 is the sequence of coefficients defined in Equation (4).
Proof. According to Definition 2.2.5, Op w k (a k ) : S(R) −→ S(R). Let φ ∈ S(R), then we have:
Therefore, for u ∈ S(C), we define Op
φ1 ) as follows:
The previous proposition leads us to define the notion of complex Weyl quantization of a symbol on the torus as follows.
Definition 2.2.22 (First definition of the complex Weyl quantization of the torus).
be a function such that, for all (z, w) ∈ Λ Φ1 , we have:
Define the complex Weyl quantization of the symbol b k , denoted by Op
, by the following formula, for u ∈ S(C):
where the sequence b k m,n (m,n)∈Z 2 is given by Equation (8).
Let's prove a basic property on this notion of quantization. The operator Op w Φ1,k (b k ) defined above acts on the space S(C). We are now going to show that it also acts on the space H k (as expected since the Bargmann transform sends the space L k on the space H k ).
can be extended into an operator which sends the space H k on itself.
Proof. According to Proposition 2.2.21, Op
Since v ∈ S(C) and
by the following formula, for u ∈ S ′ (C) and for v ∈ S(C):
. Moreover, for g ∈ H k , using simple computations we prove that:
Let's give a second definition of the complex Weyl quantization of the torus. This notion is analogous to the already existing one in the R 2 -case (see for example [HS15] or [Zwo12] ). We believe that it is the first time that such a contour integral is used in a context of the quantization of a compact phase space.
Definition 2.2.24 (Second definition of the complex Weyl quantization of the torus). Let b ∈ C ∞ (Λ Φ1 ) be a function such that, for all (z, w) ∈ Λ Φ1 , we have:
Define the complex Weyl quantization of the symbol b , denoted by Op w Φ1 (b ), by the following formula, for u ∈ S(C):
This second definition expresses the fact that the complex Weyl quantization of R 2 (seen in Proposition 2.2.10) can be extended to a symbol defined on the torus. Similarly to Proposition 2.2.23, we have the following property.
Proposition 2.2.25. Let b ∈ C ∞ (Λ Φ1 ) be a function such that, for all (z, w) ∈ Λ Φ1 , we have:
Then, Op w Φ1 (b ) can be extended into an operator which sends H k on itself.
Proof. Let a := b • κ φ1 , then a ∈ S(R 2 ) and Op w (a ) : S(R) −→ S(R). According to Proposition 2.2.11, T φ1 : S(R) −→ S(C) and according to Proposition 2.2.10, we have:
: S(C) −→ S(C). Afterwards, let u, v ∈ S(C), then we have:
where we used the definition of the contour integral Γ(z) and where C > 0 is a constant. Then, for z ∈ C ≃ Λ Φ1 , we have:
Thus, for z ∈ Λ Φ1 , we obtain:
Therefore, we can rewrite the integral as follows, for u, v ∈ S(C):
With a short computation, we prove the following equality:
Consequently, for all u, v ∈ S(C), we have:
where
by the following equality, for u ∈ S ′ (C) and v ∈ S(C):
As a result, the operator Op
, then we have Op w Φ1 (b )g ∈ Hol(C). Besides using simple computations, for g ∈ H k , we prove that:
Op
To conclude this paragraph, we link Definition 2.2.22 and Definition 2.2.24.
Then:
According to Equation (8), for (z, w) ∈ Λ Φ1 , we can rewrite b as follows:
Consequently, we obtain, for u ∈ S(C):
where we used the change of variables:
Therefore, for u ∈ S ′ (C) and v ∈ S(C), we have:
In others words, we have:
Finally, since H k ⊂ S ′ (C), then by restriction and according to Propositions 2.2.23 and 2.2.25, we obtain the result.
(2) Let b ∈ S(Λ Φ1 ) be a function admitting an asymptotic expansion in powers of . Then, there exists f k ∈ S(C) a function admitting an asymptotic expansion in powers of 1/k such that for k ≥ 1:
where (T k ) k≥1 = T f k is the Berezin-Toeplitz operator of symbol f k and where, for all N ∈ N and for z ∈ C, f k is given by:
2.3.2. Berezin-Toeplitz quantization of the torus and Berezin-Toeplitz quantization of the complex plane. In this paragraph, we study a Berezin-Toeplitz operator of the complex plane whose symbol is 2π-periodic with respect to its first variable and 1-periodic with respect to its second variable. Previously, we looked at the action of a Berezin-Toeplitz operator of the complex plane on the spaces S(C) and S ′ (C).
Proposition 2.3.4. Let f k ∈ S(C) be a function admitting an asymptotic expansion in powers of 1/k. Let T f k = (T k ) k≥1 be the Berezin-Toeplitz operator of symbol f k . Then, for k ≥ 1, we have:
(1) T k can be defined as an operator which sends S(C) on itself by:
where Π Φ1,k is seen as an operator which sends S(C) on itself. (2) T k can be extended into an operator which sends S ′ (C) on itself by:
where (T k ) k≥1 =: T f k is the Berezin-Toeplitz operator of symbol f k .
Proof. Since T f k = (T k ) k≥1 is a Berezin-Toeplitz operator of the complex plane, then according to Proposition 2.3.3, there exists b ∈ S(Λ Φ1 ) such that, for k ≥ 1:
. Besides, according to Proposition 2.2.10, we know that:
Since b • κ φ1 ∈ S(R 2 ), then we have:
Moreover, according to Propositions 2.2.11, 2.2.13 and 2.2.16, the Bargmann transform and its adjoint satisfy:
As a result, for k ≥ 1, we obtain:
Then, by definition Π Φ1,k = T φ1 T * φ1 and according to Proposition 2.2.11, the operator Π Φ1,k can be extended into an operator which sends S(C) on itself. Since S(C) ⊂ H (C, Φ 1 ) (see Remark 2.2.12), then for v ∈ S(C) and for f k ∈ S(C), we have:
Therefore, the Berezin-Toeplitz operator T f k = (T k ) k≥1 is defined as follows, for k ≥ 1 and for v ∈ S(C):
where Π Φ1,k is an operator which sends S(C) on itself. Finally, for v = T φ1 ψ ∈ S ′ (C) and for u = T φ1 φ ∈ S(C), we have:
Then, according to Proposition 2.3.3, for z ∈ Λ Φ1 ≃ C, we have:
Consequently, for z ∈ Λ Φ1 ≃ C, we obtain:
In others words, the sequence of operators (T k ) k≥1 is a Berezin-Toeplitz operator of symbol f k .
Let T f k = (T k ) k≥1 be the Berezin-Toeplitz operator of the complex plane of symbol f k . Then, for k ≥ 1, the operator T k is well-defined on H k according to Proposition 2.3.4 since H k ⊂ S ′ (C).
The following proposition gives a connection between the orthogonal projection Π Φ1,k which appears in the definition of a Berezin-Toeplitz operator of the complex plane (see Definition 2.3.1) and the orthogonal projection Π k which appears in the definition of a Berezin-Toeplitz operator of the torus (see Definition 1.1.3). This proposition is fundamental for understanding the relation between these two quantizations.
(1) Π Φ1,k can be extended into an operator which sends
Proof. First, let's prove that Π Φ1,k is well-defined on G k . The main difficulty to prove this result comes from the fact that G k is not included in S ′ (C). Recall the formula defining Π Φ1,k for g ∈ L 2 k (C, Φ 1 ) (see Proposition 2.2.9):
Let g ∈ G k , by a simple computation, we notice that, for (m, n) ∈ Z 2 and for z ∈ C, we have:
Then, for g ∈ G k , we can write an estimate of the integral defining Π Φ1,k as follows:
For all z ∈ C, we have:
where C is a constant independent of k. We recognize the general term of a convergent series in m and n, thus according to Fubini's theorem, Π Φ1,k is well-defined on G k by the following formula, for g ∈ G k : Now, since the range of Π Φ1,k consists of holomorphic functions, then for g ∈ G k , Π Φ1,k g ∈ Hol(C). Then, via the change of variables w −→ w + 2π, we prove with simple integral equalities that, for g ∈ G k , we have Π Φ1,k g(z + 2π) = u k Π Φ1,k g(z) and using the change of variables w −→ w + i, we also obtain that, for g ∈ G k , Π Φ1,k g(z + i) = v k e −ikz+k/2 Π Φ1,k g(z). Finally, we recall that Π Φ1,k = id on H k comes from Proposition 2.2.19.
We can now define the action of a Berezin-Toeplitz operator of the complex plane on the space H k . Proposition 2.3.7. Let f k ∈ C ∞ k (C) be a function such that, for z ∈ C, we have:
Let T f k = (T k ) k≥1 be the Berezin-Toeplitz operator of the complex plane of symbol f k . Then, for k ≥ 1 and for v ∈ H k , we have:
where Π Φ1,k is seen as the operator which sends G k on H k (see Proposition 2.3.6).
Proof. According to Proposition 2.3.4, for v ∈ H k , for u ∈ S(C) and for k ≥ 1, we have:
= g,T k u with g ∈ S −l (C) for l ∈ N according to Proposition 2.2.15,
Thus, for v ∈ H k and for k ≥ 1, we obtain, according to Proposition 2.3.6:
We deduce from Proposition 2.3.7 and Proposition 2.3.6, a result which relates a Berezin-Toeplitz operator of the complex plane and a Berezin-Toeplitz operator of the torus. To our knowledge, this fact is new in the literature and it is also fundamental to prove Theorem A. Proposition 2.3.8. Let f k ∈ C ∞ k (C) be a function such that, for z ∈ C, we have: 
Consequently, a Berezin-Toeplitz operator of the complex plane whose symbol is periodic coincides with a Berezin-Toeplitz operator of the torus.
2.3.3.
Berezin-Toeplitz quantization and complex Weyl quantization of the torus. Finally, we are able to establish and to prove the following proposition which corresponds to Theorem A.
Proposition 2.3.9 (Theorem A). Let f k ∈ C ∞ k (R 2 ) be a function such that, for (x, y) ∈ R 2 , we have:
f k (x + 2π, y) = f k (x, y) = f k (x, y + 1).
Let T f k = (T k ) k≥1 be the Berezin-Toeplitz operator of the torus of symbol f k . Then, for k ≥ 1, we have:
where b ∈ C ∞ (Λ Φ1 ) is defined by the following formula, for z ∈ Λ Φ1 ≃ C:
Besides, b satisfies the following periodicity conditions, for (z, w) ∈ Λ Φ1 :
b (z + 2π, w) = b (z, w) = b (z + i, w − 1).
Proof. Since in particular f k ∈ S(C), if we denote by T
the BerezinToeplitz operator of the complex plane of symbol f k , then according to Proposition 2.3.3, there exists b ∈ S(Λ Φ1 ) such that, for k ≥ 1, we have:
where b is given by the following formula, for z ∈ Λ Φ1 ≃ C:
Since S(C) is included into H (C, Φ 1 ) (see Remark 2.2.12) then, by restriction, we obtain: T Since H k ⊂ S ′ (C), we obtain:
Notice that the periodicity conditions on f k and Equation (9) give the periodicity conditions on b , consequently, Op 
This concludes the proof.
Thanks to Theorem A and Proposition 2.3.3, we deduce the following corollary.
Corollary A.1. Let f k ∈ C ∞ k (R 2 ) be a function such that, for (x, y) ∈ R 2 , we have:
where a ∈ C ∞ (R 2 ) is defined by the following formula:
where b ∈ C ∞ (Λ Φ1 ) is defined by Equation (9). Besides, a satisfies the following periodicity conditions, for (x, y) ∈ R 2 :
