In this study, we compared two different training simulators (the computer screen-based simulator versus the fullscale simulator) with respect to training effectiveness in anesthesia residents. Participants were evaluated in the management of a simulated preprogrammed scenario of anaphylactic shock using two variables: treatment score and diagnosis time. Our results showed that simulators can contribute significantly to the improvement of performance but that learning in treating simulated crisis situations such as anaphylactic shock did not significantly vary between full-scale and computer screen-based simulators. Consequently, the initial decision on whether to use a full-scale or computer screen-based training simulator should be made on the basis of cost and learning objectives rather than on the basis of technical or fidelity criteria. Our results support the contention that screen-based simulators are good devices to acquire technical skills of crisis management. Mannequin-based simulators would probably provide better training for behavioral aspects of crisis management, such as communication, leadership, and interpersonal conflicts, but this was not tested in the current study. T he use of full-scale (FS) simulators for training in anesthesia is becoming a topic of great interest and a source of controversy in the anesthesia profession. One reason is their purchase and maintenance costs. Another is their effectiveness compared with other less-expensive training methods. Yet, Chopra et al.
In this study, we compared two different training simulators (the computer screen-based simulator versus the fullscale simulator) with respect to training effectiveness in anesthesia residents. Participants were evaluated in the management of a simulated preprogrammed scenario of anaphylactic shock using two variables: treatment score and diagnosis time. Our results showed that simulators can contribute significantly to the improvement of performance but that learning in treating simulated crisis situations such as anaphylactic shock did not significantly vary between full-scale and computer screen-based simulators. Consequently, the initial decision on whether to use a full-scale or computer screen-based training simulator should be made on the basis of cost and learning objectives rather than on the basis of technical or fidelity criteria. Our results support the contention that screen-based simulators are good devices to acquire technical skills of crisis management. Mannequin-based simulators would probably provide better training for behavioral aspects of crisis management, such as communication, leadership, and interpersonal conflicts, but this was not tested in the current study. T he use of full-scale (FS) simulators for training in anesthesia is becoming a topic of great interest and a source of controversy in the anesthesia profession. One reason is their purchase and maintenance costs. Another is their effectiveness compared with other less-expensive training methods. Yet, Chopra et al. (1) have shown that anesthesiologists trained on mannequin-based simulators perform better when handling simulated crisis situations a second time, than those not trained on the simulator. However, can the large cost of a mannequin-based simulator be justified or can the same training effect be obtained by using a less expensive computer screen-based simulator? Is the training effect the same for novices and more experienced anesthesiologists? The acid test to answer these questions would be to determine whether patients treated by simulator-educated physicians would have a better outcome or if simulator training could reduce the cost of training or health care. These direct measurements of simulator training effectiveness might be virtually impossible in anesthesia because of the large variability in work situations. As an alternative, the effectiveness of training simulators could be tested by measurement of the progress achieved through a simulator training program, not by comparison between simulated and real practice settings. In this study, we compared the impact on training of two types of anesthesia simulators, a computer screen-based simulator and a mannequin-based simulator, to better document their effectiveness as training tools. Because of the similar training that is involved in both simulators, both training simulators might be expected to improve performance. However, because of the increased complexity of the mannequin-based environment, we hypothesized that the progress of performance in this training environment would be less than that on the screen-based simulator.
Materials and Methods
After approval of the Department of Anesthesia and Intensive Care Medicine Board, we studied 40 anesthesia trainees (20 subjects per training environment) from the University Hospital of Liège, Belgium. The computer screen-based simulator or training device (TD) used in this study was the Anesthesia Simulator Consultant developed by Schwid and O'Donnell (2) . It consists of a standard personal computer with one video monitor. In the program, a graphic interface displays the patient and monitors. The anesthesiologists can obtain physical examination data, select airway management options, and administer drugs and fluids by using mouse-controlled input and menu navigation. The preoperative assessment, physical examinations, and surgeon's messages are presented in the menu. The program includes an expert consultant function that presents learning objectives for each case, suggested management of the case, and emergency, physiologic, and pharmacologic information for the simulated case. This expert consultant function was not available during our testing.
The mannequin-based simulator, or FS simulator, used in this study was part of the CASE (Comprehensive Anesthesia Simulation Environment) series designed by Eagle Simulation, Inc. (Binghamton, NY). It is presented in the form of a real operating room (OR) equipped with all of the recommended equipment for an operation, but the patient has been replaced by a mannequin that best represents the clinical reality. The capabilities of the simulator have been described by Gaba (3) . The anesthesiologist can listen to the cardiac and lung sounds and take the pulse in the neck; he or she can inject drugs to which the mannequin responds in real time in exactly the same way as the TD, which uses many of the same mathematical models. Before the simulation, patient history is given to the trainee following the same format as the historical data presented on the TD. During the simulation, one team member played the role of "primary anesthesiologist" whereas a second member acted as the OR nurse. The surgeon was played by the instructor of the simulator. No help was available from the instructor or from the team member during the testing.
Our aim was to evaluate and compare the effectiveness of two training simulators at improving the performance of both novices and more-experienced anesthesia trainees. The criterion of evaluation was performance at treating a simulated anaphylactic shock (AS) (test scenario). The study was designed to compare pre-and posttraining. A pretest in simulators was not feasible for practical reasons (high cost). Without a pretest measure, changes of performance between the before and after training may not be attributed to the effect of training. The two most serious reasons cited in the literature for this are the large individual variations usually found in problem solving and the equivalence of tests (4) . We used different measures to minimize this bias. First, we used the results of a previous anesthesia examination to choose subjects with similar backgrounds in theoretical knowledge to assure similar competencies between members of the groups of comparison. After the testing in simulators, we asked all participants whether they had encountered any similar clinical situations in the OR and retained in the experimental design only those trainees who had no experience to reduce contaminating intervening events between the pre-and posttest. Participants were requested specifically not to discuss the simulation case with other anesthesiologists. Second, we used the same sequence of training material for the before and after training to guarantee, as far as possible, the test equivalence.
We studied 40 anesthesia trainees from the University Hospital of Liège, Belgium according to the design shown in Figure 1 . They were divided into two subgroups of 20 subjects per training environment. The subjects with different levels of training (10 with 2 to 3 years of anesthesia training and 10 with 4 to 5 years of anesthesia training) were distributed equally between the two simulator environments, and each subject was exposed to only one of the two types of simulators.
Each simulation session began with activities designed to familiarize the participants with the simulator environment they would be tested on. They inspected the simulator, learned how it could be manipulated, and their questions concerning the use and the limitations of the simulator were answered. On each simulator, during Phase 1, the participants were randomly exposed to the test scenario (a simulated AS [Group A]) or to the control scenario (a simulated malignant hyperthermia [MH] [Group B]). Because both simulators use many of the same models, they respond to the same solution with the same time lag. The anaphylactic reaction of the test scenario was severe. Modeled histamine release occurred a few minutes after the first injection of drug, resulting in tachycardia, hypotension, arterial blood pressure changes, increased ventilatory pressures, wheezing, desaturation, and cardiac arrhythmias. During this time, the participants could obtain information about the skin color changes. The participants were instructed to diagnose and treat the problem presented as they would in real life. We used the same patient historical data on both simulators, but changed patient data between Phases 1 and 2 to avoid basic recognition of patterns. The sessions were videotaped with a superimposed stop watch for evaluations. At the end of these sessions, identical structured debriefing was organized on each simulator to present the appropriate therapeutic actions. All participants were requested specifically not to discuss the session outside the training environment. After 1 mo, the participants of both groups (A and B) were exposed to the test scenario (AS) during Phase 2. These sessions were also videotaped and evaluated as for Phase 1. The participants were unaware of the type of problem with which they would be presented during Phases 1 and 2.
Performance in the management of the test scenario (AS) was evaluated by using two variables: the treatment score and the diagnosis time. For the treatment score, a scoring system was developed by two experienced anesthesiologist instructors. It consisted of a list of points values assigned to appropriate medical and technical therapeutic actions (Table 1) . Each treatment score was expressed as a fraction of a maximal possible score of 100. This scoring system is similar to that used by Chopra et al. (1) to assess technical performance in simulated crises. Two raters who did not know the trainees or whether it was Phase 1 or 2, initially recorded independently the presence or absence of each therapeutic action during the test scenario (AS), then compared the scores and reviewed the tape to resolve discrepancies. Thus, each subject received one single total point treatment score. Diagnosis times (in minutes), from the start of the target event to when the correct diagnosis was stated, were noted in the same manner.
Means and standard deviations for treatment scores and diagnosis times of all subjects were calculated on both simulators. On each simulator, we compared treatment scores and diagnosis times between Phases 1 and 2 in the "same-scenario" group (Group A) to measure the technical performance progress and between Group A and the "different-scenario" group (Group B) to distinguish the familiarization effect or the learned generic skills with the specific scenario training effect. We used a multivariate analysis with 4 independent variables: 1) level of experience (from novice to more experienced), 2) type of simulation (screen only and mannequin-based), 3) Phase (Phase 1 and Phase 2) and 4) Group (A and B). P Ͻ 0.05 was considered significant. The variability of performance scores between subjects was assessed before and after training using the test of variance homogeneity. We used the intraclass correlation coefficient to measure the interrater agreement.
Results
Twenty subjects were trained on the Mannequinbased simulator (FS) and another 20 subjects were trained on the Computer screen-based simulator (TD). The two raters highly agreed on the presence and absence of a technical action and on the diagnosis time: the interclass correlation coefficient was 0.99. Treatment scores and diagnosis times (in minutes) for the test scenario (AS) on both simulators are shown in Table 2 . We found no effect of the "type of simulator" and of the "level of experience" on the average treatment scores and on the diagnosis times comparing Phase 1 or Phase 2 between TD and FS.
On the Mannequin-based simulator, within the same-scenario group (Group A), there was a significant improvement in the diagnosis times between Phase 1 and Phase 2 (F[1,19] ϭ 14.46, P Ͻ 0.05); the diagnosis time was shorter during Phase 2 (Phase 1, 2.98 Ϯ 1.13; Phase 2, 1.96 Ϯ 0.8). However, there was no significant difference in the diagnosis times and the treatment scores between the same-scenario group (Group A) and the different-scenario group (Group B) during Phase 2 on the mannequin-based simulator.
On the Computer screen-based simulator, there was a significant difference in the treatment scores between the same-scenario group (Group A) and the different-scenario group (Group B) during Phase 2 (F [1, 19] When comparing the same-scenario Group A Phase 1 and the different-scenario Group B Phase 2, we found no significant difference in the treatment scores, suggesting that the improvement of performance in the same-scenario group was attributable to training on the specific actions required for treating that scenario rather than to familiarity with the simulator or to learning generic skills of clinical problem solving. On both simulators, the treatment scores between subjects in the same-scenario group (Group A) varied substantially during Phase 1 ( 2 ϭ 10.16111, P Ͻ 0.01) (Fig. 2) . In the second phase, the intersubject variability was reduced in the same-scenario group (Group A).
Discussion
Our aim was to compare two different training simulators (computer screen-based versus FS) relative to training effectiveness in anesthesia residents. This is an important issue, given the extensive use and the high cost of mannequin-based simulators. Previous studies conducted in aviation show that a higher fidelity of the simulation does not always lead to better performance (5) (6) (7) (8) (9) (10) (11) . In anesthesiology, the effects of simulator training on job performance are more difficult to demonstrate because of the diversity of the situations, and the best use of different types of simulators for training has not been established. Our study is the first to compare two different types of training simulators. This was possible because of the similarity of the physiologic and pharmacologic models of the two simulators. The results showed that learning in managing simulated crisis situations such as AS did not vary significantly between FS and computer screen-based simulators. Furthermore, this study supports the use of computer screen-based training to achieve technical skills in treating simulated crisis situations. Consequently, the initial decision of whether to use FS or computer screenbased training simulators should be made on the basis of cost and learning objectives rather than on the basis of technical or fidelity criteria. The current A comparison of treatment score variance between Phases 1 and 2 for the same-scenario Group A in the mannequin-based simulator and in the computer-based simulator. On both simulators, the treatment scores between subjects in the same-scenario group (Group A) varied substantially during Phase 1 ( 2 ϭ 10.16111, P Ͻ 0,01). In the second phase, the intersubject variability was reduced in the same-scenario group (Group A). study provides potentially useful information to elucidate the training value of the two types of simulator.
Our results showed that simulators can contribute significantly to the improvement of performance. Schwid et al. (12) found that the use of a computer trainer improves retention of medical guidelines better than standard textbook review. Chopra et al. (1) found that anesthesiologists trained on an FS simulator in handling an MH deviate less from the accepted guidelines and perform better than those who are not trained on simulators. In comparison, the FS simulator in the current study produced an improvement in treatment and diagnosis times between phases, but the progress was not significant between groups. This discrepancy between the two studies raises the issue of the generalization of the findings beyond the specifics of the test scenario. In our case study, we observed that some subjects using mannequin-based simulators instituted the important recovering tasks for AS, such as the administration of epinephrine, before they stated the diagnosis, getting a "good" treatment score. In the case study by Chopra et al. (1) , performing recovering tasks for MH, such as the administration of dantrolene, required a good prior diagnosis. This might explain the difference in findings in the two studies.
These results also raise the question of whether simulators can be used to assess performance because simulated situations, even highly realistic ones, are always a simplification of naturalistic situations, and the anesthesiologist's performance in handling a crisis in the OR involves a wider range of skills than diagnosis, retention of guidelines, and technical skills (13) . In fact, it is not clear from our results whether diagnosis time is a useful concept if the proper management is performed. Gaba et al. (14) suggested the need to evaluate the anesthesiologist's performance during crisis management using both technical and behavioral aspects. Behavioral aspects refer to team behaviors such as communication, leadership, and interpersonal conflict. These have been reported as the most critical factors associated with human error accidents (15) (16) (17) . We speculate that the FS simulator might be better for training in these aspects than the screenbased simulator, but this was not tested in the current study. In other professions, this distinction between behavioral and technical aspects of performance is at the origin of how simulators are used (10, 18) .
Our results showed that intersubject variability was reduced in the second phase in the same scenario. In many high-risk domains, there is a trend to reduce intersubject variability with procedures, regulations, and automation (19, 20) . Simulator training seems to be a good tool to achieve this goal, and thus can help in maintaining human and system reliability. However, although this finding indicates that simulator training produces greater consistency in performance between subjects, it does not indicate how the skill is developed by each subject. Is the improvement attributable to the fact that the trainees had encountered the problem situation? Is it attributable to the fact that all sessions were associated with a debriefing, or to other factors? Additional studies must address these questions.
The present study has some limitations, including the small size of the sample, the complexity of the design, and an increased expectation of problems during testing. Moreover, the novice group of residents using mannequin-based simulators had a markedly decreased diagnosis time during Phase 1 than the experienced group or all residents training on the screen-based simulator. This is surprising considering the increased complexity of the mannequin-based simulator. We believe that some novices did have knowledge of the scenarios that were likely to be presented despite our methodological precautions. This might have influenced their performance in diagnosis times during the evaluation sessions and invalidated the results.
We must develop more appropriate measures for evaluating the effectiveness of simulation-based training programs. A key element for future studies is to collect and compare data on human performance from the field and from simulators (21) . The goal is not to improve the physical or functional fidelity of the simulators. Rather, the juxtaposition of data allows a better understanding of the demands of the task situation, the sources of errors, and the ability of simulators to meet the requirements for training to allocate the training objectives to the most effective and leastexpensive setting.
