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Abstract
We define the characteristic cycle of an e´tale sheaf as a cycle on the cotangent
bundle of a smooth variety in positive characteristic using the singular support re-
cently defined by Beilinson. We prove a formula a` la Milnor for the total dimension
of the space of vanishing cycles and an index formula computing the Euler-Poincare´
characteristic, generalizing the Grothendieck-Ogg-Shafarevich formula to higher di-
mension.
An essential ingredient of the construction and the proof is a partial general-
ization to higher dimension of the semi-continuity of the Swan conductor due to
Deligne-Laumon. We prove the index formula by establishing certain functorial
properties of characteristic cycles.
As is observed by Deligne in [16], a strong analogy between the wild ramification of
ℓ-adic sheaf in positive characteristic and the irregular singularity of partial differential
equation on a complex manifold suggests to define the characteristic cycle of an F¯ℓ-sheaf
as a cycle on the cotangent bundle of a smooth variety in positive characteristic p 6= ℓ.
Kashiwara and Schapira show that the characteristic cycles in a transcendental setting are
in fact defined directly for constructible sheaves without using D-modules and develop a
theory in their book [28] .
Recently, Beilinson [8] defined the singular support as a closed conical subset of the
cotangent bundle that controls the local acyclicity of morphisms. We define the charac-
teristic cycle as a Z-linear combination of its irreducible components, characterized by a
Milnor formula
(4.15) − dim tot φu(j
∗F , f) = (CCF , df)T ∗W,u
for the total dimension of the space of vanishing cycles. Roughly speaking, we realize a
program sketched in [16]. The Milnor formula proved by Deligne [13] is the case where
the sheaf is constant. In the first version of this article, the characteristic cycle CCF
was defined as a Z[1
p
]-linear combination. The proof of the integrality is due to Beilinson,
based on a suggestion by Deligne.
We also prove an index formula
(6.22) χ(X,F) = (CCF , T ∗XX)T ∗X .
computing the Euler-Poincare´ characteristic. The Grothendieck-Ogg-Shafarevich formula
[21] is the case where the variety is a curve. Imitating the construction in [19, Appendix]
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in an analytic context, we define the characteristic class of constructible sheaf in Definition
5.7, which gives an analogue of the MacPherson-Chern class [33] in positive characteristic.
To define the characteristic cycle, it suffices to determine the coefficient of each irre-
ducible component of the singular support. We do this by imposing the Milnor formula
(4.15) for morphisms defined by pencils by choosing an embedding to a projective space.
To prove that the coefficients are independent of the choice and that the characteristic
cycle satisfies the Milnor formula (4.15) in general, we use the continuity Proposition 1.16
of the total dimension of the space of vanishing cycles. This is a partial generalization to
higher dimension of the semi-continuity of Swan conductor [31].
The proof of the integrality of characteristic cycles due to Beilinson given in Section
4.4 is done by constructing a function f such that the section df meets transversely to each
irreducible component of the singular support. To complete the proof in an exceptional
case that occurs only in characteristic p = 2, we consider the pull-back to the product
with A1 and use the compatibility Proposition 4.17 with pull-back by smooth morphisms
of the construction of characteristic cycle.
The index formula Theorem 6.13 computing the Euler-Poincare´ characteristic is de-
duced from the compatibility Theorem 6.6 [16, 2e Conjecture, p. 10] of the construction of
characteristic cycles with the pull-back by properly C-transversal morphisms (Definition
6.1) for the singular support C. The compatibility Theorem 6.6 also implies a description
Theorem 6.14 of the characteristic cycle in terms of ramification theory [1], [36]. In the
tamely ramified case, the description has been proved by a different method in [40].
We present slight modifications of the proofs of Theorems 6.6 and 6.13 due to Beilinson
in Sections 6.1 and 6.2. The author thanks him for allowing to include them in this article.
They are based on functorial properties of characteristic cycles under the Radon transform.
Contrary, the original proof which is not produced in this article was based on ramification
theory.
The only result from Section 1 necessary for the definition of characteristic cycle The-
orem 4.9 in Section 5 is the continuity Proposition 1.16. The contents of Section 7 where
we establish a characterization Proposition 7.13 of the singular support in terms of the
F -transversality introduced in Definition 7.5 depend only on the first two subsections in
Section 3 where we recall basic properties of the singular support from [8].
We describe briefly the content of each section. In Section 1.1, we introduce and study
flat functions on a scheme quasi-finite over a base scheme, used to formulate the partial
generalization of the semi-continuity of Swan conductor to higher dimension. After briefly
recalling the generalization of the formalism of vanishing cycles with general base scheme
and its relation with local acyclicity, we recall from [34] basic properties Proposition 1.8
in the case where the locus of non local acyclicity is quasi-finite, in Section 1.2. We recall
and reformulate the semi-continuity of Swan conductor from [31] using the formalism
of vanishing cycles with general base scheme and give a partial generalization to higher
dimension in Section 1.3.
We briefly recall definitions and results on closed conical subsets of the cotangent
bundle and on singular supports from [8] in Sections 2 and 3. In Section 3.2, we give a
description Proposition 3.13 of the singular support in terms of ramification theory using
a characterization Corollary 3.7 of the singular support.
We define the characteristic cycle as characterized by the Milnor formula (4.15) in
Section 4.3. After some preliminary on morphisms defined by pencils and their universal
family in Section 4.1, we fix some terminology and notation to formulate the Milnor formula
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in Section 4.2. In Proposition 4.8 in Section 4.2, we state a certain flatness criterion for
a function on isolated characteristic points to be defined by intersections numbers with a
cycle on the cotangent bundle. We prove the existence of characteristic cycle in Theorem
4.9 in Section 4.3 by showing that the total dimension of the space of vanishing cycles
satisfies the flatness criterion using the continuity Proposition 1.16. We also establish
some elementary properties of characteristic cycles in Section 4.3. In Section 4.4, we give
a proof of the integrality of characteristic cycle by Beilinson.
After some preliminaries on the Chow groups of projective space bundles in Section
5.1, we define the characteristic class in Section 5.2.
We state and prove the compatibility Theorem 6.6 of the construction of characteristic
cycles with properly C-transversal morphisms for the singular support C in Section 6.1.
In Section 6.2, we prove the index formula Theorem 6.13 computing the Euler number. It
is deduced from Theorem 6.6 and the compatibility of characteristic classes with Radon
transform. We deduce a description of the characteristic cycle Theorem 6.14 in terms of
ramification theory from Theorem 6.6.
We introduce the notion of F -transversality in Definition 7.5 using a canonical mor-
phism (7.13) and establish a characterization Proposition 7.13 of the singular support in
terms of the F -transversality in Section 7.
The author thanks Pierre Deligne for sending him an unpublished notes [16]. This
article is the result of an attempt to understand its contents. The author thanks Luc Illusie
for sending him a preprint [27] and for the introduction to the formalism of generalized
vanishing cycles. The author thanks Ofer Gabber for suggesting an improvement on the
statement of Proposition 7.13.
The author thanks Alexander Beilinson greatly for his generous help on various stages
of the study of the subjects of this article. First for the preprint [8] and an earlier suggestion
of use of Radon transform [9]. The proof of integrality of characteristic cycle which he
kindly suggested the author to include in Section 4.4 is due to him. He also kindly
suggested to include his conceptual proofs of Theorems 6.6 and 6.13, that allow to replace
the original more technical proofs.
The author greatly acknowledges Ahmed Abbes for pointing out the similarity of the
theory of e´tale sheaves and the content of the book [28], which was the starting point
of the whole project, and also for suggesting a link between the vanishing topos and the
semi-continuity of Swan conductor. The author would also like to thank Luc Illusie and
Ahmed Abbes for inspiring discussion. The research was partially supported by JSPS
Grants-in-Aid for Scientific Research (A) 26247002.
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1 Vanishing topos and the semi-continuity of the Swan
conductor
1.1 Calculus on vanishing topos
Let f : X → S be a morphism of schemes. By abuse of notation, let X,S also denote
the associated e´tale toposes. For the definition of the vanishing topos X
←
×S S and the
morphisms
X
Ψf
−−−→ X
←
×S S
p2
−−−→ S
p1
y
X
of toposes, we refer to [26, 1.1, 4.1, 4.3] and [27, 1.1]. For a geometric point x of a scheme
X , we assume in this article that the residue field of x is a separable closure of the residue
field at the image of x in X , if we do not say otherwise explicitly.
For a geometric point x of X , the fiber x×X (X
←
×S S) of p1 : X
←
×S S → X at x is the
vanishing topos x
←
×S S and is canonically identified with the strict localization S(s) at the
geometric point s = f(x) of S defined by the image of x (cf. [27, (1.8.2)]).
4
A point on the topos X
←
×S S is defined by a triple denoted x ← t consisting of a
geometric point x of X , a geometric point t of S and a specialization s = f(x) ← t
namely a geometric point S(s) ← t of the strict localization lifting S ← t. The fiber
(X
←
×S S)×S
←
×SS
(s← t) of the canonical morphism X
←
×S S → S
←
×S S at a point s← t is
canonically identified with the geometric fiber Xs. The fiber products X(x) ×S(s) S(t) and
X(x) ×S(s) t are called the Milnor tube and the Milnor fiber respectively.
For a commutative diagram
X
f //
p
❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
of morphisms of schemes, the morphism
←
g : X
←
×Y Y → X
←
×S S is defined by functoriality
and we have a canonical isomorphism Ψp →
←
g ◦Ψf . On the fibers of a geometric point x
of X , the morphism
←
g induces a morphism
(1.1) g(x) : Y(y) = x
←
×Y Y → S(s) = x
←
×S S
on the strict localizations at y = f(x) and s = p(x) [27, (1.7.3)]. In particular for Y = X ,
we have a canonical isomorphism Ψp →
←
g ◦Ψid.
Let Λ be a finite local ring with residue field Λ0 of characteristic ℓ invertible on S.
Let D+(−) denote the derived category of complexes of Λ-modules bounded below and
let Db(−) denote the subcategory consisting of complexes with bounded cohomology. In
the following, we assume that S and X are quasi-compact and quasi-separated. We say
that an object of Db(X
←
×S S) is constructible if there exist finite partitions X =
∐
αXα
and S =
∐
β Sβ by locally closed constructible subschemes such that the restrictions to
Xα
←
×S Sβ of cohomology sheaves are locally constant and constructible [27, 1.3].
Let Dbc(−) denote the subcategory of D
b(−) consisting of constructible objects and let
Dctf(−) ⊂ D
b
c(−) denote its subcategory consisting of objects of finite tor-dimension. If Λ
is a field, we have Dctf(−) = D
b
c(−).
We canonically identify a function on the underlying set of a scheme X with the
function on the set of isomorphism classes of geometric points x of X . Similarly, we call a
function on the set of isomorphism classes of points x← t of X
←
×S S a function on X
←
×S S.
We say that a function on X
←
×S S is a constructible function if there exist finite partitions
X =
∐
αXα and S =
∐
β Sβ as above such that the restrictions to Xα
←
×S Sβ are locally
constant.
For an object K ofDctf(X
←
×SS), the rank function dimKx←t is defined as a constructible
function on X
←
×S S. If Λ = Λ0 is a field, we have dimKx←t =
∑
q(−1)
q dimHqKx←t. In
general, we have dimΛK = dimΛ0 K ⊗
L
Λ Λ0.
Definition 1.1. Let Z be a quasi-finite scheme over S and let ϕ : Z → Q be a function.
We define the derivative δ(ϕ) of ϕ as a function on Z
←
×S S by
(1.2) δ(ϕ)(x← t) = ϕ(x)−
∑
z∈Z(x)×S(s) t
ϕ(z)
5
where s = f(x). If the derivative δ(ϕ) is 0 (resp. δ(ϕ) ≧ 0), we say that the function ϕ is
flat (resp. increasing) over S. If the morphism f : Z → S is finite, we define a function
f∗ϕ on S by
(1.3) f∗ϕ(s) =
∑
x∈Zs
ϕ(x).
Lemma 1.2. Let S be a noetherian scheme, Z be a quasi-finite scheme over S and ϕ : Z →
Q be a function.
1. Assume that Z is e´tale over S. Then ϕ is locally constant (resp. upper semi-
continuous) if and only if it is flat over S (resp. constructible and increasing over S).
2. The function ϕ is constructible if and only if its derivative δ(ϕ) : Z
←
×S S → Q
defined in (1.2) is constructible. Consequently, if ϕ is flat over S, then ϕ is constructible.
3. Assume that ϕ is flat over S. Then, ϕ = 0 if and only if ϕ(x) = 0 for the generic
point x of every irreducible component of Z.
4. Assume that the morphism f : Z → S is finite. If ϕ is constructible, the function
f∗ϕ is also constructible. Assume that ϕ is constructible and is increasing over S. Then
the function f∗ϕ on S is upper semi-continuous. Further, the function ϕ is flat over S if
and only if f∗ϕ is locally constant.
Proof. 1. Since the question is e´tale local on Z, we may assume that Z → S is an
isomorphism. Then the assertion is clear.
2. Assume δ(ϕ) is constructible. By noetherian induction, it suffices to show the
following: For every geometric point t of S and the closure T ⊂ S of its image, there exists
a dense open subset V ⊂ T such that ϕ is locally constant on Z ×S V . Replacing S by
T , it suffices to consider the case where t dominates the generic point of an irreducible
scheme S. For a geometric point x of Z above t, we have δ(ϕ)(x ← t) = 0. By further
replacing X by an e´tale neighborhood of x, it suffices to consider the case where Z is e´tale
over S and δ(ϕ) = 0. Then, by 1, ϕ is locally constant and hence constructible.
Assume ϕ is constructible. For a closed subset T of S, the subtopos (Z Z×S T )
←
×S T
is empty. Hence, by noetherian induction, it suffices to show the following: For every
geometric point t of S and the closure T ⊂ S of its image, there exists a dense open
subset V ⊂ T such that δ(ϕ) is locally constant on (Z ×S V )
←
×S V . Similarly as above, it
suffices to consider the case where Z is e´tale over S and ϕ is locally constant. Then, by
1., δ(ϕ) = 0 and is constructible.
3. By (1.2), a function flat over S is uniquely determined by the values at the generic
points of irreducible components.
4. Assume that f : Z → S is finite. If ϕ is constructible, there exists a dense open
subscheme U of S such that ϕ is locally constant on Z ×S U . Hence f∗ϕ is constructible
by noetherian induction. For a specialization s ← t, we have
∑
x∈Zs
δ(ϕ)(x ← t) =
f∗ϕ(s)− f∗ϕ(t) = δ(f∗ϕ)(s← t). Hence we may assume Z = S and then the assertion is
clear.
We give an example of flat function. Let S be a noetherian scheme, X be a scheme
of finite type over S and Z ⊂ X be a closed subscheme quasi-finite over S. Let A be
a complex of OX-modules such that the cohomology sheaves H
q(A) are coherent OX -
modules supported on Z for all q and that A is of finite tor-dimension as a complex of
OS-modules. For a geometric point z of Z and its image s in S, let OS,s denote the strict
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localization and k(s) the separably closed residue field of OS,s. Then, the k(s)-vector
spaces Tor
OS,s
q (Az, k(s)) are of finite dimension and are 0 except for finitely many q. We
define a function ϕA : Z → Z by
(1.4) ϕA(z) =
∑
q
(−1)q dimk(s) Tor
OS,s
q (Az, k(s)).
Lemma 1.3. Let noetherian schemes Z ⊂ X → S and a complex A be as above.
1. The function ϕA : Z → Z defined by (1.4) is constructible and flat over S.
2. Suppose that S and Z are integral and that the image of the generic point ξ of Z is
the generic point η of S. If A = OZ , the value of the function ϕA at a geometric point of
Z above ξ is the inseparable degree [k(ξ) : k(η)]insep.
The condition that A is of finite tor-dimension as a complex of OS-modules is satisfied
if S is regular.
Proof. 1. Since the assertion is e´tale local on Z, we may assume that Z is finite over S,
thatX and S are affine and that z is the unique point in the geometric fiber Z×SSpec k(s).
Then, the complex Rf∗A is a perfect complex of OS-modules and ϕA(z) equal the rank of
Rf∗A. Hence, the assertion follows.
2. We may assume that S = Spec k(η) and Z = Spec k(ξ) and the assertion follows.
We generalize the definition of derivative to functions on vanishing topos.
Definition 1.4. Let
(1.5) Z
f //
p
❄
❄❄
❄❄
❄❄
❄ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
be a commutative diagram of morphisms of schemes such that Z is quasi-finite over S. Let
ψ : Z
←
×Y Y → Q be a function such that ψ(x ← w) = 0 unless w is not supported on the
image of f(x) : Z(x) → Y(y) where y = f(x). We define the derivative δ(ψ) as a function on
Z
←
×S S → Z by
(1.6) δ(ψ)(x← t) = ψ(x← y)−
∑
w∈Y(y)×S(s) t
ψ(x← w)
where y = f(x) and s = p(x). We say that ψ is flat over S if δ(ψ) = 0.
The sum in the right hand side of (1.6) is a finite sum by the assumption that Z is
quasi-finite over S and the assumption on the support of ψ. If Z = Y , we recover the
definition (1.2) by applying (1.6) to the pull-back p∗2ϕ : Z
←
×Z Z → Z by p2 : Z
←
×Z Z → Z.
The following elementary Lemma will be used in the proof of a generalization of the
continuity of the Swan conductor.
Lemma 1.5. Let the assumption on the diagram (1.5) be as in Definition 1.4 and let ϕ
be a function on Z. We define a function ψ on Z
←
×Y Y by
(1.7) ψ(x← w) =
∑
z∈Z(x)×Y(y)w
ϕ(z)
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where y = f(x). Then the derivative δ(ϕ) on Z
←
×S S defined by (1.2) equals δ(ψ) defined
by (1.6).
Proof. It follows from ψ(x← y) = ϕ(x) and Z(x)×S(s) t =
∐
w∈Y(y)×S(s) t
(Z(x)×Y(y) w). Note
that except for finitely many geometric points w of Y(y) ×S(s) t those supported on the
image of Z(x), the fiber Z(x) ×Y(y) w is empty.
1.2 Nearby cycles and the local acyclicity
For a morphism f : X → S, the morphism Ψf : X → X
←
×S S defines the nearby cycles
functor RΨf : D
+(X)→ D+(X
←
×S S). The canonical morphism p
∗
1 → RΨf of functors is
defined by adjunction and by the isomorphism id → p1 ◦ Ψf . The cone of the morphism
p∗1 → RΨf defines the vanishing cycles functor RΦf : D
+(X) → D+(X
←
×S S). If S
is the spectrum of a henselian discrete valuation ring and if s, η denote its closed and
generic points, we recover the classical construction of complexes ψ, φ of nearby cycles
and vanishing cycles as the restrictions to Xs
←
×S η of RΨf and RΦf respectively.
Recall that f : X → S is said to be locally acyclic relatively to a complex F of Λ-
modules on X [15, Definition 2.12] if the canonical morphism
(1.8) Fx −−−→ RΓ(X(x) ×S(s) t,F|X(x)×S(s) t)
is an isomorphism for every x← t. Recall that f : X → S is said to be universally locally
acyclic relatively to F , if for every morphism S ′ → S, its base change is locally acyclic
relatively to the pull-back of F .
Lemma 1.6 (cf. [17, Proposition 7.6.2]). Let f : X → S be a morphism of finite type and
let F ∈ Dctf(X) be a complex of finite tor-dimension.
1. Suppose that F is of tor-amplitude [a, b] and that f : X → S is of relative dimension
d. Then, for points x← t of X
←
×SS, the complex RΓ(X(x)×S(s) t,F|X(x)×S(s) t) of Λ-modules
is of tor-amplitude [a, b+ d] and, for a Λ-module M , the canonical morphism
(1.9) RΓ(X(x) ×S(s) t,F|X(x)×S(s) t)⊗
L
Λ M → RΓ(X(x) ×S(s) t,F|X(x)×S(s) t ⊗
L
Λ M)
is an isomorphism.
2. Let Λ0 be the residue field of Λ. Then, f : X → S is locally acyclic (resp. universally
locally acyclic) relatively to F if and only if it is so relatively to F0 = F ⊗
L
Λ Λ0.
Proof. 1. By the assumption that f : X → S is of finite type and of relative dimension
d, the functor RΓ(X(x) ×S(s) t,−) is of cohomological dimension ≦ d by [4, Corollaire
3.2]. Hence, similarly as [14, (4.9.1)], the canonical morphism (1.9) is an isomorphism.
Since the complex F|X(x)×S(s) t ⊗
L
Λ M is acyclic outside [a, b], the complex RΓ(X(x) ×S(s) t,
F|X(x)×S(s) t⊗
L
ΛM) is acyclic outside [a, b+d]. Thus, the complex RΓ(X(x)×S(s)t,F|X(x)×S(s) t)
is of tor-amplitude [a, b+ d].
2. It suffices to show the assertion for local acyclicity. If the canonical morphism (1.8)
is an isomorphism for x← t, then (1.8) for F0 is an isomorphism by the isomorphism (1.9)
for M = Λ0.
To show the converse, let I• be a filtration by ideals of Λ such that GrΛ is a Λ0-
vector space. Then, I• defines a filtration on F = F ⊗L Λ and a canonical isomorphism
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GrF → F0 ⊗Λ0 GrΛ. Hence if (1.8) is an isomorphism for F0 then (1.8) for F is an
isomorphism.
We consider a commutative diagram
(1.10) X
f //
p
❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
of schemes. The canonical isomorphism
←
g ◦Ψf → Ψp induces an isomorphism of functors
(1.11) R
←
g ∗ ◦RΨf → RΨp
For an object K of D+(X
←
×Y Y ) and a geometric point x of X , the restriction of R
←
g ∗K
on x
←
×S S = S(s) for s = f(x) is canonically identified with Rg(x)∗(K|Y(y)) for y = f(x)
in the notation of (1.1) by [27, (1.9.2)]. For the stalk at a point x ← t of X
←
×S S, this
identification gives a canonical isomorphism
(1.12) R
←
g ∗Kx←t → RΓ(Y(y) ×S(s) S(t),K|Y(y)×S(s)S(t)).
For an object F of D+(X), (1.12) applied to Y = X gives a canonical identification
(1.13) RΨpFx←t → RΓ(X(x) ×S(s) S(t),F|X(x)×S(s)S(t))
with the cohomology of the Milnor tube [27, (1.1.15)].
A cartesian diagram
X ←−−− XT
f
y yfT
S
i
←−−− T
of schemes defines a 2-commutative diagram
XT
p1
←−−− XT
←
×T T
ΨfT←−−− XT
i
y ←i
y yi
X
p1
←−−− X
←
×S S
Ψf
←−−− X
and the base change morphisms define a morphism
(1.14)
−−−→
←∗
i p∗1 −−−→
←∗
i RΨf −−−→
←∗
i RΦf −−−→
≃
y y y
−−−→ p∗1i
∗ −−−→ RΨfT i
∗ −−−→ RΦfT i
∗ −−−→
of distinguished triangles of functors. For an object F ofD+(X), we say that the formation
of RΨfF commutes with the base change T → S if the middle vertical arrow defines an
isomorphism
←∗
i RΨfF → RΨfT i
∗F .
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For a point x← t of X
←
×S S, if T ⊂ S denotes the closure of the image of t in S, the
left square of (1.14) induces a commutative diagram
(1.15) (p∗1F)x←t = Fx //
,,❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳
RΨfFx←t = RΓ(X(x) ×S(s) S(t),F|X(x)×S(s)S(t))

RΨfT (F|XT )x←t = RΓ(X(x) ×S(s) t,F|X(x)×S(s) t).
The vertical arrow is the canonical morphism from the cohomology of the Milnor tube to
that of the Milnor fiber and the slant arrow is the canonical morphism (1.8). Recall that
we assume that the residue field of t is a separable closure of the residue field at the image
in S(s).
We interpret the local acyclicity in terms of vanishing topos.
Proposition 1.7. Let f : X → S be a morphism of schemes. Then, for an object F of
D+(X), the conditions in 1. and 2. below are equivalent to each other respectively.
1. (1) For every finite morphism g : T → S, for every geometric point x of X and for
every specialization t← u of geometric points of T such that s = f(x) = g(t) as geometric
points of S, the canonical morphism
(1.16) RΓ(X(x) ×S(s) T(u),F|X(x)×S(s)T(u))→ RΓ(X(x) ×S(s) u,F|X(x)×S(s)u)
that is a vertical arrow in (1.15) for the base change fT : XT = X ×S T → T is an
isomorphism.
(2) The formation of RΨfF commutes with finite base change T → S.
2. ([24, Corollaire 2.6]) (1) The morphism f : X → S is (resp. universally) locally
acyclic relatively to F .
(2) The canonical morphism p∗1F → RΨfF is an isomorphism and the formation of
RΨfF commutes with finite (resp. arbitrary) base change T → S.
(3) The canonical morphism p∗1FT → RΨfTFT is an isomorphism for every finite (resp.
every) morphism T → S and the pull-back FT of F on XT = X ×S T .
Proof. 1. Let T → S be a finite morphism and x 7→ s and t← u be as in the condition (1).
Then, for the geometric point x′ of XT defined by a unique point of x×s t, the Milnor tube
XT (x′) ×T(t) T(u) is canonically isomorphic to X(x) ×S(s) T(u) since T → S is finite. Thus,
the morphism (1.16) is identified with the morphism RΓ(X(x) ×S(s) T(u),F|X(x)×S(s)T(u))→
RΓ(X(x)×S(s) u,F|X(x)×S(s)u) that is the vertical arrow in (1.15) for fT : XT → T at x
′ ← u.
Let T ′ ⊂ T be the closure of the image of u. We consider the base change morphisms
(1.17)
RΨfFx←u = RΓ(X(x) ×S(s) S(u),F|X(x)×S(s)S(u))y
RΨfT (F|XT )x←u = RΓ(X(x) ×S(s) T(u),F|X(x)×S(s)T(u))y
RΨfT ′ (F|XT ′ )x←u = RΓ(X(x) ×S(s) u,F|X(x)×S(s)u).
The condition (1) implies that the lower arrow and the composition are isomorphisms.
Hence, the upper arrow is an isomorphism and we have (1)⇒(2).
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Conversely, the condition (2) implies that the upper arrow and the composition are
isomorphisms. Hence, the lower arrow that is the same as (1.16) is an isomorphism. Thus,
we have (2)⇒(1).
2. First, we show the equivalence of (1) and (2) in the cases without resp. The condition
(1) is equivalent to that the slant arrow in (1.15) is an isomorphism for every point x← t
of X
←
×S S. Hence the condition (2) implies the condition (1) by (2)⇒(1) in 1. and the
commutativity of the diagram (1.15).
Conversely, by [24, Corollaire 2.6], if the condition (1) is satisfied, the formation of
Rf(x)∗(F|X(x)) commutes with finite base change for every geometric point x of X where
f(x) : X(x) → S(s) is the morphism on the strict localizations induced by f . Thus, for every
finite morphism T → S and every point x ← u of XT
←
×T T , the upper arrow in (1.17) is
an isomorphism. Hence the formation of RΨfF commutes with finite base change T → S.
Further the vertical arrow in (1.15) is an isomorphism. Thus the canonical morphism
p∗1F → RΨfF is an isomorphism further by the commutativity of the diagram (1.15).
If p∗1F → RΨfF is an isomorphism, the formation of RΨfF commutes with base
change T → S if and only if p∗1FXT → RΨfTFXT is an isomorphism by the left square
of (1.14). Hence we have an equivalence (2)⇔(3). The equivalence (1)⇔(3) in the cases
with resp. follows immediately from that without resp.
Proposition 1.8. Let f : X → S be a morphism of finite type of noetherian schemes and
let Z ⊂ X be a closed subscheme quasi-finite over S. Let F be an object of Dbc(X) such
that the restriction of f : X → S to the complement X Z is (resp. universally) locally
acyclic relatively to the restriction of F .
1. (cf. [34, Proposition 6.1]) RΨfF and RΦfF are constructible and their forma-
tions commute with finite (resp. arbitrary) base change. The constructible object RΦfF is
supported on Z
←
×S S.
2. Let x be a geometric point of X and s = f(x) be the geometric point of S defined by
the image of x by f . Let t and u be geometric points of S(s) and t← u be a specialization.
Then, there exists a distinguished triangle
(1.18)
−−−→ RΨfFx←t −−−→ RΨfFx←u −−−→
⊕
z∈(Z×XX(x))×S(s) t
RΦfFz←u −−−→
where RΨfFx←t → RΨfFx←u is the cospecialization.
The commutativity of the formation of RΨfF with any base change implies its con-
structibility by [34, 8.1, 10.5] as noted after [27, Theorem 1.3.1].
Proof. 1. The constructibility is proved by taking a compactification in [34, Proposition
6.1]. The commutativity with base change is proved similarly by taking a compactification
and applying the proper base change theorem.
The assertion on the support of RΦfF follows from Proposition 1.7.2 (1)⇒(2).
2. Let t and u be geometric points of S(s) and t← u be a specialization. By replacing
S by the strict localization S(s) and shrinking X , we may assume that S = S(s), that X is
affine and that Z = Z ×X X(x) is finite over S.
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We consider the diagram
s t
is
y yit
S
j
←−−− S(t)
k
←−−− u
and let the morphisms obtained by the base change X → S denoted by the same letters, by
abuse of notation. Similarly as the sliced vanishing cycles in the proof of [34, Proposition
6.1], we consider an object Φt←uF on X ×S S(t) fitting in the distinguished triangle →
j∗F → Rk∗(j ◦ k)
∗F → Φt←uF →. Since the formation of RΨfF commutes with finite
base change by 1., we have a distinguished triangle (1.18) with the third term replaced by
∆x = (Rj∗Φt←uF)x. Further, the third term itself is canonically isomorphic to the direct
sum of ∆z = (Φt←uF)z for z ∈ Zt.
Since RΦfF is acyclic outside Z
←
×S S by 1., the canonical morphisms i
∗
sF → i
∗
sRj∗j
∗F
and i∗sF → i
∗
sR(j ◦ k)∗(j ◦ k)
∗F are isomorphisms on Xs Zs. Hence, the restriction
i∗sRj∗Φt←uF is acyclic on Xs Zs. Similalry, the restriction i
∗
tΦt←uF is acyclic on Xt Zt.
We take a compactification X¯ of X and an extension F¯ of F to X¯ . Define Φt←uF¯
on X¯ ×S S(t) similarly as Φt←uF and set Y = X¯ X . By the proper base change the-
orem, the canonical morphisms RΓ(X¯s, i
∗
sRj∗Φt←uF¯) ← RΓ(X¯, Rj∗Φt←uF¯) → RΓ(X¯ ×S
S(t),Φt←uF¯)→ RΓ(X¯t, i
∗
tΦt←uF¯) are isomorphisms and similarly for the restrictions to Y .
Hence, we obtain a commutative diagram
∆x = RΓ(Zs, i
∗
sRj∗Φt←uF) −−−→ RΓc(Xs, i
∗
sRj∗Φt←uF)y y⊕
z∈Zt
∆z = RΓ(Zt, i
∗
tΦt←uF) −−−→ RΓc(Xt, i
∗
tΦt←uF)
of isomorphisms and the assertion follows.
Corollary 1.9. We keep the assumptions in Proposition 1.8 and let x be a geometric
point of X and s = f(x) be the geometric point of S defined by the image of x by f as in
Proposition 1.8.2. Then, the restriction of the constructible sheaf RqΨfF on x
←
×S S = S(s)
is locally constant outside the image of the finite scheme Z ×X X(x) for every q.
Proof. Let t and u be geometric points of S(s) not in the image of Z×XX(x) and t← u be
a specialization. Since RΨfF is constructible, it suffices to show that the cospecialization
morphism RΨfFx←t → RΨfFx←u is an isomorphism. Then by the assumption on the
local acyclicity, the complex Φt←uF in the proof of Proposition 1.8.2 is acyclic. Hence the
assertion follows from (1.18) and the isomorphism RΦfFz←u → (Φt←uF)z.
Corollary 1.10. We keep the assumptions in Proposition 1.8. We further assume that F
is of finite tor-dimension.
1. The complexes RΨfF and RΦfF are of finite tor-dimension. Consequently, the
functions dimRΨfF and dimRΦfF are defined and constructible.
2. Define a constructible function δF on X
←
×S S supported on Z
←
×S S by δF(x← t) =
dimRΦfFx←t. Let Λ0 denote the residue field of Λ and assume that RΦfF⊗
L
Λ0
Λ is acyclic
except at degree 0. Then, we have δF ≧ 0 and the equality δF = 0 is equivalent to the
condition that the morphism f is (resp. universally) locally acyclic relatively to F .
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Proof. 1. By Proposition 1.8.1, Proposition 1.7.1 and Lemma 1.6.1, the complex RΨfF
is of finite tor-dimension and hence RΦfF is also of finite tor-dimension. Since they are
constructible by Proposition 1.8.1, the functions dimRΨfF and dimRΦfF are defined
and constructible.
2. The positivity δF ≧ 0 follows from the assumption that RΦfF is acyclic except at
degree 0. Further the equality δF = 0 is equivalent to RΦfF = 0. Since the formation
of RΨfF commutes with finite (resp. arbitrary) base change by Proposition 1.8.1, it is
further equivalent to the condition that the morphism f is (resp. universally) locally acyclic
relatively to F by Proposition 1.7.2.
Lemma 1.11. Assume that Λ = Λ0 is a field. Then, the assumption that RΦfF is acyclic
except at degree 0 in Corollary 1.10.2 is satisfied if the following conditions are satisfied:
The scheme S is noetherian, the restriction of f : X → S to X Z is universally locally
acyclic relatively to the restriction of F and the following condition (P) is satisfied.
(P) For every morphism T → S from the spectrum T of a discrete valuation ring, the
pull-back of F [1] to XT is perverse.
Proof. Let x← t be a point of X
←
×S S and let T → S be a morphism from the spectrum T
of a discrete valuation ring such that the image of T → S is the same as that of {f(x), t}.
Since the formation of RΦfF commutes with arbitrary base change by Proposition 1.8.1,
the base change morphism RΦfFx←t → RΦfT (F|XT )x←t is an isomorphism. The complex
RΦfT (F|XT ) is a perverse sheaf by the assumption (P) and by the theorem of Gabber [25,
Corollaire 4.6]. Since RΦfT (F|XT ) vanishes outside the closed fiber Zs, this implies that
the complex RΦfF is acyclic except at degree 0.
The condition (P) is satisfied if f : X → S is smooth of relative dimension d and
F = j!G[d] for the open immersion j : U → X of the complement U = X D of a Cartier
divisor D and a locally constant constructible sheaf G of free Λ-modules on U .
1.3 Semi-continuity of the Swan conductor
In this subsection, we assume that Λ = Λ0 is a field for simplicity. If Λ is not a field, the
same results hold without modifications for constructible complexes of Λ-modules of finite
tor-dimension, by taking ⊗LΛΛ0.
We reformulate the main result of Deligne-Laumon in [31] in Proposition 1.12 below.
Let f : X → S be a flat morphism of relative dimension 1 and let Z ⊂ X be a closed
subscheme. Assume that X Z is smooth over S and that Z is quasi-finite over S. Let F
be a constructible complex of Λ-modules onX such that the restrictions of the cohomology
sheaves on X Z are locally constant.
Let s → S be a geometric point such that the residue field is an algebraic closure
of the residue field of the image of s in S. For a geometric point x of Z above s, the
normalization of the strict localization Xs,(x) is the finite disjoint union ∐iSpec OKi where
OKi are strictly local discrete valuation rings with algebraically closed residue field k(s).
Let η¯i denote the geometric point defined by a separable closure K¯i of the fraction field
Ki. For a Λ-representation V of the absolute Galois group GKi = Gal(K¯i/Ki), the Swan
conductor SwKiV ∈ N is defined [31] and the total dimension is defined as the sum
dim totKiV = dimV + SwKiV .
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The stalk Hq(F)η¯i for each integer q defines a Λ-representation of the absolute Galois
group GKi and hence the total dimension dim totKiFη¯i is defined as the alternating sum∑
q(−1)
q dim totKiH
q(F)η¯i. We define the Artin conductor by
(1.19) ax(F|Xs) =
∑
i
dim totKiFη¯i − dimFx.
We define a function ϕF on X supported on Z by
(1.20) ϕF(x) = ax(F|Xs)
for s = f(x). The derivative δ(ϕF) on X
←
×S S is defined by (1.2).
Proposition 1.12 ([31, The´ore`me 2.1.1]). Let S be a noetherian scheme and f : X → S
be a flat morphism of relative dimension 1. Let Z ⊂ X be a closed subscheme quasi-finite
over S such that U = X Z is smooth over S. Let F be a constructible complex of
Λ-modules on X such that the restrictions of cohomology sheaves on X Z are locally
constant.
1. The objects RΨfF and RΦfF are constructible and their formations commutes with
any base change. The function ϕF (1.20) satisfies
(1.21) dimRΦfFx←t = δ(ϕF)(x← t)
and is constructible.
2. Assume F = j!G[1] for the open immersion j : U = X Z → X and a locally
constant constructible sheaf G on U and that Z is flat over S. Then, we have δ(ϕF) ≧ 0.
The function ϕF is flat over S if and only if f : X → S is universally locally acyclic
relatively to F = j!G[1].
Proof. We sketch and/or recall an outline of proof with some modifications.
1. The constructibility of RΨfF and RΦfF and the commutativity with base change
follow from Proposition 1.8.1 and the local acyclicity of smooth morphism.
By devissage, the proof of (1.21) is reduced to the case where F = j!G[1] for the open
immersion j : U = X Z → X and a locally constant sheaf G on U . By the commutativity
with base change, the equality (1.21) is reduced to the case where S is the spectrum of
a complete discrete valuation ring with algebraically closed residue field. Further by base
change and the normalization, we may assume that X is normal and that its generic fiber
is smooth. By devissage, we may assume that Z is flat over S.
In this case, (1.21) was first proved in [31], under an extra assumption that X is
smooth, by constructing a good compactification using a deformation argument. Later it
was reproved together with a generalization in [29, Remark (4.6)] using the semi-stable
reduction theorem of curves without using the deformation argument.
Since RΦfF is constructible, the equality (1.21) implies that the function δ(ϕF) on
Z
←
×S S is constructible. Hence ϕF on Z is constructible by Lemma 1.2.2.
2. The complex RΦfF is acyclic except at degree 0 by Lemma 1.11. Hence the
assertions follow from the equality (1.21) and Corollary 1.10.2.
Corollary 1.13. Assume further that Z is finite and flat over S and that F = j!G for
a locally constant sheaf G on U . Then, the function f∗ϕF (1.3) on S is lower semi-
continuous. The function f∗ϕF is locally constant if and only if f : X → S is universally
locally acyclic relatively to F = j!G.
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Proof. It follows from Proposition 1.12, Lemma 1.2.4 and Corollary 1.10.2. The lower
semi-continuity replaces the upper semi-continuity because of the shift [1] in Proposition
1.12.2.
We give a slight generalization of Proposition 1.12 using vanishing topos. Let
(1.22) Z
⊂ // X
f //
p
❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
be a commutative diagram of morphisms of finite type of noetherian schemes such that
g : Y → S is flat of relative dimension 1 and that Z ⊂ X is a closed subscheme quasi-finite
over S. For geometric point x→ X , we set y = f(x) and s = p(x) and define T(x) ⊂ Y(y)
to be the image of the finite scheme Z ×X X(x) over S(s) by f(x) : X(x) → Y(y). Assume
that, for every geometric point x → X , the complement Y(y) T(x) is essentially smooth
over S(s).
Let K be an object of Dbc(X
←
×Y Y ) such that, for every geometric point x → X , the
restrictions of cohomology sheaves on Y(y) T(x) ⊂ Y(y) = x
←
×Y Y are locally constant.
Then, similarly as (1.20), we define a function ψK on X
←
×Y Y by
(1.23) ψK(x← w) = aw(K|Y(y)×S(s)t)
where y = f(x), s = p(x) and t = g(w) with algebraically closed residue field k(t). We also
define a function δ(ψK) on X
←
×S S by (1.6).
Proposition 1.14. Let the notation be as above. Let K be an object of Dbc(X
←
×Y Y ) and
x ← t be a point of X
←
×S S. Set y = f(x) and s = p(x) and assume that the restriction
of cohomology sheaf HqK on Y(y) T(x) is locally constant for every q. Then, we have
(1.24) dimR
←
g ∗Kx←t − dimR
←
g ∗Kx←s = δ(ψK)(x← t).
Proof. By the canonical isomorphisms R
←
g ∗Kx←t → RΓ(Y(y) ×S(s) S(t),K|Y(y)×S(s)S(t)) and
R
←
g ∗Kx←s → RΓ(Y(y),K|Y(y)) = Ky (1.12), we obtain a distinguished triangle→ R
←
g ∗Kx←s →
R
←
g ∗Kx←t → RΦg(y)(K|Y(y))y←t →. Hence it follows from Proposition 1.12.1.
In fact, (1.21) is a special case of (1.25) below where X = Y .
Corollary 1.15. We keep the notation in Proposition 1.14. Let F be an object of Dbc(X)
such that K = RΨfF is an object of D
b
c(X
←
×Y Y ). Assume that K and a point x ← t of
X
←
×S S satisfies the condition in Proposition 1.14. Then, we have
(1.25) dimRΦpFx←t = δ(ψK)(x← t).
Proof. By the isomorphisms RΨpF → R
←
g ∗K and R
←
g ∗Kx←s → Ky → Fx, we obtain a
distinguished triangle → R
←
g ∗Kx←s → R
←
g ∗Kx←t → RΦpFx←t →. Hence it follows from
(1.24).
We consider the diagram (1.22) satisfying the condition there and assume further that
g : Y → S is smooth. Let F be an object of Dbc(X) and assume that p : X → S is locally
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acyclic relatively to F and that the restriction of f : X → Y to the complement X Z is
locally acyclic relatively to the restriction of F .
We define a function ϕF ,f on Z as follows. For a geometric point x of Z, set y = f(x)
and s = p(x). We regard s as a geometric point of S such that the residue field is an
algebraic closure of the residue field of the image of s in S. The base change fs : Xs → Ys
of f : X → Y is a morphism to a smooth curve over the algebraically closed field k(s). The
strict localization Ys,(y) is Spec OKy for a strictly local discrete valuation ring OKy with an
algebraically closed residue field k(y) = k(s) since Ys is a smooth curve over s. The coho-
mology of the stalk of the vanishing cycles complex φx(F|Xs, fs) define Λ-representations
of the absolute Galois group GKy and hence the total dimension dim totyφx(F|Xs, fs) is
defined as the alternating sum. Similarly as (1.20), we define a function ϕF ,f on Z by
(1.26) ϕF ,f(x) = dim totyφx(F|Xs, fs)
Proposition 1.16. Let
(1.22) Z
⊂ // X
f //
p
❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
be a commutative diagram of morphisms of finite type of noetherian schemes such that
g : Y → S is smooth of relative dimension 1 and that Z ⊂ X is a closed subscheme
quasi-finite over S.
Let F be an object of Dbc(X) and assume that p : X → S is locally acyclic relatively
to F and that the restriction of f : X → Y to the complement X Z is locally acyclic
relatively to the restriction of F . Then, the function ϕF ,f (1.26) on Z is constructible and
flat over S. If Z is e´tale over S, it is locally constant.
Proof. Let x be a geometric point of Z and let y = f(x) and s = p(x) be its images. We
regard s as a geometric point of S such that the residue field is an algebraic closure of the
residue field of the image of s in S. Let Ys,(y) = Spec OKy be the strict localization of the
geometric fiber and let x ← u be the point of X
←
×Y Y defined by a separable closure of
Ky. The complex RΦfF is constructible and its construction commutes with base change
by Proposition 1.8.1. Hence, we have a canonical isomorphism φx(F|Xs, fs) → RΦfFx←u
and
(1.27) ϕF ,f(x) = dim totyφx(F|Xs, fs) = dim totyRΦfFx←u.
We apply Proposition 1.14 to K = RΨfF . The assumption in Proposition 1.14 that
HqK = RqΨfF on Y(y) T(x) ⊂ Y(y) = x
←
×Y Y is locally constant for every q is satisfied
for every geometric point x of X by Corollary 1.9. Hence the function ψK (1.23) for
K = RΨfF is defined as a function on X
←
×Y Y .
In order to apply Lemma 1.5, we show
ψK(x← w) =
∑
z∈Z(x)×Y(y)w
ϕF ,f(z)
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for a point x← w of Z
←
×Y Y such that w is supported on the image T(x) ⊂ Y(y) of Z(x). By
the assumption that Y → S is smooth, the fiber Y(w) ×S(t) t for t = p(w) is the spectrum
of a discrete valuation ring. Let v be its geometric generic point regarded as a geometric
point of Y(w).
By (1.23) and (1.19), we have
ψK(x← w) = dim totw(RΨfFx←v)− dim(RΨfFx←w).
We apply Proposition 1.8.2 to f : X → Y and specializations y ← w ← v to compute the
right hand side. Then, the distinguished triangle (1.18) implies that the right hand side
equals
∑
z∈Z(x)×Y(y)w
dim totw(RΦfFz←v). By (1.27) applied for z, it is further equal to∑
z∈Z(x)×Y(y)w
ϕF ,f(z) as required.
Therefore, by applying Lemma 1.5, we obtain δ(ψK) = δ(ϕF ,f) as functions on Z
←
×S S.
Since RΦpF = 0, the function ψK is flat over S by (1.25). Hence, the function ϕF ,f is also
flat over S. Since it is flat over S, the function ϕF ,f is constructible by Lemma 1.2.2.
If Z is e´tale over S, the function ϕF ,f is locally constant by Lemma 1.2.1.
2 Closed conical subsets on the cotangent bundle
In this preliminary section, we recall and study some notions introduced in [8] related to
closed conical subsets of the cotangent bundles.
2.1 C-transversality
We say that a closed subset C ⊂ E of a vector bundle E over X is conical if it is stable
under the action of the multiplicative group Gm. Equivalently, it is defined by a graded
ideal I of the graded algebra S•OXE
∨, if the vector bundle E = V(E) is associated to a
locally free OX-module E . For a closed conical subset C ⊂ E, we call its intersection B
with the 0-section regarded as a closed subset of X the base of C.
Let P(C) = ProjX(S
•E∨/I) ⊂ P(E) = ProjXS
•E∨ denote the projectivization. The
projectivization P(C) is empty if and only if C is a subset of the 0-section. The projec-
tivization P(C) itself does not determine C but the pair with the base B determines C
uniquely.
We study the intersection of a closed conical subset with the inverse image of the 0-
section by a morphism of vector bundles. For a morphism X → Y of finite type of locally
noetherian schemes and a closed subset Z ⊂ X , we say that the restriction of X → Y
on Z is finite (resp. proper) if for every closed subscheme structure or equivalently for the
reduced closed subscheme structure on Z, the induced morphism Z → Y is finite (resp.
proper).
Lemma 2.1 ([8, Lemma 1.2 (ii)]). Let E → F be a morphism of vector bundles over a
locally noetherian scheme X. For a closed conical subset C ⊂ E, the following conditions
are equivalent:
(1) The intersection of C with the inverse image K of the 0-section of F by E → F is
a subset of the 0-section of E.
(2) The restriction of E → F on C is finite.
17
Proof. (1)⇒(2): Since the question is local on X , we may assume X is affine. Then the
assertion follows from the elementary Lemma below.
(2)⇒(1): The intersection C ∩K ⊂ E is a closed conical subset finite over X . Hence,
it is a subset of the 0-section.
Lemma 2.2. Let R =
⊕
n≧0Rn be a graded ring and I =
⊕
n>0Rn ⊂ R be the graded
ideal. Let M =
⊕
n≧0Mn be a graded R-module. If the R/I-module M/IM is finitely
generated, then the R-module M is finitely generated.
Proof. Let x1, . . . , xm ∈ M be a lifting of a system of generators of M/IM consisting of
homogeneous elements and let N ⊂ M be the sub R-module generated by x1, . . . , xm. By
induction on n, the morphism N/InN → M/InM is surjective for every n ≧ 0. Thus, we
have Mn ⊂ N for every n ≧ 0 and the assertion follows.
In the rest of this article, k denotes a field of characteristic p ≧ 0 and X denotes a
smooth scheme over k, unless otherwise stated. The cotangent bundle T ∗X is the covariant
vector bundle over X associated to the locally free OX-module Ω
1
X/k. The 0-section of T
∗X
is identified with the conormal bundle T ∗XX of X ⊂ X .
For a closed conical subset C ⊂ T ∗X , we define the condition for a morphism coming
into X to be C-transversal.
Definition 2.3 ([8, 1.2]). Let X be a smooth scheme over a field k and let C ⊂ T ∗X be
a closed conical subset of the cotangent bundle. Let h : W → X be a morphism of smooth
schemes over k. Define
(2.1) h∗C =W ×X C ⊂W ×X T
∗X
to be the pull-back of C and let K ⊂ W ×X T
∗X be the inverse image of the 0-section by
the canonical morphism dh : W ×X T
∗X → T ∗W .
1. For a point w ∈ W , we say that h : W → X is C-transversal at w if the fiber
(h∗C ∩K)×W w of the intersection is a subset of the 0-section W ×X T
∗
XX ⊂W ×X T
∗X.
We say that h : W → X is C-transversal if the intersection h∗C ∩K is a subset of the
0-section W ×X T
∗
XX ⊂W ×X T
∗X.
2. If h : W → X is C-transversal, we define a closed conical subset
(2.2) h◦C ⊂ T ∗W
to be the image of h∗C by W ×X T
∗X → T ∗W .
By Lemma 2.1, if h : W → X is C-transversal, then h◦C is a closed conical subset of
T ∗W .
Lemma 2.4. Let X be a smooth scheme over a field k and let C ⊂ T ∗X be a closed conical
subset of the cotangent bundle. Let h : W → X be a morphism of smooth schemes over k.
1. If h is smooth, then h is C-transversal and the canonical morphism h∗C → hoC is
an isomorphism.
2. If C ⊂ T ∗XX is a subset of the 0-section, then h is C-transversal.
3. (cf. [8, Lemma 2.2 (i)]) For a morphism g : V → W of smooth schemes over k, the
following conditions are equivalent:
(1) h is C-transversal on a neighborhood of g(V ) ⊂ W and g : V → W is h◦C-
transversal.
18
(2) The composition h ◦ g : V → X is C-transversal.
4. ([8, Lemma 1.2 (i)]) The subset of W consisting of points w ∈ W where h : W → X
is C-transversal is an open subset of W .
5. Let D =
⋃m
i=1Di be a divisor with simple normal crossings of X relatively to
X → Spec k and let
(2.3) CD =
⋃
I⊂{1,...m}
T ∗DIX ⊂ T
∗X
be the union of the conormal bundles of the intersections DI =
⋂
i∈I Di of irreducible
components for all subsets I ⊂ {1, . . . , m} of indices, including D∅ = X. Then, h : W →
X is C-transversal if and only if h∗D = D×XW is a divisor with simple normal crossings
relatively to W → Spec k and h∗Di ⊂W are smooth divisors for i = 1, . . . , m.
The assertion 3 implies that C-transversal morphisms have similar properties as e´tale
morphisms. For F -transversal morphisms introduced in Definition 7.5, properties corre-
sponding to 1-3 will be proved in Lemma 7.6.
Proof. 1. Since the canonical morphism dh : W ×X T
∗X → T ∗W is a closed immersion,
the intersection h∗C ∩K is a subset of the 0-section K ⊂ W ×X T
∗X and the morphism
h∗C → h◦C is an isomorphism.
2. Since h∗C ⊂ W ×X T
∗X is a subset of the 0-section, the assertion follows.
3. Since V ×X T
∗X → T ∗V is the composition V ×X T
∗X → V ×W T
∗W → T ∗V ,
the condition (2) is equivalent to that both the intersection of (hg)∗C = g∗(h∗C) ⊂
V ×X T
∗X with the inverse image of the 0-section by V ×X T
∗X → V ×W T
∗W and the
intersection of the image of (hg)∗C in V ×W T
∗W with the inverse image of the 0-section
by V ×W T
∗W → T ∗V are subsets of the 0-sections. By 4 below, the first condition
means that h is C-transversal on a neighborhood of g(V ) and then the second means that
g : V →W is h◦C-transversal.
4. The complement of the subset is the image of the closed subset P(h∗C ∩ K) ⊂
P(W ×X T
∗X) of a projective space bundle over W .
5. The C-transversality is equivalent to the injectivity of W ×X T
∗
DI
X → T ∗W for all
I ⊂ {1, . . . , m}. Hence the assertion follows.
For a closed conical subset C ⊂ T ∗X , we define the condition for a morphism going
out of X to be C-transversal.
Definition 2.5 ([8, 1.2]). Let X be a smooth scheme over a field k and let C ⊂ T ∗X be
a closed conical subset of the cotangent bundle. Let f : X → Y be a morphism of smooth
schemes over k.
1. For a point x ∈ X, we say that f : X → Y is C-transversal at x if the fiber
df−1(C)×X x of the inverse image of C by the canonical morphism df : X×Y T
∗Y → T ∗X
is a subset of the 0-section X ×Y T
∗
Y Y ⊂ X ×Y T
∗Y .
We say that f : X → Y is C-transversal if the inverse image df−1(C) of C by the
canonical morphism df : X ×Y T
∗Y → T ∗X is a subset of the 0-section X ×Y T
∗
Y Y ⊂
X ×Y T
∗Y .
2. We say that a pair of morphisms h : W → X and f : W → Y of smooth schemes over
k is C-transversal if h : W → X is C-transversal and if f : W → Y is h◦C-transversal.
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Lemma 2.6. Let X be a smooth scheme over a field k and let C ⊂ T ∗X be a closed conical
subset of the cotangent bundle. Let f : X → Y be a morphism of smooth schemes over k.
1. For Y = Spec k, the canonical morphism f : X → Spec k is C-transversal.
2. Assume that C is the 0-section T ∗XX ⊂ T
∗X. Then, f is C-transversal if and only
if f is smooth.
3. Assume that f is e´tale. Then, f is C-transversal if and only if C is a subset of the
0-section T ∗XX ⊂ T
∗X.
4. Assume that f : X → Y is C-transversal and let g : Y → Z be a smooth morphism.
Then, the composition g ◦ f : X → Z is C-transversal.
5. ([8, Lemma 1.2 (i)]) The subset of X consisting of points x ∈ X where f : X → Y
is C-transversal is an open subset of Y .
6. Assume that f : X → Y is C-transversal. Then, the morphism f : X → Y is smooth
on a neighborhood of the base B of C.
7. Assume that Y is a curve and let x ∈ X be a point. Then, f : X → Y is not
C-transversal at x if and only if the image of the fiber (X ×Y T
∗Y )×X x by the canonical
morphism df : X ×Y T
∗Y → T ∗X is a subset of the fiber C ×X x.
8. Let D =
⋃m
i=1Di be a divisor with simple normal crossings of X relatively to X →
Spec k and let CD =
⋃
I⊂{1,...m} T
∗
DI
X ⊂ T ∗X (2.3) be the union of the conormal bundles
of the intersections DI =
⋂
i∈I Di of irreducible components for all subsets I ⊂ {1, . . . , m}
of indices. Then, f : X → Y is C-transversal if and only if D ⊂ X has simple normal
crossings relatively to f : X → Y .
9. Let h : W → X and f : W → Y be morphisms of smooth schemes over k. Then, the
following conditions are equivalent:
(1) The pair (h, f) is C-transversal.
(2) The morphism (h, f) : W → X × Y is C × T ∗Y -transversal.
In next subsection, we will see that the property 1 is related to the generic local
acyclicity [15, Corollaire 2.16]. The property 2 is related to the local acyclicity of smooth
morphism (see also Lemma 3.3.1). The property 3 is related to the characterization of
locally constant sheaves [3, Proposition 2.11] (see also Lemma 3.3.3). The property 4 is
related to [24, Corollaire 2.7].
Proof. 1. Since T ∗Y = 0 for Y = Spec k, the assertion follows.
2. Assume that C is the 0-section T ∗XX ⊂ T
∗X . Then, f : X → Y is C-transversal
if and only if the canonical morphism X ×Y T
∗Y → T ∗X is an injection. Hence, this is
equivalent to that f is smooth.
3. Assume that f is e´tale. Then, since X ×Y T
∗Y → T ∗X is an isomorphism, the
morphism f is C-transversal if and only if C is a subset of the 0-section T ∗XX ⊂ T
∗X .
4. Assume that g : Y → Z is smooth. Then, since X ×Z T
∗Z → X ×Y T
∗Y is an
injection, the C-transversality for f implies that for g ◦ f .
5. The complement of the subset is the image of the closed subset P(df−1C) ⊂ P(X×Y
T ∗Y ) of a projective space bundle over X .
6. If f : X → Y is C-transversal, then df : X ×Y T
∗Y → T ∗X is an injection on a
neighborhood of B and hence f : X → Y is smooth on a neighborhood of B.
7. Since the fiber (X ×Y T
∗Y )×X x is a line and the inverse image of the fiber C ×X x
is its conical subset, the inverse image of C ×X x is not the subset of the 0-section if and
only if it is equal to the line (X ×Y T
∗Y )×X x itself.
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8. The C-transversality is equivalent to the injectivity of DI ×Y T
∗Y → T ∗DI for
all subsets I ⊂ {1, . . . , m}. Hence, it is equivalent to the smoothness of DI → Y for
I ⊂ {1, . . . , m}. Thus the assertion follows.
9. The conditions (1) and (2) are rephrased as conditions on elements (α, β) ∈
Ker(W ×X T
∗X ⊕ W ×Y T
∗Y → T ∗W )w in the fiber at w ∈ W of the kernel as fol-
lows:
(1) If α is contained in the inverse image of C and β = 0, then α = 0. Further, if α is
contained in the inverse image of C then β = 0.
(2) If α is contained in the inverse image of C then (α, β) = (0, 0).
Thus, the conditions are equivalent.
Definition 2.7 ([8, 1.2]). Let f : X → Y be a morphism of smooth schemes over k and
C ⊂ T ∗X be a closed conical subset. Assume that f is proper on the base B of C. We
define a closed conical subset
(2.4) f◦C ⊂ T
∗Y
to be the closure of the image by the first arrow
T ∗Y ←−−− X ×Y T
∗Y −−−→ T ∗X
of the inverse image of C by the second arrow.
Lemma 2.8. Let f : X → Y be a morphism of smooth schemes over k. Let C ⊂ T ∗X be a
closed conical subset. Assume that f is proper on the base B of C. Then, for a morphism
g : Y → Z of smooth schemes over k, the following conditions are equivalent:
(1) The morphism g is f◦C-transversal.
(2) The composition gf : X → Z is C-transversal.
Proof. We consider the commutative diagram
X ×Z T
∗Z −−−→ X ×Y T
∗Y −−−→ T ∗Xy y
T ∗Z ←−−− Y ×Z T
∗Z −−−→ T ∗Y.
The condition (1) (resp. (2)) means that the subset in T ∗Z obtained by taking inverse
images and images in the diagram starting from C ⊂ T ∗X via T ∗Y (resp. via X ×Z T
∗Z)
is a subset of the 0-section. They are equivalent since the square is cartesian.
Lemma 2.9. Let C ⊂ T ∗X be a closed conical subset and let
(2.5)
X
h
←−−− W
f
y yg
Y
i
←−−− Z
be a cartesian diagram of smooth schemes over k.
1. Assume that the horizontal arrows are regular immersions of the same codimension.
Then, the following conditions are equivalent:
(1) The morphism f : X → Y is C-transversal on a neighborhood of W .
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(2) The pair of the immersion h : W → X and the morphism g : W → Z is C-
transversal.
2. Assume that f : X → Y is smooth and C-transversal. Then, the pair of h : W → X
and g : W → Z is C-transversal.
3. Assume that f is proper on the base B of C and is flat on a neighborhood of B.
Assume that the horizontal arrows are immersions. Then, the following conditions are
equivalent:
(1) i is f◦C-transversal,
(2) h is C-transversal.
Further, if these equivalent conditions are satisfied, we have i◦f◦C = g◦h
◦C.
Proof. 1. We have a commutative diagram
(2.6)
0 −−−→ T ∗WX −−−→ W ×X T
∗X −−−→ T ∗W −−−→ 0x x x
0 −−−→ W ×Z T
∗
ZY −−−→ W ×Y T
∗Y −−−→ W ×Z T
∗Z −−−→ 0
of exact sequences of vector bundles on W . The condition (1) is equivalent to that the
inverse image in W ×Y T
∗Y of h∗C ⊂W ×X T
∗X by the middle vertical arrow is a subset
of the 0-section, by Lemma 2.4.4. The condition (2) is equivalent to that the inverse image
in T ∗WX of h
∗C ⊂W ×X T
∗X by the upper left horizontal arrow and the inverse image in
W ×Z T
∗Z of h◦C ⊂ T ∗W by the right vertical arrow are subsets of the 0-sections. Since
the left vertical arrow is an isomorphism, the conditions (1) and (2) are equivalent.
2. First, we assume Z → Y is smooth. Then h is smooth and C-transversal. Further
the arrows in the right square of (2.6) are injections and the square is cartesian. Thus the
inverse image of h◦C ⊂W ×X T
∗X ⊂ T ∗W in W ×Z T
∗Z is the same as the inverse image
in W ×Y T
∗Y and hence g is h◦C-transversal.
If Z → Y is an immersion, the assertion follows from 1. In general, it suffices to
decompose Z → Y as the composition Z → Z × Y → Y of the graph and the projection
by Lemma 2.4.3.
3. By replacing X by a neighborhood of B, we may assume that f is flat. The condition
(1) (reap. (2)) means that the inverse image of C ⊂ T ∗X in T ∗WX (resp. its image in T
∗
ZY )
is a subset of the 0-section. Since the left vertical arrow in (2.6) is an isomorphism, these
conditions are equivalent.
The subset i◦f◦C (resp. g◦h
◦C) of T ∗Z is the image of the subset ofW×ZT
∗Z obtained
from h∗C ⊂ W ×X T
∗X by taking inverse images and images in the right square of (2.6)
via W ×Y T
∗Y (resp. via T ∗W ). Since the square is cartesian, they are equal.
2.2 The universal family of hyperplane sections
Assume that X smooth over a field k is quasi-projective and let L be an ample invertible
OX -module. Let E be a k-vector space of finite dimension and E → Γ(X,L) be a k-linear
mapping inducing a surjection E ⊗k OX → L and an immersion
(2.7) i : X → P = P(E∨) = Proj S•E.
We use a contra-Grothendieck notation for a projective space P(E)(k) = (E {0})/k×.
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The dual P∨ = P(E) of P parametrizes hyperplanes H ⊂ P. The universal hyperplane
Q = {(x,H) | x ∈ H} ⊂ P × P∨ is defined by the identity id ∈ End(E) regarded as a
section F ∈ Γ(P×P∨,O(1, 1)) = E⊗E∨. By the canonical injection Ω1
P/k(1)→ E⊗OP,
the universal hyperplane Q is identified with the covariant projective space bundle P(T ∗P)
associated to the cotangent bundle T ∗P. The image of the conormal bundle T ∗Q(P×P
∨)→
Q×P×P∨ T
∗(P×P∨)→ Q×P T
∗P by the projection is identified with the universal sub
line bundle of the pull-back Q×P T
∗P on Q = P(T ∗P).
The fibered product X ×P Q = P(X ×P T
∗P) is the intersection of X × P∨ with Q
in P × P∨ and is the universal family of hyperplane sections. We consider the universal
family of hyperplane sections
(2.8) X
p
←−−− X ×P Q
p∨
−−−→ P∨ = P(E).
Let C ⊂ T ∗X be a closed conical subset. Define a closed conical subset C˜ ⊂ X×PT
∗P
to be the pull-back of C by the surjection X ×P T
∗P→ T ∗X and let
(2.9) P(C˜) ⊂ P(X ×P T
∗P) = X ×P Q
be the projectivization. The subset P(C˜) ⊂ X ×P Q ⊂ X × P
∨ consists of the points
(x,H) such that the fiber T ∗X×PQ(X ×P
∨)×X×PQ (x,H) ⊂ (X ×P T
∗P)×X x is a subset
of C˜ since the conormal bundle T ∗X×PQ(X × P
∨) ⊂ X ×P T
∗P is the universal sub line
bundle on the projective bundle X ×P Q = P(X ×P T
∗P). If C = T ∗XX is the 0-section,
the lifting C˜ is the conormal bundle T ∗XP. Further if i : X → P is a closed immersion, the
image p∨(P(C˜)) ⊂ P∨ is the dual variety of X .
If V ⊂ P is an open subscheme such that i : X → P induces a closed immersion
i◦ : X → V , then C˜ ⊂ X ×P T
∗P = X ×V T
∗V ⊂ T ∗V is identified with i◦◦C (2.4).
Lemma 2.10. Let C ⊂ T ∗X be a closed conical subset. The complement X×PQ P(C˜)
is the largest open subset where the pair X ← X ×P Q→ P
∨ is C-transversal.
Proof. By Lemma 2.6.9, the largest open subset U ⊂ X ×P Q where the pair (p, p
∨) is
C-transversal equals the largest open subset where (p, p∨) : X×PQ→ X×P
∨ is C×T ∗P∨-
transversal. The kernel L = Ker
(
(X×PQ)×X T
∗X⊕(X×PQ)×P∨ T
∗P∨ → T ∗(X×PQ)
)
is canonically identified with the restriction of the universal sub line bundle of T ∗P on
Q = P(T ∗P). Hence, U is the complement of P(C˜).
We consider a similar but slightly different situation. Let X be a smooth scheme over
a field k and h : X → P = Pn be an immersion over k to a projective space. Let Q =
P(T ∗P) ⊂ P × P∨ be the universal family of hyperplanes and consider the commutative
diagram
(2.10) X ×P Q //
p

p∨
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
Q
p
∨
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
p

X
h // P P∨
with cartesian square. We have Q = P(X ×P T
∗P).
Lemma 2.11. Let P = Pn be a projective space and let P∨ be the dual projective space.
Let C∨ ⊂ T ∗P∨ be a closed conical subset such that every irreducible component is of
dimension n. Define a closed conical subset C ⊂ T ∗P by C = p◦p
∨◦C∨. Then, every
irreducible component of C is of dimension n.
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Proof. It suffices to consider the case where C∨ is irreducible. We have P(C) = P(C∨) in
Q = P(T ∗P) = P(T ∗P∨). Unless the base of C∨ is finite, C contains the 0-section T ∗
P
P.
If the base of C∨ consists of a closed point corresponding to a hyperplane H ⊂ P, we have
C = T ∗HP. Thus the assertion follows.
Proposition 2.12. Let the notation be as in (2.10) and let C∨ ⊂ T ∗P∨ be a closed conical
subset. Define a closed conical subset C ⊂ T ∗P by C = p◦p
∨◦C∨ and its projectivization
P(C) ⊂ P(T ∗P). Then, the complement X ×P Q (X ×P Q) ∩P(C) is the largest open
subset U ⊂ X ×P Q where the pair (p
∨, p) is C∨-transversal.
Proof. The proof is similar to that of Lemma 2.10.1. By Lemma 2.6.9, the largest open
subset U ⊂ X ×P Q where the pair (p
∨, p) is C∨-transversal equals the largest open
subset where (p, p∨) : X ×P Q → X × P
∨ is T ∗X × C∨-transversal. The kernel L =
Ker
(
(X ×P Q)×X T
∗X ⊕ (X ×P Q)×P∨ T
∗P∨ → T ∗(X ×P Q)
)
is canonically identified
with the restriction of the universal sub line bundle of T ∗P∨ on Q = P(T ∗P∨). Hence,
U is the complement of the intersection (X ×P Q) ∩ P(C
∨). Since L is also canonically
identified with the restriction of the universal sub line bundle of T ∗P on Q = P(T ∗P), we
have P(C∨) = P(C) and the assertion follows.
Let ∆X ⊂ X ×P Q be the sub projective space bundle
(2.11) ∆X = P(T
∗
XP) ⊂ P(X ×P T
∗P) = X ×P Q.
Corollary 2.13. Let the notation be as in Proposition 2.12.
1. The following conditions are equivalent:
(1) The immersion h : X → P is C-transversal.
(2) The pair (p∨, p) is C∨-transversal on a neighborhood of ∆X ⊂ X ×P Q.
2. Assume that the immersion h : X → P is C-transversal. Then, p∨ : X ×P Q→ P
∨
is C∨-transversal and we have h◦C = p◦p
∨◦C∨.
Proof. 1. By Proposition 2.12, the condition (2) is equivalent to P(C)∩∆X = ∅. This is
equivalent to that T ∗XP ∩ C is a subset of the 0-section and hence to (1).
2. By Lemma 2.9.3 applied to C = p◦p
∨◦C∨, the assumption that h : X → P is C-
transversal implies that the immersion i : X ×P Q → Q is p
∨◦C∨-transversal and h◦C =
h◦p◦p
∨◦C∨ = p◦i
◦
p
∨◦C∨. Hence by Lemma 2.4.3, p∨ : X ×P Q → P
∨ is C∨-transversal
and we have i◦p∨◦C∨ = p∨◦C∨. Thus the assertion is proved.
Proposition 2.14. Let the notation be as in Proposition 2.12 and let f : X → A1 be a
smooth morphism over k. Define sub vector bundles of X×PT
∗P by the cartesian diagram
T ∗XP
⊂
−−−→ V
⊂
−−−→ X ×P T
∗Py y y
T ∗XX
⊂
−−−→ X ×A1 T
∗A1
⊂
−−−→ T ∗X
and closed subsets ∆X = P(T
∗
XP) ⊂ ∆f = P(V ) ⊂ X ×P Q = P(X ×P T
∗P) to be the
associated projective subspace bundles. Then, the complement X ×P Q (∆f ∩ P(C)) is
the largest open subset U ⊂ X ×P Q where the pair (p
∨, f ◦ p) is C∨-transversal.
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Proof. By Lemma 2.6.9, the largest open subset U ⊂ X ×P Q where the pair (p
∨, f ◦ p)
is C∨-transversal equals the largest open subset where (f ◦ p, p∨) : X ×P Q→ A
1 ×P∨ is
T ∗A1×C∨-transversal. Hence, similarly as in the proof of Proposition 2.12, U ⊂ X ×PQ
is the complement of ∆f ∩ ((X ×P Q) ∩P(C
∨)) = ∆f ∩P(C).
Corollary 2.15. Let the notation be as in Propositions 2.12 and 2.14 and assume that
h : X → P is C-transversal. Then, the composition f ◦ p : X ×P Q→ X → A
1 is p∨◦C∨-
transversal on the complement of the intersection with ∆f∩P(C). Further, the intersection
∆f ∩P(C) ⊂ X ×P Q is finite over the complement of the largest open subset of X where
f : X → A1 is h◦C-transversal.
Proof. The first assertion is clear from Proposition 2.14.
We show the second assertion. By Corollary 2.13.2, p∨ : X×PQ→ P
∨ is C∨-transversal
and we have h◦C = p◦p
∨◦C∨. Hence by Lemma 2.8, if f : X → A1 is h◦C-transversal,
then fp : X ×P Q→ A
1 is p∨◦C∨-transversal. Thus, by Proposition 2.14, the intersection
∆f ∩P(C) is a subset of the inverse image of the complement of the largest open subset
of X where f : X → A1 is h◦C-transversal. Therefore, it suffices to show that ∆f ∩P(C)
is finite over X .
By the assumption that h : X → P is C-transversal, the morphism p : X ×P Q → X
is p∨◦C∨-transversal on a neighborhood of ∆X by Corollary 2.13.1. Since f : X → A
1 is
smooth, the composition fp : X → A1 is p∨◦C∨-transversal on a neighborhood of ∆X by
Lemma 2.6.4. Hence, by Proposition 2.14, the intersection ∆f ∩P(C) does not meet ∆X .
Since ∆X is a hyperplane bundle of a projective space bundle ∆f over X , the intersection
∆f ∩P(C) is finite over X .
2.3 Image of the projectivization
We further recall from [8] a definition and properties.
Definition 2.16 (cf. [8, 4.2]). Let f : X → S be a morphism of separated schemes of finite
type over a field k and Y, Z ⊂ X be closed subsets. We say that Y and Z well intersect
with respect to f if we have
(2.12) dim(Y ×S Z Y ×X Z) ≦ dim Y + dimZ − dimS.
We slightly modified the original definition by replacing the equality by an inequality.
Lemma 2.17. Let f : X → S be a morphism of separated schemes of finite type over a
field k and Y, Z ⊂ X be closed subsets.
1. Let g : P → S be a morphism of separated schemes of finite type over a field k and
X → P be an immersion over k. Then, Y and Z well intersect with respect to f if and
only if they well intersect with respect to g.
2. Let S ′ → S be a faithfully flat morphism of relative constant dimension of separated
schemes of finite type over a field k and let f ′ and Y ′, Z ′ ⊂ X ′ denote the base changes of
f and Y, Z ⊂ X by S ′ → S. Then, Y and Z well-intersects with respect to f if and only
if Y ′ and Z ′ well-intersects with respect to f ′.
3. Let X → U → T be a morphism of separated schemes of finite type over a field
k and V,W ⊂ U be closed subsets. Assume that X → S × T is an immersion and that
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Y, Z ⊂ X are inverse images of V,W ⊂ U . Assume further that the morphisms X → S
and X → U and the base change
(2.13) (X ×S X)×(T×T ) (T × T )
◦ → (U × U)×(T×T ) (T × T )
◦ = U × U U ×T U
of the morphism X×SX → U×U by the open immersion (T ×T )
◦ = T ×T T → T ×T
of the complement of the diagonal are faithfully flat of relative constant dimensions. Then,
Y and Z well-intersects with respect to f .
Proof. 1. Since X → P is an immersion, we have Y ×X Z = Y ×P Z and the assertion
follows.
2. By the assumption, every term in (2.12) with ′ equals the corresponding term
without ′ added the relative dimension and the assertion follows.
3. By the assumption that X → U is faithfully flat of relative constant dimension, we
have
(2.14) dimY = dimV + (dimX − dimU), dimZ = dimW + (dimX − dimU).
By the assumption that X → S × T is an immersion, the complement of the diagonal
X ×S X X equals the base change (X ×S X) ×(T×T ) (T × T )
◦ and Y ×S Z Y ×X Z
is the inverse image of V ×W V ×T W by the morphism (2.13). Since the morphism
(2.13) is faithfully flat of relative constant dimension, we have
dim(Y ×S Z Y ×X Z)(2.15)
≦ dimV + dimW + (dim(X ×S X X)− dim(U × U U ×T U)).
By the assumption that X → S is faithfully flat of relative constant dimension, we have
dimX ×SX = 2dimX −dimS and the right hand side of (2.15) equals dim V +dimW +
2(dimX − dimU)− dimS and the assertion follows by (2.14).
Lemma 2.18 (cf. [8, Lemma 4.2]). Let Y, Z ⊂ X be irreducible closed subsets. Assume
that Y and Z well intersects with respect to f and we have dimY, dimZ < dimS.
1. If Y = Z, then Y → f(Y ) is generically radicial.
2. If Y 6⊂ Z, then we have f(Y ) 6⊂ f(Y ) ∩ f(Z) and f(Y ) 6⊂ f(Z).
Proof. 1. We have dim(Y ×S Y Y ) ≦ 2 dimY − dimS < dimY.
2. By 1, we have dim Y = dim f(Y ). We have dim f(Y ) ∩ f(Z) ≦ dimY ×S Z ≦
max(dim(Y ×S Z Y ×X Z), dimY ×X Z). Since Y and Z assumed to well intersect, we
have dim(Y ×S Z Y ×X Z) ≦ dimY + dimZ − dimS < dimY . If Y 6⊂ Z, we have
dimY ×X Z < dimY . Thus, we have dim f(Y ) ∩ f(Z) < dimY = dim f(Y ).
If we had f(Y ) ⊂ f(Z), we would have f(Y ) ⊂ f(Y ) ∩ f(Z) and a contradition.
For a k-vector space E of finite dimension and a k-linear mapping E → Γ(X,L)
defining an immersion X → P = P(E∨), we consider the following condition:
(E) For every pair of distinct closed points u 6= v of the base change Xk¯ to an algebraic
closure k¯ of k, the composition
(2.16) E → Γ(X,L)⊗k k¯ → Lu/m
2
uLu ⊕ Lv/m
2
vLv
is a surjection.
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For an integer d ≧ 1, the linear mapping SdE → Γ(X,L⊗d) of the symmetric power defines
an immersion X → P(SdE∨).
Lemma 2.19. Let X be a quasi-projective scheme over a field k and L be an ample
invertible OX-module. Assume that E → Γ(X,L) defines an immersion X → P = P(E
∨).
For d ≧ 3, the symmetric power SdE → Γ(X,L⊗d) satisfies the condition (E) above.
Proof. Wemay assume k = k¯, X = Pn, L = O(1), E = Γ(X,L) and u = (0, · · · , 0, 1), v =
(1, 0, · · · , 0). Then, the assertion is clear.
For an immersion i : X → P to a projective space and a closed conical subset C ⊂ T ∗X ,
we consider the following condition:
(C) For every irreducible component Ca ⊂ T
∗X of C =
⋃
aCa, the inverse image C˜a ⊂
X ×P T
∗P is not a subset of the 0-section.
If the condition (C) is satisfied, there is a one-to-one correpspondence between the irre-
ducible components of C and those of P(C˜) sending Ca to P(C˜a).
Proposition 2.20 ([8, Lemma 4.3]). Let X be a quasi-projective smooth scheme of di-
mension n over a field k and L be an ample invertible OX-module. Let E be a k-vector
space of finite dimension and E → Γ(X,L) be a k-linear mapping defining an immersion
X → P = P(E∨) and satisfying the condition (E) before Lemma 2.19. Let C ⊂ T ∗X be a
closed conical subset satisfying the condition (C) above. Then, for irreducible components
Ca, Cb of C, the projectivizations P(C˜a),P(C˜b) ⊂ P(X×P T
∗P) = X×PQ well intersects
with respect to p∨ : X ×P Q→ P
∨.
The proof is essentially the same as that of [8, Lemma 4.3]. For the sake of complete-
ness, we rephrase the proof.
Proof. Let I ⊂ OX×X denote the ideal sheaf defining the diagonal immersion X → X ×
X and let P ⊂ X × X denote the closed subscheme defined by I2. The projections
p1, p2 : P → X are finite flat of degree n + 1. Define a vector bundle J of rank n + 1
on X to be that associated to the invertible OP -module p
∗
2L regarded as a locally free
OX -module by p1. The exact sequence 0 → Ω
1
X → OP → OX → 0 tensored with p
∗
2L
defines an exact sequence
(2.17) 0 −−−→ T ∗X ⊗ L −−−→ J −−−→ L −−−→ 0
of vector bundles on X .
Define a morphism X × E → J of vector bundles on X to be that induced by the
pull-back by p2 of the canonical morphism OX ⊗E → L. For a closed geometric point x,
the fiber of X × E → J is identified with the morphism E → Lx/m
2
xLx induced by the
canonical morphism OX ⊗E → L.
We regard P(C˜a),P(C˜b) ⊂ X ×P Q as subsets of X × P
∨ as in Lemma 2.17.1. We
consider the cartesian diagram
(2.18)
X ×P∨ ←−−− X × E◦ −−−→ J −−−→ Xy y
P(E) = P∨ ←−−− E◦ = E {0}.
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The lower horizontal arrow is the canonical surjection and is faithfully flat of relative
dimension 1. For an irreducible component Ca of C ⊂ T
∗X , define a closed conical subset
Ca ⊗ L ⊂ T
∗X ⊗ L ⊂ J as a twist of Ca by using the exact sequence (2.17). The inverse
image C˜◦a ⊂ X ×E
◦ of Ca⊗L ⊂ J by the second upper arrow in (2.18) equals the inverse
image of P(C˜a) ⊂ X ×P Q ⊂ X × P
∨ by the first upper arrow by the condition (C).
By Lemma 2.17.2 applied to P(C˜a),P(C˜b) ⊂ X ×P Q ⊂ X × P
∨ and the base change
E◦ → P∨, it suffices to show that C˜◦a and C˜
◦
b ⊂ X × E
◦ well-intersect with respect to
X × E◦ → E◦.
The morphism X × E → J induces a surjection of vector bundles (X × X)◦ × E →
(J × J) ×(X×X) (X × X)
◦ on (X × X)◦ by the condition (E). Thus, by Lemma 2.17.3
applied to E◦ ← X ×E◦ → J → X taken as S ← X → U → T , the assertion follows.
Corollary 2.21. Let X be a quasi-projective smooth scheme of dimension n over a field k
and L be an ample invertible OX-module. Let E be a k-vector space of finite dimension and
E → Γ(X,L) be a k-linear mapping defining an immersion X → P = P(E∨) satisfying
the condition (E) before Lemma 2.19. Let C ⊂ T ∗X be a closed conical subset satisfying
the condition (C) before Proposition 2.20. Assume that every irreducible component Ca of
C =
⋃
aCa is of dimension n.
1. For every irreducible component Ca of C, the restriction P(C˜a)→ P
∨ of p∨ : X ×P
Q→ P∨ is generically radicial and the closure Da = p∨(P(C˜a)) ⊂ P
∨ is a divisor.
2. For distinct irreducible components Ca 6= Cb of C, we have Da 6= Db.
Proof. 1. Since the closed subset P(C˜)→ X×PQ is of codimension n and p
∨ : X×PQ→
P∨ is of relative dimension n− 1, we have dimP(C˜) = dimP∨ − 1. Hence it follows from
Proposition 2.20 and Lemma 2.18.1.
2. Similarly as the proof of 1, the assertion follows from Proposition 2.20 and Lemma
2.18.2.
3 Singular support
We recall definitions and results from [8] in Section 3.1. We give a description of singular
support of the 0-extension of a locally constant sheaf on the complement of a divisor with
simple normal crossings under a certain assumption in Section 3.2.
3.1 Singular support
We recall definitions and results from [8]. We assume that X is a smooth scheme over a
field k.
Let Λ be a finite local ring such that the characteristic ℓ of the residue field is invertible
in k and let F be a constructible complex of Λ-modules on the e´tale site of X . Recall that
a complex F of Λ-modules is constructible if every cohomology sheaf HqF is constructible
and if HqF = 0 except for finitely many q. We say that a constructible complex F of
Λ-modules is locally constant if every cohomology sheaf is locally constant.
We say that a constructible complex F of Λ-modules is of finite tor-dimension if there
exists an integer a such that Hq(F ⊗LΛM) = 0 for every q < a and for every Λ-module M .
The dualizing complex KX defined as Rf
!Λ for the canonical morphism f : X → Spec k is
canonically isomorphic to Λ(n)[2n] if every irreducible component of X is of dimension n.
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For a constructible complex F of finite tor-dimension, the dual DXF = RHom(F ,KX) is
also constructible of finite tor-dimension.
Definition 3.1. Let X be a smooth scheme over a field k and let C ⊂ T ∗X be a closed
conical subset. Let F be a constructible complex of Λ-modules on X.
1. [8, 1.3] We say that F is micro-supported on C if for every C-transversal pair (f, h)
of morphisms h : W → X and f : W → Y of smooth schemes, the morphism f : W → Y
is locally acyclic relatively to h∗F .
2. [8, 1.5] We say that F is weakly micro-supported on C if for every C-transversal
pair (f, j) of an e´tale morphism j : W → X satisfying the condition (W) below and a
morphism f : W → Y = A1k, the morphism f : W → Y is locally acyclic relatively to h
∗F :
(W) If k is infinite, then j : W → X is an open immersion. If k is finite, then
j : W → X is the composition of an open immersion V → X with W = Vk′ = V ×k k
′ → V
for a finite extension k′ of k.
Lemma 3.2. Let C and C ′ be closed conical subsets of T ∗X and F be a constructible
complex of Λ-modules on X.
1. Assume that C ⊂ C ′. If F is micro-supported (resp. weakly micro-supported) on C,
then F is micro-supported (resp. weakly micro-supported) on C ′.
2. The complex F is weakly micro-supported on C if and only if C contains the images
of the fibers (U×Y T
∗Y )×U x for all e´tale morphisms j : U → X and morphisms f : U → Y
to smooth curves satisfying the condition (W) in Definition 3.1 and for closed points x of
U where φx(j
∗F , f) 6= 0.
3. If F is weakly micro-supported on C, then the base B of C contains the support of
F as a subset.
4. We consider the following conditions for a morphism h : W → X of smooth schemes
over k:
(1) F is micro-supported on C.
(2) h∗F is micro-supported on h◦C.
If h is C-transversal, we have (1)⇒(2). If h is e´tale and surjective, conversely we have
(2)⇒(1).
5. ([8, Lemma 2.1 (ii)]) Assume that F is micro-supported on C. Then, for C-
transversal pair (f, h) of morphisms h : W → X and f : W → Y of smooth schemes,
the morphism f : W → Y is universally locally acyclic relatively to h∗F .
6. ([8, Lemma 2.2 (ii)]) Assume F is micro-supported (resp. weakly micro-supported)
on C and let f : X → Y be a proper morphism of smooth schemes over k. Then Rf∗F is
micro-supported (resp. weakly micro-supported) on f◦C.
7. Let Λ0 be the residue field of Λ. Then, F is micro-supported on C if and only if
F ⊗LΛ Λ0 is micro-supported on C.
Proof. 1. If a pair (f, h) of morphisms h : W → X and f : X → Y is C ′-transversal, then
(f, h) is C-transversal. Hence the assertion follows.
2. Since the vanishing cycles complex φ(j∗F , f) is constructible, it follows from Lemma
2.6.7.
3. Define an open subset U = X B to be the complement of the base B of C. Let
j : U → X be the open immersion and f : U → A1 be the morphism collapsing to 0.
Then the pair (f, j) is C-transversal. Hence the morphism f : U → A1 is locally acyclic
relatively to j∗F and we have F|U = 0. Thus the base B contains supp F .
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4. (1)⇒(2): Assume h : W → X is C-transversal. If the pair (f, g) of morphisms
g : V → W and f : V → Y of smooth schemes over k is h◦C-transversal, then the pair
(f, h ◦ g) is C-transversal by Lemma 2.4.3. Hence the assertion follows.
(2)⇒(1): The local acyclicity is an e´tale local condition.
7. It follows from Lemma 1.6.2.
By Lemma 3.2.2, there exists a smallest closed conical subset C ⊂ T ∗X such that F
is weakly micro-supported on C. This smallest C is called the weak singular support and
is denoted by SSwF . For a closed conical subset C of T ∗X , a constructible complex F is
weakly micro-supported on C if and only if SSwF is a subset of C. By Lemma 3.2.2 and
3, the base of SSwF equals the support of F .
If there exists a smallest closed conical subset C ⊂ T ∗X such that F is micro-supported
on C, then we call such C the singular support of F and let it denoted by SSF . If the
singular support exists, we have SSwF ⊂ SSF by definition. In fact, Theorem 3.4 below
includes the existence of SSF and the equality SSwF = SSF .
Lemma 3.3. Let X be a smooth scheme over k and F be a constructible complex of
Λ-modules on X.
1. ([8, Lemma 2.1 (iii)]) The following conditions are equivalent:
(1) F is micro-supported on the 0-section T ∗XX.
(2) F is locally constant.
If F is locally constant and if the support of F is X, then the singular support SSF
exists and both SSF and SSwF are equal to the 0-section T ∗XX.
2. Assume dimX = 1. Let U ⊂ X be the largest open subset where the restriction F|U
is locally constant. Then, F is micro-supported on the union
(3.1) T ∗XX ∪
⋃
x∈X U
(T ∗X ×X x)
of the 0-section and the fibers of the complement. Further if X = supp F , then the singular
support SSF and SSwF equal the closed conical subset (3.1).
3. Let D =
⋃m
i=1Di be a divisor with simple normal crossings of X relatively to k. Let
G be a locally constant constructible sheaf of Λ-modules on U = X D tamely ramified
along D and let j : U → X be the open immersion. Then F = j!G is micro-supported on
the union
(3.2) CD =
⋃
I⊂{1,...,m}
T ∗DIX
of the conormal bundles of the intersections DI =
⋂
i∈I Di of irreducible components for
all subsets I ⊂ {1, . . . , m} of indices.
4. Assume that F is micro-supported on C and let f : X → Y be a C-transversal
proper morphism. Then Rf∗F is locally constant.
5. ([8, Lemma 2.5 (i)]) For a closed immersion i : X → Y of smooth schemes over k,
we have SSwi∗F = i◦SS
wF .
Proof. 1. (1)⇒(2) Since the identity idX : X → X is T
∗
XX-transversal by Lemma 2.6.3,
the identity idX : X → X is locally acyclic relatively to F . This means that F is locally
constant by [3, Proposition 2.11].
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(2)⇒(1) Since a T ∗XX-transversal morphism f : X → Y of smooth schemes is smooth
by Lemma 2.6.2, it follows from the local acyclicity of smooth morphism [5, The´ore`me
2.1].
If F is locally constant and if the support of F is X , Lemma 3.2.3 and (2)⇒(1) implies
that the singular support SSF exists and that the equality SSF = SSwF = T ∗XX holds.
2. It follows from 1. that F is micro-supported on the union in (3.1).
Assume that F is weakly micro-supported on C. If F is not locally constant at x, then
φx(F , idX) 6= 0. Hence C contains the fiber x×X T
∗X by Lemma 3.2.2. If supp F = X ,
then C contains the 0-section T ∗XX by Lemma 3.2.3.
3. By Lemma 2.4.5, it suffices to show that any C-transversal morphism f : X → Y
of smooth schemes is universally locally acyclic relatively to F . By Lemma 2.6.8, the C-
transversality of f : X → Y is equivalent to that the divisor D has simple normal crossing
relatively to Y . Hence, the assertion follows from a variant of [24, 1.3.3 (i)] with Rf∗
replaced by f! proved similarly.
4. Since f is proper, Rf∗F is micro-supported on f◦C by Lemma 3.2.6. Since f is
C-transversal, f◦C ⊂ T
∗Y is a subset of the 0-section. Hence Rf∗F is locally constant by
1 and Lemma 3.2.1.
Theorem 3.4. Let X be a smooth scheme of finite type over a field k and let F be a
constructible complex of Λ-modules on X.
1. ([8, Theorem 1.3 (i)]) The singular support SSF exists.
2. ([8, Theorem 1.3 (ii)]) If every irreducible component of X is of dimension n, then
every irreducible component of SSF is of dimension n = dimX.
3. ([8, Theorem 1.5]) We have SSF = SSwF .
4. ([8, Theorem 1.4 (ii)]) For an exact sequence 0 → F ′ → F → F ′′ → 0 of perverse
sheaves, we have
(3.3) SSF = SSF ′ ∪ SSF ′′.
We have
(3.4) SSF =
⋃
q
SS pHqF .
Corollary 3.5. 1. For a closed conical subset C of T ∗X, the following conditions are
equivalent:
(1) F is micro-supported on C.
(2) F is weakly micro-supported on C.
2. ([8, Theorem 1.4 (i)]) For a smooth morphism h : W → X, we have SSh∗F =
h◦SSF .
3. ([8, Lemma 2.1 (i)]) The base of SSF = SSwF equals the support of F .
4. Assume that F is of finite tor-dimension and let Λ0 be the residue field of Λ. Then,
for F0 = F ⊗
L
Λ Λ0 we have SSF = SSF0.
Proof. 1. By Theorem 3.4.3, both conditions are equivalent to that SSF is a subset of C.
2. By Lemma 3.2.4 (2)⇒(1) and by 1, we have SSh∗F = h∗SSF for an e´tale morphism
h : W → X . Hence we may assume W = An ×X . We have SSh∗F ⊂ h◦SSF by Lemma
3.2.4 (1)⇒(2). Hence the 0-section i : X → W = An is SSh∗F -transversal and further we
have SSF ⊂ i◦SSh∗F by Lemma 3.2.4 (1)⇒(2). Thus we have SSh∗F = h∗SSF .
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4. It follows from Lemma 1.6.2.
Let X be a smooth scheme over a field k and let i : X → P be an immersion to
a projective space as in (2.7). Let F be a constructible complex of Λ-modules micro-
supported on a closed conical subset C ⊂ T ∗X of the cotangent bundle. If X is connected,
the condition (C) for C = SSF means that the support of i∗F is not equal to P by
Corollary 3.5.3.
By Lemma 2.10 and Lemma 3.2.5, the morphism p∨ : X ×P Q = P(X ×P T
∗P)→ P∨
is universally locally acyclic relatively to p∗F on the complement of the projectivization
P(C˜) ⊂ P(X ×P T
∗P). More precisely, the following holds.
Theorem 3.6 (cf. [8, Theorem 3.2, Lemma 3.3]). Let i : X → P be an immersion and
let C˜ ⊂ X ×P T
∗P be the inverse image of the singular support C = SSF ⊂ T ∗X
by the surjection X ×P T
∗P → T ∗X. Then, the complement U = X ×P Q P(C˜) of
the projectivization P(C˜) ⊂ P(X ×P T
∗P) = X ×P Q is the largest open subset where
p∨ : X ×P Q = P(X ×P T
∗P)→ P∨ is universally locally acyclic relatively to p∗F .
Proof. First, we consider the case where X = P is a projective space. Applying [8,
Theorem 3.2] to the Radon transform RF [10], we obtain Ep∨(p
∗R∨R(F)) = P(SSR(F))
in the notation loc. cit. Since, R∨R(F) is isomorphic to F except locally constant sheaf
[10], we have Ep∨(p
∗R∨R(F)) = Ep∨(p
∗F). By [8, Lemma 3.3], we have P(SSF) =
P(SSR(F)) ⊂ Q. Hence the assertion follows for X = P.
Let V ⊂ P be an open subset including X as a closed subset and let i◦ : X → V be the
closed immersion. Since the assertion is proved for P, it holds also for an open subscheme
V . Since SS(i◦∗F) = C˜, the complement V ×P Q P(C˜) is the largest open subset of
V ×P Q where p
∨ : V ×P Q→ P
∨ is universally locally acyclic relatively to p∗i◦∗F by the
assertion already proved for V . Since p∗i◦∗F = 0 outside X×PQ, the assertion follows.
Corollary 3.7. Let i : X → P be an immersion and C ⊂ T ∗X be a closed conical subset
such that the base B ⊂ X contains the support of F . Assume that there exists a closed
subset Z ⊂ X ×P Q = P(X ×P T
∗P) of codimension > dimX such that p∨ : X ×P Q =
P(X ×P T
∗P) → P∨ is universally locally acyclic on the complement of P(C˜) ∪ Z ⊂
P(X ×P T
∗P). Then F is micro-supported on C.
Proof. Let C0 = SSF denote the singular support. By Corollary 3.5.3, the base B0 of
C0 equals the support of F . By Theorem 3.6, we have P(C˜) ∪ Z ⊃ P(C˜0). Since Z ⊂
X ×P Q is of codimension > dimX by the assumption and every irreducible component
of P(C˜0) ⊂ X ×P Q is of codimension dimX by Theorem 3.4.2, we have P(C˜) ⊃ P(C˜0).
Thus, we have C B ⊃ C0 B0. By the assumption B ⊃ B0, we have C ⊃ C0 = SSF
and F is micro-supported on C by Lemma 3.2.1.
Theorem 3.8 ([8, Theorem 1.7]). Let X be a projective smooth scheme of dimension n
over a field k and L be an ample invertible OX-module. Let E be a k-vector space of finite
dimension and E → Γ(X,L) be a k-linear mapping defining a closed immersion X → P =
P(E∨) and satisfying the condition (E) before Lemma 2.19. Then, D = p∨(P(SSF)) ⊂ P∨
is a divisor and the complement P∨ D is the largest open subset where Rp∨∗ p
∗F is locally
constant.
Proof. It suffices to apply [8, Theorem 1.7] to i∗F .
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Corollary 3.9. Let F be a constructible complex of finite tor-dimension. Then, we have
(3.5) SSF = SSDXF .
One could deduce directly Corollary 3.9 and its consequence Lemma 4.13.4 from the
compatibility of vanishing cycles with duality which seems missing in the literature.
Proof. We may assume that Λ = Λ0 is a finite field by Corollary 3.5.4. Since the assertion
is local onX , we may take a closed immersion i : X → U and an open immersion j : U → P
to a projective space. By Lemma 3.3.5 and Corollary 3.5.2, we may assume X is projective.
Let C = SSF and C ′ = SSDXF be the singular supports. We take a projective
embedding i : X → P defined by E satisfying the conditions (E) before Lemma 2.19
and (C) before Proposition 2.20. Let D = p∨(P(C˜)), D′ = p∨(P(C˜ ′)) ⊂ P∨ be the
images. Then, by Theorem 3.8, the complement P∨ D is the largest open subset where
the (shifted and twisted) Radon transform Rp∨∗ p
∗F is locally constant. Similarly, the
complement P∨ D′ is the largest open subset where Rp∨∗ p
∗DXF is locally constant.
Since the Radon transform commutes with duality up to shift and twist, we have D = D′.
Hence we have C = C ′ by Corollary 2.21.2.
In the proof of Proposition 4.14, we will use the following fact proved in the course of
the proof of [8, Theorem 1.5]. For a line L ⊂ P∨, the axis AL ⊂ P is a linear subspace
of codimension 2 defined as the intersections of hyperplanes parametrized by L. On the
complement X◦L = X (X ∩AL), a canonical morphism
(3.6) p◦L : X
◦
L −−−→ L
is defined by sending a point x ∈ X◦L to the unique hyperplane H ∈ L containing x.
Lemma 3.10 ([8, 4.9 (ii), (iii)]). Let i : X → P be an immersion and let F be a perverse
sheaf of Λ-modules on X. After replacing the immersion i : X → P by the composition
with d-th Veronese embedding for d ≧ 3, for an irreducible component Ca of C, let Da =
p∨(P(C˜a)) ⊂ P
∨ denote the closure of the image. Then there exist dense open subsets
D◦a ⊂ Da satisfying the following conditions:
For Ca 6= Cb, we have D
◦
a ∩ Db = ∅. The inverse image P(C˜a)
◦ = P(C˜a) ×Da D
◦
a is
finite and radicial over D◦a. For every (x,H) ∈ P(C˜a)
◦ and for every line L ⊂ P∨ such that
x ∈ X◦L, that L meets D
◦
a properly at H = p
◦
L(x) and that the tangent line TL×L {H} of L
at H = p◦L(x) ∈ P
∨ is not perpendicular to the fiber T ∗Q(P×P
∨)×Q(x,H) ⊂ T
∗P∨×P∨{H},
we have ϕ−1x (F , p
◦
L) 6= 0 and ϕ
q
x(F , p
◦
L) = 0 for q 6= −1.
3.2 Singular support and ramification
We assume k is perfect. In this subsection, we describe the singular support SSF of
F = j!G for a locally constant sheaf G on the complement U = X D of a divisor D with
simple normal crossings of a smooth scheme X over k and the open immersion j : U → X .
First, we study the tamely ramified case.
Proposition 3.11. Let G 6= 0 be a locally constant constructible sheaf of Λ-modules on
the complement U = X D of a divisor D =
⋃m
i=1Di with simple normal crossings of a
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smooth scheme X over a perfect field k. Assume that G is tamely ramified along D. For
the open immersion j : U → X and F = j!G, we have
(3.7) SSF =
⋃
I⊂{1,...,m}
T ∗DIX
Proof. By Lemma 3.3.3, we have SSF ⊂
⋃
I⊂{1,...,m} T
∗
DI
X . By Corollary 3.5.2, it is
reduced to the case where X = An and U = Gnm. By the induction on n = dimX and
further by the compatibility with smooth pull-back, it suffices to show that the fiber T ∗0X
at the origin 0 ∈ X = An = Spec k[T1, . . . , Tn] is a subset of SS
wF . If n = 0, since G 6= 0,
we have SSF = T ∗X by Lemma 3.2.3.
Assume n > 0. Let Di = (Ti = 0) ⊂ X and C =
⋃
I${1,...,n} T
∗
DI
X be the union except
the fiber T ∗0X . Since the morphism f : X → Y = Spec k[T ] defined by T 7→ T1 + · · ·+ Tn
is C-transversal, it suffices to show the following.
Lemma 3.12. Let S = Spec OK be the spectrum of a henselian discrete valuation ring
with algebraically closed residue field k, X be a smooth scheme of finite type of relative
dimension n − 1 over S and D be a divisor of X with simple normal crossings. Let x be
a closed point of the closed fiber of X contained in D. Let t1, . . . , tn ∈ mx be elements
of the maximal ideal such that t¯1, . . . , t¯n ∈ mx/m
2
x is a basis. Assume that D is defined
by t1 · · · tn and that the class of a uniformizer π of S in mx/m
2
x is not contained in any
subspaces generated by n− 1 elements of the basis t¯1, . . . , t¯n.
Let Λ be a finite local ring with residue characteristic ℓ invertible on S and let G be a
locally constant constructible sheaf of Λ-modules on the complement U = X D tamely
ramified along D. Let j : U → X denote the open immersion.
1. On a neighborhood of x, the complex φ(j!G) is acyclic except at x and at degree n−1
and the action of the inertia group IK = Gal(K¯/K) on φ
n−1
x (j!G) is tamely ramified.
2. If G is a sheaf of free Λ-modules, then the Λ-module φn−1x (j!G) is free of rank rank G.
Proof. 1. We may write π =
∑n
i=1 uiti in mx and ui are invertible. By replacing ti by
uiti, we may assume that X is e´tale over Spec OK [t1, . . . , tn]/(π − (t1 + · · · + tn)). By
Abhyankar’s lemma, we may assume that G is trivialized by the abelian covering smi = ti
for an integer m invertible on S. Since the assertion is e´tale local on X , we may assume
X = Spec OK [t1, . . . , tn]/(π − (t1 + · · · + tn)). Hence by the variant of [24, 1.3.3 (i)] for
f!, the complex φ(j!G) is acyclic outside x. Since the complex φ(j!G)[n − 1] is a perverse
sheaf by [25, Corollaire 4.6], the complex φ(j!G) is acyclic except at degree n− 1.
Let p : X ′ → X be the blow-up at x and j′ : U → X ′ be the open immersion. Let D′ be
the proper transform of D and E be the exceptional divisor. Then, the union of D′ with
the closed fiber X ′s has simple normal crossings. Hence, the action of the inertia group IK
on φ(j′!G) is tamely ramified by [35, Proposition 6] and φx(j!G) = RΓ(E, φ(j
′
!G)) is also
tamely ramified.
2. By 1, we may assume Λ is a field. We consider the stratification of E defined by
the intersections with the intersections of irreducible components of D′. Then, on each
stratum, the restriction of the cohomology sheaves φq(j′!G) are locally constant and are
tamely ramified along the boundary by [35, Proposition 6]. Further, the alternating sum
of the rank is 0 except for E◦ = E (E ∩D′) and equals rank G on E◦. Hence, we have
dimφx(j!G) = χ(E, φ(j
′
!G)) = χc(E
◦, φ(j′!G)) = rank G · χc(E
◦).
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Since E◦ = E◦n−1 ⊂ G
n−1
m = Spec k[t
±1
1 , . . . , t
±1
n−1] is the complement of the intersection
with the hyperplane
∑
i ti + 1 = 0 and the intersection is isomorphic to E
◦
n−2, we have
χc(E
◦
n−1) = χc(G
n−1
m ) − χc(E
◦
n−2) = (−1)
n−1 by induction on n. Thus the assertion
follows.
To give a description of the singular support in some wildly ramified case using ramifi-
cation theory, we briefly recall ramification theory [1], [36]. Let K be a henselian discrete
valuation field with residue field of characteristic p > 0 and GK = Gal(Ksep/K) be the ab-
solute Galois group. Then, the (non-logarithmic) filtration (GrK)r≧1 by ramification groups
is defined in [1, Definition 3.4]. It is a decreasing filtration by closed normal subgroups
indexed by rational numbers ≧ 1.
For a real number r ≧ 1, we define subgroups Gr+K ⊂ G
r−
K by G
r+
K =
⋃
s>rG
s
K and
Gr−K =
⋂
s<rG
s
K . It is proved in [1, Proposition 3.7 (1)] that G
1
K is the inertia group
I = Ker(GK → GF ) where GF denotes the absolute Galois group of the residue field F
and G1+K is the wild inertia group P that is the pro-p Sylow subgroup of I. It is also
proved in [1, Theorem 3.8] that Gr−K = G
r
K for rational numbers r > 1 and G
r−
K = G
r+
K for
irrational numbers r > 1.
Let Λ be a finite field of characteristic 6= p and let V be a continuous representation
of GK on a Λ-vector space of finite dimension. Then, since P = G
1+
K is a pro-p group
and since Gr−K = G
r
K for rational r and G
r−
K = G
r+
K for irrational r, there exists a unique
decomposition
(3.8) V =
⊕
r≧1
V (r)
called the slope decomposition characterized by the condition that the Gr+K fixed part V
Gr+K
is equal to the sum
⊕
s≦r V
(s).
We study a geometric case where X is a smooth scheme over a perfect field k of
characteristic p > 0. Let D be a reduced and irreducible divisor and U = X D be the
complement. Let G be a locally constant constructible sheaf of Λ-vector spaces on U . Let
ξ be the generic point of an irreducible component of D. Then, the local ring OX,ξ is a
discrete valuation ring and the fraction field K of its henselization is called the local field
at ξ. The stalk of HqG at the geometric point of U defined by a separable closure Ksep
defines a Λ-vector space V q with an action of the absolute Galois group GK .
For a rational number r > 1, the graded quotient GrrGK = G
r
K/G
r+
K is a profinite
abelian group annihilated by p [36, Corollary 2.28] and its dual group is related to differ-
ential forms as follows. We define ideals m
(r)
Ksep
and m
(r+)
Ksep
of the valuation ring OKsep by
m
(r)
Ksep
= {x ∈ Ksep | ordKx ≧ r} and m
(r+)
Ksep
= {x ∈ Ksep | ordKx > r} where ordK denotes
the valuation normalized by ordK(π) = 1 for a uniformizer π of K. The residue field F¯
of OKsep is an algebraic closure of F and the quotient m
(r)
Ksep
/m
(r+)
Ksep
is an F¯ -vector space of
dimension 1. A canonical injection
(3.9) ch : HomFp(Gr
rGK ,Fp)→ HomF¯ (m
(r)
K¯
/m
(r+)
K¯
,Ω1X/k,ξ ⊗ F¯ )
is also defined [36, Corollary 2.28].
We say that the ramification of G along D is isoclinic of slope r ≧ 1 if V = V (r) in
the slope decomposition (3.8). The ramification of G along D is isoclinic of slope 1 if
and only if the corresponding Galois representation V is tamely ramified. Assume that
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the ramification of G along D is isoclinic of slope r > 1. Assume also that Λ contains a
primitive p-th root of 1 and identify Fp with a subgroup of Λ
×. Then, V = V (r) is further
decomposed by characters
(3.10) V =
⊕
χ : GrrGK→Fp
χ⊕m(χ).
For a character χ appearing in the decomposition (3.10), the twisted differential form
ch(χ) defined on a finite covering of a dense open scheme of D is called a characteristic
form of G.
Assume that U = X D is the complement of a divisor with simple normal crossings
D and let D1, . . . , Dm be the irreducible components of D. We say the ramification of G
along D is isoclinic of slope R =
∑
i riDi if the ramification of G along Di is isoclinic of
slope ri for every irreducible component Di of D.
In [36, Definition 3.1], we define the condition for ramification of G along D to be non-
degenerate. The condition implies that the characteristic forms are extended to differential
forms on the boundary without zero. We say that the ramification of G is non-degenerate
along D if it admits e´tale locally a direct sum decomposition G =
⊕
j Gj such that each
Gj is isoclinic of slope Rj ≧ D for a Q-linear combination Rj of irreducible components
of D and that the ramification of Gj is non-degenerate along D at multiplicity Rj . Note
that there exists a closed subset of codimension at least 2 such that on its complement,
the ramification of G along D is non-degenerate.
We introduce a slightly stronger condition that implies local acyclicity. We say that the
ramification of G is strongly non-degenerate along D if it satisfies the condition above with
Rj ≧ D replaced by Rj = D or Rj > D. The inequality Rj > D means that the coefficient
in Rj of every irreducible component of D is > 1. Note that if the ramification of G along
D is non-degenerate, on the complement of the singular locus of D, the ramification of G
along D is strongly non-degenerate.
Let j : U = X D → X denote the open immersion. We define a closed conical subset
S(j!G) ⊂ T
∗X following the definition of the characteristic cycle given [36, Definition 3.5]
in the strongly non-degenerate case. We will show that S(j!G) is in fact equal to the
singular support in Proposition 3.13 below.
Assume first that the ramification of G along D is isoclinic of slope R = D. Then, the
locally constant sheaf G on U is tamely ramified along D. In this case, let the singular
support SSj!G (3.7) denoted by
(3.11) S(j!G) =
⋃
I
T ∗DIX
where T ∗DIX denotes the conormal bundle of the intersection DI =
⋂
I Di for a set of
indices I ⊂ {1, . . . , m}.
Assume the ramification of G along D is isoclinic of slope R =
∑
i riDi > D =∑
iDi. For each irreducible component, we have a decomposition by characters V =⊕
χ : GrriGKi→Fp
χ⊕m(χ). Further, the characteristic form of each character χ appearing
in the decomposition defines a sub line bundle Lχ of the pull-back Dχ ×X T
∗X of the
cotangent bundle to a finite covering πχ : Dχ → Di by the non-degenerate assumption.
Then, define a closed conical subset C = S(j!G) ⊂ T
∗X in the case R > D by
(3.12) S(j!G) = T
∗
XX ∪
⋃
i
⋃
χ
πχ(Lχ).
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In the general strongly non-degenerate case, we define a closed conical subset C = S(j!G) ⊂
T ∗X by the additivity and e´tale descent.
Proposition 3.13 ([36, Proposition 3.15]). Assume that the ramification of a locally con-
stant constructible sheaf G of Λ-modules on the complement U = X D of a divisor
with simple normal crossings is strongly non-degenerate along D. Then, S(j!G) defined by
(3.11), (3.12), the additivity and by e´tale descent satisfies
(3.13) SSj!G = S(j!G).
Proof. Since the assertion is e´tale local, we may assume that G is isoclinic of slope R = D
or R > D and that the ramification of G is non-degenerate along D at multiplicity R. If
R = D, it is proved in Proposition 3.11. To prove the case R > D, we use the following
Lemma.
Lemma 3.14. Let E be a k-vector space of finite dimension and E → Γ(X,L) be a k-
linear mapping defining an immersion X → P = P(E∨). Let T ⊂ X be an integral closed
subscheme and define a subspace E ′ = Ker(E → Γ(T,L ⊗OX OT )) and P
′∨ = P(E ′) ⊂
P∨ = P(E).
1. T × P′∨ ⊂ X × P∨ is a subset of T ×P Q ⊂ X ×P Q and the complement (T ×P
Q) (T ×P′∨) is the largest open subscheme where T ×P Q→ P
∨ is flat.
2. The codimension of E ′ ⊂ E is strictly larger than dimT .
Proof. 1. For a hyperplane H ⊂ P, we have T ⊂ H if H ∈ P′∨ and T ∩H is a divisor of
T if otherwise. Hence we have T ×P′∨ ⊂ T ×P Q and on the complement of T ×P
′∨, the
divisor T ×P Q of T ×P
∨ is flat over P∨.
2. The immersion X → P induces an immersion T → P(E/E ′). Hence we have
dimT < dimE/E ′.
We assume R > D. First, we show the inclusion SSj!G ⊂ S(j!G). Since the assertion
is local on X , we may assume that X is quasi-projective. Let i : X → P be an immersion
satisfying the condition (E) before Lemma 2.19 and the condition (C) before Proposition
2.20. For irreducible component Di of D, let P
∨
i = P(Ei) ⊂ P
∨ = P(E) be the subspace
defined by Ei = Ker(E → Γ(Di,L)). Let Z ⊂ X×PQ be the union Z =
⋃
i=1,...,mDi×P
∨
i .
Then, by Lemma 3.14.1, the divisor D ×P Q ⊂ X ×P Q with simple normal crossings is
flat over P∨ outside Z. Hence, by [36, Proposition 3.15], p∨ : X ×PQ→ P
∨ is universally
locally acyclic relatively to the pull-back of j!G outside the union Z∪P(C˜) for C = S(j!F).
Further by Lemma 3.14.2, the closed subset Z ⊂ X×PQ is of codimension > dimX . Hence
we have SSj!G ⊂ S(j!G) by Corollary 3.7.
We show the equality SSj!G = S(j!G) keeping the assumption R > D. By Theorem
3.4.2, we may assume D is irreducible since the assertion is local. Further we may assume
there exists a unique Lχ by the additivity since the assertion is e´tale local. Then, the
assertion follows from the contraposition of Lemma 3.3.1 (1)⇒(2).
4 Characteristic cycle and the Milnor formula
In this section, X denotes a smooth scheme over a perfect field k. Assume that every
irreducible component of X is of dimension n, unless otherwise stated.
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4.1 Morphisms defined by pencils
Let E be a k-vector space of finite dimension and P = P(E∨) and its dual P∨ = P(E) be
as in Section 2.2. Let X be a smooth scheme over k and let i : X → P be an immersion.
Let L ⊂ P∨ be a line. The morphism pL : XL → L defined by pencil is defined by the
cartesian diagram
(4.1)
XL −−−→ X ×P Q
pL
y yp∨
L −−−→ P∨.
The axis AL ⊂ P is the intersection of hyperplanes parametrized by L. If the axis AL meets
X properly, the scheme XL is the blow-up of X at the intersection X ∩AL. The morphism
p◦L : X
◦
L → L (3.6) is the restriction of pL : XL → L to the complement X
◦
L = X (X∩AL).
Lemma 4.1. Let C ⊂ T ∗X be a closed conical subset and P(C˜) ⊂ X×PQ = P(X×PT
∗P)
be the projectivization. Assume that every irreducible component of X and every irreducible
component Ca of C are of dimension n. Let L ⊂ P
∨ be a line and p◦L : X
◦
L → L be the
morphism defined by the pencil.
The complement X◦L (X
◦
L∩P(C˜)) ⊂ X
◦
L is the largest open subset where p
◦
L : X
◦
L → L
is C-transversal.
Proof. Since X ×P Q → X is smooth, the immersion X
◦
L → X ×P Q is C-transversal by
Lemma 2.4.3. Hence, for x ∈ X◦L, the morphism p
◦
L : X
◦
L → L is C-transversal at x if and
only if (x, pL(x)) ∈ X ×P Q is not contained in P(C˜) by Lemma 2.10.1 and by Lemma
2.9.1 applied to the cartesian diagram (4.1). Hence the assertion follows.
We construct the universal family of (4.1). Let G = Gr(1,P∨) be the Grassmannian
variety parametrizing lines in P∨. The universal line D ⊂ P∨×G is canonically identified
with the flag variety parametrizing pairs (H,L) of points H of P∨ and lines L passing
through H . It is the same as the flag variety Fl(1, 2, E) parametrizing pairs of a line and
a plane including the line in E.
The projective space P∨ and the Grassmannian variety G are also equal to the Grass-
mannian varieties Gr(1, E) and Gr(2, E) parametrizing lines and planes in E respectively.
The projections P∨ ← D→ G sending a pair (H,L) to the line L and to the hyperplane
H are the canonical morphisms Gr(1, E) ← Fl(1, 2, E) → Gr(2, E). By the projection
D → P∨, it is also canonically identified with the projective space bundle associated to
the tangent bundle D = P(TP∨) by sending a line passing through a point to the tangent
line of the line at the point. Let A ⊂ P×G be the universal family of the intersections of
hyperplanes parametrized by lines. The scheme A is also canonically identified with the
Grassmann bundle Gr(2, T ∗P) over P.
Let X be a smooth scheme over k and let i : X → P be an immersion. We construct
a commutative diagram
(4.2)
X ×P Q ←−−− (X ×G)
′ −−−→ X ×G
p∨
y y y
P∨ ←−−− D −−−→ G.
where the left square is cartesian as follows. The left vertical arrow and the lower line are
the canonical morphisms Gr(1, X ×P T
∗P) → Gr(1, E) ← Fl(1, 2, E) → Gr(2, E). The
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fiber productD×P∨ (X×PQ) is canonically identified with the blow-up (X×G)
′ → X×G
at the intersection A ∩ (X ×G) = X ×P A = Gr(2, X ×P A) by the elementary lemma
below.
The canonical morphism (X ×G)′ → X ×G is an isomorphism on the complement
(4.3) (X ×G)◦ = (X ×G) (X ×P A).
The scheme (X × G)◦ regarded as an open subscheme of (X × G)′ is the complement
of Fl(1, 2, X ×P T
∗P) regarded as a closed subscheme. For a line L ⊂ P∨, the diagram
(4.1) is the fiber of the middle vertical arrow (X ×G)′ → D of (4.2) at the point of G
corresponding to L. The complement X◦L is identified with XL ∩ (X ×G)
◦.
Lemma 4.2. Let 0 → F → E → L → 0 be an exact sequence of vector bundles on
a scheme X such that L is a line bundle and let 1 ≦ r ≦ rank F − 1 be an integer.
Then, the Grassmannian bundles parametrizing subbundles of rank r and of r− 1 and the
flag bundles parametrizing pairs of subbundles of rank r and r − 1 with inclusion form a
cartesian diagram
(4.4)
Fl(r − 1, r, F ) −−−→ Gr(r, F )y y
P = Gr(r − 1, F )×Gr(r−1,E) Fl(r − 1, r, E) −−−→ Gr(r, E).
The right vertical arrow is a regular immersion of codimension r and the lower horizontal
arrow is the blow-up at the closed subscheme Gr(r, F ) ⊂ Gr(r, E).
Proof. Let p : P = Gr(r − 1, F )×Gr(r−1,E) Fl(r − 1, r, E)→ X and
D = Fl(r − 1, r, E)
f
''PP
PP
PPP
PPP
PP
P
d // G = Gr(r, E)
g
xxrrr
rr
rr
rr
rr
X
denote the canonical morphisms. Let 0 → E → F → L → 0 be the corresponding
exact sequence of locally free OX -modules. Let V ⊂ g
∗E and W ⊂ d∗V ⊂ f ∗E denote
the universal sub OG-module of rank r and the universal sub OD-module of rank r − 1
respectively.
On P ×Gr(r,E) Gr(r, F ), the pull-back of W ⊂ d
∗V defines a flag on the pull-back of
F . Hence, the diagram (4.4) is cartesian. On the complement Gr(r, E) Gr(r, F ), the
restriction of V and its intersection with the pull-back of F define a flag on the restriction
of g∗E . Hence the restriction P Fl(r−1, r, F )→ Gr(r, E) Gr(r, F ) is an isomorphism.
The ideal sheaf I ⊂ OG defining the closed subscheme Gr(r, F ) ⊂ Gr(r, E) is char-
acterized by the condition that I · g∗L equals the image of the composition V → g∗E →
g∗L. Hence, the immersion Gr(r, F ) → Gr(r, E) is a regular immersion of codimension
r = rank V.
Since the image of the composition pr∗2d
∗V → p∗E → p∗L is isomorphic to the invertible
OP -module pr
∗
2(d
∗V/W), the ideal I ·OP defining the closed subscheme Fl(r−1, r, F ) ⊂ P
is locally generated by one element. Since Fl(r − 1, r, F ) and P are smooth over X ,
Fl(r − 1, r, F ) is a divisor of P flat over X and the ideal I · OP is invertible. Thus
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the morphism P → Gr(r, E) is canonically lifted to the blow-up P → Gr(r, E)′ by the
universality of blow-up.
Since the pull-back π∗I on the blow-up π : Gr(r, E)′ → Gr(r, E) is an invertible ideal,
the image π∗I · π∗g∗L of the composition π∗V → π∗g∗E → π∗g∗L is an invertible module.
Hence the kernel π∗V ∩ π∗g∗F is locally a direct summand of π∗g∗F of rank r − 1 and
π∗V ∩ π∗g∗F ⊂ π∗V defines a flag on π∗g∗E . Thus the inverse morphism Gr(r, E)′ → P is
defined and the assertion follows.
4.2 Isolated characteristic points and intersection numbers
The characteristic cycle will be defined as a cycle characterized by the Milnor formula at
isolated characteristic points. We will introduce the notion of isolated characteristic point
and study the intersection number appearing in the Milnor formula.
Definition 4.3. Let X be a smooth scheme over a field k. Let C ⊂ T ∗X be a closed
conical subset of the cotangent bundle T ∗X. Let h : W → X be an e´tale morphism and
f : W → Y be a morphism over k to a smooth curve over k.
1. We say that a closed point u of W is at most an isolated C-characteristic point
of f : W → Y if there exists an open neighborhood V ⊂ W of u such that the pair X ←
V {u} → Y is C-transversal. We say that a closed point u ∈ W is an isolated C-
characteristic point of f if it is at most an isolated C-characteristic point but X ←W → Y
is not C-transversal at u.
2. Assume that every irreducible component of X and every irreducible component Ca
of C are of dimension n. Let u be at most an isolated C-characteristic point of f : W → Y
with respect to C and A =
∑
ama[Ca] be a linear combination of irreducible components
of C. Then, we define the intersection number
(4.5) (A, df)T ∗W,u
as the intersection number
∑
ama(j
∗Ca, f
∗ω)T ∗W,u supported on the fiber of u for the
section f ∗ω of T ∗W defined by the pull-back of a basis ω of T ∗Y on a neighborhood of
f(u) ∈ Y .
The cotangent bundle T ∗W is of dimension 2n and its closed subsets j∗Ca, f
∗ω are of
dimension n. Their intersections j∗Ca ∩ f
∗ω consist of at most a unique isolated point
f ∗ω(u) ∈ T ∗uW on the fiber of u and the intersection numbers (j
∗Ca, f
∗ω)T ∗W,u are de-
fined if u is at most an isolated C-characteristic point. Further, since C is conical, the
intersection numbers (j∗Ca, f
∗ω)T ∗W,u are independent of the choice of basis ω and the
intersection number (A, df)T ∗W,u is well-defined.
We compute the intersection number (4.5) for morphisms defined by pencils.
Lemma 4.4. Let C ⊂ T ∗X be a closed conical subset and P(C˜) ⊂ X×PQ = P(X×PT
∗P)
be the projectivization. Assume that every irreducible component of X and every irreducible
component Ca of C are of dimension n. Let L ⊂ P
∨ be a line and p◦L : X
◦
L → L be the
morphism defined by the pencil.
1. Let u ∈ X◦L be a closed point. Then, u is (resp. at most) an isolated characteristic
point of p◦L : X
◦
L → L if and only if (resp. either) u is an isolated point of (resp. or not
contained in) the intersection X◦L ∩P(C˜) ⊂ X ×P Q.
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Further, if u is at most an isolated characteristic point of p◦L : X
◦
L → L, we have an
equality
(4.6) (C, dp◦L)T ∗X,u = (P(C˜), X
◦
L)X×PQ,u
of the intersection numbers.
2. Assume that k is algebraically closed and that C is irreducible. Suppose that
p∨ : X×PQ→ P
∨ is generically finite on P(C˜) and let ξ ∈ P(C˜) and η ∈ ∆ = p∨(P(C˜)) ⊂
P∨ denote the generic points. Then, there exists a smooth dense open subscheme ∆◦ ⊂ ∆
satisfying the following condition:
For a line L ⊂ P∨ meeting ∆ transversally at H ∈ ∆◦ and for an isolated C-
characteristic point u of p◦L : X
◦
L → L such that (u,H) ∈ P(C˜)
◦ = P(C˜) ×∆ ∆
◦, the
both sides of (4.6) are equal to the inseparable degree [ξ : η]insep.
Since P(C˜) ⊂ X ×P Q is of codimension n, the intersection product in the right hand
side of (4.6) is defined.
Proof. 1. The first assertion follows immediately from Lemma 4.1. We show the equality
(4.6). Let p˜◦L : P
◦
L = P AL → L denote the morphism p
◦
L defined with X replaced
by P. Let ω be a basis of T ∗L on the image pL(u) and let p˜
◦∗
L ω denote the section
X◦L → X
◦
L ×P T
∗P defined on a neighborhood of u by the pull-back of ω by p˜◦L. Then, we
have
(4.7) (C, dp◦L)T ∗X,x = (C, p
◦∗
L ω)T ∗X,x = (C˜, p˜
◦∗
L ω)X×PT ∗P,x = (P(C˜), p˜
◦∗
L ω)X×PQ,x.
The graph P◦L → P× L of p˜
◦
L is a regular immersion of codimension 1 and defines an
exact sequence
(4.8)
0→ P◦L ×Q T
∗
Q(P×P
∨) −−−→ (P◦L ×P T
∗P)×P◦L (P
◦
L ×L T
∗L) −−−→ T ∗P◦L → 0
of vector bundles on P◦L. Hence the left arrow induces an isomorphism P
◦
L ×Q T
∗
Q(P ×
P∨)→ P◦L ×L T
∗L to the second factor. Since T ∗Q(P×P
∨)→ Q×P T
∗P is the universal
sub line bundle on Q = P(T ∗P), the morphism P◦L ×L T
∗L → T ∗P◦L also defines the
restriction of the universal sub line bundle on P◦L ⊂ Q. Hence the image of the section
p˜◦∗L ω : X
◦
L → X ×P Q = P(X ×P T
∗P) equals X◦L ⊂ X ×P Q and (4.7) implies (4.6).
2. Let ∆◦ ⊂ ∆ be a smooth dense open subscheme such that the base change P(C˜)◦ =
P(C˜)×∆∆
◦ → ∆◦ is the composition of a finite flat radicial morphism of degree [ξ : η]insep
and a finite e´tale morphism. Then, for a line L and (u,H) ∈ P(C˜)◦ as in the assumption,
the intersection number (P(C˜), X◦L)X×PQ,u equals the degree of the localization at u of the
fiber of the finite flat morphism P(C˜)◦ → ∆◦ at H ∈ ∆◦ and is equal to [ξ : η]insep.
We give a condition for a function on isolated characteristic points to be given as an
intersection number.
Definition 4.5. Let k be an algebraically closed field. Let f : Z → S be a quasi-finite
morphism of schemes of finite type over k. We say that a function ϕ : Z(k) → Q on the
set of closed points is flat over S if for every closed point x ∈ Z, there exists a commutative
diagram
U //
g
##❍
❍❍
❍❍
❍❍
❍❍
❍ V ×S Z
h //

Z
f

V // S
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satisfying the following conditions (1)–(4):
(1) V → S is an e´tale neighborhood of s = f(x).
(2) U ⊂ V ×S Z is an open neighborhood of x.
(3) g : U → V is finite and g−1(s) = {x}.
(4) The function g∗ϕ on V (k) defined by g∗ϕ(t) =
∑
z∈g−1(t) ϕ(hz) is constant.
Lemma 4.6. Let f : Z → S be a quasi-finite morphism of schemes of finite type over an
algebraically closed field k.
1. Let ϕ : Z → Q be a function. If ϕ is flat over S in the sense of Definition 1.1, its
restriction on Z(k) is flat over S in the sense of Definition 4.5.
2. Let ϕ : Z(k)→ Q be a function flat over S in the sense of Definition 4.5. Then, it
is constructible on Z(k). If ϕ = 0 on U(k) ⊂ Z(k) for a dense open subset U ⊂ Z, we
have ϕ = 0 on Z(k).
Proof. 1. Let the notation be as in Definition 4.5. Then, by Lemma 1.2.4, g∗ϕ is locally
constant and the assertion follows.
2. If Z → S is finite, surjective and radiciel, then ϕ is locally constant. The con-
structibility follows from this by devissage.
Since the second assertion is e´tale local on Z, we may assume Z is finite over S. Then
ϕ on Z(k) is determined by its restriction to a dense open subset by the condition (4) in
Definition 4.5.
Definition 4.7. Let X be a smooth scheme over k and C ⊂ T ∗X be a closed conical
subset.
1. We say that ϕ is a function on isolated C-characteristic points if a number ϕ(f, u) ∈
Q is defined for every morphism f : U → Y over k defined on an open subscheme U ⊂ X
to a smooth curve Y with at most an isolated C-characteristic point u ∈ U and if we have
ϕ(f, u) = 0 if u ∈ U is not an isolated C-characteristic point.
2. Let ϕ be a function on isolated C-characteristic points. We say that ϕ is flat if for
every commutative diagram
(4.9) Z
⊂ // U
f //
❅
❅❅
❅❅
❅❅
❅
pr1

Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
X S
of schemes over k satisfying the conditions (1)–(5) below, the function ϕf on Z(k) defined
by ϕf (u) = ϕ(fs, u) for the base change fs : Us → Ys of f at s = pr2(u) ∈ S is flat in the
sense of Definition 4.5:
(1) S is smooth over k.
(2) g : Y → S is a smooth curve.
(3) U is an open subscheme of X × S.
(4) Z ⊂ U is a closed subset quasi-finite over S.
(5) The pair (pr1, f) is C-transversal on the complement U Z.
Note that the morphisms fs : Us → Ys are C-transversal except possibly at at most
isolated characteristic points at Zs under the conditions (1)–(5) on the diagram (4.9) by
Lemma 2.9.1.
42
Proposition 4.8. Let X be a smooth scheme over an algebraically closed field k of char-
acteristic p ≧ 0 and C ⊂ T ∗X be a closed conical subset. Assume that every irreducible
component of X and of C =
⋃
a Ca are of dimension n. Let ϕ be a Z[
1
p
]-valued (resp.
Z-valued) function on isolated C-characteristic points if p > 0 (resp. if p = 0).
1. The following conditions are equivalent:
(1) ϕ is flat in the sense of Definition 4.7.2. If g : Y → Z is an e´tale morphism of
smooth curves over k, we have ϕ(f, u) = ϕ(gf, u).
(2) There exists a Z[1
p
]-linear (resp. Z-linear) combination A =
∑
amaCa satisfying
(4.10) ϕ(f, u) = (A, df)T ∗X,u
for every f : U → Y with at most an isolated C-characteristic point u ∈ U .
Further A in (2) is unique. Further A is independent of C in the sense that if C ′ ⊃ C is
a closed conical subset such that every irreducible component of C ′ =
⋃
bC
′
b is of dimension
n, then the linear combination A′ =
∑
bm
′
bC
′
b satisfying (4.10) for every f : U → Y with
at most an isolated C ′-characteristic point u ∈ U equals A.
2. Let h : W → X be an e´tale morphism of smooth schemes over k and let ψ be a
Z[1
p
]-valued (resp. Z-valued) function on isolated h∗C-characteristic points if p > 0 (resp.
if p = 0). We assume that ϕ and ψ satisfy the equivalent condition in 1. and let A and
A′ be the linear combinations of irreducible components of C and of h∗C satisfying (4.10)
for ϕ and ψ respectively. If ϕ(f, hv) = ψ(fh, v) for isolated characteristic points v of
fh : W ×X U → U → Y , we have A
′ = h∗A.
Proof. 1. (2)⇒(1): Let the notation be as in (4.9). We show that the function ϕf on Z(k)
defined by ϕf(u) = (A, dfs)T ∗X,u is flat over S in the sense of Definition 4.7.2. We may
assume A = Ca = C. Since the assertion is local, we may assume that Ω
1
Y/S is free of rank
1 and the section df : U → T ∗X defined by a basis is globally defined on U . Since T ∗X is
regular, the OT ∗X-module OC is of finite tor-dimension. Since U → S is flat, the complex
of OU -modules OC ⊗
L
OT∗X
OU defined as the pull-back by df is of finite tor-dimension as
a complex of OS-modules. Hence the function ϕf on Z(k) is flat over S by Lemma 1.3.1
and Lemma 4.6.1.
If g : Y → Z is an e´tale morphism of smooth curves over k, we have (A, df)T ∗X,u =
(A, dgf)T ∗X,u.
(1)⇒(2): Since the question is local, we may assume X is affine. We take a closed
immersion X → An = Spec k[T1, . . . , Tn] ⊂ P
n. Let E = Γ(Pn,O(1)) and let L be the
pull-back to X of O(1). After replacing E → Γ(X,L) by SdE → Γ(X,L⊗d) for d ≧ 3, we
may assume that the conditions (E) and (C) before and after Lemma 2.19 are satisfied.
We may identify E with the k-linear subspace of k[T1, . . . , Tn] consisting of polynomials
of degree ≦ 1. Similarly, SdE is identified with the k-linear subspace of k[T1, . . . , Tn]
consisting of polynomials of degree ≦ d.
We consider the universal family as in Section 4.1. Define an open subset
(4.11) (X ×G)▽ ⊂ (X ×G)◦
of (X ×G)◦ ⊂ (X ×G)′ (4.3) to be the largest open subset such that Z(C˜) defined by
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the left cartesian square in
(4.12)
Z(C˜) −−−→ (X ×G)▽
f
−−−→ D −−−→ Gy y y
P(C˜) −−−→ X ×P Q −−−→ P
∨
is quasi-finite over G. By Lemma 2.10.1, the complement (X ×G)▽ Z(C˜) is the largest
open subset where the pair of pr1 : (X×G)
▽ → X and f : (X×G)▽ → D is C-transversal.
Further by Lemma 4.1, for the pair (u, L) ∈ (X ×G)◦ of a line L ⊂ P∨ and u ∈ X◦L, the
pair (u, L) ∈ (X ×G)◦ is a point of Z(C˜) (resp. of (X ×G)▽) if and only if u ∈ X◦L is
(resp. at most) an isolated C-characteristic point of p◦L : X
◦
L → L.
We consider the diagram
(4.13) Z(C˜)
⊂ // (X ×G)▽
f //
p▽
$$■
■■
■■
■■
■■
■

D
g
  
  
  
  
X G
as (4.9). For a point L of G, the fiber of f : (X×G)▽ → D is a restriction of p◦L : X
◦
L → L.
By the condition (1), the function ϕf on Z(C˜) is flat. Hence, there exists a dense open
subscheme Z(C˜)◦ ⊂ Z(C˜) where the function ϕf is locally constant by Lemma 4.6.2.
For each irreducible component Ca of C =
⋃
aCa, the function ϕf is constant on a dense
open subscheme Z(C˜a)
◦ = Z(C˜a) ∩ Z(C˜)
◦ ⊂ Z(C˜a). Define a number ϕa ∈ Z[
1
p
] to be the
value of ϕf on Z(C˜a)
◦. The restriction P(C˜a)→ Da = p∨(P(C˜a)) of p
∨ : X ×PQ→ P
∨ is
generically finite by Corollary 2.21.1 since E is assumed to satisfy the conditions (E) and
(C) before and after Lemma 2.19. Let ξa ∈ P(C˜a) and ηa ∈ Da be the generic points. We
define
(4.14) A =
∑
a
ϕa
[ξa : ηa]insep
[Ca].
Since the inseparable degree [ξa : ηa]insep is a power of p if p > 0 (resp. is 1 if p = 0), the
coefficients in A are in Z[1
p
] (resp. in Z).
We show that A satisfies (4.10) for morphisms defined by pencils. Let L ⊂ P∨ be a
line and u ∈ X◦L be at most an isolated characteristic point of p
◦
L : X
◦
L → L. If u ∈ X
◦
L
is not an isolated characteristic point of p◦L, then the both sides of (4.10) are 0. Assume
u ∈ X◦L is an isolated characteristic point of p
◦
L. Then we have (u, L) ∈ Z(C˜) by Lemma
4.4.1.
Shrinking Z(C˜)◦ if necessary, we may assume that Z(C˜)◦ =
∐
a Z(C˜a)
◦. If (u, L) ∈
Z(C˜a)
◦, the left hand side of (4.10) is ϕa by the definition of ϕa. By Lemma 4.4.2, the left
hand side of (4.10) is
ϕa
[ξa : ηa]insep
· [ξa : ηa]insep = ϕa. Hence the equality (4.10) holds on
the dense open subset Z(C˜)◦ ⊂ Z(C˜). This also proves the uniqueness of A and implies
the independence of C.
The left hand side of (4.10) is the function ϕf on Z(C˜) and is constructible and flat
over G by assumption. The right hand side of (4.10) is also a function on Z(C˜) flat over
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G as is proved in (2)⇒(1). Hence the equality (4.10) holds for every (u, L) ∈ Z(C˜) by
Lemma 4.6.2.
We show that the linear combination A defined forX → An ⊂ Pn = P(E∨) equals that
defined for X → P(SdE∨) for d ≧ 2. Since E ⊂ k[T1, . . . , Tn] consisting of polynomials of
degree ≦ 1 is canonically identified with a subspace of SdE ⊂ k[T1, . . . , Tn] consisting of
polynomials of degree ≦ d, the uniqueness of A implies the independence of d.
We show that the equality (4.10) holds for every morphism f : U → Y with at most
an isolated C-characteristic point u ∈ U . By taking an e´tale morphism to A1 defined on
a neighborhood of f(u) ⊂ Y , we may assume Y = A1 and f is defined by a function on
U ⊂ X . We may assume that f is defined by a ratio of polynomials in k[T1, . . . , Tn] of
degree d ≧ 1. In other words, f equals a morphism defined by a pencil L and the assertion
is proved.
2. We may assume X is affine and take an immersion X → Pn as in the proof of 1.
Let C ′b ⊂ h
∗C be an irreducible component and let Ca ⊂ C be the closure of its image.
We take a closed point (u, L) ∈ Z(C˜a)
◦ as in the notation in the proof of 1. such that
u = h(v) for a point v ∈ W . Then, since ψ(pLh, v) = ϕ(pL, u), the coefficient of C
′
b in A
′
equals that of Ca in A.
4.3 Characteristic cycle
We state and prove the existence of characteristic cycle satisfying the Milnor formula.
Theorem 4.9 (cf. [16, Principe p. 7]). Let X be a smooth scheme over a perfect field k of
characteristic p > 0 (resp. p = 0) and F be a constructible complex of Λ-modules of finite
tor-dimension on X. Let C =
⋃
aCa be a closed conical subset of the cotangent bundle T
∗X
such that F is micro-supported on C. Assume that every irreducible component of X and
every irreducible component Ca of C are of dimension n. Then, there exists a unique Z[
1
p
]-
linear (resp. Z-linear) combination CCCF =
∑
ama[Ca] satisfying the following condition:
For every e´tale morphism j : W → X, every morphism f : W → Y to a smooth curve
and every at most isolated C-characteristic point u ∈ W of f , we have
(4.15) − dim tot φu(j
∗F , f) = (CCCF , df)T ∗W,u.
Further, the linear combination CCCF is independent of C on which F is micro-supported.
We will give a proof by Beilinson of the fact that the characteristic cycle has Z-
coefficients in Section 4.4. This is a generalization of the Hasse-Arf theorem [39] in the
case dimX ≦ 1.
Proof. We may assume k is algebraically closed by replacing k by an algebraic closure.
Let Λ0 denote the residue field of the finite local ring Λ and set F0 = F ⊗
L
Λ Λ0. Then, we
have dim totφu(j
∗F , f) = dim totφu(j
∗F0, f) and F0 is micro-supported on C if and only
if and F is micro-supported on C by Lemma 3.2.7. Thus, we may assume Λ is a field.
We regard the left hand side of (4.15) as a function ϕ on isolated C-characteristic
points in the sense of Definition 4.7.1. In fact, if the pair of j : W → X and f : W → Y
is C-transversal, then f : W → Y is universally locally acyclic relatively to j∗F and the
left hand side of (4.15) is 0. If g : Y → Z is an e´tale morphism, the function ϕ satisfies
the condition ϕ(f, u) = ϕ(gf, u) in (1) in Proposition 4.8.1. If h : W → X is an e´tale
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morphism, it also satisfies the condition ϕ(f, hv) = ψ(fh, v) in Proposition 4.8.2. Thus
by Proposition 4.8, it suffices to show that ϕ is flat in the sense of Definition 4.7.2.
Let the notation be as in (4.9) and we apply Proposition 1.16. The morphism f : U → Y
is locally acyclic relatively to the pull-back of F on the complement of Z by Lemma 2.10.2.
The projection pr2 : U → S is locally acyclic relatively to the pull-back of F by the generic
universal local acyclicity [15, The´ore`me 2.13]. Since Z is quasi-finite over S, the function
ϕf is constructible and flat over S by Proposition 1.16 and Lemma 4.6.1.
Definition 4.10. We define the characteristic cycle CCF to be CCCF independent of C
on which F is micro-supported.
The Milnor formula [13] and (4.15) imply that for the constant sheaf Λ, we have
CCΛ = (−1)n · [T ∗XX ].
Thus, the formula (4.15) is a generalization of the Milnor formula proved by Deligne in
[13] and shall be also called a Milnor formula. We will give more examples and properties
of characteristic cycles in the rest of this subsection and in Section 6. We keep assuming
that k is perfect and X is smooth of dimension n over k. Let F be a constructible complex
of Λ-modules of finite tor-dimension on X .
Lemma 4.11. 1. If F is locally constant, we have
(4.16) CCF = (−1)nrank F · [T ∗XX ].
2. For an e´tale morphism j : U → X, we have
(4.17) CCj∗F = j∗CCF .
3. Assume that dimX = 1 and let U ⊂ X be a dense open subscheme where F is
locally constant. For x ∈ X U , let η¯x denote a geometric generic point of the strict
localization at a geometric point x¯ above x and let
(4.18) ax(F) = rank Fη¯x − rank Fx¯ + SwxFη¯x
be the Artin conductor. Then, we have
(4.19) CCF = −
(
rank F · [T ∗XX ] +
∑
x∈X U
ax(F) · [T
∗
xX ]
)
Proof. 1. It follows from the Milnor formula [13]. It will also follow immediately from the
compatibility of the characteristic cycles with smooth pull-back Proposition 4.17.
2. Since the characterization (4.15) is an e´tale local condition, the assertion follows.
3. By Lemma 3.3.2, it suffices to determine the coefficients. For the 0-section T ∗XX , it
follows from 1 and 2. For the fibers, since dim totxφx(F , id) = ax(F), it follows from the
Milnor formula (4.15) for the identity X → X .
For surfaces, the characteristic cycle is studied in [37].
Definition 4.12. Let i : X → Y be a closed immersion of smooth schemes over k and let
(4.20) T ∗X ←−−− X ×Y T
∗Y −−−→ T ∗Y
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be the canonical morphisms. Let C ⊂ T ∗X be a closed conical subset. Assume that every
irreducible component of X and every irreducible component Ca of C =
⋃
aCa are of
dimension n and that every irreducible component of Y is of dimension m. Then, for a
linear combination A =
∑
ama[Ca], we define i∗A to be (−1)
n−m-times the push-forward
by the second arrow X ×Y T
∗Y → T ∗Y in (4.20) of the pull-back of A by the first arrow
X ×Y T
∗Y → T ∗X in the sense of intersection theory.
Lemma 4.13. Let F be a constructible complex of Λ-modules of finite tor-dimension on
X.
1. For a distinguished triangle → F ′ → F → F ′′ → in Dctf(X,Λ), we have
(4.21) CCF = CCF ′ + CCF ′′.
2. For a closed immersion i : X → Y of smooth schemes over k, we have
(4.22) CCi∗F = i∗CCF .
3. For a morphism f : X → Y of separated smooth schemes of finite type over k, we
have
(4.23) CCRf∗F = CCRf!F .
4. We have
(4.24) CCDXF = CCF .
Proof. 1. By the characterization of characteristic cycle by the Milnor formula (4.15), it
follows from the additivity of the total dimension.
2. Let C ⊂ T ∗X be the singular support of F . Then, i∗F is micro-supported on
i◦C ⊂ T
∗Y by Lemma 3.2.6. Let Y → P be an immersion satisfying the condition (E)
before Lemma 2.19 and the condition (C) before Proposition 2.20 for i◦C. Then, by
the description of the characteristic cycle CCF = CCECF in (4.14), it follows from the
canonical isomorphism φ(F , p◦L ◦ i) → φ(i∗F , p
◦
L) for the morphism p
◦
L : Y
◦
L → L defined
by a pencil L.
3. By 1, it follows from [32].
4. We have SSF = SSDXF by Corollary 3.9. By 2 and Lemma 4.11.2, we may
assume X is projective as in the proof of Corollary 3.9. Let C = SSF = SSDXF be
the singular support. Let X → P be a closed immersion satisfying the condition (E)
and (C) before and after Lemma 2.19. Then, for a point (u, L) in the dense open subset
P(C˜)◦ ⊂ P(C˜) ⊂ X ×P Q and v = pL(u) ∈ L, we have dim totφu(F , p
◦
L) = av(Rp
∨
∗ p
∗F)|L
and similarly for DXF . Since av(Rp
∨
∗ p
∗F)|L = avDL(Rp
∨
∗ p
∗F)|L = av(Rp
∨
∗ p
∗DXF)|L, it
follows from the description of the characteristic cycle CCF = CCECF in (4.14).
For the residue field Λ0 of Λ, a constructible complex F of Λ-modules of finite tor-
dimension on X is a perverse sheaf if and only if F ⊗LΛ Λ0 is a perverse sheaf.
Proposition 4.14. Assume F is a perverse sheaf on X.
1. ([16, Question p. 7]) We have
(4.25) CCF ≧ 0
.
2. The support of CCF equals SSF .
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Proof. By the description of the characteristic cycle CCF = CCECF in (4.14), it follows
from Lemma 3.10.
Corollary 4.15. Let j : U = X D → X be the open immersion of the complement of a
Cartier divisor. Then, for a perverse sheaf F of Λ-modules on U , we have
(4.26) SSRj∗F = SSj!F .
Proof. Since the open immersion j : U = X D → X is an affine morphism, Rj∗F and
j!F are perverse sheaves on X by [7, Corollaire 4.1.10]. Hence, it follows from Lemma
4.13.3 and Proposition 4.14.2.
We show the compatibility with smooth pull-back.
Definition 4.16. Let h : W → X be a smooth morphism of smooth schemes over a per-
fect field k and let C ⊂ T ∗X be a closed conical subset. Assume that every irreducible
component of X and every irreducible component of C are of dimension n and that every
irreducible component of W is of dimension m. Let
(4.27) T ∗W ←−−− W ×X T
∗X −−−→ T ∗X
be the canonical morphisms. Then, for a linear combination A =
∑
ama[Ca] of irreducible
components of C =
⋃
aCa, we define h
!A to be (−1)n−m-times the push-forward by the first
arrow W×X T
∗X → T ∗W in (6.1) of the pull-back of A by the second arrow W×X T
∗X →
T ∗X in the sense of intersection theory.
Proposition 4.17. Let h : W → X be a smooth morphism of smooth schemes over a
perfect field k and let C ⊂ T ∗X be a closed conical subset. Assume that every irreducible
component of X and every irreducible component of C are of dimension n and that every
irreducible component of W is of dimension m.
Let F be a constructible complex of Λ-modules on X of finite tor-dimension micro-
supported on C ⊂ T ∗X. Then, we have
(4.28) CCh∗F = h!CCF .
Proof. Since the assertion is e´tale local on W , we may assume W = X ×An and h is the
first projection. Then, this is the case where Y = An and G = Λ of [38, Theorem 3.6.2],
which is proved using the Thom-Sebastiani formula [27] without using the results in the
rest of this article.
4.4 Integrality
In this section, we give a proof by Beilinson of the integrality of characteristic cycles.
Theorem 4.18 (Deligne). The coefficients of CCF are integers.
This is a generalization of the Hasse-Arf theorem [39] in the case dimX ≦ 1. We will
deduce Theorem from the Milnor formula and the following Proposition.
Proposition 4.19 ([8, Proposition 4.12]). Let X be a smooth scheme of dimension n
over an algebraically closed field k and C ⊂ T ∗X be a closed irreducible conical subset of
dimension n. Let u ∈ X be a closed point and let (u, ω) ∈ C be a closed smooth point of
C ⊂ T ∗X regarded as a reduced closed subscheme.
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Then, there exists a function f defined on a neighborhood of u such that the section
df of T ∗X meets C transversely at (u, ω) if one of the following conditions (1) and (2) is
satisfied:
(1) The characteristic p of k is different from 2.
(2) Let T be the tangent space T(u,ω)C of C at the smooth point (u, ω). Then, there
exists a function g defined on a neighborhood of u such that the section dg of T ∗X meets
C at (u, ω) and that the dimension of the intersection (dg)∗(TuX) ∩ T ⊂ T(u,ω)(T
∗X) is
even.
Proof. Take a local coordinate x1, . . . , xn of X at u and write ω =
∑
i aidxi as a k-linear
combination of the basis dx1, . . . , dxn of the cotangent space T
∗
uX . Then, the function
g =
∑
i aixi satisfies dg(u) = ω. We will modify g as f = g+
∑
i,j bijxixj to find a function
f satisfying the required condition.
Let V = TuX and W = T(u,ω)(T
∗X) denote the tangent spaces at u ∈ X and at
(u, ω) ∈ T ∗X respectively. The tangent space W is decomposed as the direct sum of the
image (dg)∗(V ) of the morphism (dg)∗ : V →W defined by the section dg : X → T
∗X with
the tangent space Tω(T
∗
uX) of the fiber T
∗
uX ⊂ T
∗X . The latter Tω(T
∗
uX) is naturally
identified with the cotangent space T ∗uX ⊂ T
∗X that is the dual V ∨ of V = TuX . Further
identifying V with its image (dg)∗(V ), we identify W = V ⊕ V
∨.
The required transversality condition means that the intersection (df)∗(V ) ∩ T ⊂ W
is 0. Since df = dg +
∑
i,j(bij + bji)xidxj , we have (df)∗ = (dg)∗ + (B + B
∨), where
B : V → V ∨ denotes the bilinear form on V defined by the matrix (bij) with respect to
the basis (dxi). Consequently, under the identification W = V ⊕ V
∨ above, the image
of (df)∗ : V → W is identified with the graph Γ of A = B + B
∨ : V → V ∨. Thus, the
assertion is a consequence of the following lemma on linear algebra.
Lemma 4.20. Let V be a k-vector space of finite dimension and V ∨ be the dual.
1. Let T ⊂ W = V ⊕ V ∨ be a linear subspace of dim T = dimV and set V1 = V ∩ T .
Then there exists a direct sum decomposition V = V1⊕V2 satisfying the following property:
For a non-degenerate bilinear form A1 : V1 → V
∨
1 , we extend it as A = A1 ⊕ 0: V =
V1 ⊕ V2 → V
∨ = V ∨1 ⊕ V
∨
2 and let Γ ⊂ W = V ⊕ V
∨ denote the graph. Then we have
Γ ∩ T = 0.
2. Either if dimV is even or if the characteristic p of k is different from 2, there exists
a bilinear form B : V → V ∨ such that A = B +B∨ is non-degenerate.
Proof. 1. Let T¯ denote the image of the morphism T → W → W/V = V ∨ and T¯⊥ ⊂ V
be the orthogonal subspace. Then by the assumption dim T = dim V , the subspaces
V1 = V ∩ T and T¯
⊥ ⊂ V have the same dimension. Hence, there exists a direct sum
decomposition V = V1⊕V2 satisfying V2∩T¯
⊥ = 0. Since V2 = (V
∨
1 )
⊥, we have V ∨1 +T¯ = V
∨.
By the assumption that A is non-degenerate, we have Γ + T ⊃ V1 + V
∨
1 + V2. Hence,
further by V ∨1 + T¯ = V
∨, we obtain Γ + T = W . Thus dimΓ = dimV = dimT implies
Γ ∩ T = 0.
2. If p 6= 2, it suffices to take a non-degenerate symmetric bilinear form B. If p = 2
and if dimV is even, it suffices to take a non-degenerate alternating bilinear form A and
to write A = B +B∨ by taking a symplectic basis.
Proof of Theorem 4.18 (Beilinson). We may assume k is algebraically closed. Write C =⋃
aCa as the union of irreducible components. We show that each coefficient ma in CCF =
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∑
ama[Ca] is an integer. Let (u, ω) be a smooth point of Ca not contained in any other
irreducible component Cb, (b 6= a) of C.
If one of the conditions (1) and (2) in Proposition 4.19 is satisfied, for f as in Proposition
4.19, the coefficientma equals (CCF , df)T ∗X,u since (Ca, df)T ∗X,u = 1 and (Cb, df)T ∗X,u = 0
for b 6= a. By the Hasse-Arf theorem [39], the total dimension dim totφu(F , f) is an
integer and the Milnor formula (CCF , df)T ∗X,u = − dim totφu(F , f) (4.15) implies that
the coefficient ma = (CCF , df)T ∗X,u is an integer in this case.
In the exceptional case in p = 2, we take X × A1 and the pull-back pr∗1F . If the
original g does not satisfies the condition (2) in Proposition 4.19 at a smooth point (u, ω)
of Ca, then the composition pr
∗
1g satisfies the condition at the smooth point ((u, 0), pr
∗
1ω)
of pro1Ca ⊂ T
∗(X ×A1). Thus, the assertion follows from the compatibility Proposition
4.17 of characteristic cycle with smooth pull-back.
5 Characteristic class
5.1 Cycle classes on projective space bundles
In this preliminary subsection, we recall some basic facts on the Chow groups of Pn-
bundles. In this section, we assume that X is a scheme of finite type over a field k. We
can replace this assumption by some condition which assures necessary properties on Chow
groups.
To describe the Chow group of a projective space bundle, we introduce some notation.
Let A =
⊕
iAi be a graded module and let cq, q = 0, . . . , n + 1 be endomorphisms of
A of degree −q sending Ai to Ai−q. We assume that c0 is the identity. We formally set
f =
∑n+1
q=0 cqh
n+1−q and define a graded module
(5.1) A[h]/(f) = A⊕n+1 =
n⊕
q=0
Ahq
where Aih
q has degree i+n−q. We define an endomorphism h of A[h]/(f) of degree −1 by
sending on ahq to ahq+1 for a ∈ A and q < n and sending a · hn to −(
∑n+1
q=1 cqa · h
n+1−q) =
(hn+1 − f) · a.
Lemma 5.1. Let X be a scheme of finite type over k. Let E be a vector bundle over X of
rank n + 1 and let p : P(E) → X be the associated Pn-bundle. Let cq(E) denote the q-th
Chern classes of E and let ch(E) denote
∑n+1
q=0 cq(E)h
n+1−q.
1 ([18, Theorem 3.3 (b)]). The morphism
(5.2) CH•(X)[h]/(ch(E))→ CH•(P(E))
sending ahq to c(O(1))q ∩ p∗a is an isomorphism of graded modules.
2. Let i ≧ 0 be an integer. Then, the inverse of the degree i-part
(5.3)
n⊕
q=0
CHi−n+q(X) =
(
CH•(X)[h]/(ch(E))
)
i
→ CHi(P(E))
of the isomorphism (5.2) sends b ∈ CHi(P(E)) to c(E) ∩ p∗(c1(O(−1))
−1b).
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Proof. 2. By the isomorphism (5.2), we identify CH•(P(E)) and its degree i-part with
CH•(X)[h]/(ch(E)) and
⊕n
q=0CHi−n+q(X)h
q. By the projection formula, the morphism
p∗ : CH•(P(E)) → CH•(X) is the morphism CH•(X)[h]/(ch(E)) → CH•(X) taking the
coefficient of hn.
We may assume b = ahq for q = 0, . . . , n and a ∈ CHi−n+q(X). The difference
c(E)(1 − h)−1 hq − ch(E)(1 − h)
−1 =
∑n+1
i=0 ci(E)(h
q − hn+1−i)/(1 − h) is of degree ≦ n
in h and the top term is hn. Since ch(E) acts as 0 on CH•(X)[h]/(ch(E)), the assertion
follows.
Lemma 5.2. Let i : F → E be an injection of vector bundles on X of rank E = n + 1 ≧
rank F = m + 1 and let i : P(F ) → P(E) also denote the induced morphism. Let E ′
denote the cokernel.
1. The diagram
(5.4)
CH•(P(F ))
i∗
←−−− CH•(P(E))x x
CH•(X)[h]/(ch(F ))
can
←−−− CH•(X)[h]/(ch(E))
is commutative.
2. The diagram
(5.5)
CH•(P(F ))
i∗−−−→ CH•(P(E))x x
CH•(X)[h]/(ch(F ))
ch(E
′)∩
−−−−→ CH•(X)[h]/(ch(E))
is commutative.
Proof. 1. Since the pull-back of O(1) by P(F )→ P(E) is also O(1) on P(F ), the assertion
follows from the definition.
2. By 1, it suffices to show that the endomorphism i∗i
∗ of CH•(P(E)) is identified
with the multiplication by ch(E
′) on CH•(X)[h]/(ch(E)). By the self-intersection formula,
the endomorphism i∗i
∗ equals the action of the top Chern class cn−m(TP(F )P(E)) of the
normal bundle.
By the exact sequence 0 → ΩP(E)/X → E
∨ ⊗ O(−1) → OP(E) → 0 and the corre-
sponding one for P(F ), we obtain an isomorphism NP(F )/P(E) → E
′∨ ⊗ O(−1) for the
conormal sheaf. Hence, the top Chern class cn−m(TP(F )P(E)) equals cn−m(E
′⊗O(1)) and
is identified with ch(E
′).
Lemma 5.3. Assume E = F ⊕ A1X . Let i : P(F ) → P(E) denote the injection and let
p : P(E)→ X be the projection.
1. The morphism
(5.6) i∗ ⊕ p∗ : CH•(P(E))→ CH•(P(F ))⊕ CH•(X)
is an isomorphism. If X is irreducible of dimension d ≦ n and ix : x→ X is the immersion
of a smooth k-rational point, the second projection p∗ : CHd(P(E))→ CHd(X) = Z equals
the pull-back i∗x : CHd(P(E))→ CH0(P
n) = Z.
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2. The morphism
(5.7) i∗ + p
∗ : CH•(P(F ))⊕ CH•(X)→ CH•(P(E))
is an isomorphism. The composition CH•(P(E))→ CH•(X) of the inverse of the isomor-
phism (5.7) with the second projection equals the pull-back by the 0-section s : X → F ⊂
P(E).
Proof. 1. We identify CH•(P(E)) = CH•(X)[h]/(ch(E)) and CH•(P(F )) = CH•(X)[h]/(ch(F )).
Then, ch(E) = ch(F )h and the morphism i
∗ : CH•(P(E))→ CH•(P(F )) is identified with
the surjection CH•(X)[h]/(ch(E))→ CH•(X)[h]/(ch(F )) sending h
n to 0 by Lemma 5.2.1.
Since p∗ : CH•(P(E)) = CH•(X)[h]/(ch(E)) → CH•(X) is the morphism taking the coef-
ficient of hn, the morphism (5.6) is an isomorphism.
The second assertion follows from the commutative diagram
CHd(P(E))
i∗x−−−→ CH0(P
n)
p∗
y ydeg
CHd(X)
i∗x−−−→ CH0(x).
2. The morphism i∗ : CH•(P(F )) → CH•(P(E)) is identified with the multiplication
h∩ : CH•(X)[h]/(ch(F )) → CH•(X)[h]/(ch(E)) by Lemma 5.2.2. Hence the morphism
(5.7) is an isomorphism.
Since s∗i∗ = 0 and s
∗p∗ is the identity of CH•(X), the second assertion follows from
the isomorphism (5.7).
Lemma 5.4. Let θ : E → F be a surjection of vector bundles on X of rank E = n + 1 ≧
rank F = m + 1 and let K denote the kernel. Let π : P(E)′ → P(E) be the blow-up at
P(K) ⊂ P(F ) and let θ′ : P(E)′ → P(F ) denote the morphism induced by θ.
1. Let ch(K)
−1∩ : CH•(X)[h]/(ch(E)) → CH•(X)[h]/(ch(F )) denote the composition
of the first projection with the inverse of the isomorphism
(ch(K)∩) + can: CH•(X)[h]/(ch(F ))⊕ CH•(X)[h]/(ch(K))→ CH•(X)[h]/(ch(E)).
Then, the diagram
(5.8)
CH•(P(E))
θ′∗π
∗
−−−→ CH•(P(F ))x x
CH•(X)[h]/(ch(E))
ch(K)
−1∩
−−−−−−→ CH•(X)[h]/(ch(F ))
is commutative.
2. The diagram
(5.9)
CH•(P(E))
π∗θ′∗←−−− CH•(P(F ))x x
CH•(X)[h]/(ch(E))
can
←−−− CH•(X)[h]/(ch(F ))
is commutative.
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Proof. Let A = CH•(X), ch(F ) = f and ch(E) = f ·g and identify CH•(P(E)) = A[h]/(f ·
g) and CH•(P(F )) = A[h
′]/(f). Let L ⊂ P(F ) ×X F be the universal sub line bundle
and let V ⊂ P(F )×X E be its pull-back by the base change of θ. Then, P(E)
′ → P(F )
is canonically identified with the Pn−m-bundle P(V ) by Lemma 4.2. Thus, we identify
CH•(P(E)
′) = A[h′]/(f)[h]/((h− h′) · g). Let e denote the polynomial in h and h′ defined
by f(h)− f(h′) = (h− h′)e.
We have a cartesian diagram
P(K)×P(F ) −−−→ P(E)′y yπ
P(K) −−−→ P(E).
We show that this induces a cocartesian diagram
(5.10)
A[h]/(g(h))[h′]/(f(h′))
(h−h′)×
−−−−−→ A[h′]/(f(h′))[h]/((h− h′) · g(h))
e×
x x
A[h]/(g(h))
f(h)×
−−−→ A[h]/(f(h) · g(h)).
on the Chow groups. The diagram is cocartesian by [18, Proposition 6.7 (e)]. By Lemma
5.2.2, the lower horizontal arrow is the multiplication by f(h). The descriptions of the left
vertical arrow and the upper horizontal arrow follow similarly from the excess intersection
formula and the self-intersection formula respectively. Since f(h′) = 0 and hence f(h) =
(h−h′)e in A[h′]/(f(h′))[h]/((h−h′) · g(h)), the right vertical arrow is well-defined as the
canonical morphism.
1. The morphism θ′∗π
∗ is the composition of the right vertical arrow in (5.10) with
the morphism A[h′]/(f(h′))[h]/((h − h′) · g(h)) → A[h′]/(f(h′)) taking the coefficient of
hn−m. For i < n − m, we have θ′∗π
∗hi = 0. For i ≧ 0, we have hig(h) = h′ig(h) in
A[h′]/(f(h′))[h]/((h− h′) · g(h)) and hence θ′∗π
∗hig(h) = h′i. Thus, the commutativity of
(5.8) is proved.
2. By the cocartesian diagram (5.10), we identify A[h′]/(f(h′))[h]/((h − h′) · g(h))
with the amalgamated sum. Then, the morphism π∗ : A[h
′]/(f(h′))[h]/((h− h′) · g(h))→
A[h]/(f(h) · g(h)) is induced by the identity of A[h]/(f(h) · g(h)) and the morphism
A[h]/(g(h))[h′]/(f(h′)) → A[h]/(g(h)) taking the coefficient of h′m. The morphism π∗θ
′∗
is the composition of the canonical morphism A[h′]/(f(h′)) → A[h′]/(f(h′))[h]/((h − h′)
with the above morphism. For 0 ≦ i ≦ m, we have h′i = hi + (h′ − h)(deg < m). Hence,
we have π∗θ
′∗h′i = hi. Thus, the commutativity of (5.9) is proved.
Lemma 5.5. Let θ : E → F be a surjection of vector bundles of rank n ≧ m over X and
let K = Ker(θ : E → F ) be the kernel of θ.
Let A =
∑
amaCa be a Z-linear combination of irreducible closed conical subsets Ca ⊂
E of dimension i ≦ m and define A¯ =
∑
amaC¯a ∈ CHi(P(E⊕A
1
X)) = CH•≦i(X). Assume
that the intersection C ∩K of the union C =
⋃
a Ca with K is a subset of the 0-section.
Define a linear combination θ(A) of closed conical subsets of F to be the direct image of
A by θ : E → F which is finite on C. Then, we have
(5.11) [θ(A)] = ch(K)
−1 ∩ [A¯]
in CHi(P(F ⊕A
1
X)) = CH•≦i(X).
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Proof. Let π : P(E ⊕A1X)
′ → P(E ⊕A1X) and θ
′ : P(E ⊕ A1X)
′ → P(F ⊕ A1X) be as in
Lemma 5.4. The assumption that C ∩ K is a subset of the 0-section means that P(K)
does not meet the closure C¯ → P(E⊕A1X). Hence we have [θ(A)] = θ
′
∗π
∗([A¯]). Thus, the
assertion follows by Lemma 5.4.1.
5.2 Characteristic class
In this subsection, k denotes a perfect field of characteristic p ≧ 0 and Λ denotes a finite
field of characteristic 6= p.
Let X be a scheme of finite type over k and i : X → M be a closed immersion to a
smooth scheme M of dimension n over k. We identify CHn(P(X ×M T
∗M ⊕A1X)) with
CH•(X) =
⊕n
i=0CHi(X) by the canonical isomorphism
(5.12) CH•(X) =
n⊕
i=0
CHi(X)→ CHn(P(X ×M T
∗M ⊕A1X))
sending (ai)i to
∑
i p
∗aih
i where p : P(X×M T
∗M ⊕A1X)→ X is the canonical projection
and h = c1(L
∨) be the first Chern class of the dual L∨ of the universal sub line bundle
L ⊂ P(X ×M T
∗M ⊕ A1X) ×X (X ×M T
∗M ⊕ A1X). The inverse mapping sends a to
c(T ∗X) ∩ p∗(c(L)
−1 ∩ a).
Lemma 5.6. Let X be a scheme of finite type over k and F be a constructible complex
of Λ-modules on X. Let i : X → M be a closed immersion to a smooth scheme M of
dimension n over k. Then, the class of the closure CCi∗F = P(CCi∗F ⊕A
1
X) regarded
as an element of CHn(X ×M T
∗X ⊕A1X) = CH•(X) is independent of the choice of M or
i.
Proof. Let j : X → N be another closed immersion to a smooth scheme N over k. By
considering the product and the projections, we may assume that there exists a smooth
morphism f : M → N compatible with the immersions i and j. It suffices to show that
CCi∗F meets properly the image of the injection X ×N T
∗N → X ×M T
∗M and that
CCj∗F is the pull-back of CCi∗F by Lemma 5.2.1. Since the claim is e´tale local on X ,
we may assume that there exists a section s : N → M of f such that i = s ◦ j. Then the
claim follows from CCi∗F = s∗CCj∗F Lemma 4.13.2.
Following the construction in [19, A.4] in an analytic context, we make the definition
below.
Definition 5.7. Let X be a scheme of finite type over a perfect field k and let Λ be a finite
field of characteristic invertible in k.
1. We say that X is embeddable if there exists a closed immersion i : X → M to a
smooth scheme M over k.
2. (cf. [19, A.4]) Assume that X is embeddable and let F be a constructible complex
of Λ-modules on X. Let i : X → M be a closed immersion to a smooth scheme M of
dimension n over k. We call the class
(5.13) ccXF = CCi∗F = P(CCi∗F ⊕A
1
X) ∈ CHn(P(X ×M T
∗M ⊕A1X)) = CH•(X)
of the closure of the characteristic cycle CCi∗F regarded as an element of CH•(X) the
characteristic class of F .
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Let K(X,Λ) = K(X) denote the Grothendieck group of the triangulated category of
constructible complexes of Λ-modules on X. We define a linear morphism
(5.14) ccX : K(X,Λ)→ CH•(X).
to be that sending the class of F to the characteristic class ccXF .
3. Assume that X is embeddable and let j : U → X be an open immersion. Let F
be a locally constant constructible sheaf of Λ-modules on U . Then, we define the (total)
Swan class SwXF ∈ CH•(X U) to be the class of the closure of the difference CCj!F −
rank F · CCj!ΛU .
If X is quasi-projective, then X is embeddable.
Conjecture 5.8. Let X be an embeddable scheme of finite type over k. Let a : X → Spec k
be the canonical morphism and define KX = Ra
!Λ.
1. The cohomology class cl(ccX,0F) ∈ H
0(X,KX) of the dimension 0-part of the char-
acteristic class equals the characteristic class C(F) defined in [1].
2. The dimension 0-part SwX,0F ∈ CH0(X U) of the total Swan class equals the
Swan class defined in [30].
Lemma 5.9. 1. The dimension 0-part ccX,0F is the intersection product (CCF , T
∗
XX)T ∗X ∈
CH0(X) with the 0-section.
2. Assume that X is irreducible of dimension d. For a constructible complex F of
Λ-modules on X, let rank◦F denote the rank of its restriction on a dense open subset of
X where F is locally constant. Then, the dimension d-part ccX,dF ∈ CHd(X) = Z is
(−1)drank◦F .
Proof. 1. It follows from Lemma 5.3.1.
2. After shrinking X , we may assume that F is locally constant and X is smooth over
k. Then CCF is (−1)drank◦F -times the 0-section of T ∗X and the assertion follows.
We discuss some functorial properties of the morphism ccX . For k = C, the commuta-
tivity of the diagram (5.16) below in analytic context is proved for projective morphisms
in [19, Theorem 9.4]. This implies [19, Theorem A.6] a commutative diagram
(5.15) K(X,Λ)
ccX //

CH•(X)
F (X)
(−1)•cX
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
for the MacPherson-Chern class cX : F (X)→ CH•(X) [33] with multiplied (−1)
i on degree
i and the canonical morphism K(X,Λ)→ F (X) to the module of Z-valued constructible
functions defined by the rank of stalks.
However in positive characteristic, one cannot expect to have a functoriality
(5.16)
K(X,Λ)
ccX−−−→ CH•(X)
f∗
y yf!
K(Y,Λ)
ccY−−−→ CH•(Y )
for proper morphism f : X → Y over k in full generality (cf. [23, Note 871]) except for the
dimension 0-part, as the following counterexample shows.
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Example 5.10. We identify CH•(P
n) with
⊕n
i=0 Z.
1. The characteristic class ccPnΛ = (−1)
n[T ∗
Pn
Pn] = (−1)nc(Ω1
Pn
) = ((−1)i
(
n+1
i+1
)
)dim i
is non-trivial on every degree. The endomorphism f∗ of CH•(P
n) induced by the Frobenius
morphism f : Pn → Pn is the multiplication by pi on the dimension i-part. Since f∗Λ = Λ,
the diagram (5.16) is not commutative for the Frobenius morphism f : Pn → Pn except
possibly for the dimension 0-part.
2. Let j : A1 = Spec k[x] → P1 be the open immersion and let i : Spec k → P1 be the
closed immersion of the complement. Let L on A1 be the locally constant constructible
sheaves of rank 1 defined by the Artin-Schreier equation tp− t = x and define F = j!L⊕Λ
and G = j!Λ
⊕2.
Then, we have CCF = CCG = −2(T ∗
P1
P1 + T ∗∞P
1) and hence ccP1F = ccP1G =
(−2, 2). Since ccSpecki
∗F = 1 6= ccSpecki
∗G = 0, there exists no right vertical arrow that
makes the diagram
(5.17)
K(X,Λ)
ccX−−−→ CH•(X)
h∗
y y?
K(W,Λ)
ccW−−−→ CH•(W )
commutative for the immersion ∞→ P1.
We consider the functoriality with respect to push-forward. By Lemma 5.9.1, the
commutative diagram (5.16) for proper smooth morphism f : X → Spec k means that the
index formula (CCF , T ∗XX) = χ(Xk¯,F) holds for constructible complexes F on X .
Lemma 5.11. The diagram (5.16) is commutative if f : X → Y is a closed immersion of
embeddable schemes of finite type over k.
Proof. Let i : Y → M be a closed immersion to a smooth scheme over k. Then, since both
ccXF and ccY f∗F are defined by CC(if)∗F , the assertion follows.
Let f : X → Y be a proper morphism of embeddable schemes of finite type over k. As
in the proof of Corollary 6.9, we obtain a commutative diagram
(5.18)
X
i
−−−→ M
f
y yg
Y
j
−−−→ N.
where M and N are smooth, the right vertical arrow is smooth and the horizontal arrows
are closed immersions. We consider the morphisms
(5.19) Y ×N T
∗N
f˜
←−−− X ×N T
∗N
h
−−−→ X ×N T
∗M
where the left arrow is induced by f and the right arrow is the canonical injection.
Let C ⊂ X×M T
∗M be a closed conical subset. Assume that every irreducible compo-
nent ofM and of C =
⋃
a Ca is of dimension m. Assume also that every irreducible compo-
nent of N is of dimension ≦ n and that every irreducible component of the closed conical
subset f◦C = f˜(h
−1C) ⊂ Y ×N T
∗N is of dimension ≦ n. Then for a linear combination
A =
∑
amaCa of irreducible components of C, the push-forward f!A =
∑
amaf˜∗h
!Ca is
defined as a linear combination of irreducible components of dimension n of f◦C.
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Lemma 5.12. Let f : X → Y be a proper morphism of embeddable schemes of finite type
over k and let (5.18) be a commutative diagram of schemes over k. Assume that M and
N are smooth of dimension m and n respectively, that the right vertical arrow is smooth
and that the horizontal arrows are closed immersions.
Let F be a constructible complex of Λ-modules on X and C = SSF ⊂ X ×M T
∗M be
the singular support of F . Assume that f◦C = f˜(h
−1C) ⊂ Y ×N T
∗N is of dimension ≦ n
and that we have CCR(gi)∗F = f!CCi∗F . Then, we have
(5.20) ccYRf∗F = f∗ccXF .
Proof. We consider the morphisms
(5.21) P(Y ×N T
∗N ⊕A1Y )
f¯
←−−− P(X ×N T
∗N ⊕A1X)
h¯
−−−→ P(X ×M T
∗M ⊕A1X)
extending (5.19) and let f¯! : CHm(P(X ×M T
∗M ⊕ A1X)) → CHn(P(Y ×N T
∗N ⊕ A1Y ))
denote the composition f¯∗h¯
!. By Lemma 5.2.2, the diagram
(5.22)
CHn(P(X ×M T
∗M ⊕A1X)) −−−→ CH•(X)
f¯!
y yf∗
CHm(P(Y ×N T
∗N ⊕A1Y )) −−−→ CH•(Y )
is commutative.
Let A = CCF . By the assumption dim f◦C ≦ n, a cycle f!A is defined as that
supported on the closure of f◦C in P(Y ×N T
∗N ⊕A1Y ) by taking the closure of the cycle
f!A. Further, we have f!A = f¯!A¯. Thus, by the assumption CCj∗Rf∗F = f!CCi∗F and
(5.22), we obtain CCj∗Rf∗F = f¯!CCi∗F = f∗CCi∗F . Hence, the assertion follows.
6 Pull-back of characteristic cycle and the index for-
mula
We prove that the construction of characteristic cycles is compatible with the pull-back by
properly transversal morphisms in Section 6.1. We will derive from this an index formula
for the Euler number at the end of Section 6.2.
In this section, k denotes a field of characteristic ≧ 0. We assume that irreducible
components of a smooth scheme over k have the same dimension unless otherwise stated.
We also assume that irreducible components of a closed conical subset of the cotangent of
a smooth scheme over k have the same dimension as the base scheme.
6.1 Pull-back of characteristic cycle
In this subsection, we assume that X andW are smooth schemes over a field k. We assume
that every irreducible component of X (resp. of W ) is of dimension n (resp. m) and that
every irreducible component of a closed conical subset C ⊂ T ∗X is of dimension n. We
assume that a constructible complex F of Λ-modules on X is of finite tor-dimension.
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Definition 6.1. Let X and W be smooth schemes over a field k and let C ⊂ T ∗X be a
closed conical subset. Assume that every irreducible component of X and every irreducible
component of C are of dimension n and that every irreducible component of W is of
dimension m.
1. We say that a C-transversal morphism h : W → X over k is properly C-transversal
if every irreducible component of h∗C = W ×X C is of dimension m.
2. Let h : W → X be a properly C-transversal morphism and let
(6.1) T ∗W ←−−− W ×X T
∗X −−−→ T ∗X
be the canonical morphisms. Then, for a linear combination A =
∑
ama[Ca] of irreducible
components of C =
⋃
aCa, we define h
!A to be (−1)n−m-times the push-forward by the first
arrow W×X T
∗X → T ∗W in (6.1) of the pull-back of A by the second arrow W×X T
∗X →
T ∗X in the sense of intersection theory.
Lemma 6.2. Let h : W → X be a morphism of smooth schemes over k and C ⊂ T ∗X
be a closed conical subset. Assume that every irreducible component of X is of dimension
n and that every irreducible component of W is of dimension m = n − c. Let dimh(W )C
denote the minimum of dimC ∩ T ∗U where U runs through open neighborhoods of the
image h(W ).
1. For h∗C = W ×X C, we have dimh
∗C ≧ dimCh(W ) − c.
2. Let g : V → W be a morphism of smooth schemes over k. Assume that every
irreducible component of C is of dimension n and that every irreducible component of V
is of dimension l = m− c′. Then, the following conditions are equivalent:
(1) h is properly C-transversal on a neighborhood of g(V ) ⊂ W and g : V → W is
properly h◦C-transversal.
(2) The composition h ◦ g : V → X is properly C-transversal.
Proof. 1. If h is smooth, we have dimh∗C = dimh(W )C − c. Hence, it suffices to consider
the case where h is a regular immersion of codimension c. Then it follows from [20, Chap.
0 Proposition (16.3.1)]
2. By Lemma 2.4.3, it suffices to verify the conditions on the dimension. The implica-
tion (1)⇒(2) is clear. We show (2)⇒(1). By 1, we have dim g∗(h∗C) ≧ dimg(V ) h
∗C− c′ ≧
n − c − c′. Hence (2) implies the equalities dimg(V ) h
∗C = n − c and dim g∗(h∗C) =
dimg(V ) h
∗C − c′. Thus we have (2)⇒(1).
If h : W → X is properly C-transversal, then every irreducible component of h◦C is
of dimension dimW by Lemma 2.1. A smooth morphism h : W → X is properly C-
transversal by Lemma 2.4.1.
Example 6.3. ([36, Example 2.18]) Assume that k is a perfect field of characteristic p > 2.
Let X = A2 = Spec k[x, y] ⊃ U = Gm×A
1 = Spec k[x±1, y]. Let G be a locally free sheaf
of rank 1 on U defined by the Artin-Schreier equation tp − t = y/xp. Then, the singular
support C = SSj!G for the open immersion j : U → X equals the union of the 0-section
T ∗XX with the line bundle 〈dy〉D on the y-axis D = X U spanned by the section dy.
Hence, the immersion D → X is C-transversal but is not properly C-transversal.
In the rest of this section, we assume that k is perfect.
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Proposition 6.4 (Beilinson). Let P = Pn be a projective space and let P∨ be the dual
projective space. Let G be a constructible complex of Λ-modules on P∨ and let F denote
the naive inverse Radon transform Rp∗p
∨∗G. Let C∨ ⊂ T ∗P∨ be a closed conical subset
such that every irreducible component is of dimension n and let C = p◦p
∨◦C∨ ⊂ T ∗P.
Assume that G is micro-supported on C∨ ⊂ T ∗P∨.
1. We have
(6.2) P(CCF) = P(p!CCp
∨∗G) = P(p!p
∨!CCG).
2. Let X be a smooth subscheme of P and assume that the immersion h : X → P is
properly C-transversal. Then, we have
(6.3) CCh∗F = h!CCF .
Proof. First, we prove
(6.4) P(CCRp∗p
∨∗G) = P(p!CCp
∨∗G)
for properly C-transversal immersion h : X → P. We may assume that k is algebraically
closed. Both CCRp∗p
∨∗G and p!CCp
∨∗G are supported on p◦p
∨◦C∨ = h◦C by Corol-
lary 2.13.2. By Lemma 2.11 and the assumption that h is properly C-transversal, every
irreducible component of h◦C is of dimension X . Hence it suffices to show the equality
(6.5) (CCRp∗p
∨∗G, df)u = (p!CCp
∨∗G, df)u
for smooth morphisms f : U → A1 defined on open subschemes U ⊂ X with at most an
isolated C-characteristic point u.
By the Milnor formula, the left hand side of (6.5) equals − dim tot φu(Rp∗p
∨∗G, f).
By Corollary 2.15, there exist at most finitely many isolated p∨◦C-characteristic points
of fp : U ×P Q → A
1. Hence, the right hand side of (6.5) equals
∑
v(CCp
∨∗G, d(fp))v
where v runs through isolated p∨◦C-characteristic points of fp. Further by the Milnor
formula, this equals −
∑
v dim tot φv(p
∨∗G, fp). Thus, the equality (6.5) follows from the
isomorphism
φu(Rp∗p
∨∗G, f)→ RΓ(Q×X u, φ(p
∨∗G, fp))→
⊕
v
φv(p
∨∗G, fp).
1. For the first equality, it suffices to take X = P in (6.4). The second follows from
Proposition 4.17.
2. By proper base change theorem, we have an isomorphism h∗F → Rp∗p
∨∗G. Hence by
(6.2) and (6.4), we have P(CCh∗F) = P(h!CCF). By the assumption that the immersion
h is properly C-transversal, the coefficients of the 0-section T ∗XX in CCh
∗F and in h!CCF
are both equal to (−1)dimXrank F . Thus the assertion follows.
For a linear combination A =
∑
amaCa of irreducible closed conical subsets of di-
mension n, we define the Legendre transform LA = (−1)n−1p!p
!A. This is also a linear
combination of irreducible closed conical subsets of dimension n by Lemma 2.11. Since
the definition of p!A involves the sign (−1)n−1, that of the Legendre transform does not
involve sign and we have P(L(A)) =
∑
a;Ca 6⊂T ∗PP
maP(C
∨
a ).
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Corollary 6.5 (Beilinson). Let F be a constructible complex of Λ-modules on P. Then,
for the Radon transform RF , we have
(6.6) P(CCRF) = P(LCCF).
We will remove P in (6.6) in Corollary 6.12.
Proof. By Proposition 6.4.1, we have
P(CCRF) = P((−1)n−1p∨! CCp
∗F) = P((−1)n−1p∨! p
!CCF) = P(LCCF).
Theorem 6.6. Let X and W be smooth schemes over a perfect field k and let C ⊂ T ∗X be
a closed conical subset. Assume that every irreducible component of X and every irreducible
component of C are of dimension n and that every irreducible component of W is of
dimension m.
Let F be a constructible complex of Λ-modules on X of finite tor-dimension micro-
supported on C ⊂ T ∗X and let h : W → X be a properly C-transversal morphism. Then,
we have
(6.7) CCh∗F = h!CCF .
Proof (Beilinson). Let h : W → X be a properly C-transversal morphism. Since h is
decomposed as the composition of the graphW →W×X and the projectionW×X → X
and since it is proved for smooth morphisms in Proposition 4.17, it is sufficient to show
the case where h is an immersion.
First, we show the case where X is the projective space P = Pn. The case where
F = Rp∗p
∨∗G is the naive inverse Radon transform has been proved in Proposition 6.4.2.
Let F be a constructible complex on Pn. Since F is isomorphic to R∨RF upto constant
sheaf and the assertion is clear for the constant sheaf, it follows in the case h is an
immersion to P.
We show the general case. Since the assertion is local, we may assume that X is
affine and take an immersion i : X → P. Further, we may assume that there is a smooth
subscheme V ⊂ P such that X ∩ V = W and that the intersection is transversal. Then,
the immersion h˜ : V → P is i◦C-transversal on a neighborhood of W . Hence, it follows
from the case where h is an immersion to P.
We study the compatibility of characteristic classes with pull-back. Let F → E be an
injection of vector bundles over a schemeW of finite type over k and let p : E → E/F be the
canonical surjection Let C ⊂ E be a closed conical subset such that the intersection C ∩F
is a subset of the 0-section. Then, for a linear combination A =
∑
amaCa of irreducible
components of C =
⋃
aCa, the intersection theory defines a cycle p
!p∗A supported on
p−1(p(C)) = C + F ⊂ E.
Definition 6.7. Let X be an embeddable scheme of finite type over k and let i : X → M
be a closed immersion to a smooth scheme over k. Let C ⊂ X×M T
∗M be a closed conical
subset. Let h : W → X be a regular immersion of codimension c.
1. We say that h is properly C-transversal if the following conditions are satisfied:
The canonical morphism T ∗WX → W ×M T
∗M is an injection of vector bundles on W .
For every irreducible components Ca of C =
⋃
a Ca, the pull-back W ×X Ca ⊂ Ca is of
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codimension c. The intersection h∗C∩T ∗WX for h
∗C = W ×X C ⊂W ×M T
∗M is a subset
of the 0-section.
2. Assume that h : W → X is properly C-transversal. We regard the pull-back h∗C =
W ×X C as a subset of W ×M T
∗M and the conormal bundle T ∗WX as a sub vector bundle
of W ×M T
∗M . Then, we define a closed conical subset h!C ⊂ W ×M T
∗M to be the sum
h∗C + T ∗WX.
For a linear combination A =
∑
amaCa of irreducible components of C =
⋃
aCa, let
h∗Ca denote the pull-back of Ca by the regular immersion W ×M T
∗M → X ×M T
∗M
in the sense of intersection theory and let p : W ×M T
∗M → (W ×M T
∗M)/T ∗WX be the
canonical surjection. Then, we define h!A = (−1)c
∑
amap
!p∗h
∗Ca.
Proposition 6.8. Let X be an embeddable scheme of finite type over k and let i : X →M
be a closed immersion to a smooth scheme over k. Let F be a constructible complex of
Λ-modules on X and C = SSF ⊂ X ×M T
∗M be the singular support of F .
Let h : W → X be a properly C-transversal closed regular immersion of codimension
c. Then, we have
(6.8) CC(i ◦ h)∗h
∗F = h!CCi∗F ,
(6.9) ccWh
∗F = (−1)cc(T ∗WX)
−1 ∩ h!ccXF .
Proof. We show (6.8). Since the assertion is local on W , we may assume that there exists
a cartesian diagram
W
h
−−−→ Xy yi
N
j
−−−→ M
where the lower horizontal arrow j : N → M is a regular immersion of codimension c of
smooth schemes over k. Further, we may assume that the immersion j : N → M is properly
C-transversal. Then, by Theorem 6.6, we have CCj∗i∗F = j
!CCi∗F . Since (i ◦ h)∗h
∗F =
j∗j
∗i∗F , we obtain CC(i ◦ h)∗h
∗F = CCj∗j
∗i∗F = j∗CCj
∗i∗F = j∗j
!CCi∗F = h
!CCi∗F
by Lemma 4.13.2.
The equality (6.9) follows from (6.8) and Lemma 5.5 since the definition of h!CCi∗F
involves the sign (−1)c.
Corollary 6.9. Let f : X → Y be a smooth morphism of relative dimension d of em-
beddable schemes of finite type over k and let T ∗X/Y and c(T
∗X/Y ) denote the relative
cotangent bundle and its total Chern class. Then, the diagram
(6.10)
K(Y,Λ)
ccY−−−→ CH•(Y )
f∗
y y(−1)dc(T ∗X/Y )∩f !
K(X,Λ)
ccX−−−→ CH•(X)
is commutative. In particular, for Y = Spec k and for a geometrically constant sheaf F
on X of dimension n, we have
(6.11) ccXF = (−1)
nrank F · c(T ∗X).
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Proof. Let i : X → M and j : Y → N be closed immersions to smooth schemes over k.
After replacing i : X →M by (i, fj) : X →M ×N , we obtain a commutative diagram
(6.12) X
f
✵
✵
✵✵
✵
✵✵
✵✵
✵
✵✵
✵
✵✵
h
  ❆
❆❆
❆❆
❆❆
❆
i
((PP
PPP
PPP
PPP
PPP
P
Y ′
j′
//
g′

M
g

Y
j // N
where g : M → N is smooth and the square is cartesian. Since g is smooth and j′∗g
′∗F =
g∗j∗F , we have CCj
′
∗g
′∗F = g!CCj∗F by Theorem 6.6. Let C = SSj∗F ⊂ Y ×N T
∗N be
the singular support and let C ′ = goC ⊂ Y ′ ×M T
∗M . Then, since g : M → N is smooth,
the closed immersion h : X → Y ′ is properly C ′-transversal. Hence by Proposition 6.8, we
have CCi∗h
∗g′∗F = h!CCj′∗g
′∗F = h!g!CCj∗F . Namely, we have CCi∗f
∗F = f !CCj∗F .
Since the definition of the right hand side involves the sign (−1)d, we obtain
(6.13) ccXf
∗F = c(T ∗X/Y ) ∩ (−1)
df !ccYF
by Lemma 5.2.2. Thus the assertion follows.
6.2 Radon transform and the index formula
Assume X = Pn. We identify Q = P(T ∗P) and let p : Q → P and p∨ : Q → P∨ be the
projections. The Radon transforms R = Rp∨! p
∗[n − 1] and R∨ = Rp!p
∨∗[n − 1](n − 1)
define morphisms
(6.14) R : K(P,Λ)→ K(P∨,Λ), R∨ : K(P∨,Λ)→ K(P,Λ).
Define also morphisms χ : K(P,Λ)→ Z and χ : K(P,Λ)→ Z by χF = χ(Pk¯,F) and by
χG = χ(P∨
k¯
,G).
Lemma 6.10. Let n ≧ 1 be an integer and P = Pn.
1. For a = 0, . . . , n, let Pa ⊂ P = Pn denote a linear subspace of dimension a. Then,
the images ccPn(ΛPa [a]) for a = 0, . . . , n do not depend on the choice of linear subspaces
and form a basis of a free Z-module CH•(P).
2. The diagram
(6.15)
K(P,Λ)
χ
−−−→ Z
R
y y(−1)n−1n×
K(P∨,Λ)
χ
−−−→ Z
and that with R replaced by R∨ and with P and P∨ switched are commutative.
3. Assume k is algebraically closed. The composition R∨R : K(P,Λ)→ K(P,Λ) maps
F to F + (n − 1)χFΛ. If n 6= 1 and if f : K(P,Λ) → Z is a morphism satisfying
fR∨R = n2f , then we have f = f([ΛP0]) · χ.
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Proof. 1. It follows from CCΛPa [a] = T
∗
Pa
Pn.
2. For constructible complexes F on P, we have χRF = (−1)n−1χ(Qk¯,p
∗F) =
(−1)n−1χRp∗p
∗F = (−1)n−1χRp∗p
∗Λ⊗F by the projection formula. Hence the assertion
follows from Rqp∗p
∗Λ = Λ(−q/2) for 0 ≦ q ≦ 2(n− 1) even and = 0 for otherwise.
3. Since R∨RF is isomorphic to F up to geometrically constant sheaves, we have
R∨RF − F = rank◦(R∨RF − F) · Λ. By taking χ and applying 2, we obtain (n2 − 1)
χF = rank◦(R∨RF−F) ·χΛ. Since χΛ = n+1, we obtain rank◦(R∨RF−F) = (n−1)χF
and the first assertion follows.
If f satisfies the condition, similarly we obtain (n2−1)f(F) = (n−1)χF ·f(Λ). Thus,
f is a constant multiple of χ. Since χΛP0 = 1, the constant is given by f(ΛP0).
We define the Legendre transform
(6.16) L : CH•(P)→ CH•(P
∨)
by L = p∨∗p
∗ and L∨ = p∗p
∨∗ for the projections p : Q→ P and p∨ : Q→ P∨.
Proposition 6.11 (Beilinson). Let n ≧ 1 be an integer and P = Pn.
1. The diagram
(6.17)
K(P,Λ)
ccP−−−→ CH•(P)
R
y yL
K(P∨,Λ)
cc
P∨−−−→ CH•(P
∨)
and that with R and L replaced by R∨ and L∨ and with P and P∨ switched are commutative.
2. The diagram
(6.18) K(P,Λ)
χ
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
ccP // CH•(P)
deg

Z
is commutative.
Proof. We may assume that k is algebraically closed. We prove the assertions by induction
on n. If n = 1, the projections p : Q → P and p∨ : Q → P∨ are isomorphisms and the
assertion 1 is obvious. Since deg ccPF = (CCF , T
∗
P
P)T ∗P, the assertion 2 for n = 1 is
nothing but the Grothendieck-Ogg-Shafarevich formula for P = P1.
We show that the assertion 2 for n− 1 ≧ 1 implies the assertion 1 for n. We show the
commutativity of the diagram (6.17) by using the direct sum decomposition
(6.19)
CH•(P
∨) = CHn(P(T
∗P∨ ⊕A1
P∨
)) −−−→ CHn−1(P(T
∗P∨))⊕ CHn(P
∨)
= CHn−1(Q)⊕ Z
(5.6). The compositions with the first projection CH•(P
∨) → CHn−1(Q) are equal by
Corollary 6.5. We show that the compositions with the second projection pr2 : CH•(P
∨)→
Z induced by the projection P(T ∗P∨ ⊕A1
P∨
)→ P∨ are the same.
Let F be a constructible complex of Λ-modules on P and C = SSF be the singular
support of F . Let H ⊂ P be a hyperplane such that the immersion h : H → P is properly
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C-transversal and let i : Spec k → P∨ be the immersion of the k-rational point of P∨
corresponding to H .
By the hypothesis of induction, we have deg ccHh
∗F = χh∗F . By Proposition 6.8, we
have ccHh
∗F = −h!ccPF . Hence by the commutative diagram
(6.20)
CH•(P)
h!
−−−→ CH•(H)
L
y ydeg
CH•(P
∨)
i!
−−−→ Z
and by the last assertion in Lemma 5.1.2, we obtain pr2LccPF = i
!LccPF = − deg ccHh
∗F =
−χh∗F . We also have pr2ccP∨RF = (−1)
nrank◦RF = −χh∗F by Lemma 5.9 in the no-
tation rank◦ defined there. Hence the assertion 1 follows.
We show that the assertion 1 for n ≧ 2 implies the assertion 2 for n. By the commu-
tative diagrams (6.17), the endomorphism R∨R of K(P,Λ) preserves the kernel K(P,Λ)0
of ccP : K(P,Λ) → CH•(P). We show that R
∨R acts on K(P,Λ)0 as the identity. Since
R∨RF is isomorphic to F up to constant sheaf, we have R∨RF−F = rank◦(R∨RF−F)·Λ.
Since rank◦ = (−1)npr2ccP by Lemma 5.9, we have rank
◦F = 0 for F ∈ K(P,Λ)0. Further
by the commutative diagrams (6.17), we also have rank◦R∨RF = 0 for F ∈ K(P,Λ)0.
Hence R∨R acts as the identity on K(P,Λ)0.
On the other hand, by Lemma 6.10.3, we have χR∨R = n2χ. Since n2 > 1, χ anni-
hilates K(P,Λ)0 = Ker ccP and χ induces a unique morphism CH•(P) → Z by Lemma
6.10.1.
For the classes of F = ΛPa [a], we have χF = (CCF , T
∗
P
P)T ∗P = deg ccPF . Thus, the
diagram (6.18) is commutative by Lemma 6.10.1.
Corollary 6.12 (Beilinson). Let F be a constructible complex of Λ-modules on P. Then,
for the Radon transform RF , we have
(6.21) CCRF = LCCF .
Proof. Except for the coefficient of the 0-section, it is proved in Corollary 6.5. Since the
coefficient of the 0-section is given by pr2 : CH•(P
∨) → Z, it follows from Proposition
6.11.1.
Corollary 6.12 means that [38, Conjecture 2.2] holds for p∨ : Q → P∨ and p∗F for F
on P by Lemma 2.11.
We state and prove the index formula for the Euler-Poincare´ characteristic.
Theorem 6.13. Let X be a projective smooth variety over an algebraically closed field.
Then, we have
(6.22) χ(X,F) = (CCF , T ∗XX)T ∗X .
Proof (Beilinson). Since X is assumed projective, it follows from Lemma 5.11 and Propo-
sition 6.11.2.
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6.3 Characteristic cycle and ramification
We briefly recall the definition of the characteristic cycle [36, Definition 3.5] in the strongly
non-degenerate case. We use the notation in Section 3.2.
Let X be a smooth scheme of dimension n over a perfect field k and U = X D be the
complement of a divisor D with normal crossings. Let j : U → X be the open immersion
and G be a locally constant constructible sheaf of free Λ-modules on U . Assume that the
ramification of G along D is strongly non-degenerate.
Assume first that R = D. Then, the locally constant sheaf G on U is tamely ramified
along D and we define a linear combination by
(6.23) C(j!G) = (−1)
nrank G ·
∑
I
[T ∗DIX ]
where T ∗DIX denotes the conormal bundle of the intersection DI =
⋂
I Di for sets of indices
I ⊂ {1, . . . , m}.
Assume R =
∑
i riDi > D =
∑
iDi. For each irreducible component, we have a
decomposition by characters V =
⊕
χ : GrriGKi→Fp
χ⊕m(χ). Further, the characteristic form
of each character χ appearing in the decomposition defines a sub line bundle Lχ of the
pull-back Dχ ×X T
∗X of the cotangent bundle to a finite covering πχ : Dχ → Di by the
non-degenerate assumption. Then we define
(6.24) C(j!G) = (−1)
n
(
rank G · [T ∗XX ] +
∑
i
∑
χ
ri ·m(χ)
[Dχ : Di]
π∗[Lχ]
)
.
In the general strongly non-degenerate case, we define C(j!G) by the additivity and e´tale
descent.
Theorem 6.14. Let X be a smooth scheme of dimension n over a perfect field k and let
j : U → X be the open immersion of the complement U = X D of a divisor D with
simple normal crossings. Let G be a locally constant constructible sheaf of free Λ-modules
on U such that the ramification along D is strongly non-degenerate. Then we have
(6.25) CCj!G = C(j!G),
In other words, C(j!G) defined by (6.23), (6.24), the additivity and by e´tale descent using
ramification theory satisfies the Milnor formula (4.15).
Theorem 6.14 is proved for dimension ≦ 1 in Lemma 4.11.1 and 2. Recall that Theorem
6.14 is proved in dimension 2 in [37, Proposition 3.20] using a global argument, as in [16].
The tamely ramified case of Theorem 6.14 has been proved in [40] by a different method.
Theorem 6.14 gives an affirmative answer to [36, Conjecture 3.16].
Proof. It suffices to show the equality of the coefficients for each irreducible component
of C = S(j!F) by Proposition 3.13. By the additivity of characteristic cycles and the
compatibility with e´tale pull-back, it suffices to show the tamely ramified case and the
totally wildly ramified case separately.
First, we prove the tamely ramified case. It suffices to determine the coefficients of
[T ∗DIX ] by induction on the number d of elements of I. By Proposition 4.17, we may
assume X = An and D is the complement of Gnm. If n = 0 and X consists of a single
point, we have CCF = rank F · [T ∗XX ]. If n ≧ 1, it follows from Lemma 3.12.
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We prove the totally wildly ramified case. If dimX = 0, it is proved above. It follows
from (4.19) if dimX ≦ 1. It suffices to compare the coefficients in CCj!G and C(j!G)
assuming dimX ≧ 2. Since the assertion is e´tale local, we may assume that C(j!G)
has a unique irreducible component different from the 0-section. By Theorem 6.6 and
Proposition [36, Proposition 3.8], for every properly C-transversal immersion i : W → X
of a smooth curve, we have i!CCj!G = CCi
∗j!G and i
!C(j!G) = C(i
∗j!G) respectively.
Hence it is reduced to the case dimX = 1.
7 F-transversality and singular support
We introduce and study a notion of F -transversality for a morphism h : W → X with
respect to a constructible complex F onX in Section 7.2 using a canonical morphism (7.13)
defined and studied in Section 7.1. We study the relation between the F -transverality and
the local acyclicity in Section 7.3 and deduce a relation with the singular support in Section
7.4.
7.1 A canonical morphism
Let k be a field and Λ be a finite local ring such that the residue characteristic ℓ is invertible
in k. For a separated morphism h : W → X of schemes of finite type over k, the func-
tor Rh! : Dbc(X,Λ) → D
b
c(W,Λ) is defined as the adjoint of Rh! : D
b
c(W,Λ) → D
b
c(X,Λ).
One should be able to define the functors Rh!, Rh
! without assuming separatedness using
cohomological descent but we will not go further in this direction.
Let F and G be constructible complexes of Λ-modules on X and on W respectively
and assume that G is of finite tor-dimension. Then, we have an isomorphism
(7.1) F ⊗LΛ Rh!G → Rh!(h
∗F ⊗LΛ G)
of projection formula [14, (4.9.1)].
Definition 7.1. Let h : W → X be a morphism of finite type of schemes. Let F and
E be constructible complexes of Λ-modules on X and let G be a constructible complex of
Λ-modules of finite tor-dimension on W . We say that morphisms
(7.2) F ⊗L Rh!G → E , h
∗F ⊗L G → Rh!E
correspond to each other if the first one is the composition of the isomorphism (7.1) with
the adjoint Rh!(h
∗F ⊗L G)→ E of the second one.
Since (7.1) is an isomorphism, the correspondence (7.2) is a one-to-one correspondence.
If h : W → X is a smooth separated morphism of relative dimension d, the morphism
F ⊗L Rh!Λ(d)[2d] → F induced by the trace mapping Rh!Λ(d)[2d] → Λ corresponds to
the canonical isomorphism
(7.3) h∗F ⊗L Λ(d)[2d]→ Rh!F
of Poincare´ duality [12, The´ore`me 3.2.5].
Recall that a morphism F⊗LΛRh!G → E corresponds to a morphism F → RHom(Rh!G, E)
bijectively. Similarly a morphism h∗F ⊗LΛ G → Rh
!E corresponds to a morphism h∗F →
RHom(G, Rh!E) bijectively.
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Lemma 7.2. Let h : W → X be a morphism of finite type of schemes. Let F and E
be constructible complexes of Λ-modules on X and let G be a constructible complex of
Λ-modules of finite tor-dimension on W . Let
(7.4) F ⊗L Rh!G → E , h
∗F ⊗L G → Rh!E
be morphisms corresponding to each other. Then, the morphism
(7.5) h∗F → RHom(G, Rh!E)
induced by the second one equals the adjoint of the composition
(7.6) F → RHom(Rh!G, E)→ Rh∗RHom(G, Rh
!E)
of that induced by the first one and the inverse of the canonical isomorphism of adjunction.
Proof. We consider the diagram
(7.7) F
 ++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Rh∗RHom(G, h
∗F ⊗L G)

// RHom(Rh!G, Rh!(h
∗F ⊗L G))

Rh∗RHom(G, Rh
!E)
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
// RHom(Rh!G, Rh!Rh
!E)

RHom(Rh!G, E).
The top vertical arrow is the adjoint of h∗F → RHom(G, h∗F ⊗L G) induced by the
identity of h∗F ⊗L G and the horizontal arrows are defined by the functoriality of Rh!.
The upper slant arrow is induced by the isomorphism of projection formula (7.1) and the
upper triangle is commutative. The middle vertical arrows are induced by the second
morphism of (7.4) and the middle square is commutative. The lower slant arrow is the
isomorphism of adjunction and the lower vertical arrow is induced by the adjunction map.
Thus, the diagram (7.7) is commutative.
The composition of the left column in the diagram (7.7) is the adjoint of (7.5). Since
the composition of the upper slant arrow and the right column is induced by the first
morphism of (7.4), the assertion follows.
Let F and G be constructible complexes of Λ-modules on X and assume that G is of
finite tor-dimension. We define a canonical morphism
(7.8) ch,F ,G : h
∗F ⊗LΛ Rh
!G → Rh!(F ⊗LΛ G)
to be that corresponding to the morphism F ⊗LΛ Rh!Rh
!G → F ⊗LΛ G induced by the
adjunction Rh!Rh
!G → G.
Lemma 7.3. Let h : W → X be a separated morphism of schemes. Let F and G be
constructible complexes of Λ-modules on X and assume that G is of finite tor-dimension.
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1. Let g : V → W be a separated morphism of schemes and f : V → X be the compo-
sition. Then the morphisms (7.8) for h, g and f form a commutative diagram
(7.9) f ∗F ⊗L Rf !G

cf,F,G // Rf !(F ⊗L G)

g∗h∗F ⊗L Rg!Rh!G
c
g,h∗F,Rh!G // Rg!(h∗F ⊗L Rh!G)
Rg!(ch,F,G) // Rg!Rh!(F ⊗L G).
The vertical arrows are the canonical isomorphisms.
2. Let E be another constructible complex of Λ-modules on X and assume that F is of
finite tor-dimension. Then the morphisms (7.8) form a commutative diagram
(7.10) h∗E ⊗L h∗F ⊗L Rh!G

id⊗ch,F,G // h∗E ⊗L Rh!(F ⊗L G)
ch,E,F⊗G

h∗(E ⊗L F)⊗L Rh!G
ch,E⊗F,G // Rh!(E ⊗L F ⊗L G).
3. Assume that h is an immersion. Then the morphism (7.8) is induced by the restric-
tion of
(7.11) F⊗LRh∗Rh
!G = F⊗LRHom(h!Λ,G)→ Rh∗Rh
!(F⊗LG) = RHom(h!Λ,F⊗
LG).
Proof. 1. It follows from the commutative diagram
(7.12)
Rf!(f
∗F ⊗L Rf !G)

// F ⊗L Rf!Rf
!G

Rh!Rg!(g
∗h∗F ⊗L Rg!Rh!G) // Rh!(h
∗F ⊗L Rg!Rg
!Rh!G) // F ⊗L Rh!Rg!Rg
!Rh!G.
for the isomorphisms of projection formula.
2. We consider the diagram
Rh!(h
∗F ⊗L Rh!G) −−−→ Rh!Rh
!(F ⊗L G)x y
F ⊗L Rh!Rh
!G −−−→ F ⊗L G.
The right vertical arrow is the adjunction morphism and the bottom horizontal arrow is
induced by the adjunction morphism. The left vertical arrow is the isomorphism (7.1) of
the projection formula and the top horizontal arrow is induced by (7.8). Since (7.8) is the
adjoint of the diagonal composition and is defined by the commutativity of the lower left
triangle, the diagram is commutative. Tensoring E and applying the projection formula,
we obtain the adjoint of (7.10).
3. We may assume that h is a closed immersion. Then, the composition of the mor-
phism (7.11) with the adjunction Rh∗Rh
!(F ⊗L G) → F ⊗L G is the same as F ⊗L
Rh∗Rh
!G → F ⊗L G defining (7.8) and the assertion follows.
Assume G = Λ and we consider the canonical morphism
(7.13) ch,F = ch,F ,Λ : h
∗F ⊗LΛ Rh
!Λ→ Rh!F .
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For another morphism g : V →W and the composition f , The canonical morphisms (7.8)
form a commutative diagram
(7.14) f ∗F ⊗L Rf !Λ
cf,F //

Rf !F // Rg!Rh!F
g∗h∗F ⊗L Rg!Rh!Λ
c
g,h∗F,Rh!Λ // Rg!(h∗F ⊗L Rh!Λ)
Rg!(ch,F )
OO
g∗h∗F ⊗L Rg!Λ⊗L g∗Rh!Λ
cg,h∗F⊗id //
id⊗c
g,Rh!Λ
OO
Rg!h∗F ⊗L g∗Rh!Λ
c
g,h∗F,Rh!Λ
OO
by Lemma 7.3.1 and 2.
We give another description of the morphism ch,F : h
∗F ⊗L Rh!Λ → Rh!F assuming
further that F is of finite tor-dimension and that X is separated. Recall that the dual
DXF is defined as RHomΛ(F ,KX) where KX = Ra
!Λ for the structure morphism a : X →
Spec k. For a separated morphism h : W → X over k, we have a canonical isomorphism
Rh!KX = Rh
!Ra!Λ→ R(ah)!Λ = KW . The isomorphism of adjunction Rh∗DW → DXRh!
induces an isomorphism DWh
∗DX → Rh
!.
Lemma 7.4. Assume that F is of finite tor-dimension and we consider the morphisms
(7.15) h∗DXF ⊗
L h∗F ⊗L Rh!Λ→ h∗KX ⊗
L Rh!Λ
ch,KX−→ Rh!KX → KW
where the first arrow is induced by the canonical morphism DXF ⊗
L F → KX . Then, the
composition
(7.16) h∗F ⊗L Rh!Λ→ DWh
∗DXF → Rh
!F
of the morphism induced by (7.15) with the canonical isomorphism equals the morphism
ch,F : h
∗F ⊗L Rh!Λ→ Rh!F .
Proof. Let h∗DXF → DW (h
∗F ⊗L Rh!Λ) be the morphism induced by (7.15) and let
(7.17) DXF → Rh∗DW (h
∗F ⊗L Rh!Λ)
≃
→ DXRh!(h
∗F ⊗L Rh!Λ)
be its adjoint. Then, the morphism (7.16) is the adjoint of the dual Rh!(h
∗F⊗LRh!Λ)→ F
of (7.17) since the isomorphismDWh
∗DX → Rh
! is induced by the isomorphism Rh∗DW →
DXRh!. The morphism DXF ⊗
L Rh!(h
∗F ⊗L Rh!Λ) → KX corresponding to (7.17) cor-
responds to (7.15) by Lemma 7.2. Thus, it is induced by the isomorphism of the projec-
tion formula, the canonical morphism DXF ⊗
L F → KX and the adjunction morphism
Rh!h
!Λ→ Λ. Hence the morphism (7.16) equals ch,F .
7.2 F-transversality
Definition 7.5. Let h : W → X be a morphism of schemes of finite type over k and let
F be a constructible complex of Λ-modules on X.
In the case h is separated, we say that h is F -transversal if the canonical morphism
(7.13) ch,F : h
∗F ⊗LΛ Rh
!Λ→ Rh!F
is an isomorphism. For general h, we say that h is F -transversal if there exists an open
covering W =
⋃
iWi consisting of open subschemes separated over X such that the restric-
tions h|Wi are F-transversal.
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Since the condition is local, a morphism h : W → X is F -transversal if and only if the
restriction of h to every open subset of W separated over X is F -transversal.
Lemma 7.6. Let F be a constructible complex of Λ-modules on a scheme X of finite type
over k and let h : W → X be a morphism of schemes of finite type over k.
1. If h is smooth, then h : W → X is F-transversal.
2. If F is locally constant, then h : W → X is F-transversal.
3. Assume that h : W → X is F-transversal and that Rh!Λ is isomorphic to Λ(c)[2c]
for a locally constant function c on W . Then for a morphism g : V → W of schemes of
finite type over k, the following conditions are equivalent:
(1) g : V →W is h∗F-transversal.
(2) The composition f : V →W is F-transversal.
4. Let Λ0 be the residue field of Λ. Assume that F is of finite tor-dimension and set
F0 = F ⊗
L
Λ Λ0, Then, h : W → X is F-transversal if and only if it is F0-transversal.
5. Assume that F is a perverse sheaf. Assume further that h : W → X is locally
of complete intersection of relative virtual dimension c and that Rh!Λ is isomorphic to
Λ(c)[2c]. If h : W → X is F-transversal, then h∗F [c] and Rh!F [−c] are perverse sheaves.
6. Assume that F is of finite tor-dimension. Then the following conditions are equiv-
alent
(1) h is F-transversal.
(2) The morphism h∗F⊗LRh!Λ→ DWh
∗DXF (7.16) induced by the morphism h
∗DXF⊗
L
h∗F ⊗L Rh!Λ→ KW (7.15) is an isomorphism.
We show a converse of 2. in Corollary 7.14.
Proof. By the remark after Definition 7.5, we may assume that morphisms are separated.
We will omit to write this remark in the sequel.
1. We may assume that h is smooth of relative dimension d. We consider the canonical
isomorphism Λ(d)[2d]→ Rh!Λ defined as the adjoint of the trace mapping Rh!Λ(d)[2d]→
Λ. Then, by the description of the isomorphism (7.3) loc. cit., the diagram
h∗F ⊗L Λ(d)[2d]
(7.3)
−−−→ Rh!Fy ∥∥∥
h∗F ⊗L Rh!Λ
ch,F
−−−→ Rh!F
is commutative and the morphism ch,F is an isomorphism.
2. Since the assertion is e´tale local on X , it is reduced to the case where F is constant
by devissage.
3. We consider the commutative diagram
(7.14) f ∗F ⊗L Rf !Λ
cf,F //

Rf !F // Rg!Rh!F
g∗h∗F ⊗L Rg!Rh!Λ Rg!(h∗F ⊗L Rh!Λ)
Rg!(ch,F )
OO
g∗h∗F ⊗L Rg!Λ⊗L g∗Rh!Λ
cg,h∗F⊗id //
id⊗c
g,Rh!Λ
OO
Rg!h∗F ⊗L g∗Rh!Λ.
c
g,h∗F,Rh!Λ
OO
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Since Rh!Λ is assumed to be isomorphic to Λ(c)[2c] for a locally constant function c on
W , the lower vertical arrows are isomorphisms. By the assumption that h : W → X is
F -transversal, the upper right vertical arrow Rg!(ch,F) is an isomorphism. The condition
(1) means that the top horizontal arrow cf,F is an isomorphism and the condition (2)
is equivalent to that the bottom horizontal arrow cg,h∗F ⊗ id is an isomorphism by the
assumption that Rh!Λ is isomorphic to Λ(c)[2c]. Hence the equivalence follows.
4. Similarly as Lemma 1.6.1, the canonical morphism Rf !F ⊗LΛ Λ0 → Rf
!F0 is an
isomorphism. Hence, similarly as the proof of Lemma 1.6.2, the morphism ch,F is an
isomorphism if and only if ch,F0 is an isomorphism.
5. If h is smooth, h∗(c)[c] = Rh![−c] is t-exact by [7, 4.2.4] and the assertion follows
in this case. Hence, we may assume that h is a regular immersion of codimension −c.
Then, by [7, Corollary 4.1.10] and induction on −c, we have h∗F(c)[c] ∈ pD
[0,−c]
c (W,Λ)
and Rh!F [−c] ∈ pD
[c,0]
c (W,Λ). By the assumption, we have an isomorphism h∗F(c)[c] →
Rh!F [−c] and the assertion follows.
6. It follows from Lemma 7.4.
Proposition 7.7. Let F be a constructible complex of Λ-modules of finite tor-dimension
on a scheme X of finite type over k.
1. Let h : W → X be a morphism of schemes of finite type over k and assume that
Rh!Λ is isomorphic to Λ(c)[2c] for a locally constant function c on W . Then, the following
conditions are equivalent:
(1) The morphism h : W → X is F-transversal.
(2) The morphism h : W → X is DXF-transversal.
Further if h : W → X is KX-transversal, they are equivalent to the following condition:
(3) The canonical morphism h∗RHomX(F ,KX)→ RHomW (h
∗F , h∗KX) is an isomor-
phism.
2. Let G be a constructible complex of Λ-modules on a scheme X of finite type over k.
Then, the following conditions are equivalent:
(1) The diagonal morphism δ : X → X ×X is RHomX×X(pr
∗
2F , pr
!
1G)-transversal.
(2) The canonical morphism G⊗LRHomX(F ,Λ)→ RHomX(F ,G) is an isomorphism.
The assumptions in Proposition 7.7.1 are satisfied if X and W are smooth over k. The
canonical morphism in Proposition 7.7.1(3) is an analogue of h∗SolM → Solh∗M for a
D-moduleM.
Proof. 1. The equivalence of (1) and (2) follows from Lemma 7.6.6, the assumption Rh!Λ ≃
Λ(c)[2c] and the isomorphism id→ DWDW of biduality [15, The´ore`me 4.3].
The assumption that h : W → X is KX-transversal means that the canonical morphism
ch,KX : h
∗KX ⊗
L Rh!Λ → Rh!KX = KW is an isomorphism. Hence by the definition of
(7.15), the conditions (1) and (3) are equivalent.
2. We consider the commutative diagram
δ∗RHomX(pr
∗
2F , pr
!
1G)⊗
L Rδ!Λ
c
δ,RHomX (pr
∗
2
F,pr!
1
G)
−−−−−−−−−−−−→ Rδ!RHomX(pr
∗
2F , pr
!
1G)x y
G ⊗L RHomX(F ,Λ) −−−→ RHomX(F ,G)
defined as follows. The bottom horizontal arrow is the canonical morphism in the condition
(2). The canonical isomorphism G⊠LDXF → RHomX×X(pr
∗
2F , pr
!
1G) [22, (3.1.1)] induces
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an isomorphism G ⊗L RHomX(F ,KX) = δ
∗(G ⊠L DXF) → δ
∗RHomX×X(pr
∗
2F , pr
!
1G).
This together with the canonical isomorphism Rδ!Λ ⊗ KX → Λ defines the left vertical
arrow. The right vertical arrow is defined by [12, 3.1.12.2]. Since the condition (1) is equiv-
alent to that the top horizontal arrow cδ,RHomX(pr∗2F ,pr!1G) is an isomorphism, the assertion
follows.
Proposition 7.8. Let
W
h
−−−→ X
j′
x xj
V
h′
−−−→ U
be a cartesian diagram of schemes of finite type over k such that the vertical arrows are
open immersions. Let G be a constructible complex of Λ-modules on U . We consider the
conditions:
(1) The morphism h : W → X is j!G-transversal.
(2) The morphism h′ : V → U is G-transversal.
1. The condition (1) implies (2). Conversely, if Rh!Λ is isomorphic to Λ(c)[2c] for a
locally constant function c and if the canonical morphisms
(7.18) j!G → Rj∗G, j
′
!h
′∗G → Rj′∗h
′∗G
are isomorphisms, the condition (2) implies (1).
2. Assume that G is of finite tor-dimension on U . Then, the condition (1) is equivalent
to the combination of (2) and the following condition:
(3) The base change morphism
(7.19) h∗Rj∗RHom(G,KU) −−−→ Rj
′
∗h
′∗RHom(G,KU)
is an isomorphism.
Proof. 1. The implication (1)⇒(2) is clear.
We consider the commutative diagram
j′!h
′∗G ⊗L Rh!Λ //

h∗j!G ⊗
L Rh!Λ
ch,j!G // Rh!j!G

Rj′∗h
′∗G ⊗L Rh!Λ
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Rh!Rj∗G

Rj′∗(h
′∗G ⊗L Rh′!Λ)
Rj′∗(ch′,G) // Rj′∗Rh
′!G
defined as follows. The upper vertical arrows are induced by the canonical morphisms
(7.18). The top left horizontal arrow is induced by the isomorphism j′!h
′∗ → h∗j! and is an
isomorphism. The slant arrow is defined as the adjoint of the isomorphism j′∗(Rj′∗h
′∗G ⊗L
Rh!Λ)→ Rj′∗(h
′∗G⊗LRh′!Λ) and is an isomorphism if the assumption on Rh!Λ is satisfied.
The lower right vertical arrow is the adjoint of the isomorphism j∗Rh! → Rh
′
!j
′∗ and is an
isomorphism. Thus under the assumptions, the implication (2)⇒(1) holds.
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2. Since the condition (1) implies (2), it suffices to show that (7.19) is an isomorphism
if and only if the condition (3) for F = j!G in Proposition 7.7.1 is satisfied, assuming (2).
We consider the commutative diagram
h∗RHomX(j!G,KX)
(3)
−−−→ RHomW (h
∗j!G, h
∗KX)y y
h∗Rj∗RHomU (G,KU) RHomW (j
′
!h
′∗G, h∗KX)
(7.19)
y y
Rj∗h
′∗RHomU(G,KU) −−−→ Rj
′
∗RHomV (h
′∗G, h′∗KU)
defined as follows. The upper left and the lower right vertical arrows are the adjunc-
tion morphisms and are isomorphisms. The upper right vertical arrow is induced by the
isomorphism h∗j!G → j
′
!h
′∗G and is an isomorphism.
The top horizontal arrow (3) is the canonical morphism in the condition (3) in Propo-
sition 7.7.1 for F = j!G. The lower one is induced by that for G and is an isomorphism if
(2) is satisfied, by Proposition 7.7.1 (1)⇒(3). Thus the assertion follows.
7.3 F-transversality and local acyclicity
In Proposition 7.9, X and Y denote arbitrary schemes and Λ denotes a finite local ring
such that the characteristic of the residue field is invertible on Y .
Proposition 7.9 ([24, Proposition 2.10]). Let
(7.20)
X
j′
←−−− U
f
y yfV
Y
j
←−−− V
be a cartesian diagram of schemes such that j : V → Y is an open immersion. Let F be a
complex of Λ-modules on X and let G be a complex of Λ-modules on V . Assume that f is
strongly locally acyclic relatively to F . Then, the base change morphism
(7.21) F ⊗ f ∗Rj∗G → Rj
′
∗(j
′∗F ⊗ f ∗V G)
is an isomorphism.
Corollary 7.10. Let f : X → Y be a smooth morphism of schemes of finite type over a
field k, i : Z → Y be an immersion and
(7.22)
W
h
−−−→ X
g
y fy
Z
i
−−−→ Y
be a cartesian diagram of schemes. Let F be a complex of Λ-modules on X and assume
that f is strongly locally acyclic relatively to F . Then h : W → X is F-transversal.
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Proof. We may assume that i : Z → Y is a closed immersion. Let V = Y Z and consider
the cartesian diagram
(7.23)
W
h
−−−→ X
j′
←−−− U
g
y fy yfV
Z
i
−−−→ Y
j
←−−− V.
By Proposition 7.9 applied to the right square, we obtain an isomorphism F ⊗ f ∗Rj∗Λ→
Rj′∗j
′∗F . Since f is smooth, this induces an isomorphism F ⊗Rj′∗Λ→ Rj
′
∗j
′∗F by smooth
base change theorem [6]. By the distinguished triangle→ h∗Rh
! → id→ Rj′∗j
′∗, we obtain
an isomorphism ch,F : h
∗F ⊗Rh!Λ→ Rh!F .
Proposition 7.11. Let f : X → Y be a morphism of schemes of finite type over a field k
and let F be a complex of Λ-modules on X. The morphism f is locally acyclic relatively
to F if the following condition is satisfied:
Let Y ′ and Z be smooth schemes over a finite extension of k and
(7.24)
X
p′
←−−− X ′
h
←−−− W
f
y yf ′ yg
Y
p
←−−− Y ′
i
←−−− Z
be a cartesian diagram of schemes where p : Y ′ → Y is proper and generically finite and
i : Z → Y ′ is a closed immersion. Then, for the pull-back F ′ = p′∗F on X ′ the composition
(7.25) h∗F ′ ⊗ g∗Ri!Λ→ h∗F ′ ⊗ Rh!Λ
ch,F′
−→ Rh!F ′
where the first arrow is induced by the base change morphism is an isomorphism.
Though Proposition 7.11 is stated for schemes of finite type over a field k, it can be
generalized to more general schemes using more general versions of alteration.
Proof. Let
(7.26)
X
p′
←−−− X ′
j′
←−−− V
f
y yf ′ yf ′U
Y
p
←−−− Y ′
j
←−−− U
be a cartesian diagram of schemes where p : Y ′ → Y is proper and generically finite
and j : U = Y D → Y ′ is the open immersion of the complement of a divisor with
simple normal crossings. Then, by the assumption and the relative property, the canonical
morphism
(7.27) F ′ ⊗ f ′∗Rj∗Λ→ Rj
′
∗j
′∗F ′
is an isomorphism. By projection formula and the proper base change theorem, (7.27)
shows that the canonical morphism
(7.28) F ⊗ f ∗R(pj)∗Λ→ R(p
′j′)∗(p
′j′)∗F
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is an isomorphism.
Let s ← t be a specialization of geometric points of Y , let Y(s) denote the strict
localization and let
(7.29)
Xs
i′s−−−→ X ×Y Y(s)
j′t←−−− Xt
fs
y f(s)y yft
s
is−−−→ Y(s)
jt
←−−− t
be the cartesian diagram. We assume that t is the spectrum of an algebraic closure of the
residue field of the point of Y below t. It suffices to show that the canonical morphism
(7.30) i′∗s F → i
′∗
s Rj
′
t∗j
′∗
t F
is an isomorphism.
By [11, Theorem 4.1], we may write t as a limit lim
←−λ
Uλ of the complements Uλ =
Yλ Dλ, in proper and generically finite schemes Yλ over Y smooth over finite extensions
of k of divisors Dλ ⊂ Yλ with simple normal crossings. Then, as the limit of (7.28), the
canonical morphism
(7.31) F ⊗ f ∗(s)Rjt∗j
∗
tΛ→ Rj
′
t∗j
′∗
t F
is an isomorphism. Since Λ → i∗sRjt∗j
∗
tΛ is an isomorphism, the isomorphism (7.31)
induces an isomorphism (7.30).
Corollary 7.12. Let f : X → Y be a smooth morphism of schemes of finite type over
a field k and let F be a complex of Λ-modules on X. Assume that for every cartesian
diagram (7.24) satisfying the condition there, the immersion h : W → X ′ is F ′-transversal
for the pull-back F ′ = p′∗F by p′ : X ′ → X. Then, f is locally acyclic relatively to F .
Proof. Assume that a cartesian diagram (7.25) satisfies the condition there. Since f ′ is
smooth, the base change morphism g∗Ri!Λ→ Rh!Λ is an isomorphism by the smooth base
change theorem [6]. Hence the isomorphism (7.25) means that h is F ′-transversal. Thus
it suffices to apply Proposition 7.11.
7.4 F-transversality and singular support
Let k be a field and Λ be a finite field of characteristic invertible in k.
Proposition 7.13. Let X be a smooth scheme over a field k and Λ be a finite field of
characteristic invertible in k. Let F be a constructible complex of Λ-modules on X. For a
closed conical subset C ⊂ T ∗X, we consider the following conditions:
(1) F is micro-supported on C.
(2) The support of F is a subset of the base B = C ∩ T ∗XX ⊂ X of C and every
C-transversal morphism h : W → X of smooth schemes of finite type is F-transversal.
1. If F is of finite tor-dimension, then the condition (1) implies (2).
2. If k is perfect, the condition (2) implies (1).
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Proof. 1. By Lemma 3.3.3, the condition that F is micro-supported on C implies that the
support of F is a subset of the base B of C.
We show that a C-transversal morphism h : W → X of smooth schemes of finite type
is F -transversal assuming that F is micro-supported on C. By applying Lemmas 2.4.3
and 7.6.3 to the graph W →W ×X → X of h and by replacing h : W → X,C and F by
W → W ×X, pr∗2C and pr
∗
2F , we may assume that h is an immersion. Since the assertion
is local on W , we may assume that there exists a cartesian diagram
W
h
−−−→ Xy yf
0 = y −−−→ Y = Ad
where f : X → Y is smooth. Since h : W → X is C-transversal, by Lemma 2.6.1, we may
assume that f : X → Y is C-transversal.
Since F is assumed to be micro-supported on C, the morphism f : X → Y is locally
acyclic relatively to F . Hence the assertion follows from Corollary 7.10.
2. Let h : W → X and f : W → Y be a C-transversal pair of smooth morphisms.
It suffices to show that f : W → Y is locally acyclic relatively to h∗F . By replacing F
and C by h∗F and h◦C, we may assume W = X . Since the base B of C contains the
support of F , after replacing X by a neighborhood of the support of F , we may assume
that f : X → Y is smooth by Lemma 2.6.6.
We show that the condition in Corollary 7.12 is satisfied. Let (7.25) be a cartesian
diagram satisfying the condition there. Since f : X → Y is smooth, Y ′ and W are smooth
over a finite extension of k and since k is assumed perfect, the schemes X ′ and W are
smooth over k. By Lemma 2.9.2, the proper morphisms p′ : X ′ → X and p′h : W → X are
C-transversal. Thus, by the condition (2), the morphisms p′ : X ′ → X and p′h : W → X
are F -transversal. Hence by Lemma 7.6.3, h : W → X ′ is p′∗F -transversal. Thus by
Corollary 7.12, the morphism f : X → Y is locally acyclic relatively to F .
Corollary 7.14. Assume that k is perfect and let F be a constructible complex of Λ-
modules of finite tor-dimension on X. Then, the following conditions are equivalent:
(1) F is locally constant.
(2) Every morphism h : W → X of finite type of smooth schemes is F-transversal.
Proof. The implication (1)⇒(2) is Lemma 7.6.2. By Lemma 3.3, the condition (1) is
equivalent to that F is micro-supported on the 0-section T ∗XX . Hence, it follows from
Proposition 7.13.
Corollary 7.15. Let F be a constructible complex of Λ-modules of finite tor-dimension
on X and let C = SSF denote the singular support. Then, for a properly C-transversal
morphism h : W → X of smooth schemes of finite type over a perfect k, we have
(7.32) SSh∗F = SSRh!F = h◦SSF .
Proof. We may assume that Λ is a field by Corollary 3.5.2. By Proposition 7.13.1, h is
F -transversal. First, we assume that F is a perverse sheaf. Then h∗F [dimW − dimX ] is
also a perverse sheaf by Lemma 7.6.5 and SSh∗F is the support of CCh∗F by Proposition
4.14.2. Since CCh∗F = h!CCF by Theorem 6.6 and CCF ≧ 0 by Proposition 4.14.1,
the assertion follows in this case. The general case is reduced to the case where F is a
perverse sheaf by the equality (3.4) for F and h∗F .
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