The analogy between eigenvalues and singular values has many faces. The current review brings together several examples of this analogy. One example regards the similarity between Symmetric Rayleigh Quotients and Rectangular Rayleigh Quotients. Many useful properties of eigenvalues stem are from the Courant-Fischer minimax theorem, from Weyl's theorem, and their corollaries. Another aspect regards "rectangular" versions of these theorems. Comparing the properties of Rayleigh Quotient matrices with those of Orthogonal Quotient matrices illuminates the subject in a new light. The Orthogonal Quotients Equality is a recent result that converts Eckart-Young's minimum norm problem into an equivalent maximum norm problem. This exposes a surprising link between the Eckart-Young theorem and Ky Fan's maximum principle. We see that the two theorems reflect two sides of the same coin: there exists a more general maximum principle from which both theorems are easily derived. Ky Fan has used his extremum principle (on traces of matrices) to derive analog results on determinants of positive definite Rayleigh Quotients matrices. The new extremum principle extends these results to Rectangular Quotients matrices. Bringing all these topics under one roof provides new insight into the fascinating relations between eigenvalues and singular values.
Introduction
Let G be a real symmetric n n  matrix and let   respectively. For detailed discussion of the Rayleigh Quotient and its properties see, for example, .
The question that initiates our study is how to extend the definition of Rayleigh Quotient in order to estimate a singular value of a general rectangular matrix, where the term "rectangular" means that the matrix is not necessarily symmetric or square. More precisely, let A be a real m n  matrix, m n  , and let where G and n Y  are defined as above, e.g., [20, 30, 36] . Symmetric Rayleigh Quotient matrices of this form are sometimes called sections. A larger class of Rayleigh Quotients matrices is considered in [34] . These matrices have the form , I C WC (1.10) where W is a general (nonnormal) square matrix of order n . The n k  matrix C is assumed to be of full column rank, and the k n  matrix I C denotes a left inverse of C . That is, a matrix satisfying
Matrices of the forms (1.9) and (1.10) play important roles in the Rayleigh-Ritz procedure and in Krylov subspace methods, e.g., [30, 34] . In this context there is rich literature on residual bounds for eigenvalues and eigenspaces. See, for example, [19] [20] [21] 30, 32, 34, 36 ]. Another applications of Rayleigh Quotient matrices arise in optimization algorithms that try to keep their approximations on a specific Stiefel manifold, e.g., [6, 7, 9, 35] . A third class of Rayleigh Quotient matrices is obtained from (1.7) by taking m n k     . These matrices are involved in residual bounds for singular values and singular spaces, e.g., [2, 21] .
However, our review turns into different directions. It is aimed to explore the optimality properties of Orthogonal Quotients matrices. Comparing these properties with those of symmetric Rayleigh Quotients matrices reveals highly interesting observations. At the heart of these observations stands a surprising relationship between Eckart-Young's minimum norm theorem [5] and Ky Fan's maximum principle [10] .
The Eckart-Young theorem considers the problem of approximating one matrix by another matrix of a lower rank. The solution of this problem is also attributed to Schmidt [31] . See [17, pp.~137,138] and [33, p.~76] . The need for low-rank approximations of a matrix is a fundamental problem that arises in many applications, e.g., [3] [4] [5] 8, 14, 15, 18, 33] . The maximum principle of Ky Fan considers the problem of maximizing the trace of a symmetric Rayleigh Quotient matrix. It is also a wellknown result that has many applications, e.g., [1,10-12, 16,22,28] . Yet, so far, the two theorems have always been considered as independent and unrelated results which are based on different arguments. The Orthogonal Quotients Equality is a recent result that converts EckartYoung's minimum norm problem into an equivalent maximum norm problem. This exposes a surprising similarity between the Eckart-Young theorem and Ky Fan's maximum principle. We see that the two theorems reflect two sides of the same coin: there exists a more general maximum rule from which both theorems are easily derived.
The plan of our review is as follows. It starts by introducing some necessary notations and facts. Then it turns to expose the basic properties of the Rectangular Quotient (1.6), showing that it solves a number of least norm problems that resemble (1.3). An error bound, similar to (1.2), enables us to bound the distance between  and the closest singular value of A .
Another aspect of the analogy between eigenvalues and singular values is studied in Section 4, in which we consider "rectangular" versions of the Courant-Fischer minimax theorem and Weyl theorem. This paves the way for "traditional" proof of Eckart-Young theorem. Then, using Ky Fan's dominance theorem, it is easy to conclude Mirsky's theorem.
The relation between symmetric Rayleigh Quotient matrices and Orthogonal Quotients matrices is studied in Section 5. It is shown there that the least squares properties of Orthogonal Quotient matrices resemble those of symmetric Rayleigh-Quotient matrices. One consequence of these properties is the Orthogonal Quotients Equality, which is derived in Section 6. As noted above, this equality turns the Eckart-Young least squares problem into an equivalent maximum problem, which attempts to maximize the Frobenius norm of an Orthogonal Quotients matrix of the form (1.7).
The symmetric version of the Orthogonal Quotients Equality considers the problem of maximizing (or minimizing) traces of symmetric Rayleigh Quotients matrices. The solution of these problems is given by the celebrated [10] were extended in his latter papers [11, 12] to products of eigenvalues and determinants. The new extremum principle enables the extension of these properties to Orthogonal Quotients matrices.
The current review brings together several old and new results. The "old" results come with appropriate references. In contrast, the "new" results come without references, as most of them are taken from a recent research paper [3] by this author. Yet the current paper derives a number of contributions which are not included in [3] . One contribution regards the extension of Theorem 11 behind the Frobenius norm. Another contribution is the minimum-maximum equality, which is introduced in Section 9. The main difference between [3] and this essay lies in their concept. The first one is a research paper that is aimed at establishing the extended extremum principle. The review exposes some fascinating features of the analogy between eigenvalues and singular values. For this purpose we present several apparently unrelated results. Putting all these topics under one roof gives a better insight into these relations. The description of the results concentrates on real valued matrices and vectors. This simplifies the presentation and helps to focus on the main ideas. The treatment of the complexvalued case should be quite obvious.
Notations and Basic Facts
In this section we introduce notations and facts which are needed for coming discussions. As before A denotes a real m n  matrix with m n  . Let
be an SVD of A , where
is an n n  orthogonal matrix, and
The singular values of A are assumed to be nonnegative and sorted to satisfy 1 2 0.
The columns of U and V are called left singular vectors and right singular vectors, respectively. These vectors are related by the equalities T and , 1, , .
A further consequence of (2.1) is the equality 
be constructed from the first k columns of U and V , respectively. Let .
where the last inequality follows from the CauchySchwarz inequality and the fact that the columns of U and V have unit length. Another useful property regards the concepts of majorization and unitarily invariant norms. Recall that a matrix norm  on In this case we say that  is weakly majorized by  , or that the singular values of B are weakly majorized by those of C . The Dominance Theorem of Ky Fan [11] relates these two concepts. It says that if the singular values of B are majorized by those of C then the inequality
holds for any unitarily invariant norm. For detailed proof of this fact see, for example, [1, 11, 17, 22] . The most popular example of a unitarily invariant norm is, perhaps, the Frobenius matrix norm
which satisfies
Other examples are the Schatten p -norms,
and Ky Fan k -norms,
The trace norm,
is obtained for k n  and 1 p  , while the spectral norm (the 2-norm)
corresponds to 1 k  and p   . Finally, let m  and n  be a pair of positive integers such that
, , , and ,
denote the corresponding Stiefel manifolds. That is, m   denotes the set of all real m m   matrices with orthonormal columns, while n   is the set of all real n n   matrices with orthonormal columns.
Rectangular Quotients
Let A be a real m n  matrix with m n  , and let
pair of nonzero vectors. To simplify the coming discussion we make the assumptions that
, and that u and v are unit vectors. That is,
With these assumptions at hand the Rectangular Quotient (1.6) is reduced to the bilinear form
In this section we briefly derive the basic minimum norm properties that characterize this kind of bilinear forms.
We shall start by noting that  solves the one parame-
This observation is a direct consequence of the equalities
Similar arguments show that T A   u v solves the least squares problems
Furthermore, substituting the optimal value of  into (3.3) yields the Rectangular Quotient Equality
which means that solving the rank-one approximation problem
is equivalent to solving the maximization problem
maximize , subject to 1 and 1.
Using the SVD of A the unit vectors in the last problem can be expressed in the form and , where 1.
the objective function of (3.8) satisfies
where the last inequality comes from the CauchySchwarz inequality. Moreover, since
, this pair of vectors solves (3.8), while 1  satisfies
The last result is analogous to (1.4). Yet, in contrast to (1.5), here the orthogonality relations (3.9) imply that
Further min-max properties of scalar rectangular quotients are obtained from the Courant-Fischer theorem, see the next section.
Another justification behind the proposed definition of the Rectangular Quotient comes from the observation that the Rayleigh quotient corresponding to the matrix
Hence in this case the bound (1.2) implies the existence of a singular value of A ,  , that satisfies
The last bound can be refined by applying the following retrieval rules, derived in [3] . Let 
We shall finish this section by noting the difference between the Rectangular Quotient (1.6) and the Generalized Rayleigh Quotient (GRQ) proposed by Ostrowski [26] . Let W be a general (nonnormal) square matrix of order n and let x and y be two n -vectors that satisfy is aimed to approximate an eigenvalue of W that is "common" to x and y . For detailed discussions of the GRQ and its properties see [25] [26] [27] 29, 40] .
From Eigenvalues to Singular Values
The 
where the integer 

Recall that k T denotes a rank-k Truncated SVD of A , as defined in (2.8). Roughly speaking the last corollary says that a rank-k perturbation of A may cause the singular values to "fall" not more than k "levels". The next corollary shows that they are unable to "rise" more than k levels. .
Proof. Using (4.13) we see that .
The last theorem says that k T is a best rank-k approximation of A , regarding the Frobenius norm. Observe that Lemma 3 proves a similar claim for the 2-norm. The next extension is due to Mirsky [23] . (4.24) solves this problem. In other words, k R is the smallest perturbation that turns A into a rank-k matrix.
Theorem 10 Let B and C be as in (4.7) and assume that
Proof. Using the Eckart-Young theorem we obtain 2 2 2 2 2 [14, 15] . Further consequences of the Eckart-Young theorem are presented in Section 6.
Least Squares Properties of Orthogonal Quotients Matrices
The optimality properties of symmetric Rayleigh Quotient matrices form the basis of the celebrated RayleighRitz procedure, e.g., [30, 34] . In this section we derive the corresponding properties of Orthogonal Quotients matrices. As we shall see, Orthogonal Quotient matrices extend symmetric Rayleigh Quotient matrices in the same way that Rectangular Quotients extend Rayleigh Quotients. 
given pair of matrices with orthonormal columns. Then the matrix 
The Orthogonal Quotients Equality and Eckart-Young Theorem
In this section we derive the Orthogonal Quotients Equality and discuss its relation to the Eckart-Young theorem. 
Proof. Following the proof of Theorem 11 we see that 
 be a given pair of matrices with orthonormal columns. Then the diagonal matrix (5.10) satisfies
In vector notations the last equality takes the form
x y x y x y (6.5)

Let us return now to consider the Eckart-Young problem (4.20) . One way to express an m n  matrix, whose rank is at most k , is
Alternatively we can write B in the form 
minimize , subject to and . 
These relations turn the minimum norm problems (6.8)-(6.9) into equivalent maximum norm problems. respectively. The SVD matrices k U and k V solve both problems.
the singular values of the orthogonal quotients matrix
and the Eckart-Young problem (6.12) can be rewritten as 2 2 1 maximize subject to and .
In the next sections we consider extended problems of this type. The key for solving the extended problems lies in the properties of symmetric orthogonal quotients matrices.
The Symmetric Quotients Equality and Ky Fan's Extremum Principles
It is assumed that the eigenvalues of G are sorted to satisfy 1 2 . 
The solution of these problems lies in the following well-known properties of symmetric matrices, e.g., [16, 30, 40] . 
In particular, when 
The minimum trace problem (7.6) is solved by the matrix
which is composed of the last k columns of Q . The optimal value of (7.6) is, therefore,
The symmetric quotients equality (7.3) means that Ky Fan's problems, (7.5) and (7.6) , are equivalent to the problems
and the optimal value is attained for the matrices m U  and n V  . 
Corollary 28 Consider the special case when
2 p  . In this case   2 2 T 1 max , , k j m n m m n n F j X AY X Y               (8
Concluding Remarks
According to an old adage, the whole can sometimes be much more than the sum of its parts. The Rayleigh-Ritz procedure, the Eckart-Young theorem, and Ky Fan maximum principle are fundamental results that have several applications. The observation that these topics are closely related is new and surprising. It illuminates these issues in a new light. The extended maximum principle is a powerful tool that has important consequences. In particular we see that both Eckart-Young's maximum problem and Ky Fan's maximum problem are special cases of this observation. The minimum-maximum theorem connects the extended maximum problem with Mirsky's minimum norm problem.
The review provides a second look at results of Ky Fan that consider eigenvalues of symmetric Rayleigh Quotient matrices. It extends these results to "rectangular" versions that consider singular values of Orthogonal Quotients matrices. The proofs illustrate the usefulness of Ky Fan's dominance theorem. With this theorem at hand Mirsky's theorem is easily derived from Weyl theorem. Similarly, it helps to establish the extended extremum principle.
