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In this review I give a summary of the state-of-the-art for what concerns the chemo-dynamical
numerical modelling of galaxies in general and of dwarf galaxies in particular. In particular, I
focus my attention on (i) initial conditions; (ii) the equations to solve; (iii) the star formation
process in galaxies; (iv) the initial mass function; (v) the chemical feedback; (vi) the mechanical
feedback; (vii) the environmental effects. Moreover, some key results concerning the development
of galactic winds in galaxies and the fate of heavy elements, freshly synthesised after an episode of
star formation, have been reported. At the end of this review, I summarise the topics and physical
processes, relevant for the evolution of galaxies, that in my opinion are not properly treated in
modern computer simulations of galaxies and that deserve more attention in the future.
1. Introduction
Galaxies are extremely complex astrophysical objects.
In order to study the evolution of galaxies, a deep under-
standing of many physical processes, covering a broad
range of spatial and temporal scales, is required. On the
smallest scales, electromagnetic radiation and particle-
particle and particle-radiation interactions determine the
thermal and ionisation status of the interstellar medium
(ISM). On the largest scales, galactic winds and envi-
ronmental effects (interactions with neighbouring galax-
ies and with the intracluster medium) regulate the mass
budget of the galaxy and strongly affect its metallicity.
Many other key physical processes such as star formation,
feedback, gas circulation and stellar dynamics operate on
intermediate spatial and temporal scales.
This review paper gives a summary of ingredients,
methods, results and challenges encountered in the study
of the chemical and dynamical evolution of galaxies, with
particular emphasis on the study of dwarf galaxies (DGs).
The main focus of this review is the theoretical study of
the chemo-dynamical evolution of galaxies by means of
computer simulations. For a broader and more compre-
hensive summary of properties and physical processes in
galaxies, the book “Dwarf galaxies: keys to galaxy for-
mation and evolution” (Springer) can be consulted.
The last three decades have seen an enormous surge of
activity in the study of DGs, the most numerous galaxy
species in the Universe. Advanced ground-based and
space-born observatories have allowed the observation of
these faint objects in the local volume with incredible de-
tail. From a theoretical perspective, the interest in the
study of DGs is manifold. Their shallow potential well
allows an easier venting out of freshly produced metals
than in more massive galaxies. Thus, DGs are perhaps
significant polluters of the intracluster and intergalactic
medium ([125], but see [92]). According to the hierar-
chical scenario for galaxy formation, dwarf galaxy-sized
objects are the building blocks to form larger galaxies.
DGs do not possess very prominent spiral structures or
significant shear motions, hence the study of the star for-
mation in these objects is somewhat easier than in spiral
galaxies.
Besides providing key information about the kinemat-
ics of gas in galaxies, spectroscopy allows the determina-
tion of the metallicity and of the abundance ratios of spe-
cific elements. This is a very useful information because
chemical abundances provide crucial clues to the evolu-
tion of galaxies. The increasing availability of large tele-
scopes made possible the systematic study of extragalac-
tic H II regions and other objects in external galaxies. In
this way, variations of chemical composition between dif-
ferent galaxies and in different positions within a single
galaxy could be studied. Integral field spectroscopy in
this sense is a fundamental step forward. Detailed maps
of the chemical abundances within a single galaxy can be
obtained. In order to understand the origin of such dis-
tributions of metals, one often has to resort to the work
and models of theoreticians.
Although a few basic properties of galaxies can be un-
derstood with simple analytical and semi-analytical con-
siderations, the enormous complexity of galactic physics
can only be handled (in part) with the help of numerical
simulations. This is especially true for what concerns the
chemical evolution of galaxies. Simple closed-box models
[330] can provide a first-order explanation for the global
metallicity in a galaxy, but the spatial distribution of
metals can not be addressed with these simplified tools.
On the other hand, due to the large number of processes
one has to take into account, numerical simulations make
generally use of results taken from other research fields
and combine them in such a way that a detailed descrip-
tion of the evolution of galaxies can emerge. The process
of simulating galaxies is thus analogous to the process
of cooking. To prepare a culinary dish, ingredients must
be accurately chosen, the necessary equipment must be
in place, a number of steps and operations must be per-
formed to combine the ingredients and some times a per-
2sonal touch is added and standard cookbook recipes are
modified in order to obtain a special effect.
For chemo-dynamical simulators of galaxy evolution,
the main ingredients are:
• the initial conditions
• the set of equations to solve
• a description of the star formation process
• the mass distribution of newly born stars (the ini-
tial mass function or IMF)
• a description of the chemical feedback from stars
to gas
• a description of the energy interchange processes
between stars and gas. There are many processes
one might take into account but all of them are
usually referred to as feedback. This includes also
feedback processes related to the presence of su-
permassive black holes and active galactic nuclei
(AGN). These kind of processes are usually dubbed
AGN feedback.
• a description of the interactions between the galaxy
and the surrounding environment (galaxy-galaxy
interactions, ram-pressure stripping due to an ex-
ternal inter-galactic medium, gas infall and so on)
In this review, I will consider in some detail some of
these ingredients and I will describe how they have been
parametrised and implemented in numerical simulations
of galaxies. Ingredients related to the chemical evolution
of galaxies will be treated with particular care. In the de-
scription of these ingredients, some personal bias will be
applied and higher priority will be given to the most rele-
vant ingredients for the simulation of DGs. In particular,
AGN feedback will be only very briefly mentioned.
In the process of preparing a dish, the necessary equip-
ment (pans, pots and stove) must be in place and the
quality of the equipment affects the final outcome. This
is also true for the numerical simulation of galaxies, where
the main equipment is a computer. More often, a cluster
of computers equipped with fast processors is necessary.
Besides having a fast computer, appropriate algorithms
and sophisticated numerical methods must be in place in
order to efficiently solve the complex equations describ-
ing the evolution of galaxies. Some of these methods
will be summarised in this review, too. Again, besides a
very brief survey of most widely adopted methods, spe-
cific tools required for the study of the chemo-dynamical
evolution of galaxies will be described with more care.
Numerical simulations always address specific issues
in the evolution of galaxies, trying to give answers to
open problems or trying to provide explanations to ob-
served properties and characteristics of galaxies or groups
of galaxies. In this review I will give a summary of the
state-of-the-art for what concerns some of these specific
issues. In particular, I will focus on the conditions for the
development of galactic winds and on the fate of heavy
elements, freshly produced during an episode of star for-
mation.
The organisation of this paper is thus quite simple:
there is a Section for each ingredient: initial conditions
(Sect. 2), the equations (Sect. 3), the star formation
(Sect. 4), the initial mass function (Sect. 5), the chemi-
cal feedback (Sect. 6), the mechanical feedback (Sect. 7)
and the environmental effects (Sect. 8). In each section,
commonly adopted methodologies and recipes will be in-
troduced and some key results of past or ongoing studies
will be summarised. In Sect. 9 I will summarise some
relevant results of numerical investigations of DGs con-
cerning galactic winds and their consequences. Finally,
in Sect. 10 some conclusions will be drawn.
2. The initial conditions
Nowadays it is pretty common to find in the literature
studies of the formation and evolution of galaxies in a cos-
mological context, meaning that initial conditions consist
of a scale-free or nearly scale-free spectrum of Gaussian
fluctuations as predicted by cosmic inflation and with
cosmological parameters determined from observations
of the cosmic microwave background radiation obtained
by spacecrafts such as WMAP [130, 293]. However, the
most detailed and sophisticated cosmological simulations
to date, such as the Millennium-II simulation [31] and
the Bolshoi simulation [126] have force resolutions of the
order of 1 kpc. This is barely enough to resolve large
galaxies, but it is clearly insufficient to resolve in detail
DGs, whose optical radii are some times smaller than
that. A lot in resolution can be gained by zooming in
and re-simulating small chunks of a large cosmological
box [65, 302, 304]. This method is gaining pace and has
been applied by various groups to DGs [178, 225, 260].
Still, at the present time the best way to accurately simu-
late a DG is by numerically studying it as a single isolated
entity [190, 247, 267, 271, 305, 324].
Numerical studies of galaxies in isolation assume some
initial configuration of gas density, temperature and stel-
lar distribution. This initial configuration is an equilib-
rium status of the system. Starting from an equilibrium
condition is clearly necessary in order to pin down the
effect of perturbing phenomena (star formation, environ-
mental effects, AGN feedback, and so on).
A common strategy is to consider a rotating, isother-
mal gas in equilibrium with the potential generated
by a fixed distribution of stars and/or of dark matter
[168, 276, 333]. Rotating gas configurations are usually
better described by means of a cylindrical coordinate sys-
tem (R, φ, z). Often, axial symmetry is assumed. The
relevant equation to solve in order to find the density
3distribution of gas ρ(R, z) is thus the steady-state (time
independent) Euler equation
1
ρ
∇P + (v · ∇)v = −∇Φ, (1)
where P is the pressure, v is the bulk velocity of the
gas and Φ is the total gravitational potential. In this
equation, only the component vφ of the velocity must be
considered because it gives centrifugal support against
the gravity. Eq. 1 in fact implies that the gravitational
pull is counter-balanced by the combined effect of pres-
sure gradient and centrifugal force.
Most of the authors assume Φ to be independent of ρ.
This means that the self-gravity of the gas is not consid-
ered. A typical justification of this choice is “The omis-
sion of self-gravity is reasonable, given that the baryonic-
to-dark matter ratio of the systems is ∼ 0.1.” [83]. How-
ever, even if the total mass of a DG is dominated by a
dark matter halo, within the Holmberg radius (the radius
at which the surface brightness is 26.5 mag arcsec−2),
most of the galaxy is made of baryons [218, 315], so the
inclusion of gas self-gravity in the central part of a DG ap-
pears to be important. I will come back to this point later
in this section. For the moment it is enough to take note
of the fact that the assumption that Φ is independent
of ρ greatly simplifies the calculation of the steady-state
density configuration. Furtermore, a barotropic equation
of state P = P (ρ) and a dependence of the azimuthal ve-
locity vφ with known quantities is commonly assumed.
A widely used strategy is to assume that vφ = evcirc,
where vcirc =
√
R dΦdR is the circular velocity and e is the
spin parameter that determines how much the galaxy is
supported against gravity by rotation and how much it is
supported by the pressure gradient. A typical value for
e is 0.9, independent on the height z [313, 332]. [311] as-
sume that e = 0.9 in the plane of the galaxy, but it drops
exponentially with height in order to have non-rotating
gas halos. It is however important to remark that, ac-
cording to the Poincare’-Wavre theorem [13, 156, 320],
the rotation velocity of any barotropic gas configura-
tion (including thus also isothermal configurations) in
rotating equilibrium must be independent of z. In other
words, it is possible to construct a centrifugal potential
to add to Φ in Eq. 1 only if the circular velocity is inde-
pendent on z.
Other authors [62] solve instead the equilibrium equa-
tion in the plane:
v2φ = v
2
circ −
R
ρ
∣∣∣∣dPdR
∣∣∣∣
z=0
, (2)
and assume the azimuthal velocity to be independent
of z, in compliance with the Poincare’-Wavre theorem.
The density at any z is then found integrating the z-
component of the hydrostatic equilibrium equation, for
any R. Some authors then [71, 115, 324] set the gas in
rotation around the z-axis, using the average angular mo-
mentum profile computed from cosmological simulations
[38].
A different approach is followed by [7]. Initially, there
is no balance between gravity and pressure and the gas
collapses into the midplane. Supernovae (SNe) go off,
principally along the disk and this drives the collapsed
gas upwards again. Eventually, upward and downward
flowing gas come into dynamical equilibrium. Some
multi-phase simulations [99, 164] adopt a similar ap-
proach for the diffuse component, i.e. the distribution of
diffuse gas starts far from equilibrium. Then, it relaxes
on a few dynamical time scales to a quasi-equilibrium
state, which represents the initial conditions for the sim-
ulation.
One should be aware of the limitations of an equilib-
rium model without gas self-gravity. Most of the nu-
merical simulations treat self-consistently the process of
star formation. Since star formation occurs when the
gas self-gravity prevails over pressure, neglecting the gas
self-gravity in the set up of the model is clearly inconsis-
tent. Moreover, without self-gravity, there is the risk of
building gas configurations which would have never been
realized if self-gravity were taken into account. In order
to solve these problems, Vorobyov et al. [349] explicitly
took into account gas self-gravity to build initial equi-
librium configurations. The gravitational potential Φ is
composed of two parts, one is due to a fixed component
(dark matter and eventually also old stars), one (Φg) is
due to the gas self-gravity. The gas gravitational poten-
tial Φg is obtained by means of the Poisson equation
∇2Φg = 4πGρ. (3)
The gas density distribution is thus used to calculate the
potential, but this potential is then included in the Euler
equation to find the gas distribution. Clearly, an iterative
procedure, analogous to the classical self-consistent field
method [211], is necessary to converge to an equilibrium
solution.
For a given mass MDM of the dark matter halo, many
solutions are possible, according to the initial assump-
tion about the density distribution of the gas. How-
ever, the self-gravitating equilibrium configurations al-
ways have a maximum allowed gas mass Mmax, unlike
the case of non-self-gravitating equilibria which can re-
alize configurations with unphysically high gas masses.
Moreover, only for some of the solutions, star formation
was found to be permissible by Vorobyov et al. (two
star formation criteria based on the surface gas density
and on the Toomre parameter were assumed). The min-
imum gas mass Mming required to satisfy the star for-
mation criteria was found to be mainly dependent on
the gas temperature Tg, gas spin parameter e and de-
gree of non-thermal support. Mming was then compared
with Mb, the amount of baryonic matter (for a given
4MDM) predicted by the ΛCDM theory of structure for-
mation. Galaxies withMDM ≥ 10
9 M⊙ are characterised
byMming ≤Mb, implying that star formation in such ob-
jects is surely possible as the required gas mass is con-
sistent with what is available according to the ΛCDM
theory. On the other hand, models withMDM ≤ 10
9 M⊙
are often characterised by Mming ≫ Mb, implying that
they need much more gas than available to achieve a
state in which star formation is allowed. In the frame-
work of the ΛCDM theory, this implies the existence of
a critical dark matter halo mass below which the likeli-
hood of star formation drops significantly ([349]). It is
observationally well established that the galactic stellar
mass function for low-mass galaxies is quite shallow (i.e.
dn/dM∗ ∝Mα∗ , with α ∼ −1.3, see [51, 365]). This is at
variance with the steeper (α ∼ −1.8) halo mass function
predicted over the mass range of interest by the ΛCDM
theory. It seems thus that the efficiency of forming stars
within each dark matter halo decreases with the mass of
the halo. The results of Vorobyov et al. illustrated above
agree with this result (see also [220, 278, 365]).
3. The equations
In order to follow the evolution of a galaxy, the ba-
sic equations to solve are of course the Euler equations,
namely the standard set of equations (conservation of
mass, momentum and energy) governing inviscid flows.
Viscosity in astrophysical plasmas is in fact usually very
small. It can be large in some localised system, for in-
stance in accretion disks, but on a larger, galactic-wide
scale the ISM can be considered inviscid and there is no
need to invoke the Navier-Stokes equations. Conversely,
astrophysical plasmas are usually very turbulent [77]. In
spite of that, also the use of turbulence models in simula-
tions of galaxies is still quite limited. The main reason for
that is the lack of a satisfying characterisation and mod-
elling strategy for the compressible turbulence. Progress
in this field is however constant and very sophisticated
turbulence models have been applied recently to astro-
physical problems [33, 34, 93, 109, 110, 197, 266]. Im-
portant first steps have been performed also in the simu-
lation of turbulent gas in galaxies [30, 133, 169, 245, 267].
Since a large volume fraction of the ISM of star
forming galaxies is ionised, a description of the electro-
magnetic interactions is clearly required. This is
most often realized by means of the so called ideal
magneto-hydrodynamical equations, where various ions
are treated as a single fluid, the conductivity of the
ionised gas is assumed to be very large and the plasma is
assumed to be frozen in the magnetic field. Many mod-
ern hydrodynamical codes, such as ZEUS [308], FLASH
[89, 162], RAMSES [87, 323], ATHENA [307], just to
name a few, solve the ideal magneto-hydrodynamical
equations. The inclusion of magnetic fields affects the
dynamics of gas in a galaxy in many ways. (i) Mag-
netic fields strongly reduce the transverse flow of charged
particles, hence the thermal conduction in directions or-
thogonal to field lines [296]. Thermal conduction along
field lines remains unaltered compared to non-magnetised
gases. (ii) Magnetic tension forces tend also to suppress
dynamical instabilities parallel, but not perpendicular,
to field lines [67]. Magnetic fields might also inhibit the
break-out of hot bubbles and superbubbles [114]. Also
the mixing between the hot bubble and the surround-
ing cold supershell can be reduced due to the presence
of magnetic fields. (iii) The magnetic pressure B2/8π
plays an important role in the gas dynamics. It is in fact
comparable with the thermal pressure and, if the mag-
netic field is not too weak, it is the dominant form of
pressure for temperatures below ∼ 200 K [8]. This is
consistent with the fact that the estimated thermal pres-
sure in the Milky Way is ∼ 5·10−13 dyne cm−3, whereas
the estimated magnetic pressure is ∼ 10−12 dyne cm−3
(see [329]). Simulations of the formation of spiral galax-
ies [215] show indeed that the additional pressure due
to magnetic fields can lead to lower star formation rates
at late times compared to simulations without magnetic
fields. Also the structure of the spiral arms is affected by
the presence of magnetic fields.
It is less easy to assess the importance of magnetic
fields in the simulations of DGs. In fact, not so much is
known about magnetic fields in these objects. Starburst-
ing DGs such as NGC1569 [121] or NGC4449 [49] are
known to have magnetic fields with strengths as high as
few tens of µG, whereas quiescent DGs have much weaker
magnetic fields (a few µG, [124, 125]). Magnetic fields are
probably not the main drivers of DG evolution, at least
during periods of quiescent or weak star formation.
Since our knowledge of galaxies almost exclusively de-
pends on their emitted (or absorbed) radiation, radia-
tion hydrodynamics clearly allows a description of galax-
ies which is more complete and easier to compare with
observations. The radiation hydrodynamical equations
are more complex than the Euler equations. A few text-
books exist, in which these equations and related numer-
ical methods are described in detail [45, 113, 198]. Many
authors who attempted to solve them made simplifying
assumptions about the matter-radiation coupling.
The simplest possible way to include the effects of ra-
diation in hydrodynamical simulations is to assume that
the gas is optically thin. The only effect of radiation is
thus to reduce the available thermal energy of the gas,
i.e. radiation acts only as an energy sink. Many works in
the literature are devoted to the calculation of the cool-
ing function of an optically thin plasma [24, 273, 314]
and these functions are used to calculate the rate of
thermal energy loss as a function of density, temper-
ature and chemical composition. A further commonly
adopted assumption is the on the spot approximation
[298], according to which the photons produced in re-
5combination processes do not propagate but are imme-
diately absorbed locally. In this way, the transport of
these photons must not be considered and the equations
to solve simplify considerably. The heat produced by the
radiation is transported out according to a law similar
to the thermal conduction. This approximation turns
out to be valid as long as the particle density is suffi-
ciently high, i.e. when the optically thick limit applies.
There are various examples of radiation hydrodynamical
simulations which make use of the on the spot approx-
imation [85, 86, 97, 166, 346]. A step forward is the so
called flux limited diffusion, where the optically thin and
optically thick limits are connected by appropriate flux
limiter functions [88, 145, 360]. Radiation hydrodynam-
ics is clearly very relevant and might quite substantially
change our understanding of galaxy formation and evo-
lution of galaxies [46, 123, 362]. In particular, the inclu-
sion of radiation feedback (photo-heating and radiation
pressure) turns out to be very important and it helps re-
producing the observed distribution of stellar masses in
DGs, whereas simulations with only supernova feedback
fail to reproduce the observed stellar masses ([105], see
also Sect. 7). In spite of significant recent progresses, the
inherent complexity has so far limited the use of radiation
hydrodynamical equations in galaxy simulations.
Of course, gas is not the only component of a galaxy.
Stars and, very often, dark matter must be considered,
too. The gravitational potential they generate has been
already considered in Sect. 2. However, their dynamics
can be very important, as well. The relevance of a live
dark matter halo for the evolution of a galaxy is not clear
and many authors still assume a fixed dark matter halo.
Conversely, it is clear that the stellar dynamics plays an
important role in the evolution of a galaxy, at least if one
is interested in time spans larger than a few tens of Myr.
This has been demonstrated for instance by Slyz [286] by
means of a clear numerical experiment. According to this
study, spurious results can be obtained if one does not
allow stars to move from their natal sites. In particular,
the energy of Type II Supernovae (SNeII) is, in this case,
always released in regions of high densities (because in
these regions it is more likely to form stars, see Sect. 4),
where cooling rates are high. This leads to the so-called
overcooling problem (see also Sect. 7). This problem can
be simply avoided if one allows stars to move during their
lifetimes and, hence, SNeII to explode in environments
other than their natal ones (in particular, to explode in
less dense environments).
A widely used strategy to follow the dynamics of stars
(and of dark matter particles) is to consider individual
stars, or more often, populations of stars, as point masses
and to follow their orbits by means of standard N-body
integration techniques. This approach is straightforward
in SPH simulations of galaxies but it is widely used also
in grid-based codes. However, in grid-based codes there
is the problem that star particles must be mapped to the
mesh in order for the global gravitational potential to
be calculated. Once the gravitational potential is com-
puted, it is then interpolated back to the particles. This
process can lead to a loss of accuracy due to the required
interpolations. It might also spuriously generate entropy
if the particle resolution is too low to adequately sam-
ple the density field [300]. This might be the key to
understand the differences seen in the central entropy
profiles of galaxy clusters simulated with SPH and mesh-
based Eulerian techniques [200]. Eventually, the inter-
polation processes increase the communication overhead
in massively parallel simulations [201]. A possible rem-
edy in grid-based codes is the stellar hydrodynamical
approach [41, 153]. With this approach, the stars are
treated as a collisionless fluid and their evolution is reg-
ulated by the moments of the Boltzmann equation. This
approach has been used many times to simulate galax-
ies [258, 325, 350, 351]. Recently, Mitchell et al. [201]
implemented this method into the FLASH code. Numer-
ical tests confirmed the validity of this approach and the
advantages over the more conventional particle schemes.
Another very important aspect of the evolution of
galaxies is the multi-fluid, multi-phase treatment. Stars
and gas exchange mass, momentum and energy during
the whole life of the stars. Also dust and gas exchange
mass and momentum (see Sect. 6 for more detail on
dust-gas interactions). Moreover, various gaseous phases
are known to exist in the ISM and phase transformations
occur continuously during the life of a galaxy. Even-
tually, the gas in the ISM is composed of many differ-
ent elements, with various ionisation states. A complete
treatment of the galaxy evolution must take into account
the various phases of a galaxy and all possible exchange
processes among them. In the classical chemodynami-
cal approach, put forward by Hensler and collaborators
[41, 103, 325] stars and various gas phases (typically a
cold and a warm-hot phase) co-exist within a single grid
and exchange mass, momentum and energy according to
physically-based recipes. The dynamics of the various
phases might or might not be the same. Typically, the
various gas phases share the same velocity field whereas
the dynamics of the stars are different. This approach
has been refined over the years and many groups use it
to simulate galaxies , with various degrees of sophistica-
tion [48, 99, 104, 206, 221, 263, 274]. Nowadays, chemo-
dynamics is a widely used term that generically refers
to simulations in which some treatment of the chemical
evolution is included [82, 118, 127, 240, 335]. Although
these codes clearly represent a step forward with respect
to more traditional single-fluid simulations, still they lack
the complexity of the multi-phase chemodynamical codes
described above.
Unfortunately, not many works in the literature have
been devoted to the direct comparison of single-phase
and multi-phase models. In simulations of the hot inter-
stellar medium in elliptical galaxies [90], the treatment
6of SNe ejecta as a separate phase makes SN explosions
less effective at heating the ISM because most of the
explosion energy is released in a dense and metal-rich
medium and it is quickly radiated away. The SN energy
is more efficiently transformed to thermal energy of the
ISM in single-phase simulations. The multi-phase de-
scription of the ISM in simulations of ram-pressure strip-
ping (see Sect. 8) changes the distribution of gas com-
pared to a single-phase model [334]. This is due to the
fact that the ISM in multiphase simulations is more struc-
tured and with larger density variations. Steep density
gradients are much better resolved in SPH multi-phase
implementations compared to classical single-phase ones
[249]. The multi-phase treatment can be the key to solve
the so-called overcooling problem typically encountered
in single-phase simulations (see Sect. 7 for more discus-
sion on that aspect) .
Also the metallicities and abundance ratios of simu-
lated galaxies can be significantly affected by the multi-
phase treatment of the ISM. For instance, the presence
of a cloudy phase dilutes the ISM, without preventing
the formation of large-scale outflows, able to eject a frac-
tion of the freshly produced heavy elements (see Sect. 9).
The resulting final metallicity of model galaxies with a
multiphase (cloud-intercloud) ISM treatment is therefore
generally lower (by 0.2-0.4 dex) than the one attained by
single-phase models [236]. A clear example of the effect
of a cloudy medium is presented for instance in fig. 7
of [236]. Clouds (in particular infalling clouds) produce
not only a decrease in the global metallicity, but also a
variation in the C/O, N/O and Fe/O abundance ratios.
In particular, the observed N/O abundance in the galaxy
I Zw 18 seems to require the presence of infalling clouds.
4. The star formation
In spite of still many open questions, enormous pro-
gresses have been made in the last decade in simulating
the process of star formation [16, 17, 26, 96, 142, 143].
However, the level of detail and the resolution reached
by these works can not be matched by galactic simula-
tions. Suitable parametrisations of the star formation
need to be implemented. It is also worth mentioning
that many papers dealing with simulations of galaxies
do not self-consistently calculate the star formation, but
use prescribed star formation rates (SFRs) or star for-
mation histories (SFHs). These are either based on the
reconstructed SFH of specific galaxies [239, 242], or are
simple functions of time such as instantaneous bursts or
exponentially declining SFRs [83, 168, 241, 336]. This is
a viable possibility if the star formation process itself is
not the focus of the numerical study.
A star formation law scaling with some power of the
gas volume or surface density is often assumed. This
relation is based on the observation of star formation
indicators in local galaxies [120] and is often called
the Kennicutt-Schmidt law. To be more precise, the
Kennicutt-Schmidt law implies that:
ΣSFR ∝ Σ
n
g , (4)
where ΣSFR is the SFR surface density and Σg is the gas
surface density. The value of n reported by Kennicutt
[120] is 1.4±0.15. In many works, a dependence on the
total volume density [68, 184, 185, 316] or on the molec-
ular gas density [106, 140, 144, 231] is also assumed. A
dependence on the molecular gas density appears to be
particularly relevant because there is a tight correlation
between the H2 and the SFR surface densities [22]. More-
over, in spiral galaxies, often the Toomre criterion is used
to identify regions prone to star formation [349], or ΣSFR
is assumed to be∝ ΩΣg, where Ω is the circular frequency
[229, 363]. Eventually, the spatial distribution of a molec-
ular cloud seems to play a critical role in determining its
star formation activity [149], but the dependence of the
SFR on the structure of a molecular cloud appears to be
very difficult to implement in numerical simulations.
In hydrodynamical simulations, many authors still fol-
low the star formation recipes of Katz [116], namely (see
also Katz et al. [117]):
• The gas density must be larger than a certain
threshold
• The particle must reside in an overdense region
• The gas flow must be converging (∇ · v < 0)
• The gas particle must be Jeans unstable: hcs >
1√
4piGρ
, where h is the dimension of the gas par-
ticle (smoothing length for SPH simulations and
the grid cell size for grid-based methods) and cs is
the local sound speed
With small variants, this recipe has been applied in most
of galaxy simulations [94, 285, 306, 319, 352]. The Jeans
criterion appears to be particularly relevant, otherwise
artificial fragmentation and, hence, spurious star forma-
tion can arise [40, 339]. However, in some simulations
the implementation of this criterion has lead to unrealis-
tic SFRs [306].
Often, a star formation law of the type:
ψ(t) = c∗
ρ
tdyn
, (5)
is assumed, where ψ(t) is the SFR and c∗ is the star for-
mation efficiency [61, 263, 306]. Here tdyn is a typical
star formation timescale given by the free-fall timescale,
the cooling timescale or a combination of both. Notice
that the free-fall time scale is proportional to ρ−1/2, thus
a star formation very similar to the Kennicutt-Schmidt
law can be obtained in this way (see also [75]). Notice also
that observed laws (such as the Kennicutt-Schmidt law
7Eq. 4) involve surface densities, whereas theoretical mod-
els and simulations generally work with volume density
laws such as Eq. 5 and not necessarily these two formu-
lations are equivalent. Typically adopted values for c∗ in
Eq. 5 are quite low, ranging between 0.1 and 0.01 [306].
This is also the ratio between the gas consumption time
scale and tdyn. This assumption is in agreement with the
conclusion, deduced from observations, that only a small
fraction of gas in molecular clouds can be converted into
stars [78, 207]. The star formation efficiencies are larger
(of the order of 0.3) if one considers only the dense cores
of molecular clouds [5]. Global star formation efficiencies
tend to be even lower in DGs (see also Sect. 2 and below
in this Section).
As mentioned above, the fraction of molecular gas is
taken into account in some star formation recipes. In par-
ticular, the right-hand side of Eq. 5 is often multiplied by
fH2 , i.e. by the H2 mass fraction [140, 144]. It has been
shown [147, 148] that such a star formation law applied
to cosmological simulations leads to a strong reduction of
the star formation in low-mass halos compared to mod-
els without molecular fraction dependencies. This might
help explain the mismatch between the observed mass
distribution of DGs and the predictions of the Λ-CDM
theories (see also Sect. 2).
Since the cooling timescale depends on the gas tem-
perature, a dependence of the star formation with the
temperature is implicit in Eq. 5. It is of course very rea-
sonable to assume that the SFR depends on the temper-
ature, since star formation occurs in the very cold cores
of molecular clouds. For this reason, some authors even
assume a temperature threshold, above which star for-
mation cannot occur [2, 244, 306]. However, one should
be aware of the fact that simulations still do not have
the capability to spatially resolve the cores of molecu-
lar clouds. The temperature of a star forming region is
thus simply the average temperature of a region of gas,
with size equal to a computational unit (gas particle in a
SPH simulation or grid cell in grid-based codes), encom-
passing the star forming molecular cloud core. For this
reason, typical temperature thresholds are of the order of
103–104 K, at least two orders of magnitude larger than
typical molecular core temperatures.
Some authors adopt a more complex temperature de-
pendence. For instance, Ko¨ppen et al. [131] derive:
ψ(t) = c∗ρ
2e−T/Ts , (6)
where the transition temperature Ts = 1000 K implies
that the star formation is very low in regions with T > Ts.
Notice that, in this case, c∗ does not have the same di-
mensions (and the same meaning) of the c∗ introduced
in Eq. 5. This star formation recipe, coupled with the
feedback from stellar winds and dying stars (see Sect. 7),
nicely leads to self-regulation of the star formation pro-
cess. In fact, a large SFR increases the feedback, which
in turn strongly reduces further star formation whereas,
if the feedback is low, the temperature does not increase
and star formation is more efficient. Because of the self-
regulation, the star formation process is not very depen-
dent on the adopted parameters c∗ and Ts.
Eventually, theoretical works [76] suggest that the star
formation efficiency can depend on the external pressure,
simply because gas collapse is favoured in environments
with large pressures. This hypothesis is supported by the
observational fact that the molecular fraction depends on
the gas pressure [23, 158] and, as noticed above, the sur-
face density of molecular gas strongly correlates with the
SFR [22]. DGs are usually characterised by lower pres-
sures compared to larger galaxies, thus the predicted star
formation efficiency is lower. This finding is in agreement
with other lines of evidence, showing that DGs are quite
inefficient in forming stars (see Skillman et al. [282] for
a review; see also Sect. 2). The pressure dependence on
the star formation efficiency has been used in Harfst et
al. [99].
Various works in the literature have been devoted to
the comparison of different star formation schemes in
simulations of galaxies. I will briefly summarise some
of these works, but before doing so, it is important to
remark what written above: the star formation process
(if adequately simulated) tends to self-regulate, therefore
moderate variations of the involved parameters produce
little changes in the final outcomes of the simulations.
Fig. 1 shows an example of this self-regulation. The out-
comes of models simulating DGs without massive dark
matter halos (modelled as in [244]) are shown. Two val-
ues of the temperature threshold Tthr, above which the
star formation is not allowed, have been adopted. As one
can see, the evolution of these two model galaxies (dis-
tribution of gas, SFR, evolution of the global metallicity)
is fairly insensitive to the chosen value of Tthr.
A thorough investigation of different prescriptions for
turning cold gas into stars in SPH cosmological simula-
tions [119] shows that the results are indeed fairly insen-
sitive to many parameters describing the star formation
process (temperature and density thresholds, overdensity
threshold). However, large differences in these parame-
ters might indeed lead to completely different results (see
e.g. [94] for differences in DG models with density thresh-
olds varying by up to four orders of magnitude). Also re-
laxing the criterion ∇ · v < 0 seems not to produce large
differences in some simulations of galaxies [39]. Varia-
tions of the parameter c∗ might instead lead to different
results, at least in some implementations. The average
SFR becomes larger for large values of c∗ and a good
fit with the observed Kennicutt-Schmidt law is obtained
with c∗ = 0.05 [306].
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FIG. 1: The effect of the temperature threshold Tthr above which star formation is not allowed. left) The density distribution
of gas in two runs with different Tthr: Tthr = 5 · 10
3 K (left panels) and Tthr = 10
4 K (right panels). The four rows are
snapshots of the evolution of the two models at four different moments in time: 50 Myr (upper-most panels), 100 Myr (second
row of panels), 150 Myr (third row of panels) and 200 Myr (lower-most panels). Dense gas is in orange (upper densities are
10−23 g cm−3); dilute gas in blue (lower densities are 10−27 g cm−3). right) Star formation rates (in M⊙ yr
−1) and global
metallicities (in Z⊙) for the same models shown in the left panels, during the first 200 Myr of galactic evolution.
5. The initial mass function
Once the stars are born, a mass distribution must be
assumed. In fact, the chemical and mechanical feedback
of massive stars substantially differ from the feedback of
low-and intermediate-mass stars (see next sections), thus
it is crucial to know how many stars are formed per each
mass bin. Actually, the IMF is often combined with the
SFR to obtain the so-called birthrate function B(m, t)
[184, 330], which gives the number of stars formed per
unit stellar mass and per unit time. Usually, the time de-
pendence is described by the SFR, whereas the mass de-
pendence is determined by the IMF. However, one should
already point out that, according to some lines of evi-
dence, the IMF could depend on time, too (see below).
The IMF ξ(m) was originally defined by Salpeter [257]
as the number of stars per unit logarithmic mass that
have formed within a specific stellar system. Thus, the
total mass of stars with masses between m and m+dm is
ξ(m)dm. A very useful concept is also the IMF in number
ϕ(m), giving the number of stars in the interval [m, m+
dm]. Clearly, ξ(m) = mϕ(m). Salpeter found out that
ξ(m) ∝ m−1.35 for 0.4 M⊙ < m < 10 M⊙. This estimate
has been refined over the years [47, 137, 261, 330] and
nowadays a commonly used parametrisation is the so-
called Kroupa IMF [136], namely a three-part power law
ξ(m) ∝ m−γ with γ = −0.7 in the interval 0.01 M⊙ <
m < 0.08 M⊙ (i.e. in the brown dwarf domain), γ = 0.3
for 0.08 M⊙ < m < 0.5 M⊙, and finally γ = 1.3 (very
similar to the Salpeter slope) for stellar masses larger
than 0.5 M⊙.
The paper of Romano et al. [253] clearly shows how
different IMFs can change the fraction of stars in various
mass bins (see their table 1). IMFs predicting smaller
fractions of massive stars produce less α-elements, be-
cause these elements are mainly synthesised by SNeII.
This is evident in fig. 6 of [253], which shows the evo-
lution of [α/Fe] vs. [Fe/H] for model galaxies char-
acterised by different IMFs. Since more massive stars
means more SNeII, clearly the IMF affects the energetics
of a galaxy, too. This has been shown in many simula-
tions [268, 322, 335, 361]. In particular, flat IMFs tend
to produce higher fractions of massive stars and, hence,
larger SNeII luminosities. The energy supplied by SNeII
could be enough to unbind a fraction of the ISM and
produce a galactic wind (see also Sect. 9).
It is important to point out that, usually, numerical
simulations adopt a fixed value for the IMF upper stellar
mass mup, irrespective of how much gas has been con-
verted into stars. However, mup should depend on the
mass of the newly formed stellar particles, for the sim-
ple reason that only massive star clusters can host very
massive stars. A correlation between the stellar cluster
mass Mcl and the upper stellar mass is indeed obser-
vationally established and can be reproduced by simply
assuming that mup is the mass for which the IMF in
number ϕ(m) is equal to 1 [138]. Weidner & Kroupa
[355] found that the theoretically derived Mcl-mup rela-
tion nicely reproduces the available observations (their
figs. 7 and 8; see also [358]). Clearly, this assumption
can greatly affect the outcomes of simulations, but, to
9the best of my knowledge, it has never been explored in
detail in hydrodynamical simulations of galaxies.
Since a correlation between the most massive cluster
in a galaxy and the SFR ψ is also observationally estab-
lished [356], the logical consequence is that the galaxy-
wide IMF in a galaxy must depend on the SFR, too. In
particular, the IMF is time-dependent and is given by
the integral of the IMFs of single star cluster, which are
assumed to always be a Kroupa IMF, but with different
upper masses mup, depending on the star cluster mass.
An upper cluster mass limit depending on ψ is then as-
sumed. Given a mass distribution of embedded clusters
ϕcl(Mcl) (giving the number of star clusters in the in-
terval [Mcl, Mcl + dMcl]), the global, galactic-scale IMF
(integrated galactic IMF or IGIMF) is given by:
ϕIGIMF =
∫ Mcl,sup(ψ)
Mcl,inf
ϕ (m < mup(Mcl))ϕcl(Mcl)dMcl,
(7)
(see [138, 233, 354] for details. Notice also that in the
original papers the IMF in number is designed with ξ
instead of with ϕ). The IGIMF turns out to be steeper
than the Kroupa IMF assumed in each star cluster and
the difference is particularly significant for low values of
the SFR. Notice however that the IMF tends to become
top-heavy when the SFR is very high [357]. The effect
of the IGIMF on the chemical evolution of galaxies has
been already explored in a few papers [44, 132, 233, 234].
It turns out that the IGIMF is a viable explanation of the
low metallicity [132] or of the low α/Fe ratios [233] ob-
served in DGs. The main reason is that DGs have on av-
erage lower SFRs and this, in turn, implies steeper IMFs,
characterised by a lower fraction of massive stars. The
production of metals and, in particular, of α-elements, is
considerably reduced.
Chemo-dynamical simulations of galaxies can give a
more complete picture of the evolution of DGs and of
the effect of the IMF (and of the IGIMF, in particular).
Fig. 2 shows the comparison of the results of two chemo-
dynamical simulations, with and without adopting the
IGIMF. Methods, assumptions and initial conditions are
taken from [242]. In particular, the main structural prop-
erties of the shown model galaxies resemble the blue com-
pact DG IZw 18 (see [219, 348] for a summary of observed
properties of this galaxy). The SFH is shown in the up-
per left panel. This particular dependence of the SFR
with time has been chosen again in agreement with the
reconstructed SFH of IZw 18 as derived by [4] (but see [6]
for a more recent determination of the SFH in IZw 18).
According to this SFH, the IGIMF predicts variations of
the upper stellar mass and of the average IMF slope as
shown in the middle and lower panels, respectively.
The evolution of gas-phase abundances and abundance
ratios in a simulation adopting these IGIMF prescriptions
is shown in the right panels (red lines) and compared
with the results obtained with a model adopting a stan-
dard, time-independent Salpeter IMF (black lines). Since
the IGIMF is steeper (and poorer in massive stars) than
the Salpeter IMF, the initial phases are characterised by
a lower production of oxygen and, consequently, higher
values of C/O and N/O. However, due to the higher feed-
back, the model with Salpeter IMF experiences a galac-
tic wind at t ≃ 120 Myr. Since galactic winds tend to
be metal-enriched (see also Sect. 9), the onset of the
galactic wind is characterised by a decrease in O/H. The
galactic wind does not occur in the IGIMF run due to
the reduced number of SNeII. At t ≃ 280 Myr a burst
of star formation occurs (see upper left panel). In the
Salpeter IMF run, most of the freshly produced metals
are channelled out of the galaxy and do not contribute to
the chemical enrichment. In the IGIMF run instead, the
metals newly synthesised during the burst do contribute
to the chemical enrichment and this causes a sudden in-
crease of the oxygen abundance (and a sudden decrease
of C/O and N/O).
More detailed simulations, exploring wider parameter
spaces, can show other effects of the IGIMF. In particu-
lar, the simulations shown in Fig. 2 assume a pre-defined
SFH, but it is clear that the adoption of the IGIMF can
affect the onset of the star formation, too, because it af-
fects the energetics of the ISM. Numerical simulations
of galaxies with IGIMF and with star formation recipes
as described in Sect. 4 would surely predict different
SFHs as compared with models with SFR-independent
IMFs. This has been shown already in chemical evolu-
tion models [44] but this effect can be even more dramatic
in chemo-dynamical simulations.
An example of the effect of different IMF assumptions
on the evolution of galaxies is provided by Plo¨ckinger et
al. [228]. In this paper, the star formation has been
self-consistently modelled using Eq. 6. Stars organise
themselves in clusters, whose masses depend on the local
reservoir of gas. Within each cluster, it is assumed that
the mass of the most massive star correlates with the
total cluster mass, in compliance with the Mcl-mup rela-
tion described above (truncated IMF simulation). This
truncated IMF model has been compared with a simu-
lation in which the upper stellar mass in each cluster is
always the same, irrespective of the cluster mass (filled
IMF simulation). The assumption of a truncated IMF is
particularly relevant for small clusters (with masses less
than a few 102 M⊙): in these clusters, the most massive
star is smaller than 10 M⊙, thus there are no (or very
few) SNeII. Since SNeII dominate the energy feedback
in DGs (see Sect. 7), the absence of these SNe lead to
smaller temperatures compared to filled IMF simulation.
This is shown in Fig. 3: the gas density and temperature
distributions of the truncated and filled IMF simulations
are compared at an evolutionary time of 180 Myr (when
the SFR reaches its peak). The temperature in the trun-
cated IMF model is on average lower, thus the star for-
mation can proceed for a longer time and at a higher rate
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FIG. 2: The effect of the IMF on the evolution of galaxies. left) The adopted SFR (upper panel), together with the upper
stellar mass Mup (in M⊙, middle panel) and the average slope of the IMF (in number, lower panel) calculated for the IGIMF
galactic model (red lines in the right panels). right) Predicted evolution of abundances and abundance ratios for a IGIMF
galactic model (red lines). Plotted are the evolution of oxygen (upper panel), carbon-to-oxygen ratio (middle panel) and
nitrogen-to-oxygen ratio (lower panel). The black line represents the evolution of a model with a time-independent Salpeter
IMF (i.e. with a slope of -2.35).
compared to the filled IMF simulation (see also fig. 8 of
[228]).
It is also important to point out that, in Eq. 7, only
the global, galactic-scale SFR is required to calculate the
IGIMF. However, the star formation process is usually
very inhomogeneous within a galaxy, with regions of very
enhanced star formation. Clearly, the formation of mas-
sive stars is more likely in regions of high star formation
density. It is reasonable thus to expect that the IMF
varies not only with time, but also with location within
a galaxy. This approach has been used for instance by
Pflamm-Altenburg et al. [224] to explain the cut-off in
Hα radiation in the external regions of spiral galaxies
(where the SFRs are milder). In [228] also this effect
can be appreciated (see in particular their fig. 11). Ob-
servational evidence of the variation of the IMF within
galaxies is given by Dutton et al. [73]. To finish, sev-
eral lines of evidence point towards a dependence of the
IMF on the metallicity, too [139, 177], in the sense that
the IMF appears to become top-heavy in metal-poor en-
vironments. Clearly, the chemo-dynamical simulations
of galaxies with spatially and temporally variable IMFs
can give us new, different perspectives and insights to
understand the evolution of galaxies.
6. The chemical feedback
In order to follow the chemical evolution of a galaxy,
it is without any doubt important to know how stars
with different masses enrich the ISM with various chem-
ical elements. The term stellar yields is commonly used
to indicate the masses of fresh elements produced and
ejected by a star of initial mass m and metallicity Z.
However, the term yields was originally introduced to in-
dicate the ratio between the mass of a specific chemical
element newly created and ejected by a stellar generation
and the mass locked up in remnants (brown dwarfs, white
dwarfs, neutron stars and black holes; see also Sect. 9).
Many groups in the past few decades calculated the
stellar yields of both massive and intermediate-mass stars
for different metallicities [108, 128, 160, 161, 195, 209,
230, 246, 364]. Unfortunately, except for a handful of el-
ements whose nucleosynthesis in stars is well understood,
yields of other elements calculated by different authors
can vary by orders of magnitude. This is especially true
for the majority of the iron-peak elements, but also for
much more abundant species such as carbon and nitro-
gen (see the review of Nomoto et al. [209]). Of course,
model predictions are significantly affected by the choice
of the set of yields. This has been shown by Romano et
al. [254] by means of neat and clear numerical tests (see
their figs 3 and 15, for instance). One of the most signif-
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FIG. 3: The density (upper panels) and temperature (lower panels) distributions after 180 Myr of evolution of two model
galaxies. Strips on the right of each panel show the density and temperature scales. In one case (left panels), the upper mass
in each formed star cluster depends on the total cluster mass (truncated IMF). In the other case (right panels), the upper IMF
mass is always the same, irrespective of the mass of the star cluster. It is to notice that the temperature of the gas outside
the galaxy has been set to 106 K. The temperature in the central region is hotter in the filled IMF model because of the larger
amount of energy provided by SNeII.
icant sources of uncertainty in the calculation of stellar
yields is the presence of stellar mass loss. Massive stars
with solar metallicity might in fact lose a large amount
of matter rich of He and C, thus subtracting those ele-
ments to further processing, which would eventually lead
to the production of oxygen and other heavy elements.
The models of Maeder [171] for instance predict that a 40
M⊙ star ejects only ∼ 2 M⊙ of O, whereas in most of nu-
cleosynthetic calculations without winds [160, 232, 364]
the production of oxygen is a factor of ∼ 3 larger.
The yields from dying stars not only directly affect
the chemical composition of the ISM in chemo-dynamical
evolution of galaxies, but can also affect the dynamics by
means of chemical feedback. The main effect is due to
cooling. In fact, it is known that the cooling function
of an optically thin plasma has a strong dependence on
metallicity, at least in the temperature range between
∼ 104 and 105 K [24, 273, 314]. Moreover, different
chemical elements contribute differently to the plasma
radiative emission. Clearly, the assumption of different
yields in chemo-dynamical models affects the chemical
composition of the ISM, which in turn changes the cool-
ing timescales. An example of the effect of different
sets of yields on the dynamical evolution of galaxies is
given in Fig. 4. Two models of galaxy evolution (taken
from the suite of simulations of Recchi et al. [244]) dif-
fer only in the adopted nucleosynthetic prescriptions for
intermediate-mass stars: [195] (MM02) on the left panels
and [108] (VG97) on the right panels. Yields of high-
mass stars are in both cases taken from [364]. Feedback
from SNeII and stellar winds creates a network of cavities
and tunnels. The superbubble evolution is faster in the
MM02 model. Indeed, MM02 produces on average more
metals, therefore leading to larger cooling rates. On the
one hand, it reduces the thermal energy content inside
the superbubble, but on the other hand this increased
cooling favours the process of star formation, leading to
a more powerful feedback. The latter effect prevails, and
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FIG. 4: Density and temperature contours at 4 evolutionary times (labelled on each of the right panels) for a model adopting
MM02 (left) and VG97 (right) yields, respectively. The (logarithmic) density scale (in g cm−3) ranges between -27 (dark) and
-23 (bright). The (logarithmic) temperature scale (in K) ranges between 3 (white) and 7 (orange).
a larger energy is available in model MM02 to drive the
expansion of the supershell. Within the timespan of 100
Myr covered by these two simulations, the differences be-
tween the two models are not huge. They are, however,
non-negligible and they tend to increase with time. This
simple test shows the effect of chemical feedback on the
evolution of a galaxy, an aspect that has been often over-
looked in the literature.
One should also be aware that other forms of chemical
feedback operate in galaxies. The photoelectric emission
from small dust grains and PAHs can substantially con-
tribute to the heating of the ISM [9]. The amount of dust
and PAH in a galaxy strongly correlates with its metal-
licity [163] and, consequently, the metallicity affects the
photoelectric heating of the gas. It is commonly assumed
that for ISM metallicities below Zcr ∼ 10
−5 Z⊙, the star
formation process is substantially different and leads to
a top-heavy IMF producing, on average, very massive
stars, the so-called PopIII stars [270]. As the ISM metal-
licity approaches Zcr, the transition to a Salpeter-like
IMF occurs.
Under some circumstances, chemical reactions can af-
fect the chemical evolution, as well. Astrochemistry is a
vibrant and very active astrophysical discipline [72, 329]
and nowadays the details of many important atomic and
molecular reactions occurring in the ISM are known. Al-
though the chemistry of the dense gas in clouds is very
rich and variegate, less happens in the more dilute dif-
fuse gas. Global, galactic-scale simulations usually do not
require the implementation of complicated reaction net-
works. However, the presence of dust can significantly
affect the chemical evolution. It is in fact well known
that a large fraction of some chemical elements (particu-
larly Fe, Co, Ni, Ca, C and Si) is locked into dust grains
[259]. Clearly, it is impossible to have a complete pic-
ture of the evolution of these chemical elements in the
ISM without considering the dust. There have been sev-
eral works about the chemical evolution of galaxies with
dust [43, 74, 226, 366, 367]. It is more complicated to
include dust into chemo-dynamical simulations of galax-
ies. On the one hand, still not much is known about
the sources and composition of interstellar dust [329].
13
On the other hand, the physics of the dust-gas coupling
is still poorly known and typically assumed drag forces
lead to numerical problems [199]. In spite of these dif-
ficulties, progresses have been made and simulations of
galaxies taking into account dust are becoming available
[150, 326]. Clearly, this is a field where more needs to
be done. Observations of dust in our own Galaxy and in
external galaxies are becoming extremely accurate and
the astronomical community is in dire need of detailed
chemo-dynamical simulations of dusty gases in order to
help interpreting the observations.
7. The mechanical feedback
Explosions of SNe (of both Type Ia and II) and stel-
lar winds are the main drivers of the ISM dynamics, at
least in DGs (in larger galaxies, AGNs might play a fun-
damental role). Unfortunately, for the foreseeable fu-
ture, galactic-scale simulations will not be able to solve
individual SN remnants or the effect of the wind from
individual stars. Hence, heuristic, sub-grid recipes are
needed to treat the mechanical feedback. This is a com-
plex and still active research field. Although feedback
prescriptions have been found to address specific issues
[58, 94], no recipe appears to be widely applicable and
physically justifiable. Comparison studies have been per-
formed [123, 264, 318], and the overall conclusion (see in
particular the Aquila comparison project, [264]) is that
the outcomes of numerical simulations crucially depend
on the feedback prescriptions and none of the consid-
ered codes is able to satisfactorily reproduce the observed
properties of the baryonic component of galaxies.
Broadly speaking, feedback schemes can be divided
into two categories: kinetic feedback [3, 56, 301] and
thermal feedback [202, 244, 284, 306]. Kinetic feedback
schemes are mostly used in SPH simulations (but see
[71]). The SN explosion energy is transformed into ki-
netic energy of neighbouring particles. A kick is given to
a few neighbouring particles, which move after the kick
with a prescribed velocity, along a random direction. The
problem with this scheme is that it is not physically jus-
tifiable and it is not easy to create galactic winds, unless
kick velocities are chosen along prescribed directions.
In thermal feedback schemes instead, the SN energy
is used up to heat the ISM. A well-known drawback of
this scheme is that the cooling timescale of the parti-
cles affected by this thermal feedback is typically very
short (often shorter than the timesteps of the simula-
tion). The input energy is thus radiated away before it
can be converted to kinetic energy. This leads to the so-
called overvcooling problem [117]. Various authors have
tried to remedy to this problem by simply switching off
the cooling [244, 292, 306]. The inefficiency of thermal
feedback is usually attributed to poor spatial resolution:
the energy is deposited in gas that is too dense, because
the hot, low-density, bubbles that fill much of the volume
of the multi-phase ISM are missing. In fact, in models
in which the multi-phase description of the ISM is taken
into account a decoupling of the different thermal phases
can be realized (some times arbitrarily) and the overcool-
ing problem can be avoided [206, 263].
Another possibility to overcome the overcooling prob-
lem is the use of radiative feedback schemes [107]. Ra-
diative feedback is very relevant because it has been re-
cently suggested that photo-heating and radiation pres-
sure are the most important sources of feedback in DGs
[105]. Eventually, also cosmic rays have been suggested
as an additional source of feedback [27, 69, 112]. Also
a correct inclusion of stellar dynamics can be a way to
avoid the overcooling problem (see Sect. 3). A much
broader discussion would deserve the description of the
feedback from the central AGN. This kind of feedback
has gained popularity in the last decade. It appears in
fact to be a useful recipe to use in semi-analytical models
of structure formation [55]. However, it is not clear how
significant the AGN feedback can be for the evolution
of low-mass galaxies. Scaling relations [81, 191] indicate
that DGs possess very small central massive black holes.
It is very likely that all these forms of feedback occur
in real galaxies. However, before implementing them in
simulations, one should be confident that the underlying
physics is well understood and that reasonable parametri-
sations can be used.
Although feedback schemes are widely debated in the
literature, less problematic appears to be the amount of
energy a SN explosion deposits into the ISM. A value of
1051 erg is assumed as it represents the typical SN explo-
sion energy ESN [57, 311]. It is however worth reminding
that SN kinetic explosion energies (theoretically calcu-
lated or deduced from observations) cover a very broad
range, from a few 1048 ergs of the faintest SNe to the
1052 ergs or more of the hypernovae [210].
Some authors adopt a thermalization efficiency ǫSN,
in order to account for the radiative energy losses dur-
ing the early phases of the evolution of a SN remnant.
A commonly adopted value of ǫSN is 0.1 [258]. Indeed,
the simulations of Thornton et al. [328] suggest that
only ∼ 10% of the SN explosion energy can be used up
to thermalize the ISM. However, detailed simulations of
the impact of isolated stars on the ISM [85, 101, 134]
show that the energy transfer efficiency can be even lower
than 1%. A different approach, where the contribution
of a whole population of stars is considered [193] clearly
shows that ǫSN must be a function of time. During the
early phases of galactic evolution, the SN remnants ex-
pand in a very dense and cold ISM. SN remnants evolve
in isolation and radiative losses are very large. Only a
small fraction of the SN explosion energy goes to increase
the thermal budget of the ISM. When the ISM becomes
hotter and more porous, radiative losses are less signifi-
cant. Various SN remnants quickly coalesce and form a
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superbubble. Within this superbubble, the sound speed
is large. If a SN explodes inside the superbubble, the
time it takes for the SN shock velocity to become equal
to the sound speed is very short. This is the time at
which the shock loses its identity and the energy of the
SN remnant can be transfered to the ISM. Clearly, in this
situation the SN remnant does not have time to radiate
away a large fraction its energy, which can be thus ef-
ficiently converted into thermal energy of the ISM once
the SN shock velocity becomes equal to the local sound
speed.
Simple analytical estimates of the thermalization effi-
ciency as a function of the ambient density and temper-
ature are possible [32, 155, 240, 297, 310]. Again, these
formulae show that ǫSN is strongly reduced if the ambient
density is large and the temperature is low. A more quan-
titative evaluation of ǫSN for a single, isolated galaxy can
be obtained as follows. The stalling radius Rs is defined
as the radius at which the expansion velocity of the SN
shock equals the local sound speed. At this radius, the
material inside the SN shock can be causally connected
with the external ISM and a transfer of energy can occur.
Rs can be evaluated as [50]:
Rs ≃ 4.93Rpds
(
E
1/14
SN n
1/7
0 Z
3/14
cs
)3/7
. (8)
Here, the SN explosion energy is expressed in units of
1051 ergs, the ambient density n0 in cm
−3, the metallic-
ity Z in units of the solar metallicity and the sound speed
cs in units of 10
6 cm s−1. Rpds is the radius of the SN
shock at the moment in which cooling becomes impor-
tant. Assuming that most of the SN energy at this stage
is in the form of kinetic energy of the shell the energy
available to thermalize the ISM is:
Ekin =
2
3
πR3sρ0c
2
s. (9)
The thermalization efficiency is now simply the ratio be-
tween this residual energy and the initial explosion en-
ergy ESN. Using the value of Rpds given by [50], one
obtains:
ǫSN ≃ 0.02E
−5/98
SN n
−54/49
0 Z
−15/98c5/7s . (10)
This calculation is surely approximate. In particular, the
ISM porosity and the possibility that various SN rem-
nants merge have not been taken into account. How-
ever, additional corrections could be included and a more
physically motivated description of the thermalization ef-
ficiency, depending on the local thermodynamical condi-
tions, could be obtained.
Eventually, the expansion of ionisation fronts could be
taken into account, as well. Simple formulae could be
devised to describe the variation of the Stro¨mgren ra-
dius surrounding a single massive star or an association
of stars [152, 298]. Within this radius the cooling is in-
deed strongly suppressed because Ly continuum photons
are used up on the spot to ionise hydrogen atoms and
only photons from the Balmer series onwards can leave
the H II region. Combining these formulae with the ones
describing the evolution of SN shocks and winds from
massive stars seems to be theoretically possible. This
method is perhaps a further viable solution of the over-
cooling problem. Of course, once radiative hydrodynam-
ical codes will have enough resolution to solve individual
H II regions and SNeII remnants, these analytical consid-
erations will be superfluous. However, this seems not to
be possible in the foreseeable future.
To finish this section, it is important to remind that
the rate of energy release from SNe and stellar winds is as
important in galaxy simulations as the way this energy is
converted into ISM energy. It is commonly assumed that
all the stars with masses larger than a certain thresh-
old mass mthr explode as SNeII at the end of their life-
times. This assumption, together with prescribed stellar
lifetime functions, makes the calculation of SNII rates
quite straightforward. Two sources of uncertainty must
be outlined. One is the stellar lifetime function, which
is still quite uncertain and model-dependent. Romano et
al. [253] demonstrated however that uncertainties in the
lifetimes of massive stars are not so significant and do
not crucially affect the results of galaxy evolution mod-
els. More critical is the choice of mthr. A commonly
adopted value is 8 M⊙ but, since there is still not much
known about the fate of stars in the mass interval [8:12]
M⊙, mthr could be as high as 12 M⊙. For a Salpeter
IMF extending until 100 M⊙, ∼ 78 % more SNeII go off
if mthr = 8 M⊙ instead of mthr = 12 M⊙. Clearly, this is
a non-negligible fraction.
Even more uncertain and less standardised are the
feedback recipes from stellar winds and Type Ia SNe
(SNeIa). Many authors even neglect these energy con-
tributions. However, the energetic input of stellar winds
is very important to establish self-regulation in the star
formation process (Ko¨ppen et al. [131], see also Sect.
4). Many authors take into account stellar winds, ei-
ther adopting suitable parametrisations based on obser-
vations [325], or adopting the results of models such as
Starburst99 [157], which give the mechanical energy from
stellar winds released by a single stellar population or
due to a continuous episode of star formation. This ap-
proach has been followed, for instance, by [244, 311].
Since the stellar wind luminosity decreases with metal-
licity [146, 151], neglecting stellar winds is perhaps ac-
ceptable in simulations of very metal-poor DGs.
Type Ia SNe play a very important role in the evo-
lution of galaxies, as they are the major contributors of
iron, a widely used metallicity proxy [184]. Since the life-
time of SNeIa progenitors can be as long as many Gyrs
[353], they represent a source of energy more evenly dis-
tributed in time than SNeII. The relevance of SNeIa for
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the dynamical evolution of galaxies has been shown for
instance by Recchi & Hensler [235]. Many papers ne-
glect the contribution of SNeIa as they are interested in
the early evolution of galaxies and SNeIa are not assumed
to occur on short timescales [168]. However, evidence is
mounting [172, 187, 188, 265] that a significant fraction
of SNeIa explode on timescales shorter than 100 Myr.
Thus, SNeIa should be considered in chemo-dynamical
models even if the time-span of the simulation is of the
order of 100 Myr.
A convenient parametrisation of the SNeIa rate is [95,
255]:
RIa(t) =
∫ t
tmin
AIa(t− τ)D(t − τ)ψ(τ)dτ, (11)
where tmin is a suitably chosen minimum timescale for
the occurrence of SNeIa (typically 30 Myr), AIa is a nor-
malisation constant and D is the so-called delay time
distribution (DTD), i.e. the distribution of time inter-
vals between the birth of the progenitor system (usually
a binary system made of two intermediate-mass stars)
and the SNIa explosion. According to Eq. 11, the DTD
is thus proportional to the SNIa rate following an in-
stantaneous burst of star formation. Unfortunately, the
form of the DTD is still very uncertain, although some
observations [173, 337] suggest the DTD to be inversely
proportional to the elapsed time, i.e. D(t) ∝ t−1. Stud-
ies of the chemical evolution of galaxies have been per-
formed [25, 186, 188], showing that the adoption of dif-
ferent DTDs drastically changes the outcome of the sim-
ulations. It is not difficult to imagine that even more
drastic differences could be obtained in chemo-dynamical
simulations of galaxies. The role of various DTDs on
the evolution of galaxies is another aspect that has been
barely considered so far in chemo-dynamical simulations
and that, perhaps, deserves more attention.
8. Environmental effects
Galaxies are sociable entities; galaxies out there on
their own are quite rare. Most of them are found in
galaxy clusters and groups. In order to fully under-
stand the evolution of galaxies, the study of the galactic
environment is thus paramount. The environment not
only includes neighbouring galaxies, but also the tenuous
gas between galaxies (the intergalactic medium, IGM,
or intra-cluster medium, ICM in cluster environments).
There are many reasons why the study of galaxy interac-
tions and mergers is very important for our understand-
ing of the Universe as a whole. Perhaps one of the most
important ones is that the largely accepted cosmological
model, a Λ dominated Cold Dark Matter based Universe,
explicitly predicts that galaxies should form hierarchi-
cally in the merger process. However, the theoretical
study of interactions and mergers is usually the realm of
cosmological simulations and I refer the readers to the
many books and review papers devoted to the argument
[14, 29, 52, 84, 287, 312].
One of the clearest evidences of the environmental
effects is the morphology-density relation [70], accord-
ing to which the fraction of early-type galaxies in clus-
ters increases with the local density of the environment.
Another key observational result is the star formation-
density relation [10, 317], in the sense that star forma-
tion seems to be strongly reduced in dense environments.
Moreover, cluster galaxies are H I deficient compared to
their field counterparts. The deficiency increases towards
the cluster centre. These and other observational facts
(see also [28, 111] for reviews) clearly indicate that one
or more processes in cluster and group environments re-
move gas from galaxies or make them consume their gas
more quickly.
One possibility is that the dense environment promotes
tidal interactions (galaxy-galaxy or galaxy-cluster). It
has been shown that these interactions can remove mat-
ter from galactic halos quite efficiently [42, 194, 299,
343]. Another possible physical mechanism able to re-
move gas in dense environment is the combined effect
of multiple high-speed encounters with the interaction
of the potential of the cluster as a whole, a process
that has been named “harassment” [203, 204]. The
first harassment simulations specifically targeting DGs
have been performed by Mastropietro et al. [180]. In
this paper, it is shown that the majority of galaxies
undergo significant morphological transformation, and
move through the Hubble sequence from late-type discs
to dwarf spheroidals. Less dramatic are the effects of har-
rassment in computer simulations of late-type, disk DGs
in the Virgo Cluster [288]. Strong tidal encounters, that
can morphologically transform discs into spheroidals, are
rare. They occur in ∼ 15% of infalls for typical DG or-
bits in the potential of the Virgo Cluster. Harrassment
might have some impact on the globular cluster systems
of DGs, too [291].
By combining different processes, Boselli & Gavazzi
[28] concluded that the most probable mechanism able to
explain the observational differences between galaxies in
clusters and in the field is ram-pressure stripping, namely
the kinetic pressure that the ICM exerts on the moving
galaxies. If the ram-pressure is larger than the restoring
gravitational force (per unit surface) acting on a gas par-
cel of a galaxy moving through the ICM, this gas parcel
is stripped off the galaxy [98]. There have been many
simulations exploring the effect of ram-pressure strip-
ping, with different settings and degrees of sophistication
[1, 79, 135, 190, 227, 251, 252, 272, 289]. There are many
indications that ram-pressure stripping is a key process,
able to radically modify the evolution of DGs. It is in-
teresting to note that in dwarf irregulars, the removal of
the gas by means of ram-pressure stripping can change
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the potential surrounding the stars enough to dynami-
cally effect them, causing disk thickening by a factor of
∼ 2, and disk distortion. Actually, even the dark matter
can be dynamically effected by this [290]. Many authors
even put forward the idea that ram-pressure stripping can
convert gas-rich DGs into gas-poor ones. These ideas are
comprehensively summarised in many excellent reviews
[102, 189, 282, 283] and I refer the reader to these reviews
for further details.
For the purposes of this review paper, it is more conve-
nient to briefly summarise the results of the simulations
of Marcolini and collaborators [174, 175]. These authors
performed simulation of flattened, rotating DGs subject
to ram-pressures typical of poor galaxy groups. Interest-
ingly, despite the low values of the ram-pressure, some
DGs can be completely stripped after 100-200Myr. How-
ever, regions of very large surface density can be found
at the front side of DGs experiencing ram-pressure strip-
ping. This enhanced density can easily lead to a burst
of star formation. If the DG experiences a galactic wind
(see also Sect. 9), several parameters regulate the gas
ejection process, such as the original distribution of the
ISM and the geometry of the IGM-galaxy interaction.
Contrary to the ISM content, the amount of the metal-
rich ejecta retained by the galaxy is more sensitive to the
ram-pressure action. Part of the ejecta is first trapped in
a low-density, extraplanar gas produced by the IGM-ISM
interaction, and then pushed back on to the galactic disc.
Clearly, the interplay between galactic winds and envi-
ronment is quite complex and very few studies address
this issue in detail (see however [269]). This is another
research field in which, in my opinion, more can be done.
In particular, results of small-scale detailed simulations
of individual galaxies could be used in large-scale simula-
tions of galaxy clusters and groups, where the interaction
processes between individual galaxies and the ICM can-
not be appropriately resolved. This is for instance the
approach followed by Creasey et al. [54], who simulate
the feedback effect of SNe in a single galaxy in order to
improve sub-grid models of feedback in large-scale sim-
ulations. This approach should perhaps be further ex-
tended. Also simulations like the ones of Marcolini et al.
(or similar “wind tunnel” experiments) could be used to
better constrain the galactic wind-ICM interactions and
improve galactic cluster-scale simulations.
9. Galactic winds
Galactic winds are streams of high speed particles often
observed blowing out of galaxies. They are also thought
to be the primary mechanism by which energy and met-
als are deposited into the intracluster and intergalactic
medium (see also Sect. 8). Local example of galactic
winds are NGC1569 [359], NGC253 [182], NGC6810 [309]
and, of course, the archetypal galactic wind in M82 [53].
There is clear evidence for galactic winds in the spec-
tra of several z > 1 galaxies [165]. Probably, the frac-
tion of galaxies experiencing galactic winds was larger at
high redshifts [167, 222, 223]. A review of many observa-
tional (and theoretical) aspects of galactic winds is given
in Veilleux et al. [347].
The mechanical feedback from SNe and stellar winds
is the most probable driver of galactic winds in DGs,
although other mechanisms, such as radiation pressure
and cosmic rays, are possible and have been put forward
[36, 69, 105, 208, 275, 341]. There is a large (and ever
growing) number of hydrodynamical simulations of galac-
tic winds in the literature [12, 107, 256, 341]. Many of
them, especially in the past, targeted specifically DG-
sized objects [62–64, 168, 205, 276]. A quite common
outcome of these simulations is that the energy deposited
by SNe and stellar winds creates large bubbles of hot,
highly pressurised gas. This gas pushes the surrounding
ISM and, under favourable conditions, a large-scale out-
flow can emerge. If the outflow velocity is large enough,
the gas entrained in it leaves the parent galaxy. A galac-
tic wind has been created. If instead the wind velocity
is not high enough, the gravitational pull eventually pre-
vails and a galactic fountain is formed instead. Galactic
fountains are more likely in large spiral galaxies like our
own Milky Way and have been also extensively studied
in the past [18, 35, 192, 295, 321]. Given the more re-
duced gravitational pull, galactic winds are more likely
than galactic fountains in DGs. The threshold velocity
for the formation of a galactic wind is typically set equal
to the escape velocity. However, one should be aware
that the motion of gas parcels in galactic winds is not
ballistic and the escape velocity can give only an order-
of-magnitude estimate of the velocity required to escape
the galactic potential well.
Many authors [60, 154, 342] have speculated that, since
the binding energy of typical DGs is equal to the explo-
sion energy of just a few SNe, galactic winds can occur
very early in DGs and can even lead to a quick transi-
tion from gas-rich to gas-poor DGs. However, there are
three clear failings of this scenario: (i) it fails to explain
the observed morphology-density correlation (see Sect.
8), (ii) it fails to explain the fact that all observed gas-
poor DGs of the Local Group possess a large fraction of
intermediate-mass stars (see [181, 331] for reviews on stel-
lar populations of Local Group DGs), (iii) if the galactic
wind occurs very early, Type Ia SNe do not have time
to enrich the ISM (see Sect. 8). Since Type Ia SNe are
the major sources of iron, one would expect very high
[α/Fe] ratios in the stars of DGs. Exactly the contrary
is observed: stellar populations in DGs are characterised
by very low [α/Fe] ratios [327, 331]. Indeed, many simu-
lations of the development of galactic winds in DGs cited
above agree on the fact that the fraction of ISM ejected
out of a galaxy as a consequence of a galactic wind must
be low. An excellent and still very relevant review about
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the effect of galactic winds in DGs is given by Skillman
[281].
However, hydrodynamical simulations of DGs showed
that the galactic winds are often able to expel a large
fraction of metals, freshly produced during the star for-
mation activity. This is mostly due to the fact that, if
the initial DG gas distribution is flattened (as observed
in gas-rich DGs), the galactic wind will preferentially ex-
pand along a direction perpendicular to the disk (the di-
rection of the steepest pressure gradient, see also below).
Most of the disk gas is not affected by the galactic wind.
On the other hand, the freshly produced metals can be
easily channelled along the funnel created by the galactic
wind. Several papers in the literature have attempted
to quantitatively address this point and study the effect
of galactic winds on the circulation and redistribution of
metals in DGs. The main results of the often-cited work
MacLow & Ferrara [168] are that, even in the presence of
a strong galactic wind driven by SNeII, the ejection effi-
ciency of unprocessed gas is almost always close to zero.
It is different from zero only for the smallest considered
galaxies (due to their very shallow potential well). On
the other hand, the ejection efficiency of freshly produced
heavy elements is almost always close to one. Silich &
Tenorio-Tagle [276] found instead that galactic winds do
not develop in most of the models, mainly due to the
presence of a hot gaseous halo surrounding the galaxy.
The effect of off-centred SN explosions and SN explosions
distributed over most of the disk was also studied in the
literature [83]. Metal ejection efficiencies are reduced in
this case, due to more efficient cooling. Wind efficiencies
are found to be low even if SN is injected directly into
supersonic turbulence [267].
The ejection efficiencies of individual chemical ele-
ments was investigated, too [240]. As a consequence of
very short starbursts, galactic-scale outflows carry out
of the galaxy mostly the chemical elements produced by
dying stars during the most recent episodes of SF, with
large escape fraction of metals with delayed production,
like Fe and N (see also [340]). In fact, a significant frac-
tion of α-elements, quickly produced by SNeII, mix lo-
cally before the development of a galactic wind (see also
[248]). Metals produced by SNeIa and intermediate-mass
stars can be instead easily channelled along the already-
formed galactic wind and do not suffer much mixing with
the walls of the wind. The situation is much less clear-cut
in the presence of multiple bursts of star formation [241]
or of complex SFHs [242]. One should be aware of the
fact that turbulence can play a decisive role in the process
of mixing metals, a mechanism usually called turbulent
mixing [66]. However, it is a considerable experimental,
theoretical, modelling, and computational challenge to
capture and represent turbulent mixing and not much
has been done in this direction for astrophysical flows
(but see [11, 216, 217]).
An estimate of the probability of the development
of a galactic wind can be obtained as follows (see
[80, 170, 240]). Take for simplicity a source of energy
producing a constant luminosity L. Assume also that the
density and the metallicity of the ISM is uniform and that
its vertical density distribution has a scale height H . The
energy input creates a superbubble which is assumed to
be spherical and characterised by a radius R. By means
of standard, textbook formulas for the evolution of a su-
perbubble without radiative losses (i.e. R ∼ t−3/5), the
time for the radius R of the superbubble to reach H is
readily calculated:
tD ∼ H
5/3
( ρ
L
)1/3
. (12)
However, radiative losses, in general, can not be ne-
glected. The radiative losses of the hot cavity can be
more relevant for the dynamics of the superbubble than
the radiative losses of the shocked material. The cooling
timescale of the superbubble can be estimated as:
tc ∼ 16(βZ)
−35/22L3/11n−8/11 Myr, (13)
where L in this formula is in units of 1038 erg s−1 and n
in cm−3. Here, β is a numerical factor (of the order of
unity) that takes into account the fact that the cooling
gas might be out of ionisation equilibrium. Clearly, if
tc is much shorter than tD, the superbubble loses much
of its pressure before the supershell can reach H and a
large-scale outflow can not occur. By combining Eqs.
12 and 13 one obtains an approximate criterion for the
occurrence of a galactic wind, namely:
L≫ 0.03n7/4(βZ)21/8H11/4. (14)
Although this derivation is quite approximate, the large
dependence of the threshold luminosity onH is a solid re-
sult. The vertical distribution of gas strongly affects the
development of a galactic wind (more than other factors).
A galaxy characterised by a very thin disk experiences
outflows much more easily than a roundish galaxy. This
result matches the physical intuition that in flat galaxies
a large-scale outflows easily develops along the direction
of steepest pressure gradient (i.e. perpendicularly to the
disk), whereas in spherical galaxies the pressure gradient
is isotropic and either the outflows occurs along all di-
rections, or the superbubble remains confined inside the
galaxy. Indeed, simulations of spherical (or almost spher-
ical) DGs have shown that it is not easy to create galac-
tic winds, even if the energy input is significant [176] or
the galaxy does not have a dark matter halo [104, 244].
Although the importance of the disk thickness for the
development of outflows was soon recognised, this aspect
has not been fully explored in the past in numerical in-
vestigation (but see [196, 238, 271, 277, 311, 345]).
In Recchi & Hensler [237] we specifically addressed the
role of gas distribution on the development of galactic
winds and on the fate of freshly produced metals. We
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FIG. 5: Gas density distribution for nine galaxy models differing on the degree of flattening and the initial baryonic mass, after
100 Myr of galactic evolution. The first column represents models with 107 M⊙ of initial baryonic mass, the middle column
shows the gas distribution for models with mass 108 M⊙, and the right-hand column displays the models with 10
9 M⊙. The top
rows of models are characterised by a roundish initial distribution. The middle rows show models with an intermediate degree
of flattening, and the bottom rows are characterised by a flat initial distribution. The left-hand strip shows the (logarithmic)
density scale (in g cm−3).
found that the gas distribution can change the fraction
of lost metals through galactic winds by up to one order of
magnitude. In particular, disk-like galaxies tend to lose
metals more easily than roundish ones. In fact, the latter
often do not develop galactic winds at all and, hence, they
retain all the freshly produced metals. Consequently, the
final metallicities attained by models with the same mass
but with different gas distributions can also vary by up
to one dex.
Confirming previous studies, we also show that the fate
of gas and freshly produced metals strongly depends on
the mass of the galaxy. Smaller galaxies (with shallower
potential wells) more easily develop large-scale outflows,
so that the fraction of lost metals tends to be higher.
An example of the results of these investigations is given
in Fig. 5. The gas density distribution for nine galaxy
models differing on the degree of flattening and the ini-
tial baryonic mass, after 100 Myr of galactic evolution is
shown in this figure (see figure caption for more details).
The effect of geometry on the development of galactic
winds is clear from this figure: the density distribution
in the models in the bottom row (flat models) is clearly
elongated. In one case a galactic wind is already blowing.
The models in the upper row are instead still roundish.
Clearly, as described before, if a large-scale outflow is
formed, freshly produced metals can be easily lost from
the galaxy. Any time a galactic wind is formed, the
ejection efficiency of metals is larger (some times much
larger) than the ejection efficiency of the ISM, confirm-
ing that galactic winds must be metal-enhanced. The
fact that galactic winds are metal-richer than the global
ISM has been observationally verified [179, 212].
The fact that the galactic winds are metal-enriched is a
commonly accepted result. It has been proposed as one
of the main mechanisms leading to the so-called mass-
metallicity relation, according to which the metallicity of
a galaxy grows with its mass. Since galactic winds are
metal-enhanced and since DGs experience more easily
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FIG. 6: The metallicity of a galaxy, as a function of time, for
models with metal-enriched galactic winds. This plot shows
the solution of Eq. 16 for three different values for the enrich-
ment parameter α.
galactic winds, clearly one has to expect that DGs are
metal-poorer than larger galaxies [294, 338]. Although
the effect of metal-enriched galactic winds on the chemi-
cal evolution of galaxies might be already clear from the
previous paragraphs, a more quantitative analysis can
be performed, based on simple analytical considerations.
Assuming linear flows, i.e. assuming that infall rates and
outflow rates in and out of galaxies are proportional to
the SFR ψ, a set of differential equations can be found
for the time evolution of the total baryonic mass Mt, to-
tal gas mass Mg and total mass in metals MZ within a
galaxy (see [183, 243]):

dMt
dt = (Λ − λ)(1 −R)ψ(t)
dMg
dt = (Λ − λ− 1)(1−R)ψ(t)
dMZ
dt = (1−R)ψ(t)[ΛZA + yZ − (λα + 1)Z]
(15)
Here, Λ and λ are proportionality constants relating
the SFR to the infall and outflow rate, respectively. ZA
is the metallicity of the infalling material and R is the
fraction of the considered stellar populations locked into
long-living stars and remnants. yZ is the stellar yield, in
this case defined as the ratio between the mass of a spe-
cific chemical element ejected by a stellar generation and
the mass locked up in remnants ([330], see also Sect. 6).
Finally, α is the parameter that takes into account metal-
enriched galactic winds, i.e. is the increase of metallicity
of the wind compared to the ISM. Besides this last fac-
tor, the equations are standard, textbook equations for
the simple-model evolution of a galaxy [184, 214, 330]
and analytical solutions can be found. An analytical so-
lution can be found even including this further factor α
(see Recchi et al. [243], eq. 12). If one assumes that the
SFR ψ is proportional to the total gas mass Mg through
a proportionality constant S (see Sect. 4), the final result
is:
Z(t)
yZ + ΛZA
=
1−
[(
Λ− λ+ 1
)
−
(
Λ− λ
)
eh(t)
]Λ+(α−1)λ
Λ−λ−1
Λ+ (α− 1)λ
h(t) = (λ+ 1− Λ)(1−R)St. (16)
This solution has been plotted in Fig. 6 for Λ = 0,
λ = 2, S = 1 Gyr−1 and R = 0.26 (from [364]). The
strong effect of α (a factor of ∼ 20) on the final metal-
licity of the galaxy is evident from this figure. Clearly,
this kind of modelling can only give an approximate idea
about the chemical evolution of galaxies and that full
chemo-dynamical simulations are required for a deeper
insight and understanding of the metal enrichment pro-
cess. However, this kind of analytical calculations are
nowadays quite popular, as they enlighten in a simple
way complex correlations among galaxies [59, 159, 294].
10. Conclusions and outlook
In this review I presented a summary of the state-
of-the-art for what concerns the chemo-dynamical mod-
elling of galaxies in general and of dwarf galaxies in par-
ticular. I have devoted one Section for each of the main
ingredients of a realistic simulation of a galaxy, namely:
(i) initial conditions (Sect. 2); (ii) the equations to solve
(Sect. 3); (iii) the star formation process (Sect. 4); (iv)
the initial mass function (Sect. 5); (v) the chemical feed-
back (Sect. 6); (vi) the mechanical feedback (Sect. 7);
(vii) the environmental effects (Sect. 8). In each sec-
tion, commonly adopted methodologies and recipes have
been introduced and some key results of past or ongoing
studies have been summarised. Moreover, some key re-
sults concerning the development of galactic winds and
the fate of heavy elements, freshly synthesised after an
episode of star formation, have been summarised in Sect.
9.
Throughout this review, I outlined topics, physical pro-
cesses and ingredients that in my opinion are not properly
or adequately treated in modern simulations of galaxy
evolution. I summarise below the topics that in my opin-
ion deserve more attention:
• Inclusion of self-gravity in building initial equi-
librium configurations. This is clearly an important
step towards building more realistic initial configu-
rations and, as described in Sect. 2, the difference
between models with and without self-gravity can
be extremely large. Of course, taking self-gravity
into account in building initial equilibrium configu-
rations is computationally demanding. However, it
is clearly a necessary step in simulations in which
the star formation process is treated in detail, as
the gas self-gravity is the main driver of the star
formation process. Of course, galactic simulations
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in a cosmological context do not need any special
recipe to build initial configurations.
• Inclusion of turbulence in galactic simulations.
There is no doubt that the gas in galaxies is turbu-
lent, therefore it is necessary to devote more efforts
to a proper modelling of (compressive) turbulence
in galaxies. As mentioned in Sect. 7, turbulence is
also a key ingredient to study the process of circu-
lation and mixing of heavy elements in galaxies; it
thus helps to interpret more properly observational
data, such as the ones obtained by means of integral
field spectroscopy. As reported in Sect. 3, some
galactic simulations with a proper treatment of tur-
bulence have been already performed. However, in
these simulations chemistry is usually treated in a
very crude and approximate way. The inclusion in
these simulations of methods and recipes about the
production and circulation of heavy metals adopted
in other chemodynamical simulations, appears to
be feasible. Moreover, some of the assumptions and
equations used to simulate turbulence in the ISM
are based on experimental results on incompress-
ible turbulence. A more focused study of physical
processes and modelling of compressible turbulence
in the ISM is arguable and I am sure that in the
next years we will experience great progresses in
this field.
• A multi-phase, multi-fluid treatment of the
ISM in galaxy simulations. Realistic simulations of
galaxies should take into account the multi-phase
nature of the ISM in galaxies and the complex net-
work of reactions between stars and various gas
phases. This has been done in some simulations,
particularly thanks to the work of Hensler and
collaborators (see e.g. [99, 103, 258, 274, 325]).
These works unveiled the complexity of true multi-
phase simulations of galaxies. Yet, these complex
simulations are necessary in order to reproduce
more faithfully the ISM. Tanks to enormous pro-
gresses in the field of multi-phase simulations in
other branches of physics (see e.g. the monographs
[37, 129, 303]) I hope that we can witness a boost
of true multi-phase, multi-fluid galactic simulations
in the next years.
• Inclusion of dust. As already mentioned in Sect.
6, many works about the chemical evolution of
galaxies [43, 74, 226, 366, 367] include dust and
show how important this component is to inter-
pret data about the chemical composition of galax-
ies. It is very likely that the inclusion of dust
can drastically change also the results of chemo-
dynamical evolution of galaxies and can dramat-
ically improve our knowledge about the physics
of the dust-gas interaction and about the circula-
tion of metals in galaxies. In spite of useful at-
tempts, current state-of-the-art numerical simula-
tions of galaxies do not take dust into account (but
see [19, 20]). A proper inclusion of dust is difficult
and can also lead to numerical problems. However,
in other branches of astrophysics some of these nu-
merical issues have been solved and sophisticated
simulations of gas-dust mixtures have been per-
formed [213, 279, 280, 344]. It would be extremely
beneficial for the astronomers working on simula-
tions of galaxies to learn from these works and
improve the treatment of dust physics and dust-
gas interactions in galactic simulations. It is also
worth noticing that the publicly available Pencil
Code [33, 34, 100] already includes relevant dust
physics. A wider use of this code for simulating
ISM in galaxies is certainly arguable.
• Amore self-consistent treatment of the IMF.
Recent, detailed simulation of the ISM with a
proper treatment of the star formation process
[15, 16, 141] are able to recover the main shape and
features of the IMF. In these simulations, thus, the
IMF is not assumed a priori but is self-consistently
reproduced. Galaxy-wide simulations do not have
an adequate spatial resolution, therefore some sim-
plifying assumptions about the IMF need to be
made. Yet, it appears to me that a lot is known
about physical properties and mass distribution of
stellar clusters in galaxies, and these can be used
to constrain the formation mechanisms of star clus-
ters in galactic simulations. Within each clusters,
the observationally-based maximum-mass vs. clus-
ter mass (mmax−Mcl, [139, 355, 358]) relation can
be used to link the upper stellar mass within each
cluster to the cluster mass. This appears to be a
simple and physically motivated exercise, that can
significantly change the outcome of a galactic sim-
ulation. Finally, the full IGIMF theory as devel-
oped by Kroupa and collaborators (see Sect. 5 and
[139] for a review) can be implemented in numerical
simulations. As shown in Sect. 5 with two simple
examples, the results can drastically change com-
pared to simulations adopting an universal IMF. In
spite of some attempts [20, 21, 228], almost nothing
has been done in this field.
• Feedback recipes. This is a very vibrant and
active field of research, with new methods and
implementations appearing weekly in the preprint
archives. However, it seems to me that some ingre-
dients and topics are receiving less attention than
they deserve. In particular, before concentrating on
methods and algorithms to inject energy into the
ISM (the kinetic, thermal and radiative feedback
schemes described in Sect. 7) I think one should
be sure that all relevant sources of energy are in-
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cluded and properly treated. In particular (i) Type
II SNe are always included but it is usually not ap-
preciated how much the total energy coming from
SNeII can change if the threshold mass mthr above
which SNeII can explode is changed. As shown in
Sect. 7, a change in mthr can lead to a change in
total SNII energy by a factor of almost 2. It is
also not always appreciated how uncertain is the
fraction of the SNII explosion energy that can ef-
fectively thermalize the ISM. Some analytical esti-
mates of this fraction are available in the literature
(see also Sect. 7) and I think it could be very use-
ful to use more often and more consistently these
kinds of analytical estimates. (ii) Type Ia SNe are
often neglected and, if they are considered, no sys-
tematic study of the dependence of the results of
the simulations on the Type Ia SN rates is available
in the literature. This appears to be a simple and
yet quite useful exercise. (iii) Stellar winds from
massive and intermediate-mass stars can also con-
tribute very significantly to the energy budget of
a galaxy, in particular if the metallicity is not ex-
tremely low. This ingredient, too, is often neglected
or not properly considered in galactic simulations.
The availability of softwares like Starburst99 [157]
makes the inclusion of stellar winds in numerical
simulations quite simple.
• Synergy between galactic scale and cluster
scale or cosmological simulations. As men-
tioned in Sect. 8, results of detailed simulations of
individual galaxies could be used in simulations of
galaxy clusters, groups or even in cosmological sim-
ulations, in order to improve the sub-grid recipes
of these large-scale simulations. In particular, de-
tails of the formation of galactic winds and their
impact on the external intergalactic or intracluster
medium (see Sect. 9) can be extremely beneficial in
large-scale simulations where these effects are usu-
ally treated very crudely.
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