ABSTRACT. The Bernstein-Sato polynomial, or the b-function, is an important invariant of singularities of hypersurfaces that is difficult to compute in general. We describe a few different results towards computing the b-function of the Vandermonde determinant ξ.
INTRODUCTION
The Bernstein-Sato polynomial, also called the b-function, is a relatively fine invariant of singularities of hypersurfaces. Let f be a polynomial function on an affine space X , and let X be the ring of differential operators on X . Then the b-function of f can be defined as the minimal polynomial b f (s) for the operator s on the holonomic X [s]- [Kas77] . Computing b f (s) for general f remains a very difficult problem, thus research has focused on certain special cases. The goal of this paper is to prove some results about the b-function of the Vandermonde determinant.
Sato's original case of study for b-functions was semi-invariants of group actions on prehomogeneous vector spaces [Sat90, SS74] . It remains true that many of the computed examples of b-functions are for invariant or semi-invariant functions f .
Another important case is that of f defining a hyperplane arrangement. This active area of research draws together the study of b-functions with several other important singularity invariants, including Igusa zeta functions, jumping coefficients, and local monodromy [Sai06, Sai07, Wal05, BMT11, BS10, Bud12] .
Let G be a complex connected reductive Lie group with Lie algebra g. Let h ⊂ g be a Cartan subalgebra, and let R ⊂ h * be the associated root system with Weyl group W . Define ξ to be the product of the positive roots:
The function ξ is anti-symmetric with respect to the W -action on h and is the Jacobian determinant of the quotient map h → h /W . Its zero locus V (ξ) is a union of hyperplanes, consisting of points fixed by at least one non-trivial element of W . Thus V (ξ) is the complement of h reg . The W -invariant function ξ 2 is called the discriminant of the root system R. Let ∆ denote the pullback of ξ 2 under the Chevalley isomorphism
[g]
For a root system of type A n−1 , we denote ξ by ξ n . This polynomial is recognized as the Vandermonde determinant:
In this case, ∆ sends a matrix in g to the discriminant of its characteristic polynomial.
For any S ⊂ {1, . . . , n}, define the following:
If P = {P 1 , . . . , P r } is a set partition of {1, . . . , n}, define ξ P = r t=1 ξ P i . Given an integer partition λ = (λ 1 ≥ · · · ≥ λ r ) of n, denoted by λ ⊢ n, consider the set partition P of {1, . . . , n} in which P 1 = {1, . . . , λ 1 }, P 2 = {λ 1 + 1, . . . , λ 1 + λ 2 }, and so on. We will write ξ λ to mean ξ P for the above set partition P.
We conjecture the following formula for the b-function of ξ n .
Conjecture 1.1 (Main Conjecture).
The b-function of ξ n is given by the following recursive formula:
Let X = n , so that V (ξ n ) ⊂ X . Our most significant result towards proving this conjecture is the following symmetry property. We deduce the following. In the case of any root system, the function ξ 2 is W -invariant, and we can consider its image in [h /W ]. That is, consider ξ 2 as a polynomial in coordinates given by homogeneous basic invariant polynomials e i . For clarity, denote this polynomial by g n so that g n (e 1 , . . . , e n ) = ξ 2 n (x 1 , . . . , x n ). In [Opd89] , Eric Opdam found the b-function for g n . In general, b g n (s) divides b ξ 2 (s), but usually falls far short of equality. Moreoever, for a general f , it is always true that b f (2s + 1)b f (2s) | b f 2 (s), but equality does not always hold.
In Section 2, we are able to exploit the relationship between ξ n and g n to prove a conjecture of Budur 
Proof. The inclusion map
W , which is an isomorphism by the Chevalley restriction theorem. Let ∆ = ρ * (ξ 2 ), which is an
is locally finite, we may assume by averaging that
. By a similar argument as above for
From (1) and (3), we see that
We use the following theorem from Section 4 of [HC64] .
Proposition 2.2 (Harish-Chandra).
There is a homomorphism of algebras HC:
W , called the Harish-Chandra homomorphism.
Clearly, HC extends to a map HC:
, the map H C is the conjugation by ξ of the radial part map Rad. Since ∆ corresponds to the function ξ 2 under the Chevalley restriction map, we have
Results of [Wal93] and [LS95] show that HC is surjective, and hence
By running the previous argument in the reverse direction, we can see that
and by changing variables that
From (2), (3), and (5), we see that
Suppose that b g (s) ∤ b ξ (2s + 1). This means that there is some c that is a root of b g (s) of some multiplicity m, but is a root of b ξ (2s + 1) of multiplicity k < m (where k may be zero). By (4), c must be a root of b ξ (2s), and by (6), c must be a root of b ξ (2s + 2).
By [Sai06, Theorem 1], the difference between any two roots of the b-function of f , a hyperplane arrangement, is less than 2. So c cannot be a root of both b ξ (2s) and b ξ (2s + 2), and we have a contradiction. This argument proves that
The proof of the n/d conjecture for finite Coxeter arrangements now follows quite easily.
Proof of Theorem 1.4. Let d 1 ≤ · · · ≤ d n be a list of the degrees of the fundamental invariants of the Lie group G. The degree of the highest fundamental invariant is equal to the Coxeter number. Recall that n is the rank of the root system, and the total number of roots equals 2d. It is known (see, e.g., [Hum90,
From [Opd89] , we know that
Notice that one of the factors above is
and hence of b ξ (2s + 1), which precisely means that b ξ (−n/d) = 0.
SYMMETRY OF THE ROOTS OF THE b-FUNCTION
In this section we discuss the proofs of Theorem 1.2 and Corollary 1.3, namely the duality of the D-modules corresponding to ξ s n and ξ −s−1 n in type A n , and the symmetry of the roots of Bernstein-Sato polynomial of ξ n around the point −1. Corollary 1.3 is a special case of Theorem 4.1 of [Mac12] . It follows quite easily from Theorem 1.2, and this proof is explained in Section 4 of the above paper. It remains to prove Theorem 1.2, and we begin by recalling some definitions. Let X be an affine space. Under the order filtration on X , we have gr
Definition 3.2. Let F be a free divisor in an affine space X and let δ 1 , . . . , δ n be a basis of Der (− log F ). Let h ∈ X ,p be a reduced equation of F , and moreover suppose Hence to prove Theorem 1.2, it is sufficient to show that V (ξ) is a strongly Koszul free divisor. The following proposition is known. (
1) The hyperplane arrangement F is a free divisor. (2) For each i, the gradient vector field
is a logarithmic vector field. (3) The vector fields δ 1 , . . . , δ n form a free X -basis of Der (− log F ).
We conjecture the following, from which Theorem 1.2 would follow for all finite Coxeter arrangements.
Conjecture 3.5. Let F ⊂ n be a finite Coxeter arrangement. Then F is a strongly Koszul free divisor.
From now on, we will only work in type A n , and we now prove the above conjecture for A n arrangements. Consider the (scaled) power-sum basis of the ring of symmetric polynomials:
to be the gradient of e i , namely,
Then {δ 1 , . . . , δ n } is a basis for the logarithmic vector fields. By Proposition 3.4, each δ i is a logarithmic vector field. So we have δ i (ξ s ) = sα i ξ s , where α i is some polynomial in the variables {x 1 , . . . , x n }. In fact, direct computation shows that
For each i, we have
The next two lemmas contain most of the work of the proof of Theorem 1.2.
Proof. We use the coordinates (x 1 , . . . ,
Recall that
We encode the data of the sequence (γ 1 , . . . , γ n ) in the following n × (n + 1) matrix:
For every i, we see that γ i = (Γ · (∂ 1 , . . . , ∂ n , s) t ) i . Let Θ be the matrix formed by the first n columns of Γ. We now find an invertible lower-triangular matrix M such that Θ ′ = M Θ is upper-triangular. For any finite set of variables S of size at most k, let e k (S) denote the kth elementary symmetric polynomial in the elements of S:
Direct computation by Gaussian elimination shows that
, where
For every i and j, one finds the following: ∂ n ). If this sequence is a regular sequence, then so is the original sequence.
So we now prove that (Θ
∂ n ) is a regular sequence. The first element is just ∂ 1 , which is a non-zerodivisor. Let I m be the ideal (Θ ∂ n ) is a regular sequence.
Lemma 3.7. The function ξ n is a non-zerodivisor in [T
Proof. Let J be the ideal (γ 1 , . . . , γ n ). Since ξ n = 1≤i< j≤n (x i − x j ), it suffices to show that each linear factor of ξ n is a non-zerodivisor modulo J . First consider the factor (x 1 − x 2 ). If (x 1 − x 2 ) were a zerodivisor modulo J , then we would have an equation in [T * X ] of the following form, for some f , f 1 , . . . , f n in [T * X ]:
Such an equation can only hold if Γ has a non-trivial kernel modulo the ideal (x 1 − x 2 ). We now show that the matrix Γ has full rank modulo (x 1 − x 2 ), which will ensure that (x 1 − x 2 ) is a non-zerodivisor modulo J . Equivalently, we show that the matrix Γ, obtained by deleting the first column of Γ, has full rank when we set x 1 = x 2 .
Recall from the definition of Γ that
We use Gaussian elimination to find the rank of Γ. As before, we find an invertible lower-triangular matrix M such that M Γ is upper-triangular:
The first (n − 1) diagonal entries of M Γ are non-zero modulo (x 1 − x 2 ), by a computation similar to (8).
Let β denote the last diagonal entry of M Γ. Then β is the following combination of the elements {−α i }:
We consider β modulo the ideal (x 1 − x 2 , x 3 , . . . , x n ). In other words, we set x 1 = x 2 , and further set x 3 , . . . , x n equal to zero. For every i < (n−1), we have m ni ≡ 0, because every monomial of e n−i ({x 2 , . . . , x n }) contains a variable that has been set to zero. So we find that β ≡ −α n − m n,n−1 α n−1 .
2 . Therefore β ≡ −x n−2 2 modulo the ideal (x 1 − x 2 , x 3 , . . . , x n ). In particular, β = 0. Since all diagonal entries of M Γ are nonzero, it has rank n (full rank) modulo (x 1 − x 2 ), and so Γ has rank n modulo (x 1 − x 2 ). Therefore (x 1 − x 2 ) is a non-zerodivisor modulo J . By symmetry, all other factors of ξ n are non-zerodivisors modulo J , so ξ n is itself a non-zerodivisor modulo J .
We can now put together the preceding results to prove that the D-modules generated by the symbols ξ 
FACTORS OF b ξ n
Recall from the introduction that λ ⊢ n denotes a partition λ = (λ 1 ≥ · · · ≥ λ k ) of n. Also, b λ denotes a product of the b-functions of the functions ξ λ i . In this section, we prove the following. 
Then we can write ξ n = f ξ P 1 . . . ξ P n .
In the stalk n ,q , we note that factors (x i − x j ) where i and j are in different P k are invertible, and so f is invertible. None of the factors of any ξ P k are invertible, however.
Note that ξ P k is just ξ λ k up to renaming coordinates. Thus they have the same
Since the ξ P k are defined in terms of disjoint sets of variables, the operators L k and
i , and by (x) l = x(x − 1) . . . (x − l + 1), the falling Pochhammer symbol. Write an expanded form for the operator
Weyl algebra commutation relations then show,
Therefore, we have shown the local b-function
Since f is invertible and no factor of any ξ P k is invertible, the local
So the local b-function for ξ n at q is indeed b ξ P (s).
Proposition 4.1 follows immediately.
Proof of Proposition 4.1. Choose q ∈ n such that the set partition P defined as in the hypothesis of Proposition 4.2 is the set partition corresponding to λ. Then by Proposition 4.2, b ξ λ is equal to the local b-function b ξ n ,q and thus divides b ξ n .
BLOW-UP COMPUTATIONS
We blow up X = n along the most singular locus of V (ξ n ), namely,
We denote the pullback of ξ n to the blowup X = Bl Y X by ξ n . In any affine open subset U of X , it makes sense to compute the b-function of ξ n | U . We will denote the least common multiple of all such b-functions by b ξ n , and call it the b-function of ξ n . Since blowing up makes the variety less singular in some sense, the b-function of the blow-up is often easier to compute and simpler than the original divisor. The precise relationship is given by Kashiwara, who proved the following theorem describing the relationship of b ξ n to bξ n [Kas77, Theorem 5.1]. As a corollary, one deduces that the roots of b-functions are negative rational numbers.
Theorem 5.1 (Kashiwara, 1976) . Let X = Bl Y X . Let f be a function on X which pulls back to f on X . Then there exists an integer N > 0 such that
We will compute bξ n , which by the above theorem gives an upper bound on b ξ n .
Proposition 5.2. We have the equation
Proof. The multiplicity of the exceptional divisor in V ( ξ n ) equals n 2
, namely the number of hyperplanes in V (ξ n ) that intersect at Y . Locally in an affine chart of X , it is possible to write ξ n as p · q, where p is the n 2 th power of a local equation of the exceptional divisor, and q is a function in variables disjoint from those that occur in p.
Therefore the b-function of ξ n is the product of the b-functions of p and of q. Since V (p) is supported on a smooth divisor and has multiplicity n 2 , we have
Notice that this is independent of the chart. We may compute b q (s) as the least common multiple of the local b-functions of q at all points x ∈ V (q) away from the exceptional divisor. Recall that X → X is an isomorphism outside the exceptional divisor. Therefore for any x as above, a local neighborhood around it is isomorphic to a local neighborhood of its image x ∈ X , which is a point of V (ξ) away from Y . Hence the germ of ξ n around x is isomorphic to the germ of ξ n around x. By Proposition 4.2, we see that this germ is (up to a change of coordinates) some ξ P , where P is a non-trivial set partition of {1, . . . , n}. This implies that the local b-function of q at x equals b ξ P (s). All together, b q (s) is the least common multiple of factors b ξ P (s), where P ranges over those non-trivial set partitions of n that occur in V (q) away from the exceptional divisor.
In fact, it is clear that every non-trivial set partition P occurs at some point of V (q) in some local chart. Since every ξ P is isomorphic to some ξ λ up to a permutation of the coordinates, we have b ξ P (s) = b ξ λ (s) for that λ. Taking the least common multiple of the b-functions of ξ n on each local chart and over all P, we obtain the equation
Thus applying Theorem 5.1 in the case of Proposition 5.2 we conclude the following.
for some N and some M large enough.
We conjecture an improved version of Corollary 5.3.
Conjecture 5.4. The b-function of ξ n divides
for some M large enough.
We now outline a possible method towards proving this conjecture. Let us briefly recall the steps of Kashiwara's proof of Theorem 5. 
The equation (9) In the case of f = ξ n , recall that bξ
From the proof of Proposition 5.2, we can see that c(s) is the b-function of the exceptional divisor, while the other factor comes from outside the exceptional divisor. Outside the exceptional divisor, the blow-up map is an isomorphism, and thus f ∼ = ′ .
It may therefore be possible to decompose ′ into parts corresponding to c(s) and each b ξ λ (s) so that we need only write a product for the c(s) factor, thus obtaining
PARTIAL PROOF OF MAIN CONJECTURE
The following proposition gives our best upper bound for b ξ n . 
