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Abstract
Branch and bound algorithms can be characterized by a small set of basic rules
that are applied in a divide-and-conquer-like framework. The framework is about
the same in all applications, whereas the specification of the rules is problem de-
pendent. Building a framework is a rather simple task in sequential implementa-
tions, but must not be underestimated in the parallel case, especially if an efficient
branch and bound algorithm is required. In generic branch and bound models, the
basic rules can be clearly identified within the framework, and, hence, it can be
developed independently from the application. Furthermore, it gives the user the
opportunity to concentrate on the actual problem to be solved, without being dis-
tracted by user-irrelevant issues like the properties of the underlying architecture.
In this paper, we will discuss an object oriented approach to generic branch and
bound. We will show how object orientation can help us to build a flexible branch
and bound framework, that is able to perform like any branch and bound algorithm
that fits into some powerful taxonomies known from the literature. We will define
an interface for the specification of the problem dependent parts, and we will give
a first indication of how the user can tune the framework if a non-default behavior
is desired.
1 Introduction
Branch and bound algorithms solve optimization problems by applying a small set of
basic rules within a divide-and-conquer-like framework. These algorithms generate
search trees, in which each node corresponds to a subset of the feasible solution set.
A subproblem associated with a node is either solved directly, or its solution set is split,
and for each subset thus generated a new node is added to the tree. The process is im-
proved by computing a bound on the solution value a node can produce. If the bound is
worse than the value of the best solution found so far, the node cannot produce a better
solution, and, hence, it can be excluded from further examination. The order in which
the nodes are selected for evaluation may be arbitrary, but a well-chosen order (e.g.,
depth first or best bound) will generally reduce the computational effort considerably.
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In the description of the algorithm, we can clearly identify four basic rules, as there
are: the branching rule for the decomposition of nodes, the bounding rule for bound
computations, the selection rule for choosing the next node to be evaluated, and the
elimination rule for excluding nodes from possible evaluation.
On sequential computers, the specification of the rules makes up most of the work
to obtain a useful algorithm. Moreover, a better structural understanding of the problem
to be solved, i.e., a sharper specification of the basic rules, almost immediately leads to
shorter computation times and larger tractable instances. To obtain an efficient parallel
branch and bound algorithm, insight into the problem itself is no longer sufficient. The
performance of implementations highly depends on the target architecture, and even on
the search tree (to be) generated. This situation is highly undesirable from a user point
of view. Instead of just coping with the problem itself, the user has to take nontrivial
decisions concerning external matters.
Presently, several parallel branch and bound systems exist that alleviate the actual
coding of an algorithm substantially. However, many of these systems are tailored to a
special type of parallel implementation with a specific underlying architecture in mind.
Furthermore, in some of the existing systems, there is no clear separation of the prob-
lem part from the general branch and bound part, i.e., the user has to have knowledge
of the system itself. For instance, in the BOB system from Versailles [Le Cun & Rou-
cairol, 1995], the user has to know the internal representation of the nodes, whereas in
the PPBB library from Paderborn [Tscho¨ke & Polzer, 1995], the user must be aware of
the presence of a ‘main’ process.
This paper will deal with the construction of an object oriented branch and bound
system that overcomes the above mentioned problems. We will start from a generic
branch and bound approach, which constitutes an abstract branch and bound algorithm
for an arbitrary (unspecified) problem. The abstract algorithm can be turned into a con-
crete one by filling in the problem specific parts. The approach can be modeled in object
oriented programming languages, like C++, using polymorphism and inheritance. Our
system is still under construction, but we will present a preliminary version that is oper-
ational on sequential computers. We will describe the system’s interface (i.e., the parts
to be filled in by the user), as well as the ways to alter the system’s default behavior. We
will argue that inheritance is a powerful concept to develop a flexible system, that makes
it possible to solve different types of problems on various architectures efficiently.
The paper is organized as follows. In Section 2, generic branch and bound is intro-
duced. Section 3 explains object orientation, and how it can be applied to implement
generic branch and bound. This results in the definition of an object oriented generic
branch and bound model. In Section 4, the model is made concrete by describing its
syntax and semantics. The main advantage of the object oriented approach to generic
branch and bound, its flexibility, is illuminated in Section 5. Finally, we present the con-
clusions and discuss future extensions to the object oriented generic branch and bound
model.
2
2 Generic branch and bound
Based on the observation that branch and bound algorithms can be described in a prob-
lem independent way, several models have been developed [Lawler & Wood, 1966;
Mitten, 1970; Ibaraki, 1976, 1977a, 1977b; Kumar & Kanal, 1983, and Nau, Kumar
& Kanal, 1984]. A branch and bound model specifies a high-level abstract algorithm
operating on abstract data types like ‘subproblem’, for which operators corresponding
to the basic rules, such as ‘branch’, are defined. If in such a model the general branch
and bound part can be clearly separated from the problem part, the model can be made
practical. This approach is called generic branch and bound.
problem
data types & operators
evaluator
USER
Figure 1: Generic branch and bound.
The implementation of the abstract algorithm results in a so called branch and
bound evaluator, an incomplete branch and bound algorithm suited for general appli-
cations. In order to turn the abstract algorithm of the evaluator into a concrete one, the
problem specific parts must be added, i.e., the implementation of the abstract data types
and the associated high-level operators (cf. Figure 1).
Notice that the generic branch and bound approach defines a branch and bound al-
gorithm with ‘holes’ in it, that should be filled with user defined problem specific parts.
It contrasts the ‘library’ approach (see Figure 2), in which the user, in addition to the
specification of the problem specific parts, has to program the solution process, thereby
using library routines for the relief from low-level, often machine dependent, program-
ming chores. Both approaches have been tested in practice. One of the most elaborate
examples in the category of generic systems is the work done in East-Anglia [McKe-
own, Rayward-Smith & Turpin, 1991]. Belonging to the other class are, for instance,
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the libraries developed in Paderborn (PPBB-Lib) [Tscho¨ke & Polzer, 1995], and Ver-
sailles (BOB) [Le Cun & Roucairol, 1995].
problem




Figure 2: Library approach.
In the design of a branch and bound evaluator, an important parameter is the descrip-
tion of the holes to be filled in by the user, i.e., the interface of the system. On the one
hand, the interface must enable the user to describe arbitrary problems without knowing
too much of the solution process itself. On the other hand, the interface must allow for
a broad class of different settings of the evaluator in order to obtain efficient algorithms
in many situations. In the words of Jonathan Eckstein [1996]: “The holes may not be
too big, but not too small either.”
In the next sections, we discuss the implementation of generic branch and bound in
an object oriented environment. We will present a preliminary version of a sequential
branch and bound evaluator, and show how it can be extended to an evaluator that is ro-
bust, easy to use, and flexible enough to accommodate a broad range of different branch
and bound implementations on parallel architectures of different types.
3 Object oriented generic branch and bound
The model described in the previous section can be implemented in an easy way using
objects and polymorphism. Each hole in the branch and bound evaluator corresponds
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to a particular operation to be performed by some object. In order for the evaluator and
the objects to be able to cooperate, their interface has to be defined precisely. The poly-
morphism enables the evaluator to manipulate an object knowing only its interface, not
its implementation.
One way of implementing the above is by using inheritance and abstract base classes
in C++ [ISO Working Group WG21, 1995]. We opt for C++, because of its wide avail-
ability and efficiency.
An abstract base class is a class that defines an interface (a set of operations) through
which objects of this class can be manipulated, without providinga complete implemen-
tation of the interface. Consequently, it is impossible to create objects in such a class.
However, the user can derive a new class from the abstract base class through inheri-
tance, and supply the missing implementation in the derived class. The derived class
inherits the interface from the base class, and may be given its own (partially new) im-
plementation of the operations. Since the interface is inherited, objects of the derived
class can be manipulated as if they were objects of the base class.
In our implementation of the generic branch and bound model, three classes are
used: PROBLEM, SOLUTION, and SOLVER.
Class PROBLEM is an abstract base class, objects of which represent nodes in the
search tree (corresponding to subsets of the feasible solution set of a problem to be
solved). The class has an interface related to the basic branch and bound rules. It con-
tains, for example, operations to compute its bound, to compute its priority, to generate
its children, and to compare itself with another node. The description of the class PROB-
LEM is independent of the actual problem to be solved. Some of the operations in the
interface can be given a default behavior (e.g., the priorities are computed in such a way
that the tree is searched in a depth first order), but others (e.g., the generation of the chil-
dren) cannot be implemented without knowing the actual problem to be solved. Hence
class PROBLEM is abstract. To keep the discussion simple, we assume in the following
that none of the operations has a default behavior.
Class SOLUTION is also an abstract base class, representing feasible solutions to the
problem to be solved. Its interface consists, amongst others, of operations to print itself,
and to compare itself with other solutions. Again, as the actual problem to be solved is
unknown, class SOLUTION is abstract.
Next, we will describe the class SOLVER. An object of the class SOLVER (also called
solver for short) produces the solution to a problem by manipulating objects of type
PROBLEM and SOLUTION. This is achieved by repeatedly activating operations of the
objects currently present. The classes PROBLEM, SOLUTION, and SOLVER constitute
an abstract branch and bound algorithm to solve arbitrary problems, i.e., they form a
branch and bound evaluator, where the holes are defined by the (unimplemented) inter-
face of PROBLEM and SOLUTION. Note that only the interfaces (and not the complete
definition) of the classes PROBLEM and SOLUTION have to be known for a complete
implementation of the class SOLVER. In other words, SOLVER is not abstract.
In the above description the classes PROBLEM and SOLUTION are abstract base
classes. To solve an actual problem, the user has to define classes MY PROBLEM and
MY SOLUTION, derived by inheritance from the corresponding base classes PROBLEM
and SOLUTION. The new classes redefine the original ones in the sense that they con-
tain data fields describing the nodes and an implementation of the interface (i.e., the
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class MY PROBLEM class MY SOLUTION
problem
USER
class PROBLEM class SOLUTION
class SOLVER
evaluator
Figure 3: Object oriented generic branch and bound.
holes in the evaluator are filled), all with respect to the actual problem to be solved.
Since MY PROBLEM and MY SOLUTION are special cases of PROBLEM and SOLU-
TION with the same interface, SOLVER can manipulate objects of the derived classes
MY PROBLEM and MY SOLUTION as if they were objects of the original base classes.
Having derived these two classes, the user solves an instance of the problem by instanti-
ating the root node of the search tree (an object of class MY PROBLEM) and by creating
an initial solution. Both objects must be fed into the solver (an object of class SOLVER,
which has to be created as well). The new situation is depicted in Figure 3.
Note that the inheritance mechanism, which is used for filling the holes, is also con-
venient if a user wants to experiment with different versions of the algorithm, in which
(some of) the basic rules are implemented in a different way. By inheritance from the
classes MY PROBLEM and MY SOLUTION, the user can redefine the behavior wherever
wanted, without changing the original implementation.
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4 The interface
In this section, we will present the abstract base classes PROBLEM and SOLUTION. We
will describe both the syntax and the semantics of their interfaces in detail. Then, we
will show the actions a user has to undertake to solve a real problem. For the understand-
ing of the class definitions, we only assume some intuitive knowledge of C++. Details
are of no importance here, and will not be dealt with.
Base class PROBLEM
As said before, class PROBLEM represents the nodes in the search tree. Its interface
mainly consists of the basic branch and bound rules. We start by giving the syntax, and




virtual void compute bound (const SOLUTION& current best solution) = 0;
virtual void compute priority (const SOLUTION& current best solution) = 0;
virtual PROBLEM next child (const SOLUTION& current best solution) = 0;
virtual int is leaf () = 0;
virtual SOLUTION give solution () = 0;
virtual int compare priority (const PROBLEM& problem) = 0;
virtual PROBLEM () = 0;
g;
The semantics of the operations is explained below.
compute bound. Operation compute bound is meant to compute a bound to the
solution the node is able to produce. For each node, it is activated only once by the
system.
compute priority. This operation is meant to compute a priority of the node, that
can be used in the selection process. For each node, it is activated only once by the
system.
next child. Each time next child is called, a newly created child of the node should
be returned, and zero if all children have been generated already.
is leaf. Function is leaf should return a nonzero value if the node does not have to be
branched from anymore (is a leaf in the search tree), and zero otherwise. The function
should be able to do so by inspecting the internal state of the node. For each node, it is
activated only once by the system.
give solution. During each of the above operations, a feasible solution to the origi-
nal problem may be found as a sort of byproduct. To assure that the new solution is not
getting lost, give solution is activated after each activation of the above operations. If
a solution has been detected, give solution should return this solution, and zero other-
wise.
compare priority. Function compare priority should compare the current node
with the one given as an argument. It should return a negative value if the current node
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is to be preferred over the other one, a positive value if it is the other way around, and
zero if there is no preference.
PROBLEM. The destructor of class PROBLEM. It removes objects of its class,
when they are no longer used.
In the first three operations of PROBLEM (compute bound, compute priority, and
next child), the current best solution is passed as an argument. In many situations, the
current best solutionwill not be used in these operations. However, Volgenant & Jonker
[1982] use the current best solution value in the bound computation, and Lageweg,
Lenstra & Rinnooy Kan [1977] use the solution itself in the selection process. Although
such branch and bound algorithms do not seem to occur very often, we still want to be
able to execute them using our branch and bound evaluator.
The choice of passing the current solution as an argument in some of the operations
is a rather ad hoc one. Perhaps a different mechanism to provide operations with ex-
ternal information may turn out to be more advantageous, and ill perhaps be adopted in
the future.
Base class SOLUTION
As in the previous subsection, we give the description of SOLUTION first, and explain




virtual void print () = 0;
virtual int compare solution (const SOLUTION& solution) = 0;
virtual int compare bound (const PROBLEM& problem) = 0;
virtual SOLUTION () = 0;
g;
The semantics of the operations are explained below.
print. Operation print is meant to show the solution.
compare solution. Function compare solutionshouldcompare the current solution
with the one given as an argument. It should return a negative value if the current solu-
tion is to be preferred over the other one, a positive value if it is the other way around,
and zero if there is no preference.
compare bound. This function should compare the current solution with the node
given as an argument. It should return a negative value if the current solution is better
than any solution possibly produced by the node (the bound of the node is worse than
the value of the current solution), a positive value if it is the other way around, and zero
if there is no decisive answer.
SOLUTION. The destructor of class SOLUTION.
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Solving a problem
If the user wants to solve an actual problem, new classes derived from the abstract
classes PROBLEM and SOLUTION have to be defined. In this way, we obtain the classes
MY PROBLEM and MY SOLUTION. The derived classes have to provide the data de-
scribing the nodes (MY PROBLEM) and solutions (MY SOLUTION), as well as a com-
plete implementation of the operations in the interface. Furthermore, constructors have
to be added to enable the initialization of the branch and bound process. We start with
the class MY PROBLEM.
class MY PROBLEM : public PROBLEM
f
public:
virtual void compute bound (const SOLUTION& current best solution);
virtual void compute priority (const SOLUTION& current best solution);
virtual PROBLEM next child (const SOLUTION& current best solution);
virtual int is leaf ();
virtual SOLUTION give solution ();
virtual int compare priority (const PROBLEM& problem);
virtual MY PROBLEM ();
MY PROBLEM (); == Default constructor.
protected:
== Data and operations with respect to the problem to be solved.
g;
In the same way, we obtain the class MY SOLUTION
class MY SOLUTION : public SOLUTION
f
public:
virtual void print ();
virtual int compare solution (const SOLUTION& solution);
virtual int compare bound (const PROBLEM& problem);
virtual MY SOLUTION ();
MY SOLUTION (); == Default constructor.
protected:
== Data and operations with respect to the problem to be solved.
g;
After the definition and implementation of the above classes, the user has to create the
root node containing the data of the instance to be solved, and an initial solution. These
are then given to a solver, which in turn produces the solution of the instance.
As a last remark in this section, we mention that the interfaces of the classes
MY PROBLEM and MY SOLUTION only deal with nodes and solutions as an atomic en-
tity. Their internal structure is irrelevant. As a consequence, the user is completely free
whether or not to store the bound and the priority of the node explicitly. The only thing
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to be guaranteed is that operations like compare priority never fail, and that next child,
for example, really delivers a not yet generated child. A disadvantage may be that some
bookkeeping is left to the user.
5 Towards flexibility
We now turn to the solver part of the evaluator. Unfortunately, the basic rules do not
imply a unique branch and bound algorithm. For instance, both sequential and parallel
branch and bound algorithms keep track of the set of nodes that still have to be con-
sidered for further examination (the active set). In most algorithms, the bound on the
optimal solution a node can produce, has been computed already for each of the nodes
in the active set. There exist branch and bound algorithms, however, in which the bound
of a nodes in the active set is the (sometimes slightly improved) bound of its direct an-
cestor, and the node’s own bound is computed just before it is branched. An example
hereof is Carlier’s algorithm for the single-machine scheduling problem [Carlier, 1982].
The above boils down to different orders in which the basic rules are applied. This phe-
nomenon can be observed even more in the parallel case, where a broad variety of dif-
ferent implementations exists (see, for instance, De Bruin, Kindervater & Trienekens
[1996]).
As each implementation is efficient in specific situations, a generic solver has to be
flexible to accommodate as many implementations as possible. One approach is to ex-
tend the solver with controls that may be applied by a user in order to realize the desired
behavior of the solver. Another option is to use inheritance by defining a default solver
and a series of derived actual solvers. The latter approach has been successfully un-
dertaken in a library for solving search problems [Bouthoorn, 1993]. As we feel that it
offers more opportunities, our system will be built along these lines.
The idea is to use the class SOLVER as a base class, and to derive a set of new classes
through inheritance (cf. Figure 4). In the derived classes, operations are redefined in or-
der to obtain a different branch and bound algorithm. Now, the user can make a choice
from different branch and bound solvers, each with their own specific behavior. In case
this is insufficient, the user can even define his own class MY SOLVER from any sup-
plied SOLVER-class using inheritance.
Presently, class SOLVER contains one function, that completely models a (sequen-
tial) branch and bound algorithm in which the active set contains nodes with both their
bound and priority computed. We intend to adopt a model from Miller & Pekny [1989],
which relates to the discussion above. Miller & Pekny maintain two sets of nodes. In
the first set, the nodes do not have their bound computed yet, in the other they do. Ex-
tending this idea, we obtain a model in which we have nodes with attributes (such as a
bound), where each basic rule determines one of the attributes. Our solver will consist
of a series of node sets, where the basic rules move nodes from one predetermined set
to another predetermined set, while computing the attribute in question.
For the implementation of the model, the first thing to do is to identify the basic
operations in the solver, such that they can be easily redefined in derived classes and at
the same time offer the right amount of flexibility.
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class MY PROBLEM class MY SOLUTION
problem
USER
class PROBLEM class SOLUTION
class SOLVER
class SOLVER 1 class SOLVER n
evaluator
Figure 4: A flexible SOLVER.
6 Summary and future work
In the previous sections, we have described the development of a flexible object ori-
ented branch and bound system. The object oriented approach has many advantages.
Especially, it effectuates a clear separation of the problem specific parts and the branch
and bound parts, where the linking between the actual problem and the abstract algo-
rithm is done automatically through inheritance. Hence, a user may focus his attention
completely on the problem itself.
We have limited experience with our system. Right now, it implements a single in-
stance of branch and bound, and is mainly used to test the interface. Whether the in-
terface is practical, can only be decided upon after the implementation of more branch
and bound algorithms.
11
Future expansions to the system will deal with the solver part. We are currently
working on the Miller & Pekny idea, described in the previous section. Our ultimate
goal is to build a (parallel) generic branch and bound machine, that is robust, easy to
use, and flexible enough to efficiently accommodate a broad range of different branch
and bound implementations on parallel architectures of different types.
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