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A bstract
Technological advancements in sensing, networking and computation opened up the 
possibilities to sense user-centric information to  solve many problems such as conser­
vation of energy in commercial buildings. Research on leveraging such capabilities to 
optimize the energy utilization in a facility or a building is relatively new. The current 
thesis presents a framework th a t capitalize on heterogeneous sensing infrastructure 
present in a sm art office space to track operational states of the appliances without 
the need to  deploy energy meter on every device of interest. This study extends tech­
niques from Non-intrusive Load Monitoring (NILM) domain th a t autom ates detection 
of operational appliance activities using aggregated load measurements, by employing 
sophisticated signal processing and machine learning algorithms. This study also ad­
dresses challenges such as the inability of existing methods to accurately localize and 
characterize state transition events of low-power appliances due to similarity of their 
power consumption profile. In addition, this study demonstrates how the effectiveness 
of traditional approaches has been compromised by their ability to recognizing m ulti­
state appliance operations due to lack of robust appliance signatures extracted from 
low-granularity power measurements.
As a result, this study explores event detection and characterization mechanisms th a t 
includes the application of singular spectrum transformation for improved event local­
ization, and extraction of new features to enhance class discrimination between target 
appliances. In addition, it proposes a multi-modal event characterization framework 
to deal w ith appliance classes th a t exhibit ambiguous overlap of power signatures in a 
feature space. The aim is to create a unified hybrid space by characterizing the power 
and acoustic profile of appliances and optimally combine them  using kernel-based fea­
ture fusion strategy. The study demonstrates how the proposed system can better 
distinguish between appliances of different categories in this new feature space and 
consequently achieves a higher appliance state estimation accuracy.
To evaluate the suitability of non event-based models for load disaggregation, a spe­
cialized variant of the hidden Markov model (HMM) known as factorial HMM is in­
vestigated for inferring appliance states based on aggregated load measurements. To 
dem onstrate this approach in the real world, a mobile phone application was developed 
and evaluated in actual practice. In addition to load disaggregation, an interrelated 
challenge is to identify abnormal or unusual consumption patterns within specific en­
ergy measurements. Due to the high volume and noise content of sensor readings, data  
compression and appropriate feature representations were essential for effective analysis 
of energy measurements. To address these challenges, this study proposes an anomalous 
load pattern  detection framework th a t performs wavelet approximation of electrical load 
curves, and further reduces their dimensionality using the classical multidimensional 
scaling method (CMDS). Results showed th a t the low-dimensional projection of fea­
tures prior to performing anomaly detection effectively isolate the anomalous patterns 
and as a result improves the performance of target anomaly detection models.
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Chapter 1
Introduction
Today, energy conservation is a challenging issue due to  exponentially increasing energy 
demands [1]. Our insatiable thirst for energy continues to increase as a result of a grow­
ing global population. This is an im portant concern because of the scarcity of energy 
resources and subsequent negative implications on the environment such as CO 2 emis­
sions. It is therefore of paramount importance to investigate and actualize solutions to 
improve efficient utilization of energy. One such approach is to perform detailed resource 
monitoring in a residential or commercial environment since they account for a signifi­
cant portion of overall electrical energy usage [2]. A detailed review [3] of more than  60 
feedback studies suggest th a t maximum reduction in the consumer energy wastage can 
by achieved by adopting direct feedback mechanisms such as providing users with real­
time appliance level consumption information instead of indirect feedback mechanisms 
such as monthly bills and weekly reports on electrical energy usage.
Motivated by this, we see initiatives of large scale deployment of smart meters per house­
hold led by the governments of UK and USA in an attem pt to improve the quality of 
electricity usage information th a t is being collected to provide a greater transparency 
about the consumption and its associated cost to the users. While it has been pre­
dicted th a t sm art meters could charge consumers based on peak- and off-peak times [4] 
to curtail unnecessary operation of electrical appliances, however traditional sm art me­
ters are only able to measure the consumption data  a t a house level granularity. An 
electrical energy breakdown is inevitable to identify inefficient usage of energy as well 
as to implement a precise demand/response functionality. As a result, research has 
led to the development of appliance load monitoring (ALM) methods to  obtain precise 
information of appliance level energy consumption.
1.1. Problem Statem ent
The main objective of ALM is to  track the operational state of appliances for energy 
sensing and a breakdown of energy spent. This information enables sm art energy man­
agement systems to profile appliances based on their usage patterns and accordingly 
allow them  to devise conservation policies. Moreover, in a residential setting, this infor­
mation can be relayed to real-time in-home displays to provide appliance level energy 
usage feedback to the consumers. The concept of ALM is decades old but lately we see 
a growing interest in this research area due to parallel advancements in sensing tech­
nology, data communication and networks, artificial intelligence and machine learning 
methods. ALM is not only a pre-requisite for providing direct energy feedback to the 
consumers but it is equally im portant to the industrial sector because of its applicability 
in fault detection and remote load monitoring services.
1.1 Problem Statement
An effective ALM solution relies on sense, analyze and response strategy to measure 
and optimize resource utilization. There are two approaches to sensing appliance spe­
cific measurements from a target environment. Plug-level load monitoring is one such 
method which requires instrumenting one meter per appliance for acquiring power mea­
surements from the device of interest. However, the cost of this solution is prohibitively 
high and it has serious scalability issues if appliances to be monitored are large in num­
ber. An alternative approach is to deploy a single meter per household or building th a t 
acquires aggregated load measurements. The load disaggregation is achieved by infer­
ring appliance specific operations within the composite load using sophisticated signal 
processing and learning methods. This is referred to as Non-intrusive Load Monitoring 
(NILM) mechanism due to its minimally intrusive approach.
To estimate appliance operations within aggregated energy data, NILM analyses power 
signals and extracts distinct features th a t encode the electrical behavior of the target 
appliances. Machine learning algorithms are then used in conjunction with these fea­
tures to autom ate the device recognition process. NILM offers a cost-effective solution; 
it has performed well in recognizing high-power appliances such as chillers, ventilation 
fans, and large banks of lights in commercial buildings [5 , 6] and worked equally well 
for residential loads such as refrigerators and air-conditioners [7]. However, the effec­
tiveness of this method is compromised in case of identifying low-power and m ulti-state 
appliance operations within the accumulated measurements.Traditionally, the focus of 
research in NILM was on recognizing large appliances only, since they were believed to
1.1. Problem Statem ent
Desk Level Aggregate Load Data
; ;
Disaggregation Monitoring
Figure 1.1: High Level categorization of research challenges
be the main energy offenders. Until recently, we see th a t several research studies [2 ,3] 
highlight the fact th a t these technologies can only be fully exploited if humans are 
taken into the loop who have traditionally held a passive role in the past. For example, 
appliances in close proximity to the consumers offers a clear optimization potential such 
as laptops or desktop computers left unattended overnight is an indication of inefficient 
energy usage. These appliances are often controlled by users and therefore, the abil­
ity to profile user-centric appliances provides a significant opportunity to understand 
energy use on a personalized level compared to  monitoring large appliances only. More­
over, precise and actionable feedback can be provided to the consumers for potential 
energy savings which also helps in promoting sustainable energy behavior. Conversely, 
monitoring facilities in the conventional buildings such as offices only provide aggre­
gate consumption statistics both spatially and temporally. In order to address this 
limitation, lately we see an emerging trend of combining the real world with the digital 
world by embedding sensors and processors into everyday objects of physical world 
to understand and analyze the environment on a much finer scale. Likewise, deployed 
in a real world office setting a user-centric experimental research facility has been de­
veloped at the University of Surrey. It represents a sm art office space equipped with 
multi-modal sensing units th a t offer real-time observation of desk level energy con­
sumption. It has been argued in the thesis th a t load disaggregation and monitoring 
solutions in a sm art office space can not only help identify opportunities for energy 
reduction in the buildings but can enable new and efficient ways to control and opti­
mize the resources in the target environment. The energy measurements obtained per 
desk is in aggregated form. Therefore the research questions addressed in this thesis 
are focused on disaggregation and monitoring of the desk level aggregated load data  as 
categorized in Figure 1.1. In case of load disaggregation th a t main challenge addressed 
by the proposed solutions is to improve the effectiveness of traditional NILM m ethods 
for tracking of load operations of multi-state appliances th a t are predominant in an
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office environment. This includes accurate profiling of low as well as high-power loads 
leveraging the data  sources present in a sm art office space.
In addition to disaggregating composite load data  it is equally im portant to ensure the 
reliability and normality of observed measurements. Therefore, the last research contri­
bution is focused on the monitoring of the aggregated desk level energy measurements. 
In particular, the proposed solution deals with the problem of autom atic identification 
of abnormal load patterns within energy data  collected from individual desks in a sm art 
office space. This is critical for data filtering operations, to identify inefficient energy 
usage behavior, to isolate measurements th a t are byproduct of hardware malfunction 
as well as to facilitate higher level user behavioral research.
1.2 Potential Challenges and Our Contributions
As previously mentioned, this thesis investigates a typical office scenario with a desk- 
level sensing system and the techniques to monitor th a t system. Desk-level sensing 
was conducted in an office space where multiple appliances were attached to a single 
plug load meter. This was different than using a single meter per appliance because 
the measurements obtained from the desk-level energy meter were in an aggregate form 
similar to  circuit-level and sm art meter measurements. To obtain individual appliance 
estimates, this thesis propose NILM-based methods to disaggregate the operation of 
multiple appliances. It addresses challenges th a t limit the applicability of existing so­
lutions for load disaggregation and monitoring in an office environment. First, most 
desk-level appliances were observed to be low power and the information obtained from 
plug-load meters was of low-granularity (i.e., measurements reported every 3 seconds). 
As reported in the literature [7—10], existing NILM techniques have had performance 
issues while identifying low-power appliances, and the problem has become increasingly 
challenging when available data is sampled a t low frequencies. Measurement granularity 
determines the type of information (i.e., appliance features) th a t can be extracted from 
the power signals in order to characterize the operational activity of target appliances. 
Low-power appliances exhibit ambiguous overlapping in the signature space due to the 
similarity of their consumption characteristics; as a result, conventional methods fail 
to achieve high appliance recognition accuracy. The changes in the power signal levels 
reflect the state transitions of an appliance. Many NILM studies [8,11] have focused on 
profiling the operational activity of high-power appliances and hence, they often relied 
on high threshold levels to keep track of state transitions in the power signal levels.
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This is to achieve robustness against noise in the measurements and consequently such 
solutions failed to recognize the low-power state transitions in the aggregated signal.
Researchers have tried to  address the aforementioned issues by developing customized 
hardware to characterize the noise and frequency content of the target signals instead of 
relying on time-domain power measurements alone. However, a  major drawback is that 
these methods are not only expensive but the proposed solutions are also sensitive to 
the wiring architecture of the target environment, and as a result lack scalability [10 ,12]. 
In addition, such techniques rely on high sampling of the power signals (i.e., lO K H z  
to I M H z ) ,  which makes them inapplicable to the data  obtained from sm art meters. 
Morevoer, a large body of experimental studies propose solutions for monitoring the 
simplistic On-OFF operational modes of the appliances. However, in a realistic en­
vironment the appliances have m ulti-state working model which significantly impacts 
the achievable accuracy of the NILM systems. As a result of target state growth, the 
signature space became crowded and consequently, the susceptibility to feature over­
lap also increases, making it a challenge for the learning algorithms to disambiguate 
between different appliance categories. To summarize, the current disaggregation tech­
niques strive to offer a satisfactory performance at a low data resolution(i.e. as offered 
by sm art meters), particularly for low-power and m ulti-state appliances. This study 
intends to explain how to improve the detection of state transitions of appliances such 
th a t operation of high as well as low-power appliances can be jointly tracked in the 
observed measurements of low granularity. Moreover, in order to achieve high load 
recognition performance in a realistic setting, the challenge of effectively characterizing 
the m ulti-state operational behavior of target appliances is addressed. For the purpose 
of clarity, the our contributions in context of load disaggregation has been summarized 
as follows:
• First, this study intends to evaluate an improved event detection mechanism that, 
compared to state of the art approaches, is well-suited for localizing both high- 
and low-power state transitions in power measurements. Thus, this approach 
does not only focus on desk-level appliances but can easily be integrated with 
current NILM solutions tailored for monitoring high-power residential loads.
• Secondly, an im portant aspect of this study is to identify effective feature sets 
from low-granularity power measurements, which can be further used with state 
of the art learning algorithms for corresponding modeling of power states of indi­
vidual appliances. The proposed power-based appliance fingerprinting mechanism
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characterizes the power profile of target appliances by considering their tempo­
ral behavior, which showed substantial gains in system performance compared to 
traditional features.
Thirdly, this study also shows th a t the auxiliary information generated as a by­
product of appliance operations can improve load disaggregation accuracy. It 
has been shown th a t certain appliances have distinct acoustic characteristics th a t 
could be used to minimize the ambiguous overlap of target appliances in the 
feature space. However, the target appliance acoustic cues requires appropriate 
audio representation before they can used for load recognition. Therefore, our pro­
posed audio based appliance fingerprinting mechanism evaluated non-speech and 
speech-based traditional feature extraction methods and compared them  for char­
acterizing acoustic behavior of the target appliances. To the best of the authors 
knowledge, this is the first study th a t evaluates the effectiveness of these feature 
sets for representing appliance acoustic profiles for tracking state transitions.
Finally, this study proposes a multi-modal information fusion framework th a t 
characterizes the acoustic and power profiles of appliances to create a unified hy­
brid feature space. To achieve this characterization, a kernel-based feature fusion 
strategy is proposed, which is then compared to decision-level fusion strategies 
and mono-modal appliance recognition approaches. It has been shown th a t this 
multi-modal framework has achieved a much greater appliance recognition per­
formance due to its ability to incorporate acoustic observations th a t enrich the 
feature space and help the system to better disambiguate.
• This study’s previous contributions relied on event detection to track appliance 
states; however, a non event-based method could directly learn from the d ata  the 
underlying appliance states w ithout the need for event detection. As a result, this 
study investigated a factorial hidden Markov model (FHMM) as a non event-based 
mechanism for performing load disaggregation and compared its performance 
against the proposed event-based method.
Finally, our last contribution addresses an interrelated research problem of monitor­
ing of the aggregated load data as discussed earlier in the previous section. Due to 
lack of user-centric energy measurements, most traditional approaches have detected 
abnormality in the power consumption using the aggregated building level data. How­
ever, those studies did not offer any insights into user-specific abnormalities in the 
consumption pattern. The current study, however developed user-centric models th a t
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characterizes the normal energy usage behavior of an office occupant th a t are further 
used to autom ate the detection of anomalous power consumption patterns within user- 
specific measurements. As opposed to building level measurements, the increase in the 
granularity of information has inherent challenges of large data  build up, dimensional­
ity, and noise content within the raw power measurements. To address these challenges, 
data  compression and appropriate feature representation is essential to develop detec­
tion models th a t can process the information efficiently and can achieve high accuracy 
in isolating the load patterns which do not conform to the normal energy usage.
To conclude, this study proposes an anomalous load pattern  detection framework 
for identifying abnormal patterns within desk level measurements obtained from 
a sm art office space. First, wavelet approximation of electrical load curves (ELC) 
We propose an anomalous load pattern  detection framework to identify abnormal 
patterns within desk level measurements obtained from a sm art office space. At 
first the wavelet approximation of the electrical load curves (ELC) was performed 
to achieve data  compression, followed by low-dimensional embedding of the com­
pressed dataset using the classical multidimensional scaling method (CMDS). 
The effectiveness of projecting wavelet representation of ELC’s to a lower dimen­
sional space was then shown by demonstrating the performance of compressed 
and embedded datasets with state of the art domain- and density-based anomaly 
detection algorithms.
1.3 Publications
The research work carried out during the course of this PhD has resulted in the following
publications:
Journals
J . l  Ahmed Zoha, Alexander Gluhak, M uhammad Ali Imran, and Sutharshan Ra­
jasegarar. “Non-intrusive load monitoring approaches for disaggregated energy 
sensing: A survey.” Sensors, 12, (2012): 16838-16866.
J .2  Ahmed Zoha,Michele Nati, Alexandar Gluhak, and Muhammad Ali Imran, “Multi- 
Modal Event Characterization for Load Disaggregation in a Smart Office Space” 
in AC M  Transactions on Intelligent Systems and Technology (ACM TIST) (Under 
Review)
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J .3  Ahmed Zoha, Michele Nati, Alexandar Gluhak and Muhammad Ali Imran, “Anoma­
lous Load Pattern  Detection in Smart Office Environment using Low-Dimensional 
Embedding ” to be subm itted in Energy and Buildings
B ook Chapter
B .l  Ahmed Zoha, Alexander Gluhak, Muhammad Ali Imran, Sutharshan Rajasegarar,
“Audio and Power Information Fusion for load recognition to appear in Soft 
Computing for Intelligent Systems, Springer Berlin Heidelberg
Conferences
C .l  Ahmed Zoha, Alexander Gluhak, Michele Nati, Muhammad Ali Imran, Suthar­
shan Rajasegarar, “Acoustic and device feature fusion for load recognition,” Pro­
ceedings o f 6th IEEE International Conference on Intelligent Systems (IS), 2012  
, vol. 1, pp.386-392, 6-8 Sept. 2012 , Sofia, Bulgaria.
C .2  Ahmed Zoha, Alexandar Gluhak, Michele Nati, Muhammad Ali Imran, “Low- 
Power Appliance Monitoring Using Factorial Hidden Markov Model” in Proceed­
ings of Eight IEEE International Conference on Intelligent Sensors, Sensor Net­
works and Information Processing (ISSNIP), Melbourne, Australia, 2013
C .3  Ahmed Zoha, Muhammad Ali Imran, Alexander Gluhak, and Michele Nati. “A 
Gomparison of Generative and Discriminative Appliance Recognition Models for 
Load Monitoring.” In lO P  Conference Series: Materials Science and Engineering, 
vol. 51, no. 1, p. 012002. lO P Publishing, 2013.
1.4 Organization of the thesis
The content of this thesis is structured as follows:
Chapter 2 provides an overview of NILM system and its associated methods and 
techniques used for disaggregated energy sensing. It reviews state-of-the art 
load signatures and disaggregation algorithms used for appliance recognition, and 
highlight limitations and shortcomings in existing solutions. Moreover, the chap­
ter reviews recent research th a t examines beyond traditional NILM approaches 
to address current challenges using multi-modal sensing mechanisms which has 
been published in J . l .
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Chapter 3 introduces a new methodology for characterizing appliance state transi­
tions in auditory and power streams. A framework for audio and power-based 
appliance fingerprinting is described th a t includes data  acquisition, event detec­
tion, characterization, and classification. The chapter also reviews a mono-modal 
analysis by evaluating the effectiveness of several acoustic and power features to 
independently model the behavior of appliances in auditory and power streams. 
These features are used with state of the art classification strategies to  discrimi­
nate between target appliance categories. The evaluation strategy and empirical 
investigation for each modality are reported.
Chapter 4 describes a proprietary multi-modal event characterization framework th a t 
enables improved load recognition performance by defining a unified hybrid fea­
ture space th a t is less susceptible to overlapping appliance categories. The goal 
was to leverage acoustic information to enrich appliance signature space to be 
able to detect the operational activity of desk level appliances in a sm art office 
space with high accuracy.
Chapter 5 proposes a non event-based approach for loading disaggregation and ex­
amines the use of probabilistic models for estimating appliance states based on 
aggregated power measurements. Results show th a t the appliance models can 
be learned from the data directly without the need to explicitly detect events 
in the data streams. Subsequently, these models are used to discern real-time 
appliance operations. The results of non-event based load disaggregation models 
as documented in this chapter have also been published in C .2  and C .3 .
Chapter 6 describes a framework for detecting anomalous or unusual energy con­
sumption patterns within desk-level power data collected over one year. It de­
scribes how high-dimensionality and volume incurred by periodically collecting 
information from user work desks can be mitigated using data  compression and 
low-dimensional embedding methods. It also demonstrates the effectiveness of 
projecting data  into lower dimensions for identifying anomalous load consump­
tion patterns using domain- and density-based anomaly detection algorithms. 
The results and framework presented in this chapter are currently under review 
for publication and is part of J .3 .
Chapter 7 concludes with key results and contributions, providing a holistic overview 
of the authors achievements while highlighting remaining challenges and short­
comings. It also discusses future research directions and highlights potential ap-
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plications th a t could benefit from this study..
Chapter 2
Background
This chapter provides a comprehensive overview of appliance monitoring systems and 
associated methods and techniques used for load modeling and disaggregation. Sec­
tion 2.1 introduces a Non-Intrusive Load Monitoring (NILM) framework. Section 2.2 
reviews in detail the state of the art appliance features used for characterizing load 
behaviour. Section 2.3 presents recent advances and the learning mechanisms used for 
autom atic appliance state recognition and the methods to evaluate their performance. 
Section 2.4 summarizes current challenges and highlights non-traditional NILM m eth­
ods for improving appliance recognition accuracy.
2.1 General Framework of Non-Intrusive Load M onitor­
ing
This section introduces the general framework of the NILM system as shown in Fig­
ure 2.1(a). The concept of NILM is not new, since almost twenty years ago. Hart pro­
posed a method for disaggregating electrical loads by examining the appliance-specific 
power consumption signatures in aggregated load data  obtained from the main elec­
trical panel outside a building [8]. The goal was to partition the d ata  into its m ajor 
constituents as follows: the power signals from the active appliances aggregate a t the 
entry point of the meter as P (t) as shown in Figure 2.1(b), where it is m athematically 
defined by Equation 2.1
P { t ) ^ p i { t ) + P 2 { t )  +  . . . +V n { t )  (2 .1)
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Figure 2 .1: (a) General framework of NILM approach (b) An aggregated load data  
obtained using single point of measurement; (c) Different load types based on their 
energy consumption pattern.
where n  is the total number of active appliances within the time period t and pi is the 
power consumption of individual appliances contributing to the aggregated measure­
ment and is determined as follows:
PowerÇWatts) = I{A m ps) x Voltage{Valts) (2.2)
The unit of power is W atts, however consumers are charged money based on how much 
electrical energy they have consumed which is defined as : power x tim e  and has a unit 
of kilowatt-hour. The objective of NILM is to achieve disaggregated energy sensing by 
tracking the operations of appliances within P{t)  in order to determine the individ­
ual energy consumption of target appliances. Electrical loads exhibits a unique energy 
consumption pattern  th a t can be characterized by extracting “load or appliance signa­
tures” . The ability of the system to discriminate between different appliance categories 
is highly dependent on the load signatures, since they are used in conjunction with 
learning algorithms to develop appliance specific load models. These models are later 
employed to autom ate the recognition of individual or composite appliance operations.
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Consumer appliances, based on their operational behavior, can be broadly categorized 
into different types [8] as given below:
(1) Type-I: These are the appliances with only binary states (ON /O FF). Examples of 
such devices includes table lamp, toaster, etc.
(2) Type-II: These are m ulti-state appliances with a finite number of operating states, 
also referred to as Finite State Machines (FSM). Consumer appliances belonging to 
this category includes washing machine, refrigerators etc. The switching pattern  of these 
appliances is repeatable since they mostly operate in cycles and also exhibit almost fixed 
power draw characteristics. This allows the learning algorithms to uniquely profile their 
temporal behavior and accordingly use it to identify their operations in aggregated load 
measurements.
(3) Type-III: The appliances belonging to Type-III category are also known as Contin­
uously Variable Devices (CVD) because of their variable power draw characteristics. 
The variability and non-linearity in the power consumption as indicated in Figure 2.1(c) 
differentiate Type-III loads from Type-II loads. For example, switch mode power sup­
plies (SMPS) are known to cause high power variations in low-power appliances such as 
laptops and LCD screens. In some cases, these variations are frequent and symmetric; 
however, this is not the case for appliances such as power drills and dimmer lights. 
Most of the appliances belonging to this category do not follow any fix operational 
cycle. Since, existing NILM solutions often rely on simplistic On-OFF models, they 
strive to achieve reasonable disaggregation accuracy for the Type-III appliances due to 
their complex load behavior.
(4) Type-IV: In [10,13] authors have suggested another category of appliances referred 
to as Type-IV, which remain active for days and weeks, consuming energy at a constant 
rate and therefore referred to as “permanent consumer devices”. Examples of such 
appliances include hardwired smoke detector, telephone sets and cable TV receivers.
A prerequisite of an effective appliance load recognition system is its ability to charac­
terize, analyze, and differentiate between various consumption load patterns as shown in 
Figure 2.1(c). For residential load monitoring, research to date has focused on defining 
load signatures tailored for Types I, II, and III appliance categories since they represent 
most common appliances; as a result, they are the focus of this current research. A 
general NILM framework has been shown in Figure 2.1(a) whereas a brief discussion 
of its constituent modules starting from data acquisition to appliance recognition is 
provided in the subsequent subsections.
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2.1.1 D ata  A cquisition M odule
The role of the data acquisition module is to  acquire load measurement a t an adequate 
ra te so th a t distinctive load patterns can be identified to help profile the behaviour 
of each individual load. As per [14], there are several low-cost commercial products 
available th a t allow metering of individual electrical outlet [14] also known as plug load 
meters. However, to minimize cost, they offer low sampling rate and are equipped with 
low resolution Analog to Digital (A/D) converters. In addition, the units uses a small 
size on-chip Flash memory for storing results after various operations [15]. The type of 
information th a t can be extracted from the electrical signals in order to achieve load 
characterization is limited by the hardware capabilities, as discussed in the next section. 
Plug load meters offers a sampling resolution at a time granularity of per second or 
greater; however the quality of information th a t can be extracted at this resolution 
makes it challenging to effectively characterize load behavior, especially the operation 
of low-power devices. A detailed information and comparison of commercially available 
plug load meters for energy use monitoring, is provided in [16]. To achieve medium- 
or high-rate sampling of the electrical signals, researchers [10,12,14] have developed 
their own customized hardware for data acquisition. However, the draw back of such 
approaches are th a t they are meter dependent and are not integrable with the existing 
metering infrastructure, as already discussed in Section 1 .2 .
The acquisition of voltage and current measurements can be obtained at different ag­
gregation levels. Traditionally, NILM systems largely focuses on the use of whole-house 
d ata  acquired from a single meter. However, several studies [12,14,17-19] have pro­
posed the use of circuit-level power measurements in homes, since high-power appli­
ances often receive a dedicated circuit. Hence, the circuit-level power measurements 
are a more feasible choice to track the operation of low-power appliances. The choice 
of aggregation level mainly depends on the type of target appliances and the scenario 
under consideration for the analysis. For example, the focus of the presented study is 
to achieve desk-level load disaggregation and monitoring in an office environment and 
therefore the obvious choice is to measure voltage and current signals feeding a single 
power strip attached to an individual work desk. Keeping into account the scalability 
of the solution, the data  acquisition module employed is a low-cost plug load meter 
which reports back energy measurements at a frequency of IHz or greater. The details 
of the metering hardware can be found in Appendix B. The reported measurements 
are further used to fingerprint the operation of target appliances as explained in the 
next subsections.
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Following data  acquisition, the subsequent steps involves power metrics computation, 
localization of appliance specific events within the observations, and finally character­
izing them to recognize individual and composite load operations.
2.1.2 Feature E xtraction
Before examining load behaviour, raw data such as voltage and current waveforms 
needs to be processed to compute active and reactive power metrics. The next step is 
to localize changes in the power measurements induced by appliance state transition 
(e.g.. On to OFF), referred to as appliance power events in the text to follow. An 
event detection module detects the state transitions of appliances by analyzing the 
changes in active power levels. As evident from number of reported studies [8,11,20] 
th a t researchers have often relied on static threshold-based event detection mechanism. 
However, according to Marceau and Zmeureanu [20], a major drawback of this approach 
is th a t the value of static threshold needs to be set large enough (> 200 W) to  minimize 
the impact of noise in the power signal to achieve a low false alarm rate. Consequently, 
low-power appliance events are ignored and as a result, the system capability is limited 
to recognizing only high-power load state transitions; the primary appliances of interest 
in those studies. Conversely, office appliances th a t are in close proximity to the user are 
typically low-powered. To detect appliance power events at a much lower thresholds, 
this thesis proposes an event localization framework th a t will dynamically suppresses 
the noise in power measurements while performing the change point estimation as 
discussed in Chapter 3.
Event characterization follows event localization, which involves extraction of relevant 
features from the vicinity of the localized change points. Hence, steady-state and tran ­
sient event-based feature extraction methods were developed to characterize the de­
tected events as described in Section 2 .2 . In addition to event-based approaches, re­
search efforts have been made to completely avoid the event detection step either by 
making use of raw current and voltage readings [12 , 21 , 22] or by analyzing the infor­
mation in the frequency spectrum to profile unique combination of appliance harmon­
ics [23]. The research presented in Chapter 3 and 4 uses an event-based framework 
for load disaggregation. In addition, a non-event based technique to discern appliances 
from aggregated load measurements is explored in Chapter 5.
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2.1.3 Inference and Learning
Once the appliance behavior is characterized, load identification algorithms are em­
ployed together with extracted load signatures to autom ate the recognition of appliance- 
specific state transitions in the power measurements. A large and growing body of liter­
ature in NILM make use of supervised machine learning algorithms in conjunction with 
different feature extraction techniques to model and classify operations of appliances 
belonging to different categories. To date, most load disaggregation learning m eth­
ods are either optimization or pattern  recognition based approaches. The optimization 
based solutions disambiguate the appliance operations by reducing the matching er­
ror between the observed power measurements to a possible combination of appliance 
power signals (present already in the database) as reported in [10,11,24]. A minimum 
error criterion is used to select the appliance set th a t can best generate the observation. 
There are several drawbacks to this method, including high computational cost, the in­
ability of system to cope with power variations, and the presence of unknown loads in 
the test observation affecting the optimization solution, since the optimal solution is 
always based on a combination of known appliances [8,11]. Current NILM research fa­
vors pattern  recognition approaches th a t characterize appliance behavior by extracting 
distinct features which are then used to develop models th a t requires system training 
(i.e. pre-learning). System training is pre-requisite for supervised NILM systems and 
is discussed as follows:
S y s te m  C o n fig u ra tio n : Supervised learning algorithms need labeled data during their 
system configuration/ training phase to learn the decision functions as well as to tune 
the model parameters by evaluating their load recognition performance. The train­
ing methods can further be classified as on-line or off-line. As to on-line training, 
researchers [14, 25] have used time slice or window based methods for real-time de­
tection and learning of appliance features. However, upon detection of load events, 
manual labeling of the appliances becomes challenging and complex, since in addition 
to segregated load measurements, aggregated load values are also observed. To facili­
ta te  the on-line training process, several sensor assisted training mechanisms have been 
proposed in [26-28]. Conversely, off-line training acquires and stores the aggregated 
load measurements, and appliances state transition events are labeled based on a pre­
existing appliance signature library [29]. Alternatively, a sequential training method is 
also adopted in which the user manually changes the appliance states one by one to 
complete the appliance feature database and time stamps are marked accordingly [8,19]. 
To autom ate the marking of change points, different event detection mechanisms has
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been employed as discussed in Chapter 3.
To facilitate data  annotation process, researchers have used a sub-metering approach 
th a t requires installation of one energy meter per appliance to record appliance-specific 
consumption patterns [5,30,31]. However, it not only incurs extra cost bu t also re­
quires a complex installation of sensors on every device of interest, which is not feasible 
for large scale deployment of NILM systems. A possible solution to this problem was 
addressed by Park et al. [32], th a t proposed a simulation platform for an energy-aware 
sm art metering system to expedite the design process for complex sm art metering so­
lutions. Although the core focus of the simulator is to  enable the designers to optimize 
the architecture and communication aspects of the system, it also provides an oppor­
tunity  to  simulate the behavior of a set of appliances. NILM researchers can greatly 
benefit from this extra functionality as it could be used to analyze power dissipation 
patterns of various appliances and their interactions beforehand without the need for 
a real-world setup. The process of building an appliance signature database and data  
annotation is a tedious process and requires human intervention and supervision; how­
ever, there are currently no standard autom ated solutions to  facilitate the training 
process. This has been a limiting factor and has hindered the widespread success of 
NILM solutions. The work presented in the current thesis employ supervised learn­
ing techniques and a sequential training approach was adopted during the learning 
phase. However, the authors believe th a t the proposed multi-modal event characteriza­
tion framework could facilitate the ongoing research [33] in devising autom ated NILM 
training solutions. The following section reviews and compare the state of the art m eth­
ods for extracting relevant features from voltage and current measurements to be used 
for system configuration in order to discern loads within aggregated measurements.
2.2 Load Characterization
As previously mentioned, the load behavior can be characterized by extracting appli­
ance features from current and voltage waveforms. Most common and traditional ap­
pliance signatures for load modeling and disaggregation can be categorized into steady- 
and transient-state features. Steady-state methods identify devices based on variations 
in their steady state signatures. For example, a change of steady-state active power 
measurement from a high to low value can identify whether the appliance is being 
turned on or off. However, transient methods use signatures th a t uniquely define appli­
ance state transitions by extracting features like shape, size, duration and harmonics
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Figure 2.2: Taxonomy of appliance features for Load disaggregation.
of the transient waveforms. However, recent studies have also attem pted to extract 
non-traditional signatures and used them in combination with traditional appliance 
features to improve the performance of load disaggregation algorithms. These methods 
can further be sub-categorized as shown in Figure 2.2 and are subsequently discussed 
in detail.
2.2.1 Steady-State M ethods
Steady-state approaches analyze the steady operating states of the appliances to char­
acterize their electrical behavior. Real or active power (P ) and Reactive power {Q) 
are two of the most commonly used steady-state signatures for modeling the simplistic 
on-off behavior of the target appliances, and are defined as a product of current and 
voltage. If the load is purely resistive such as desk lamp or irons, then the current and 
voltage waveforms will always be in phase and there will be no reactive energy. For a 
purely reactive load the phase shift would be 90°, and there will be no transfer of real 
power. Conversely, most appliance are made up of resistive, inductive and capacitive el­
ements, hence there is always a phase shift between current and voltage waveforms th a t 
generates or consumes a reactive power respectively as demonstrated in Figure 2.3(a). 
Active (P), reactive (Q) and apparent power (AP) can mathematically be expressed 
as follows:
P  =  yRMslRMSC0s{4>) (2.3)
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Q =  VRMslRMSsin{(f)) (2.4)
A P  - V r m s I r m s  (2.5)
where Vr m s  and I r m s  are equal to and respectively. The units for P , Q 
and A P  are W, VAR and VA, respectively. Another term  power factor (P P ) is simply 
a ratio of P  to A P, and it can be used to  determine whether the load is predominantly 
inductive or capacitive. For a purely reactive load, P F  value is 0 and oppositely for 
a purely resistive load it 1 ; but due to mixture of capacitive and inductive elements 
it often varies between 0 and 1 for most of the appliances. Researchers have explored 
ways to  exploit the relationship between these power metrics to uniquely characterize 
the states of individual appliances.
Several studies [5,20, 31] th a t attem pted to disaggregate load using real power as a 
single feature alone realized th a t high-power appliances with distinctive power draw 
characteristics such as electrical heaters and water pumps could be uniquely profiled 
for recognition. Similarly, it has been shown th a t high power type-I and some of 
the type-II appliances can be differentiated by analyzing the step changes in real and 
reactive power features within the aggregated load measurements [8,29]. However, such 
a system shows high precision for a limited set of devices only and fails to capture the 
complex load behavior of appliances th a t are low-powered and show non-linearity in 
their power consumption behavior. As of these appliances, exhibit overlapping in the 
P-Q  feature space and are harder to discern using power metrics alone.
To overcome the limitations of power based methods, researchers [18,34,35] have tried
to exploit the time domain characteristics of I  and V  waveforms including peak, root 
mean square current and voltage values as well as the phase difference p  and the 
Power Factor {PF) information. Time-domain V-I features have shown good per­
formance when employed within Real Time Recognition and Profiling of Appliances 
(RECAP) system for identification of binary state operation of kitchen appliances [35]. 
The RECAP system was the first systematic effort to integrate appliance profiling and 
recognition under a single framework; however performance degradation was observed 
when appliances are operated in multi-state mode. Similarly, the effectiveness of time 
domain features in recognizing various loads has been empirically evaluated by Kato et 
al. [36]. The study found th a t the current based features were more discriminative com­
pared to root mean square voltage values for recognizing appliance state transitions. 
However, there was no discussion on the detecting appliance in a combined load oper­
ation scenario. In [9,11,37—39] authors have reported the use of Fourier series analysis 
to determine input current harmonics. Li et al. [39] showed th a t most resistive loads
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Figure 2.3: (a) Illustration of Phase difference of Current and Voltage Waveforms; 
(b) Current draw of linear vs non-linear loads
have constant power (CP) whereas the switching loads have constant impedance (Cl). 
It has been estimated th a t both types of loads can be characterized by their distinctive 
steady-state current harmonics by estimating the proportion of CP to Cl using the 
frequency representation of current signals.
Current harmonics, however, have shown to uniquely characterize non-linear loads th a t 
draw non-sinusoidal current during their operation as shown in Figure 2.3(b). Ap­
pliances th a t draw non-linear current exhibit high-order harmonics in the frequency 
domain. Several studies [23,34] have shown the effectiveness of combining current har­
monics with real and reactive power features to improve the load recognition perfor­
mance. Srinivasan et al. [23]showed that appliances operating in parallel have unique 
steady-state harmonic signature combination th a t can be used for composite load mod­
eling. However, the authors suggested th a t those findings are preliminary due to limited 
set of appliances used during the experiment, and therefore the evidence could not be 
considered conclusive. Moreover, the scalability of a solution is also an issue because 
it requires unique sets of harmonic signatures with respect to all possible device com­
binations. Lee and Lam et al. [40,41]proposed a novel method of using V-I trajectory 
to categorize group of electrical appliances. For each appliance, the V-I trajectory was 
plotted using the normalized current and voltage values. It has been shown th a t V-I 
based approach was more effective in building taxonomy of large electrical appliances 
since they have distinct V-I curves. It has been demonstrated th a t a set of appliances
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could be accurately categorized into eight different groups. However, within a group of 
low-power appliances, the trajectory patterns were found to be less distinct and hence 
could not be uniquely associated to their operational behavior.
G upta et al. [22] proposed an interesting approach th a t suggests th a t appliances equipped 
with Switch Mode Power Supply (SMPS) generates repeatable steady-state voltage 
noise which could be uniquely profiled to perform load disaggregation. However, the 
method was only limited to SMPS devices, whereas the signatures were found to be 
sensitive to the wiring architecture of the monitored environment. Moreover, it re­
quired customized hardware for measuring voltage noise, which makes the solution 
meter dependent.
The summary of our discussion on steady-state methods along with their advantages 
and shortcomings has been tabulated in Table 2.1.
2.2.2 Transient-State M ethods
The transient behavior of major appliances is found to be distinct and as a result the 
transient features show less overlap in the feature space. As reported by Figueiredo 
et al., this can only be achieved by high-rate sampling of incoming waveforms th a t 
capture the transients distinctly enough to uniquely represent appliance state transition 
events [18]. Norford and Leeb [5] showed th a t the shapes of transient events could 
be used as an appliance signature to help minimize the ambiguity within appliance 
features belonging to different device categories. Chang et al. [6] dem onstrated th a t 
the energy calculated during a “turn  on” transient event could act as discriminative 
feature for appliances with similar load behavior. Similarly, a recent study [43] suggest 
th a t the transient response time and the transient energy features are better descriptors 
of appliance events than steady-state features. However, this has only been shown for 
selective appliances with distinct turn-on characteristics. Likewise, Cole and Albicki [44] 
showed th a t power spikes or overshoots could be characterized to detect changes in the 
appliance states. Since most of the current literature has focused on Type I and Type 
II appliances, a preliminary investigation of Leeb et al. [45] reports the effectiveness 
of using Short-Time Fourier Transform (STFT) based spectral envelope for detecting 
Type-III appliances.
Recently, Patel et al. [7,12] showed promising results using high-frequency sampling of 
voltage noise th a t occurs during the transient events {i.e., switching from on to off). 
The main concept is th a t each appliance emits voltage noise back to the main line. This
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S tead y-S ta te
M eth od s
Features A dvantages Shortcom ings
Power Change 
[5,8,17,20,31]
Steady State 
Variation of Real and 
Reactive 
Power, AP, A Q
High-Power 
Residential Loads can 
easily be identified. 
Low-sampling rate 
requirement.
Low power appliances 
overlap in P-Q plane. 
Poor performance in 
recognizing Type-II, 
III and Type-IV loads.
Time and Frequency Higher order Device classes can Low accuracy for
Domain Steady-State easily be categorized Type-III loads.
Characteristics Harmonics, into resistive. overlapping features
of V-I Waveforms I  RM Si lavgi I  peak i Vr m S i inductive and for consumer
[9,11,19,34-39,42] Power factor electronic loads electronics of Type-I 
and II category, 
unable to distinguish 
between overlapping 
activation events
V-I Trajectory [40,41] Shape features of V-I Detail taxonomy of High sampling rate
trajectory : electrical appliances requirement. Sensitive
asymmetry, looping can be formed due to to multi-load
direction, area. distinctive V-I curves operation scenario.
curvature of mean computationally
line, self-intersection. intensive, smaller
slope of middle. loads have no distinct
segment, area of trajectory patterns
segments and peak of
middle segment
Steady-State Voltage Electromagnetic Motor-based Sensitive to wiring
Noise [12,22] Interference appliances are easily architecture, EMI
(EMI) signatures distinguishable as 
they generate 
synchronous voltage 
noise. Detection of 
simultaneous 
activation events. 
Consumer appliances 
equipped with SMPS 
can be recognized 
with high accuracy
signatures overlap. 
Not all appliances are 
equipped with SMPS
Table 2 .1: Summary of Steady-State methods.
is mainly true for appliances equipped with SMPS th a t create electro-magnetic inter­
ference. The noises are further categorized into three types: on-off transient noise,
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T ransient M eth od s Features A dvantages Shortcom ings
Transient 
Power [6,9,10,43,46]
Repeatable transient 
power profile, spectral 
envelopes
Appliances with same 
power draw 
characteristics can be 
easily differentiated. 
Recognition of Type 
I,II,HI loads
Continuous 
monitoring, high 
sampling rate 
requirement, not 
suitable for Type IV 
loads
Start-Up Current 
Transients [5,43,44]
Current spikes, size, 
duration, shape of 
switching transients, 
transient response 
time
Works well for Type I 
and II loads, distinct 
transient behavior in 
multiple load 
operation scenario
Poor detection of 
simultaneous 
activation 
deactivation of 
sequences, unable to 
characterize Type III 
and IV loads, sensitive 
to wiring architecture, 
appliance specific
High Frequency 
Sampling of Voltage 
Noise [7,12]
Noise FFT Multi-state devices, 
consumer Electronics 
with Switch Mode 
Power Supplies
Appliance specific, 
computationally 
expensive. Data 
annotation is very 
hard
Table 2 .2 : Summary of Transient-state methods.
steady-state line voltage noise, and steady-state continuous noise. These signatures can 
be measured from any electrical outlet in the home. It has been demonstrated th a t on- 
off transient noise signatures remain stable over time and can be used to identify unique 
sources of energy consumption {i.e., light bulb in room 1 versus light bulb in room 2 ). 
Although, the findings are encouraging, there are several limitations to the proposed 
method as mentioned earlier. Firstly, not all appliances are equipped with SMPS and 
second, noise signatures are sensitive to wiring architecture, which question the general­
ity of the method. Furthermore, the study ignored the EMI sources in the surrounding 
environment th a t could have affect the performance of the system. Although transient 
methods have proven to be effective for load disaggregation, repeatability of transient 
events, high sampling rate requirement, sensitivity to the target environment, meter 
dependency are major drawbacks, as summarized in Table 2.2.
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2.2.3 Non-Traditional Appliance Features
Besides traditional steady-state and transient analysis, recently we have seen an in­
creased interest in feature extraction methods to acquire non-traditional appliance fea­
tures in an effort to minimize the ambiguous overlapping of appliance signatures. Wang 
and Zheng [47] proposed th a t the power consumption of residential appliances can be 
described by the combination of two basic units, rectangles and triangles,therby neglect­
ing the smaller fluctuations and errors. The triangle unit can be expressed by starttime, 
peaktime, peakvalue and endtime whereas the rectangle can be described by starttime, 
peaktime, peakvalue, steadytime, steadypower. It has been suggested th a t this new ap­
proach can reduce the problem of appliance feature overlap. Suzuki et al. [38] examined 
the use of raw waveforms for appliance identification compared to processed features, 
however they found th a t it offered no advantages. Other non-traditional features such 
as time of the day, on and off duration distribution, frequency of appliance usage, and 
correlation between use of different appliances have also been examined to character­
ize appliance behavior [48,49]. The main weakness of these approaches has been their 
dependency on user-specific life style and appliance usage behavior.
The next step after load characterization is to make use of appliance features with state 
of the art learning methods, to be able to perform autom atic load identification and 
disaggregation as discussed in the following section.
2.3 Load Classification
Much of the literature has focused on supervised methods for developing load classifi­
cation models. Supervised learning algorithms are a popular choice for solving classi­
fication problems since they rely on labeled examples to evaluate a potential solution. 
During the system configuration stage as discussed in Section 2.1.3, the labeled exam­
ples/ training data is acquired and subsequently used to train  the load classification 
models. Oppositely, unsupervised learning methods attem pts to find hidden structure 
in the unlabeled data without requiring the expensive data  labeling procedure. Until 
recently, the application of unsupervised methods have been studied to reduce the ef­
fort of acquiring training data for load classification. However, preliminary studies by 
Kim et al. [48] showed th a t results from unsupervised load disaggregation algorithms 
were still far from being acceptable for a real-world system, since they achieve subopti­
mal solution due to lack of labeled information. Moreover, such attem pts only focused
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on disaggregating high-power residential appliances from the aggregated load measure­
ments. The work presented in this thesis rely on a-priori information for appliance 
modeling, and as a result only focuses on the literature th a t adopts state of the art 
supervised learning techniques for automating appliance recognition.
2.3.1 Supervised Learning Approaches
O p tim iz a tio n  M e th o d s : Load disaggregation can be treated as an optimization prob­
lem. To recognize single load operations, optimization methods compare the extracted 
feature vector of an unknown load to th a t of known loads present in the appliance 
database and try  to minimize the error between them to determine the closest possible 
match. However, the optimization problem becomes more complex in case of composite 
load disaggregation because the algorithm must account for all possible combination of 
appliances present in the appliance database th a t could have generated the observed 
signal. Researchers [11,13,25,38] have investigated the use of different optimization 
techniques, including integer programming and genetic algorithms. However it becomes 
a challenge to reduce the complexity of these methods especially if any unknown loads 
{i.e., which are not included in the database) are present in the aggregated load data. 
In addition to computational cost, the accuracy of such solutions is also effected by the 
dimensionality of load signatures.
P a t t e r n  R eco g n itio n  M e th o d s : Pattern  matching approaches are the ones most 
frequently used by the researchers for developing autom ated load recognition solutions. 
As discussed earlier, an appliance signature database is created during the pre-learning 
phase th a t defines and fine tune appliance models. A simple clustering based approach 
has been proposed by Hart [8] in which steady-state changes of the real and reactive 
power within the aggregated signal are mapped to a P-Q  feature space. It is followed by 
clustering analysis to determine unique appliance clusters. In order to identify the class 
membership of unknown feature vector to one of the known clusters corresponding to a 
unique appliance, a distance based evaluation criteria is used. Due to simplicity of the 
method, it has been widely used in NILM research. However, major limitation of this 
approach is th a t it is unable to recognize appliances with overlapping P-Q  features; 
moreover, it is sensitive to power drifts. Follow-up studies by Norford and Leeb [5] 
further developed the method by introducing filtering and smoothing mechanisms in 
the pre-processing stage to minimize the impact of power variations. Sophisticated 
event detection mechanisms have also been proposed to accurately localize changes in 
the power stream [50,51]. Farinaccio and Zmeureanu [31] proposed a rule based system
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to disaggregate the operation of refrigerator and heat pump from the aggregated power 
measurements.
Marchior et al. [17] used a Bayesian approach to detect the most likely states of the 
appliances using P  and state-change information. For each individual device, a naïve 
Bayes classifier was trained and classification was performed based on a maximum like­
lihood principle. This approach was then compared against a heuristic method using 
histogram thinning technique to cluster P  and Q events from the measurements. It was 
then shown th a t the Bayesian approach performed better than the heuristic method 
only when the appliances exhibited stable power behavior. However, only a few appli­
ances were used during the experiment.
Several other studies have suggested th a t combining temporal information with power 
metrics could improve the performance of algorithms [10,52]. Hence, the use of Artificial 
Neural Networks (ANN) [35] and Hidden Markov Models (HMM) [53], have performed 
well for the task of load disaggregation due to their ability to incorporate temporal and 
appliance state transition information into their learning. The complexity of the HMM 
models, however, significantly increases as the number of target appliances increases, 
thereby limiting the effectiveness of this method. Alternatively, ANN [35] offers better 
extensibility, and the model performance can further be improved using a feedback 
input. However, the application of ANN technique to solve the problem of load classi­
fication has its several limitations. First, the complexity of the ANN solutions depends 
on the dimensionality of the input and therefore it is not favored when the target ap­
pliance features have high dimensionality. Moreover, ANN models requires exhaustive 
training for each appliance and the training time during the system configuration stage 
proportionally increases with the number of target appliances. Besides, any time a 
new appliance class is added, the entire model needs to be retrained. In addition to 
computational burden, ANN solutions are also prone to overfitting and slight change 
in the data can lead to wrong predictions [54]. Conversely, discriminative models such 
as Support Vector Machines (SVM) are less prone to overfitting and have shown high 
accuracy for classifying appliances, especially when trained using harmonic and low 
frequency signatures as reported in [19,23,36,52]. A hybrid SVM /CM M  model has 
recently been proposed by Lai et al. [42] in which Caussian Mixture Model (CMM) 
was used to describe the distribution of current waveforms, so as to find power similar­
ity while an SVM performed classification on the power features in order to recognize 
operations of target loads .
It can be inferred from the aforementioned studies th a t algorithms such as A:-nearest
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neighbors and Bayes classifier are sensitive to the variability of appliance signatures 
whereas approaches like SVM and HMM are comparatively more robust. Recently, 
Liang et al. [11,55] proposed to combine different algorithms and appliance features 
using committee decision mechanisms (CDM) to improve overall disaggregation accu­
racy. The current study summarizes the average accuracy reported by most commonly 
used load classification techniques in Table 2.3. However, it is necessary to mention 
th a t the listed accuracies can not be directly used as benchmarks, since classification 
performance is highly dependent on the feature sets, the type and number of target 
appliances being used in the evaluation. Therefore, a direct and fair performance com­
parison of different classifiers cannot be made unless a reference dataset is used in the 
evaluation, as highlighted in subsequent section.
Learning A lgorithm Features 
St 7 T r  b
Range Avg. 
Accuracy %
Load C harac­
terization  
A ppraoch
A ppliance
Types
SVM [12,19,36,52] B = 75-98 Event-based I, II, III
Bayes [17,49,52] St 80-99 Event-based I & II
HMM [48,56] St 75-95 Non
Event-based
I & I I
Neural 
Networks [23,35,57]
B 80-94 Non
Event-based
I & II & III
KNN [8,14,58] B 70-85 Event-based I & I I
Optimization
[13,25,38]
St 60-97 B I & I I
Note:  ^Steady-State  ^Transient ® Both.
Table 2.3: Performance summary of most commonly used learning techniques for load 
disaggregation
2.3.2 Perform ance Evaluation o f Load D isaggregation A lgorithm s
Recognition accuracy is the most widely reported evaluation metric for accessing the 
performance of the load classification algorithms. However, due to inconsistencies in 
the definition of accuracy, it is not possible to draw meaningful comparisons between 
reported studies [10]. The overall accuracy measure is not a suitable metric particularly 
for the multi-class classification problem because it is affected by data unbalance is­
sue. Researchers working in the field of pattern  recognition often use Receiver operating 
Curves (ROC) to compare the performance of different models. Zeifman and Roth [10]
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have suggested th a t ROC curves could also be used as a reference evaluation method to 
benchmark NILM algorithms. Moreover, several studies agreed th a t the performance 
reported in terms of Confusion M atrix (CM), precision and recall measures provide a 
much detailed insight into model performance, and hence should be used for reporting 
classification results [10,19,23,36],.
Apart from a common evaluation metric, there has been a lack of reference datasets 
to benchmark the performance of the load recognition algorithms. It is quite obvious 
th a t the output of the load disaggregation algorithm is dependent on the source data, 
which often varies due to differences in number and types of appliances used or due 
to differences in the hardware used to extract the load signatures. To draw meaningful 
performance comparisons of NILM techniques, the availability of common datasets is 
critical. Until recently, some datasets [59, 60] were made publicly available th a t re­
ports the whole house power measurements. However, the circuits monitored mainly 
contained a limited number of high-power household appliances whereas as highlighted 
by [49], there exists missing circuits in the annotated data which leads to inaccurate 
estimation of load contributions. Since NILM technology is mainly envisioned for resi­
dential environments, there has been less attention given to develop a reference dataset 
for low-power appliances typically found in other target environment such as offices. 
At the time of this study, we are not aware of any multi-context dataset th a t provides 
detail measurements of high- and low-power appliances along with the complimentary 
information associated with appliance operations such as sound, motion or light in­
tensity etc. Therefore, a multi-modal database has been developed and subsequently 
annotated in our experimental research facility, as further discussed in Chapter 3 .
2.4 Beyond State-of-the-art
The previous discussion examined the state-of-the-art load characterization and classi­
fication techniques to solve the problem of load modeling and disaggregation. However, 
even after years of research, the technology is far from wide commercialization due to 
the limitations of current approaches and existing gaps as highlighted. We will sum­
marize those challenges in the discussion below while pointing out several preliminary 
studies th a t exploit multi-sensing methods to address some of the limitations.
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2.4.1 R em aining Challenges
Even after two decades, there remain numerous challenges th a t need to be addressed 
to make existing load modeling and disaggregation solutions viable. Currently, no 
such method exist which can be used to disaggregate all type of appliances. Most pub­
lished studies has focused on identifying “few large” standard appliances in a residential 
setting such as HVAC systems while neglecting the presence of low-power load opera­
tions. Such solutions achieve limited accuracy when used in other target environments 
such as offices since they are not tailored to identify small loads. Low-power appliances 
exhibit high ambiguity in the feature space due to their similar energy consumption be­
havior, thereby making it more difficult for current methods to perform well. Another 
challenge is th a t appliances often operate in more than two states; hence, experimental 
evaluations should take into consideration not only the binary operation of the appli­
ances, but attention should be given to multi-state working models as well. Finally, 
there has been a trade-off between the cost of the solution and granularity of infor­
mation attained. As described previously in Section 2 .1 .1, low-cost sensing solutions 
as well as the sm art meters offer limited sampling rate and report the measurements 
every 15 minutes to one second ranges. We believe instead of relying on customized 
hardware to extract high-frequency sampling features, the system should be able to 
provide acceptable results given power readings at IH z  or greater, to offer large scale 
integration with current infrastructure.
These observations are intrinsically linked to development of an improved event detec­
tor and to the choice of features th a t uniquely characterizes load behavior. As argued 
in the problem statem ent, th a t there is a need to explore the effectiveness of multiple 
sources of information for a solution to these problems. Motivated by this, the study 
presented in Chapter 4 has incorporated additional information from sound modality 
to enhance appliance signatures th a t form discriminative low-power appliance models. 
This has several advantages, since not only are multi-modal appliance signatures ro­
bust and provide higher recognition accuracy since they are less susceptible to feature 
overlapping, but it also opens up possibilities to develop autom ated training mecha­
nisms. Research on leveraging multi-modal information for appliance modeling and 
disaggregation is relatively new. In the section to follow, we have briefly summarized 
some of the relevant multi-modal studies th a t attem pts to address the problem of load 
recognition.
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2.4.2 M ulti-Sensor Approaches
Until now, far too little attention has been paid to investigate the effectiveness of using 
external sources of information in combination with power-centric appliance features, to 
address the aforementioned challenges. It has been suggested in [61] th a t measurements 
obtained from the environment could assist in indirectly characterizing the appliance 
behavior. For example, one can achieve better disambiguation between a kitchen light 
and an overhead light with similar power traces, just by using additional information 
achieved from a light sensor placed in the bathroom. The study further suggests without 
any empirical evidence, th a t one can leverage appliance acoustic data sensed from the 
environment in order to characterize appliance state transitions, at a low additional 
cost. The multi-modal framework presented in this thesis extends the idea by proposing 
a method to jointly characterize appliance acoustic and power features in a unified 
hybrid space as described in Chapter 4 .
Lately, researchers have started to examine the effectiveness of using sound as an ad­
ditional feature in combination with power metrics for recognizing appliance activity. 
Schoofs et al. used information from acoustic modality to perform autom ated anno­
tation of electricity data  [26]. Similarly, Guvensan et al. [62] showed th a t th a t the 
auxiliary information obtained from the acoustic monitoring of the environment facili­
ties device level monitoring, which was found to  be closest to our proposed approach. An 
interesting preliminarily study by Uddin and Nadeem [63] suggested th a t microphone 
sensor available on a mobile phone could be used to recognize individual load operations. 
However, studies advocating the use of sound modality in context of load monitoring 
have been limited in several ways. First, they did not investigate in detail the discrim­
inative ability of various acoustic features th a t could be extracted and combined to 
compose multi-modal appliance signatures. Second, these studies were limited to sin­
gle load operation scenarios and provide no explanation on how to jointly characterize 
appliance acoustic and power events for load disaggregation. These research questions 
will be addressed in Chapter 3 and 4.
In addition to sound, some studies have suggested th a t mapping user position to his 
nearest available appliance can facilitate load disaggregation algorithms [64,65]. How­
ever, it require a user to carry a sensor whose signal strength needs to  be tracked to 
locate user’s position. Similarly, Erickson et al. [66] tried to utilize context information 
{i.e., user presence) to optimally control HVAC systems in a building. Berges and 
Rowe [67] showed th a t in addition to  energy monitoring, possible scenarios of energy 
wastage could also be identified by combining information from Electromagnetic Field
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Detector (EMF) based appliance state detector developed by CMU researchers [27] and 
the motion sensors. The multi-sensor approaches clearly provide an added benefit of 
exploiting multi-sensor data  for number of applications, since they has been thoroughly 
studied for audio and video applications [68]. In context of NILM, since multi-modal 
approaches have not been explored to a greater extent and we believe th a t proposed 
solutions as detailed in this thesis will drive the research forward.
Chapter 3
Event Characterization for Appliance 
Fingerprinting
This chapter presents an introduction to our methodology for characterizing appliance- 
specific events from the power and auditory streams. To be able to identify distinct 
load operations for autom atic appliance monitoring, a framework for appliance finger­
printing must be developed. This is a prerequisite step as explicit training is required 
for the NILM systems during the initialization phase. The fingerprinting process com­
prises of four main steps: D ata acquisition, event detection, event characterization 
followed by event classification as shown in Figure 3.1. A general discussion on the 
aforementioned steps has already been provided in the previous chapter. To summa­
rize, at first the appliances are monitored to complete the data  acquisition process. In 
the next step, an event detection mechanism is employed to  localize appliance state 
transitions in the respective data  streams which is then followed by event character­
ization to define appliance-specific load signatures. These load signatures are further 
annotated and stored in a database so that it can be used for the learning and evalua­
tion of the appliance models. Once the models are trained, the system can be deployed 
to differentiate and recognize individual appliance operations in an autom ated fashion. 
At the end of each step, a database is generated which is denoted by D  as shown 
in Figure 3.1, whereas superscript P  and A  refers to power and audio modality and 
subscript U, 8  and C corresponds to unlabeled information, event localized and load 
signature representation, respectively.
The characterization of load behavior, however becomes challenging particularly for 
low-power appliances due to  lower threshold levels and overlapping load signatures
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Figure 3.1: An overview of Mono-modal Appliance Fingerprinting Process
which leads to unsatisfactory system performance. The situation becomes even more 
problematic if the granularity of the acquired measurements is low as already high­
lighted earlier. Our proposed framework aims at addressing these weaknesses through 
several improvements in order to develop an accurate device level monitoring system 
which can be used to monitor low-powered as well as high-powered appliances typically 
found in an office environment. In contrast to state of the art approaches, we explore 
the use of acoustic modality in addition to traditional power meter to develop a m ulti­
modal appliance signature library. The end goal is combine acoustic and power profiles 
of the appliances in a multi-modal framework as described in Chapter 4 in order to 
develop hybrid appliance models th a t are much more robust than  the mono-modal so­
lutions. However, before proceeding to a multi-modal framework, the pre-requisite is to 
perform mono-modal analysis th a t involves selection of appropriate power and acoustic 
features together with the classification models for recognizing device-level operations 
as shown in Figure 3.1.
The organization of the chapter is as follows: Section 3.1 elucidates our experimental
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Figure 3.2: An overview of experimental setup for power and audio data acquisition
setup and the data collection process. Thereafter, in Section 3.2 an event detection 
method has been proposed to accurately localize appliance events in the data streams 
of each modality. Accordingly, a number of distinctive power and acoustic features are 
extracted, followed by feature selection process to perform event characterization. To 
autom ate the mapping of these events into appliance-specific class labels, classification 
models needs to be trained as discussed in Section 3.4. Finally, Section 3.5 presents 
our evaluation strategy followed by the discussion of the results and insights of our 
empirical investigations for power and audio modalities.
3.1 Data Acquisition
To be able to uniquely profile each appliance, the very first step is to capture the 
heterogeneous sensory information (i.e. power and audio measurements) from the target 
environment. As pointed out earlier, the reported research is primarily in context of 
smart office scenario. Therefore, we acquire power and acoustic measurements in a 
controlled office environment employing a testbed facility developed in our research 
center. An overview of the experimental setup has been shown in Figure 3.2. The steps 
involved in the data acquisition process has been discussed as follows:
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Appliance Categories No of 
Appliances
Mean Approx 
Active Power 
Range (W)
Multi- 
State(M) /  
Binary (B)
Acoustic (A )/ 
Non 
Acoustic 
(NA)
Fluorescent Lamp (FL) 2 15-20 B NA
Incandescent Lamp (IL) 2 36-40 B NA
Desktop Computer (DC) 2 65-78 M A
Laptop (LP) 3 45-60 M NA
Microwave (MW) 2 937-1050 M A
LCD Screen (LS) 3 25-35 M NA
Fan (FN) 3 22-29 M A
Coffee Machine (CM) 2 900-1150 M A
Air Conditioner (AC) 1 1020 M A
Printer (PR) 2 22-30 M A
Scanner (SC) 2 28-36 M A
Vaccum Cleaner (VC) 1 900 B A
Table 3.1: Target Gfhce Appliances
D esk  Level D ata  C ollection
The hardware for data  acquisition module comprises of an acoustic sensor and a Smart 
Power Outlet (SPG) which acts as a circuit-level monitoring device. SPG consists of 
TelosB mote th a t has been interfaced with an off-the-shelf energy meter (Plogg) [69], 
and is collocated to a target desk so th a t a number of appliances can be attached to 
it via the multi-socket. For data  collection, 12 high and low-power appliance categories 
have been selected as listed in Table 3.1. Most of the categories contains more than 
one appliance of different make and size to improve the generalizability of the recorded 
measurements as further detailed in Table A.2. The target appliances exhibit Type-I, 
II and III operational behavior and consequently in the system configuration phase 
their power consumption has been profiled during the active, intermediate and inactive 
states. Appliances th a t have no intermediate states such as lamp (i.e., which operates 
only in GN (i.e. active state) or GFF mode (i.e. inactive state)) are referred to as 
Binary appliance. Gppositely, the appliances such as desktop computer having inter­
mediate states (i.e., Computer operating in an idle mode) are referred to as Multi-state 
appliances, in the text to follow. Likewise, the acoustic activity of the target appliances 
which is a byproduct of appliance operation is also profiled. However, not all devices
3.1. Data Acquisition 3 5
generate auxiliary acoustic signals during their active state. We therefore distinguish 
between acoustic and non-acoustic appliances as indicated in Table 3.1. Further details 
on respective power and acoustic appliance states considered for each target appliance 
has been provided in Appendix A. The energy consumption measurements are sampled 
at a resolution of 3 Hz while the audio signal is captured at 16 kHz and is transm itted 
to the storage server for further analysis as discussed below.
The raw power and acoustic measurements were collected from the experimental setup 
by performing controlled experiments. The term  controlled environment implies th a t 
we constrain the number of target appliances th a t we have to discriminate during the 
process of data  collection. This study adopted a sequential training method, as already 
discussed in Section 2.1.3 as a system training procedure. To fingerprint the target 
appliances, they were operated in active, intermediate and inactive states as listed in 
Table A.3 to generate their corresponding power and acoustic profiles. A minimum 
duration of two minutes is ensured for each state per appliance which conforms to 
the switch continuity principle [8]. Acoustic measurements generated from the sound 
emitting appliances are obtained in a controlled environment, and only dominant and 
quasi-stationary sounds are considered for final evaluation. By dominant, we mean 
th a t sound is the loudest source receive by the system rejecting any background noises. 
Quasi-stationary refers to the temporal characteristics of the appliance acoustics th a t 
remain stationary during the main phase, except for starting and term inating phases.
D a ta  Transm ission and Storage
The energy and acoustic measurements obtained from desk level loads are further for­
warded to the central storage server using existing experimental infrastructure as de­
ployed in the research center. Each SPO has an inbuilt Zigbee module th a t is used 
to connect it to the central server. Since, wireless sensors have limited transmission 
capability therefore the time-stamped sensor measurements are initially transm itted to 
a selected aggregation point (sink). The sink is further connected to a Management 
Gateway (GW) which reports the data to a central server, so th a t it can be stored in 
a database. The monitoring station queries the database to  acquire mono-modal mea­
surements for off-line analysis as shown in Figure 3.2. The resultant power dataset D g  
and audio dataset D ^  consisting of unlabeled raw power and audio measurements from 
all the target appliances are stored and further forwarded to subsequent modules for 
pre-processing as shown in Figure 3.1. Since, the focus of the study is to  intelligently 
process the acquired measurements in order to use it for developing load models and
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subsequently achieve accurate load disaggregation, the detail description of the testbed 
architecture and data  transmission and storage capabilities can be found in [69].
After data collection, the next step is to identify events (i.e. appliance state transitions) 
in the and D ^. To autom ate the event detection process, this study proposes an 
event detection mechanism as discussed in the following section.
3.2 Event D etection
The functionality of the event detection block is to keep track of the dynamics of the 
power and audio stream by localizing any changes in the audio and power measure­
ments. It is a change-point detection problem, where sudden changes in the time series 
data  are detected based on a certain criteria. As discussed in Section 2.1.2, a change in 
the power consumption level is indicative of the changes in appliance states such as ap­
pliances turning on or off, which we refer to as Appliance Power Event (APE). Likewise, 
for an audio stream a change in amplitude level in the acoustic measurements exhibit 
an acoustic activity in the environment which is subsequently referred to  as Appliance 
Acoustic Event (AAE). The purpose of event localization is to identify actual times 
when appliance state transitions occur. For acoustic appliances, AAE is much related 
to the operational state of the appliance; hence audio and power observations are highly 
correlated. As a result, this study has analyzed both modalities and the proposed event 
detector examines and measurements to identify A PE and AAE respectively. 
The proposed event detection mechanism is discussed in the following subsection.
3.2.1 R obust Singular Spectrum  Transform based Event D etector
The limitations of conventional approaches for detecting events in the power mea­
surements have been highlighted in Section 2.1.2. These include relying on higher 
threshold levels (i.e., lOOW or above) to minimize number of false positives caused by 
power fluctuations and showing sub-optimal performance in case of noisy power sig­
nals. Consequently, such methods fail to localize events generated by low-power devices 
due to their low power consumption behavior. Moreover, lack of provision for dynamic 
adjustment of threshold levels leads to  inaccurate estimation of intermediate state tran ­
sition events. To address these limitation, the current study investigated the use of the 
Robust Singular Spectrum Transform (RSST) algorithm [70] to detect events in the
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Figure 3.3: Change point score calculation using Robust Singular Spectrum Transform 
Method
observed measurements. We also proposes a modification in the algorithm to improve 
the localization of events as discussed in the text to follow.
The main idea behind RSST transform is to calculate change point (CP) scores at 
every time step which is used to detect change in the dynamics of the time series. 
RSST algorithm has an advantage that it can be applied to any time series with no 
ad-hoc tweaking, while offering higher noise resistance.
Let us suppose, x(i)  is the point of interest in the time series, the goal of the RSST is 
to represent the difference in the dynamics of points th a t lie before (i.e. x ( l -  p) : x(i)) 
and after (i.e. x(i  +  m) : x(i  +  q)) a target point x(i),  where l,p,  m, q and i are integers 
and non-zero values. The difference is normalized to have a value between zero and 
one. To achieve such a representation Hankel Matrix H(t)  is computed on a set of past 
and future sequences, followed by singular value decomposition (SVD) to find out the 
corresponding singular values and the vectors as represented by Equation 3.1 and 3.2.
HP =  IJP gp \ p T (3.1)
(3.2)
Since the left singular vector,U^ =  : ■ • • : U ^ j and =  { u (  : • ■ • : u { }  explains
the representative patterns of IP ' and A hyperplane U/ =  ,span{lJ^ . . .  U f} can 
be defined from the first / left singular vectors of the which encodes the direction of 
major change as shown in Figure 3.3. To determine the change between past and future 
sequences, eigen vector /3 =  U{ is projected to hyperplane U; in order to calculate a 
change point score z using Equation 3.3
2: =  1 -  ^  K{i, PŸ,  n{i, p) := Uf (3.3)
n = l
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where 0 < z <  1, An overview of the change point detection process using RSST has 
been shown in Figure 3.3. The z is the first estimate of change point scores, where 
RSST further performs a novel filtering step by attenuating the noise where z remains 
nearly constant to represent the final change score as discussed in [70]. Depending on 
the change in the time series z can take on a maximum value of 1 whereas in case of 
noise fluctuations or non-significant changes in the time series, the resulting values of 
z will be concentrated around 0. The RSST after calculating the z values for a time 
window further divides it with the maximum value to attenuate the impact of noise.
To precisely locate events in the observed measurements, we proposed a voting mecha­
nism on the output of the RSST algorithm. The idea was simply to count the number 
of votes each data  point receives whenever z crosses a threshold value, while discard­
ing those th a t have lesser value. The voting mechanism works as follows: two sliding 
windows, namely an event window and a score window are defined. The is a 
smaller than because it slides within to calculate the test statistic as defined by 
Equation 3.4.
n+w^
(3.4)
j = n
votcind =  arg max.Sn (3.5)
A point in with highest test statistic as calculated by Equation 3.5, receives a vote 
and subsequently the slides forward one step. This is how a single point can receive 
multiples votes, and if it crosses a threshold 7  value it is treated as a valid event.
The operation of RED is summarized as follows: At first a reference and test interval 
is selected within the observed measurements to calculate the change point score z. 
This is followed by a voting process that calculates a test statistic Sn and maximum 
votes votCind ill order to select a final change point which is regarded as an event. The 
voting mechanism makes the selection of threshold dynamic, since the RED operates 
on change points scores instead of raw measurements. Hence, it avoid the problem of 
fix threshold selection as encountered by state of the art event detection algorithms. 
Moreover, due to the noise suppression ability, RED can operate a t low threshold levels 
and is equally suited to localize high as well low-power appliance events in the power 
measurements.
The RED is not directly applied to the raw measurements in Vpu  and V au, whereas a 
preprocessing is performed initially to calculate certain metrics. For example to localize
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AAE, a frame level short-term  Fourier transform iF{n,t) is averaged over time using 
first-order integrator operator using the following equation
iF{n) = {1 -  >c)\iF{n,t)\^ + -  1) Vn =  l , . . . , A '  (3.6)
The >ir is a temporal smoothing param eter and the J ’(n) values are used by the RED to 
detect acoustic events. The goal is to detect a change in the spectrum of the observed 
frames so th a t starting or terminal phase of the acoustic event in question can be marked 
accordingly. Likewise for APE, RED is applied on real power values to calculate change 
point scores corresponding to appliance state transitions.
To summarize, our event detection blocks takes as an input raw observed measurements 
Vpu  and T>au and performs localization of AAE and APE. The localized events are 
further mapped to their corresponding appliance categories through manual annotation 
and accordingly we obtain and D ^ . Continuing to follow the diagram as shown in 
Figure 3.1, event localization is followed by event characterization th a t translates each 
event ^  to a unique load signature C as discussed in the next section.
3.3 Event Characterization
This section proposes a mechanism for localizing APE and AAE within respective 
power and audio measurements. The target events must be characterized by extract­
ing power and audio features. These features provide information about the nature 
and operating state of the corresponding appliance. Hence, the ability to successfully 
identify the state transitions of an electric appliance depends on the distinctive char­
acteristics of the event which is determined in terms of extracted feature sets. The 
learning algorithm further map these features to a set of labels in order to associate 
these transitions with particular set of appliances to autom ate the recognition process. 
The current study describes power and acoustic features th a t fingerprint the operation 
of target appliance, as further discussed in the subsequent sections.
3.3.1 A ppliance Power Features
An appliance power feature is a unique energy consumption pattern  th a t characterizes 
its operational behavior in the vicinity of power events as discussed in Section 2.1.2. 
A fixed length window frame is selected to capture the most relevant information 
about state transition which is composed of a  and P samples before and after the event.
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Figure 3.4: H, P,  ^RMSiQ-iVr m s , C measurements of subset of target appliances
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Figure 3.5: An overview of real power variations with a frame whereas Peak indicates 
the maximum value of the signal at a given time
The total length thus is =  a  +  /3 +  1 . Most widely adopted appliance features th a t 
can be computed from voltage and current waveforms include real power (P ), reactive 
power (Q), apparent power (AP), root mean square (RMS) current { I r m s ) ,  RMS 
voltage (Vr m s ), frequency (H),  phase angle (tp) and power factor (P P ) as described 
in Section 2.2.1. From this point onwards, we refer to them in the following text as 
baseline power features. Figure 3.4 shows a subset of appliances with their baseline 
power features, showing a direct relationship with the load behavior.
These baseline power features are static since they only contain information from a 
given frame. Therefore, to capture the dynamics of energy consumption patterns this 
study proposes two new feature sets: inter-frame and dynamic appliance features. Inter­
frame appliance features include the statistical summaries of baseline features, thereby 
pioviding the mean and the variances within three consecutive frames. To represent 
the shape of power transients, a crest factor (CF) is calculated which is defined as the 
peak power value within the target inter-frames divided by the effective RMS value. 
Similarly, the Peak to Average Ratio (PAR) is also computed which is simply a ratio 
between peak power to average power as shown in Figure 3.5. Once the baseline and 
inter-frame appliance features are extracted, they are further ranked based on their 
ability to discriminate between multiple appliance classes, and only top JC features are 
retained.The feature ranking procedure is described in Section 3.3.3. Only top-ranked 
features are further used to define feature frames, which are then processed to compute 
dynamic power features.
Dynamic power features represent the temporal evolution of the /C features with an 
additional weighting factor a. This is inspired from the delta (A) and delta-delta (AA)
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Figure 3.6: An illustration for A and AA  feature computation which are further con­
catenated to  define the Dynamic Power Feature
Features Description
B ase lin e  P o w er 
F e a tu re s
P, Q, PF, 0, I r m s ,  V r m s . H
In te r - f ra m e  P o w er 
F e a tu re s
Inter-frame mean and standard deviation of the 
baseline power features, peak real and reactive 
power within the frame, CF, and PAR
D y n a m ic  P o w er 
F e a tu re s
A and AA Coefficients of top JC ranked features
Table 3.2: Appliance Power Features
coefficients mainly used in speech recognition systems. Figure 3.6 illustrates the com­
putation of A and A A feature vectors. Let the current frame Ft comprised of ranked 
feature set with a  as a normalized weighting coefficient. The A can simply be
computed by subtracting the Ft- 2  th a t is two frames behind of Ft from Ft+2 th a t is two 
frame ahead. Likewise, the computation of AA is similar, as it is computed by subtract­
ing a A of one time step behind from the one th a t is one time frame ahead, as depicted 
in Figure 3.6. The A and AA are combined into single augmented feature vector to 
define the dynamic power feature. The effectiveness of dynamic feature set compared 
to ranked feature set is empirically evaluated and discussed in Section 3.5.2. A list of 
power features extracted for APE characterization has been tabulated in Table 3.2
3.3.2 Appliance A coustic Features
Appliance acoustics are mostly quasi-stationary in nature, and therefore conventional 
automatic speech recognition (ASR) based features can be used to characterize AAE. 
Although, the main phase of the target sounds can be defined essentially as station-
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ary, however due to initial and terminal phases, respective time windows have slightly 
varying spectral characteristics. Similarly to APE, once AAE is localized, changes can 
be encoded as features to represent a state transition of an appliance. Traditional ASR 
features are based on cepstral analysis, however, the current study has also extracted 
perceptual as well as inter-frame acoustic features to characterize AAE’s.
Perceptual Features
These features define the perceptual profile of the target audio segment as opposed 
to conventional ASR features. Several studies in the domain of audio and speech 
recognition [71-74] have shown th a t combining perceptual and ASR features provides 
reasonable performance improvement, particularly for recognizing non-speech sound 
events. To investigate the effectiveness perceptual acoustic profiles, the current study 
extract the following perceptual features from the audio signal:
•  Short-Term Energy (STB): It is a total signal energy within a frame and calcu­
lated as follows:
N - l
S T B  =  (3.7)
n = 0
where s(n) is the signal value at time index n. It is also referred to as loudness 
or volume and can be represented in the unit of decibels (dB) using the following 
relation: volume — 10 log^g s{n)^. A DC bias is removed prior to volume
computation by simply subtracting the mean and median of the frame from each 
sample. For example, a turn  ON sound event of AC has been shown in Fig­
ure 3.7(a), whereas a gradual increase in the volume or the short term  energy 
is clearly visible within the target frame. Figure 3.7(a) represents a transient 
phase of the AC sound as well as its relationship with the ZCR which is further 
explained below.
• Zero Crossing Rate (ZCR): It measures the number of zero-crossings of a wave­
form within a frame as shown in Figure 3.7(a). It can be seen th a t as soon as 
sound emitting by the AC achieves a constant frequency cycle the ZCR drops 
gradually. This is because an unvoiced signal or environment noise has higher 
ZCR values in comparison to signals having fundamental periods. ZCR can be 
formally defined as
N - l
Z C R  =  I{s{n)s{n  -  1) < 0} (3.8)
n = 0
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Figure 3.7: Time and Frequency Domain Characterization of an audio event generated 
by an Air Conditioner
where function I{A ) is 1 if the argument inside is true otherwise it is 0. . It is 
often used in conjunction with STE for end point detection as well as for rough 
estimation of fundamental frequency of the signal.
•  Sub-band Log Energies (SEE) The 4 sub-bands are equally distributed along the 
20 mel-scaled filter bank energies (FBEs) {N=5 per sub-band). The energy of 
each sub-band is calculated as:
5 j + N - l
S B E { j)  =  ^  x{k) fo r  j  =  0 . . .  3
k = 5 j
(3.9)
where x{k) is value of mel-scaled logarithmic filter bank energy at the sub-band 
frequency index k. The spectrogram of an acoustic event generated by an AC 
has been shown in Figure 3.7(b), which provides a visual representation of the 
energy content of the signal with respect to frequency and time. It can be easily 
identified from the spectrogram that high frequency components of the target 
waveform exhibit higher spectral energy. The distribution of energy within sound 
frames can be encoded as distinct features to uniquely represent sound events and 
correspondingly be used to automate their recognition.
Spectral Centroid (SC): It is measure of spectral brightness and can be computed 
as
(3.10)
3.3. Event Characterization 4 6
where f ( i )  is the linear average frequency weighted by the D FT amplitudes a(i) 
in a frame. The larger SC values corresponds to higher frequencies and can be 
used as an effective descriptor of impulsive sounds such as printing sound or a 
beep sound of a microwave oven.
• Spectral Bandwidth (SBW): It measures the spread across SC and defined as 
follows:
S B W  = / S y.-(/W -  (3 ,11)
V Ev<«^W
To capture the temporal dynamics of perceptual features, inter-frame features were 
further computed. This includes the mean and standard deviation of the perceptual 
features by averaging over the whole acoustic event signal. An additional Spectral Flux 
(SFX) measure is also calculated, which is simply the squared difference between the 
normalized magnitude of Fourier transforms of consecutive frames and is used to quan­
tify the local spectral change.
Automatic Speech Recognition Features
Amongst conventional ASR features for the task of speech recognition, Mel Frequency 
Cepstral Coefficients (MFCC) are the most widely used [74-76]. MFFCs are determined 
by first obtaining the F FT  of the windowed signal. This followed by computing the 
energy of the spectrum th a t is mapped to mel-scale using triangular overlapping win­
dows. Logarithmic and cosine transforms are then applied to determine the amplitude 
coefficients a{i) of the resulting spectrum. In this study, only first 12 cepstrum coeffi­
cients were used and also log energy for each frame is separately calculated. A part from 
this 13-element feature vector (12 cepstral coefficients and log energy), 13 A and 13 
AA coefficients [76] were also computed to extract tem poral information. In addition 
to MFCCs, we have also extracted its variant called frequency-filtered log filter-bank 
energies (FFBE) [77]. The FFBE is extracted simply by applying a second order filter 
H {z) = z -  z~^ at the output of mel-scaled filter bands to obtain a difference of log 
FB E ’s of consecutive bands. However, the first and last values of FFBE vector rep­
resents the energies of first and last sub-band. Frequency-filtered transform ation has 
shown to outperform M FC C s for the task of non-speech event detection [71,77] as well 
as for speech recognition.
A list of acoustic features extracted for characterizing AAE has been tabulated in 
Table 3.3. Following feature extraction, a feature selection process is performed in
Event Characterization
Features Description
P e rc e p tu a l  F e a tu re s S T E , Z C R , S E E , SC, S B W
In te r - f ra m e  P o w er Inter-frame mean and standard deviation of the
F e a tu re s Perceptual Features, SFX
A S R  F e a tu re s
Cepstral Coefficients, A and AA Cepstral Coef­
ficients, FFBE
47
Table 3.3: Appliance Acoustic Features
order to identify relevant subset of features from the acoustic and power modalities, 
th a t are most suited to make accurate predictions of appliance state transitions, as 
discussed in the following section.
3 .3 .3  F e a tu r e  S e le c t io n
Feature selection provides an effective way to discover relevant features for target mod­
els, since redundant features leads to inaccurate modeling and less accurate predictions. 
Moreover, selecting a subset of features has the additional advantage of reducing the 
computational effort and time required for the learning task as well as minimizing the 
risk of model over fitting. Many studies have investigated different ways of measuring 
the relevancy and redundancy of features. The brute-force method is to exhaustively 
evaluate all possible combinations of input features, and then find the best subset. 
Since, the computational cost of such a method is very high, the current study suggests 
a two step approach to feature subset selection.
Assuming F  =  { / i , . . . ,  be the original feature set, initially we applied a very well 
known Plus /-Take Away r  algorithm also known as Plus l-r method [78], th a t uses well 
known Sequential Forward Selection (SFS) and Sequential Backward Selection (SBS) 
techniques for adding and removing the best and worst features in the set based on 
discriminative criterion. The SFS procedure starts with an empty set and select a 
best single feature followed by sequential addition of the features to form a feature 
subset. However, the added feature is the one th a t maximizes the objective function or 
the discriminative criterion in combination with previous features. Once the feature is 
retained it cannot be discarded anymore. The SBS works in opposite direction of SFS 
because it starts from a full feature set, and sequentially delete features th a t results in 
a smallest decrease of discriminative criteria. The Plus l-r method on the other hand is
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Algorithm 1 Plus l-r Take Away Algorithm for Feature Ranking 
1: In p u t : F  =  { f j  I J =  1, ...,D } % Feature Pool
2: Output : X k = {x j I j  =  1 , k,X j e  y } , A: =  0 ,1 , ..... , D
3: In itia liza tio n  : if / > r
then A: =  0; Xq =  0; perform  IN C L U SIO N  
else k = D\ X jj = Y  ; perform  E X C L U SIO N  
4 : T erm ina tion  : Stop when k = K, (i.e. Number of features required) 
IN C L U SIO N  repeat / times 
:=  arg F d i^k  +  x)
X k + i  :=  X k  +  A: :=  A: +  1
E X C L U SIO N  repeat r  times 
x~ := arg B d i^k  ~  x)
Xk+i X k  — x ~ ; k := k — 1
a generalization of SFS and SBS. It partially avoids the nested features problem faced 
by conventional SFS and SBS methods, by applying I cycle of forward and r  cycle 
of backward feature selection. In the initialization stage as shown in Algorithm 1 , if 
the value of / > r , the Plus l-r method starts from a empty set and repeatedly adds I 
features and remove r  features, otherwise if / <  r, it first removes r  features followed by 
I feature additions. This study used Bhattacharyya distance as a selection criterion 
for adding and removing the features. The Bd is a symmetric normalized distance 
measure between the class centroids based on their means and covariances [79]. The 
high distance measure for a particular feature means th a t classes are well separable 
along th a t dimension. Consequently, features were ranked based on their ability to 
maximize the inter-class distances; less relevant features th a t showed least separability 
were discarded. The feature selection algorithm at each step adds I feature th a t meets 
the evaluation criteria using SFS, whereas SBS discards r  feature until the K  number 
of features are achieved, as summarized in Algorithm 1 . The values for I and r  were 
chosen to  be 2 and 1 respectively, so th a t one feature is added a t each step.
Once top JC features are retained where JC < D, they are further divided into feature 
subsets. Each feature subset is also referred to as load signature C of target appliances. 
The effectiveness of each set for discriminating between target appliance classes is then 
accessed using classification accuracy as an evaluation metric. The learning models used 
in the feature subset evaluation are further discussed in the next section. Figure 3.8 
summarized our discussion on event characterization, where it illustrates the mapping
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Figure 3.8: A mapping M  of appliance event 6: to a load signature C
from labeled event £  to target load signature C, following the proposed framework. 
The database of labeled events Dg (i.e., D ^ , G Dg) is translated to  load signa­
ture database D/: (i.e.,D^, G D/%), which is then used to  train  and evaluate the 
performance of event classification algorithms as discussed in the following section.
3.4 Event Classification
Once event characterization is performed, the appliance models can be learned using 
load signatures or features C which are then used to autonomously recognize the appli­
ance state transitions within the observed measurements. As discussed in Section 2 .3 .1 , 
various supervised learning algorithms have been applied to the problem of autom ated 
appliance classification. As evidenced from the literature, support vector machine have 
proven to be highly effective for pattern  classification problems due to its ability to 
model non-linear decision boundaries. A:-Nearest Neighbor (A;-NN) on the other hand 
offer a very straightforward and performant clustering solution and hence a popular 
choice. Likewise, Gaussian Mixture Models have performed well in ASR systems be­
cause of its ability to model arbitrarily shaped densities. All of these algorithms are 
well known in the domain of pattern  recognition, hence we briefiy summarize these al­
gorithms in the following subsection. Let the load signature patterns £  G and class 
labels y c y ,  where y  is a set of discrete labels corresponding to each appliance state. 
Thus measurements in D r  can be defined as T  =  ( ( £ i , y i ) , . . . ,  ( £ 7v , m) ) -  The objec­
tive of classification algorithms is to predict class labels for an unlabeled test vector £ ' 
based on the decision function learned from the training observations.
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Figure 3.9: Illustration of decision boundaries learned by linear SVM versus SVM 
employing poly and RBF kernel functions
3.4.1 Support Vector M achines
Support vector machines (SVM) [80] have been described as a discriminative classifier 
th a t transforms the training data into high-dimensional space, thereby making it easier 
to define decision function fsvM  for complex classification problems. SVM is a max­
imum margin classifier that divides the positive and negative examples of a two-class 
classification problems by defining a hyperplane th a t satisfies w .x  - 6  =  0. The w  is a 
normal vector perpendicular to the hyperplane and is an offset from the origin. For 
linearly separable cases, the maximization of margin between two parallel hyperplanes 
can be achieved by optimally selecting the values of w and b. This margin, according 
to the definition is Hence, the optimal hyperplane should satisfy the following
conditions
m im m ize  -  w 
2 " '
subject to : yi{{w, Xi) + b) > 1 
fo r  f =  1, . . . ,  V (3.12)
The solution of the optimization problem can be written in an unconstrained dual form 
which reveals that the final solution can be obtained in terms of training vectors th a t 
lie close to the hyperplanes, also referred to as support vectors. To avoid overfitting 
on the training data, the concept of soft decision boundaries was proposed, and slack 
variable and regularization constant C  is introduced in the objective function. The 
slack variable is used to soften the decision boundaries, while C  controls the degree of 
penalization of Few training errors are perm itted if C  is increased while degrading 
the generalization capability of the classifier. A hard margin SVM classifier is obtained 
by setting the value of C =  oo and ^ =  0. The detail mathematical formulation for
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SVM models can be found in [80]. The original formulation of SVM is for linear 
classification problems; however non-linear cases can be solved by applying a kernel 
trick as proposed in [81]. This was achieved by replacing every inner product of x.y by a 
non-linear kernel function. The possible choices of kernel functions includes polynomial, 
Gaussian radial basis function (RBF), and sigmoid. Figure 3.9 illustrate the impact 
on the decision boundaries learned by different kernel functions. Traditionally, SVM is 
a binary classifier, however, to extend the capability of two-class SVM to solve multi­
class classification problems several modifications have been proposed. Milgram et al. 
suggested the superiority of one-against-one method compared to other strategies [82]; 
as a result, this approach was used in the experimental evaluations. The param eters 
in the SVM th a t includes selecting the correct kernel function, adjusting the kernel 
parameters, adjusting the misclassihcation penalty C, requires fine tuning in order to 
improve the overall classification performance. For instance, Huang et al. [83] provide a 
study on joint optimization of C  and gamma parameters of RBF kernel. Likewise in [84] 
author applied genetic algorithm to find the best combination of SVM hyperparameters 
and sub-set of features in an evolutionary fashion. In our study, we used a heuristic grid 
search approach for SVM hyperparamter optimization. This involves manually defining 
a subset of hyperparamters space and performing a pairwise grid search which is guided 
by a performance metric, typically measured via cross-validation procedure as detailed 
in Section 3.5.1. Finally, the hyperparameters th a t provides a highest performance gain 
on the training dataset are selected as an optimal param eters which correspondingly 
defines the final model for the learning algorithm.
3.4.2 K -N earest Neighbors
The goal of /s-NN classifier is to predefine a target feature space into regions based on 
local density of the training samples, as shown in Figure 3.10(a). Thus, a class label for 
the test vector x ' is predicted based on the m ajority of A:-closest patterns in the data  
space whose labels are already known. Euclidean distance metric is the common choice 
for computing distances between the test vector and k closest training samples. The 
decision function can be defined as follows:
//c^at(x ') :=  argm ax ^  X{yi = y) (3.13)
where fC{x') is the set containing indices of k nearest neighbors of x j  where J ( .)  function 
returns zero if the argument is false; otherwise it is true. Further details on A:-NN based 
modeling for appliance recognition has been provided in Appendix C.
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Figure 3.10: Partition of feature space into three clusters by A-nearest neighbor versus 
2 component gaussian mixture model
3.4.3 Gaussian M ixture M odels
Gaussian Mixture Models (GMM) on the other hand is a generative classifier which 
tries to estimate the probability density functions of the training vectors of each class, 
assuming they can be modeled by mixture of Gaussians, as shown in Figure 3.10(b). 
Equation (3.14) defines the likelihood function as follows
(3.14)
G is the number of Gaussian and the weights Pi verify
X I Wi = l,W i > t) Vi (3.15)
and J\f{x-, /.li, at) is the multivariate gaussian distribution. The goal is to maximize Equa­
tion (3.14) whereas the parameters of GMM(w;, crj are obtained via Expectation- 
Maximization (EM) algorithm [85]. GMM can handle multiple classes, but generally 
requires large training samples for accurate estimation of probability density functions. 
The notable use of GMM particularly for modeling acoustic classes is due to the ca­
pability of mixture components to determine correlations amongst features with the 
use of covariance matrices, and by acting together to model the overall feature den­
sity. Further details on training and testing of the GMM models has been provided in 
Appendix D
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3.5 Experimental Results
This section investigates the suitability of audio and power feature sets in combination 
with target learning algorithms for recognizing appliance generated events in power 
and acoustic data  streams. The processing of the signals and the implementation of 
the algorithms are performed in the MATLAB environment. The offline analysis of the 
proposed methods is performed on a desktop computer with a 1.8 GHz Core i7 GPU 
and 4 GB of memory. Before reporting our evaluation results, we first describe our 
model selection and evaluation strategy in the subsequent section.
3.5.1 M odel Param eter O ptim ization and Evaluation Strategy
Optimal param eter or model selection for algorithms is an im portant step before re­
porting performance estimates on validation data. Most classification algorithms often 
have one or more free parameters such as number of neighbors in A-NN or a  and C  
variables of SVM kernel functions. The problem of optimal model selection and estim at­
ing the performance of a chosen model are often treated together in a single framework 
as discussed below.
In a supervised setting when ground tru th  data is available, a common approach to 
estimate the performance of the learning algorithm was to  split the data  into disjoint 
subsets, namely training Ç D tra in )  and test sets ( D t e s t ) -  Model optimization is performed 
on the training set, whereas performance evaluation is carried out on the test set. 
However, there are two major draw back to such an approach. First, real world data  
has a finite set of observations, and parameter optimization using a reduced dataset 
results in suboptimal models. Second, the performance estimate on the held-out test set 
will be misleading in case of unfortunate split of data. To overcome these drawbacks, 
researchers often rely on IT-fold cross validation strategy for model optimization and 
performance estimation. A generic algorithm for iT-fold cross validation is shown in 
Algorithm 2 .
iT-fold Cross Validation (CV) strategy avoid the situation called overfitting, which 
occurs when the model fits the training data very well, but does not generalize on the 
unseen data. Performance scores are averaged over A-folds and are used as a criteria 
for model selection. In our experiments, we chose a standard value of K  equal to 10 for 
GV. To estimate the accuracy of the target algorithms for classifying APE and AAE,
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Algorithm 2 iT-fold Cross Validation Method 
1: Split the target dataset D into K  chunks.
2: for =  1 , 2 , . . .  ,iT: do
3: Set ' D t e s t  to be the chunk of data and D t r a i n  to be the other K  - 1  chunks.
4: F it each model to Dtrain and evaluate its performance on Dtest
5: e n d  for
6; Model Selection: Select the model th a t has best average test score 
7: Performance Estimation: Evaluate the performance of the selected model on D
we compute the commonly use F-measure score (F) th a t is defined as follows
F  = 2 x  (3.16)p +  r
where p is the precision and r is the recall measure which is further defined as
p. -  TPj r. -
^ TPi + FPi ' TPi + FNi ' '
Here, TPi (True Positive) is the number of events th a t are correctly classified as be­
longing to appliance category i, whereas FPi (False Positives) are the number of events 
wrongly attributed  to appliance category i. Likewise, F N i (False Negative) are the 
events th a t belong to appliance category i but are misclassihed as another category. 
The F  scores are in the range of 0 to 1, and larger values indicates higher classifica­
tion performance. For multi-class classification problem, as in our case, the Macro- 
Averaged F-measure is reported, which is defined as follows
E-
F{macro — averaged) - —- (3.18)
where M is the total number of appliance categories. As indicated in Equation 3.18, 
firstly F  score is locally computed for each category and then the average of local 
scores is obtained to compute the global score. Class-specific performances are reported 
in form of a confusion m atrix in which the diagonal elements corresponds to correct 
classification for the predicted class and the non-diagonal represents confusion with the 
rest of the classes.
3.5.2 Experim ents Based on Power M odality
3.5 .2 .1  Front-End P rocessing
The data  collection setup has already been explained in Section 3.1. Appliances from 
each target category is operated in their respective binary and m ulti-state modes as
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listed in Table A.3. To obtain substantial number of samples corresponding to  each 
appliance state transition, we repeat each observation session per appliance multiple 
times, whereas one session last for approximately 10 to 15 minutes. The acquired mea­
surements are further stored in database D ^ . While, changing appliance states, time 
instances against each appliance state transition are manually logged to obtain the 
ground tru th  data. Further details on the measurement procedure is provided in Ap­
pendix B. The ground tru th  APE labels along with is further used for param eter 
optimization and performance evaluation of the proposed event detector RED. An opti­
mal param eter search for RED was performed which includes setting the event window 
size (w^), scoring window size (w^) and voting threshold 7 , by exploring the param eter 
space with different values using cross-validation steps listed in Algorithm 2 . The op­
timal values were found to be =  38 samples , =  4 samples, and 7  =  7 th a t has
achieved a highest true positive rate (TPR) of 98.2% compared to ground tru th  labels. 
The frames segments corresponding to each localized events along with the labels are 
then stored in D g. Figure 3.11 shows the distribution of APE obtained per appliance 
category during the controlled experimentation, whereas approximate change in the 
power levels for each appliance category is further listed in Table B.4. For example, 
the to tal number of power events localized for fluorescent lamp (FL) category is 52 
which includes its state transitions from ON to OFF, and OFF to ON state, since it 
has no intermediate states. On the other hand, higher number of power events have 
been localized for appliances having an intermediate state, such as 74 A PE ’s have been 
recorded for laptop (LP) appliance category. Following that, event characterization step 
was performed by mapping the appliance power events to a feature space and subse­
quently selecting the optimal event classification model as discussed in the following 
section.
3.5.2.2 Model Selection
A model selection strategy for power based appliance recognition has been shown in 
Figure 3.12. This involves mapping of annotated A PE’s frames to  load signature space 
by extracting power features as described in Section 3.3.1. The subsequent step is to 
perform filtering of appliance features in the feature ranking module and selection of 
only top ranked features th a t maximizes inter-class separability as explained in Sec­
tion 3.3.3. Based on these ranked features, different feature groups are formulated 
and correspondingly used to train  different classification models. Finally, the model 
achieving the highest performance metric is selected as an optimal model for appliance
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Figure 3.11: Distribution of Power Events (i.e., APE) localized for target appliances
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Figure 3.12: An overview of model selection strategy for power based appliance recog­
nition
recognition. The aforementioned model selection steps are discussed in detail in the 
discussion to follow.
A load signature £  is a composite of one or a set of features and therefore its effec­
tiveness to characterize the operation of target appliance categories depends on dis­
tinguishing characteristics of the constituent features. Previous studies have suggested 
that combining multiple features to define APE resulted in improved characterization 
compared to relying on a single feature alone as highlighted in Section 2 .2 . However, 
depending on the type and number of appliances, this may or may not translate into 
better classification results. Therefore, to propose a robust load signature th a t can 
accurately characterize the operations of target appliances, this study evaluated the 
performance of extracted power features in two steps. First, a feature ranking proce­
dure was adopted to obtain an initial estimate of the effectiveness of target features as
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G roup No Features Com m ents
P F i {f, Q} Originally proposed by 
Hart [8]
P F 2 ,PFs {P, Q, Ir m s} and {P, Q ,Ir m s , P F } Baseline Power Feature 
Union also used by [19]
P F 4 , . . . ,  PFq Pavgi Qavg ; Pstdi Qstdi C F , PA.R  are 
progressively combined with F3 to 
generate 6 more feature sets, where Fq
— F ranked
Inclusion of inter-frame 
power features, some of 
these features are also 
used by [36,42,52]
. PFio Fognamic — {A, AA} of Franked Proposed Dynamic Power 
Features
Table 3.4: Power based Appliance Feature Subgroups
explained in Section 3.3.3. The value of K  in Algorithm 1 was empirically found out to 
be to 10 and the final output of the feature ranking module generates a ranked feature 
set (Franked) Consisting of following appliance power features:
F ra n k e d  ~  { F j  Q , P a v g j  Q a v g i  I r M S i P P , P s td i  Q s td i  C F ,  P A R }
The inclusion of inter-frame appliance features in the Franked indicates their ability to 
effectively maximize the inter-class distances between appliance categories. Conversely, 
low ranked features such as fundamental frequency, showed low impact on class separa­
bility of target appliances, and was discarded. The Franked was further used to compute 
20 element dynamic power feature vector (F^ynamic) as described in Section 3.3.1.
In the second step, the ranked features were combined into different feature subgroups 
and used in conjunction with the classification algorithms to access their class prediction 
accuracy as shown in Figure 3.12. The selection of final feature set is determined by 
the classification scores obtained by each group. Two state of the art algorithms SVM 
and KNN are employed in the classification stage together with 10 feature subgroups 
as listed in Table 3.4. A 10-fold CV procedure is adopted for model selection and 
performance estimation as detailed in Algorithm 2 .
Figure 3.13 shows the macro-averaged F-score obtained for each group using SVM and 
K-NN classification models. Subgroup P F i, consisting of traditional P and Q features 
achieved the lowest F-scores of 63% in combination with K-NN algorithm. Conversely, 
the highest score of 84.3% is achieved by PFio together with SVM algorithm which is 
4% higher than the F-score achieved by PFg. The optimal parameters for the highest 
performing SVM model was found out to be as follows: a = 100, C = 10, kernel =  RBF, 
whereas for the K-NN model the value of k  is found out to be 11 using the Euclidean
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Figure 3.13: Performance Estimation of Power Feature Subgroups
distance metric. There are several im portant observations th a t can be drawn from the 
results shown in Figure 3.13. First, it can be easily inferred th a t the iterative inclusion 
of ranked feature in the feature subgroups improves class separability in the feature 
space, as evidenced by the high performance scores achieved by the models. Moreover, 
it also validates the effectiveness of feature ranking obtained from Algorithm 1. Second, 
it could be seen th a t characterizing temporal evolution of ranked features encoded by 
A and AA vectors provided a significant gain in model performance as evident from 
the performance scores obtained by P F iq. Thirdly, SVM classifier has shown to capture 
the intrinsic relationships between different feature combinations with higher accuracy, 
by first mapping them  into a transformed feature space and then creating non-linear 
decision boundaries to achieve optimal separation between group of features belonging 
to different appliance categories. As a result, classification scores for SVM model were 
found to  be much higher compared to K-NN algorithm. Furthermore, unlike SVM, 
K-NN showed performance saturation for feature subgroups P F q to PFg, as shown in 
Figure 3.13. However, K-NN in combination with PPio  have shown improvement in 
the load recognition performance.
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Figure 3.14; Confusion M atrix of SVM model using PFoynamic
3.5 .2 .3  D iscussion
The objective of this empirical evaluation was to derive insights about feature combina­
tions and the information value they showed for modeling appliance operational behav­
ior using power modality alone. As highlighted in Section 2 .2 .1 , the relative closeness 
of appliance features in the PQ feature space makes it challenging for the algorithms to 
disambiguate appliances of different categories when their load signature is a composite 
of P and Q features alone. This is evident from the performance scores achieved by P F i, 
which clearly showed th a t associating fix power levels with each appliance state failed 
to accurately model the consumption pattern  of the equipment. The results further 
demonstrate the inability of the baseline power features to characterize the complex 
load behavior of the target appliances, which primarily depends on their constituent el­
ements. For example, power consumption behavior of a desk fan was intimately related 
to the acceleration of induction motor inside, thereby generating prolonged startups 
that distinguished it from the startup of desk lamp or other low-power resistive loads. 
This is true for other inductive loads such as vacuum cleaner and AC, which show ini­
tial ramp up power pattern that gradually stabilizes with time. This is because of high 
inrush currents that occurs during the start of rotors, which is predominantly differ­
ent than one can observe in case of coffee maker, which exhibits a relatively stabilized 
power usage pattern. Likewise, appliances with switch mode power supplies (SAIFS)
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including LCD, desktop computer and microwave all exhibit fluctuations in the power 
consumption while maintaining a stable ceiling or floor level. However, these variations 
are observed to be frequent and symmetric and can be quantifled as a feature. Sim­
ilarly, a gradual increase in the power consumption is observed for the turn  on event 
of an incandescent lamp because of the decrease in resistance as the filament heats up 
from cold. Inter-frame appliance features including CF and PAR encode the variabil­
ity and shape of these dynamic changes, and hence achieve better characterization of 
appliance states in comparison to static baseline features. On the other hand, incorpo­
rating temporal information in the load signature as in case of dynamic power feature, 
clearly helps in improving the state estimation accuracy of the appliances, particularly 
the ones with unique startup  characteristics such as fan, vacuum cleaner and AC.
Although, the false positive rate for the dynamic features is found out to be much lower 
in comparison to other feature subgroups, however there is a clear room for improvement 
as indicated by the confusion m atrix shown in Figure 3.14. In addition to  inter-class 
overlap, the intra-class variability of dynamic features results in misclassiflcation errors, 
particularly for appliances including AC, PR, VC, and DC whose local performance 
scores were below 80%. The susceptibility of confusion is much higher for m ulti-state 
appliances because it has been observed th a t several devices exhibit similar consumption 
behavior in their intermediate states. For example, a printer while printing shows high 
variability in its real power consumption values, and some of the events were falsely 
classified as belonging to scanner and LCD screen categories. Likewise, vacuum cleaner 
show a power overlap with coffee machine during its ramp up phase, generating false 
negative errors. Similarly, events from a desktop computer are also confused with the 
laptop, which makes sense considering the proximity of internal equipments.
Notably, most of confused classes have shown to have distinct acoustic signatures, which 
can be incorporated in the signature composition to improve the accuracy of the system. 
This motivates us to further investigate the audio fingerprinting of these appliances as 
reported in the next section.
3 .5 .3  E x p e r im e n ts  B a s e d  o n  A c o u s t ic  M o d a l i ty
3 .5 .3 .1  F ro n t-E n d  P ro ce ssin g
As already explained in Section 3.1, the first sub-stage of acoustic appliance finger­
printing is to collect samples from the sound emitting appliances as listed in Table 3.1. 
Acoustic appliances are operated in their binary and multi-state mode in a controlled
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Figure 3.15: Distribution of Audio Events (i.e., AAE) localized for target acoustic 
appliances
office environment and correspondingly raw acoustic measurements are obtained with 
a sampling rate of 1 6 k H z ,  along with the manually logged time stamp labels. The 
length of each of the recording is within the range of 10 to 15 minutes which is repeated 
multiple times for each acoustic appliance category in order to capture their acoustic 
state transitions as listed in Table A.4. This is followed by pre-processing sub-stage 
where the data is normalized in a range of [-1  1 ] and further frame-based segmenta­
tion is performed (frame length =  8000 samples, overlapping 50%, Hamming window 
is chosen). Furthermore, the low energy frames (i.e. background noise) are removed by 
calculating frame by frame short term energy and zero crossing rate values as described 
in [8 6 ]. The processed audio traces are further stored in a database D^. The ground 
truth audio event labels along with is further used for parameter optimization and 
performance evaluation of RED for the audio onset detection. An optimal parameter 
search for the RED is performed for w^,  and 7 , by exploring the parameter space 
with different values using cross-validation steps listed in Algorithm 2 . The optimal 
values were found to be =  8000 samples, =  800 samples, and 7  =  120 that has 
achieved a highest true positive rate (TPR) of 95.2% for localizing AAE when com­
pared against the ground truth event labels. The frames segments corresponding to 
each localized events are then stored in D^. A total of 1754 appliance acoustic events 
were localized in the audio traces and the event distribution per appliance category is 
shown in Figure 3.15. Each of these events along with their appliance labels and stored 
in a database D^. These event frames were further mapped to acoustic signatures after 
time and frequency analysis as discussed in Section 3.3.2 and the database of signatures 
T>^ is finally used as training instances to train and evaluate the audio-based appliance 
event classification models as discussed in the subsequent section.
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G roup ID Features Size Com m ents
AFi {ZCR, RTF, RBF, RFV, RBF^fd,
SCstd, STEavg}
11 Combination of 
Perceptual and 
inter-frame features
AF2 (Cepstral Coefficients} 13 MFCC Feature Set
AFs {Frequency-filtered Filter Bank 
Energies}
13 FFBE Feature Set
AF4 {Cepstral Coefficients,A, AA} 39 Derivate of MFCC
AFs {AFi ,AF4} 50 Combination of MFCC 
and Perceptual Features
AFg {A F ^A F g} 24 Combination of FFBE 
and Perceptual Features
AFr {AFi ,AFs,AF4} 63 A set of ranked features 
AFr
Table 3.5: Audio based Appliance Feature Subgroups 
3 .5 .3 .2  M o d e l S e lec tio n
A similar procedure as shown in Figure 3.12 was also adopted for the audio modality 
to select the optimal audio-based appliance state estimation model. The derived audio 
features in were further ranked based on their discriminative ability to represent 
appliance categories as explained in Section 3.3.3. The value of /C in the feature rank­
ing module was empirically found out to be 63, which generates an output of ranked 
feature set AFji. The A F r  consists of perceptual features including Z C R , S T E , S E E ,  
inter-frame appliance features SFX, SBEstd, SCstd, STEmean, and the ASR features 
comprising of Cepstral coefficients with A and AA coefficients, and the frequency-filter 
filter bank energies. Finally, model selection was performed by grouping the ranked 
features into 7 different feature subgroups as shown in Table 3.5. SVM and GMM al­
gorithms were used together with these feature subgroups, and the best performing 
model was selected based on the overall performance estimate obtained using 10-fold 
CV procedure, as already discussed in Section 3.5.1.
The results in Figure 3.16(a) clearly show th a t concatenation of different audio features 
positively impacted the overall classification accuracy of the target algorithms. The best 
performing model was found to be a combination of SVM classifier (cr =  100, C  =  10, 
kernel =  RBF) and the feature set AF^ achieving the highest F-score of 87.3%. The 
performance estimate of feature set AF^ together with SVM classifier also showed 
competitive performance. These results led to several im portant observations, first,
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Figure 3.16: Acoustic Modality based Appliance Recognition Results
in comparison to MFCC features alone (i.e. AF 2 ), FFBE features (i.e. AF4) achieved 
better recognition scores. However, inclusion of delta coefficients with MFCC (i.e. AF 5 ) 
have shown to improve overall performance estimates. Likewise, the combination of
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perceptual features with MFCC and its derivatives (i.e. AF 5 ) provided better accuracy 
than th a t is obtained for combining perceptual and FFBE features (i.e. AFq). Not 
only feature sets, the classification models employed impacted the overall recognition 
accuracy of the system. Figure 3.16(a) shows th a t the GMM model closely follows 
the performance curve obtained by SVM model but comparatively underperformed for 
all the feature subgroups. Hence, the information gain achieved by combining different 
features was more notable in the performance estimates obtained by the SVM classifier. 
To provide a detail insight of individual appliance recognition scores, we present a 
confusion m atrix derived from the best performing model as shown in Figure 3.16(b).
3.5.3.3 Discussion
The empirical evidence reported above clearly suggests th a t appliance acoustic events 
identified within the measurements obtained from audio modality alone, can be effec­
tively represented in a feature space with improved inter-class variances. In particular, 
this holds true when an acoustic signature is composed of elements th a t characterizes 
both time and frequency domain. Time-domain acoustic models captured well the dis­
tinctive behavior for some of the appliances; for example the short-time energy feature 
effectively encoded the change in the intensity of volume of a vacuum cleaner during the 
tu rn  on and off events. However, due to significant inter-class overlap of time-domain 
features, such models alone are not appropriate to achieve satisfactory system per­
formance. On the other hand, acoustic event descriptors extracted in the frequency 
domain showed better characterization of appliances, despite the similarities in their 
time-domain characteristics. This can be explained from Figure 3.17 which shows the 
spectrogram of two acoustic events generated by a table fan while being operated in 
lower speed (i.e., state 1) and a higher speed (i.e., state 2). The acoustic behavior of 
these two events is directly linked with the operation of underlying electrical component 
(i.e., rotational speed of the motor) which could be characterized distinctively in the 
frequency domain. One can clearly see the difference between the distribution of energy 
in the frequency bands during the two operational states of the target fan. However, 
frequency band energies were highly correlated in the adjacent bands and even after 
appending them with the time-domain features (i.e., as in case of A F i) the overall per­
formance estimates were found to be unsatisfactory. To our understanding, the main 
reason for MFCC and FFBE features to perform significantly better than  perceptual 
feature was their ability to decorrelate band energies during the DCT com putation and 
filtering step, respectively. Moreover, A and AA  feature vectors can well describe the
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(a) Fan audio event in State 1 (b) Fan audio event in State 2
Figure 3.17: Spectogram representation of audio events when a desk fan is operated in 
two different modes
temporal evolution of appliance spectral envelope. Therefore, we see a clear perfor­
mance improvement when A and AA were combined with baseline MFCC features as 
in case of AF 5 . This was because the acoustic cues of some appliances vary much faster 
than other and correspondingly the rate of change of power provides useful informa­
tion to captures the dynamics of power change. This is true for sounds generated by 
printer and scanner devices th a t exhibit distinctive peaks in the frequency spectrum 
during the active state cycle. Likewise, higher frequency emission components has also 
been observed for events generated by vacuum cleaner. Previous studies [87,88] have 
demonstrated the effectiveness of MFCC features not only for the ASR systems but 
also for non-speech acoustic event detection. A recent study by Guvensan et al. [62] 
demonstrated th a t MFCC features were well suited to recognize acoustics of few of the 
high-power residential loads. However, to the best of our knowledge, we are not aware 
of any empirical comparison between time and frequency domain features for acoustic 
profiling of low- and high-power appliances.
To summarize, the concatenation of time and frequency domain features offers a clear 
advantage, as evident from the results shown in Figure 3.16(a). In addition, the com­
parison between GMM and SVM classification models clearly demonstrated the benefit 
of non-linear transformation of acoustic features which consequently improves the sep­
aration amongst target classes, and thereby leads to better performance estimates for 
SVM. Nevertheless, it is im portant to mention the AAEs of each appliance category 
responded differently to each feature group, whereas the best model selection criteria 
was based on the overall minimization of estimation error. Therefore, our best per­
forming model despite achieving good recognition scores still mis-classifies events from
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VC, FN, P R  and DC appliance categories as reported in the confusion m atrix shown 
in Figure 3.16(b). Since the information extracted from audio modality has been ana­
lyzed independently of power modality, such errors can be minimized by exploiting the 
information obtained from the power measurements. Motivated by this, in the next 
chapter we have proposed a multi-modal appliance recognition framework th a t jointly 
process the acoustic and power information in order to improve the overall appliance 
state estimation performance.
3.6 Summary
In this chapter, we have investigated methods to accurately perform power and au­
dio based appliance fingerprinting. Empirical investigations clearly dem onstrated th a t 
feature concatenation for recognizing APE and AAE aided in minimizing the suscepti­
bility to feature overlap amongst the target appliances in the feature space. Moreover, 
a clear gain in the model performance was observed when temporal information within 
the frames was incorporated into the load signature. SVM models when used in con­
junction with audio and power features, yielded highest recognition estimates. Despite, 
achieving improvements in comparison to state of the art methods, due to  intra- and 
inter-class feature overlap, classification errors had been made by the target models. 
Based on these findings, the next chapter demonstrate th a t knowledge extracted from 
the audio and power streams can be jointly exploited to achieve much better recognition 
performance.
Chapter 4
Multi-Modal Fusion for Load 
Disaggregation
Mono-modal pattern  recognition systems incorporate information from single modal­
ity to solve classification problems as demonstrated in Chapter 3 . However, evidence 
from the research studies suggest th a t the system can address the target problem with 
improved accuracy, if there exists a possibility to combine information from multiple 
sources [68]. Richardson and Marsh [89] defines information fusion as follows: "Data 
fusion is the process by which data from a multitude o f sensors is used to yield an op­
timal estimate o f a specified state vector pertaining to the observed system. In context 
of appliance load monitoring, data fusion methods have not been explored in detail, 
possibly due to unavailability of multi-modal sensing infrastructure within the conven­
tional buildings, as previously highlighted in Section 1 .1 . As reported in Chapter 3, 
the empirical investigation of mono-modal appliance recognition systems showed th a t 
single modality approaches have performance issues due to high intra-class variabil­
ity and overlapping of appliance signatures in the feature space. In particular, high 
classification errors were observed for acoustic appliances.
The availability of appliance acoustic cues in addition to power information, offers 
a clear opportunity to enrich the feature space, since the respective features can be 
jointly characterized to enhance the system ability of disambiguating appliance ac­
tivities. However, before proceeding to fuse information from the audio and power 
modalities, two research questions needs to be addressed. First, what set of features 
best represent information derived from each modality? Second, given the multi-modal 
features, how do we fuse them in an optimal way to map it to associated semantics?
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The answer to the first question was partially answered in Chapter 3, in which the 
effectiveness of different audio and power feature subgroups for characterizing appliance 
operations had been demonstrated. Subsequently, the best performing audio and power 
feature subgroups were identified, which we refer to as baseline features, in the text 
to follow. Building upon this knowledge, in this chapter, we further extend the audio 
and power event characterization analysis, by showing th a t the principal components of 
the baseline features in a non-linear kernel space provides a much more discriminatory 
appliance event representation. To answer to the second question, as how to optimally 
fuse information from audio and power modalities, feature-level and decision-level fusion 
approaches have been explored and empirically evaluated. The main contributions of 
this study are summarized as follows:
• Audio modality is prone to false alarms due to  presence of speech and other non- 
relevant acoustics in the target environment. Therefore, in order to determine the 
correspondence between audio and power information th a t concurrently describe 
an appliance event as well as to filter noise events from the analysis, a multi-modal 
event association method is presented.
• It has been shown th a t Kernel Principal Component (KPCA) based characteriza­
tion of APE and AAE show improvement over baseline audio and power features 
proposed in Chapter 3.
•  A kernel based feature fusion and a decision level fusion framework is presented, 
th a t optimally combines information from power and audio modalities to perform 
multi-modal appliance load disaggregation.
The organization of the chapter is as follows: Section 4.1 introduces our multi-modal in­
formation fusion framework for load disaggregation. Following that, multi-modal event 
association method which measures the correspondence between concurrently occur­
ring audio and power events, has been discussed in Section 4.2. The description of 
our proposed feature-level and decision-level fusion approaches have been provided in 
Section 4.3 and 4.4. Finally, the empirical results are summarized and discussed in 
Section 4.5.
4.1 Overview of our Proposed Framework
Our proposed multi-modal event characterization framework for load disaggregation is 
shown in Figure 4.1. The very first step is to acquire multi-modal power and audio
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measurements from the target environment. The details of the data acquisition process 
in a sm art office space has already been discussed in Section 3.1. Following that, event 
localization and characterization modules localize APE and AAE in the respective data 
streams and subsequently extract unique set of appliance features in order to character­
ize them, as previously described in Section 3.2 and 3.3. These features are then used 
to discriminate between non-acoustic and acoustic appliance events in the multi-modal 
event association module. The non-acoustic appliance events are classified based on 
their power signatures alone and therefore forwarded to power-based expert model. For 
acoustic appliances, based on prior knowledge, the module measures the association be­
tween heterogeneous set of features th a t corresponds to concurrently occurring audio 
and power events. In case of high event association score, the respective features are 
forwarded to  multi-modal information fusion module as depicted in Figure 4.1, which 
outputs the class label of the observed appliance events. Otherwise, the system avoids 
the fusion process and rely on the decision of power-based expert model alone, since 
it is less prone to false alarms. From this point onwards, we refer the aforementioned 
steps from data acquisition to event filtering and association as front-end processing.
The events from the non-acoustic and acoustic appliances after the front-end processing 
are passed on to the power-based expert model and the multi-modal information fusion 
module, respectively. In order to select an optimal strategy to combine information 
from audio and power modalities, feature-level fusion and decision-level methods have 
been investigated. Formally, these two approaches can be defined as follows:
D efin itio n  4.1 .1  (Feature-Fusion) A fusion scheme that maps the mono-modal fea­
tures in a reference space prior to classification
D e fin itio n  4 .1 .2  (Decision-Fusion) A fusion scheme that independently learns the de­
cision scores o f mono-modal classifiers and then integrates the corresponding scores to 
make the final classification.
The multi-modal event association approach and the proposed multi-modal information 
fusion framework has been discussed in detail in the subsequent sections.
4.2 M ulti-M odal Event Association
Given two heterogeneous frames corresponding to audio and power event, the task of 
multi-modal event association is to determine if the current events jointly represent
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Figure 4.1: Overview of Multi-Modal Event Characterization Framework
the appliance state transition of an acoustic appliance or not? An implicit assumption 
in our scenario is th a t audio and power events observed in a common window are 
generated by the same source. However, such simple correlation is not enough to 
establish an association between the observed acoustic and power transition in the 
respective data  streams. Audio modality is prone to false alarm due to the presence of 
random background noise in the target environment and hence a mechanism is required 
to filter out any noisy events prior to performing information fusion from the two data  
streams. The proposed multi-modal event association approach works in two stages: 
once the acoustic and power events are localized, their respective data  frames are stored 
in a database along with time stamp values. The event association module performs 
time-based event correlation by searching for pair of audio and power events th a t falls 
into the same time window, since these two are highly correlated. Any AAE which do 
not fulfill the time-correlation criteria is subsequently discarded. This can be regarded 
as an OR rule and can greatly reduce the overall false alarms generated in the audio 
streams. Oppositely, the power events which do not have valid pair of AAE in the time 
domain are marked as belonging to non-acoustic appliances and forwarded to power- 
based expert model for further classification as depicted in Figure 4.2. The power-based 
expert model is an integrated part of the feature-level and decision-level framework as 
further explained in the relevant sections; however, it only considers power information 
to make class-membership predictions for the observed event.
The correspondence measure between jointly occurring APE and AAE is defined with 
the help of a Gaussian Mixture Model (GMM), as already introduced in Section 3.4.3. 
Let A  = {a t,t e  N }  he the audio features extracted from an audio event and JV be
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Figure 4.2: Multi-Modal Event Association Method
the total number of observations in the target frame. Likewise P  = {p t,t e  N }  he the 
features extracted from a power event, of dimensionality da and dp, respectively. By 
concatenating these heterogeneous feature, a third random variable Z  = { z t ,t  G N }  
can be defined, where zt = [o-tjPt] with a dimension of dz — da + dp. A probability dis­
tribution model A representing the jointly distribution of A  and P , can be learned with 
the help of a GMM given as: p{z\X) =  C%) where model param eters
weights {wi), mean (//) and covariance m atrix (C^) can be learned using Expectation 
Maximization algorithm(EM) [85] using the training set of Z  feature vectors. Given 
two test audio and power feature vectors their association A \{ A ',P ')  can be tested as 
follows:
, . I Co-occurring Events represent the same source if p(z'\X) > 9Ax{ A , P ' ) = <  t'y \ -  (4 1 )
Co-oceurring Events represent different sources if p{z'\\) < 9
In case the A \{ A ',P ')  is less than a threshold, the audio frame is discarded and 
the power frame is forwarded to the power-based expert model for further analysis. 
Conversely, if it is established th a t the two co-occurring events represents the same 
source, they are forwarded to feature-fusion and decision-fusion modules to be processed 
jointly for load disaggregation. In our experimental evaluations, a global threshold 9 has 
been learned by estimating the target models for each acoustic appliance. Equation 4.1 
allow us to filter the background noise or irrelevant acoustic events th a t happen to 
jointly occur within the time window of the valid appliance state transitions. The 
impact of real-world noise on the performance of the multi-modal event association
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method has been investigated in Section 4.11. In the following sections, we discuss in 
detail the multi-modal information fusion approaches.
4.3 Feature Fusion
Once it has been established th a t audio and power events are associated, multi-modal 
information can be fused to perform class prediction. In this section, we provide a 
discussion on kernel-based fusion strategy to optimally fuse acoustic and power features.
The APE and AAE are then translated to load signature space £  by extracting the 
baseline power and audio features respectively, as explained in Chapter 3. To minimize 
intra-class variability and to achieve better separation amongst the target classes, which 
consequently leads to higher classification performance, the original D-dimensional fea­
ture space X e  can be mapped to a high-dimensional feature space using a 
non-linear mapping function 0(.). Generally, F  »  D, but fortunately using the “ker­
nel trick” this mapping can be performed implicitly in R ^  using a kernel function «(.). 
Let, x*,Xj, G R ^  representing two set of original feature vectors, th a t can be mapped 
to  using the following equation
0(x i).0 (x j) =  K{xi,Xj)  (4.2)
As seen from Equation 4.2, th a t the dot product of feature vectors in F ^  is simply 
replaced by a kernel function. The most widely used kernels includes Polynomial and 
Gaussian kernels, given by:
Polynomial: k { x , y) = (x'^y)^ (4.3)
Gaussian: K{x,y) = exp {-\\x  -  y \ f / 2 a ‘^ ) (4 .4 )
4.3.1 Kernel Principal Com ponent A nalysis
Principal Component Analysis (PGA) [90] is a popular method to perform dimensional­
ity reduction with an inherent benefits of removal of noise and feature redundancy. The 
optimality of multi-modal feature fusion can be ensured by avoiding the dimensionality- 
curse [54] problem as reported by number of studies [54,68,91]. However, traditional 
PGA only allows linear dimensionality reduction whereas Kernel PGA (KPCA) offer a 
remedy by computing the dominant eigenvectors in the non-linear kernel feature space.
4.3. Feature Fusion 73
Therefore, kernel mapping is already built-in the process of extracting KPCA features 
without the need to  explicitly project the features/data to a non-linear feature space. 
Considering the zero mean features x  with number of samples N , the covariance m atrix 
of the projected data  in F  can be calculated as
1 ^
c  =  ^  (t){xn)(t){xn)^ (4.5)
n = l
The goal is to obtain non-zero eigen vectors v  such th a t
(CP) =  AP (4.6)
As all solutions of P and its corresponding eigen values A lies in spanning space of 
4){xi) , . . . ,  (f){xjv), therefore the Equation 4.6 can be w ritten as
{Cv.(j){xk)) =  \{v.(j){xk)) 'ik  = l . . . N (4.7)
where P =  ^n4>{xn) where a  are the expansion coefficients. Substituting Equa­
tion (4.5) in (4.7), gives us:
^  AT N  N
^  ak(t>{Xn)^{Xk) =  A ^  ak{^{xn)4>{xk)) (4.8)
n = l  n = l  n = l
Prom Equation 4.2 the product of 00^ can be w ritten as kernel function, we can rewrite 
Equation 4.8 by first defining a N  x  N  kernel m atrix K  as follows:
k { x i , X i )  k { x i , X 2 )  . . . . k { x i , X n )
k{x2,Xi ) k{x2,X2) ....k {x 2,Xn )
(4.9)
f i { X n , X i )  k {x n , X2)  ....Ac(Xn,XAr)_
Subsequently Equation 4.8 can be expressed in m atrix notation as follows:
=  X k NKa k  (4.10)
and the solution of Equation 4.10 can be formulated as following eigen value problem
Kq;^ =  XkNak  (4.11)
Finally, eigen vectors o;i , . . . ,  ajv of K  corresponding to N eigen values Ai , . . . ,  Ayy can 
be calculated. Dimensionality reduction is performed by retaining only first M  non­
zero eigenvectors where N  > M.  The resulting kernel principal components (KPCs)
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can be calculated by projecting (j){x) onto eigen vector as follows:
M
V i i x )  =  =  y ^ a i K { x , X i ) (4.12)
i = l
In case the projected dataset {^{xn)}  does not have zero mean, the Gram m atrix  ^ K  
can substitute the original kernel m atrix K  using the following equation.
K  — A  — — K I m  — I m K I m
where I m  is a M  x M  m atrix with every element equal to  ^  [54].
(4.13)
4.3.2 K ernel M atrix Fusion
An overview of kernel based feature fusion architecture has been shown in Figure 4 .3 . 
At first events from the power and audio streams are translated to features and then 
onwards embedded into kernel space in order to derive the respective audio and power 
kernel matrices K ^  and K ^ , respectively. The K ^  and K ^  both uniquely represent a 
same semantic (i.e., activity of an acoustic appliance), whereas a fused kernel represen­
tation can be achieved using Equation 4.14.
= K ^  + K (4.14)
The fused kernel m atrix K^ still preserves its positive semi-definiteness. This joint space 
allows to explore the interdependencies amongst the two modalities and also offers a 
flexible solution to combine heterogeneous data because different kernel functions can 
be used for different modalities.
The eigen vectors (<fi, ..ctm) of K-  ^are computed by substituting it into Equation (4.11). 
Let X and i  be the testing samples from power and audio modalities, their projection 
to the eigen vector in the hybrid space can be computed as follows:
ÿi =
k { x , X i )  - f  k { z , Z 2 )  
K(T,Z2) 4- K(Z,Z2)
(4.15)
k {x , x m ) +  n { z , Z M) _
The kernel based feature fusion process is summarized in Algorithm 3. The fused feature
^Any non-negative (positive) definite (M xM ) matrix is a Gram matrix that has linearly independent 
defining vectors
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Figure 4.3: Kernel Based Feature Fusion architecture
A lg o rith m  3 Kernel Based Feature Fusion (KBFF)
1: C o m p u te  and using Equation( 4.9).
2: P e rfo rm  the fusion step using Equation( 4.14).
3: C en tra liz e  using Equation( 4.13).
4: Solve for eigen vectors a  and extraction of principal components using Equa- 
tion( 4.11) and Equation( 4.12)
5: For the input samples {x, z) compute the fused feature vector projection y  using 
Equation( 4.15)
vector y  is then forwarded to the classification module for appliance state estimation. 
An overview of the feature fusion process and classification has been illustrated in 
Figure 4.3.
The A PE ’s belonging to  non-acoustic appliance are processed by power-based expert 
model which is part of the feature-fusion architecture as shown in Figure 4.3. The only 
difference is th a t the power-based system avoid the kernel-based feature fusion step in 
the processing chain and outputs the class-membership decision based on the K PC ’s of 
power-based features alone.
4.4 Decision Fusion
In a multi-modal pattern  recognition systems, decision-level fusion is a widely adopted 
strategy to combine the prediction of two expert models. It is generally much simpler 
to perform decision-level fusion in comparison to feature-level fusion due to disparity in 
the representation of heterogeneous features. M ajority voting rule is a most commonly
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Figure 4.5: Decision Fusion Architecture
adopted technique to combine the outputs of different mono-modal classifiers. The 
ensemble decision for any incoming test sample x  is chosen to belong to class q which 
received the most votes Alternatively, a product combination strategy multiples the 
posterior probability estimates of individual classifiers to predict the class label. A draw 
back for such methods [68] especially for the multi-class classification problems is that 
they do not incorporate class specific confidence estimates in the decision process, and 
therefore are more sensitive to noise. In context of appliance load monitoring, it has 
been demonstrated already in Section 3.5, that our expert mono-modal systems show 
class-specihc bias in their overall performance estimates. Therefore, to optimally fuse 
the output of power and audio classifiers, such that the final decision is less sensitive 
to bias and variance of the expert models, we defined a reliability score 1Zs for each 
modality. To compute the TZs, the system should have the prior knowledge about the 
preciseness of individual classifiers for predicting each individual class labels. This can 
be learned from the confusion matrices that are obtained during the training phase of
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the expert models. As shown in Figure 4.4, the diagonal elements d{ of the confusion 
m atrix represents the accuracy of the classifier to rightly predict the class label i ,  also 
referred as True positive (TP*) estimate. Likewise, the vertical elements except for a  in 
the respective column represents the decision errors made by the classifier, referred to  as 
false positive (PP i) errors. These errors have already been introduced in Section 3.5.1. 
Thus, a class-specific confidence estimate for each expert model can be computed as 
follows:
dj _  TPj
TPi + FPi
where is the class-specific precision of the classifier and M  is the number of class 
labels, which in our case are the appliance categories. Subsequently, the reliability 
scores Tis for each classifier can be computed as follows:
—  =  mp. I =  1 ,. . . ,A 4  (4.16)
TZsi for each individual classifier can be learned during the cross validation phase. The 
posterior probability estimates Vi output by the respective classifiers is then multiplied 
with V s i  to weigh it accordingly and then subsequently summed to generate final scores 
for each class, as given by:
m
d{x) =  arg ma]^ ^  TZsijVij (4.18)
i= i
where m is the number of classifiers. Finally, the class label with the highest score is 
reported as the label of the test event. The fiow-diagram of the decision-level fusion 
approach is shown in Figure 4.5. For A PE’s belonging to non-acoustic appliances, the 
system make the final decision based on the output of power-based expert model alone.
4.5 Experimental Evaluations
4.5.1 Experim ent D esign
To empirically evaluate the performance of our proposed mono-modal and multi-modal 
load disaggregation systems, the first step is to perform d ata  collection from the in­
tended target environment. The experimental setup th a t is used to acquire the power 
and audio traces from a sm art office space has been explained already in Section 3.1. 
A set of low- and high-power acoustic and non-acoustic appliance as listed in Table 3.1 
have been selected as the target loads for our empirical study.
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Figure 4.6: Front-End processing for Mono-Modal and Multi-Modal Experiments
Two scenarios namely A  and B  has been setup in order to  perform controlled exper­
iments in a sm art office space. Scenario A  represents a more idealistic case in which 
appliances are operated together in a pairwise fashion in their binary state (on/off) 
to generate the aggregated load measurements which is similar to  the data  collection 
procedure as reported in number of studies [19,36,42,52]. Binary operation was en­
sured through manual operation of the devices so they do not switch into intermediate 
power states. W hilst, operating the appliances, we made provision th a t no two acoustic 
appliances operate a t the same time, thereby neglecting any possibility of AAE sound 
overlap. Scenario B, in contrast represents a more realistic environment in which we 
manually operate devices in their multi-state mode and relax the assumptions on over­
lapping AAE for acoustic devices. The ground tru th  event log is maintained manually 
to annotate appliance events which is further used to access the event localization and 
classification performance of the proposed methods. Further discussion on the data  
collection procedure is provided in Appendix B.
The audio and power traces obtained from Scenario A  and Scenario B  along with the 
ground tru th  event logs are forwarded to the event detection module. In Section 4.5.2, 
the event detection performance of RED is compared against the traditional Gen­
eralized Likelihood Ratio (GLR) based event detector on the acquired measurements. 
Following event localization, the resulted AAE and APE are translated to  feature space 
by extracting baseline audio and power features, A F j and PF\q respectively. The pre­
processing and feature extraction process of audio and power events has already been 
reported in Section 3.5.3 and 3.5.2, respectively. The baseline audio and power fea­
tures are further passed on to the multi-modal event association module th a t measures
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Dataset Non-Acoustic Acoustic Appliances Total
Appliances
Power Events Power Audio Overlapped
(APE) Events Events AAE
(APE) (AAE)
A  170 343 273 - 513
B  370 887 649 142 1257
Table 4.1: D ata Sets obtained from Scenario A  and B
the correspondence between AAE’s and A PE’s and consequently filters our irrelevant 
acoustic events recorded during the measurement process, as detailed in Section 4.2. 
Finally, we obtain feature vectors corresponding to set of acoustic and non-acoustic 
appliance events for each target scenario, which is referred to as B ata Set A  and Data 
Set B, in the text to follow. As shown in Table 4.1, Data Set A comprises of 513 
appliance state transition events (i.e., APE) whereas for Data Set B  a to tal of 1257 
appliance state transitions has been localized. Correspondingly, the number of AAE 
in Data Set A  and Data Set B  are 273 and 649, respectively. The details of appliance 
specific event distribution has been provided in Appendix B. Figure 4.6 summarizes 
the aforementioned steps, and provides an overview of the experimental design. Once 
the front-end processing is complete, the next step is to train  and evaluate the perfor­
mance of mono-modal expert models and compare it against the proposed multi-modal 
information fusion framework. The extracted feature sets are fed into the target clas­
sification systems and a A-fold cross validation strategy as detailed in Section 3.5.1 
is used to train  and estimate the performance of the classifiers, whereas the value of 
K  is selected as 10. Following sections reports the event detection and classification 
performance achieved by the proposed methods.
4.5.2 Event D etection  Perform ance
Once the data  collection is complete, the next step is to localize AAE and APE in the 
audio and power data  streams. A naive approach adopted by conventional methods to 
flag events in the power measurements is by comparing the change in the real power 
metric against a fixed threshold level. The challenges associated with such an approach 
and the rationale behind our proposed event detector RED, has already been discussed 
in Chapter 3. This section reports the performance results of RED using Data Set A  
and Data Set B, against the ground tru th  data. An optimal param eter search for the
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RED is performed which includes setting the event window size (w^), scoring window 
size (w^) and voting threshold 7 . In order to fine tune the RED parameters, we explore 
the param eter space with different values and adopted a cross-validation approach to 
select the param eter values th a t achieve low false positive rate (FPR) and high true 
positive rate (TPR). These were found out to be as follows: =  40 samples , re® =  4
samples, and 7  =  7. To provide a performance comparison. Generalized Likelihood 
Ratio (GLR) technique which is a well known probabilistic event detection method 
was also applied against the target datasets. Previously, research studies have reported 
the use of GLR for localizing the appliance state transitions in the aggregated power 
measurements. It operates by computing a log likelihood ratio Ir at each point in the 
time series x{n) using
where ppre, crpre and ppost, apost are sample mean and standard deviation of pre- and 
post-event windows, respectively, th a t are selected to be of size 24 and 26 samples 
for the target datasets. The details of the algorithm can be found in [92]. The APE 
localization performance achieved by the RED and GLR detectors on Data set A  and 
Data set B  are summarized in Table 4.2.
D e te c to r D ata Set A D ata Set B
T P R F P R T P R FPR.
R E D 94.1% 3.9% 87.1% 5.7%
G L R 81.9% 7.3% 70.9% 8.8%
Table 4.2: Performance Comparison of RSST and GLR Event Detector
The RED has shown to significantly perform well for both datasets in comparison 
to GLR. The drop in the T P R  values for the Data Set B  can be explained from the 
fact th a t low-power intermediate event transitions are obscured by the slow-varying 
transients of high-power appliances th a t contain inductive and capacitive load elements 
such as fan and AC. This is in particularly challenging for GLR method th a t has shown 
to generate high number of false positives for cases when high and low-power events 
are closely spaced in time. However, most of the resistive appliances showed stable 
power behavior but high variability is observed for the appliances equipped with SMPS 
such as laptop, thereby generating false alarms The gain in the performance of RED
^The term false alarm refers to a triggering of an event or an alarm by something other than the 
expected trigger-event.
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can be attribu ted  to the noise suppression capability embedded in the change point 
estimation process, whereas GLR show sensitivity towards power variations.
As already discussed in Section 3.2, before applying RED on the audio streams, the 
audio samples have been pre-processed to detect the silent portions of the audio traces 
based on their energy values. This pre-processing greatly improves the detection of 
audio events which is based on the difference in the magnitude of short-time EFT 
computed for overlapping frames. The RED with optimal param eter setting =  8000 
samples , =  800 samples, and 7  =  120, has been able to localize AAE in the audio
stream with a T P R  of 87% and 82%, and FPR  of 7% and 7.2% for Bata Set A  and 
Data Set B, respectively.
4.5.3 M ono-M odal Experim ents
After the completion of front-end processing, we obtained the respective audio and 
power features corresponding to selected AAE and A PE ’s, which were further used to 
train  and evaluate the mono-modal expert models. Appliance state estimation scores for 
each of the system is reported in terms of macro F-score measure, as already explained 
in Section 3.5.1.
4 .5 .3 .1  A udio-B ased  E xpert M odels
To obtain AAE recognition estimates for acoustic appliances, four audio-based expert 
models have been trained and evaluated against Data Set A  and Data Set B. Each AAE 
in the target datasets is represented by a baseline audio feature AF 7 as described in 
Section 3.5.3, along with a label that was further used as an input to SVM and GMM 
classifiers to define baseline expert models A M 3 and A M 4 , respectively. These baseline 
models were then compared against KPCA and PGA based SVM models, namely A M i 
and AM2, respectively. The performance scores achieved by the target models against 
Data Set A  and Data Set B  along with their optimal param eter setting is summarized 
in Table 4.3.
To construct the A M i and A M 2 , the kernel principal components (KPC) and principal 
components (PC) of the baseline audio features were extracted and subsequently fed 
to the SVM classifier to train  KPCA-SVM and PCA-SVM models. The K PC ’s were 
obtained by first projecting the baseline features into a non-linear kernel space using 
Equation 4.12. The selection of K PC ’s were performed by sequentially adding all the
4.5. Experimental Evaluations 82
M odel Features C lassifier P aram eters  
ID
D ata  Set A D ata  S et B
F-scorc Precision F-scorc Precision
AMi 25 KPC SVM RBF 
(C =  10, a =  10^)
0.90 0.90 0.83 0.84
AND 20 PC SVM RBF
(C =  10, (T =  10^)
0.89 0 . 8 8 0.81 0.81
A M3 AFr SVM RBF 
(C =  10, £7 =  10^)
0 . 8 6 0.87 0.79 0.80
AMa AFr GMM Variable 0.84 0.84 0.77 0.78
Table 4.3: Appliance State Estimation Performance Audio-Based Expert Systems
25 KPCs
20 PC's80
70
50
# PCA-SVM(RBF)
» # KPCA-SVM(RBF)
•  KPCA-SVM(Poly)40
10 20 30 40 50 60
Feature Dimension
Figure 4.7: KPC and PC selection for KPCA-SVM and PCA-SVM Audio models
extracted components and subsequently feeding them to SVM classifier to achieve an 
overall performance estimate. Only those components th a t leads to highest audio-based 
appliance recognition score were selected for A M i. This is illustrated in Figure 4.7, 
where KPCA-SVM models with Gaussian kernel (cr =  100) and Polynomial kernel 
{d =  2) were evaluated against Data Set D. It was found out that Gaussian kernel 
led to a better classihcation performance than polynomial kernel. The gain in the 
performance using non-linear KPCA based feature extraction method compared to 
linear PC A based method is clearly visible as soon as the feature dimensionality of 
KPCA models exceeds 10, as shown in Figure 4.7. However, performance degradation
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is quite evident for both KPCA and PC A based models as the number of components 
increased beyond the optimal number of K PC ’s and P C ’s. The highest recognition rate 
of 83% was achieved with 25 K PC ’s using KPCA-SVM (RBF) and therefore selected as 
AAÎi. A  similar procedure was adopted for A M 2 (i.e. PCA-SVM (RBF)) that achieved 
a maximal performance score of 81% with 20 P C ’s.
The average appliance state estimation score obtained by A M \ and A M 2 is higher than 
the baseline performance achieved by AM3 and AM4 , as reported in Table 4.3. In par­
ticular, for Data Set R, A M \ showed higher relative improvement in the precision score, 
for predicting class membership of the target AAF’s. Therefore, A M \ was selected as 
our expert audio-based recognition model which was later used in the decision-level 
fusion module. The individual appliance recognition scores obtained using the AAIi 
are reported in form of a confusion matrix as shown in Figure 4.8.
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Figure 4.8: Confusion M atrix of A M \ for Data Set B
4.5 .3 .2  P o w er-B ased  E x p e r t  M odels
To obtain APF recognition estimates for all the target appliances, four power-based 
expert models were trained and evaluated against Data Set A and Data Set B. Fach 
APF in the target datasets was represented by dynamic power features PFio, as already 
described in Section 3.5.2, which along with labels, was later used as an input to SVM
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M od el Features C lassifier 
ID
P aram eters D ata  Set A D ata  S et B
F-score Precision F-scorc Precision
PMi 17 KPC SVM
(C =
RBF
10,C7 =  1 0 )^
0 . 8 6 0 . 8 6 0.82 0.83
PM 2 14 PC SVM
(C =
RBF
1 0 , a =  1 Q2 )
0.83 0.85 0.79 0.79
PMi PFio SVM
(C =
RBF
1 0 , 0  =  1 0 )
0.76 0.77 0.74 0.74
PM 4 PPio t-NN k =  7 0.74 0.74 0.70 0.70
Table 4.4: Appliance State Estimation Performance of Power-Based Expert Systems
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Figure 4.9: Confusion Matrix of P M i for Data Set D
and k-NN classifiers to define baseline expert power models PA /3 and PA/4 , respectively. 
These baseline models are then compared against KPCA and PGA based SVM models, 
namely P M i and PA/2, respectively. A similar procedure as reported in the previous 
section was adopted to select the optimal number of K PC ’s and P C ’s for PA/] and PA /2. 
A total of 17 K PC ’s were selected for P M \ and 14 P C ’s for PA/2. The performance 
estimates of each target model were obtained after 10-fold cross validation against Data 
Set A and Data Set B. The results along with the optimal param eter setting of each 
model is summarized in Table 4.4.
The superiority of KPCA and PC A based models over baseline models is clearly evident
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from the results. Moreover, the performance scores of P M i and P M 2 clearly suggests 
th a t the principal components extracted from non-linear feature space provides a much 
more discriminatory representation than the ones extracted linearly. The P M i  signif­
icantly improves the precision score for predicting the class membership of the target 
APEs in comparison to baseline models, particularly for Data Set B. However, com­
paring to Data Set A, high classification errors were obtained for all the target models 
when evaluated against Data Set B. The possible reasons for the deterioration in per­
formance is further discussed in Section 4.5.5. Finally, P M i is selected as the best 
performing model based on its performance score and was further used as an expert 
model in the decision-level fusion module. The individual appliance recognition scores 
obtained by P M \ against Data Set B  are reported in form of a confusion m atrix as 
shown in Figure 4.9.
4.5.4 M ulti-M odal Experim ents
Given the baseline acoustic and power signatures corresponding to AAE and APE, the 
multi-modal framework fuse information at feature- and decision-level using the pro­
posed kernel-based feature fusion method (FFM) and decision fusion method (DEM), 
as explained in Section 4.3 and 4.4, respectively. In case of FFM, the information de­
rived from the audio and power modalities was jointly characterized in a non-linear 
feature space using Algorithm 3. The goal was to create a unified hybrid feature space 
by fusing inter-modal signatures in a complimentary way such th a t the target space 
can be used for predicting class membership with much higher accuracy. To be able 
to achieve such characterization, the baseline acoustic and power features were trans­
lated to audio and power kernel matrices using Equation 4.9, which were subsequently 
fused using Equation 4.14. The principle components of this fused space was derived 
using Equation 4.12 and finally the selection of KPCA features was performed using 
the similar approach, as reported in Section 4.3. A total of 25 KPCs were selected and 
subsequently used as an input to train  the SVM classifier. To predict the class label of 
an unknown test instance, a projection of fused feature vector was first computed using 
Equation 4.15 which was then fed into the classifier to determine its corresponding 
label.
Likewise, for decision-level fusion, we investigated the use of a traditional weighted- 
sum method th a t linearly combines the output of expert mono-modal systems P M \ 
and AM i, while taking into account their class-specific reliability scores as explained in 
Section 4.4. The 7is for each modality was derived from the confusion matrices shown
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in Figure 4.8 and 4.9. The appliance class with the highest fused score has been selected 
as a label of the unknown test event. The performance of decision-level and fusion-level 
approaches were estimated using the 10-fold cross validation method and is summarized 
in Table 4.5, along with the optimal param eter settings for each of the classifiers.
It can be seen from the results th a t both multi-modal fusion strategies have shown 
to perform better than mono-modal approaches in predicting class-membership of the 
target events. In comparison to power-based expert model P M i,  a clear performance 
improvement can be seen by multi-modal fusion approaches, particularly by FFM  th a t 
obtains 6% and 7% higher F-scores for Data Set A  and Data Set B, respectively. In 
comparison to DFM, the precision gain achieved by FFM  is 4% higher when evaluated 
against Data Set B, as shown in Table 4.6. The results obtained from the mono-modal 
and multi-modal approaches for appliance state estimation led to several im portant 
observations which are further discussed in the subsequent section.
4.5.5 D iscussion
There are several im portant observations th a t could be inferred from the reported em­
pirical investigation of mono-modal and multi-modal systems for load recognition. Sev­
eral factors as already highlighted in Section 3.5.2, including slow appliance transients, 
feature overlapping, intra-class feature variability within each appliance category affect 
the performance of baseline appliance load recognition systems. However, the results 
tabulated in Table 4.4 and 4.3 suggests that appliance event characterization can be im­
proved by finding the most dominant feature-vectors in a non-linear feature space. The 
reported results makes it evident th a t KPCA features reveals more complicated struc­
ture in the data  and in particular minimize the intra-class feature variability, thereby 
achieved a much higher appliance state estimation accuracy. An intuitive explanation 
is th a t the projection of the features in the non-linear space enhances the connection 
between the feature vectors th a t are close in the original feature space which ultim ately 
leads to spread out clusters. Subsequently, eigen value analysis describe the direction in 
which these clusters are scattered to greatest extent, thus providing a better separabil­
ity of target classes in contrast to linear PGA and baseline features. The susceptibility 
to overlap amongst the feature groups is further minimized as the system exploits the 
complimentary information sensed by audio modality. This is illustrated in Figure 4.10 
which shows the error reduction in the false positive for the target appliance categories 
obtained by the FFM  in comparison to P M \. It can be seen th a t the highest error re­
duction is observed for the appliance categories including PR, AG and MW, all having
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M odel
ID
Features Classifier P aram eters D a ta  S et A D ata  S et B
F-score Precision F-score Precision
FFM 25 KPC SVM RBF 
(C =  1 0 , tr =  1 0 )^
0.92 0.93 0.89 0.89
AMi SVM RBF
(25 KPC) (C - 10,(7 =  1 0 )^
DFM 0.90 0.90 0.85 0.85
PMi  SVM RBF
(17 KPC) (C = 10,(7 =  10^)
Table 4.5: Appliance State Estimation Performance of Multi-Modal Systems
A p pliance ID F F M D F M
F-score(%) Precision(%) F-score(%) Precision(%)
FL 99 1 0 0 99 1 0 0
IL 85 90.4 81 87.1
DC 84 89.3 79 8 6 . 1
LP 89 79.4 81 74.3
MW 92 88.4 85.5 90.8
LS 8 8 87.1 81 77.8
FN 90 92.7 82 80.4
CM 8 8 92.6 8 6 87
AC 89 89 8 8 84
PR 90 82.5 86.5 8 8
SC 89 92.7 87 84
VC 89 89.9 85 81
M acro-A verage (%) 89 89 85 85
Table 4.6: Performance Comparison of FFM  versus DFM for Appliance State Estim a­
tion
distinct acoustic profiles.
On the other hand, the DFM has also performed better than power-based expert model, 
however the scores achieves are lower in comparison to FFM  as shown in Table 4.6. It is 
because the DFM fails to output the correct labels for certain classes th a t are confused 
by both the power and audio-based expert models. The wrong posterior probability 
scores a t the output ultimately leads to low class-prediction accuracy for classes such 
DC, P R  and VC. Moreover, in contrast to feature-level fusion, DFM do not learn any
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Figure 4.10: False Positive Error Reduction achieved by Feature-Fusion Model in com­
parison to Power-Based Expert Model P M i for Data Set D
reference space and therefore unable to take into account the correlation amongst the 
heterogeneous features, which led to loss of information.
Notably, a clear performance deterioration is observed for the target systems when eval­
uated against Data Set D compared to Data Set A. This can be explained as follows: 
First, the Data Set D represents a more realistic scenario where appliances are allowed 
to make intermediate state transitions. Therefore, the target feature space becomes 
more crowded with the increase of the number of states to monitor. Consequently, 
classifier finds it more challenging to define a clear decision boundaries amongst the 
target classes. Moreover, it has been observed that high-power appliances exhibiting 
slow varying transients during their state transition obscure the events from low-power 
appliances, when both operated in parallel. This leads to inaccurate event characteri­
zation and thereby appliance classes are confused as illustrated in the confusion matrix 
shown in Figure 4.9. For the audio-based expert model, a similar phenomena is ob­
served when two acoustic appliances operate in parallel generating overlapping AAE’s. 
It has been observed that trained models representing the overlapped behavior of ta r­
get acoustics accurately predict the class labels of the AAEs having distinct frequency 
characteristics such as the overlap of fan and coffee machine sound. However, this is 
not true for low-energy AAE’s such as DC and SC for which high false positive errors 
are observed as illustrated in the confusion matrix shown in Figure 4.8. To alleviate 
the problem, the multi-modal system jointly process the audio and power information 
and hence achieves better recognition estimates in comparison to mono-modal expert 
models.
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N oise  E vents Chair
Moving
Clapping Cough Door
Slam
Music Sneeze Speech
Sam ples 15 14 12 12 13 10 18
Table 4.7: User-Generated sounds as a real-world Noise events
4.6 Performance Estim ation under Real-world Noise
The above empirical analysis was carried under an assumption that there is no back­
ground noise in the target environment. To further estimate the system performance 
under noisy conditions, experiments were carried out in two phases. In the first phase, 
we have accessed the ability of our multi-modal event association framework to reject 
any random background events th a t concurrently occurs in the same time window when 
appliances exhibit state transitions. The performance is evaluated by first developing a 
database which consists of appliance events th a t were artificially overlapped with user­
generated sounds to construct noise corrupted events. The isolated appliance AAE’s 
were obtained from Data Set A, whereas the user-generated sounds were obtained from 
ShATR Multiple Simultaneous Speaker Corpus and Real World Computing Partnership 
(RWCP) sound scene database [71]. The user-generated sound samples were referred 
to as Noise Events as listed in Table 4.7. The resulting database consists of a to tal of 
94 noise corrupted events which were subsequently processed by our multi-modal event 
association framework. Our proposed event association framework showed a promising 
filtering performance and correctly rejects 85% of the events. Interestingly, we found 
out th a t some of the noise events belonging to categories chair moving and door slam 
exhibit similar frequency characteristics to printer, scanner and DC acoustic classes 
and were wrongly classified as valid AAE’s.
In the second phase of the experiment, the impact of noise levels on the proposed 
fusion mechanisms were investigated. Speech is the most commonly occurring sound 
in the office environment, hence AAE’s belonging to Data Set A are overlapped with 
speech instances with 5 different Signal-to-Noise Ratios (SNR): 20dB, 10 dB, 0 dB,- 
10 dB,-20dB. This enables us to analyze the system behavior under different levels of 
overlap. Following that, each of the acoustic event is jointly processed with the corre­
sponding APE using the FFM  and DFM. The appliance state estimation performance 
of feature-fusion and decision-fusion approaches for each SNR levels are summarized in 
Figure 4.11.
Note th a t the decision-fusion approach was less effected by the noise levels because at 
low SNR, the DFM attains a performance level of power-based expert models, as seen
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Figure 4.11: Comparison of DFM and FFM performance against speech overlapped 
Data Set A
in Figure 4.11. From 10 dB onwards, more weightage is given to the scores obtained by 
power-based expert model because the audio-based expert model output low posterior 
probability scores at low SNR values. On the other hand, the feature-fusion approach 
exhibit a significant performance drop for low SNR, levels. The noise levels has a clear 
impact on the extracted K PC ’s which consequently led to low appliance estimation 
scores. To conclude, DFM proved to be more robust against noise whereas FFM  yields 
better results if the background noise is low.
4.7 Summary
In this chapter, we showed th a t the audio cues from the appliances could act as an addi­
tional source of information to improve the class membership prediction of A PE ’s. Prior 
to information fusion, it was demonstrated th a t KPCA analysis of baseline audio and 
power features improve the appliance state estimation accuracy of audio- and power- 
based expert models. However, the multi-modal approaches yields a higher error reduc­
tion in comparison to mono-modal approaches. In particular, features extracted from 
a hybrid feature space showed less susceptibility to overlap. Therefore, feature-fusion 
method showed higher recognition estimates for each target classes. Comparatively, 
decision-level method provides low performance scores than  feature fusion method, but 
has shown high robustness against noise.
Chapter 5
A Non Event-Based Method for Load 
Disaggregation
In an attem pt to  propose a non event-based approach to load disaggregation, we exam­
ined the use of a specialized variant of Hidden Markov Model (HMM) known as Facto­
rial HMM (FHMM). The goal is to learn from the data  in order to recognize appliance 
specific state transitions. Furthermore, we explored the effectiveness of concatenating 
baseline power features with the FHMM framework for maximizing the accuracy of the 
disaggregation model. Binary and multi-state appliance models have been developed 
and compared against a proposed event-based approach.
5.1 Problem Overview
As discussed in Section 2 .1 .2 , research to date has mainly focused on event-based ap­
proaches to discern appliances from composite load measurements. Until, recently, there 
have been attem pts to directly estimate the sources th a t compose the aggregated signal 
w ithout detecting specific events from power measurements. However, such preliminary 
studies were undertaken to devise a completely unsupervised load disaggregation sys­
tem. Moreover, it is worth noting th a t w ithout sub-metered training data, the methods 
did not achieve high enough disaggregation performance and a t present can not be en­
visioned for a real-world scenario.
This is the exact challenge addressed in this chapter. To do so, we propose a non 
event-based probabilistic model to monitor the usage of desk level appliances in a non-
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invasive manner. The aim is to achieve high disaggregation accuracy by first learning 
the accurate param eters of appliance models using the segregated signatures of each 
target appliances and later utilize them  in recognizing appliance state transitions within 
the aggregated load measurements.
The problem of non event-based appliance disaggregation can be formally expressed
as follows. Given the sequence of aggregated power readings Y  =  [y i, y^] of M
appliances for t  =  [1,....T] time measurements, we want to discern the power contri­
bution of each appliance p =   where p  is dependent on the states of the
appliances.......................... .....such th a t m G {1, ....,M }. At any point in time t the
hf =  Ph whereas consumption information of each appliance state can be de­
termined from the sub-metered data during the training phase. Hence, the problem is 
thus reduced to determining the states of the appliances during each time period 
t.
In an office environment where multiple desk level appliances are connected to a single 
power outlet, a probabilistic model can be used to perform hidden appliance state esti­
mation given aggregated power observations. Therefore in this study, we have decided 
to investigate the suitability of Factorial Hidden Markov Models (FHMM) for desk 
level load disaggregation. An im portant aspect of our work is the selection of adequate 
feature sets, which are used for the proposed classifiers and corresponding modeling 
of power states of individual appliances. Through empirical evaluations, we showed 
th a t concatenation of power and statistical features can not only improve the binary 
state (ON /O FF) estimation of appliances, but it works well even for the inference 
of multi-state power consumption models. Current non-event based load disaggrega­
tion studies have mainly focused on recognizing binary load operations; however, in a 
real-world setting many appliances often operate in more than  two states. Considering 
this, we evaluated the suitability of our models for binary- and multi-state appliance 
operations. Our proposed solution do not rely on high-fidelity power measurements 
instead we make use of low-frequency power measurements for our target models. Such 
a solution offers scalability because the existing metering infrastructure, particularly in 
residential environment provides low-resolution data, as previously highlighted in Sec­
tion 2.1.1. Moreover, we have shown th a t our approach works in a real-time once the 
models are trained as opposed to traditional approaches, and we present a deployment 
of our system as a live application.
The probabilistic framework for modeling and estimation of hidden appliance has been 
discussed in the following section.
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Figure 5.1: (a) Graphical representation of Hidden Markov Model (HMM). St is a 
discrete variable whereas Yt is the observable output at time step t. The vertical arrows 
show dependency of observable output on hidden state (b) State Transition Model of 
a LCD Screen
5.2 Probabilistic M odeling for Load Disaggregation
Hidden Markov Models (HMM) [93] have been widely used to model stochastic pro­
cesses and are also well suited to model the combination of independent processes. A 
graphical representation of an HMM model is shown in Figure 5.1(a). The St is a 
hidden state variable th a t effects the distribution of the observable state variable Yt. 
In context of load disaggregation, the Yt is the power signal observed a t the output of 
the energy m eter governed by St which represent the underlying states of an appliance. 
For example the LCD screen can have three operational states ON, IDLE and OFF. 
The possible state transitions of an LCD screen can be represented as shown in Fig 
5.1(b). This can be translated into an HMM model A by defining initial state prob­
ability 7T, emission probability cj) and state transition probability A s.t A =  {?[, <;6, A}. 
The 7T defines the initial probability of an appliance state at t =  1, whereas A is a 
transition m atrix representing the possible state transitions within a model. The (j) is 
the probability of an observation at time t  given a particular state.
In a simplistic scenario, the Yt at time step t can be thought of a power drawn values of 
an appliance in a particular state k  and we assume 0  to follow a Gaussian distribution 
: 0  % A/’(/z/;, (jfc), where jj, and a  are the mean and standard deviation of the output 
observation. The presence of learning algorithms as proposed in [93], for training the 
HMM (e.g. Baum-Welch Algorithm), evaluating model likelihood (e.g. Forward Back­
ward Algorithm) as well as for the estimation of probable hidden state sequences (e.g. 
Veterbi Algorithm) make these model a popular choice for various pattern  recognition 
problems.
Our objective is to perform hidden appliance state estimation given the aggregated
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power readings. To represent a combined load model for the appliances operating in 
parallel, it is possible to define a regular HMM model with a x transition 
matrices, where K  is the number of states in each appliance and M  is the to tal num­
ber of target appliances. However such a model would impose a high computational 
requirements as state transitions grow exponentially with an inclusion of each new ap­
pliance. Factorial Hidden Markov Model (FHMM) is an extension to HMM th a t limits 
the transition matrices to M matrices of size K  x K  by  introducing distributed state 
space architecture. This variant of HMM has been thoroughly studied by Ghahramani 
and Jordan [94], and as the exact inference with HMM states becomes intractable, 
hence efficient algorithms for learning the model parameters as well as the possibility 
of using faster variational approximation to  infer the most likely sequence of states for 
each of the Markov chains has been proposed. In FHMM, independent Markov chains 
contribute to a single observable output as shown in Fig 5.2(a). The hidden state St 
is now split into M  independent factors magenta s["^\ However, the transition m atrix 
is constrained in a way th a t there are no intermediate state transitions between the M  
independent chains but they are still linked via the observable output Yt.
The arrows denotes the horizontal and vertical dependencies between the hidden and 
the observable states. Each chain or factor m representing one individual appliance can 
take one K  states, S^^^ E { 1 ,2 ,. ..  ,K j ,  and the estimated hidden probability distri­
bution is represented as Q{Sf^^). The output contributions from each factor is
dependent on the state of th a t factor a t time t. The observable output on the other 
hand is the summation of each factor contribution. We now discuss the model defini­
tion and provide an overview of learning and inference methods for an FHMM in the 
following subsections.
5.2.1 M odel D efinition
As discussed earlier, each chain in the FHMM follow Markovian dynamics, meaning 
hidden state a t time t (i.e., S^^^) is independent of past states (i.e., given the
immediately preceding state (i.e., Formally,
= ( s g )  (5.1)
t=2
Secondly, each chain evolves according to its own dynamics, meaning
P{S)  =  (5.2)
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Figure 5.2: (a) Graphical representation of Factorial Hidden Markov Model (FHMM) 
which is a combination of M  HMM’s. The hidden state is now divided into m factors 
(i.e. The observable output Yt is now dependent on contributions from all of the
sub HMMs. The transition m atrix is constrained to produce M  independent factors 
(b) A structured variational approximation assumes uncoupling amongst M  chains to 
simplify the inference task
The observation Yt is a Gaussian random vector, whose mean is summation of output 
contributions of each factor as expressed in the following equation
M
/ t^ =  (5.3)
m =l
Let D X  1 be the dimension of the observation vector Yt, then probability density 
function of the model output can be expressed as
P ( Y t \ S t )  =  |C |- 5 ( 2 + - f  e x p { l(r , -  -  n t ) } (5.4)
where C \s a D x  D  covariance m atrix and the mean /if is dependent on the respec­
tive contributions from the appliances at time step t, as expressed in Equation 5.3. As 
pointed out earlier, each chain is independent of each other, and their horizontal depen­
dencies can be modeled as M  transition matrices The is equivalent to combining
independent appliance HMM, and using the properties of Equation 5.1 and 5.2, the 
hidden state priors and transition m atrix for FHMM model can be formally expressed 
as Equation 5.5 and 5.6.
M
p ( s i ) = n  TT*"*)
m =l
M
p { s t \ s , - i ) = n
(5.5)
(5.6)
m =l
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This independence means th a t probability of appliance 1 to be in state a, whilst ap­
pliance 2 to  be in state b and so one, is the product of separate marginal probabilities. 
Thus, the joint probability distributionp(]^, 5"f) can be defined as follows
T
P{Yt,St) =  P (S i) p ( l i |S i)n ^ ( -5 ( |5 ( - i )P (K , |5 ,)  (5.7)
t=2
Equation (5.7) can be expanded using Equation (5.5) and Equation (5.6)
M  T  M
P{Yt,St) = n  n (5.8)
m = l  t= 2 m = l
5.2.2 Inference
Expectation Maximization (EM) algorithm learns the parameters of HMM in two it­
erative steps. In expectation step (E-step) the inference of posterior distribution of 
model states P{S\Y, A) is performed whereas in the Maximization step (M-step) the 
parameters of the model A are updated to their maximum-likelihood values. However, 
in case of FHMM, exact inference in the E-step is a computationally expensive process 
and the probabilities of interest becomes intractable to compute. To overcome this and 
to decrease the computational requirement several approximate inference methods have 
been proposed. The author in [94] has provided a comparison between the exact and 
approximate methods for training and inference in FHMM. In approximate methods, a 
simplified graph structure is assumed with an introduction of approximate distribution 
Q{S) with an aim to minimize the Kullback-Leibler (KL) divergence between approx­
imate Q{S) and exact distribution P {S). In this study, we adopt a structured varia­
tional EM approximation method, which is briefly discussed below. The justification 
and complete derivation of the model is provided in [94]. The simplified structure for 
structured variational approximation method has been shown in Figure 5.2(b), where 
it is assumed th a t M  Markov chains are uncoupled. The inference problem is simplified 
in the E-step by introducing a responsibility factor in place of P {Y \S ). The 
can be thought of as a fictitious observation which represents a combination of different 
settings for The probability of this responsibility factor is varied to minimize the 
KL divergence between Q (S) and P (S )  during the E-step. Hence, the param eters of 
the approximate distribution becomes A =  A ^ ,  h ^ j .  The Q (S) can be w ritten
as
.  M  T
Q(5|A) =  —  n  «(S 'i’"> |A) n  «(•s,<’"> A) (5.9)
Q m = l  f=2
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where prior and transition probabilities can be w ritten in terms of as follows
K
=  (5.10)
fc=l
s.( m )
Q (5 ‘’">|S<” >,A) =  n  I (5.11)
k=l \  j=l /
Now comparing Equation 5.9 with Equation 5.8 one can see th a t the P (y i |5 i)  is fac­
torized by the observation likelihood corresponding to each factor using Hence,
the most likely state sequence within each factor or posterior probability for each chain 
can be carried out independently as in case of single HMM, with K  states. The M step 
for FHMM is same as for HMM and is tractable and the details of which can be found 
in [94]. A generative approach to learn the parameters of the model is summarized in 
Algorithm 4.
The process of probabilistic load modeling for appliance disaggregation is summarized 
as follows: the first step is to initialize the FHMM parameters and this requires select­
ing the to tal number of chains in the model which corresponds to the to tal number of 
appliances. Moreover, each chain consists of different number of states th a t depends on 
the operational behavior and type of the appliances. To initialize the load disaggrega­
tion model, the initial state and transition probability must be specified as explained in 
Section 5.2.1. The next step is to use EM algorithm as summarized in Algorithm 4 to 
learn the model parameters. The EM algorithm iterates in two steps until convergence 
is achieved. The convergence of the algorithm is measured until the difference of change 
between the old and new model parameters becomes less than  a specified value, which 
is referred to as stopping criteria. As discussed earlier in the section, th a t the objective 
of structured variational approximation is to minimize the KL divergence as it offers a 
theoretical assurance th a t lower bound on the likelihood is maximized during E and M 
steps. Each iteration of E and M increases the likelihood Q(K|A), until convergence to 
local optimum.
Finally, the goal is to discover the hidden states of the appliances, given the aggre­
gated power measurements. Once the model parameters are learned, the sequence of 
hidden states variables can be decoded using Maximum Likelihood Estim ation (MLE) 
principle. We want to find the joint probability of hidden states th a t has generated the 
observed signal. The decoding of the most likely sequence of states can be done via 
applying standard Viterbi algorithm [93] th a t finds the maximum likelihood over all
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A lg o rith m  4 Generative Approach to Param eter Learning 
A 4— Initialize Parameters
re p e a t
y  4 - A
A <r- argm ax E  [log (5(K, 5|A)|F, A')] 
u n ti l  A converges
S*  =  argm ax Q{Y, 6"|A)s*
possible state sequences, which can be formally expressed as
5"* =  argniax Q(y,5'|A) (5.12)
5.3 Experimental Evaluations
The proposed approach has been evaluated by acquiring the data from the experimental 
setup as already discussed in Section 3.1. A subset of appliances have been selected from 
the target appliance list as tabulated in Table 3.1. This includes a desktop computer, 
an LGD Screen, a laptop, and a fan with three distinct states and an incandescent 
desk lamp having two states of operation. SPG was used to measure the aggregate 
device usage of appliances. To evaluate the performance of our proposed approach, the 
experiments were conducted in two phases as discussed below. Implementation and 
evaluation are performed in a M atlab environment.
5.3.1 Experim ent D esign
To train and test the performance of our non-event based appliance models, both aggre­
gate and per appliance level data were acquired in two phases: Binary and m ulti-state 
operational phase. In the binary phase we have configured all the target appliances 
to operate just in two states: on and off. For example, using the power-management 
options we have disabled any power-saving settings for the LCD Screen (LS), Desk­
top Computer (DC), and Laptop, so th a t they would continue to operate in an active 
mode without switching to intermediate states. Conversely, for the m ulti-state phase, 
all possible state transitions have been taken into account for the target devices as 
listed in Table A.3. Appliances were individually monitored for an average duration
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Test Appliance Combinations Binary Phase M ulti-state Phase
Scenarios (Target States) (Target States)
1 DC, LCD 4 5
2 Laptop,Lamp 4 5
3 Lamp, Fan 4 5
4 Laptop, Fan 4 6
5 DC, LCD,Lamp 6 7
6 DC, Lamp, Laptop 6 8
7 DC, LCD, Lamp,Laptop 8 10
8 DC, LCD,Lamp,Fan 8 10
9 DC, LCD,Laptop,Fan 8 11
10 All 5 Appliances 10 13
Table 5.1: Test Scenarios to evaluate the hidden appliance state estimation performance 
of FHMM’s when appliances are operated in parallel.
of 30 minutes during these two phases, and the acquired data  was used to derive their 
respective HMM chains (i.e., the number of states, transition matrix and initial state 
probabilities) using EM algorithm. The parameters learned were further combined us­
ing Equation 5.5 and 5.6 to define the initial parameters of the composite load FHMM. 
The FHMM further estimate the model parameters using Algorithm 4. Once the model 
was trained, the appliance state estimation was performed using the observable power 
measurements.
To explore the effectiveness of the proposed approach for desk level load disaggregation, 
10 test scenarios were designed as shown in Table 5.1 with a t least two appliances 
operating in parallel. The mean duration for each appliance state was set to be 5 
minutes. Appliances were switched to their respective states during each scenario and 
d ata  was accordingly annotated to obtain ground tru th  labels. The target states to 
estimate is dependent on the number of target appliances used in each scenario. The 
next subsections provide details of different models th a t were considered for hidden 
appliance state estimation.
5.3.2 Feature Sub-Groups
As discussed in Section 2.2, the power measurements can be characterized by extracting 
a set of features from the voltage and current signals. Let T  be the length of observation 
vector Yt, which in our case was set to  be 15, and each measurement can be characterized
5.3. Experimental Evaluations 1 0 0
F e a tu re  E xtraction
F e a t u r e  S u b g r o u p  
M o d e l s
Power M easurements Observation Vector
S ta te  D ecoding
Veterbi A lgorithm
Decoded State 
Sequence
F-score Estimation using 
Ground Truth Labels
Figure 5.3: An overview of Appliance state decoding process using Feature-subgroup 
FHMMs
by D  dimensional feature vector. We used power-based features for state modeling, 
including average real and reactive power as well as their respective standard deviations 
and power factor information. Since, we were mainly looking at steady-state behavior 
of appliances th a t could be seen as a stationary stochastic process, the power features 
were well suited for characterizing the combination of such processes. They are further 
divided into sub-groups, whereas each of them  is used to train  an independent FHMM, 
as listed in Table 5.2. This will allow us to study the effectiveness of target features and 
their combinations for appliance state modeling which consequently impact the hidden 
state estimation accuracy. The models trained using these 5 sub-groups were evaluated 
against test scenarios listed in Table 5.1.
Model ID Observation Vector (Yt) Comments
M l P where P  =  Ft
M2 where Q =  Qt
Ms P ,Q ,P F where P F  = =
A P
M4 P, Q, PF, Pstd where Pstd ^  \ / t  “  P)^
Ms P , Q, PF, Pstd, Qstd where Qstd =  \ l \  Y.^=i(Qt ~  Q)^
Table 5.2: Features for Appliance Models
5.3.3 Perform ance Evaluation
An overview of FHMM based decoding of appliance states given the power measure­
ments is shown in Figure 5.3. It consists of three steps: the characterization of acquired 
measurements by extracting power features; decoding of the appliance states using our 
trained models; and accessing the accuracy of the hidden state estimation by comparing 
it against the ground tru th  data. To evaluate the performance of our models, a macro
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Figure 5.4: Performance Comparison of feature subgroup Models on target test scenar­
ios
average F-measure (Fi score) was adopted as a evaluation metric, discussed already in 
Section 3.5.1. Finally, we compared the results with our event-based framework pro­
posed in Section 4.5.3.2. The experimental results have been reported in the following 
discussion.
5.3.3.1 B in a ry  a n d  M u lti-S ta te  C lassifica tion
In the first phase of the test experiments as listed in Table 5.1, when only binary op­
eration of the appliances is allowed, the performance of our target models has been 
summarized in Figure 5.4. It can be seen th a t model M4 shows a highest state esti­
mation accuracy of 0.906, whereas the lowest performing model was found out to be 
M l with 0.734 accuracy. The advantage of composite features for modeling the states 
of the appliances is clear, as model M2 to M5 has showed a positive impact on the 
state decoding performance. However we did not observe any significant performance 
improvement for model M 5 compared to M4. Likewise, in the second phase of the
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^ 'v .^enario
Phase
1 2 3 4 5 6 7 8 9 10
Binary 0.987 0.980 0.976 0.862 0.941 0.931 0.90 0.88 0.830 0.768
Multi 0.956 0.961 0.87 0.702 0.890 0.91 0.74 0.731 0.669 0.614
Table 5.3: The F-scores obtained for the test scenarios using model M 4
experiment, M 4 still showed superior performance compared to rest of the models as 
shown in Figure 5.4. However it must be noted th a t a 10% performance degradation 
was observed during the multi-state appliance operation scenario.
A detailed insight into the best preforming model M4 reveals some interesting obser­
vations. In Table 5.3, we list the performance scores for each test scenario using M4 
for binary and multi-state experimental sessions. One can clearly see th a t in between 
test scenarios 7 to 10, the appliance state recognition performance fell below the macro 
average score in both experimental phases. These observations led to several findings, 
summarized as follows:
• Firstly, in comparison to binary-state appliance activations a clear deterioration 
in the performance of target models was observed for multi-state appliance op­
erations. This was also true when the number of appliances under test were 
increased, particularly for cases between 7 to 10. Since, the increase in the num­
ber of appliances ultimately led to an increase in the number of appliance states 
to monitor, the possibility of similar power draw values between appliance inter­
mediate states also increases. This resulted in aliasing of power sums and hence, 
like other steady-state techniques, in such a situation disambiguating between 
appliance states becomes a challenge. This problem becomes much worse for gen­
erative models like FHMMs, where state decoding of one appliance is dependent 
on the correct state estimation of another active appliance. For example, the 
power draw by a laptop and fan running in their active states is equivalent to 
an LCD in an on state. The resulting state estimation error due to  this overlap 
propagates in the chain, thereby leading to high false positives errors while low­
ering the overall accuracy of the model. This explains the low scores obtained by 
model M l which relied on power information alone. However, one can see th a t 
this problem was alleviated by increasing the dimension of the feature vector.
• Secondly, not only the number, but the type of appliances operating in parallel 
also had an impact on hidden state estimation accuracy. The combined probabil­
ity distribution at time step t depends on the interaction of underlying M  factors.
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The state profile of each appliances depends on its internal structure whether it 
consisted of inductive, capacitive or resistive elements. Reactive power is depen­
dent on the phase angle between the current and voltage, and for capacitive loads 
the currents leads the voltage and the opposite happens for the inductive loads, 
thus producing the leading and lagging power factors. Therefore, if loads con­
taining capacitive and inductive elements (capacitors and motors) such as laptop 
and fans operates in parallel, the reactive powers of the loads instead of addi­
tion cancels out each other. On the other hand, during the initialization of the 
FHMM, we assumed th a t contributions from each factor a t time step t linearly 
combines to represent the observed variable. This led to inaccurate profiling of 
probability distribution during the parallel operation of inductive and capacitive 
loads, and resulted in state estimation errors as seen in case of test scenarios 8 
to 10. Resistive loads (i.e., lamps) on the other hand had no reactive power, so 
their combination with inductive and capacitive loads did not have any impact 
on our assumptions. This further explains th a t fact th a t model M 5 showed no 
performance improvement compared to M 4, and the concatenation of Qstd with 
the rest of the power feature for composing a load signature showed no clear ad­
vantage. Conversely, during the start-up phase and state transitions appliances 
showed variability in the power consumption. This was also the case when the fan 
speed was changed from medium to high. Similarly, the work station load varies 
depending on the CPU usage. The addition of Pstd encoded these variations in 
the composite load signature which improved the characterization of appliance 
behavior in their respective states, and the overall estimation accuracy, as evident 
from the results.
In comparison to composite load operations, our non event-based approach has achieved 
a much higher accuracy when appliances were operated in a segregated fashion. The 
appliance recognition accuracy for each individual appliance using the best performing 
model M4 has been shown in Figure 5.5(a). The proposed model uniquely profiled the 
state transition behavior of each target appliances with more than 90% accuracy, except 
for the m ulti-state operation of the desk fan due to its non-linear behavior during state 
transitions. In the following subsection, we compare the performance of our proposed 
model with the KPCA event-based model as described in Chapter 4.
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Figure 5.5; Performance comparison of event and non event-based model for recognizing 
segregated appliance operations versus composite load operations
5 .3 .3 .2  C o m p ariso n  w ith  th e  E v en t-B ased  A p p ro a ch
We have shown that the non event-based model showed high variation in the per­
formance as the number and type of active appliances were increased, especially for
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m ulti-state device operations. To provide a performance comparison of event-based 
and non event-based approaches, the KPCA event-based model, P M i,  as described in 
Chapter 4 was chosen to perform load disaggregation on the load measurements ob­
tained from the target scenarios as listed in Table 5.1. A clear relationship between 
the number of active appliances and their impact on the disaggregation performance 
achieved by the event- and non event-based models can be understood by averaging 
the F-scores for a group of test cases, such th a t the number of operating appliances 
are increased in an order of 1 (i.e., cases when appliances are operated in segregated 
fashion) to 5 (i.e., when all appliances are active).
The performance of the KPCA event-based model is estimated for the m ulti-state target 
scenarios, and was empirically compared to  the non event-based model M4 , and the 
results have been summarized in Figure 5.5(b). In the case of individual load operations 
(i.e., number of appliances =  1) the preciseness of model M 4 to model and estim ate the 
hidden appliance states given the power observations is clearly visible. This is mainly 
because probabilistic approaches takes into account sequential behavior of appliance 
operations by encoding most probable state transitions into the model. Therefore, in 
comparison to event based approaches, FHMM was more robust to noise th a t occur 
during the transitional phase. However, we observed a clear performance loss for M 4 
as the number of active appliances are increased, and consequently the recognition 
score falls below 70%. The possible reasons for this performance degradation were 
discussed in the previous section. Comparatively, the KPCA model showed a stable 
disaggregation performance even for test cases 7 to 10. Unlike generative models, the 
event-based models are less prone to the type and number of appliances activated in 
parallel because they attem pt to characterize the change in the power demand instead 
of modeling the composite load behavior. However, if two appliance events are not 
well separable in time, the high power changes obscure the low-power events which 
ultimately leads to a wrong event prediction. Additionally, the increase in the number 
of target appliances also results in an increased likelihood of feature overlap when only 
power based information is utilized. The application of probabilistic model for real-time 
inference of appliance states in a controlled scenario is discussed in the next section.
5.4 Live Deployment
In Section 3.1, an introduction to our experimental and data  acquisition setup has 
already been provided. To demonstrate the performance of non event-based load dis-
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aggregation model in a real time, we have setup a live deployment that included an 
office work desk, the target appliances,the SPÜ unit as well as mobile application as 
shown in Figure 5.6(a). The mobile application was named ’’Device WorkDesk” was 
developed to allow a user to monitor the current status of all their desk appliances us­
ing a mobile phone. The measurements from the plogg units were relayed to the server 
where they are stored in a Mysql database. This database was queried by the moni­
toring station and aggregated energy consumption of each work desk was forwarded to 
the load disaggregation module running in a Matlab environment. The output of the 
disaggregation module was the predicted states of the target appliances. For the sake 
of illustration, a combined load profile of a workstation and a LCD monitor is shown 
in Figure 5.6(b). The load curve was decoded into states by our algorithm. Each 
power level identifies combination of states of target appliances, where the consecutive 
states represent the duration of state that can be used to estimate the overall power 
consumption. This information was fed to the mobile application which accordingly 
displays the current status of the appliances present at the user’s work desk.
5 .4 .1  E n e r g y  E s t im a t io n
Once the proposed system predict underlying appliance states th a t generates the aggre­
gated signal, it can further estimate the power consumed by each individual appliance.
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Appliance Power-on 
time (h)
Avg Power 
(W)
Energy
(Wh)
Estimated
Energy
(Wh)
Error %
Lamp 6.75 35.6 252.4 240.3 5
LCD 5.3 31.2 178.58 165.36 8
DC 6.2 61.3 437.69 380.6 15
Laptop 5.6 39.2 175.6 219.52 20
FAN 3.2 25.2 58.86 80.64 27
Table 5.4: Appliance-level Energy Consumption Estimation
Table 5.4 show the estimated energy consumption of each desk level appliance operated 
during the live evaluation of the proposed algorithm. The system simply multiplies the 
duration of each appliance states with i t ’s average power consumption th a t was deter­
mined during the training phase, to estimate the per appliance energy consumption. 
The estimated energy for each appliance was then compared to the real energy con­
sumption figures obtained from the plogg unit. It is to be noted that estim ation error 
differs for different appliance categories. For LCD and Lamp the error is less than  10% 
because of their stable power behavior, however for laptops, desktop and fan the energy 
estimation error is high due to variability in their consumption profile. The misclassi- 
fication of appliance states also resulted an inaccurate energy consumption estim ation 
for these devices.
5.5 Summary
In this chapter we have investigated the use of Factorial Hidden Markov Models (FHMM) 
to identify most likely sequences of appliance states th a t corresponded to time series of 
aggregated power measurements. It was shown th a t our proposed non event-based ap­
proach could model the aggregated behaviour of desk level appliances with an accuracy 
of 90% and 80% for binary and multi-state appliance operations, respectively. More­
over, empirical evaluations suggest th a t non-event based and event-based approaches 
are competitive in performance for recognizing individual appliance operations. How­
ever, for composite load operations the performance of the FHMMs were found to  be 
sensitive to number and type of appliances active in parallel.
Chapter 6
Anomalous Load Pattern Detection 
Framework for Load Monitoring
This chapter presents our framework for identifying abnormal or unusual energy con­
sumption patterns within desk-level load measurements obtained from a real world 
sm art office space. As already highlighted in Section 1.1 th a t in addition to disaggre­
gating the aggregated signal into its appliance-level constituents, it is equally im portant 
to ensure the reliability and normality of the observed measurements. Therefore, load 
monitoring is an integral part of sm art energy systems since they must examine, flag 
and filter out any abnormality in measurements which may lead to wrong analysis. Due 
to the high volume, dimensionality, and noise content of raw energy measurements, data 
compression and appropriate feature representation is critical for efficient and accurate 
detection of anomalous load patterns, which do not conform with the regular behaviour 
of the target system under investigation. To address these challenges, we present an 
efficient data compression approach, followed by low-dimension embedding of the com­
pressed dataset using the Classical Multidimensional Scaling (CMDS) method. Com­
pressed and embedded representations of the energy measurements were then used in 
conjunction with state of the art anomaly detection algorithms, for identifying anoma­
lous load patterns.
The organization of this chapter is as follows: The introduction and motivation of our 
proposed framework has been presented in Section 6.1. Section 6.2 describes the types 
of anomalies th a t are identified within the target datasets. The wavelet decomposition 
method used for data  compression and the CMDS approach to achieve low-dimension 
embedding of the compressed dataset has been discussed in Section 6.3.1 and 6.3.2,
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respectively. Section 6.4 briefly reviews the state of the art anomaly detection models 
th a t are used to evaluate the effectiveness of compressed and embedded representation 
of energy measurements for anomalous load pattern  detection. Finally, the experimen­
tal results and the discussion is provided in Section 6.5.
6.1 Introduction and M otivation
The ever increasing energy demands of buildings (both residential and commercial), 
particularly in the last few decades, is a growing concern, since energy resources are 
limited. Moreover, a significant increase in energy consumption has negative implica­
tions on the environment (i.e. CO 2 and other green house gas emissions) [95]. As a 
result, research efforts were made to develop greener technologies with an aim to reduce 
inefiicient energy usage. Systems were developed to provide greater visibility of resource 
utilization in the buildings. To date, most energy management and feedback systems 
(EMFS) relied on highly aggregate building level data  acquired from the autom ated 
meter reading or the sm art meter systems. In addition to quantifying energy usage, this 
information could be used for demand response programs, for assessment and design of 
peak-load forecasting models. However, the presence of anomalous observations in the 
data  could largely impact the overall accuracy of the system. It is therefore, critical 
for EMFS to be able to automatically identify abnormal or unusual load patterns in 
the data, not only to remove the bias in the analysis but also to characterize them  
for accurate costumer profiling and baseline calculations. As previously highlighted in 
Section 1.2, th a t user-centric power measurements unlike building level data, opens up 
the possibility to develop an understanding of energy usage behaviour a t a consumer 
level. Motivated by this, we have collected desk level load measurements from a sm art 
office environment, in order to develop anomaly detection models th a t characterizes 
the normal energy usage behavior of the user and subsequently use it to autom ate the 
detection of anomalous load patterns.
One of the key objectives of this study is to  propose a framework to  autom ate the 
detection of anomalies in the electrical load curves, th a t represents a daily power us­
age behavior of a user in an office environment. The anomalous events in the energy 
data  occur relatively infrequently, and often deviate from a usual energy consumption 
pattern. The precise definition and quantification of anomalies is always a challenging 
and cumbersome task, as it is domain-dependent. In the literature, anomaly detection 
techniques were applied to identify inefficient energy utilization, from campus [96] to
6.1. Introduction and Motivation 110
device level [97,98]. A number of researchers [99-101] attem pted to identify abnormal 
consumption by evaluating it against predicted load curve obtained from the forecast­
ing algorithms. To flag anomalous events in the energy data, Dodier and Kreider [101] 
introduced an energy consumption index (ECI) which is defined as the ratio of actual 
energy consumption to estimated energy consumption obtained via a trained neural 
network. Several studies performed pre-processing of the acquired energy measure­
ments, to  extract relevant features th a t were later grouped on monthly and weekly 
basis. The abnormally high or low energy usage was then determined through the 
application of statistical methods [102,103]. The drawback of the existing approaches 
is th a t they assume periodicities in the data  which may not be true always (i.e., ex­
tra  hours at work, holidays), or either they rely on assumption th a t normal energy 
patterns follow a specific distribution. Additionally, practical challenges are often ig­
nored such as storing, processing and interpretation of massive quantity of raw energy 
data. Energy auditors th a t make use of these intelligent décision-support models are 
often overwhelmed with a large quantity of data  and it requires significant expertise to 
correctly identify warnings and false alarms.
Our proposed approach not only automates the detection process but also lower the 
computational effort required for data pre-processing by performing data  compression 
and dimensionality reduction. It has been shown th a t the daily electrical load curves 
obtained from the user’s work desk can be efficiently compressed using wavelet decom­
position method. In addition, it has been empirically demonstrated th a t projecting the 
wavelet features corresponding to electrical load curves, further to a low-dimensional 
embedding space using Multi-dimensional Scaling (MDS) method provides valuable 
information about the structure of the high dimensional data. The compressed and 
embedded representation of load curves can then be used in conjunction with state of 
the art density- and domain-based anomaly detection algorithms. To the best of our 
knowledge, we are not aware of any other study in the literature, th a t compares the 
performance of these target algorithm for the current application. It has been demon­
strated in this study, th a t an effective representation of electrical load curves can be 
achieved th a t could address the challenges of noise reduction and data  compression, 
while being highly effective for anomalous load pattern  detection. Moreover, due to 
low dimensionality, such representation could be used to perform visual inspection of 
large datasets.
6.2. Anomalies in Desk Level Energy Datasets 1 1 1
6.2 Anomalies in Desk Level Energy Datasets
This section introduces the types of anomalies considered within the target datasets. The 
setup for acquiring desk-level energy measurements has already been described in Sec­
tion 3.1. A number of individual user desks were metered for a period of 11 months, 
dating from 1^  ^of January 2012 to 31^  ^of November 2012. However, the d ata  examined 
in this study belongs to 5 users th a t showed difference in their aggregate load profiles 
and energy usage behavior. This allows us to study the relationship between the shape 
of the datasets and the performance of our proposed framework. The energy consump­
tion measurement were obtained at a frequency of every minute from the energy meter 
attached to  each target desk also referred to as node in the text to follow. The daily 
electrical load curve (ELC) obtained from each node consisted of 1440 power samples. 
In this study, a total of 1516 ELC patterns belonging to 5 different nodes have been 
examined including the weekdays and the weekends.
To validate the results of anomaly detection algorithms, ground tru th  labels were ob­
tained by manually inspecting the EEC’s. A total of 220 anomalous ELC patterns 
had been identified per node as listed in Table 6.1, and further categorized into differ­
ent types as shown in Table 6.2. The accurate identification of Type 7, 77, 777, or V  
anomalies would allow the energy auditors to quickly verify the faulty operation of the 
devices. Likewise, presence of Type 7V and V  in the dataset indicate a potential for 
profiling inefficient energy usage behavior for a tailored feedback. As an example, a 
normal and a Type II ELC pattern  obtained from the node 3 dataset has been shown in 
Figure 6.1. It is to be noted th a t different type of anomalies could occur due to a single 
phenomena, such as device malfunction can cause Type 7, 77, 777, or V  anomalous ob­
servations. The challenge is to be able to automatically detect these anomalies amongst 
the normal ELC patterns, for which we have proposed a framework as discussed in the 
section to follow.
Node 1 Node 2 Node 3 Node 4 Node 5 Total
45 40 41 56 38 220
Table 6.1: Anomalies identified within the datasets of target users
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i
i
Time (h)
(a) Normal ELC pattern obtained from node 2 on 12-05-2012
Time (h)
(b) A Type-II anomaly (high power overshoot due to hardware malfunction) 
identified within the dataset of node 2 on 17-06-2012
Figure 6.1: Normal versus Abnormal ELC patterns
Anom aly Type D escription N um ber
Type I Oscillatory ELC Pattern 50
Type I I Power Overshoot 17
Type I I I Low Power Abnormal ELC pattern 40
Type IV Overnight Usage 70
Type V High Power Abnormal ELC pattern 43
Table 6.2: Types of Anomalies in the Energy D ata
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Figure 6.2; An overview of our proposed framework for anomalous load pattern  detec­
tion
6.3 Anomalous Load Pattern D etection Framework
This section elaborates our proposed framework for detecting anomalous load pat­
terns in the desk-level energy measurements as shown in Figure 6.2. Following steps 
have been performed to develop models th a t can autom ate the detection of anoma­
lous load patterns. First, data  acquisition is performed in which aggregated energy 
measurements from the target desks are collected and forwarded to the central server 
for storage as already detailed in Section 3.1. The next step involves pre-processing 
and transformation of the measurements. The measurements are pre-processed in two 
steps: First, a wavelet approximation of ELC is performed as discussed in Section 6.3.1. 
In the second step, the resulted wavelet coefficients are further embedded into a low­
dimensional space, using the Classical Multi-dimensional Scaling (CMDS) method, as 
discussed in Section 6.3.2. At the output of the pre-processing stage, two types of data  
representation is achieved namely compressed and embedded measurements, as shown 
in Figure 6.2. Following that, the compressed and embedded representation of ELC 
patterns were independently used to train  and evaluate the target anomaly detection 
models. In our study, we have evaluated state of the art algorithms against the target 
dataset representations which are briefly summarized in Section 6.4. The experimental 
results of data  compression, anomaly detection performance achieved by the target al­
gorithms, and the impact of dimensionality on the anomaly detection performance, is 
reported and discussed in Section 6.5. Finally, the best model is selected based on the 
performance scores achieved at the anomaly detection stage.
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6.3.1 E lectrical Load Curve Com pression using D iscrete W avelet Trans­
form
The efficient and superior data compression methods are highly desirable so th a t the 
requirement of large storage capacity can be minimized, and data  can be accessed and 
processed quickly. Therefore, soon after the acquisition of desk-level energy measure­
ments, wavelet-based compression mechanism was employed to achieve a compressed 
representation of daily ELC patterns. The discrete wavelet transform (DWT) exploits 
the multi-resolution characteristics of wavelet transform, thus provide effective char­
acterization of ELC patterns in terms of energy, while achieving high compression 
efficiency. As shown in Figure 6.3, the compression and reconstruction of the ELC pat­
terns obtained from the work desks are performed in three steps. First, using wavelet 
decomposition method ELC approximation is performed th a t results in a number of 
wavelet coefficients. Following th a t data compression is achieved by selecting the most 
significant coefficients th a t well represent the shape of the load curve. Finally, the com­
pressed d ata  is reconstructed using the basis vector obtained during the decomposition 
stage. These three steps have been elaborated in detail in the following subsections.
6 .3 .1 .1  E L C  A p p ro x im a tio n  usin g  W av ele t D eco m p o sitio n
Let, y  =  {2/0, 2/1,..., V N - i }  be the discrete input data  sequence of length N .  The wavelet 
coefficients ^  can be computed by multiplying an orthogonal (AT x N )  DW T m atrix W  
consisting of row basis vectors, with the input sequence y  as represented by Equation 6.1
,9 =  W y (6.1)
The basic vectors within W  are specified by a selected wavelet, which further defines 
a high pass and a low pass filter also known as wavelet and scaling filters, denoted by 
H  and G  respectively. It has been proposed by M allat [104] th a t the multi-resolution 
analysis of the signal can be performed by successively passing the signal y  through 
G  and H  filters as shown in Figure 6.4. The output of each filter consists of N /2  
wavelet coefficients, whereas the approximation coefficients =  {a^o, n/{2^-i)}
and detail-level coefficients = {d^o, •••, d- j^v/(2J-i)}  resolution level j ,  are obtained 
from the output of the low pass and high pass filter, respectively. The are coarser- 
level coefficients characterizing smoother data  patterns whereas d^ represent the details 
of the signal. The filtering and decimation is continued until a desired level of resolution 
L is achieved. The recursive decomposition process can be represented by the following
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Figure 6.3; ELC Compression using thresholding of Wavelet Coefficients 
equation
— G a^  ^ and =  H a^  ^ (6.2)
The concatenation of approximate and detail-level coefficients of all the computed levels 
provides us the DW T of the signal y. In order to reconstruct the signal, a inverse 
DWT is performed by taking a conjugate of G  and H . In case of orthonormal basis, 
the transpose of G  and H  provide us the required conjugate filters. The approximate 
and detail-level coefficients are up-sampled and pass through low- and high-pass filters 
and then added as represented by Equation 6.3.
,L-1 =  G ^a^  +  H "dT tL (6.3)
6 .3 .1 .2  D a ta  C o m p ress io n
Fortunately, the coefficients concentrate on some critical values while others are close 
to zero and accordingly the ones with smaller values can be dropped to achieve data  
compression. To select the optimum number of wavelet coefficients ’c’ together with 
appropriate wavelet filter Wn, a Minimum description length (MDL) criteria is adopted 
as proposed in [105]. The MDL function as shown in Equation 6.4 has two conflicting 
terms, the penalty function which linearly increase with the increase of c while the log
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residual energy decreases accordingly, and vice versa. The optimal choice of c is the 
one which achieves a minimum value of the function.
Penalty Residual Energy
3 N
M D L {c ,n )  = min -c lo g  AT +  — log \\Pn ~  A
Q < c < N \1  < n < M  (6.4)
where N  is the total length of the signal, and M  is the to tal number of wavelet filter 
used.
6.3 .1 .3  R econ stru ction
The signal can be reconstructed based on W„ and c using the Equation 6.5
ÿ  =  (6.5)
The compressed data  cannot be perfectly reconstructed due to thresholding of the co­
efficients. Therefore, to select a suitable wavelet function for our target datasets, in 
addition to MDL criteria we have employed two performance indexes namely, compres­
sion ratio (CR) and percentage mean square error (PMSE) as discussed in Section 6.5.1.
6.3.2 Low-Dim ensional Em bedding using M ultidim ensional Scaling
The compressed representation of ELC patterns is achieved using wavelet decomposi­
tion method as described in the above section. However, we argue th a t the wavelet 
coefficients are not the best representation to uncover the true structure of the d a ta  in 
order to be used with the anomaly detection algorithms. Therefore, we propose to  fur­
ther compute a low-dimensional embedding of the compressed dataset using a Metric 
Multidimensional Scaling (MDS) [106] method. MDS provides a low-dimensional em­
bedding of the target dataset/ instances while preserving the pairwise distances amongst 
them. Given, a t x t  dissimilarity m atrix of the compressed dataset, MDS attem pts 
to find t data  points in m dimensions, such th a t is similar to  A ^ . Classi­
cal MDS (CMDS) operates in Euclidean space and minimizes the following objective 
function
min (6 .6 )
i = l  i= l
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where =  || -  Xj |p and =  II V^i ~  i ’j  11^- The Equation 6.6 can be reduced
to a simplified form by representing in terms of a kernel m atrix using Equation 6.7
X '^ X  = - ^ H A ^ H  (6.7)
where H  = I  — jce'^ and e is a column vector of all I ’s. This allows us to rewrite 
Equation 6.6 as
t t
nun Y  (6 .8 )
i=l i=l
As shown in [106], th a t the ^  can obtained by solving 'F — y/Xv'^,  where V  and A
are the matrices of top m eigenvectors and their corresponding eigenvalues of X ^ X
respectively. The m dimensional embedding of the data points are the rows of y/Xv'^.  
The embedded dataset is not only of lower dimensionality but the CMDS operation 
also maximizes the variance in the dataset. The lower dimensionality of the datasets 
is often desired because it not only allows visualization of the data, but density based 
anomaly detection approaches are found to  be more effective in lower dimensions. In 
the next section, we provide a brief overview of anomaly detection algorithms examined 
in this study for anomalous load pattern  detection.
6.4 Anomaly D etection Models
The next step after preprocessing the raw energy measurements into compressed and 
embedded representations, was to use it together with anomaly detection algorithms. 
Let X  be the target space of observations and y  be the associated labels, then the 
dataset D  would be the sequence of target-label pair (i.e., D  =  {(xi,?/i), ...(x„,y„)} Ç 
%  X y  ). In one class classification framework, a set of training observations were used 
to compute a threshold ’0 ’ based on a certain dissimilarity measure ’X>’, th a t is further 
used to discriminate between the normal and abnormal observations. Formally, it is 
expressed as;
I Æormaf, \ î V { x i , D t r a i n )  < 0 
f i ^ i )  — A (6'9)
y Anomaly,  if V{xi, Dtrain) > 0
where Dtrain is a subset of D. Five anomaly detection methods including Parzen W in­
dow based Anomaly Detector [PWAD), A;-Nearest Neighbor based Anomaly Detector 
{kNNAD), Local Outlier Factor based Anomaly Detector {LOFAD), Local Correla­
tion Integral based Anomaly Detector (LOCIAD) and Support Vector Domain based 
Anomaly Detector (SVDAD)  have been selected for comparison purposes. The main
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Figure 6.4: Global and Local Anomalies
difference between the employed algorithms are their method to compute the V ,  which 
together with the dataset is used to determine the optimal 0. In our experiments, the 
target algorithms were evaluated over a range of thresholds using Area under the Curve 
(AUC) performance measure [107].
Anomalies, depending on their position in the feature space, can be categorized as local 
or global anomalies. Local anomalies are localized to a small spatial region (i.e. local 
density) or a neighborhood whereas global anomalies are bounded by entire dataset (i.e. 
global densities) as shown in Figure 6.4. Each algorithm th a t is examined in this study 
has a different way of computing V  as briefly reviewed in the following subsections, 
which also determines their ability of detecting global or local anomalies.
6.4.1 fc-Nearest Neighbor based A nom aly D etector
Let Xi be the test instance, and k be the neighbor in the training set Dtrain- To 
label Xi as normal or anomalous class, the A;-Nearest Neighbor based Anomaly Detector 
(KNNAD) computes a V tchnav based on Equation 6.10
T^KNNAvixi, k, D) =  < di) (6.10)
i= l
The Ntr =1 Dtrain |, and dt is the distance of X{ from its k^^ nearest neighbor in the 
training set D, whereas d i  is the distance between i  and its k ^ ^  nearest training object in 
D tr a in -  Equation 6.10 represents a global anomaly detection score as proposed in [108], 
which is compared against 6  to mark the test instance as anomalous or otherwise.
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6.4.2 Parzen W indow  based A nom aly D etector
The Parzen Window based Anomaly Detector (PWAD) tries to  estimate the probability 
density function of x*, and compute the dissimilarity measure using Equation 6.11
VrwAr(x,. h, D) = - 1 - ^  (6-11)
where h is a smoothing param eter and K  represents the kernel function. The Gaussian 
kernel function is most commonly used. The xi is labeled as an anomaly if the V-pyyAV 
falls below a target 6 because Equation 6.11 is a probability estimate. The details of 
the algorithm can be found in [109].
6.4.3 Support Vector Dom ain based Anom aly D etector
The Support Vector Domain based Anomaly Detector (SVDAD) [110] is a domain- 
based method which do not rely on distance or density based dissimilarity measures 
to classify X{ as normal or anomalous. SVDAD, instead tries to  create an optimal 
boundary against the normal observation by fitting a non-linearly transformed hyper­
sphere, such th a t it encloses the Dtrain with minimal volume. The calculation of the 
optimal boundary requires the use of quadratic programming, whereas the V svvA V  
score of x% is computed based on its distance from the boundary of the hypersphere. If 
Xi falls inside the boundary of the hypersphere it is classified as a normal observation 
or otherwise it is labeled as anomaly.
6.4.4 Local Outlier Factor based A nom aly D etector
The Local Outlier Factor based Anomaly Detector (LOFAD) [111] tries to compare the 
local density p of the object to  that of its k neighbors. It constructs a local neighborhood 
of an instance x% and defines its distance to k^^ nearest neighbor N N {x i ,  k):
db{xi, k) =  d{xi, N N {x i ,  k)) (6 .12)
The db{xi, k) is used to construct a neighborhood N{xi, k) by including all those points 
in the neighborhood fulfilling the following criteria: d{xi,Xj) < db{xi,k). Formally, 
reachability distance dr is defined to estimate the p{xi,k)  as follows:
dr{xi, k) = max{db{xj, k), d{xj,Xi)}  (6.13)
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and p can be defined as
P(xi,k) = ^ ----- ' x  k)
2 ^ X j e N { x i , k )  a r [ X i , X j , K )
The dr{xi,Xj, k) ensures th a t instances th a t lie farther away from X{ have lesser impact 
on p{xi,k).  Finally the V  can be calculated by comparing the p of xi to its N {x i ,k ) ,  
formally defined as:
V tO r A v ix i ,  k, Vtraia) = (615)
1 N {x i ,k )  I
The V  C O T A D  will be 1 if X{ lie inside a cluster or else it receives a higher value which 
can be compared against 9 to label it as an anomaly.
6.4.5 Local Correlation Integral based A nom aly D etector
One of the limitations of LOFAD is its sensitivity to the choice of k value and conse­
quently a sub-optimal param eter choice would lead to  erroneous results. To minimize 
the impact of param eter k on the overall anomaly detection performance, the Local 
Correlation Integral based Anomaly Detector (LOCIAD) [112] has been proposed. The 
concept of two neighborhoods namely extended neighborhood Next and Nioc has been 
introduced to consider the density of target data  points a t multiple scales. Let r  be the 
radius of Next and ar  be the radius of Nioc, whereas a  G (0 , 1] defines the ratio of two 
neighborhoods. The density for Nioc is given by p{x{, ar), whereas the p{xi, r, a) is the 
average density of all Nioc th a t lies within Next- The multi granularity deviation factor 
(MDEF) is defined in order to compare p{xi,ar)  and p{xi,r ,a )  using the following 
relation:
M D E F (x i ,  r, a) =  1 -  (6.16)
p (x i,r, a )
It can be seen from Equation 6.16 that if the points neighborhood density is different 
from its neighbor the value of MDEF will approach to  1, which indicate th a t the target 
point is away from the rest of the points in the cluster. The V  l o c i  a d  can thus be 
defined by the following equation:
VcocxA vix i,  a, D) =  meg (  I (6.17)
{  C T M D E F { X i , r , a )  )
whereas, the (JMDEF{xi,r,a) is the ratio of standard deviation of all p{xi,ar)  within 
Next to p{xi,r ,a).
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6.5 Experimental Results
In this section, we summarize and discuss the data compression and anomalous load 
pattern  detection results obtained using the proposed framework. Subsection 6.5.1 ex­
plains our performance evaluation strategy for the target models. ELC compression 
results achieved by DW T based compression method is reported in Section 6.5.2. The 
performance scores achieved by the target anomaly detection models using the com­
pressed and embedded datasets are reported and further discussed in Section 6.5.3 and 
6.5.4, respectively.
6.5.1 Perform ance Evaluation
To evaluate the compression performance, compression ratio f  CR) and percentage mean 
square error (PMSE) were used as performance measures. The CR is simply the ratio of 
number of wavelet coefficients retained after compression to the total number of wavelet 
coefficients. PMSE is indicative of compression quality which is defined as follows
P M SE {% )  =  / ^ n = i  ivn X  100 (6.18)
V E n = l Vn
where y and y  represent original and reconstructed signal of length N ,  respectively. The 
compressed dataset is further processed to achieve an embedded representation as dis­
cussed in Section 6.3.2. To evaluate the performance of target anomaly detectors on 
the compressed and embedded datasets, we have adopted the following procedure.
1 . A 10-fold cross-validation method as detailed in Algorithm 2 , is applied to  opti­
mize the parameters (i.e. k = 1,2, ...50 for k-NNAD  and LOFAD,a =  0.1, ...1.0 
for o-LOCIAD, h for PWAD and s for SVDAD) and to evaluate the anomaly 
detection performance.
2 . A standard evaluation method, namely Area Under the Curve (AUC) measure 
associated with Receiver receiver operating characteristic (ROC) curve [107] is 
adopted. The ROC cuve is a plot of fraction of true positives versus false positives 
varied at various threshold settings. The AUC is the area under the curve which 
summarizes the ROC curve in one number. AUC score of 1 means th a t the 
model/classifier has made no classification errors, whereas a random classifier 
will likely to achieve an AUC score of 0.5. The performance estim ate of each 
anomaly detection model (based on its optimal param eter setting) is reported in 
terms of AUC score averaged over 10 folds.
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Figure 6.5: Original versus Reconstructed Compressed ELC from Sensor Node 1 
Sensor Nodes C R  (%) W av ele t F il te r  PM SE (% )
Node 1 16.69 Sym6 - Sym8 3.12
Node 2 19.72 Sym8 - Db9 5.12
Node 3 19..37 Sym6 - Sym8 6.70
Node 4 16.80 Syni8 - Db8 4.20
Node 5 19.12 Sym4 - Sym8 6.60
Table 6.3: CR, Selected Wavelet Filter and PMSE values for the target datasets 
6 .5 .2  C o m p re s s io n  P e r f o rm a n c e
To achieve a compressed representation of the ELC patterns, several experiments were 
conducted with Daubechies and Symlets wavelet hlters using 4, 6 , 8 , 9, 12, and 14 hlter 
coefficients. The selection of the suitable wavelet was based on the MDL criterion 
as discussed in Section 6 .3.1.2. The selected wavelet filter for each dataset and the 
corresponding CR and PMSE values achieved, are tabulated in Table 6.3. It can be 
seen th a t Symlets 6 and 8 seems to be the best candidate, for all the target dataset. As 
it is highly preferable to chose one ’best filter’ for all ELC patterns, therefore we have 
decided to chose Symlets 8 as a global filter for all datasets. Figure 6.5 clearly shows 
th a t the compressed ELC pattern well preserve the general shape of the original signal 
while ignoring the local irregularities. Overall, the DWT based compression mechanism 
achieves a varied CR but remains less than 20% while achieving a low PMSE values 
for the target datasets, as shown in Table 6.3.
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Figure 6 .6 : Box plot representation of AUC scores of the anomaly detection models 
using compressed datasets
6.5.3 Com parison of A nom aly D etection  A lgorithm s on C om pressed  
and Em bedded D atasets
In this section, we first report the abnormal load pattern  detection performance of the 
target algorithms using compressed datasets. These results are used as baseline and are 
further compared to the performance scores achieved by the algorithms when they use 
embedded datasets for identifying anomalies.
The percentage AUC scores obtained by each anomaly detection model together with 
compressed dataset representation for each node, is grouped into box plots as shown 
in Figure 6 .6 . PWAD and A:-NNAD has achieved the median AUC score of 91.2% and 
92.1%, respectively. a-LOCIAD performed considerably better than LOFAD and has 
achieved a median AUC score of 90.3% against 87.7%, respectively. Beside the fact 
th a t, the median score achieved by SVDAD was 84.82%, however, it showed very low 
detection performance for the compressed dataset obtained from sensor node 4, and 
had only achieved an AUC score of 67%. It has been observed th a t the performance of 
the  target algorithms is dependent on the distribution of anomalies in the feature space, 
th a t  ultim ately defines the shape of the dataset. This is also evident from the spread 
between the whiskers of each box plot, which indicate the difference in the performance 
estim ate obtained for each node, by the target algorithm. SVDAD, in particular has 
shown high sensitivity towards the shape of the dataset as obvious from the distance
6.5. Experimental Results 124
Method CMDS Dimensionality m
m = m  = m = m = m  = m = m =
2 3 4 5 6 7 8
A:-NNAD 0.9614 0.9522 0.9294 0.9028 0.8862 0.8674 0.8768
(0.028)* (0 .020) (0.025) (0.057) (0.078) (0 .10) (0.097)
SVDAD 0.9156 0.8596 0.8170 0.7786 0.7938 0.7640 0.7654
(0.042) (0.103) (0 .100) (0.127) (0.079) (0.123) (0.097)
LOFAD 0.9392 0.9148 0.9068 0.8828 0.8624 0.8564 0.8544
(0.047) (0.0525) (0.068) (0.081) (0.083) (0.073) (0.071)
a-LOCIAD 0.9460 0.9270 0.9076 0.9010 0.8780 0.8562 0.8548
(0.047) (0.0525) (0.068) (0.081) (0.083) (0.073) (0.071)
PWAD 0.9460 0.9372 0.9272 0.9160 0.9106 0.9002 0.9016
(0.031) (0.038) (0.039) (0.044) (0.048) (0.060) (0.053)
The Standard Deviation Scores are indicated inside the brackets
Table 6.4: Im pact MDS projection Dimensionality on the performance of Anomaly 
Detection Models
between upper and lower quartile of the boxplot shown in Figure 6 .6 . Conversely, the 
AUC scores obtained by fc-NNAD for each node, showed least variability, which suggest 
th a t it is more robust compared to the rest of the algorithms. The reported detection 
scores of the target models using the compressed datasets is referred to as baseline in 
the text to follow.
Previously, it has been discussed th a t the models can greatly benefit from the low­
dimensional embedding of wavelet features prior to performing anomaly detection. To 
empirically demonstrate this, the compressed datasets are further projected into a lower 
dimension space. However, selecting the appropriate embedding dimension m  can be a 
challenge and there is no direct way to  determine the best possible value, except using 
performance estim ate as a selection criteria. Therefore, to  study the impact of CMDS 
projection dimensionality on the detection performance, the value of m  is iteratively 
increased from 2 to 8 . The embedded datasets were then used to train  and evaluate the 
target models. This has been repeated for the compressed dataset of each sensor node. 
The average AUC score and the standard deviation obtained against each value of m  
is reported in Table 6.4. It can be seen from the results reported in Table 6.4, th a t two 
dimensional embedding of the compressed ELC patterns achieved a higher detection 
accuracy compared to compressed representation. fc-NNAD achieved a highest aver­
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Figure 6.7; Scatter Plots of embedded energy dataset (m =  2) acquired from 5 indi­
vidual work desks
age AUC score of 96.14% whereas SVDAD compared to  baseline performance showed 
8% higher accuracy. Comparing to the best performing baseline model, the fc-NNAD 
together with two-dimensional embedded datasets showed a relative detection improve­
ment of 4%. A much higher performance improvement is observed for a-LOCIAD and 
LOFAD baseline models. The gain in the performance can be explained based on 
the fact that, CMDS tries to maximize the variance in the data  points in reduced di­
mensions. As a result, the ELC patterns with similar structure are projected close to 
each other whereas the distance between dissimilar points is further increased. This 
new grouping of data  points improves the detection performance of the target models 
which assumes th a t the normal data  instances occurs in dense neighborhood whereas 
the abnormal instances lie far from it.
As shown in Table 6.4, as the value of m  increases, we see a clear performance deterio­
ration for all the target algorithms. In particular, SVDAD showed a clear performance 
drop for the highest value of m. Comparatively, PWAD showed less variability a t higher 
dimensions a performance drop is clearly visible. It can easily be concluded th a t the 
highest AUC scores were achieved when the datasets are projected only in the first two 
dimensions. This indicates th a t the choice of m clearly impacts the detection accuracy 
of the algorithms. To provide detail view of the results obtained by each target model, 
ROC curves for each individual dataset have been plotted, as shown in Figure 6 .8 .
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Figure 6 .8 : ROC Curves of target anomaly detectors using embedded datasets (ni =  2)
One can infer the relationship between the performance of the algorithm and the shape 
of the embedded datasets, by correlating ROC curves with the scatter plots shown in 
Figure 6.7. It can be seen th a t normal ELC patterns within the embedded datasets of 
Node 5 and Node 3, form a compact and dense cluster structure. Moreover, the abnor­
mal patterns form small but sparse clusters, that lie far from the dense neighborhood 
as shown in Figure 6.7. This has a direct impact on the detection performance of global 
and local density based algorithms, allowing them to obtain a better estimation of data  
density whereas SVDAD also finds an accurate minimum enclosing hypersphere around 
the compact clusters and consequently yields higher detection scores, for the respective 
datasets.
On the other hand, low AUC scores were obtained for embedded datasets belonging 
to Node 1 and Node 4. As it can be seen in Figure 6.7, the variance within the dom­
inant clusters of the respective datasets is much higher and even the anomalies form 
sparse clusters in the embedded space. This poses challenge for local anomaly detection 
approaches such as LOFAD and u-LOCIAD that rely on local density estimation pro­
cedure to compute dissimilarity values as discussed in Section 6.4. A high dissimilarity 
score is assigned to normal ELC instances that are scattered around the big blob of 
dense neighborhood,and therefore treated as local outliers th a t led to low detection 
accuracy as indicated by ROC curves shown in Figure 6 .8 . Global anomaly detection 
approaches, in particular PWAD is more suitable for such datasets where it can reject 
small anomalous clusters by performing a global density contour estimation. Thus, any
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abnormal data  points below a certain contour level is treated as an anomaly. PWAD 
achieved an average 96% AUC score for dataset 4 which is relatively 8% higher than 
local density based algorithms. The results made it clear th a t the relative strength of 
the algorithms appear to depends on the characteristics of the target datasets.
Domain based SVDAD algorithm performed sub-optimally compared to  local and global 
density based algorithms. This is possibly because a regularity in the consumption 
pattern  of the users has been observed, so the m ajority of normal instances are tightly 
grouped into one or two clusters. Thus, density based algorithms are more suited for 
such datasets and be able to accurately model the normal consumption behavior of the 
user. On the other hand, SVDAD performed crude approximation of the dataset by 
trying to find one complete blob, instead of multiple spheres, based on its minimum en­
closing hypersphere criteria. Consequently, local anomalies were treated were wrongly 
treated as normal instances, thus low detection accuracy was achieved.
6.5.4 D iscussion and Conclusion
1 . MDS projection has clearly shown the potential to enhance the structure of the 
data, isolating unusual from the regular behaviour. It enhances the ’’distance” 
between the regular patterns and the unusual data  patterns, making it possible 
to finely differentiate between normal and abnormal data points. The projection of 
compressed data in two-dimensional embedding space, prior to anomaly detection 
offers a clear advantage compared to original wavelet feature space, as evident 
form the results reported in Section 6.5.3.
2. A clear relationship has been observed between the shape of the embedded datasets 
and the characteristics of the anomaly detection algorithms. It has been empiri­
cally demonstrated th a t global anomaly detection models provided better detec­
tion scores compared to local and domain based models. fc-NNAD followed by 
PWAD, have achieved the highest average AUC score for all the target datasets. 
As it can be seen in Figure 6.7, that out of 5 datasets, three of them showed clear 
cluster structure in the embedded space, since the normal patterns form dense 
neighborhood. Global models are well suited for such problems since the outly­
ing micro clusters are treated as global anomalies. However, for the rest of the 
datasets, where there is more variation in the densities, local methods performed 
well.
3. The normal ELC patterns from nodes 1 , 3, and 4, grouped into one big cluster
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in the embedded space. One can easily deduce from the shape of the datasets, 
the consistency of usage behaviour of the users. On the other hand, for Node 2 
and 5, two distinct clusters of ELC pattens were observed. This clearly indicates 
a change of consumption behavior during the coarse of time.
4. The identification of different types of anomalies in the energy measurements, as 
listed in Table 6.2, facilitates analysis ranging from fault diagnostics to tailored 
energy feedback. For example, the identification of Type I V  anomalies in the 
measurements obtained from sensor node 2 , gives an opportunity to quantify 
energy wastage due to overnight usage and subsequently the consumer can be 
made aware of his/her inefiicient usage behaviour. Similarly, Type-II anomalies 
had been identified in the measurements obtained from node 5. It was found upon 
investigation, th a t the sharp rise in the power consumption was occurred due to 
hardware malfunction which has been rightly identified by the target algorithms. 
Likewise, within the energy data  of node 3, due to usage of a non-linear high- 
power load, an unusual oscillatory behavior of ELC patterns occurred between 
13*  ^ to 19*  ^ July, 2012. It was found out th a t user has plugged in a portable 
AC to the power strip, th a t is attached to the energy meter. Consequently, the 
aggregated load behavior changed compared to the regular ELC patterns collected 
from node 3 during the target week, and correctly flagged as an anomaly by our 
models. The misclassification errors were observed mostly for Type 1 and Type 
111 anomalies, since they overlap in the embedded space and are scattered close 
to the dense neighborhood of normal patterns.
6.6 Summary
We have empirically evaluated our proposed framework for anomalous load pattern  
detection through two sets of experiments. The first experiment provided us with 
the results which showed th a t the ELC patterns can be efficiently compressed using 
wavelet decomposition method. The compressed datasets were further used to  train  
baseline anomaly detection models for autom atic flagging of outlying instances.
The second set of experiments projects the wavelet features into a low dimensional 
space using CMDS method, prior to performing anomaly detection. The findings con­
firm th a t low-dimensional embedding of wavelet features clearly improves the perfor­
mance of state of the art anomaly detection algorithms. Our experimental results show 
th a t global anomaly detection models outperforms local and domain based anomaly
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detection algorithms. A;-NNAD and PWAD methods are found to  be competitive in 
performance and achieve 4% and 3% improvement in comparison to baseline models. 
However, one can deduce from empirical observation th a t the performance of the algo­
rithm s depends on the dataset structure. The identified anomalies in the energy data 
can be further analyzed to  detect equipment malfunction or wear as well as for profiling 
users with inefficient energy consumption behaviour. In future, we aim to investigate 
and compare the performance of non-linear embedding methods against MDS for data  
representation. Furthermore detailed analysis of the data  characteristics (e.g. cluster 
size, density variance) and their correlation with the performance of target algorithms 
will provide additional insight and will be an im portant topic for future investigation. 
Moreover, the online implementation of the proposed anomaly detection models is a 
remaining challenge th a t would allow the system to track anomalies in near real-time. 
The proposed framework can be extended to provide a wealth of information to energy 
auditors, such as by incorporating additional knowledge from other sensor streams, 
baseline and inefficient energy usage can be accurately quantified. Moreover, energy 
consumers exhibiting a similar consumption patterns as identified by the framework 
can be grouped to make generalized anomaly detection models.
Chapter 7
Conclusions and Future Work
7.1 Conclusion
This thesis addresses some of the key challenges faced by non-intrusive load monitoring 
systems th a t employ lower-resolution power data in their sense and analysis phase. The 
presented solutions have tried to address the following questions: (i) How to improve 
the localization of appliance events in the observed power measurements, particularly 
the ones belonging to low-power appliances? (ii) How to enhances the robustness of 
appliance signatures such th a t the susceptibility to feature overlap, in the feature space 
can be minimized? (iii) Investigate and compare the suitability of non-event based 
method against the proposed approach for the problem of appliance state estimation 
(iv) and finally if we could autom ate the identification of anomalous load patterns 
within the desk-level power measurements, alongside achieving high data  compression 
and detection accuracy?
In order to answer the aforementioned research questions, an empirical approach has 
been adopted and controlled experiments were performed in a sm art office space to val­
idate the effectiveness of proposed methods. Several im portant conclusions have been 
drawn from the results achieved which are further discussed as follows: It has been 
empirically demonstrated th a t conventional approaches relying on real and reactive 
power signatures alone achieve a sub-optimal appliance state estimation performance, 
particularly if target loads consists of high as well as low-power appliances. Experimen­
tal results showed th a t composing a load signature by concatenating multiple features 
together with the temporal information led to an improved characterization of complex 
load behavior. Notably, existing and proposed solutions relying on power modality
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alone, have shown to perform reasonably well for tracking the binary operation of ap­
pliances, however in case of multi-state operations, a clear performance drop has been 
observed. This is because, as the number of target states to monitor grow, the likelihood 
of similar power draw behavior also increases, which subsequently maximize the suscep­
tibility to feature overlap, making it even more challenging for the proposed methods 
to provide accurate prediction of appliance states. However, our proposed multi-modal 
information fusion framework addressed the problem by leveraging the complimentary 
acoustic information obtained from the sound emitting appliances, and processing it 
along with the power information to achieve higher appliance estimation accuracy, even 
for the scenario when appliances are operated in their multiple states. Furthermore, 
the joint characterization of audio and power features showed minimization of inter- 
and intra-class feature variability and overlap in the feature space.
The sequential behavior of the target appliances was well captured by our probabilistic 
non-event based load disaggregation model. It has been demonstrated th a t the FHMM 
and the power-based expert system showed competitive performance for recognizing 
individual load operations. However, non-event based model was found out to  be sensi­
tive to number and types of appliances operated in parallel and consequently achieved 
low performance estimates for composite load operation scenarios. Finally, to  address 
the last research question, an anomaly detection framework has been presented, to flag 
abnormal load patterns within energy measurements while effectively dealing with the 
problem of large data build-up. Results showed th a t the wavelet compression of elec­
trical load curves and subsequently projecting them  into low-dimensional feature space 
prior to performing anomaly detection improved the performance of target models.
The key contributions of the research work presented in this thesis has been summarized 
as follows:
• A comprehensive overview of state of the art non-intrusive load monitoring sys­
tems and techniques was provided. The key limitations and challenges associated 
with the existing methods were highlighted as well as discussion on recent ad­
vances and insights into learning mechanism being employed for appliance state  
estimation was presented.
• Comparing to state of the art event detection approach, our proposed event de­
tection mechanism RED localized appliance state transitions with much higher 
accuracy and most im portantly at lower power threshold levels using dynamic 
voting strategy. Likewise, RED performed equally well for detecting the acoustic
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events in the audio data stream.
• A number of static and inter-frame appliance features were extracted from the 
low-granularity power measurements. Following that, feature selection was per­
formed by adopting a ranking procedure which was subsequently used to derive 
our proposed dynamic power feature vector. It was demonstrated empirically 
th a t the proposed load signature improves the appliance state estimation accu­
racy in comparison to state of the art power features, when used in combination 
with the classification models. We found out th a t SVM classifier provided the 
most accurate classification results for predicting class-membership of the target 
A PE ’S.
• Similar to APE characterization, the acoustic cues (i.e. AAE) of the sound 
emitting appliances were characterized by extracting time and frequency domain 
acoustic features. The effectiveness of concatenating time and frequency-domain 
features to  compose an appliance acoustic signature was demonstrated through 
experimental evaluations. Comparison of different audio feature groups were pro­
vided which showed th a t the information gain achieved by combining different 
feature groups was more notable when they are used in combination with SVM 
classifier.
• Although, our proposed models showed an improvement in the overall baseline 
performance, however we found th a t the proposed system make classification er­
rors for a certain set of appliance categories, particularly the ones with distinct 
acoustic profile. It was demonstrated th a t a much more discriminatory represen­
tation of AAE and APE could be achieved by performing the KPCA analysis of 
the corresponding audio and power features. The derived KPCs showed to  im­
prove the recognition estimates, when used as an input to  the SVM classifier for 
predicting the class labels of the target AAE’s and A PE ’s.
• Motivated by the aforementioned findings, our proposed multi-modal informa­
tion fusion framework showed that by capitalizing on the relationship between 
appliance acoustic and the power profiles, a load monitoring system of high ap­
pliance state estimation accuracy could be envisioned. The proposed feature 
fusion strategy yielded a higher error reduction compared to mono-modal m eth­
ods and achieved a relative improvement of 6% for tracking the operational states 
of the appliances in the aggregated load measurements. Moreover, experiments 
performed under high SNR conditions showed th a t the feature-fusion technique
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explore the interdependencies of the audio and power modalities much more effec­
tively than  decision-level fusion technique. However, decision-level fusion method 
provided a much robust performance under low SNR conditions.
•  To avoid the dependency of tracking appliance events in the power measurements, 
the proposed non-event based approach models the combined load behaviour of 
the appliances using FHMM and subsequently use it to perform hidden state 
estimation. The performance of the proposed model was studied for recogniz­
ing binary as well as multi-state appliance operations and compared against the 
KPCA event-based method. Experimental results showed th a t the FHMM ap­
proach achieved promising results for cases, when appliances were operated in a 
segregated fashion. However, under composite load operation scenario, the hid­
den state estimation accuracy was effected by the type and number of appliances 
active at the observed time.
• Finally, in order to autom ate the identification of abnormal or unusual patterns 
within the energy measurements, an anomalous load pattern  detection framework 
was presented. Desk-level data  was collected through a period of almost one year 
from within a smart office space. Experimental results demonstrated the efficacy 
of our proposed method th a t achieved a detection accuracy of 92.1% for the target 
datasets, alongside it addressed the challenges of high dimensionality and volume 
incurred by periodical collection of energy measurements. It was dem onstrated 
th a t representing the daily load curves using wavelet coefficients not only provides 
an effective way to achieve data compression but can further be projected to low­
dimensional space using CMDS method, and subsequently be used in conjunction 
with local and global anomaly detection approaches for flagging abnormal load 
patterns, which do not conforms with the normal energy consumption behavior 
of the user.
7.1.1 Future Work
Although, the proposed methods showed promising results for tracking appliance state 
transitions in the aggregated load measurements, however still there exist several chal­
lenges in terms of data acquisition and processing th a t must be addressed, before the 
system can be deployed out of experimental setting. First, the current study considers 
a limited number of high and low-power commonly found in an office appliances for 
empirical investigations. To envision a generic solution, th a t is well applicable for the
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residential environment as well, analysis must be extended to a broader set of appli­
ances. We can conclude from our review of existing literature, th a t it is challenging 
to develop a single modality solution th a t could perform well in discerning all types of 
appliances regardless of their category, make, size and the manufacturer. This is be­
cause of the high intra-class variability of load signatures which is even higher for the 
appliances, which are directly controllable by the users and their m ulti-state working 
model is dependent on user-specific settings. Moreover, there are no widely accepted 
load signatures th a t can model the complex behavior of all types of appliances. Having 
said that, we believe our research study on multi-modal appliance signatures can surely 
facilitate the formation of generic appliance models th a t can be used to  enhance the 
applicability of advance NILM solutions for a larger set of scenarios.
Secondly, as already highlighted in Section 2.1.3 th a t a pre-training phase is pre­
requisite for the existing systems to perform supervised learning, so th a t appliance 
load operations can be detected in an autom ated fashion. This involves building a 
database for appliance signatures for training the load disaggregation algorithms. The 
signature repository in tu rn  is limited to the appliances being used as exemplars and it 
is impractical to  include all set of appliances of different characteristics (make, model, 
size, etc.). Therefore, the target algorithms would not be able to recognize any such 
device which has not been profiled during the training phase. To date, too little atten­
tion has been paid in devising a method for automatic data annotation systems. One 
possible solution is to make use of interactive technology in which a system can inter­
act with the user using different interaction channels such as WEB or through mobile 
phone. In the presence of an unknown load, the system makes an intelligent guess or 
the closest match will be presented to the user for verification. The user guided anno­
tation can subsequently be used to label the unknown device pattern  and consequently 
the appliance signature library will be updated. However, we believe th a t the training 
process is not only expensive bu t also time consuming which has been one of the lim­
iting factor th a t has hindered the widespread success of NILM solutions. Therefore, 
the future work should focus on recognizing appliance states in a unsupervised or semi­
supervised fashion to  alleviate the problem of data labeling. Since the reported study 
on appliance recognition did not improve training mechanisms; rather, it focused on 
the knowledge extracted from the proposed approaches for improving the inference of 
appliance states. However we believe th a t the proposed multi-modal solutions could 
significantly improve future autom ated training solutions.
The preliminary studies which attem pts to discern aggregate load measurements in an
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unsupervised fashion also make use of blind source separation techniques [113] and mo­
tif mining methods [114]. Although, such approaches only consider binary operation of 
very few appliances, it is clear from the results th a t power-based information alone is 
not adequate enough for achieving high appliance estimation accuracy. The additional 
sources of information from the environment must be leveraged to address the perfor­
mance issues of an unsupervised load monitoring system. Notably, for the large scale 
deployment and commercialization of NILM solutions, scalability and integrability with 
the existing infrastructure are the key factors which must be taken into consideration 
during the design process.
Finally, the NILM systems poses user’s privacy a t risk, and the current research must 
move forward to address this challenge. The house- or a desk-level energy consump­
tion information from the target environment reveals a lot of information about user 
behavior, as also illustrated in the next section. For example, recently it has been 
shown by the researchers [115] that, it is even possible to infer the semantic label of a 
film being watched within a house using 2 Hz sm art meter data. Nevertheless, in case 
of centralized data  storage a number of techniques can be employed to safeguard user 
privacy and protect the system for various attacks as discussed in [116].
7.2 Potential Applications
7.2.1 Occupancy M odeling
The proposed algorithms, in particular, the FHMM based non-event load disaggrega­
tion model as explained in Chapter 5 can be used to infer user occupancy schedule. 
This information is critical for implementing advance energy-efhciency optimization so­
lutions. For example, inactive or unattended appliances within a commercial buildings 
or in a residential setting can either be (i) switched off completely or (ii) in case of IT  
equipment can be switched to low-power modes to reduce energy wastage based on the 
user-centric occupancy schedule information. Instead of relying on dedicated sensors 
or using GPS or blue-tooth information from mobile phones, it is possible to  learn the 
occupancy schedule of the consumers based on their energy consumption behavior. As 
a proof of concept, we have explored the potential of using desk-level measurements 
acquired from the a single user in a smart office environment. We found th a t there is 
high correlation between appliance state recognized by the FHMM and the two occu­
pancy states (i.e.. User Present and User Absent). Figure 7.1(a) and 7.1(b) presents
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Figure 7.1: Estimation of User Occupancy P attern  using FHMM model on two consec­
utive working days based on observed energy measurements
a snapshot of the occupancy scheduled inferred by the FHMM model on two different 
days. A similarity in the consumption behavior of the user on different two working 
days makes it evident th a t using solely electricity as a source of information, one can 
infer the occupancy schedule of a user. By comparing the output of our algorithm with
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the ground tru th  data  obtained from a infra-red sensor installed at user’s work desk, 
we found out the FHMM showed a high precision in correctly identifying the presence 
and absent states of the user. In future, we plan to extend and validate this approach 
through extensive experimental evaluations. In context of residential load monitoring, 
such information is vital for peak load forecasting solutions as well as for devising time 
of use pricing policy.
7.2.2 Consum er Segm entation
In chapter 6, we have presented the anomalous load pattern  detection framework th a t 
profiles the regular energy consumption behavior of the user and subsequently use it 
to flag abnormal load patterns. A direct extension of this work will be to determine 
a global profiles by comparing each user with the peer group members. In this way, a 
peer group analysis can be performed and consequently consumers can be segmented 
into different groups based on their consumption habits. As an initial experiment, we 
have explored the use of Self-Organizing Maps (SOM) algorithm and fed it w ith the 
energy data obtained from 24 office rooms within our research center. Preliminary 
results suggest th a t the office occupants can be divided into high^ medium  and low 
energy consumer groups. It is interesting to note th a t a direct correlation has been 
observed between the members within each group and their occupational status. For 
example, a large percentage of users assigned to high energy consumer groups were 
found to  be students and research assistants. This approach can further be extended 
to achieve accurate consumer segmentation which not helps in the behavioral profiling 
of the users but is also beneficial for demand response programs.
7.2.3 A utom ated training Solutions
The proposed multi-modal information fusion system as described in Chapter 4 can be 
extended to develop an autom ated training solution. In addition to appliance acous­
tics, other environment signals including light and tem perature can be correlated with 
the appliance operations, to autom ate the event labeling process. For example, light 
intensity information is less effected if the bulb of a desk lamp is replaced by another 
brand. The environmental signatures are more generic than power based signatures 
and can be potentially be used with unsupervised learning mechanisms to autom ate 
the event annotation process.
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7.2.4 Fault D iagnostics
The NILM techniques presented in this thesis can be merged with the anomalous load 
pattern  detection framework described in Chapter 6, to diagnose the abnormality of 
the anomalous patterns. Moreover, it can be used to monitor the status and heath 
of the target load components and can precisely locate the source of the faults, which 
would be a challenge otherwise.
Appendix A
Target Appliance List
A to tal of 25 appliances as listed in Table A.2 have been selected as target loads to 
be used for the data  collection and empirical investigation of our proposed algorithms. 
The set of appliances are a mix of high and low-power appliances typically found in 
an office environment. Following appliance operational states have been considered for 
binary and multi-state appliances
• A c tiv e  S tate(A S): A state in which an appliance is in operational phase
• In te rm e d ia te  S ta te(IS ): A state in which an appliance is in intermediate oper­
ational phase (i.e., medium-power or low-power mode).
• In a c tiv e  S ta te  (IAS): A state in which an appliance is inactive or completely 
switched off.
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No Device Type Description Approximate
Active
Power
1 Fluorescent Lamp 1 Drapper Desk Lamp 20
2 Fluorescent Lamp 2 Alba Desk Lamp 15
3 Incandescent Lamp 1 Phillips Incandescent bulb 36
4 Incandescent Lamp 2 Phillips Incandescent bulb 40
5 Desktop Computer 1 Acer Ax3950 78
6 Desktop Computer 2 Dell Optiplex 9010 65
7 Laptop 1 Lenovo ThinkPad T410 14” 
Screen
42
8 Laptop 2 Dell Latitude E6510 14” 
Screen
60
9 Laptop 3 Dell Latitude E4200 12-inch 50
10 Microwave 1 Mio Star XS 937
11 Microwave 2 Rotel MW 820 1050
12 LDC Screen 1 Dell S2330MX 23” 25
13 LDC Screen 2 Samsung T244550 24” 29
14 LDC Screen 3 LG IPS236V 23” 35
15 Fan 1 Pifco Desk fan 20
16 Fan 2 Elpine 9 ” Desk fan 26
17 Fan 3 Eurosinic 12” Desk fan 29
18 Coffee Machine 1 Nexpresso TurMix Tx 100 1150
19 Coffee Machine 2 Koeing Pixie Steel Dots 980
20 Air Conditioner (AC) SPT WA-1070E 1020
21 Printer 1 HP Photo Smart 7520 32
22 Printer 2 HP Office Jet 21
23 Scanner 1 HP Scanjet 7650 36
24 Scanner 2 HP Photo Smart 7520 28
25 Vaccum Cleaner NEW HENRY VACCUM 
CLEANER HVR200
1100
Table A.2: Target Appliances used for Appliance State Estimation
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Appliance Categories AS IS IAS
Fluorescent Lamp (FL) ON - OFF
Incandescent Lamp (IL) ON - OFF
Desktop Computer (DC) High CPU usage Idle OFF
Laptop (LP) High CPU usage Idle OFF
Microwave (MW) High Power mode Medium Power 
Mode
OFF
LCD Screen (LS) Normal - Standby
Fan (FN) High Speed Medium Speed OFF
Coffee Machine (CM) Coffee Mode Ready Mode Standby
Air Conditioner (AC) High Speed Low Speed OFF
Printer (PR) Printing Standby OFF
Scanner (SC) Scanning Standby OFF
Vaccum Cleaner (VC) Normal - OFF
Table A.3: Target Appliance Power States
Acoustic Appliances Acoustic Events
DC A hypothesis is made th a t user generates a distinct 
Keyboard Typing Sound while operating the desktop 
computer in its active state
MW Distinct acoustic events are localized during tu rn  on, 
intermediate and turn  off state transitions
FN Distinct acoustic events are localized during tu rn  on, 
intermediate and turn  off state transitions
CM Distinct acoustic events are localized during Coffee 
and Ready Mode state transitions
AC Distinct acoustic events are localized during turn  on, 
intermediate and tu rn  off state  transitions
PR Distinct acoustic events are localized during turn  on, 
printing and turn  off state transitions
SC Distinct acoustic events are localized during scanning 
state transition
VC Distinct acoustic events are localized during turn  on 
and turn  off state transition
Table A.4: Target Appliance Acoustic States
Appendix B
Data Collection
B .l  Energy Meter
The sm art power outlet unit consists of a Plogg unit which is a single socket meter 
plug which has the capability to measure energy consumption at the point of use and 
further transm it it to the host PC using Zigbee facilitated Telegesis Modules. In our 
experimental setup multiple appliances are connected to the Plogg unit via multi-socket 
power strip. The unit stores the measured energy consumption param eters and then 
wirelessly communicate this information through an internet-linked E thernet gateway. 
The parameters shown in Table B .l are logged and stored in MySQL database for 
off-line analysis.
Parameter Number Explanation of Parameter Number
0 Time Entry as date format from the RTC, support is from 2000 to 2063
1 Last seconds wattage usage
2 Cumulative wattage usage (since user reset or unit initialisation)
3 Frequency (hz) of last seconds monitored value
4 RMS voltage of last seconds monitored value
5 RMS current of last seconds monitored value
6 Unit on time (will wrap at 497 days) shown in seconds since CPU reset
7 Reactive power of last seconds monitored value
8 Cumulative reactive power (since user reset or unit initialisation)
9 Phase angle V /I in degrees of last seconds monitored value
Table B .l: Plogg Param eter List
Current wattage and reactive power is supported up to maximum 3515Kw/KVar, 
whereas the minimum sampling frequency of Plogg is limited to 1 Hz.
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B.2 Acoustic Sensor
We are primarily interested in quasi stationary sounds of the appliances. In order to 
record the operational sound of the devices they are operated manually at a distance 
of 20-50 cm from the microphone. It has been assumed th a t appliances will remain at 
a fix position during the recording sessions. This is a reasonable assumption because 
most of the target appliances are desk level appliances. Recordings were done with 16 
bit resolution and 16 kHz sampling frequency using Logilink M ultimedia Microphone 
th a t has the following specifications
Param eter Value
Dimension 6  X 5mm
Sensitivity -58 dB ±  3 dB
Impedance <  2.2 m
Operational Voltage 4.5 V
Frequency Response 100-16 KHz
S/N  ratio 60 dB
Table B.2: Microphone Specifications
The recorded measurements are further forwarded to the MySQL database along with 
time stamps for offline analysis.
B.3 Measurement Procedure
D ata was collected by plugging target appliances in an (i) isolated and (ii) pair-wise 
fashion to the power strip th a t is attached to the SPO unit. Considering the single load 
operation scenario, following steps were taken to collected the power measurements:
• The time stamps at the start of each session is noted and the samples were 
acquired from the database without the devices being plugged into the power- 
strip for a duration of 30 to 60 seconds.
• Each device is plugged in and operated in its respective states manually, whereas 
it is ensured th a t a minimum of 2 minutes duration exist between the switching 
of two appliance states.
• The time stamps for each appliance state transition was logged manually to 
achieve a ground tru th  data.
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The above process is repeated multiple times during each session to acquire an 
adequate number of samples for each appliance category.
Likewise, the aforementioned steps were repeated to collect the measurement from a 
pairwise operation of appliances. To collect aggregated data from each pair of device, 
12 experimental sessions had been conducted. During each session, one target device 
continue to operate as a background device in its active state, while all the other devices 
are sequentially plugged into the multi-socket power strip and subsequently operated in 
its AS, IS and IAS modes as listed in Table A.3. A snapshot of the logbook maintained 
during the pairwise appliance operation experiment is shown in Table B.3, whereas a 
desktop computer acts as background device.
Event Time Stamp
1. Turn on the Desktop Computer 00 01 00
2. Turn on the LCD Monitor 00 04 20
3. Turn off the LCD Monitor 00 10 36
4. Turn on the Mircrowave 00 14 10
5. Turn off the Mircrowave 00 18 02
6. Turn on the Incandescent Lamp 00 21 00
7. Turn off the Incandescent Lamp 00 26 05
8. Turn on the Fluorescent Lamp 00 29 30
9. Turn off the Fluorescent Lamp 00 33 00
10. Turn on the coffee machine 00 38 :40
11. Turn off the coffee machine 00 44 10
12. Turn off the Desktop Computer 00 49 00
Table B.3; A snapshot of Event Log Sheet during pairwise appliance operations
Alongside energy meter, the acoustic sensor is sampling the environment in parallel 
and the power and acoustic measurements are pushed to off-site MySQL server. An 
offline analysis is performed by querying the database with respect to logged time 
measurements.
mysql(’use stress.tests’)
[z, t, a,p] — mysql(’select nodeJd, time_stamp, audio, power from stress_tests.recv_packets 
where nodeJd  =  4 and time_stamp > =  ”2012 -  06 -  25 00 : GO : 00” and tim ejstam p 
< =  ”2012 -  06 -  2600 ; 00 : 00” ;');
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These ground tru th  time stamps are further used to evaluate the performance of our 
proposed RED and to subsequently annotate the derived features from the vicinity of 
the localized events as explained in Chapter 3 and 4.
B.4 Appliance Fingerprinting D ata Set
In order to  collect appliance fingerprinting dataset for experiments reported in Chapter 
3, the aforementioned measurement procedure is adopted by operating each appliance 
in all of its respective states as indicated in Table A.3. The summary of localized audio 
and power events along with approximate change in their active power consumption 
during each transitions is reported in Table B.4.
B.5 D ata Set A
To obtain D ata Set A, appliances are purposefully operated only in their binary state 
(i.e. AS and IAS) to generate the APE and AAE. It has been made sure th a t no 
two acoustic appliance operate at the same time to override the possibility of acoustic 
overlap. The summary of per-appliance category event in combination with other 
appliances is summarized in Table B.5, whereas the background device during each 
data  collection session is indicated through a black box.
B.6 D ata Set B
To obtain D ata Set B, appliances are purposefully operated in their multi-state model 
(i.e., AS, IS, IAS) to generate APE and AAE. Acoustic appliances are allowed to operate 
concurrently to  generate overlapped AAE’s. The summary of per-appliance category 
event in combination with other appliances is summarized in Table B.6.
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Appliance State Transitions Mean Approx. 
A P  (W)
Total APE Total AAE
Fluorescent AS, IAS -15 52 N /A
Lamp (FL) IAS, AS 15
Incandescent AS, IAS -30 50 N /A
Lamp (IL) IAS,AS 40
Desktop AS, IS -15 70 162
Computer (DC) IS, IAS -65
IAS, AS 78
Laptop (LP) AS, IS -23 74 N /A
IS, IAS -25
IAS, AS 50
Microwave AS, IS -400 46 220
(MW) IS, IAS -580
IAS, AS 980
LCD Screen AS, IAS -30 66 N /A
(LS) IAS, AS 33
Fan (FN) AS, IS -11 82 270
IS, IAS -16
IAS, AS 27
Coffee Machine AS, IS -940 51 254
(CM) IS, IAS -60
IAS, AS 1000
Air Conditioner AS, IS -400 54 276
(AC) IS, IAS -600
IAS, AS 1020
Printer (PR) AS, IS -15 66 316
IS, IAS -13
IAS, AS 29
Scanner (SC) AS, IS -17 62 282
IS, IAS -13
IAS, AS 30
Vacuum AS, IAS -1000 42 250
Cleaner (VC) IAS, AS 1030
Table B.4: Appliance Fingerprinting DataSet
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D evice
FL IL DC LP MW LS FN CM AC PR SC VC T otal
A P E
T otal
A A E
FL 5 6 4 3 3 3 3 5 3 3 2 40 -
IL 3 3 2 3 3 3 3 2 3 3 2 30 -
DC 10 18 14 - 18 - - - - - - 60 30
LP 7 4 4 4 5 6 6 7 6 4 7 60 -
MW 8 8 - 10 14 - - - - - - 40 40
LS 4 4 8 2 3 6 3 2 3 3 2 40 -
FN 18 10 - 14 - 18 - - - - - 60 60
CM 8 6 - 16 - 10 - - - - - 40 20
AC 11 6 - 5 - 10 - - - - - 32 32
PR 8 8 - 12 - 12 - - - - - 40 40
SC 8 8 - 12 - 12 - - - - ■ 40 20
VC 8 7 - 6 - 10 - - - - 31 31
T otal 513 273
Table B.5: Distribution of Appliance Events for Data Set A
Com b T otal
A A E
T otal
A P E
SC VCCM AC PRLS FNDC MWLPFL
D evice
FL
180DC
180LP
120120MW
120LS
180180FN
CM
AC
120120PR
120SC
VC
T otal 1257 649
Table B.6: Distribution of Appliance Events for Data Set B
Appendix c
K-nearest Neighbor Modeling
The k-nearest neighbor (k-NN) technique is a proven method for classification as already 
introduced in Section 3.4.2. To adapt it to the problem of appliance load monitoring, 
the first step is to select the optimal values of the tunning parameters of k-NN model. 
These two parameters are the number of nearest neighbor k and the dimension of the 
feature space d. In case a large number of features, a grid search method is performed 
to find the optimal values of these two parameters. A program searches through a grid 
of different combinations of these two parameters and the decision for the best set of 
values is based on Cross Validation (CV) results as detailed in Section 3.5.1. However, in 
our case we have pre-defined feature groups th a t corresponds to independent appliance 
models. Therefore, for each of these model the optimal value of k is required to be 
determined. There is no definite rule for choosing the right value of k and therefore the 
accuracy of the model is often used as a model selection criteria. In our implementation, 
we have used a F-score measure as a candidate measurement criteria during the CV. 
Following steps are followed to build a K-NN model for load disaggregation.
1. First the dataset D  obtained at the output of the ranking module in CSV format 
are imported at Step 1.
2. Based on the target feature combination, a subset of features are used to train  
the candidate K-NN model.
3. In the next step, the k values of the candidate model is varied from 1 to 20 and 
10-fold CV procedure is adopted to obtain the performance estimate.
4. The param eter value th a t corresponds to the highest performance gain is selected 
as an optimal value for the candidate model.
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5. The aforementioned steps are repeated for every feature subset to obtain the 
fine-tuned appliance load models.
6. Final model selection is performed by evaluating every candidate model on the 
whole dataset D  and selecting the one th a t achieves the highest performance 
estimate.
Appendix D
Gaussian Mixture Model
Gaussian Mixture Model (GMM) model the acoustic events as Gaussian probability 
density functions as already introduced in Section ??. The complex structure of den­
sity probability is represented as weighted sum of mixture of Gaussian densities and 
therefore paramterized by mean vector fi, covariance m atrix a  and weights of the Gaus­
sian W{.
X = {w i,fii, ai}-, i = 1 ,2 , . . . ,  G (D .l)
where G is the number of gaussians.
D .l Training of GMM
To determine the optimal param eter setting for the GMM of appliance models, it 
has to be trained. Training of the GMM based appliance models are performed by 
adopting a maximum likelihood procedure. For a sequence of training vectors X  =  
{ x i , X 2 , . . . ,  x t ] ,  the likelihood can be w ritten as
T
P(X|A) =  n J ’ (^«l^) (D.2)
(=1
where P(ædA) =  'WiPi{xt) , substituting this in Equation D.2 and taking a log 
will give us the log-likelihood function, which can be written as
T  G
log[P{X\X)] = '^ lo g [ ^ W iP i { x t ) ]  (D.3)
t = l  i = l
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Maximum likelihood procedure derive the optimal parameters of the GMM model that 
maximizes the likelihood function. In our study, we have adopted Expectation Maxi­
mization (EM) technique [85] to maximize the likelihood value. It begins with an initial 
model A and iteratively updates model parameters (i.e., u'%,//%,(%%) such th a t likelihood
of the model increases with each iteration. The training of the model is completed once
the algorithm converges to a local maximum.
D.2 Testing
In the testing phase, the identification of the appliance class against the unknown 
feature vectors is performed by determining the appliance model s th a t maximizes the 
a posteriori probability P{Xs\X). Assuming there are in total S  appliance models, the 
decision rule for most probable appliance model can be defined as
T
s =  max y^lo g P {x t\X s)  (D.4)
t = i
where T  is the number of appliance dataset under test. Final descision is made by 
comparing the score obtained by each model and the model with the highest score 
against the claimed class is selected.
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