We show that interference between parallel currents through two quantum dots, in presence of spin orbit interactions and strong on-site Coulomb repulsion, leads to resonances in current noise at the corresponding Larmor frequencies. An additional resonance at the difference of Larmor frequencies is present even without spin-orbit interaction. The resonance lines have strength comparable to the background shot noise and therefore can account for the numerous observations of spin resonance in STM noise with non-polarized leads. We solve also several other models that show similar resonances.
Coherent control and detection of a single spin are fundamental challenges in nanoscience and nanotechnology, aiming to determine electronic structures as well as provide qubits for quantum information processing 1,2 . Of particular interest are studies that combine the high energy resolution of electron spin resonance (ESR) with the high spacial resolution of scanning tunneling microscope (STM). These ESR-STM studies are of two types, either monitoring the current power spectrum in a DC bias 3-5 , or monitoring the DC current when an additional AC voltage is tuned to resonance conditions 6-8 . In the latter case with a magnetic tip 7,8 the theory is well understood 7, 9 . In Ref. 6 the tip is apparently nonmagnetic, hence it should be interpreted as the inverse phenomenon to that of the first type.
We focus here on the ESR-STM phenomenon of the first type, i.e. a DC bias alone. The experimental technique is conceptually simple: an STM tip is placed above a localized spin center in presence of a DC magnetic field and the power spectrum, monitoring the current fluctuations, is measured; the data exhibits a sharp resonance at the expected Larmor frequency 3-5 even at room temperature. This phenomena has been further confirmed by an associated ENDOR effect 10 . The understanding of this ESR-STM phenomenon presents a theoretical challenge even at present 4 . It was proposed early on that a spin-orbit coupling is essential for converting the spin fluctuations to current noise, assuming also that the tip and substrate are spin polarized [11] [12] [13] . However, the experimental data 3-5 involves non-polarized tip and substrate. It was argued that an effective spin polarization is realized either as a fluctuation effect 5, 14 or due to 1/f magnetic noise of the tunneling current 21 . The first theoretical model that conclusively showed an ESR-STM phenomena in this case, i.e. non-polarized electrodes in a DC setup, was a nanoscopic interferometer model 16, 17 . In this model the current has an additional channel of direct tunneling from the tip to the substrate in parallel to the current via the spin states. The interference between the two channels leads to an ESR resonance, however, the signal is rather weak. Furthermore this model ignores on-site Coulomb interactions, that are expected to be significant at a localized spin site.
In the present work we propose a new mechanism for the ESR-STM phenomenon, a mechanism that provides a strong signal, comparable to that of the background shot noise, and allows for a strong Coulomb interactions at the spin site. The model assumes the presence of an additional spin such that the current passes in parallel via two spins, i.e. a double quantum dot (DQD). The additional spin is unintentional in the ESR-STM experiments so far, yet its presence can be tested by monitoring our predictions. In particular, in addition to the expected resonance at ν 1 = g 1 µ B H additional resonances are present at g 2 µ B H and at |g 1 − g 2 |µ B H; g 1 , g 2 are the g-factors of the two spins, respectively, µ B is the Bohr magneton and H is the DC magnetic field. We solve also the single spin model 16, 17 with strong on-site Coulomb repulsion, as well as the non-interacting two spin model. We find that the DQD model provides a strong signal to noise ratio and is most likely to account for the ESR-STM data. The properties of all the studied models are summarized in table I below.
We review first the previous model 16, 17 that involves interference between tunneling via the spin and direct tunneling, as illustrated in Fig. 1a . Consider l = L, R (left, right) fermion leads (i.e. tip and substrate) with the Hamiltonian H 0 = l,k,σ lk c † lkσ c lkσ where σ = ± denotes the spin and k are continuum states; c lkσ are the lead fermion operators whose dispersions lk include the voltage and are spin independent, justified by the small ratio 10 −5 of the Larmor frequency and a typical electron bandwidth. The spin site involves fermion operators d σ and a Hamiltonian H d = σ ( 0 + 1 2 νσ)d † σ d σ where ν = gµ B H is the (single) Larmor frequency with g-factor g. The reservoirs are connected by a direct tunneling as well as by tunneling via the spin, the latter allows for an SU(2) spin-orbit rotation 16,17û = e iσzφ e the current correlation involves a closed loop with a given spin that passes at both spin levels, as illustrated in Fig.  1a . Hence one needs at least 6 tunneling events, 4 via the spin and 2 direct tunnelings, as well as two spin flips of probability sin eV [1+O(T /eV )] at temperature T . The direct current L → R is also found by a Golden rule rate 2πW 2 N (0) per spin times the final number of available states eV , i.e. J W = 4πe 2 V W 2 N 2 (0). Assuming W t the background shot noise is 2eJ W , hence the Fano factor, i.e. the ratio of the resonance peak to that of the background, is F ≈ Γ sin We consider next our new model, first its noninteracting variant. The model involves current transport via two spins, in parallel, i.e. the Hamiltonian is
tun where d 1 , d 2 are fermion spinor operators on the two spin sites,
We note that a possible spin orbit rotation in the c † R d 2 term can be eliminated by rotating c † R and redefininĝ u. An independent spin-orbit rotation may, however, be present at the left lead.
The current fluctuations correspond now to Fig. 1b, i.e. a closed loop passing through both spins, at either level of each spin. A resonance appears then at the difference in energy levels, i.e. at 1 2 |ν 1 ± ν 2 |; the +(−) sign is for trajectories through opposite (same) side levels. For a finite relative chemical potential ∆ there are more resonance lines at | 1 2 ν 1 ± 1 2 ν 2 ± ∆|. The significant virtue of the process in Fig. 1b is that only 4 tunneling events are needed, hence a much stronger resonance. We present 18 an exact solution of Eq. (2) with numerical plots of typical results. The solution can be expanded for weak tunneling, with results summarized in the 3rd column of table I. While the Fano factor is strong the model is inadequate since it neglects on-site Coulomb interactions, expected to be strong for the experimental realizations. Furthermore, the resonance frequencies depend on the unknown ∆ parameter. In fact, the addition of Coulomb interactions is essential for confining the dots as neutral so that the chemical potential ∆ becomes irrelevant.
We proceed now to solve both models Eqs. (1,2) when strong on-site Coulomb interactions are present, as indeed is the case in atoms and small molecules. Considering first Eq. (1), we add a term U n ↑ n ↓ where n σ = d 
where S is the spin operator,
) and an Aharonov-Bohm phase χ is introduced, useful in the following. W may include potential scattering terms generated by the SW transformation. We note that J is reduced by the strong Coulomb interaction, i.e. large U and − 0 , an effect known as the Coulomb blockade. We keep in (3) only exchange terms that allow transport between the electrodes, other exchange terms that involve electrons only on one electrode are neglected since their contribution to transport would be of higher order. We perform 18 a perturbation expansion to order J 2 W 2 using the Keldysh method. The result shows, surprisingly, that the resonance term precisely vanishes when χ = 0. In ESR-STM experiments we expect χ = 0 since the nanometric dimensions of the setup allow only a negligible magnetic flux. To motivate this result, consider an interference along the loop R → (via spin) → L → R and an additional trajectory of going around the loop in the opposite direction R → L → (via spin) → R. These two processes, when the localized spin is flipped up, sum up to 
θe iφ . Hence the interference cancels at χ = 0. Energy conservation implies L = R + O(ν) and integration on L yields then an eV factor. Additional interference cycles that start at L involve f R ( )(1 − f L ( )) are negligible for V > 0 and eV ν, T . The result (4) is confirmed by detailed perturbation expansion 18 , as summarized in the 2nd column of table I. Hence for the experimentally relevant case with χ = 0 this model may give a resonance only at orders higher than J 2 W 2 and therefore does not account for ESR-STM data. We note also that replacing σ − → σ z in Eq. (4) yields a resonance at ω = 0 with amplitude
For completeness, we evaluate the resonance linewidth, relevant when χ = 0. The simplest approach is a Golden rule for the decay of a spin up by passing an electron from L to R,
Similarly for Γ ↑ , so that
, hence for the isotropic interaction in (3) the linewidth is 1/T 1 = 1/T 2 . This result is confirmed by solving a Lindblad type equation 18 for the spin dynamics; it is also consistent with the linewidth as derived by higher orders in Keldysh diagrams 27 , however, the framework of the Lindblad equation, being a proper 2nd order perturbation, is considerably more convenient. The Lindblad equation also shows a shift in the resonance frequency δν = −4πeV JW N 2 (0) sin φ cos 1 2 θ cos χ, that may well be larger than the linewidth.
We proceed to our most interesting model, the DQD model with strong on-site Coulomb interactions. Proceeding with a SW type derivation 18 we find that (2) is replaced by
which is an obvious extension of the single spin case. This Hamiltonian neglects potential scattering terms that may generate terms beyond those that we study of order J 2 1 J 2 2 ; also χ = 0 here, for simplicity. Tunnelling between the two spin sites is neglected, leading to higher order terms for transport 18 ; this tunneling yields also a direct exchange between the spins which shifts the Larmor frequencies, we neglect here this effect (e.g. if one spin is on the tip and the other on the surface this exchange is much weaker than either J 1 or J 2 ). We note that the spin-orbit factorû is essential for observing a resonance at a Larmor frequency. Ifû = 1 then the tunneling elements conserve the total spin, while the S z terms in H c 2 allow conservation of the z component of the total spin. Thus a closed loop of a lead electron returning to its original spin cannot flip a single spin, i.e. no resonance at either ν 1 or ν 2 . The loop can, however, flip both spins in opposite ways, hence a resonance at |ν 1 − ν 2 | is possible even without spin-orbit effects. In fact, the same symmetry reasoning applies to all the models considered above.
To appreciate the type of results, we consider the loops as in Eq. (4) which for a single spin flip involve σ − on one spin while σ z on the other, hence
Hence we expect resonances of the form
2. An additional resonance at |ν 1 − ν 2 | appears when σ z → σ + in Eq. (7), the matrix elements then lead to to 2 cos We proceed now to our diagrammatic expansion. First, consider skeleton diagrams, i.e. without Keldysh indices, that show readily which type of diagrams to 4th order can produce a resonance. Fig. 2a shows a typical diagram that has a resonance, i.e. frequency conservation at each vertex yields readily δ function resonances at ν 1 , ν 2 , |ν 1 − ν 2 | and 0. In contrast, Fig. 2b shows that all spin frequencies merely shift an electron energy which is being integrated. Hence a weak ω dependence, i.e. a nonresonant effect. [We note that similar skeleton diagrams can be constructed also for our single dot model Eq. (3), one spin line is eliminated while its vertices remain as the direct tunneling W term.]
We present a detailed Keldysh diagrammatic expansion 18 .
The results are consistent with the reasoning above and are summarized in the 4th column of table I. We also solve 18 a Lindblad equation for this case to identify the various linewidths Γ(ω res ) of the various resonances ω res , leading to
This result is similar to that of the single spin case obtained from Eq. (5), except that each spin is affected also by the longitudinal relaxation of the other spin; furthermore, the ν 1 − ν 2 resonance includes a non-secular ∼ J 1 J 2 term 18 . The DC current is given in table I, as expected it is ≈ eΓ, so that the background shot noise is ≈ e 2 Γ. The resonance signal at maximum is obtained from the discussion following Eq. (7) and is confirmed by the diagrammatic expansion 18 , with the replacement δ(ω − ω res ) → 1/πΓ(ω res ). The ratio of this peak value and that of the background is given for ν 1 , ν 2 in the table while for the other resonances it is F (ω res ),
It is remarkable that the resonance at |ν 1 −ν 2 | is strongest without spin-orbit coupling, i.e. θ = φ = 0, with a narrow linewidth ∼ (J 1 − J 2 ) 2 . We consider next the relevance of our results to the experimental situation 3-5 . First, we note that the data shows a sharp resonance even at room temperature. This is fully consistent with our results since the linewidth is dominated by the voltage with eV k B T . Second, we note that the linewidth of 25MHz at I = 0.1nA 10 implies that the DC current via the spins (table I) is 3 8 eΓ ≈ 10 −4 nA, much smaller than the total current. We expect then that most of the current tunnels directly between the tip and substrate, indeed a dominant tunneling as it is not Coulomb blockaded. We expect that this current is incoherent with those via the spins, otherwise it would lead to a large shift δν in the resonance frequency (see paragraph below Eq. (5)). Finally, the ratio of peak noise power to that of the shot noise has been estimated 5 as O(1), however, since the power spectrum is measured via modulation of the magnetic field its absolute value has not been so far directly measured.
These experiments aim to probe a known spin site on a surface. We propose that a second spin is present, allowing for the observed strong signal. The most likely location for the second spin is on the STM tip which is usually made of a heavy metal with significant spin-orbit coupling. By extending the measured frequency range, we predict the observation of a second Larmor frequency ν 2 as well as a signal at a lower frequency |ν 1 − ν 2 |. The latter in fact may well be stronger than those at either ν 1 or ν 2 if the spin-orbit effect is weak, i.e. small θ. We note that preliminary data shows a strong signal at low frequency for either defects on a SiC surface or for Tempo molecules on Au substrate 21 . We note finally that the second type of ESR-STM, i.e. enhanced DC current at resonance with an applied AC voltage 7,8 involves a magnetized Fe atom on the tip. While this is superficially similar to our 2-spin scenario, it is a fundamentally different mechanism, being based on a permanently strong magnetic atom. In our scenario both spin sites exhibit spin fluctuations, in fact even the average spin of each site is extremely weak
18
≈ ν i /eV 1(i = 1, 2). In conclusion we have solved a number of models showing an ESR-STM phenomenon, concluding that the model of two spins with strong on-site Coulomb interactions is the most likely to account for the data.
Our prediction for additional magnetic field dependent frequencies in the power spectrum would be the clearest support for our mechanism.
I. CURRENT NOISE -NONINTERACTING CASE
We study here the 2-spin system as given in Eq. (2) of the main text. We use the rotated Keldysh basis 22 so that the action of the right (R) and left (L) leads is
where the Greens functions (GF) involve the retarded g r , advanced g a and Keldysh components g K , in units of the right or left density of states N (0) (assumed equal for simplicity), arē
where l = R, L corresponds to +, −, respectively. [We note, however, that care is needed if the combination g + = g
r +g a appears, e.g.
The tunneling part of the action includes a quantum source that couples to the current operator and to a Pauli matrix τ x in the rotated Keldysh basis
The source α(t) represents the quantum source 22 field α(t) = −α * (t) which is set to zero after variations that define either the current or the noise power. (The source here couples symmetrically to the left and right lead currents, hence a factor 1 2 is inserted in the following for each current). The c electron operators of the leads can be integrated out, leading to an effective action in terms of dot electrons, represented as a spinord
where r, a correspond to +, − respectively. Each Keldysh element of the self energy M αβ is a 2 × 2 matrix in the spin site index, resulting in
Here
Note that x j is a matrix in Keldysh space and is obtained by products of τ x matrices and the GF of the leads, Eq. (11). We assume here t 1 = t 1 and t 2 = t 2 for simplicity, and define Γ i = 2πN (0)|t i | 2 , i = 1, 2 as well as Γ = √ Γ 1 Γ 2 . Taking variation with respect to the quantum source α(t) we find the transport current I and the noise power spectrum S = S 1 + S 2 ,
In these formulae integration over each time variable is implied except of t 0 and t . From equations (14, 15) the inverse retarded Green function G −1r is identified as a 4 × 4 matrix
The Keldysh components of the GF are identified by taking the inverse of (14) at α → 0, which implies that G r,a are inverses of G −1r,a , respectively, while
The first variation of the self energy M takes the form
By taking the trace in Eq. (16) over Keldysh space we obtain the current
The S 1 part of noise power incudes second variation of self energy
The trace of S 1 in Keldysh space may be written, with a shorthand notationM
Using explicit expression for Keldysh components of M we calculate S 1 :
Our main interest is the experimental situation with large voltages eV ν 1 , ν 2 , T , then S 1 does not depend on frequency.
We consider next the noise S 2 using (18) . With a shorthand notationṀ = δM δα the trace becomes Decomposing S 2 = S a + S b + S c we define terms with the same type of two GFs (advanced or retarded) as S a (ω), terms that include two Keldysh GFs and also terms which have one advanced and one retarded dot GF as S b (ω), while the remaining terms stand for S c (ω). Thus we obtain
where
For large voltage we can simplify expressions for current and S 1 . To do this we notice that in the limit V >> T, ω and
Note that g K + ( ) becomes constant so that S a (ω) = 0. We also find
We note that in the absence of spin orbit scattering (û = 1) the matrixm = 0 and noise is just the ω independent S 1 , i.e. no resonance as expected. We wrote a Mathematica program for evaluating the Fano factor
First we show in Fig. 1 the saturation of the Fano factor at small Γ occuring at 
Finally, we consider the limiting case of small Γ. Since G K ( ) ∼ Γ the dominant term is the second one in Eq. (31) for S b (ω), i.e.
In this limit we consider only diagonal terms of G −1 in Eq. (19) (in the diagonal terms Γ is kept infinitesimal), hence
Using these GFs and taking the trace in Eqs.(35, 36) we obtain J = 4eΓ and S 1 = 2e 2 Γ. The trace has a form:
with all first GFs depend on + ω and second ones depend on . Hence
(1 + cos 
Performing the integration with Γ → 0 we finally obtain
We note that the linewidth Γ defines the width of the GFs in Eq. (39). Since the power spectrum is a convolution of two such Lorenzians its linewidth is 2Γ, i.e. Eq. (42) involves at each resonance ω res
In Γ to agree with the definitions of the other cases. The power spectrum at resonance is then e 2 Γ/4 (apart of the θ, φ dependent factors) so that the Fano factor, i.e. dividing by S 1 = 2e 2 Γ, has 1/8, as summarized in the 3rd column of table I in the main text.
II. SCHRIEFFER-WOLFF TRANSFORMATION -DOUBLE QD
We derive the Schrieffer-Wolff transformation (SW) by Hewson's method 19 of performing a perturbation expansion directly on the Hamiltonian. We also assume that double occupancy of the dots is forbidden (infinite U 1 , U 2 ) while the ionization potentials ∆ 1 , ∆ 2 are finite and large. Transport is then allowed by first ionization and then recharging from the leads (co-tunneling). This simplifies the algebra, while capturing the essential form of the transformed Hamiltonian.
The 2-dot problem with 2 leads α = L, R, including spin-orbit represented by an SU(2) matrixû is given by the Hamiltonian, with d, c operators as spinors,
In the limit U 1 , U 2 = ∞ consider the subspace |0 , |10 (2-spinor), |01 (2 spinor), |11 (4 spinor). The Hamiltonian has the form
The 1st line of (45) yields |0 in terms of the other states,
Substituting in the 2nd line yields
The d 1 , d 2 terms are of order v 2 /E E and could be neglected in leading order in v iα , yet it is of some interest to keep the d 2 term as it describes induced tunneling between the spinŝ
The 3rd line with solution (46) for |0 is
Now ignore the d 2 term and keep
Finally |10 , |01 can be written in terms of |11 using their leading terms and then the 4th line of (45) can be written in terms of |11 to identify the effective Hamiltonian,
Thet terms yield a product of S 1 , S 2 and 4 fermion operators with a coefficient ∼ v 4 ∆ 3 which is smaller than even the 2nd order of the other terms, hence is neglected. Ift → t, a c-number tunneling term in the original Hamiltonian with t ≈ v, then it yields
and similar terms withû. To 4th order it is much smaller than the terms that we keep (J 2 1 J 2 2 ), while to 2nd order it does not give a resonance. We note that when all U, |∆ 1 |, |∆ 2 | are finite and large, a process of tunneling from e.g. the first neutral dot to the second one yields a term J 12 S 1 · S 2 with J 12 ≈ t 2 U +|∆1| . This yields higher order corrections to the transport, however it may affect the eigenfrequencies of the 2-dot system. We assume here that this effect is negligible; in particular in the scenario that one spin is on the tip and the other on the surface we have To identify the result in terms of spin operators we note an identity for spinors c α on either lead α = R, L and spinors d i on either dot i = 1, 2 with spin operators
which can be shown by using rotated fermions, e.g.c =û † c, alsoû 1 ,û 2 are eitherû or 1 (i = 1, 2). Using then E = H 0 + ∆ 1 + ∆ 2 and assuming |∆ 1 |, |∆ 2 | eV α , kα we obtain
We note that ∆ i (i = 1, 2) multiply σ d † iσ d iσ = 1 in the |11 subspace, hence these are constant terms and do not participate in the excitation spectrum (53).
It is important to note that without the spin-orbit effect, i.e. ifû = 1, then the total z component spin is conserved. This is seen by the scalar product σ · S i that for any spin flip of the dot involves an opposite spin flip of the tunneling electrons. In fact, the original form (44) commutes with S z , i.e. independent of the Scrieffer-Wolff procedure.
The conservation of S z implies no resonance at g 1 or g 2 in the noise spectrum since a resonance with a single spin flip implies that S z is not conserved. Hence a spin-orbit term is essential for the observation of these resonances. Two opposite spin flips are allowed, i.e. the resonance at |g 1 − g 2 | can be seen even without spin-orbit.
III. CURRENT NOISE VIA KELDYSH -DOUBLE QD A. Tools
Assume V > 0 so that current flows to the right, i.e. electrons flow to the left andṄ L > 0. With the choice e = |e| > 0, the current operator is obtained by
Since spin operators do not satisfy Wick's theorem it is convenient to represent them by Abrikosov pseudofermions 23, 24 f † iγ , f iγ for spin site i = 1, 2 and spin component γ = ±,
where τ are the Pauli matrices. To the 4th order that we need one can in fact use spin propagators, since all diagrams involve pseudofermion closed loops (e.g. Fig. 7 ), yet we present the calculation with pseudofermions, anticipating higher order extensions in the future. The operators c † , c are replaced on the Keldysh contour (e.g. Fig. 7 ) by Grasmann variablesψ αs = (ψ αs+ ,ψ αs− ) where α = R, L, whilef iγ = (f iγ+ ,f iγ− ). For evaluating the leading order in the noise we keep only the transfer terms with spin,
ψ α± = k ψ kα± . Eventually λ 0 → ∞ to enforce single occupancy of each of the f psudofermions. Note that G kα are spin independent. The current is
The Green's functions on the Keldysh contour is given by
where, defining t = t 1 − t 2 ,
Similarly, for the pseudofermions,
where in each term only the leading order in e −βλ0 is kept. We expect that eventually the kept terms will cancel with the normalization iγ e −βλiγ .
B. Diagram Rules
Vertices: each vertex carries a factor of either ±ieJ 1 σ · τ or ±ieJ 2 (ûσ) · τ ; The sign is + for the current source of c † R c L and − for c † L c R and is the same on both contours (to generate the quantum part), is + for interaction vertex on the + contour and − on the − contour (recall Z = e iS ). The n-th order has n+2 vertices, two of which correspond to current terms (sources) with t i external variables, while n vertices have internal t i that are integrated upon. The first external time t is on the + contour and the second t is on the − contour; this generates S(t, t ) = j + (t)j − (t ) . [This is sometimes 24 denoted as S < (t, t ); the symmetrized form is obtained, after Fourier, by S(ω) + S(−ω)]. Since the interactions and current terms have the same form one can choose in each diagram various combinations for the external vertices. Hence it is more compact to define diagrams in real time and later identify the various options for the external frequency.
Lines: Greens' functions are full (dashed) lines for a ψψ (ff ) product, with the direction chosen 22 to be in the direction fromψ(t 1 ) to ψ(t 2 ) (f (t 1 ) to f (t 2 )), the Greens' function argument is t 2 − t 1 . The direction is conserved across each vertex (particle conservation). Each vertex connects to 4 lines -2 outgoing full and dashed, 2 incoming full and dashed. There are 4 types of Greens' functions:
A line connecting vertices within the + contour is −iG t (−iF t ). A line connecting vertices within the − contour is −iGt (−iFt). A line connecting + to − contours, i.e. goes down, is −iG > (−iF > ). A line connecting − to + contours, i.e. goes up, is −iG < (−iF < ). A closed fermion or pseudofermion loop has an additional − sign (oneψψ in the loop needs to be reordered). Finally, to generate a single e −βλiγ factor (projection on a singly occupied pseudofermion space) need one, and only one, of 3 factors: a single F > , a single F t with t < 0 or a single Ft with t > 0. (Note that e −βλiγ in F > can be neglected since to close a loop an F < must be present). Hence the pseudofermion lines must be time ordered along the Keldysh contour.
C. Traces
Consider here traces needed in the following for the quantityĨ 4 (which implicitly depends on γ 1 , γ 2 , γ 3 , γ 4 ),
The traces involve the electron spin operators σ i while τ j are matrices for the psudospin operators. Using the definition
since G are diagonal and spin independent, while F are diagonal and spin dependent. Using Pauli matrix identities
Therefore
where S 1 (ω) = t S 1 (t)e iωt . The voltage is assumed large eV λ iγ , ω so that L ≈ R and the integration range for 
Note that the DC current is
E. Order n=2
We look for interference between two spin, the lowest order is n = 2, i.e. 4 vertices with at least one on each contour. We keep only diagrams that have separate electron loops, other types do not lead to resonances (see Fig. 2b in the main text), thus the diagrams in Fig. 8 are neglected. Consider first the diagram of Fig. 9 ; overall sign is −i 2 from currents and −i 2 from interactions,
γ4 belong to spin 2.
Consider S 4a with external t 1 , t 4 so t1 e iω(t1−t4) , t2,t3 give 3 independent δ functions with RL − λ 12 − ω 1 = − RL + 
The product of the principal parts is weakly ω dependent, the imaginary part cancels with the 1 ↔ 2 term S 4a (see below), hence its real part is
Integrating the four electron energies for eV λ 12 , λ 34
whereĨ 4 is evaluated above in Eq. 64. As argued for Fig. 2a of the main text, this diagram indeed shows resonances. Next is S 4 with external currents in t 2 , t 4 , t2 e iω(t2−t4) , t1,t3 give 3 independent δ functions with ω+ RL −λ 12 −ω 1 = − RL + λ 34 − ω 2 = RL + λ 12 + ω 1 = 0. This is very similar to S 4a ,
The product of the principal parts is weakly ω dependent, the imaginary part cancels with the 1 ↔ 2 term S 4 (see below), hence its real part is
The divergence due to δ(λ 12 + λ 34 ) is studied in the summary below. Other options for external currents are included in the 2 cases above by smoothly interchanging the two bubbles, which is included in the time integrations. Consider next S 4 where spins 1 ↔ 2. The interchange implies that the spin-orbit matrixû is now in vertices t 1 , t 2 with σ i , σ j (instead ofû † at t 3 , t 4 with σ k , σ l ), hence the traces become Tr[ûσ
. Also now γ 1 , γ 2 belong to spin 2 while γ 3 , γ 4 belong to spin 1. To revert to the previous notation relabel γ 1 , γ 2 ↔ γ 3 , γ 4 , hence need i ↔ k and j ↔ l as well as λ 1 , λ 2 ↔ λ 3 , λ 4 . This yields the same spin indices as in Eq. (71) with I 4 → I 4 and the traces replaced by Tr[ûσ
] which happens to be real (subsection C), therefore I 4 = I 4 . Now change in S 4 the last form in Eq. 70 t 2 ↔ t 3 and t 1 ↔ t 4 so that all θ functions regain the form as in 70 and Furthemore, ω is defined as an ingoing frequency on the upper times t 1 , t 2 , with the change of time variables it needs → −ω, hence for both S 4a , S 4b we have S 4 (−ω) = t S * 4 (t)e −iωt = S * 4 (ω). Interchanging the integration variables RL ↔ RL , and noting that I 4 is invariant under this, shows that S 4a = S * 4a , S 4b = S * 4b
Consider now the crossed diagram Fig. 10 ,
Interchanging j ↔ l and noting Tr[ûσ
as all traces are real (subsection C) the coefficient is the same I 4 as above. Consider S 5a with external t 1 , t 4 so t1 e iω(t1−t4) , t2,t3 give 3 independent δ functions,
Consider S 5b with external t 2 , t 4 so t2 e iω(t2−t4) , t1,t3 give 3 independent δ functions,
Next is S 5c with external t 1 , t 3 so t1 e iω(t1−t3) , t2,t4 give 3 independent δ functions,
Finally S 5d with external t 2 , t 3 so t2 e iω(t2−t3) , t1,t4 give 3 independent δ functions,
Interchanging 1,2 is not needed since it is equivalent to shifting the two electron bubbles and reversing their positions which is included in the time integration. Consider S 6 in Fig. 11 , sign assumes that external currents are at t 1 (i) and at t 4 (−i)
(83)
Defining I 6 ,
Consider S 6a with t1 e iω(t1−t4) t2,t3
yielding 3 independent δ functions with ω + ω 1 + RL + λ 12 = −ω 1 − RL + λ 34 = ω 2 + RL − λ 12 = 0, hence Consider next S 6b with t2 e iω(t2−t4) t1,t3
yielding 3 independent δ functions with ω 1 + RL +λ 12 = ω−ω 1 − RL +λ 34 = ω 2 + RL − λ 12 = 0 (note opposite sign as current has now c † L c R ), hence
Consider next S 6c with t1 e iω(t1−t3) t2,t4
yielding 3 independent δ functions with ω+ω 1 + RL +λ 12 = −ω 1 − RL +λ 34 = −ω + ω 2 + RL − λ 12 = 0, hence
Consider next S 6d with t2 e iω(t2−t3) t1,t4
yielding 3 independent δ functions ω 1 + RL + λ 12 = ω − ω 1 − RL + λ 34 = −ω + ω 2 + RL − λ 12 = 0, hence
Add 2 terms
All terms with a single fermi function can be integrated on either R or L leading to −iπ which cancel, hence ignoring these terms
The next 2 terms add up to
Again, all terms with a single fermi function can be integrated on either R or L leading to −iπ which cancel, hence ignoring these terms
The same separation can be done on the variables, ignoring terms that eventually cancel in the integrations (±iπ terms) The integration has
(λ 34 + λ 12 ) and similarly for the integration. These terms are negligible for λ 12 , λ 34 eV . Finally for S 6 , in each fermion bubble one can change R ↔ L independently (without changing spin label), which changes the sign of RL and/or RL in the result (91). All these 3 versions are negligible in the same way.
Consider now S 7 , Fig. 12 , sign assumes that external currents are at t 1 , t 3 ,
Multiply first the two G t and then Fourier,
For S 7a need t1 e −ω(t1−t3) t2,t4
yielding 3 independent δ functions with ω + ω 2 + RL + λ 12 = ω 1 − ω 2 + RL − λ 12 = −ω − RL + λ 34 = 0
−λ 12 − λ 34 + iη + e The 1st P.P. vanishes since P.P.
The 2nd P.P. is then an imaginary term that cancels (see below), so remains the product of δ functions
which is divergent when λ 12 + λ 34 = 0.
yielding 3 independent δ functions with ω 2 + RL + λ 12 = ω + ω 1 − ω 2 + RL − λ 12 = −ω − RL + λ 34 = 0, hence
(96)
The 1st P.P. vanishes as in (94), while the 2nd P.P. is then an imaginary term that cancels (see below), so remains the product of δ functions
For S 7c need t4 e iω(t4−t3) t1,t2
, it has a − relative to S 7b since current couples to c † L c R . It yields 3 independent δ functions with ω 2 + RL + λ 12 = ω 1 − ω 2 + RL − λ 12 = −ω − RL + λ 34 = 0
Both S 7b , S 7c have resonance δ(ω − λ 12 − λ 34 ), however for eV ω they cancels. We note that R ↔ L in the t ordered fermion bubble is identical to the result above except for RL → − RL , and a sign change in S 7b , S 7c that have a current vertex on this bubble. Hence for large eV this yields a factor 2 in S 7a while both S 7b , S 7c cancel. Before considering spin exchange 1 ↔ 2, we study Fig. 13 .
The sign for S 8 assumes external currents at t 1 , t 3 .
For S 8a need t1 e iω(t1−t2) t2,t4
, it yields 3 independent δ functions with ω + RL + λ 12 = −ω 1 + RL − λ 12 = −ω − RL − ω 2 + λ 34 = 0, hence
(101)
This has a divergent δ(λ 12 + λ 34 ). For S 8b need t1 e iω(t1−t4) t2,t3
, it yields 3 independent δ functions with ω + RL + λ 12 = −ω 1 + RL − λ 12 = − RL − ω 2 + λ 34 = 0, hence
The 1st P.P. vanishes as in (94), while the 2nd P.P. is then an imaginary term that cancels (see below), so remains the product of δ functions. For S 8c need t1 e iω(t1−t2) t3,t4
, with a − relative to S 8b , it yields 3 independent δ functions with ω + RL + λ 12 = −ω − ω 1 + RL − λ 12 = − RL − ω 2 + λ 34 = 0, hence
The 1st P.P. vanishes as in (94), while the 2nd P.P. is then an imaginary term that cancels (see below), so remains the product of δ functions. Both S 8b , S 8c have resonance δ(ω − λ 12 − λ 34 ), however for eV ω they cancel. As for diagram 7, R ↔ L in the t ordered fermion bubble is identical to the result above except for RL → − RL and a sign change in S 8b , S 8c , hence a factor 2 for S 8a while both S 8b , S 8c cancel.
Consider next S 7 where spins 1 ↔ 2. Exactly as for S 4 below Eq. (76), the interchange implies that the spinorbit matrixû is now in vertices t 1 , t 2 with σ i , σ j (instead ofû † at t 3 , t 4 with σ k , σ l ), hence the traces become
. Also now γ 1 , γ 2 belong to spin 2 while γ 3 , γ 4 belong to spin 1. To revert to the previous notation relabel γ 1 , γ 2 ↔ γ 3 , γ 4 , hence need i ↔ k and j ↔ l as well as λ 1 , λ 2 ↔ λ 3 , λ 4 . This yields the same spin indices as in Eq. (92) with I 7 → I 7 and the traces replaced by Tr[ûσ
kû † ] which happens to be real (subsection C), therefore I 7 = I 7 .
Consider S 7a from (94) with λ 1 , λ 2 ↔ λ 3 , λ 4 ,
From (102) S 7a = S * 8a (λ 1 ↔ λ 2 , λ 3 ↔ λ 4 ), which is just relabeling indices of the same spin, hence summation on spin indices allows keeping only the real parts. Similarly S 7b = S * 8b (λ 1 ↔ λ 1 , λ 3 ↔ λ 4 ) and S 7c = S * 8c (λ 1 ↔ λ 1 , λ 3 ↔ λ 4 ). This is not essential since anyway S 7b + S 7c would cancel.
Finally S 8a from (101) with λ 1 , λ 2 ↔ λ 3 , λ 4 ,
(106)
, allowing to keep only real parts.
Aharonov-Bohm phase χ
We comment now on the modification due to adding a Aharonov-Bohm phase χ in the Hamiltonian, i.e.û → e iχû . Note first that for S 4 Eqs. (72,75) terms with a single P.P. involve ie 2iχ that has a real part ∼ sin 2χ which does not cancel with S 4 ; yet, this term is ∼ P.P.( δ(ω + λ 12 + λ 34 ) and a similar term without ω, these are weakly ω dependent, i.e. they are not a resonance, and are neglected. Same with the P.P. for S 7 , Eqs. (94,96,98) and S 8 , Eqs. (101,103,104) . Therefore, the noise terms S 4a + h.c. and S 4b + h.c. are multiplied by cos 2χ, while all terms of S 5 are not changed. All terms S 7 acquire e −2iχ while for their exchange R ↔ L the phase χ cancels, hence S 7a → 1 2 S 7a (e −2iχ + 1); together with the h.c. term S 8a we have a factor 1 2
(cos 2χ + 1). S 7b , S 7c acquire a factor 1 2 (e −2iχ −1), but anyway these two cancel S 7b +S 7c = 0, same with S 8b , S 8c and the primed quantities.
F. Summary -two QD
Consider first the divergent ∼ δ(λ 12 + λ 34 ) terms, in S 5c exchange integration variables RL ↔ RL since I 4 is symmetric in these.
S 4b + h.c. = 4π 3 I 4 δ(λ 12 + λ 34 )δ(ω + RL − λ 12 )δ( RL − λ 34 )(e −βλ1 + e −βλ2 )(e −βλ3 + e −βλ4 ) cos 2χ
(107) 2(S 7a + h.c.) = −4π 3 I 4 δ(λ 12 + λ 34 )δ(ω + RL − λ 34 )δ( RL + λ 34 )(e −βλ1 + e −βλ2 )e −βλ3 (cos 2χ + 1)
We proceed finally to our main result with the resonance terms in S 4b , S 5b , S 5c which before normalization are S res, unren (ω) = (S 4a + S 5a + S 5d ) + h.c.
)(e −βλ4 + e −βλ3 ) cos 2χ βν2 + e
It is remarkable that the terms + − +−, − + −+ vanish, i.e. no resonance at δ(ω + ν 1 + ν 2 ). Finally, normalize by (e (1 + cos 2χ) sin 
IV. CURRENT NOISE VIA KELDYSH -SINGLE QD
A. Tools
Consider noise for the J-W model, i.e. the effective action and current are
χ represents an Aharonov-Bohm phase. The diagram rules are similar to those of the double QD case except for a new type of vertex, denoted as X in the figures, where an L electron is directly transferred to an R electron, or vice versa, with strength W . We evaluate now a few traces, needed in the following: 
adding the J term from Eq. (68). The DC current is From Fig. 15 , left side,
This is identical to S 4 in (70) except traces that are replaced by −I W and that (−i)Ft 2γ3 (t 4 − t 3 )iFt 2γ4 (t 3 − t 4 ) is missing. The latter is achieved by λ 3 , λ 4 = 0 in the results. Hence from (72)
From (75) with λ 3 , λ 4 = 0
Consider next Fig. 15 , right side, δ(ω + λ 12 ), i.e. these are not resonance terms (yet this term is asymmetric around a resonance, so might be of some interest).
Consider next Fig. 16 , which is χ independent.
Comparing with (78) shows that it needs λ 3 , λ 4 = 0 to obtain S 
Consider next Fig. 17 .
This equals Consider now Fig. 18 , sign assumes that external currents are at t 1 , t 3 , 
](e 2iχ + 1)
where the additional ±1 terms in (e 2iχ ± 1) arise from the R ↔ L in the t ordered fermion bubble as obtained from 
This is obtained from (92) by λ 1 , λ 2 = 0 and then replacing λ 3 , λ 4 → λ 1 , λ 2 , andĨ 4 → −I W . Hence from from Eqs. (94, 96, 98), where the 1st P.P. vanishes and the dominant term at eV
where the additional ±1 terms in (e −2iχ ± 1) arise from the R ↔ L in the t ordered fermion bubble as obtained from the result above except for R ↔ L ; however one trace involves Tr Fig. 19 , left panel.
= −e 2 J 2 W 2 (−i)G > R (t 3 − t 1 )iG < L (t 1 − t 3 )(−i)Gt R (t 4 − t 2 )iGt L (t 2 − t 4 )(−i)Ft γ1 (t 4 − t 3 )iFt γ2 (t 3 − t 4 ) ×δ α1β3 δ α3β1 δ α2β4 δ α4β2 δ γ1δ2 δ γ2δ1 σ 
This can be obtained from S 8 (100) by λ 1 , λ 2 = 0 and then replace λ 3 , λ 4 → λ 1 , λ 2 andĨ 4 → −I W . Hence from Eqs. (101,103,104) 
− RL + λ 12 + iη + e −βλ1
RL − λ 12 + iη ](e −2iχ + 1) = S W * 7b 
where the additional ±1 arise from R ↔ L as above, in all 3 cases exchange λ 1 ↔ λ 2 is needed for the final relation with S 
Remarkably, this vanishes for χ = 0.
V. SPIN RELAXATION
We evaluate here the spin relaxation rates using a Lindblad equation, following Refs. 25,26. The derivation is within 2nd order perturbation in the system-environment couplings, i.e. the exchange couplings. This method is equivalent to extending the previous diagrammatic expansion, yet it is more straightforward.
A. General formulation
For completeness we outline the derivation of Lindblad type equations. Consider a Hamiltonian, possibly time dependent,H (t) =H S (t) +H E +H SE
for the system, the environment and the coupling between them, respectively. Define U e (t) as the evolution operator forH S , i.e. dt U e (t) = −i[H S (t) + H E ]U e (t), where U e (t) depends implicitly on an initial time t = 0. The interaction picture is denoted as operators without tilde, e.g. H SE (t) = U † e (t)H SE U e (t), and the density matrix satisfies
We wish to derive the reduced density matrix ρ S = Tr E ρ. Consider 
The first term vanishes, e.g. when H SE is linear in environment coordinates as is the case in what follows. The key assumption is that ρ SE factorizes 
1/β * defines an effective temperature for the spin population, which in general depends on the frequency ω = ν L , if eV 1/β, ω then β * → 2/eV . For the imaginary part (that shifts ν L ) we have
where a cutoff F is needed assuming F eV . For eV ω we have ImΓ 1 (ω) γ 1 (ω) and ImΓ 1 (ω) can be neglected. We note thatΓ 1 (ω), and the followingΓ ij (ω) are weakly ω dependent, hence Γ 1 (s) has short range, as needed for the Markoff assumption.
a result known from studies of the Kondo problem 29 . For large eV the spin population tends to be equal in the two states.
The −4iImΓ 00 ρ 01 term can be absorbed into a redefinition ofρ 01 = ρ 01 e −iδν L t with δν L = 4ImΓ z0 = −4πJW eV N 2 (0) sin φ cos 1 2 θ cos χ
since the imaginary of the P.P. term in (154) at ω = 0 vanishes. For W J this shift is larger than those neglected, from ImΓ ±1 and in particular it is larger than the linewidth found above.
It is of interest to compare with a study 27, 28 of the W = 0 case, using a diagrammatic expansion. They find that indeed the longitudinal and transverse rates are identical, i.e. T 1 = T 2 , with results that are consistent with Eq. (156).
