Abstract-We present the solution of multilayer metamaterial (MM) structures containing large numbers of unit cells, such as split-ring resonators. Integral-equation formulations of scattering problems are solved iteratively by employing a parallel implementation of the multilevel fast multipole algorithm. Due to ill-conditioned nature of the problems, advanced preconditioning techniques are used to obtain rapid convergence in the iterative solutions. By constructing a sophisticated simulation environment, we accurately and efficiently investigate large and complicated MM structures.
I. INTRODUCTION
After they were first fabricated in 2000 [1] , metamaterials (MMs) have attracted a great amount of interest in the scientific community due to their useful electromagnetic properties. These structures are usually constructed by periodically arranging unit cells in a host medium. In this paper, we specifically investigate MMs that contain split-ring resonators (SRRs) as basic building blocks. We do not assume any periodicity or homogeneity for these structures. We take into account that MMs are actually of finite extent, they exhibit interface properties, and their unit cells (SRRs) are interacting with each other. Our accurate simulations transform into large computational problems, which require special acceleration methods, such as the multilevel fast multipole algorithm (MLFMA) [2] . permittivity of 4.8 similar to the experimental case [3] , this SRR resonates around 100 GHz [3] - [6] . In our simulation environment, SRRs are modeled by using perfectly-conducting surfaces with zero thickness. Then, the electric-field integral equation (EFIE) is employed to formulate the scattering problems. However, matrix equations produced by EFIE are usually ill-conditioned and their iterative solutions are difficult [7] . In our case, quick convergence of the iterations is further inhibited by the resonant nature of MMs. Therefore, we employ advanced preconditioning techniques for the efficient solutions of MM problems. Fig. 2 presents some examples of MM structures constructed by using SRRs. As depicted in Fig. 2(a) , we arrange SRRs as a two-dimensional array in the z-y plane. In addition, we construct multilayer MM walls as shown in Fig. 2(b) by stacking the layers in the x direction. Periodicity of the unit cells are 263 µm, 263 µm, and 450 µm in the x, y, and z directions, respectively.
II. EFIE FORMULATION OF METAMATERIAL PROBLEMS
For perfectly-conducting objects, EFIE can be written directly from the boundary condition for the tangential electric field (in phasor notation with the e −iωt convention) aŝ
(1) by expressing the scattered electric field in terms of the induced (unknown) surface current J (r). In (1),t is any tangential unit vector on the surface at the observation point r, E i (r) is the incident electric field, k = ω √ µ is the wavenumber, η = µ/ is the impedance of the host medium, and
denotes the homogenous-space Green's function. For numerical solutions of MM problems, discretization of EFIE leads to N × N dense matrix equations as
where the matrix elements and the elements of the excitation vector are derived as
and v
respectively. In (4) and (5), S m and S n symbolize the spatial supports of the mth testing function t m (r) and nth basis function b n (r ), respectively. We apply a Galerkin scheme and choose the basis and testing functions as Rao-WiltonGlisson (RWG) functions defined on planar triangles [8] . The matrix equation in (3) is solved iteratively, and the matrixvector products are accelerated by MLFMA. Following the solution of the coefficients a n , we obtain the scattered electric and magnetic fields as
and
respectively. Then, the average power density at an observation point r is calculated as
where MM wall, we define the power transmission as
where
is the average incident power density due to external sources. Fig. 3 demonstrates the power transmission results for 1-layer and 4-layer SRR walls at 90, 100, and 110 GHz. Each layer of the walls includes 51×29 SRRs. Power transmission is calculated on the z = 0 plane and SRR walls are located at x = 0. The source is a Hertzian dipole oriented in the y direction and located at x = 1.2 mm. Transmission region is on the left of the MM walls. Fig. 3(a) shows that the power transmission through the 1-layer wall is close to unity corresponding to 0 decibels (dB) at 90 and 110 GHz. In other words, the MM wall is transparent at these frequencies and the fields radiated from the dipole are transmitted through the structure. However, at 100 GHz, the wall becomes opaque and the transmitted power drops significantly. This is due to effective negative permeability induced in the medium, which is triggered by a physical resonance of the SRR structure.
III. NUMERICAL RESULTS
When the number of layers increases, transmission properties of the MM structures change significantly. Especially coupling among the layers leads to more oscillatory power transmission with respect to frequency. In addition, bandwidth of the resonance tends to increase with the inclusion of more layers. As an example, Fig. 3(b) presents the transmission results for the 4×51×29 SRR wall. In addition to the shadowing at 100 GHz, we also observe relatively lower transmission at 90 and 110 GHz compared to the 1-layer results in Fig. 3(a) . Increasing the number of layers, power transmission becomes oscillatory and the stop-band region is not confined to a narrow band of frequencies around 100 GHz. Fig. 5 presents the iteration counts for the solution of the scattering problem involving the 1×51×29 SRR wall. For a range of frequencies from 85 GHz to 110 GHz, iterative solutions are performed by a generalized-minimal-residual (GMRES) algorithm with no restart. We observe that the solution of the problem is extremely difficult at 95 GHz due to a numerical resonance of the MM structure. At this frequency, residual error can be reduced below 10 −3 with more than 1000 iterations without a preconditioner. Using a block-diagonal (BD) preconditioner accelerates the iterative solutions slightly for low frequencies, where the diagonal blocks involve large numbers of matrix elements. However, BD preconditioner becomes useless for higher frequencies. At the resonance frequency (95 GHz), using BD preconditioner is even worse than the no-preconditioner case; convergence cannot be achieved within 4000 iterations. By employing a sparse-approximate-inverse (SAI) preconditioner, iterative solutions are accelerated significantly, except for the resonance frequency. We note that this acceleration is provided at the cost of the increased setup time for the construction of the preconditioner [9] . Finally, to further accelerate the iterations, we employ a nested preconditioning scheme based on a flexible GMRES algorithm and an approximate MLFMA (AMLFMA) preconditioner [10] . Using this highly effective preconditioner, the number of iterations is only 244 at the resonance frequency, while it is less than 5 for ordinary frequencies.
Finally, Fig. 6 presents the transmission results for very large MM walls involving 20 layers. The scattering problems are solved by MLFMA parallelized into 64 processes running on a cluster of quad-core Intel Xeon processors connected via an Infiniband network. Fig. 6(a) shows the power transmission for a 20×18×11 wall, which is discretized with 324,720 unknowns. In Fig. 6(b) , power transmission is depicted for a 20×51×29 wall, which is discretized with 2,425,560 unknowns.
IV. CONCLUSIONS
We report our efforts for the fast and accurate solution of large MM structures constructed by SRRs. Scattering problems are formulated with EFIE and the resulting dense matrix equations are solved iteratively by MLFMA. We employ robust preconditioning techniques to obtain rapid convergence for the iterative solutions. By constructing a sophisticated simulation environment, we are able to investigate the transmission properties of realistic MM structures involving large numbers of unit cells.
