Abstract. We study the existence of positive solutions for a nonlinear Riemann-Liouville fractional differential equation with a sign-changing nonlinearity, subject to multi-point fractional boundary conditions.
Introduction
We consider the nonlinear fractional differential equation 
with the multi-point fractional boundary conditions u(0) = u (0) = · · · = u (n−2) (0) = 0,
where λ is a positive parameter, α ∈ R, α ∈ (n − 1, n], n ∈ N, n 3, ξ i ∈ R for all i = 1, . . . , m (m ∈ N), 0 < ξ 1 < · · · < ξ m < 1, p, q ∈ R, p ∈ [1, n − 2], q ∈ [0, p], D α 0+ denotes the Riemann-Liouville derivative of order α, and the nonlinearity f may change sign and may be singular at t = 0 or t = 1.
We present intervals for parameter λ such that problem (E)-(BC) has at least one positive solution. By a positive solution of (E)-(BC) we mean a function u ∈ C([0, 1]) satisfying (E) and (BC) with u(t) > 0 for all t ∈ (0, 1]. This problem is a generalization of the problem studied in [7] , where p ∈ N and q = 1. Other particular cases of problem (E)-(BC) and of problem from [7] were investigated in [13] (where n = 3, p = 0 and a i = 0 for all i = 1, . . . , m) and in [14] (where p = 0 and a i = 0 for all i = 1, . . . , m and n is an arbitrary natural number, n 3). In [11] , the author studied the existence of pseudo solutions of problem (E)-(BC) in a reflexive Banach space with λ = 1, f (t, u) = g(t) f (t, u), p = q = 0 and instead of derivative D α 0+ , he considered the pseudo fractional derivative D α . For some recent results on the existence and multiplicity of positive solutions for systems of fractional differential equations with various boundary conditions, see the monograph [5] .
Fractional differential equations describe many phenomena in various fields of engineering and scientific disciplines such as physics, biophysics, chemistry, biology, economics, control theory, signal and image processing, aerodynamics, viscoelasticity, electromagnetics, and so on (see [1-3, 8-10, 12, 15] ).
The paper is organized as follows. Section 2 contains some auxiliary results, which investigate a nonlocal boundary value problem for fractional differential equations. In Section 3, we give the existence theorems for the positive solutions with respect to a cone for our problem (E)-(BC). Finally, in Section 4, two examples are given to illustrate our main results.
Auxiliary results
We present here the definitions of the Riemann-Liouville fractional integral and the Riemann-Liouville fractional derivative and some auxiliary results that will be used to prove our main results. Definition 1. The (left-sided) fractional integral of order α > 0 of a function f : (0, ∞) → R is given by
provided the right-hand side is pointwise defined on (0, ∞), where Γ(α) is the Euler gamma function defined by Γ(α) =
Definition 2. The Riemann-Liouville fractional derivative of order α 0 for a function f : (0, ∞) → R is given by
where n = α + 1, provided that the right-hand side is pointwise defined on (0, ∞).
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(m) (t) for t > 0, and if α = 0, then D 0 0+ f (t) = f (t) for t > 0. We consider now the fractional differential equation
with the boundary conditions
where
is solution of problem (1)-(2).
Proof. We denote by
Then the continuous function u from (3) can be written as
Because
for all t ∈ (0, 1), we deduce that u satisfies equation (1) . In addition, we have
by a simple computation we conclude that
Therefore, we deduce that u is solution of problem (1)- (2).
Lemma 2. If ∆ = 0, then the solution u of problem (1)- (2) given by (3) can be written as
and
for all (t, s)
Proof. By Lemma 1 and relation (3), we deduce
where G and g 1 , g 2 are given in (6) and (7). Therefore, we obtain expression (5) for the solution u of problem (1)- (2) given by (3).
Lemma 3. The functions g 1 and g 2 given by (7) have the properties:
Proof. For the proof of properties (a)-(c), see [6] .
(d) From (7), if s t, we obtain
Hence, we conclude g 2 (t, s) t
(e) We have
(f) This property follows from the definitions of g 1 and g 2 and from properties (b) and (d) above. 
Proof. By definition of the function G we deduce that G is a continuous function. In addition, by using Lemma 3, we obtain for all t, s ∈ [0, 1]
) and x(t) > 0 for all t ∈ (0, 1). Then the solution u of problem (1)-(2) given by (3) satisfies the inequality u(t) t α−1 u(t ) for all t, t ∈ [0, 1].
Proof. By using Lemma 4, we obtain for all t, t ∈ [0, 1]
In the proof of our main results, we shall use the Guo-Krasnosel'skii fixed point theorem presented below (see [4] ). Theorem 1. Let X be a Banach space and let C ⊂ X be a cone in X. Assume Ω 1 and Ω 2 are bounded open subsets of X with 0 ∈ Ω 1 ⊂ Ω 1 ⊂ Ω 2 and let A : C ∩ (Ω 2 \ Ω 1 ) → C be a completely continuous operator such that, either
Then A has a fixed point in C ∩ (Ω 2 \ Ω 1 ).
Main results
In this section, we investigate the existence of positive solutions for our problem (E)-(BC). First, we present the assumptions that we shall use in the sequel. We consider the fractional differential equation
with the multi-point fractional boundary conditions
where λ > 0 and ζ(t) * = ζ(t) if ζ(t) 0, and ζ(t) * = 0 if ζ(t) < 0. Here w(t) = 1 0
Under assumptions (H1)-(H2), we have w(t) 0 for all t ∈ [0, 1]. We shall prove that there exists a solution x of problem (8)- (9) with x(t) λw(t) on [0, 1] and x(t) > λw(t) on (0, 1). In this case, u = x − λw represents a positive solution of problem (E)-(BC). Therefore, in what follows, we shall investigate problem (8)- (9) . By using Lemma 2, a solution of equation
is a solution for problem (8)-(9).
We consider the Banach space X = C([0, 1]) with the supremum norm · , and we define the cone P = x ∈ X: x(t) t α−1 x ∀t ∈ [0, 1] .
For λ > 0, we introduce the operator T : X → X defined by
It is clear that if x is a fixed point of operator T , then x is a solution of problem (8)-(9). Lemma 6. If (H1) and (H2) hold, then operator T : P → P is a completely continuous operator.
Proof. Let x ∈ P be fixed. By using (H1) and (H2), we deduce that T x(t) < ∞ for all t ∈ [0, 1]. Besides, by Lemma 4, we obtain for all t, t ∈ [0, 1]
Therefore, T x(t) t α−1 T x for all t ∈ [0, 1]. We deduce that T x ∈ P , and hence, T (P ) ⊂ P .
By using standard arguments, we conclude that operator T : P → P is a completely continuous operator. Theorem 2. Assume that (H1), (H2) and (H3) hold. Then there exists λ * > 0 such that, for any λ ∈ (0, λ * ], the boundary value problem (E)-(BC) has at least one positive solution.
Proof. We choose a positive number R 1 > σ 1 0 r(s) ds > 0, and we define the set Ω 1 = {x ∈ P : x < R 1 }.
We introduce
r(s) ds for all t ∈ [0, 1], we deduce for any x ∈ P ∩ ∂Ω 1 and t ∈ [0, 1]
Then for any x ∈ P ∩ ∂Ω 1 and t ∈ [0, 1], we obtain
Therefore, we conclude
On the other hand, for c from (H3), we choose a positive constant L > 0 such that
By (H3), we deduce that there exists a constant M 0 > 0 such that
Now we define R 2 = max{2R 1 , 2M 0 /c α−1 } and let Ω 2 = {x ∈ P : x < R 2 }. Then for any x ∈ P ∩ ∂Ω 2 , we obtain
Then for any x ∈ P ∩ ∂Ω 2 and t ∈ [c, 1 − c], by (11) and (12) we deduce
By (10), (13) and Theorem 1(i) we conclude that T has a fixed point
and so x 1 (t) λw(t) + Λ 1 t α−1 for all t ∈ [0, 1], where
This completes the proof of Theorem 2.
Theorem 3. Assume that (H1), (H2) and (H4) hold. Then there exists λ * > 0 such that, for any λ λ * , the boundary value problem (E)-(BC) has at least one positive solution.
Proof. By (H4) there exists M 2 > 0 such that
We define
We assume now λ λ * . Let R 3 = 2λσ 1 0 r(s) ds and Ω 3 = {x ∈ P : x < R 3 }. Then for any x ∈ P ∩ ∂Ω 3 , we deduce
Therefore, for any x ∈ P ∩ ∂Ω 3 and t ∈ [c, 1 − c], we have
Hence, for any x ∈ P ∩ ∂Ω 3 and t ∈ [c, 1 − c], we conclude Therefore, we obtain
On the other hand, we consider the positive number ε = (2λ
Then by (H4) we deduce that there exists M 3 > 0 such that g(t, u) εu for all t ∈ [0, 1], u M 3 . Therefore, we obtain g(t, u)
We define now
and Ω 4 = {x ∈ P : x < R 4 }.
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Then for any x ∈ P ∩ ∂Ω 4 , we obtain
By (14), (15) and Theorem 1(ii) we conclude that T has a fixed point
In addition, we deduce that for all t ∈ [0, 1],
α−1 . Hence, we conclude that u 1 is a positive solution of problem (E)-(BC), which completes the proof of Theorem 3.
In a similar manner to that used in the proof of Theorem 3, we deduce the following result. 
Examples
Let α = 10/3 (n = 4), p = 3/2, q = 4/3, m = 3,
We consider the fractional differential equation
(BC * )
Then we obtain ∆ = Γ(10/3)(1/Γ(11/6)−3/4) ≈ 0.86980822. So assumption (H1) is satisfied. Besides, we deduce
We also obtain h 1 (s) = (1/Γ(10/3))(1 − s) Example 1. We consider the function f (t, u) = u 2 + u + 1 3 t(1 − t) 2 + ln t, t ∈ (0, 1), u 0.
We have r(t) = − ln t and z(t) = 1/ 3 t(1 − t) 2 for all t ∈ (0, 1), g(t, u) = u 2 +u+1 for all t ∈ [0, 1] and u 0, z(t) dt = Γ(2/3)Γ(1/3) ≈ 3.63. Therefore, assumption (H2) is satisfied. In addition, for c ∈ (0, 1/2) fixed, assumption (H3) is also satisfied (f ∞ = ∞).
After some computations, we deduce that 1 0 J(s)(z(s) + r(s)) ds ≈ 1.12036124. We choose R 1 = 2 (R 1 > σ 1 0 r(s) ds), and then we obtain M 1 = 7 and λ * ≈ 0.255. By Theorem 2 we conclude that problem (E * )-(BC * ) has at least one positive solution for any λ ∈ (0, λ * ].
Example 2. We consider the function f (t, u) = √ u + 1 4 t 3 (1 − t) − 1 √ t , t ∈ (0, 1), u 0.
Here we have r(t) = 1/ √ t and z(t) = 1/ 4 t 3 (1 − t) for all t ∈ (0, 1), g(t, u) = √ u + 1 for all t ∈ [0, 1] and u 0. For c ∈ (0, 1/2) fixed, assumptions (H2) and (H4) are satisfied J(s) ds ≈ 0.23472325 and L 0 ≈ 529.001. From the proof of Theorem 3 we deduce that M 2 ≈ 91277.5 and λ * ≈ 948407. Then by Theorem 3 we conclude that, for any λ λ * , our problem (E * )-(BC * ) has at least one positive solution.
