Abstract-We study the effect of source and channel coding separation in communication networks. While in general separating source and channel coding is sub-optimal, we show that in all communication networks (noisy or noiseless, wireless or wireline, with memory or memoryless, . . .), with independent Gaussian sources and arbitrary demands, there always exists a separated scheme that achieves a distortion region within a constant multiplicative factor of the best possible distortion region. This constant is independent of the communication network parameters and only depends on the number of nodes in the network, hence the separation is uniformly near optimal.
I. INTRODUCTION
In his 1948 seminal work [1] , Shannon showed that the separation between source and channel coding is optimal for point-to-point communication systems. One of the main implications of this theorem is that we can compress all sources into bits, without worrying about the physical communication medium. However, other than the point-to-point communication systems, this kind of separation is not optimal in general.
In this paper we study the effect of source and channel coding separation in general communication networks with independent Gaussian sources and arbitrary demands. We say that a source-channel coding scheme is "separated" if it is obtained as the concatenation of a multi-resolution source code with a channel code. This intuitively means that the sources is compressed into a sequence of bits, ordered from the most significant bit to the least significant bit. Then on the communication network, the goal is to transmit as many first MSB's bits as possible to each destination.
The practical significnce of such a separated scheme for a network is clear: source code and channel code can be implemented at two different protocol stack layers, and communicate only via a set of data streams, each one corresponding to a "level" in the multi-resolution code. Notice that the multilevel construction is a slight generalization of the classical separation paradigm (the latter would not distinguish between resolution levels). Nevertheless, today's networks already implement this kind of progressive encoding for sources, and modern source coders (e.g., JPEG2000 of images, MPEG4 for video) have a built-in multi-resolution capability and can produce layered streams with progressive quality of reconstruction.
Our main result is to show that for all communication networks with independent Gaussian sources and arbitrary demands, there always exists such separated scheme that achieves a distortion within a constant multiplicative factor of the best possible distortion. This constant is independent of the communication network parameters and only depends on the number of nodes in the network, hence the scheme is uniformly near optimal. This result is in the spirit of our recent work on approximating the capacity of wireless relay networks by using a deterministic binary-expansion channel model [5] , [6] .
II. PROBLEM STATEMENT AND MAIN RESULT
We consider a network with m nodes, each node i observes a discrete-time memoryless source S i (t) at time t = 1, 2, . . .. All S i 's are i.i.d. N(0, 1). The nodes in the network are connected via arbitrary communication channels, which can either be memoryless or with memory, noisy or noiseless, wireless or wireline, etc.. We denote the sources symbol rate (symbols per unit time) by W si and the channels symbol rate by W c and the ratio between them by b i = W c /W si . Each node j = i desires to reconstruct the source S i with some distortions D i,j < 1. In particular, for a source vector {S(t) : t = 1, . . . , k} and its representation { S(t) : t = 1, . . . , k} we use the following standard definition of mean-square distortion
Definition 2.1: A k-to-n source-channel encoder is a mapping f : R k → X n , where X is the channel input alphabet, that maps blocks of source symbols of length k into channel codewords of length n. The corresponding decoder is a mapping g : Y n → R k that maps blocks of received channel output symbols (Y denoting the channel output alphabet) into approximations (or representations) of the transmitted source block. ♦ We write X = f (S) for the encoder, and S = g(Y) for the decoder, where the dimensions of all vectors are understood from the context.
Definition 2.2:
The mean-square distortion D is achievable with bandwidth expansion b if there exist a sequence of k-tobk source-channel codes (f k , g k ) such that
♦ In general, the source-channel code (f, g) can be specified arbitrarily. We are interested in a particular class of codes obtained by concatenating a multi-resolution source code and a broadcast channel code.
Definition 2.3:
An L-level multi-resolution source code is defined by an encoder mapping
kR ℓ } is a message set. The corresponding multi-resolution decoder is defined by a set of mappings
The multi-resolution source code achieves level-ℓ distortion
where W i ∈ W i is the level-i encoder output message while encoding S. ♦ Definition 2.4: An L-user broadcast channel code is defined by message sets V 1 , . . . , V L , an encoder mapping
. . , L such that each user ℓ can reliable decode message set V ℓ , as n grows.
♦ We say that a source-channel coding scheme is "separated" if it is obtained as the concatenation of an L-level multiresolution source code with an L-user broadcast code according to the following scheme: 1) Degraded message set: user ℓ message set is formed as
2) Concatenated encoding: the source encoder and the channel encoder communicate only via messages (the actual source vector is not directly revealed to the channel encoder). Therefore, the transmitted channel codeword is obtained as
3) Concatenated decoding: at the ℓ-th user receiver, the channel decoder and the source decoder communicate only via messages (the actual channel output vector is not directly revealed to the source decoder). Therefore, the reconstructed source at receiver ℓ is obtained as
The important aspect of such separated scheme is that, once the rates {R ℓ : ℓ = 1, . . . , L} and the bandwidth expansion factor b = n/k are fixed, the source code and the channel code can be designed independently and implemented at different protocol stack layers, and communicate through a "digital interface". The above definition can be generalized to a m-node network: we say that a network source-channel code is separated if each node makes use of a separated source-channel coding scheme. After having defined our setting, we can state the main result:
Theorem 1: Consider an arbitrary communication network with m nodes. Each node i observes a discrete-time source
and each sourcechannel bandwidth expansion/contraction factor is b i . If distortions D i,j < 1 for reconstructing S i at node j are achievable, then there exists a set of rates R = {R i,j : 1 ≤ i, j ≤ m, i = j} such that simultaneously,
• At each node i we can design an (m − 1)-user broadcast channel code (defined in 2.4) of rate
. . , m − 1. In short, this means that there exists a separated scheme (as defined before) that achieves distortions D i,j ≤ 3 2 mD i,j .
III. PROOF OF THEOREM 1
In this section we prove Theorem 1. By definition of achievability, there exist a family of network source-channel codes with arbitrarily large block length k that achieve distortion levels D i,j . Of course, we cannot assume anything on how these codes are constructed, beyond the fact that they achieve the required distortion levels. The joint distribution of all k vectors involved in the system is induced, for each block length k, by the given network source-channel code of block length k when the sources are distributed according to the prescribed jointly Gaussian i.i.d. law. The proof is divided in two parts. In the first part, we use the assumption that the distortions D i,j are achievable to create "virtual channels" between each source input and the corresponding source reproduction outputs. In the second part, we show that the existence of such virtual channels guarantees the existence of a set of multi-user broadcast channel codes, such that by concatenating these broadcast channel codes and multiresolution source codes (with the same rates) we can achieve the required distortions.
A. Virtual channels
Let us focus on node i = 1 and consider the distortions D 1,2 ≥ . . . ≥ D 1,m , assumed in non-increasing order without loss of generality. Let S 1,j denote the reproduction of S 1 at node j. For sufficiently large k, we have by assumption that
We start by observing that S 1,j and the "quantization error" Q 1,j = S 1 − S 1,j must be orthogonal, i.e.,
Otherwise, S 1,j can be replaced by the linear MMSE estimation of S 1 given S 1,j and D 1,j can be improved. Then, the same procedure can be repeated for the new source reproduction, the corresponding improved distortion and a new quantization error that is orthogonal to the source reproduction, following from the well-known orthogonality property of the linear MMSE estimator. Hence, w.l.g., we can write
where Q 1,j and S 1,j are orthogonal, i.e., uncorrelated. Next, let S 1,j denote the linear MMSE estimate of S 1,j given S 1 . This is given by
where
where used decomposition (4), the orthogonality of S 1,j and Q 1,j and the fact that S 1 has identity covariance. It follows that we can write
where the MMSE estimation error vector V 1,j is orthogonal to the estimator S 1,j , and therefore to the "observation" S 1 , and has covariance matrix
We notice from (4) that
We identify (7) with a virtual channel with input X 1 with the same statistics of the source S 1 , output Y 1,j = S 1,j and additive noise V 1,j with covariance A 1,
The mutual information of this virtual k-dimensional vector channel can be lowerbounded as
In order to make the lower bound as tight as possible, we choose the matrix B such that det (cov (X 1 − BY 1,j )) is minimized. From well-known results in linear MMSE estimation, we have that the optimal B is given by
The resulting covariance is given by
It follows that
where we have used Jensen's inequality, the fact that − log(·) is convex and decreasing and that, by assumption, the sequence of source-channel network codes is such that, for sufficiently large k,
B. Superposition coding
In this section we will show that it is possible to achieve sufficient rates over the induced virtual broadcast channel of Section III-A. This will prove the existence of a broadcast channel code with sufficient rates from node 1 to other nodes in the network. At node 1 we construct the input X 1 by superimposing Gaussian independent codewords as
such that
2 ] ≤ p 1,j and m j=2 p 1,j = 1. Since X 1 has the same statistics as the source S 1 , by (11) each node j can create Y 1,j such that
,j . Therefore each node j will be able to decode X 1,2 , . . . , X 1,j (by treating the rest as noise), as long as the rate of each codeword X 1,k , which is denoted by r 1,k , is at most
With some algebra we can show that
where p
Then by (14), the achievable rate to user
Now, consider the concatenation of the broadcast code defined above with a multi-resolution code with L = m − 1 layers, and layer rates R 1,j = r 1,j for j = 2, . . . , m. Using the fact that the Gaussian source S 1 is successively refinable, we have that the achievable distortion of such multi-resolution code at layer j is given by
Note that since all sources are i.i.d., we can similarly repeat this for all other sources in the network and create independent virtual broadcast channels with sufficient rates. Hence the proof of Theorem 1 is complete.
IV. WORST CASE SCENARIO
In Theorem 1 we guarantee a worst case penalty factor for a separated source-channel coding strategy. In this section we show that the bound of Theorem 1 is tight in the sense that there is a case for which the considered separated scheme can not achieve a penalty factor sub-linear in the number of nodes. However, as we will discuss later, this only happens when all nodes want to reconstruct the sources with very different distortions, which is not typical in practice.
Assume we use a superposition code as described in (12), with some power allocation p 1,2 , . . . , p 1,m . Then we know that the rate tuple described in (14) is achievable. In order to have a fixed penalty factor of α (for example α = 2 in Theorem 1), then there must be a power allocation such that
Since in equation (14), φ k ≤ 1 for all k = 2, . . . , m, therefore we should have
Consider a scenario with the following set of distortions:
Then for all k = 2, . . . , m we have
In this section we examine the problem of broadcasting k samples of an i.i.d. Gaussian source to two users in n = bk uses of an AWGN channel. This is a well known problem and still finding the optimal scheme is an open problem. The schemes of Reznic et. al. [2] and Narayanan et. al. [4] are currently the best known schemes for b ≥ 1 and b < 1, respectively. These two schemes are dual of each other and both are complicated hybrid digital-analog strategies. In this section we apply our main result to this problem to illustrate that there exists a separated scheme that achieves a distortion within a factor of 2 of these two schemes.
Consider the following Gaussian broadcast channel:
where z Following our general result, we know that if distortions D 1 and D 2 at user one at two are achievable (assume D 1 ≥ D 2 ), then by using the "virtual channel" we can also achieve the following distortions with a separated scheme,
For example, the distortions D 1 and D 2 may be achieved by the joint source-channel coding scheme of Reznic et al. for b > 1 or its dual (Narayanan et al.) for b < 1.
For the virtual channel, we choose the following power split between the two layers:
As usual, we assume that distortions are not larger than 1/2, so that the above allocation is non-negative.
Replacing p 1 into the first equation in (24) we find D 1 = 2D 1 . Replacing p 1 and p 2 into the second equation in (24) we find
where we define the discrete convolution
With some algebra it is also easy to verify that for any 0
Hence, we conclude that D 2 ≤ 2D 2 is achieved by the proposed layer splitting allocation and that in the cases D 1 ↑ 1/2 or D 1 ↓ D 2 the penalty factor for the good user can be made close to 1, when the penalty factor for the bad user is kept fixed to 2. This also shows that with a more careful power allocation on the virtual channels introduced in the proof of Theorem 1 one can get a better penalty factor. Note that in this specific problem we can also directly use the physical broadcast channel instead of the virtual channel, to send the successive refinement codes. If we do so, then for any power split p 1 and p 2 = 1 − p 1 , the following distortions are achievable
Also a trivial outer bound on the achievable distortion of each user can be found by using all power for that user, resulting in the following lower bound (denoted by OPTA) on the achievable distortions
Now in Figure 1 and 2, we respectively compare the performance of the separated scheme on the virtual broadcast channel and the separated scheme on the physical broadcast channel (setting (1−p 1 )SNR 1 = 1), with the scheme of Reznic et. al. and the scheme of Narayanan et. al. The results are for SNR 1 = 20dB, SNR 2 = 30dB and the bandwidth expansion b = 2 ( Figure 1 ) and b = 0.5 ( Figure 2 ). As one can note
• The achievable distortion of the separated scheme on the virtual broadcast channel is within factor of 2 of the achievable distortion by Reznic et. al. This demonstrates Theorem 1 in this example (with even a better penalty factor).
• The achievable distortion region of the separated scheme on physical broadcast channel is within factor of 2 b of the optimal single user outer bound. Quite interestingly, in the second example the concatenation of a multi-resolution source code with the broadcast code with the appropriate b factor outperforms the virtual channel bound. However, the virtual channel construction is more general and does not depend on the underlying network, hence can be applied to any problem. 
