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ý..  ,.. Summary 
In  this  thesis,  we  study  the  solvability  of  some  operator  inclusions  and  some  evolution 
inclusions  with  pseudo-monotone  mappings. 
In  Chapter  1,  we  mainly  recall  some  known  concepts  and  results  related  to  set-valued 
mappings  and  differential  equations,  which  will  be  used  in  other  chapters. 
In  Chapter  2,  we  first  introduce  a  generalized  inverse  differentiability  for  set-valued 
mappings  and  consider  some  of  its  properties.  Then,  we  use  this  differentiability,  Eke- 
land's  Variational  Principle  and  some  fixed  point  theorems  to  consider  constrained  im- 
plicit  function  and  open  mapping  theorems  and  surjectivity  problems  of  set-valued  map- 
pings.  The  mapping  considered  is  of  the  form  F(x,  u)  +  G(x,  u).  The  inverse  derivative 
condition  is  only  imposed  on  the  mapping  x  F(x,  u),  and  the  mapping  zH  G(x,  u)  is 
supposed  to  be  Lipschitz.  The  constraint  made  to  the  variable  x  is  a  closed  convex  cone 
if  xH  F(x,  u)  is  only  a  closed  mapping,  and  in  case  x  F(x,  u)  is  also  Lipschitz,  the 
constraint  needs  only  to  be  a  closed  subset.  We  obtain  some  constrained  implicit  func- 
tion  theorems  and  open  mapping  theorems.  Pseudo-Lipschitz  property  and  surjectivity 
of  the  implicit  functions  are  also  obtained.  As  applications  of  the  obtained  results,  we 
also  consider  both  local  constrained  controllability  of  nonlinear  systems  and  constrained 
global  controllability  of  semilinear  systems  The  constraint  made  to  the  control  is  a  time- 
dependent  closed  convex  cone  with  possibly  empty  interior.  Our  results  show  that  the 
controllability  will  be  realized  if  some  suitable  associated  linear  systems  are  constrained 
controllable. 
In  Chapter  3,  without  defining  topological  degree  for  set-valued  mappings  of  monotone 
type,  we  consider  the  solvability  of  the  operator  inclusion  yo  E  Nl  (x)  +  N2(x)  on  bounded 
subsets  in  Banach  spaces  with  Nl  a  demicontinuous  set-valued  mapping  which  is  either  of 
1 class  (S+)  or  pseudo-monotone  or  quasi-monotone,  and  N2  is  a  set-valued  quasi-monotone 
mapping.  Conclusions  similar  to  the  invariance  under  admissible  homotopy  of  topological 
degree  are  obtained.  Some  concrete  existence  results  and  applications  to  some  boundary 
value  problems,  integral  inclusions  and  controllability  of  a  nonlinear  system  are  also  given. 
In  Chapter  4,  we  will  suppose  u  A(t,  u)  is  a  set-valued  pseudo-monotone  mapping 
and  consider  the  evolution  inclusions 
x'(t)  +  A(t,  x((t))  f  (t)  a.  e.  and 
d 
(Bx(t))  +  A(t,  x((t))  f  (t)  a.  e.  dt 
in  an  evolution  triple  (V,  H,  V*),  as  well  as  perturbation  problems  of  those  two  inclu- 
sions.  We  first  prove  the  pseudo-monotonicity  of  LAL*  in  functional  spaces  with  A  the 
realization  of  A  and  (Lx)  (t)  =  fö  x  (s)  ds,  (L*  x)  (t)  =fT  x(s)ds  and,  then,  by  this  result 
and  a  variational  inequality  theorem  of  Browder,  we  obtain  existence  theorems  for  these 
two  inclusions.  Continuity  of  solutions  depending  on  the  function  f  are  also  given.  For 
the  perturbation  problem  of  the  explicit  inclusion,  we  suppose  A(t,  ")  is  also  accretive  as 
a  mapping  on  V*,  and  consider  the  case  when  the  perturbation  is  a  Lipschitz  mapping. 
For  the  perturbation  problem  of  the  implicit  inclusion,  we  consider  the  case  when  it  is 
perturbed  by  an  u.  s.  c.  and  uniformly  bounded  (in  L4  (H))  mapping. 
In  Chapter  5,  we  will  study  the  second  order  differential  evolution  inclusions 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  -3  f  (t), 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  -  F(t,  x(t),  x'(t))  o 
and  some  related  implicit  inclusions  in  an  evolution  triple  (V,  H,  V*)  with  v  A(t,  v) 
pseudo-monotone  from  V  to  V*,  Ba  symmetric,  linear  positive  operator  from  V  to  V* 
and  Fa  set-valued  mapping  from  [0,  T]  xHxH  to  H.  Solvability  for  the  first  inclusion 
and  the  related  implicit  problems  are  obtained  by  transforming  them  into  some  first  order 
problems  and  applying  our  theorems  given  in  Chapter  4.  For  the  second  inclusion,  if  F 
satisfies  a  certain  growth  condition,  we  obtain  global  solutions;  if  F  is  only  bounded  (maps 
bounded  subsets  into  bounded  subsets),  then  we  have  the  existence  of  local  solutions.  A 
new  extension  of  Wirtinger's  inequality  is  also  established  in  this  chapter. 
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vi Introduction 
The  main  purpose  of  this  work  is  to  present  some  new  results  concerning  the  solutions  of 
some  operator  inclusions  and  some  differential  evolution  inclusions. 
Operator  inclusions  and  operator-differential  inclusions  are  two  of  the  most  general 
models  of  many  practical  problems,  and  therefore,  studying  the  solutions  to  those  inclu- 
sions  is  very  important  (sometimes,  the  study  of  operator  inclusion  is  made  in  order  to 
study  differential  inclusions).  The  existence  and  properties  of  the  solutions  are  usually 
the  main  objectives. 
Among  the  classes  of  operators  in  nonlinear  functional  analysis,  those  that  are  differen- 
tiable  are  important.  Interesting  problems  for  operator  equations  or  inclusions  involving 
such  operators  are  the  implicit  function  problems  and  open  mapping  problems,  which 
are  closely  related  to  each  other,  and  their  applications.  Recall  that  the  implicit  function 
problem  is  :  for  a  two-variable  mapping  (x,  u)  H  F(x,  u)  with  F(xo,  uo)  =  0,  is  it  possible 
to  solve  for  x  locally,  that  is,  is  there  f  (u)  near  xo  such  that  F(f  (u),  u)  =0  for  each  u 
near  uo?  How  does  f  (u)  depend  on  u?  What  property  does  uHf  (u)  have?  The  open 
mapping  problem  is:  for  a  mapping  F  and  an  open  subset  U,  is  F(U)  open  or  does  it 
contain  an  open  subset? 
In  the  classical  implicit  function  and  open  mapping  theorems,  the  mapping  (single- 
valued)  needs  to  be  Frechet  differentiable  and  the  derivative  needs  to  be  surjective.  Al- 
though  Frechet  differentiability  is  easy  to  verify  in  some  applications  and  has  received 
much  attention  (see  Craven  and  Nashed  [30],  Frankowska  [40]  and  Klamka  [52]),  those 
results  cannot  be  applied  if  the  function  is  not  Frechet  differentiable  or  is  set-valued. 
So,  recently,  there  have  been  many  publications  concerning  the  non-Frechet  differentiable 
Vii problems  in  which  several  substitutions  are  used  in  place  of  Frechet  differentiability.  The 
first  one  is  naturally  Gateaux  differentiability.  It  was  used  by  Roy  etc.  in  [68],  [69]  for  the 
openness  and  surjectivity  of  nonlinear  operators.  Some  implicit  function  theorems  involv- 
ing  Gateaux  differentiability  can  be  found  in  Dontchev  [33],  Kuntz  [53],  Robinson  [70] 
and  the  references  therein.  The  second  substitution  is  consideration  of  set-valued  deriva- 
Lives,  including  the  notion  of  strict  prederivative  due  to  IofFe  [48]  (when  the  mapping  is 
single-valued,  some  people  called  it  shield  or  upper  derivative,  see  Chow  and  Lasota  [27], 
Milöjevic  [56],  Pales  [61]  and  Penot  [67])  and  a  rather  complicated  higher  order  set-valued 
derivative  introduced  by  Frankowska  [38]  for  the  study  of  set-valued  open  mappings.  We 
note  that,  in  [56],  some  implicit  functions  without  differentiability  were  also  given,  but  as 
compensation,  the  function  was  supposed  to  have  a  non-zero  topological  degree.  Another 
replacement  is  the  weak  Gateaux  inverse  derivative  defined  by  Welsh  [78]  which  was  used 
in  the  same  paper  to  obtain  an  open  mapping  theorem  via  Brezis  and  Browder's  ordering 
principle.  This  notion  is  similar  to  the  directional  contractor  of  Altman  [3],  the  difference 
is  that  the  derivative  in  [3]  needs  to  be  linear  and  that  in  [78]  may  be  nonlinear.  We  also 
remark  that  the  problems  considered  in  each  of  the  papers  cited  above  are  unconstrained 
problems,  except  one  result  in  each  of  [67]  and  [56],  and  the  mapping  is  single-valued 
except  [33]  and  [39]. 
Apart  from  the  pure  mathematical  interest,  in  applications,  constrained  problems 
and  set-valued  problems  are  most  important.  For  example,  constrained  controllability, 
which  is  one  application  area  of  the  implicit  function  and  open  mapping  theories,  has 
been  widely  considered  for  linear  systems  since  this  notion  was  introduced  in  [19],  see 
Sö  [73]  and  references  therein.  However,  there  exist  relatively  few  papers  concerning 
the  constrained  controllability  of  nonlinear  systems,  particularly  in  infinite  dimensional 
spaces,  see  Achhab  [1]  (for  finite  dimensional  systems),  Chukwu  and  Lenhart  [28],  Klamka 
[52]  and  Papageorgiou  [63].  As  open  mapping  theorem  is  an  important  tool  in  such  kinds 
of  work  (see  [28],  [52]  and  Frankowska  [38]),  new  constrained  implicit  function  theorems 
or  open  mapping  theorems  can  be  used  to  derive  new  results  on  constrained  controllability 
of  nonlinear  systems.  On  the  other  hand,  the  solution  map  of  nonlinear  systems,  which  is 
viii key  in  the  study  on  controllability,  is  usually  set-valued  and,  therefore,  the  study  of  set- 
valued  problems  is  necessary.  In  fact,  a  nonlinear  system  can  be  regarded  as  a  differential 
inclusion  of  which  the  controllability  has  been  studied  by  many  authors  (see  [5],  [38]  and 
the  references  therein).  We  also  note  that  the  constraint  imposed  on  the  control  in  [27] 
is  the  unit  ball,  in  [52]  it  is  a  closed  convex  cone  with  nonempty  interior  and  in  [63], 
where  the  nonlinear  term  is  independent  of  the  state  and  the  admissible  set  is  the  space 
of  measurable  functions  instead  of  the  usually  desired  integrable  functions,  it  is  a  time 
dependent  cone. 
The  above  indicates  that  the  following  question  is  of  interest. 
Question  1.  Is  it  possible  to  define  a  new  concept  of  differentiability,  weaker  than 
each  of  the  four  mentioned  above  and,  therefore,  to  present  some  new  constrained  implicit 
function,  open  mapping  theorems  and  some  new  constrained  controllability  results  with 
a  general  constraint? 
Another  class  of  operators  in  nonlinear  functional  analysis  is  the  (set-valued)  mappings 
of  monotone  type  and  studies  of  this  kind  of  equations  concentrate  on  the  solvability  of 
N(x)  =0  (1) 
in  a  reflexive  Banach  space  X  with  N:  X  -+  X*a  nonlinear  operator  of  monotone  type. 
We  remark  that  mappings  of  monotone  type  includes  the  classes  of  compact  mappings, 
mappings  of  class  (S+),  monotone,  pseudo-monotone  (briefly  (PM))  and  quasi-monotone 
(briefly  (QM))  mappings,  and  the  relations  between  them  are 
(S+)  (PM)  (QM),  monotone  (PM),  compact  (QM) 
provided  the  mappings  involved  are  bounded  and  demicontinuous. 
Problem  (1)  is  important,  particularly,  in  ordinary  and  partial  differential  equation 
theory,  and  has  been  widely  considered.  Much  theory  has  been  developed.  An  important 
one  is  topological  degree  theory,  as  an  extension  of  the  Leray-Schauder  degree,  developed 
by  Browder  [21]  with  N  pseudo-monotone.  His  interesting  work  stimulated  much  further 
research  about  the  degree  of  general  operators,  see  Berkovits  and  Mustonen  [12],  [13], 
Browder  [22],  [23],  Skrypnik  [71]  and  references  therein.  The  important  property  of 
topological  degree,  invariance  under  admissible  homotopy,  was  the  main  result  in  each 
1X of  these  papers,  and  using  this  property,  some  related  existence  results  for  the  above 
equation  (1)  were  obtained.  Solvability  of  equations  involving  quasi-monotone  operators 
can  be  found  in  [26]. 
The  case  when  N  is  set-valued  is  also  significant,  for  example,  in  variational  inequality 
theory  and  differential  inclusion  theory  etc.  and  also  has  received  much  attention  recently. 
Surjectivity  of  a  set-valued  mapping  L+N,  with  L  maximal  monotone  and  N  pseudo- 
monotone  defined  on  the  whole  space,  was  considered  by  Browder  and  Hess  [25].  In 
order  to  obtain  existence  theorem  for  set-valued  problems  on  a  given  bounded  subset, 
extensions  of  topological  degrees  are  often  defined  so  as  to  use  the  invariance  under 
admissible  homotopy.  In  [46],  Hu  and  Papageorgiou  generalized  Browder's  degree  to  the 
case  when  there  is  a  set-valued  compact  perturbation.  In  [51],  Kittilä  gave  a  degree  for 
certain  set-valued  mappings  which  can  be  approximated  by  sequences  of  single-valued 
operators  of  class  (S+).  It  seems  that  the  solvability  of  inclusions  involving  general  set- 
valued  mappings  of  class  (S+)  and  quasi-monotone  mappings  have  until  now  not  been 
considered. 
This  leads  to  our  second  question. 
Question  2.  Is  it  possible  to  consider  the  solvability,  on  a  bounded  subset,  of  the 
general  inclusion  problem 
yo  E  Ni  (x)  +  N2(x) 
with  Nl  a  set-valued  mapping  of  monotone  type  and  N2,  as  the  perturbation,  a  set-valued 
quasi-monotone  mapping? 
The  theory  of  monotone  mappings  has  been  widely  exploited  in  the  study  of  differential 
evolution  equations  and  inclusions  with  nonlinear  operators.  To  be  a  little  more  precise, 
suppose  (V,  H,  V*)  is  an  evolution  triple,  A:  V  V*  is  a  nonlinear  operator  and  BE 
L  (V,  V*).  Variants  of  boundary  value  problems  lead  to  study  of  the  solvability  of  the  first 
order  differential  evolution  equation  (see  Showalter  [72]  and  Zeidler  [80]  ) 
x'(t)  +  A(x(t))  =f  (t)  a.  e.,  (2) 
or  the  second  order  equation 
x"(t)  +  A(x'(t))  +  Bx(t)  =f  (t)  a.  e.,  (3) 
X and  the  corresponding  implicit  equations  (see  Showalter  [72]),  for  example  the  equation 
d 
(Bx(t))  +  A(t,  x(t))  =f  (t)  a.  e..  4  dt  () 
A  well  known  theorem  given  in  the  late  60's  shows  that  if  A  is  hemicontinuous.  coercive 
and  monotone  with  some  growth  conditions,  then  (2)  admits  a  unique  solution  (see, 
Proposition  111  5.1  in  [72]).  If,  in  addition,  B  is  positive  and  symmetric,  then  both  (3) 
and  (4)  admit  solutions  (see  Theorem  33.  A  in  [80]  and  Corollary  111  6.3  in  [72]).  For  both 
theory  and  applications,  we  need  to  consider  the  perturbation  problems  and  seek  other 
kinds  of  assumptions  on  A  instead  of  the  monotonicity  condition.  Many  authors  have 
contributed  to  these  problems  and  we  only  review  the  recent  development. 
We  first  recall  Hirano's  work  [43]  in  which  a  global  existence  result  for  the  perturbation 
problem 
x'(t)  +  A(x(t))  +  G(X(t))  =f  (t)  (5) 
was  given,  but  the  assumptions  made  are  strict.  For  example,  it  was  supposed  that 
(Si)  the  embedding,  V  H,  is  compact; 
(Sii)  G:  V  -*  H  is  continuous  and  weakly  continuous,  and  (G(v),  v)  >  -c. 
Recently,  more  general  problems  were  considered  by  Migörski  [55]  (and  some  other  au- 
thors,  see  the  references  in  [55])  who  considered  the  global  existence  of  the  evolution 
inclusion 
x'(t)  +  A(x(t))  E  F(x(t)) 
without  (Sii)  and  with  Fa  set-valued  mapping  into  H.  Also,  in  Ahmed  and  Xiang  [2], 
(Si)  was  dropped  and  the  range  of  G  was  extended  to  V*,  but  another  strong  assumption 
was  imposed,  namely 
(Siii)  xx  implies  (G(x  ),  x,  -  x)  -+  0. 
For  example,  even  the  identify  operator,  G(v)  =v  for  all  v,  need  not  satisfy  (Siii)  even 
though  it  is  weakly  continuous.  A  recent  result  was  given  by  Berkovits  and  Mustonen 
in  [11]  who  considered  equation  (2)  with  A  pseudo-monotone  instead  of  monotone.  In 
case  the  Nemytski  operator  corresponding  to  A  is  pseudo-monotone  and  coercive,  the 
solvability  of  equation  (2)  can  be  guaranteed  by  Theorem  32.  D  in  [80],  but,  we  are  not 
xi sure  what  assumptions  on  A,  except  monotonicity,  can  ensure  the  pseudo-monotonicity 
of  the  corresponding  Nemytski  operator. 
The  second  order  problem  (3)  is  equivlent  to 
y'  (t)  +  Ay  (t)  +  BLy(t)  =  .f 
(t) 
with  Ly(t)  =  fö  y(s)ds.  So,  under  suitable  assumptions,  existence  results  for  (3)  could 
be  derived  from  some  existence  theorems  of  (2)  as  shown  in  Theorem  33.  A  of  [80].  But, 
for  perturbation  problems  of  second  order  equations,  this  is  not  easy  to  carry  through, 
special  techniques  need  to  be  investigated.  Under  (Si)  and  using  Kakutani's  fixed  point 
theorem,  Papageorgiou  [64]  obtained  two  (global)  existence  results  for  the  problems 
x"(t)  +  A(x'(t))  +  Bx(t)  E  F(t,  x(t)) 
with  A  single-valued  and  monotone,  F:  [0,  T]  xH  -3  2H  set-valued,  u.  s.  c.  or  l.  s.  c.  and 
having  linear  growth. 
For  the  implicit  problem  (4),  there  are  also  many  recent  publications.  Some  authors 
consider  the  case  when  both  B  and  A  are  the  sub  differentials  of  convex  functions  (see 
Barbu  and  Favini  [9]  and  Colli  and  Visintin  [29]),  others  consider  the  case  when  A  is 
the  sum  of  a  maximal  monotone  mapping  and  a  Lipschitz-like  operator,  and  B  is  the 
composition  of  the  injection  of  VH  (supposed  to  be  compact)  and  the  subdifferential 
of  a  time-dependent  convex  function  (see  Hokkanen  [44]  and  [45]).  In  the  very  recent 
works  of  Andrews  etc.  [4]  and  Barbu  and  Favini  [8],  some  new  existence  theorems  were 
given  for  the  general  operator  equation 
(Bx  (t)  )'  +  Ax  (t)  =f  (t) 
with  B  linear,  A  monotone,  and  for  some  related  implicit  second  order  equations  in  an 
evolution  triple  of  Hilbert  spaces.  The  significance  of  these  two  papers  is  that  the  coerciv- 
ity  condition  and  strong  monotonicity  (for  uniqueness)  were  imposed  to  A+  )B(A  >  0) 
instead  of  A  as  is  usual. 
We  note  that  (Siii)  and  the  weak  continuity  imply  that  G  is  pseudo-monotone,  mono- 
tone  and  hemicontinuous  implies  maximum  monotone  and,  therefore,  pseudo-monotone. 
This  leads  to  our  third  question. 
xii Question  3.  Is  it  possible  to  consider  solutions  of  general  implicit  or  explicit,  first 
order  or  second  inclusions  involving  set-valued  pseudo-monotone  mappings  instead  of 
monotone  mappings,  as  well  as  related  perturbations  problems  ? 
In  this  work,  we  will  concentrate  on  these  three  questions. 
In  Chapter  1,  we  mainly  give  some  preliminaries,  including  the  basic  theory  of  set- 
valued  mappings,  differential  equations  (inclusions),  differentiability  etc..  Only  a  few 
results  in  this  chapter  are  new. 
In  Chapter  2,  we  introduce  a  generalized  7-inverse  derivative  for  set-valued  map- 
ping,  use  Ekeland's  Variational  Principle  and  some  fixed  point  theorems  to  consider  the 
constrained  implicit  function,  open  mapping  and  surjectivity  problems  of  set-valued  map- 
pings.  Our  derivative,  even  in  the  single-valued  case,  relaxes  Welsh's  notion,  and  more 
general  than  the  notions  of  Gateaux  derivative  and  strict  prederivative  in  the  situation 
when  they  are  used  for  implicit  function  or  open  mapping  problems,  and  our  results  sug- 
gest  that  our  concept  is  more  useful.  In  particular,  it  allows  the  mapping  to  be  perturbed 
by  a  small  set-valued  Lipschitz  mapping.  So,  we  suppose  the  mapping  considered  is  of  the 
form  F(x,  u)  +  G(x,  u).  The  inverse  derivative  condition  is  only  imposed  on  the  mapping 
xi  F(x,  u),  while  the  mapping  x  G(x,  u)  is  supposed  to  be  Lipschitz.  Continuity 
with  respect  to  the  variable  u  is  not  necessary  for  the  existence  of  the  implicit  function. 
The  constraint  made  to  the  variable  x  is  a  closed  convex  cone  if  x  i-+  F(x,  u)  is  only  a 
closed  mapping,  and  in  case  x  F-+  F(x,  u)  is  also  Lipschitz,  the  constraint  needs  only  to 
be  a  closed  subset.  Some  constrained  implicit  function  and  open  mapping  theorems  are 
obtained,  and  pseudo-Lipschitz  property  and  surjectivity  of  the  implicit  functions  are  also 
proved.  Our  conclusions  generalize  the  corresponding  results  of  [6],  [31],  [53],  [61],  [67], 
[68],  [69]  and  [78]  in  several  aspects,  our  conditions  are  weaker,  a  constraint  is  presented, 
Lipschitz  perturbations  are  considered  and  the  mapping  is  allowed  to  be  set-valued. 
As  applications,  we  use  our  results  to  consider  constrained  controllability  problems 
of  nonlinear  systems.  We  suppose  that  the  constraint  made  on  the  control  is  a  time- 
dependent  closed  convex  cone  with  possibly  empty  interior  and  the  admissible  set  is  the 
space  of  all  essentially  bounded  functions.  We  consider  both  local  constrained  controlla- 
xl" bility  of  nonlinear  systems  and  constrained  global  controllability  of  semilinear  systems. 
Our  results  show  that  the  controllability  will  be  realized  if  some  suitable  associated  lin- 
ear  systems  are  constrained  controllable.  For  the  nonlinear  systems,  the  associated  linear 
system  is  constructed  by  the  derivatives  of  the  function,  therefore,  Gateaux  or  Frechet  dif- 
ferentiability  assumption  is  needed.  For  semilinear  systems,  the  associated  linear  system 
is  given  by  the  linear  part. 
Some  conclusions  of  this  chapter  are  to  appear  in  two  papers  that  have  been  accepted 
for  publication  (see  [15]  and  [17])  and  some  of  them  were  obtained  jointly  with  Professor 
J.  R.  L.  Webb. 
In  Chapter  3,  without  defining  topological  degree  for  set-valued  mappings  of  monotone 
type,  we  consider  the  solvability  of  the  general  operator  inclusion  problems 
yo  e  Nl  (x)  +  N2  (x) 
on  bounded  subsets  in  Banach  spaces.  Here,  Nl  is  a  demicontinuous  set-valued  mapping 
which  is  either  of  class  (S+)  or  pseudo-monotone  or  quasi-monotone,  the  perturbation 
N2  is  always  a  set-valued  quasi-monotone  mapping.  By  using  the  known  degrees  for 
some  single-valued  operators  given  in  [12]  and  [71],  we  obtain  conclusions  similar  to  the 
invariance  under  admissible  homotopy  of  topological  degree.  Some  concrete  existence 
results  are,  therefore,  obtained  which  generalize  and  improve  the  corresponding  ones  in 
[22],  [25],  [26],  [51]  and  [71].  As  applications,  we  obtain  the  solvability  of  some  boundary 
value  problems,  integral  inclusions  and  a  controllability  result  of  a  nonlinear  system. 
In  Chapter  4,  we  will  suppose  u  A(t,  u)  is  a  set-valued  pseudo-monotone  mapping 
and  consider  the  more  general  evolution  inclusion 
x'(t)  +  A(t,  x((t))  E)  1(t)  a.  e..  (6) 
in  a  general  evolution  triple  V,  H,  V*)  and  the  implicit  inclusion 
d 
(Bx(t))  +  A(tý  ý((t))  f  (t)  a.  e..  (i  ) 
dt 
in  an  evolution  triple  of  Hilbert  spaces,  as  well  as  perturbation  of  these  problems.  We 
first  prove  the  pseudo-monotonicity  of  LAL*  in  functional  spaces  with  A  the  realization 
xiv of  A  and  (Lx)  (t)  =  fö  x(s)ds,  (L*  x)  (t)  =fT  x(s)ds  and,  then,  by  this  result  and  a 
variational  inequality  theorem  of  Browder,  we  obtain  the  (global)  existence  theorems  for 
these  two  inclusions  which  generalizes  the  corresponding  ones  in  [2],  [4],  [8],  [11]  and  [43]. 
Continuity  of  solutions  depending  on  the  function  f  are  also  given.  For  the  perturbation 
problem  of  the  explicit  inclusion  (6),  we  suppose  A(t,  ")  is  also  accretive  as  a  mapping  on 
V*,  and  consider  the  case  when  the  perturbation  is  a  Lipschitz  mapping.  An  existence 
result  is  obtained  and,  if  the  perturbation  is  single-valued,  the  solution  is  unique.  For 
the  perturbation  problem  of  the  implicit  inclusion  (7),  we  consider  the  case  when  it  is 
perturbed  by  an  u.  s.  c.  and  uniformly  bounded  (in  Lq(H))  mapping.  In  this  case,  the 
embedding  of  V  into  H  needs  to  be  compact. 
Some  conclusions  of  this  chapter  are  obtained  jointly  with  J.  R.  L.  Webb  and  some  of 
them  are  to  appear  in  a  paper  that  has  been  accepted  for  publication,  see  [18] 
In  Chapter  5,  we  will  study  the  second  order  differential  evolution  inclusions 
"(t)  +  A(t,  x'(t))  +  Bx(t)  3f  (t),  (8) 
"(t)  +  A(t,  x'(t))  +  Bx(t)  -  F(t,  x(t),  x'(t))  Do  (9) 
and  some  related  implicit  inclusions  in  an  evolution  triple  (V,  H,  V*)  with  v  A(t,  v) 
pseudo-monotone  from  V  to  V*,  Ba  symmetric,  linear  positive  operator  from  V  to  V* 
and  Fa  set-valued  mapping  from  [0,  T]  xHxH  to  H.  For  inclusion  (8)  and  the  related 
implicit  problems,  we  will  derive  the  existence  results  by  transforming  them  into  some 
first  order  problems  and  applying  our  theorems  obtained  in  Chapter  4.  For  inclusion 
(9),  we  shall  consider  both  global  and  local  solutions.  To  obtain  the  global  solutions, 
we  suppose  that  F  satisfies  a  certain  growth  condition.  Under  some  other  conditions 
weaker  than  those  in  [64],  and  by  a  new  extension  of  Wirtinger's  inequality  established 
here,  we  prove  existence  of  solutions  and  compactness  of  the  solution  set.  To  obtain  local 
solutions,  we  suppose  that  F  is  only  bounded  instead  of  the  growth  condition,  and  prove 
the  existence  of  solutions. 
The  main  results  of  this  chapter  have  been  accepted  for  publication,  see  [16]. 
xv Chapter  1 
Preliminaries 
In  this  Chapter,  we  give  some  notation,  notions  and  theorems  (some  are  new)  related  to 
set-valued  mappings,  topological  degree  theory,  differentiability  and  evolution  equations, 
on  which  the  main  part  of  this  thesis  is  based. 
1.1  Notation 
In  this  section,  we  give  some  notation  that  will  be  used  throughout  this  thesis. 
(i)  Let  X  be  a  metric  space  with  the  metric  d,  DCX.  The  closure,  boundary  and 
interior  of  D  are  denoted  by  D,  äD  and  int(D)  respectively.  We  also  write 
Bx={XEX:  d(x,  O)  <1}  when  0EX, 
Bx  (xo,  a)  _  {x  EX:  d(x,  xo)  <  a},  for  xo  E  X,  a>0, 
BX(D,  a)=  {xEX  :  d(x,  D)  <a},  for  DCX,  a>0, 
X(C,  D)  =  max  sup  d(x,  D),  sup  d(x,  C)  for  C,  DCX. 
XEC  xED 
2X  =  {D  :D  is  a  subset  of  X  j, 
PA(X)  _  {D  CX:  D  is  closed  and  bounded}, 
P,,  (X)  _  {D  CXD  is  closed,  bounded  and  convex}. 
It  is  known  that  flx  is  a  metric  on  7,  (X)  and  is  called  the  Hausdorff  metric. 
(ii)  Let  X,  Y  be  two  normed  spaces  with  the  norms  11  "  JIx  and  11  "  Ikk  respectively  (if 
there  is  no  confusion,  write  11  "1  instead  of  11  "  Ix  or  11  "  Il  y)  . 
We  denote 
1 by  L(X,  Y)  the  space  of  all  bounded  linear  operators  from  X  to  Y, 
by  X*  the  dual  space  of  X  with  (",  ")  the  duality  between  X  and  X*; 
by  X7,  the  space  X  endowed  with  the  weak  topology; 
by  xn  -x  the  convergence  of  xn  EX  in  the  sense  (xn 
,  x*)  -4  (x,  x*)  for  all  x*  EX*. 
We  write 
cöC  =  co  C  with  co  C  the  convex  hull  of  C  for  CC  X) 
C+AD={x+Az:  xEC,  zED}forC,  DCX  andAER+oc), 
jDjX=max{jjxjjx:  xED}forDCX. 
For  a  sequence  of  subsets  {D,,  }  C  X,  we  denote  by 
lim  sup  D, 
t  =  {x  EX:  x,,  k  -4  x  for  some  subsequence  {rlk}  with  1kE  Df, 
k 
II 
n-+o0 
w-  lim  sup  D,,  =  {x  EX:  Xlk  -x  for  some  subsequence  {nk}  with  1,  ßk  e  Dfk  }. 
TL-+00 
(iii)  Let  X  0,  Sl  0  be  two  sets,  F:  Q-,  2X  be  a  set-valued  mapping.  The 
domain,  range,  graph  and  inverse  of  F  are  denoted  by  Dom(F),  range(F),  Graph(F) 
and  F-1  respectively.  Recall  that  Dom(F)  _  {w  e  SZ  :  F(w)  exists  and  is  not  empty}, 
range(F)  =  F(SZ)  =  Uli,  EcF(w),  Graph(F)  _  {(w,  x)  EQxX  :wEQ,  xE  F(w)}  and 
F-'(x)  ={wEQ:  xEF(w)}forallxeX.  We  also  denote  by 
F-1(D)={wESZ:  F(w)flD  01  for  a  subset  DCX. 
1.2  Continuity  of  set-valued  mappings 
In  this  section,  we  give  some  definitions  and  results  related  to  the  continuity  of  set-valued 
mappings. 
Definition  1.2.1.  Suppose  X,  Y  are  Hausdorff  topological  spaces,  F:  X  -+  2y  is  a 
set-valued  mapping.  F  is  said  to  be 
(i)  upper  semicontinuous  (abbreviately  u.  s.  c.  )  at  xE  Dom(F)  if  for  each  neighbour- 
hood  U  of  F(x),  there  exists  a  neighbourhood  V  of  x  such  that 
F(x')  CU  for  each  x'  E  V; 
2 If  F  is  u.  s.  c.  at  each  xE  Dom(F),  we  say  F  is  a  u.  s.  c.  mapping 
(ii)  lower  semicontinuons  (abbreviately  l.  s.  c.  )  at  x  c:  Dom(F)  if  for  each  yE  F(x) 
and  each  neighbourhood  U  of  y,  there  exists  a  neighbourhood  V  of  x  such  that 
F(x')  nifO  for  each  x'  E  V; 
If  F  is  l.  s.  c.  at  each  xE  Dom(F),  we  say  F  is  a  1.  s.  c.  mapping 
(iii)  continuous  (at  xE  Dom(F))  if  it  is  both  u.  s.  c.  and  l.  s.  c.  (at  x). 
Recall  that  a  single-valued  function  co  :X  -*  R  is  said  to  be  upper  semicoritinuous  at  x 
if  x,,  E  Dom(W)  with  x.,,  -4  x  implies  lim  sup,,,.  co(xT)  <  co(x),  and  lower  semicontinuous 
at  x  if  x7,  -4  x  implies  lim  infra,,,,  cp(xm,  )  >  co  (x).  It  can  be  verified  that  the  semicontinuity 
of  the  above  function  W  is  equivalent  to  the  same  semicontinuity  of  the  set-valued  mapping 
F(x)  :=  W(x)  -  III+. 
Obviously,  for  a  single-valued  mapping,  both  upper  and  lower  semicontinuity  given  in 
Definition  1.2.1  are  equivalent  to  the  usual  continuity.  But,  for  set-valued  mapping,  they 
are  not  equivalent. 
Example  1.2.2.  Let  SZ  00  be  a  subset  of  a  Banach  space,  cpi,  li  :Q  -+  R(i  =  1,  """,  m) 
be  single-valued  functions  such  that  cpi  (w)  <  Vi  (w)  for  all  wEQ.  Define  a  set-valued 
mapping  F:  SZ  -4  2Rm  by 
F(w)  = 
fi  E  }. 
Then 
(i)  F  is  u.  s.  c.  if  each  cp2  is  lower  semicontinuous  and  each  'Z  is  upper  semicontinuous; 
(ii)  F  is  l.  s.  c.  if  each  cp2  is  upper  semicontinuous  and  each  '4'j  is  lower  semicontinuous. 
Proof.  (i)  Suppose  F  is  u.  s.  c.  at  x.  If  some  W  i,  say  cpj1,  """,  (pik,  are  not  lower  semicon- 
tinuous  (if  some  /'j  are  not  upper  semicontinuous,  the  proof  is  similar),  then  there  exist 
Xn  --*  x  such  that 
ýPi  . 
(x)  >  lim  coi;  (x￿)  =:  aij  ,j=1,  ...  , 
k. 
3  n-+oo 
Let  bij  E  (aij,  Wi;  (x))  and  bi  <  (Pi  (X)  for  those  iV  {i;  }.  Then  U  :=  fi"' 
1(bi,  cc)  is  a 
neighbourhood  of  F(x).  From  the  assumption,  it  follows  that  F(x,,,  )  CU  whenever  ri  is 
3 large  enough,  that  is,  cp2  (xn)  >b  and,  therefore,  aZ3  =  lira  cpij  (x)  >  bij  which  is  a 
contradiction  and  implies  that  each  coi  is  lower  semicontinuous. 
Conversely,  if  each  cpi,  ij  is  lower  and  upper  semicontinuous  at  x  respectively,  then, 
for  each  neighbourhood  U  of  F(x),  say  U=  rl' 
1((pi 
(x)  -  e,  Vi  (X)  +^),  it  is  clear  that 
UZ  :=  (wi  (x)  -  e,  OZ  (x)  +  e)  is  also  a  neighbourhood  of  dpi  (X)  and  0,  (x).  Therefore  there 
exists  i>0  such  that 
WZ  (x)  -E<  ýPZ  (x')  <_  Z  (x')  C2  (x)  +  E,  for  each  x'  E  Bx  (x.  71),  i=1,  ...  ,  m. 
that  is,  F(BX(x,  ij))  CU  and,  therefore,  F  is  u.  s.  c.  at  x. 
(ii)  Suppose  F  is  l.  s.  c.  at  x.  If  some  cpj,  say  cpi1,  """,  co  ,  are  not  upper  semicontinuous 
(resp.  'ij  are  not  lower  semicontinuous),  then  there  exist  x,,,  -3  x  such  that 
cp2j  (x)  <  lim  cpzj  (x,  )  (resp.  2j  (x)  >  lim  jj  (x,  )),  j=1,  ...  , 
k. 
n,  -+oo  TL-*oc 
Since  (W  (x),  """,  (p,  -, 
(x»  e  F(x)  (resp.  (2%1(x), 
."",  2b￿,  (x»  E  F(x)),  there  exist  yrt  _ 
(Y.,; 
"""7  ynm)  EF  (x,  )  with  y7zti  -+  cpi  (x)  (resp.  'Z  (x)).  This  yields  that,  for  each 
j=1,...  'ký 
Vi;  (x)  =  lim  y￿, 
j> 
lim  sup  Wij 
(x,  )  >  (pi,  (x)  (resp. 
2)ij  (x) 
=  lim  ynt 
.<  4'iß 
(x)  ) 
7b-*oo  n-+oo  76-*oc  i 
which  is  a  contradiction. 
Conversely,  we  suppose  each  cpi  is  upper  semicontinuous  and  each  Oj  is  lower  semi- 
continuous  at  x.  If  F  is  not  l.  s.  c.,  then  there  exists  U  =  f1i_' 
1(Wi 
(x)  -  6,  'i  (x)  +  6) 
such  that  F(x')  f1  U=0  for  each  n  large  enough  and  each  x'  E  Bx(x,  1/n).  Let 
Xn  E  Bx(x,  1/n),  y7,  _  (yni)i-' 
iE  F(x,  ý). 
Then  x,,  -4  x,  and  yni  <  cpz(x)  -  6  (or 
yni  >Z  (x)  +  e)  . 
Since  cp2  (x,,  )  <  yni  <  Oi  (Xn),  we  see  that  lim  sup  cpi  (xn)  <  cpi  (x)  -  e  (or 
lim  inf  02(x,  )  >'i  (x)  +  6)  which  contradicts  the  semicontinuity  of  coj  (or  Oj).  Q 
Remark  1.2.3.  In  [32],  only  the  sufficiency  of  the  above  two  conclusions  are  given  for 
the  case  when  m=1. 
Like  the  situation  of  single-valued  mapping,  the  continuity  of  set-valued  mapping  can 
be  also  characterized  by  the  inverse  image  of  closed  and  open  subsets.  Here  we  list  them 
in  a  theorem  and  give  the  proof  because  the  author  has  not  seen  it. 
4 Theorem  1.2.4.  If  F:  X  -+  2y  is  a  set-valued  mapping  with  X,  Y  Hausdorff  topological 
spaces,  then 
(i)  F  is  u.  s.  c.  iff  F-1(D)  is  a  closed  subset  in  Y  whenever  DCX  is  closed; 
(ii)  F  is  1.  s.  c.  iff  F-1(D)  is  open  in  Y  whenever  DCX  is  open. 
Proof.  (i)  Suppose  F  is  u.  s.  c.,  DCY  is  a  closed  subset.  If  F-1(D)  is  not  closed,  then 
there  exist  a  net  {xa}  C  F-1(D)  with  xa  -3  1o  in  X  and  xo  V  F-1(D).  Therefore, 
F(xo)  C  X\D.  Since  X\D  is  open,  the  upper  semicontinuity  of  F  implies  that  F(xa)  C 
X\D  eventually.  That  is  F(xa)  fl  D=0  eventually  which  contradicts  xa  E  F-1(D)  and 
implies  that  F-1(D)  is  closed. 
Conversely,  if  F  is  not  upper  semicontinuous  at  x0,  then  there  exist  an  open  set 
UD  F(xo),  a  net  xa  with  xa  -+  xo  and  ya  E  F(xa)\U.  So  xa  E  F-1(X\U).  By 
our  assumptions,  F-1(X  \U)  is  closed  and,  therefore,  xo  E  F-1(X  \U)  which  contradicts 
F(xo)  C  U. 
(ii)  Suppose  F  is  l.  s.  c.,  DCY  is  open.  To  prove  F-1(D)  is  open,  we  let  xE  F-1(D). 
Then  there  exists  yE  F(x)  nD  and  a  neighbourhood  U  of  y  such  that  UCD.  The  lower 
semicontinuity  of  F  implies  the  existence  of  a  neighbourhood  V  of  x  with 
F(x')nu  0  for  each  x'  EV. 
Since  UCD,  we  see  that  VC  F-1(D)  which  means  that  F-1(D)  is  open. 
Conversely,  suppose  F-1(D)  is  open  for  each  open  set  D.  Let  xE  Dom(F),  yE  F(x) 
and  let  U  be  a  neighbourhood  of  y.  We  may  suppose  U  is  open.  Then  F-1(U)  is  open 
and,  therefore,  is  a  neighbourhood  of  x.  Since  x'  E  F-1(U)  means  F(x')  nU00,  we  see 
that  F  is  l.  s.  c..  El 
The  following  definitions  give  some  other  continuity  for  set-valued  mappings. 
Definition  1.2.5.  Let  X,  Y  be  metric  spaces.  F:  X  -+  21  is  said  to  be 
(i)  c-S-upper  semicontinuous  (abbreviately  c-S-u.  s.  c.  )  at  xE  Dom(F)  if  for  each  c>0, 
there  exists  8>0  such  that  F(BX(x,  8))  C  By(F(x),  E); 
(ii)  E-6-lower  semicontinuous  (abbreviately  E-o-l.  s.  c.  )  at  xE  Dom(F)  if  for  each  E>0, 
there  exists  J>0  such  that  F(x)  C  By(F(x'),  e)  for  each  x'  E  Bx(x,  b); 
5 (iii)  E-6-continuous  (at  x)  if  F  is  both  E-8-u.  s.  c.  and  E-6-1.  s.  c.  (at  x). 
Definition  1.2.6.  Suppose  X,  Y  are  Banach  spaces.  F:  X  -+  2"  is  said  to  be 
(i)  hemicontinuous  if  t  F(x  +  ty)  is  u.  s.  c.  from  [0,1]  to  Yu,  for  all  x,  yEX; 
(ii)  demicontinuous  if  F  is  (sequentially)  u.  s.  c.  as  a  mapping  from  X  to  Y,,; 
(iii)  finitely  continuous  if  F  is  u.  s.  c.  from  each  finite  dimensional  subspace  of  X  to 
Yw- 
Now  we  give  some  results  regarding  the  continuity  of  set-valued  mappings. 
Theorem  1.2.7.  ([74],  Proposition  1) 
Let  X,  Y  be  Hausdorff  topological  spaces,  F:  X  -3  P,,. 
ý 
(Y)  be  an  u.  s.  c.  mapping  with 
compact  values.  Suppose  {xa}  is  a  net  in  X  and  xa  xo,  ya  E  F(xa).  Then  there  exist 
yo  E  F(xo)  and  a  subnet  {yQ}  of  {ya}  such  that  y,  Q  -3  yo. 
Corollary  1.2.8.  Let  X,  Y,  F  be  as  above.  If  x,  -+  xo  in  X,  then  lim  sup,,,  F  (x,  )  =w- 
limsup7z,,,.  F(xn). 
Proof.  Obviously,  we  need  only  prove  w-lim  sup,,  F(xn)  C  lim  sup,  n,,,,, 
F(xn). 
Let  yE  w-lim  sup,,,  F  (x,,  ).  Then  there  exist  y,  k  EF  (xlk)  with  ynk  -,  y.  By 
Theorem  1.2.7,  there  exists  a  subsequence  {  yflk  .}  of  {y,,,  }  and  yo  E  F(xo)  such  that 
ymkj  yo  which  implies  that  yo  =yE  lim  sup,,  F(x,  ).  This  completes  the  proof.  Q 
Theorem  1.2.9.  ([32],  Propositions  1.1,1.2  and  2.1) 
Suppose  F:  X  -+  P,  (Y)  is  a  set-valued  mapping  with  X,  Y  metric  spaces. 
(i)  If  F  is  u.  s.  c.,  then  F  is  e-5-u.  s.  c.;  If  F  is  E-6-1.  s.  c.,  then  F  is  1.  s.  c.;  If,  in  addition, 
the  values  of  F  are  compact,  then  the  converses  are  also  true. 
(ii)  If  F  is  E-ö-u.  s.  c.,  then  the  function  x  d(z,  F(x))  is  1.  s.  c.  for  each  zEX  and 
the  converse  is  also  true  if  F(Dom(F))  is  compact. 
iii)  If  F  is  E-a-u.  s.  c.  and  Dom(F)  is  closed,  then  Graph(F)  is  closed. 
We  remark  that,  in  [32],  Theorem  1.2.9  was  proved  in  the  case  X,  Y  are  Banach  spaces, 
but  one  can  use  the  same  method  to  prove  the  case  when  X,  Y  are  metric  spaces.  We 
also  note  that  (i)  remains  true  even  the  values  of  F  are  not  bounded  or  closed. 
6 Theorem  1.2.10.  ([5],  Corollary  1.1.1 
Suppose  F:  X  --ý  P  , 
(Y)  is  a  set-valued  mapping  with  X,  Y  Hausdorf,  topological  spaces. 
If  Graph(F)  is  closed  and  Y  is  compact,  then  F  is  u.  s.  c.. 
Theorem  1.2.11.  Suppose  X  is  a  metric  space,  Y  is  a  nonmed  space,  F,  G:  X  -4  2Y 
are  two  E-c-u.  s.  c.  mappings.  Then  F+G  is  e-S-u.  s.  c.. 
Proof.  Let  6>0,  xEX.  Then  there  exists  6>0  such  that  F(Bx(x,  6))  c  BY  (F  (x) 
,  E/2) 
and  G(Bx  (x,  6))  C  By(G(x),  e/2).  Therefore, 
(F  +  G)(BX(x,  6))  C  F(Bx(x,  J))  +  G(Bx(x,  J))  C  By(F(x),  E/2)  +  BV(G(x),  Ell) 
C  By(F(x)  +  G(x),  e), 
that  is,  F+G  is  e-6-u.  s.  c.. 
Theorem  1.2.12.  ([6],  Proposition  1.5.1 
O 
Suppose  X  is  a  metric  space,  Y,  Z  are  two  normed  spaces,  F:  X  --}  2'  and  G:  X  -+  2z 
are  two  set-valued  l.  s.  c.  mappings  with  convex  values,  and  h:  XxZ  -+  Y  is  a  continuous 
operator  such  that  z  t-+  h(x,  z)  is  affine  for  each  xEX.  If  for  each  xEX,  there  exist 
7>0,8  >0  and  r>0  such  that 
ryBy  C  h(x',  G(x')  fl  rBz)  -  F(x')  for  each  x'  E  Bx(x,  S), 
then  the  set-valued  mapping  R:  X  --*  2Z  defined  by 
R(x)  :=  {z  E  G(x)  :  h(x,  z)  E  F(x)} 
is  1.  s.  c.  with  nonempty  convex  values. 
1.3  Measurability,  selections  and  Lipschitz  mappings 
Definition  1.3.1.  Suppose  (SZ,  A)  is  a  measurable  space,  X  is  a  complete  metric  space 
and  F:  Q  -+  2X  is  a  set-valued  mapping  with  closed  values. 
(i)  F  is  said  to  be  measurable  if  the  inverse  image  F-1(0)  of  each  open  subset  0cX 
is  measurable. 
(iiý  A  selection  of  F  is  a  single-valued  mapping  f  such  that  f  (w)  E  F(w)  for  all  wEQ. 
7 Theorem  1.3.2.  ([6],  Proposition  8.2.1,  Theorem  8.2.5 
Suppose  that  (Q,  A,  µ)  is  a  complete  a-finite  measure  space,  X  is  a  complete  separable 
metric  space  and  F:  SZ  -3  2X  is  a  set-valued  mapping  with  nonempty  closed  values. 
(i)  If  A  contains  all  open  subset  of  SZ  and  F  is  u.  s.  c.  or  l.  s.  c.,  then  F  is  measurable. 
(ii)  If  F,,  :  S2  -*  2X  are  measurable  set-valued  mappings  with  closed  values,  then 
wi  lim  sup,,,.  F,,,  (w)  is  measurable. 
The  first  selection  theorem  is 
Theorem  1.3.3  (Neumann).  ([6],  Theorem  8.1.3 
Under  the  assumptions  of  Theorem  1.3.2,  let  F  be  a  measurable  set-valued  mapping  from 
SZ  to  X  with  nonempty  closed  values.  Then  F  has  a  measurable  selection. 
For  a  set-valued  mapping  F:  SZ  -+  P 
, 
(X)  and  a  number  p>1,  we  always  denote  by 
SF  ={fE  L1'(9;  X,  lc)  :f  (w)  E  F(w)  a.  e.  in  SZ}, 
which  is  called  the  realization  of  F,  or  Nemytski  operator  corresponding  to  F  in  case 
F  is  single-valued,  in  LP  (Q;  X,  p).  Obviously,  SF  is  closed  and  SF  0  if  and  only  if 
inf  {ýx:  xEF  (w)  }E  LP  (Q;  R,  p).  Moreover,  we  have 
Theorem  1.3.4.  (Papageorgiou  [65],  Theorems  4.1  and  4.2) 
Suppose  FF,,  :  SZ  -ý  P,  (X)  are  measurable  set-valued  mappings. 
(i)  If  {  IF,,  (-)  I}  is  uniformly  integrable  and  lim  inf  F,,  (w)  00a.  e.,  then 
11  Slim 
inf  Fý,  C  lim  inf  SF, S. 
(ii)  Let,  additionally,  F,,,  (w)  E  P,,  (X  ),  F,,  (w)  CG  (w)  a.  e.  with  G:  Q  -+  1'(X).  If 
the  values  of  G  are  weakly  compact  and  wH  w-lim  sup  F,  (w)  is  measurable,  then 
w-  lim  sup  SF,  R 
C  Sw 
-  lim  sup  F, 
Next,  we  consider  the  existence  of  continuous  selections.  The  first  one  is  known  as 
Michael's  Theorem. 
8 Theorem  1.3.5  (Michael's  Theorem).  ([32],  Lemma  1.,  2.1 
Suppose  X,  Y  are  Banach  spaces,  SZ  CX  is  a  nonempty  subset,  F:  Q  -+  2Y  is  a 
l.  s.  c.  mapping  with  closed  convex  values.  Then  for  each  (xo,  yo)  E  Graph(F),  F  has  a 
continuous  selection  f  with  f  (xo)  =  yo. 
To  present  a  selection  theorem  of  non-convex  valued  mappings,  we  need 
Definition  1.3.6.  Suppose  X  is  a  separable  Banach  space.  A  set  DC  L'  (ft  X)  is  said 
to  be  decomposable  if  for  all  u,  vED  and  all  open  subset  ACQ,  we  have 
XA  "U+  XQ\A  "VED. 
Here  XA  is  the  characteristic  function  of  set  A. 
Example  1.3.7.  Under  the  assumptions  of  Theorem  1.3.2,  SF  is  decomposable  for  each 
q>1.  In  fact,  let  u,  vE  SF  and  AC  [0,  T]  be  an  open  subset,  Since  u,  vE  L1  (S2;  X)  µ),  we 
see  that  XAU+Xc\AV  E  Lq(SZ;  X,  µ).  Since  u(w),  v(w)  E  F(w)  a.  e.,  we  obtain  XA(w)u(w)  + 
x1l\A(w)v(w)  E  F(w)  a.  e..  Hence,  XAU  +  Xc\Av  E  S. 
Theorem  1.3.8.  (Fryszkowski  [41],  Theorem  3.1) 
Suppose  Q  is  a  topological  space,  X  is  a  separable  Banach  space,  F:  Q  -+  PC(L1(S2;  X))  is 
a  l.  s.  c.  set-valued  mapping  with  decomposable  values.  Then  F  has  a  continuous  selection. 
Now,  we  begin  to  consider  Lipschitz  mappings. 
Definition  1.3.9.  Let  X  be  a  metric  space,  Ya  normed  space,  F:  X-  2'\{0}  be  a 
set-valued  mapping.  F  is  said  to  be 
(i)  Lipschitz  of  constant  1  at  xEX  if  there  exists  a  neighbourhood  U  of  x  such  that 
for  all  X1,  X2  E  U,  F(xi)  C  F(x2)  +  ld(x1,  X2)BY. 
(ii)  pseudo-Lipschitz  of  constant  1  around  (x,  y)  E  Graph(F)  if  there  exist  neighbour- 
hoods  U  of  x  and  V  of  y  such  that 
for  all  XI,  X2  E  U,  F(xl)  nVC  F(x2)  +  ld(xi,  x2)By. 
9 Moreover,  the  number 
sup{r  >  0:  F(xl)  f1  By(y,  r)  C  F(x2)  +  ld(xl,  x2)BY,  for  xl,  x2  E  u} 
is  called  the  pseudo-Lipschitz  modulus  of  F  related  to  U. 
Obviously,  F  is  (locally)  Lipschitz  at  x  is  equivalent  to  that  there  exists  a  neighbour- 
hood  U  of  x  such  that 
for  all  x1,  x2  E  U,  7-1  (F(xl),  F(x2))  <  ld(xl,  x2). 
So,  we  have 
Proposition  1.3.10.  A  Lipschitz  mapping  is  both  e-b-u.  s.  c.  and  --l.  s.  c.. 
Before  giving  a  general  result  about  the  Lipschitz  property  of  the  inverse  mapping  of 
a  surjective  linear  operator,  we  recall  the  notion  of  cone. 
Definition  1.3.11.  A  subset  K  of  a  linear  space  X  is  said  to  be  a  cone  if  xEK,  A>0 
imply  Ax  E  K,  that  is,  AK  CK  for  all  A>0. 
Obviously,  the  whole  space  X  is  a  cone.  Two  important  cones  in  R'  are 
1  (x1,  """3  xn)  :  xi  >0  for  all  z}  U  {0}. 
and 
{  (x1)  """2  xn)  :  xi  >0  for  all  i  and  xj  >0  for  some  J1  U  {0}. 
Example  1.3.12.  Suppose  X  is  a  Banach  space,  KCX  is  a  cone,  1<  p<  oc.  Then 
Kp:  ={x  ELP(to,  T;  X)  :  x(t)  EKa.  e.  } 
is  a  cone  in  the  space  LP(to,  T;  X).  If,  in  addition,  int(K)  0,  then  int(K,,  )  0  in 
L°°  (to,  T;  X)  (see  [31]). 
Definition  1.3.13.  Let  X  be  a  normed  space,  xEDCX.  The  contingent  cone  of  D 
at  xED  is  the  subset 
TD  (x)  =  {v  EX:  lim  inf  h-'  d(x  +  hv,  D)  =  0} 
. 
h-+o+ 
10 Note,  if  xE  int(D)  or  D=X,  then  TD(x)  =  X. 
Theorem  1.3.14.  ([6],  p.  121-122;  [32],  Proposition  1ý.  1) 
(i)  TD(x)  is  a  closed  cone. 
(iiý  vE  TD(x)  if  and  only  if  there  exist  v,  EX  and  positive  real  numbers  )  -+  0+ 
such  that  v,,,  -4  v  and  x+  A7,  v,  E  D. 
Theorem  1.3.15.  ([6],  Corollary  2.2.5;  [73],  Proposition  2.4) 
Suppose  X,  Y  are  Bauach  spaces,  LE  L(X,  Y)  and  KCX  is  a  closed  convex  cone  such 
that  L(K)  =  Y.  Then  there  exists  c>0  such  that  By  C  L(cBX  f1  K)  and  y  i-+  L-1(y)  nK 
(possibly  set-valued)  is  Lipschitz  from  Y  to  X. 
1.4  Differentiability  and  distributions 
In  this  section,  we  give  the  definitions  of  some  differentiability  of  operators  or  functions 
and  some  of  their  properties.  The  traditional  ones  are  the  Gateaux  and  Frechet  differen- 
tiability. 
Definition  1.4.1.  Suppose  X,  Y  are  normed  spaces,  QCX  is  an  open  subset  with 
xE  SZ,  A:  SZ  -+  Y  is  an  operator. 
(i)  If  there  exists  A'(x)  E  L(X,  Y)  such  that 
lim 
II  A(x  +  u)  -  A(x)  -  A'  (x)u  U- 
01 
Ilull-  O  lu 
then  we  say  A  is  Frechet  differentiable  at  x  and  the  bounded  linear  operator  A'(x)  is  said 
to  be  the  Frechet  derivative  of  A  at  x.  If 
lim 
I  A(u)  `4(v)  A'(z)  (u  -  v)  II 
u,  v-x 
Ilu 
-  vll 
then  we  say  A(x)  is  the  strict  Frechet  derivative  of  A  at  x. 
(ii)  If,  for  each  uEX,  the  limit 
DA(x)u  :=  lim 
t-*o 
A(x  +  tu)  -  A(x) 
t 
exists,  then  A  is  said  to  be  Gateaux  differentiable  at  x  and  the  operator  u  DA(x)u  is 
said  to  be  the  Gateaux  derivative  of  A  at  x.  In  other  words,  DA(x)u  =  ätA(x  T  tu)  lt-o. 
11 (iii)  If  there  exists  A'(x)  E  L(X,  Y)  such  that 
l  ö(t-1[A(x  +  tu)  -  A(x)]  -  A'(x)u,  y*)  =  0,  for  all  uEX,  ycy, 
then  A  is  said  to  be  weakly  Gateaux  differentiable  at  x  with  the  weak  Gateaux  derivative 
A'(x). 
Theorem  1.4.2.  ([75])  (i)  DA(x)  (lau)  =  1c  DA(x)u  for  all  kER. 
(ii)  If  A  is  Frechet  differentiable  at  x,  then  A  is  Gateaux  differentiable  and  DA(x)  = 
A'(x). 
(iii)  If  A  is  Gdteauz  differentiable  near  x0,  u'  DA(x)u  is  linear  bounded  and  i  º--+ 
DA(x)  is  continuous  at  x0,  then  A  is  Frechet  differentiable  at  x0. 
(iv)  If  A  is  Gateaux  differentiable  near  xo,  u  DA(xo)u  is  continuous  at  u=0  and 
x  DA(x)  is  continuous  at  xo,  then  DA(xo)  is  linear  and  bounded. 
(v)  If  Al  :X  -+  Y  is  Gateaux  differentiable  at  x  and  A2  :Y  -+  Z  (another  norrned 
space)  is  Frechet  differentiable  at  A,  (x),  then  A3  :=  A2  o  Al  is  Gateaux  differentiable  at 
x  and 
DA3  (X)=  A'  (A,  (x))  DA1(x). 
Remark  1.4.3.  Recall  that  a  mapping  T  is  said  to  be  (positively)  homogeneous  if 
T  (Ax)  =  1\T  (x),  for  all  xE  Dom(T)  and  all  (nonnegative)  number  A. 
So,  x  DA(x)  is  homogeneous. 
Recently,  some  weaker  notions  of  differentiability  have  been  introduced  for  solving 
more  general  problems  (see  [3],  [6],  [39],  [48],  [67]  and  [78]),  some  are  defined  for  set- 
valued  mappings.  Among  them,  we  recall  the  following  two. 
Definition  1.4.4.  (  Ioffe  [48])  Suppose  X,  Y  are  normed  spaces.  A  homogeneous  set- 
valued  mapping  A:  X  --4  2y  is  called  a  strict  prederivative  of  a  mapping  F:  Dom(F)  C 
X  -*  2'  at  xo  E  Dom(F)  if,  for  each  6>0,  there  exists  6>0  such  that 
F(xi)  C  F(x2)  +  A(x1 
-'2)  +  EIIx'  -  x2IIBY 
for  all  X  t,  x2  E  Dom(F)  f1  Bx  (xo,  J). 
12 Clearly,  if  both  F  and  A  are  single-valued,  the  strict  prederivative  is  nothing  but  the 
strict  F  r-  chet  derivative. 
Definition  1.4.5.  (Altman  [3],  Welsh  [78])  Let  X,  Y  be  normed  spaces,  A:  X  -ý 
Y,  F(x)  :Y  --  X  be  operators  with  xEX.  If  I'(x)  is  bounded  and 
A(x  +  IF(x)y)  =  A(x)  +  Ay  +  o(A),  for  each  yEY, 
then,  r  (x)  is  said  to  be  the  weak  Gateaux  inverse  derivative  of  A  at  x.  If,  in  addition, 
F(x)  is  linear,  then  r(x)  is  said  to  be  the  directional  contractor  of  A  at  x. 
Now,  we  turn  our  attention  to  the  derivative  of  vector  valued  distributions. 
Definition  1.4.6.  Suppose  X  is  a  Banach  space.  Let  0  (a,  b)  be  the  space  of  all  infinitely 
differentiable  real  valued  functions  on  [a,  b]  with  compact  support  in  (a,  b).  The  space 
0  (a,  b)  is  topologized  as  an  inductive  limit  of  OK  (a,  b)  where  K  ranges  over  all  compact 
subsets  and  ZK(a,  b)  =  {0  E  D(a,  b)  :  supp  0C  K}.  A  linear  continuous  operator  from 
D  (a,  b)  to  X  is  said  to  be  a  X-valued  distribution  on  (a,  b),  the  set  of  all  those  distributions 
is  denote  by  V(a,  b;  X).  If  uE  V(a,  b;  X),  then  the  distribution  uU)  defined  by 
u(')  (q5)  =  (-1)Zu(q('))  for  each  0E0  (a,  b) 
is  said  to  be  the  derivative  of  order  j  of  u  in  the  sense  of  distributions.  We  write  u'  := 
u(l)7  uit  :=  uý2>. 
Suppose  uE  L'(a,  b;  X)  is  given.  Then  a  unique  X-valued  distribution  ü  can  be 
defined  by 
fb 
ü(ý)  =  u(t)0(t)dt  for  each  E  0(a,  b). 
a 
We  can  identify  ü  with  u  and,  therefore 
L1(a,  b;  X)  C  V(a,  b;  X) 
. 
t 
Moreover,  if  uE  L1(a,  b;  X)  and  v(t)  =  u(s)ds,  then  v(t)  =  u(t)  a.  e.. 
0 
Theorem  1.4.7.  ([7],  Theorems  1.2.1  and  1.2.2) 
13 (iýuE  V(a,  b;  X)  with  u'  EL  (a,  b;  X)  (p  >  1)  if  and  only  if  there  exists  an  absolutely 
continuous,  a.  e.  differentiable  function  uo  with  u(t)  =  uo(t)  a.  e.  in  (a,  b)  and 
U,  (t) 
=  lim 
u0  (t  +  s)  -  uo  (s) 
_d 
8"  duo(t)  a.  e.  in  (a,  b). 
s--+O 
(ii)  If  X  is  reflexive,  then  each  absolutely  continuous  function  u  is  a.  e.  differentiable 
with  du/  dt  E  L'  (0,  T;  X)  and 
u(t)  =  u(a)  -}- 
ftd 
d  tu(s)ds  a.  e  on  [a,  b] 
. 
Since  this  theorem,  we  will  not  distinguish  the  notions  u'  and  du/  dt. 
In  the  theory  of  evolution  equations,  it  is  more  interesting  to  consider  the  space  X 
with  XC  X*  and  the  function  u  with  u'  (t)  E  X*.  In  this  case,  in  order  to  calculate 
u'  (t)  and  (u  (t),  u'  (t)  ),  a  Hilbert  space  between  X  and  X*  is  necessary.  This  leads  to  the 
following  definition. 
Definition  1.4.8.  Let  V  be  a  reflexive  Banach  space  with  the  dual  V*,  H  be  a  Hilbert 
space  such  that  V  -+  H  V*  densely  and  continuously.  Then  (V,  H,  V*)  is  called  an 
evolution  triple  or  a  Gelfand  triple.  In  case  V  is  also  a  Hilbert  space,  we  say  (V,  H,  V*) 
is  an  evolution  triple  of  Hilbert  spaces. 
Example  1.4.9.  Suppose  SZ  is  a  bounded  domain  in  R,  p>2.  Then  the  Sobolev  space 
V  :=  Wö  "(SZ)  and  the  Hilbert  space  H  :=  L2(SZ)  form  an  evolution  triple  (V,  H,  V*) 
([80],  p.  416). 
In  the  sequel,  we  always  suppose  (V,  H,  V*)  is  an  evolution  triple  and  denote  by  (",  ") 
the  duality  pairing  between  V  and  V*,  by  (",  ")  the  inner  product  on  H.  It  is  known  that 
(u,  v)=(u,  v),  for  all  uEV,  vEH 
and  there  exist  constants  ßl,  ß2  >0  such  that 
IvIIV*  <ß1JIvIIH,  IuIH<ß21IuIV,  for  all  uEVv  EH. 
Forp>2>q>landl/p+l/q=l,  we  write 
W  (a,  b)  -W  (a,  b;  V,  H)  :_{ue  LP  (a,  b;  V)  :  u'  Ei  Ly  (a,  b;  V  *)  }. 
14 Clearly,  W  (a,  b)  is  a  linear  space.  Endowed  with  the  norm  IIUIIW  IIU  II  LP  (V)  +  IIUI  II  Lq  (V,  ) 
W  (a,  b)  has  the  following  properies. 
Theorem  1.4.10.  ([72],  Propositions  1111.2  and  111.1.3) 
(i)  W  (a,  b)  is  a  Banach  space  and  W  (a,  b)  -  C(a,  b;  H)  continuously. 
(ii)  For  all  u,  vE  W(a,  b),  the  function  t  (u(t),  v(t))  is  absolutely  continuous  and 
d 
(u  (t),  v(t))  =  (u'(t),  v(t))  +  (u  (t),  v'(t)),  a.  e..  dt 
(222  If,  in  addition,  VH  compactly,  then  W(a,  b)  y  LP(a,  b;  H)  compactly. 
Example  1.4.11.  If  BE  L(V,  V*)  is  symmetric  (i.  e.  (Bu,  v)  =  (u,  Bv)  for  all  u,  vE  V) 
and  uEW  (a,  b),  then  it  follows  from  the  product  rule  of  differentiation  that 
d  (Bu(t),  u(t))  =  ((Bu  (t))',  u(t))  +  (Bu  (t),  u'(t))  =2  ((Bu  (t))',  u(t))  .  dt 
See  also  [72]  Proposition  111  3.1. 
To  close  this  section,  we  give  the  weak  closedness  of  the  operator  u  u(k). 
Theorem  1.4.12.  ([80],  Proposition  28.19  If  u,  ý  -k  u  in  LP  (a,  b;  V)  and  uý 
ý 
-k  v  in 
L"  (a,  b;  V*)  as  n  -4  cc,  then  v(t)  =  u(v)(t)  a.  e.  on  (a,  b). 
Remark  1.4.13.  In  [80],  the  result  is  proved  for  the  generalized  derivative.  But  the 
method  remains  valid  in  our  situation.  In  fact,  our  assumptions  imply  that  unqk  uqk 
bb 
in  Lq  (a,  b;  V*)  for  each  E0  (a,  b).  Therefore,  we  have  uý,  (t)  Ok  (t)  dt  u  (t)  Ok  (t)  dt. 
aa 
bb 
Similarly,  for  each  0E0  (a,  b),  we  have  u;  ýk) 
(t)  0(t)  dt  v  (t)  «(t)  dt.  So, 
aaa 
bb  f 
v(t)(t)dt  =a 
which  means  that  v=  u(k). 
1.5  Topological  degree  and  fixed  point  theorems 
In  this  section,  we  recall  the  Leray-Schauder  topological  degree  for  set-valued  mappings 
and  some  fixed  point  theorems. 
15 Definition  1.5.1.  A  set-valued  mapping  F  between  two  topological  spaces  is  said  to  be 
compact,  if  F  is  u.  s.  c.  and  F(D)  is  relatively  compact  for  each  bounded  subset  DC 
Dom(F).  If  a  mapping  G  is  of  the  form  I-F  with  F  compact,  then  G  is  said  to  be  of 
(LS)  type  (Leray-Schauder  type).. 
Clearly,  in  finite  dimensional  linear  spaces,  the  classes  of  compact  mappings  and  map- 
pings  of  (LS)  type  are  equivalent. 
Theorem  1.5.2.  [31]  Suppose  X  is  a  Banach  space,  SI  CX  is  a  bounded  open  subset. 
Let  (.  97,  SZ)  be  the  set  of  all  those  compact  mapping  F:  SZ  -*  P,,  (X)  with  0ý  (I  -  F)  (OQ). 
Then,  for  each  FE  (F,  SZ),  there  exists  an  integer  (topological  degree)  deg(I  -  F,  Q,  0) 
such  that 
(i)  (solvability)  deg(I  -  F,  Q,  0)  0  implies  that  there  exists  xEQ  with  xE  F(x); 
(ii)  (invariance  under  admissible  homotopy)  if  H:  [0,1]  x  SZ  -  Pte,  (X)  is  compact 
and  H(t,  ")  E  (.  F,  SZ)  for  all  tE  [0,1],  then 
deg(I  -  H(0,  "),  SZ,  0)  =  deg(I  -  H(l,  "),  9,0); 
(iii  (Borsuk  property)  if,  in  addition,  Q  is  a  symmetric  neighbourhood  of  the  origin, 
and  F  is  odd,  then  deg(I  -  F,  SZ,  0)  is  odd. 
(iv)  (Normalization  property)  deg(I  -  y,  SZ,  0)  =1  for  each  yEQ. 
Remark  1.5.3.  The  mapping  H(t,  x)  in  (ii)  is  called  an  admissible  homotopy  of  compact 
mapping  and  I-H  is  called  an  admissible  homotopy  of  (LS)  type  mappings.  They  are 
often  used,  together  with  (i),  to  obtain  fixed  point  theorems. 
If  the  domain  1  is  not  open,  the  following  three  fixed  point  theorems  may  be  appli- 
cable. 
Theorem  1.5.4  (Kakutani).  ([31],  Theorem  24.1;  [49],  Corollary  10.3.10) 
Suppose  X  is  a  locally  convex  topological  space,  DCX  is  a  bounded,  closed  and  convex 
subset,  F:  D  -+  P,  ￿ 
(D)  is  compact,  then  F  has  fixed  point  in  D. 
16 Theorem  1.5.5  (Leray-Schauder  Alternative).  ([[4];  [60],  Theorem  2.6) 
Suppose  X  is  a  Banach  space,  KCX  is  a  convex  subset,  and  SZ  CX  is  a  bounded  open 
subset  with  pE  SZ  rl  K.  If  N:  SZ  (1  K  -+  P,,  (K)  is  an  u.  s.  c.  compact  set-valued  mapping, 
then  either  N  has  a  fixed  point  in  n  (1  K,  or  there  exist  xE  äS2  nK  and  )E  (0,1)  such 
that  xE  )N(x)  +  (1  -  A)p. 
Theorem  1.5.6  (Banach  Contraction  Principle).  ([49],  Theorems  3.1.2  and 
10.4.7) 
Suppose  X  is  a  complete  metric  space,  F:  X  --+  P  , 
(X).  If  kE  [0,1)  is  such  that 
1x(F(x),  F(y))  <  kd(x,  y)  for  all  x,  yEX 
then  F  has  at  least  one  fixed  point.  If,  in  addition,  F  is  single-valued,  then  the  fixed  Point 
is  unique. 
1.6  Mappings  of  monotone  type 
In  this  section,  we  always  suppose  X  is  a  reflexive  Banach  space  with  dual  X*  and  the 
duality  pairing  (",  "). 
Definition  1.6.1.  An  operator  A:  Dom(A)  CX  -4  2X  *  is  said  to  be  (i)  of  class  (S+) 
(write  AE  (S+)),  if  x,,  E  Dom(A)  with  x,,,  -ý  x  in  X,  u,,  E  Axe,,  and  limsup(u,,  x,,  -x)  <0 
n-+oo 
imply  x,  -+  x; 
(ii)  monotone,  if  (u  -  v,  x-  y)  >0  for  all  x,  yE  Dom(A),  uE  Ax,  vE  Ay; 
(iii)  maximal  monotone  if  (u  -  v,  x-  y)  >0  for  all  xe  Dom(A),  uE  Ax  imply  that 
yE  Dom(A)  and  vE  Ay; 
(iv)  pseudo-monotone  (write  AE  (PM)),  if  x,  E  Dom(A)  with  x,,  --  x  in  X,  u,  E  Ax, 
and  lim  sups,  -+oo 
(un 
1  xl  -  x)  <0  imply  xE  Dom(A)  and,  for  each  yEX,  there  exists 
u(y)  E  Ax  such  that 
(u(y),  x-  y)  <  lim  inf(u 
,x-  y) 
n-4cc 
1 (v)  quasi-monotone  (write  AE  (QM)),  if  xE  Dom(A)  with  x-x  in  X.  un  E  AXT, 
imply 
lim  SUP(un,  -In  -  x)  >0  (equivalently  lim  inf(un)  in  -  x)  >  0). 
n-+oo  n-+oo 
Single-valued  operators  of  each  of  the  above  monotone  types  and  set-valued  monotone 
mappings  are  well  known,  see,  for  example,  [7],  [20]-[24],  [26]  and  [31;.  Set-valued  pseudo- 
monotone  mappings  were  extensively  considered  in  [25]  by  Browder  and  Hess  where  finite 
continuity  was  also  imposed  in  the  definition  and  the  domain  was  supposed  to  be  the  whole 
space.  The  definitions  (only)  for  set-valued  quasi-monotone  mappings  and  mappings  of 
class  (5+)  can  be  found  in  [51]  where  the  author  considered  some  special  subclasses.  In 
Chapter  3  of  this  thesis,  we  will  discuss  the  general  cases. 
It  is  known  that  (see,  for  example,  [12])  if  the  operators  involved  are  all  single-valued, 
bounded  and  demicontinuous,  then  we  have  the  following  relations. 
(S+)  (PM)  (QM),  monotone  =  (PM),  compact  (QM). 
Moreover,  each  class  of  operators  has  a  conical  structure  (that  is  if  A1)  A2  are  same  kind 
of  operators,  then  Al  +  )A2  remains  in  the  same  class  for  all  A>  0).  In  Chapter  3,  we 
shall  prove  that  these  properties  are  preserved  in  the  set-valued  case. 
Example  1.6.2.  Each  mapping  in  finite  dimensional  spaces  is  of  class  (S+)  and,  there- 
fore,  pseudo-monotone  if  it  is  also  bounded  and  demicontinuous.  So  the  class  of  pseudo- 
monotone  mappings  is  much  wider  than  that  of  monotone  mappings 
Example  1.6.3.  Suppose  (V,  H,  V*)  is  an  evolution  triple,  BE  L(V,  V*)  is  a  positive 
(i.  e.  (Bu,  u)  >0  for  all  uE  V)  and  symmetric  operator.  For  each  xE  L1(0,  T;  V),  write 
tT 
(Bx)(t)  =  Bx(t),  (Lx)(t)  = 
ox(s)ds, 
(L*x)(t)  =t  x(s)ds. 
Then  the  operators  L,  L*  and  L*B,  BL  are  positive  and,  therefore,  monotone  from 
L'(0,  T;  V)  to  Lq(0,  T;  V*),  where  p>q>1,1/p  +  1/q  =  1. 
In  fact,  it  is  easy  to  see  that  L,  L*.  L*  B,  BL  EL  (LP  (0.  T;  V),  Lq  (0,  T;  V*))  as  we  now 
show.  It  is  known  that  L*  is  the  adjoint  operator  of  L  if  we  take  L  as  an  operator  on 
L'(0.  T;  V)  and  L*  as  an  operator  on  Lq(0,  T;  V*).  Denote  by  (.  )  the  duality  pairing 
18 between  V  and  V*  and  by  ((",  "))  the  duality  pairing  between  LP(0,  T;  V)  and  Lq(0,  T;  V*). 
Let  xE  Iß(0,  T;  V)  and  write  y(t)  =  Lx(t).  Then  y'(t)  =  x(t)  a.  e.,  y(0)  =0  and 
((Lx,  x))  = 
IT 
OT  (Lx  (t),  x  t)  dt  (y  O  =,  y  t  '(tý)  dt  =1 
o  2Iy(T)Ix? 
0. 
That  is  L  is  positive.  Similarly,  L*  is  positive.  Noting  that  y(O)  =  0,  by  Example  1.4.11 
T  1T  T 
((L*Bx,  x))  =  (L*Bx(t),  x(t))dt  =  (Bx(t),  Lx(t))dt  =  (By'(t),  y(t))dt  00o 
T 
=1a  (By  (t),  y(t))dt  = 
1(By(T), 
y(T))  >_  0 
2  dt  2 
and 
((BLx,  x))  = 
ý(BLx(t), 
x(t))dt  =T  (By(t),  y'(t))dt  = 
1(By(T 
,yT>0, 
002) 
O) 
that  is  L*B  and  BL  are  positive  (see  also  the  proof  of  Theorem  32.  E  in  [80]). 
Remark  1.6.4.  The  operator  L  defined  above  has  the  following  extra  property. 
If  x,  x  are  functions  from  [0,  T]  into  V  with  Lx,  Lx  E  LP(V),  {Lxn(t)}  bounded 
in  V  and  xn  x  in  Lq(V*),  then  Lx, 
j 
(t)  -k  Lx(t)  in  V  for  a  subsequence. 
In  fact,  we  may  suppose  Lx,, 
j 
(t)  --  z  in  V.  Noting  the  fact  that  x,  E  Ll  (0,  t;  V),  for 
each  vEV  (CV*),  we  have 
t 
(Lx,, 
j 
(t),  v)  =v)ds  (z,  v)  =  (z,  v). 
f((s) 
Since  x,  (t)  E  V,  for  each  yE  LP  (V  ),  x,  E  --  x  in  Lg  (V  *)  implies 
T 
((xn;  -  x7  y))  _  (xn;  (s)  -  x(s),  y(s))ds  --ý  0. 
0 
Letv  EV,  y(s)=v  for  s<t  and  y(s)  =0  for  s>t.  Then  we  obtain 
f(x 
j 
(s)  -  x(s),  v)ds  -+  0,  i.  e. 
f(xnj 
(s),  v)ds  -+  (Lx(t),  v)  =  (Lx(t),  v). 
Hence  (Lx(t),  v)  =  (z,  v)  for  all  vEV.  The  density  of  the  embedding  of  V  into  H  implies 
z=  Lx  (t) 
. 
The  following  result  involving  pseudo-monotone  mappings  was  given  by  Browder. 
19 Theorem  1.6.5.  (Browder  [20],  Theorem7.8) 
Let  X  be  a  reflexive  Banach  space,  DCX  be  a  closed  convex  subset,  N.  0  be  two 
mappings  of  D  into  2X*  with  N  monotone  and  No  pseudo-monotone.  Suppose  (0,0)  E 
Graph(N),  No  is  bounded  and  finitely  continuous,  and  there  exist  R>0  and  wo  E  X* 
such  that 
(u,  x)  >  (wo,  x),  for  all  (x,  u)  E  Graph(N0)  with  l'H  >  R. 
Then  there  exists  (x0,  uo)  E  Graph(NO)  such  that 
(y  +  uo  -  wo,  x-  xo)  >-  0,  for  all  (x,  y)  E  Graph(N). 
Now  we  recall  a  special  monotone  mapping  and  some  of  its  properties. 
Definition  1.6.6.  The  mapping  defined  by 
J(x)  =  {x*  E  X*:  (X,  X*)  =  III  IZ  =  Ix*II2}. 
is  called  the  duality  mapping  of  X. 
Theorem  1.6.7.  (i)  Dom(J)  =  X.  (ii)  If  X*  is  strictly  convex,  then  J  is  single-valued, 
demicontinuous,  monotone  and  is  of  class  (S+).  (iii)  X  is  reflexive  if  and  only  if  J  is 
onto,  X*  is  strictly  convex  if  and  only  if  J  is  single-valued.  (iv)  If  u:  11  -X  has  a  weak 
derivative  u'(s)  at  s  and  t  ý-+  1u(t)  II  is  differentiable  at  s,  then 
(u'(s),  x*)  =1d  IMt)  112 
, 
for  each  x*  E  J(u(s)). 
2dtI  t=s  Remark  1.6.8.  In  Theorem  1.6.7,  (i),  (ii)  can  be  found  in  Proposition  8  of  Browder  [22], 
see  also  Proposition  1.1.3  in  [7].  (iii)  is  Proposition  2.16  in  [10].  (iv)  is  Lemma  3.1.2  in 
[7]  which  was  given  by  Kato  in  1967. 
Theorem  1.6.9  (Renorming  Theorem).  ([7],  Theorem  1.1.1 
For  a  reflexive  Banach  space  X,  there  exists  an  equivalent  norm  11  -  lo  on  X  under  which 
X  is  strictly  convex,  X*  is  also  strictly  convex  under  the  corresponding  dual  norm  11  -  110* 
Because  of  the  above  two  theorems,  we  may  always  suppose  the  duality  mapping 
between  reflexive  Banach  spaces  is  single-valued. 
20 1.7  Nonlinear  differential  evolution  equations 
In  this  section,  we  recall  some  notions  and  known  results  related  to  differential  evolution 
equations  in  Banach  spaces. 
Definition  1.7.1.  Let  X  be  a  Banach  space,  OT  ={  (t,  s)  :0  <s<t  <  T}  and 
A(t)  :  Dom(A(t))  C  X  -*  X  be  a  linear  operator  for  each  tE  [0,  T].  Suppose  there  exists 
a  two-variables  family  of  bounded  linear  operators  {E(t,  s)}  :_  {E(t,  s)  :  (t,  s)  E  L\T}  on 
X  such  that 
(i)  E  (t,  t)  =I  (I  is  the  identity  on  X)  for  all  tE  [0,  T], 
(ii)  E(t,  s)  =  E(t,  r)E(r,  s)  for  all  0<s<r<t<T, 
(iii)  aE(t,  s)/ät  =  A(t)E(t,  s),  0E(t,  s)/äs  =  -E(t,  s)A(s)  on  AT. 
Then  {E(t,  s)}  is  said  to  be  a  evolution  system  on  X  generated  by  A(t).  In  addition,  if 
(t,  s)  '  E(t,  s)x  is  continuous  as  a  mapping  into  X  for  each  xEX,  we  say  {E(t,  s)}  is 
strongly  continuous;  If  (t,  s)  E(t,  s)  is  continuous  as  a  mapping  into  L(X,  X),  we  say 
{E(t,  s)}  is  uniformly  continuous;  If  E(t,  s)  is  compact  for  each  0<s<t<T,  we  say 
{E(t,  s)}  is  compact. 
If  {S(t)  :tE  [0,  T]}  C  L(X)  is  a  family  of  bounded  linear  operators  with  S(0)  = 
I,  S(t  +  s)  =  S(t)S(s)  for  every  t,  sc  [0,  T],  then  S(t)  is  said  to  be  a  semiyroup  of 
bounded  linear  operators  generated  by  the  operator  A:  Dom(A)  -+  X 
Ax  =  tim 
S(i)x  -x 
t-+o  t 
Here  Dom(A)  is  the  set  of  all  xEX  such  that  the  above  limit  exists.  Obviously, 
{E(t,  s)}  =  {5(t  -  s)}  is  an  evolution  system  generated  by  A. 
By  the  uniform  boundedness  theorem,  we  see  that  a  strongly  continuous  evolution  sys- 
tem  is  uniformly  bounded.  It  is  also  known  that  a  compact  evolution  system  is  uniformly 
continuous  but  the  converse  is  not  true. 
The  following  theorem  is  "well  known",  but  for  completeness,  we  give  its  proof. 
Theorem  1.7.2.  Suppose  X  is  a  Banach  space,  {E(t,  s)}  is  a  strongly  continuous  and 
compact  evolution  system.  For  each  xE  L2  (0,  T;  X)  and  each  tE  [0,  t] 
. 
let 
rt 
(Lx)(t)  =  E(t,  s)x(s)ds. 
0 
21 Then  both  x  ý-+  Lx(t)  and  x4  Lx  are  are  compact  linear  continuous  operators  from 
L2  (0,  T;  X)  to  X  or  C(0,  T;  X),  respectively. 
Proof.  Obviously,  L  is  linear  and  continuous. 
Let  tE  (0,  T]  and  let  DC  L2  (t,  T;  X)  be  a  bounded  subset.  Choose  6>0  such  that 
t-e>0,  tl  E  (t  -  E,  t).  Then 
t-E 
t-E 
L(D)  (t  -  ý)  =  E(t,  s)x(s)ds  :xED=  E(t,  t1)  E(tl,  s)x(s)ds  :xED  0o 
Since  E(t,  t1)  is  compact  and  D  is  bounded,  L(D)(t  -  E)  is  precompact.  Now  suppose 
E  D.  Then 
J 
't  t 
E(t,  s)x(s)ds  - 
t-E 
E(t,  s)x(s)dsI  E(t,  s)x(s)ds 
0  t-E 
tt2 
IE(t,  s)lx(s)  ids  <I  E(t,  s)  I2ds  Jx(s)112ds  EN  IDII 
t-E  (LI 
Here,  N=  maxt,  3 
II  E(t,  s)  II.  So  L(D)(t)  is  totally  bounded  and,  therefore,  precompact. 
So  L  is  compact  as  an  operator  from  L2  (0,  T;  X)  to  X. 
Secondly,  in  the  usual  way  we  can  prove  that  {Lx  :xE  D}  is  equicontinuous  and 
bounded,  so  the  Arzela-Ascoli  Theorem  implies  L(D)  is  precompact  in  C(0,  T;  X).  This 
completes  the  proof.  Q 
Now  we  consider  the  evolution  equation 
x'(t)  =  A(t)x(t)  +f  (t,  x(t)),  a.  e.  te  [0,  T], 
(1.1) 
x(0)  =  xo  E  X, 
in  a  Banach  space  X  with  A(t)  a  linear  operator  on  X  for  each  tE  [0,  T]  and  f 
[0,  T]  xX  --  Xa  nonlinear  function. 
A  function  x:  [0,  T]  -+  X  is  said  to  be  a  strong  solution  of  (1.1)  if  x  is  differentiable 
almost  everywhere  on  (0,  T),  x'  E  L1(0,  T;  X),  x(t)  E  Dom(A(t))  a.  e.,  x(O)  =  xo  and  (1.1) 
is  satisfied. 
It  is  known  that  if  A(t)  generates  an  evolution  system  {E(t,  s)},  then  each  strong 
solution  x  of  (1.1)  has  the  expression 
x(t)  =  E(t,  o)xo  + 
0 
"t 
E(t,  s)  f  (s,  x(s))ds,  te  [0.  T] 
;  (1.2) 
22 but  the  converse  is  not  true.  So  we  have  the  following  definition. 
Definition  1.7.3.  Suppose  A(t)  is  linear  and  generates  an  evolution  system  {E(t,  s)}. 
A  function  x:  [0,  T]  ---  X  is  said  to  be  a  mild  solution  of  (1.1)  if  i  is  continuous  on  [0,  T] 
and  satisfies  (1.2). 
There  are  some  conditions  to  ensure  that  a  differential  equation  (even  inclusion)  has 
mild  solutions.  For  example,  one  can  find  some  of  those  conditions  in  [14]  or  [66]  and  the 
references  therein.  To  save  pages,  we  will  not  list  them  here. 
We  are  more  interested  in  the  case  when  A(t)  is  also  nonlinear  with  values  in  X  *,  the 
dual  of  X,  which  is  the  model  for  many  boundary  value  problems.  For  example,  suppose 
we  are  in  the  position  to  consider  the  problem 
xt(z,  t)  +  Zias<m(-1)iaiDaAa(z,  Dx(z,  t),  t)  =  9(z,  t)  on  9x  [0,  T],  (1.3) 
Dßx(z,  t)  =0  on  09  x  [0,  T]  for  Iffi  <m-1,  x(z,  0)  =  xo(z)  on  9 
with  QC  Rn  a  bounded  domain.  If  we  let  V=  Wö  'P  (Q),  H=  L2  (S2),  V*=W  -m'P  (Q) 
and  write 
a(t,  u,  v)  _  A￿(z,  Du  (z,  t),  t)Dav(z)dz,  b(t,  v)  =  g(z,  t)v(z)dz 
9  Ial<7n 
2 
for  all  u,  vEV,  then  problem  (1.3)  is  equivalent  to 
x(0)  =  xo 
d 
(x(t),  v)  +  a(t,  x,  v)  =  b(t,  v),  for  all  vEV 
dt 
with  (",  ")  the  inner  product  on  H.  Since  d  (x(t),  v)  =  (x'(t),  v)  (see  [80]  p.  420),  (1.3) 
becomes  problem  (1.1)  with  A(t,  u),  f  (t)  E  V*  given,  respectively,  by 
(A(t,  u),  v)  =  a(t,  u,  v),  (f  (t),  v)  =  b(t,  v)  for  vEV. 
In  general,  we  suppose  (V,  H,  V*)  is  an  evolution  triple,  A:  [0,  T]  xV  -+  V*  is  a 
nonlinear  operator,  f:  [0,  T]  -*  V*  is  a  function  and  rewrite  (1.1)  as 
ý'(t)  +  A(t,  x(t))  =f  (t),  a.  e.  tc  [0,  T], 
(1.4) 
x(0)=xoEV, 
Here,  the  differentiability  is  understood  in  the  vector  distribution  sense. 
23 Definition  1.7.4.  Suppose  p>2,  q=  p/(p  -  1).  A  function  xE  L1(0,  T;  V)  is  said  to 
be  a  solution  of  (1.4)  if  x  is  differentiable  almost  everywhere  in  the  vector  distribution 
sense,  x'  E  Lq  (0,  T;  V*)  and  satisfies  (1.4). 
A  well-known  existence  result  for  (1.4)  is 
Theorem  1.7.5.  ([7],  Theorem  3.4.2) 
Let  (V,  H,  V*)  be  an  evolution  triple.  Suppose  v  i--+  A(t,  v)  is  hemicontinuous  and  mono- 
tone  for  a.  e.  tE  (0,  T),  t  A(t,  u)  is  measurable  for  each  uEV.  If  there  exist  constants 
al,  a2,  a3>  0,  a4  >0  such  that 
I  IA(t)uJI  <  al  IlulIP-1  +  a2,  (A(t)u,  u)  >  a4jjujjP  -  a3,  for  all  uEV, 
then  for  each  xo  E  V,  fE  L4(0,  T;  V*),  (1.4)  has  a  unique  solution. 
Remark  1.7.6.  When  A  is  set-valued,  this  theorem  remains  valid,  see  [5]  or  [7]. 
Finally,  we  give  a  generalization  of  the  well  known  Gronwall's  inequality  with  proof  for 
completeness,  of  which  a  more  general  extension  can  be  found  in  Webb  [77]  and  further 
special  cases  can  be  found  in  [57]. 
Theorem  1.7.7  (Extended  Gronwall's  Inequality). 
Let  hi  E  L1(0,  T),  i=1,2,0  E  L°°  (0,  T)  be  non-negative  functions.  Let  c>0  be  a 
constant  such  that 
02(t)  <  C2  +2f  [hi(s)o(s)+h2  (S)(ý2(s)]  ds. 
Then 
tt  (ft  fi(t)  <  hi(s)  exp 
h2(7-)dT  ds  +  cexp  h2(s)ds 
. 
0(S 
Proof.  We  may  suppose  c>0.  Otherwise,  let  c=  1/n  and,  then,  let  n  -+  oc.  Write 
u2  =  c2  +2f  [hi(s)O(s)+h2  (S)02  (s)]  ds. 
Then  u(t)  >  0,  u(0)  =  c,  0(t)  <  u(t)  and  u2  is  absolutely  continuous,  therefore 
d 
u2(t)  =  2h1(t)O(t)  +  2h2(s)02(t)  <  2h1(t)u(t)  +  2h2(s)u2(t),  a.  e.. 
dt 
24 Since  u  (t)  >  c,  u  is  absolutely  continuous  and,  therefore,  (u2  (t)  )'  =  2u  (t)  u'  (t) 
. 
Hence 
u'(t)  <  hl(t)  +  h2(t)u(t),  a.  e.. 
By  Gronwall's  inequality,  we  have 
t  "t 
o  (ft  (t)  is  (t)  hl  (s)  exp  h2  (T)  dds  +c  exp  h2  (s)  ds 
. 
0 
This  completes  the  proof.  F-I 
25 Chapter  2 
Solvability  of  Operator  Inclusions 
under  Derivative  Conditions  and 
Applications  in  Control  Theory 
In  this  chapter,  we  study  the  local  solvability  of  operator  inclusions  by  giving  some  con- 
strained  implicit  function  theorems  and  open  mapping  theorems  of  set-valued  mappings. 
We  also  study  the  surjectivity  of  certain  (set-valued)  implicit  mappings  and  the  appli- 
cations  of  the  above  problems  to  constrained  controllability  theory  of  nonlinear  systems. 
According  to  the  tradition  in  the  study  of  implicit  function,  a  single-valued  mapping  will 
be  called  a  function  instead  of  an  operator. 
It  is  known  that  classical  implicit  function  theorems  and  open  mapping  theorems  need 
the  function  (single-valued)  to  be  Frechet  differentiable  and  the  derivative  to  be  surjective. 
Although  Frechet  differentiability  is  readily  verified  in  some  applications  and  has  received 
much  attention  (see  [30],  [40]  and  [52]),  those  results  cannot  be  applied  if  the  function  is 
not  Frechet  differentiable  or  is  set-valued.  Recently,  there  have  been  many  publications 
concerning  non-Frechet  differentiable  problems  in  which  several  substitutions  of  F  rechet 
differentiability  are  used.  The  first  one  is  naturally  Gateaux  differentiability.  It  was  used 
in  [68],  [69]  for  the  openness  and  surjectivity  study  of  nonlinear  operators.  Some  implicit 
function  theorems  involving  Gateaux  differentiability  can  be  found  in  [33],  [53],  [70]  and 
26 references  therein.  The  second  substitution  is  the  use  of  set-valued  derivatives,  including 
loffe's  strict  prederivative  [48]  or  shield,  upper  derivative  as  different  terminologies  for 
single-valued  mappings  (see  [27],  [56],  [61]  and  [67])  and  a  rather  completed  high  order 
set-valued  derivative  introduced  by  Frankowska  for  open  mapping  study  of  set-valued 
mapping  (see  [38]).  We  note  that,  in  [56],  some  implicit  functions  without  differentia- 
bility  were  also  given,  but  to  compensate,  the  function  was  supposed  to  have  a  non-zero 
topological  degree.  Another  replacement  is  the  weak  Gäteaux  inverse  derivative  defined 
by  Welsh  [78]  and  was  used  in  the  same  paper  to  obtain  an  open  mapping  theorem  via 
Brezis  and  Browder's  ordering  principle.  This  notion  is  similar  to  Altman's  directional 
contractor  [3],  the  difference  is  that  the  derivative  needs  to  be  linear  in  [3]  and  may  be 
nonlinear  in  [78]. 
We  also  remark  that  the  problems  considered  in  each  of  the  papers  cited  above  are 
unconstrained  problems  and  the  mapping  is  usually  single-valued  except  for  [33]  and  [39]. 
For  the  purpose  of  applications,  constrained  problems  are  most  important,  see  [6],  [27] 
and  [52]  where  some  known  constrained  open  mapping  theorems  can  be  found  under 
Frechet  differentiability  assumption. 
In  this  chapter,  we  introduce  a  generalized  'y-inverse  derivative  for  set-valued  map- 
ping,  use  Ekeland's  Variational  Principle  and  some  fixed  point  theorems  to  consider  the 
constrained  implicit  function,  open  mapping  and  surjectivity  problems  of  set-valued  map- 
pings.  Our  derivative,  even  in  the  single-valued  case,  relaxes  Welsh's  notion,  Gateaux 
derivative  and  strict  prederivative  in  the  situation  when  they  are  used  for  implicit  func- 
tion  or  open  mapping  problems  and  our  results  suggests  that  our  concept  is  more  useful. 
In  particular,  it  allows  the  mapping  to  be  perturbed  by  a  small  set-valued  Lipschitz  map- 
ping.  So,  we  suppose  the  mapping  considered  is  of  the  form  F(x,  u)  +  G(x,  u).  The 
inverse  derivative  condition  is  only  imposed  on  the  mapping  x  1-4  F(x,  u),  while  the  map- 
ping  x  G(x,  u)  is  always  supposed  to  be  Lipschitz.  Continuity  with  respect  to  the 
variable  u  is  not  necessary  for  the  existence  of  an  implicit  function.  The  constraint  made 
to  the  variable  x  is  a  closed  convex  cone  if  xHF  (x,  u)  is  only  a  closed  mapping,  and 
in  case  x  F(x,  u)  is  also  Lipschitz,  the  constraint  need  only  be  a  closed  subset.  Some 
27 constrained  implicit  function  and  open  mapping  theorems  are  obtained.  Pseudo-Lipschitz 
property  and  surjectivity  of  the  implicit  functions  are  also  proved.  Our  conclusions  gener- 
alize  the  corresponding  results  of  [6],  [31],  [53],  [61],  [67],  [68],  [69]  and  [78]  in  several  ways, 
our  conditions  are  weaker,  we  allow  the  presence  of  constraint,  Lipschitz  perturbations 
are  considered  and  the  mapping  is  allowed  to  be  set-valued. 
As  applications,  we  use  our  results  to  consider  constrained  controllability  problems  of 
nonlinear  systems.  The  notion  of  constrained  controllability  was  introduced  in  [19]  and 
has  been  widely  considered  for  linear  systems,  see  [73]  and  references  therein.  However, 
there  exist  relatively  few  papers  concerning  constrained  controllability  of  nonlinear  sys- 
tems,  particularly  in  infinite  dimensional  spaces,  see  [1],  [27],  [52]  and  [63].  Moreover, 
these  are  restricted  to  local  controllability.  The  constraint  made  to  the  control  in  [1]  is  a 
compact  convex  subset  (for  finite  dimensional  systems),  in  [27]  it  is  the  unit  ball,  in  [52] 
it  is  a  closed  convex  cone  with  nonempty  interior  and  in  [63]  it  is  a  time  dependent  cone. 
We  note  that,  in  [63],  the  nonlinear  term  is  independent  of  the  state  and  the  admissible 
set  is  the  space  of  measurable  functions. 
In  our  considerations,  we  suppose  that  the  constraint  made  on  control  is  a  time- 
dependent  closed  convex  cone  with  possibly  empty  interior  and  the  admissible  set  is  the 
space  of  all  essentially  bounded  functions.  We  consider  both  local  constrained  controlla- 
bility  of  nonlinear  systems  and  constrained  global  controllability  of  semilinear  systems. 
Our  results  shows  that  the  controllability  will  be  realized  if  some  suitable  associated  lin- 
ear  systems  are  constrained  controllable.  For  the  nonlinear  systems,  the  associated  linear 
system  is  constructed  by  the  derivatives  of  the  function,  therefore,  Gateaux  or  Frechet  dif- 
ferentiability  assumption  is  needed.  For  semilinear  systems,  the  associated  linear  system 
is  given  by  the  linear  part. 
In  Section  2.1,  we  give  our  new  concept  of  "y-Gateaux  inverse  differentiability  and 
discuss  its  properties.  In  Section  2.2,  some  new  constrained  implicit  function  theorems 
are  given,  and,  as  corollaries,  we  derive  some  constrained  open  mapping  theorems  in 
Section  2.3.  In  Section  2.4,  we  present  a  theorem  about  the  surjectivity  of  a  kind  of 
(set-valued)  implicit  mapping.  Applications  will  be  arranged  in  Section  2.5. 
28 2.1  'y-Gateaux  inverse  differentiability 
In  this  section,  we  introduce  a  new  inverse  derivative  -  -y-Gateaux  inverse  differentiability 
for  set-valued  mappings  and  give  some  properties  which  provide  sufficient  conditions  for 
a  mapping  to  have  a  -y-Gateaux  inverse  derivative. 
Definition  2.1.1.  Let  X,  Y  be  normed  spaces,  F:  Dom(F)  CX  -ý  2y  be  a  set-valued 
mapping  and  1o  E  Dom(F),  -y  >  0.  We  say  F  possesses  a  -y-Gdteauz  inverse  derivative 
F(xo)  :Y  -+  X  at  xo  if  for  every  yEY  and  h>0  with  xo  +  hI'(xo)y  E  Dom(F),  we  have 
F(xo  +  hr(xo)y)  +  h'Yll  yll  BY  D  F(xo)  +  by  +  o(h).  (2.1) 
Here,  0(-)  :  (0,  oc)  Y  is  a  single-valued  mapping  and  j  Io(h)  j/h  -+  0  as  h  -+  0.  Briefly, 
I'(xo)  is  said  to  be  the  'y-G  inverse  derivative  of  F  at  xo.  In  this  case,  we  say  F  is  'y-G 
inverse  differentiable. 
Remark  2.1.2.  If  7>1,  it  is  easy  to  see  that  (2.1)  is  satisfied  for  every  mapping  with 
IF  -  0.  So  we  are  usually  interested  in  the  case  7<1,  but,  in  the  rest  of  this  section,  we 
consider  the  general  case. 
Remark  2.1.3.  If  ]P(x)  is  a  'y-G  inverse  derivative  of  F,  then  it  is  easy  to  see  that  ]P(x) 
is  also  a  (.  A  +  7)-G  inverse  derivative  of  F  at  x  for  each  A>0,  and  kI'  (x)  is  a  'y-G  inverse 
derivative  of  (1  /k)  F  at  x  for  all  k>0. 
If  F  is  single-valued  and  -y  =  0,  Definition  2.1.1  coincides  with  the  notion  "weak 
Gateaux  inverse  derivative"  defined  in  [78]  and  the  notion  "directional  contractor",  defined 
in  [3]  (see  Definition  1.4.5).  The  following  examples  and  propositions  show  that  our  notion 
is  more  general  and  many  mappings  are  7-G  inverse  differentiable  with  -y  E  (0,1),  but 
are  not  inverse  differentiable  in  the  sense  of  [3]  or  [78]. 
Example  2.1.4.  Suppose  f:  X  -+  Y  is  a  single-valued  function,  Gateaux  differentiable 
at  x  and  Df  (x)  is  surjective.  Then  f  has  a  O-G  inverse  derivative  at  x  given  by 
r(x)y  =  xy 
29 with  xy  an  arbitrary  point  of  X  satisfying  y=Df  (x)xy.  If  Df  (x)  is  bounded,  linear  and 
onto,  X,  Y  are  Banach  spaces,  then,  by  Banach's  open  mapping  theorem,  we  can  choose 
F(x)  to  be  bounded. 
Example  2.1.5.  The  function  f  (x)  =  IxI  on  the  real  line  has  a  'y-G  inverse  derivative 
F  (0)  y-0  at  x=0  for  all  'y  >  1,  but  has  no  0-G  inverse  derivative. 
Before  the  third  example,  we  show  that  our  inverse  differentiability  is  preserved  by 
small  Lipschitz  perturbations  which  property  is  obviously  not  valid  for  other  differentia- 
bility  mentioned  above.  Therefore,  our  notion  can  be  used  to  consider  some  problems 
involving  the  sum  of  a  'y-G  inverse  differentiable  mapping  and  a  Lipschitz  mapping. 
Proposition  2.1.6.  Let  X,  Y  be  normed  spaces,  F:  DCX  -*  2"  possess  a  ry-G  inverse 
derivative  F(x)  at  xEX  such  that 
llI'(x)yll  <  Mjjyjj  with  M>0,  for  all  yE  By.  (2.2) 
Suppose  G:  D  -+  2y  is  Lipschitz  with  constant  k  in  D.  Then  F+G  has  a  ('y  +  kM)  -G 
inverse  derivative  ['1(x)  at  x  such  that 
range(Fi  (x))  CU)  range(I'(x))  and  IIF1(x)yll  <M  IyII  for  ally  EY 
A>o 
If,  in  addition,  (2.2)  is  satisfied  for  all  yEY,  then  we  can  let  F,  (x)  =T  (x) 
. 
Proof.  Let  c>1  be  given  and  let 
Cy  II  , 
for  all  yEY.  Fo(x)y  =  IcyIIF(x)  y 
(2.3) 
Then  (2.3)  holds  and,  for  each  yEY  and  each  h>0  with  x+  hFi  (x)y  E  D,  there  exists 
uy  E  By  such  that 
Fx+  ht'i(x)y)  +  h`YUyUI  BY  =F 
(x 
+  hMMcyUUF(x)  y)+  (h  jcy  I)-'II 
cY 
11BY  (\ 
cyl  yll 
F(x)+hy+o(h). 
The  Lipschitz  property  of  G  and  (2.2)  implies  that 
G(x)  c  G(x  +  hrl(x)y)  +  khllri(x)YUUBY  c  G(x  +  hri(x)y)  +  hkM  IyII  BY. 
30 So  we  have 
F(x  +  hFl  (x)y)  +  G(x  +  hFi(x)y)  +  h(7  +  kM)  I  yll  BY  D  F(x)  +  G(x)  +  by  +  o(h) 
which  implies  that  IF,  (x)  is  a  (ry  +  kM)-G  inverse  derivative  of  F+G  at  x. 
If,  in  addition,  (2.2)  is  satisfied  for  all  yEY,  we  can  prove  by  the  same  method  that 
F(x)  is  a  ('y  +  kM)-G  inverse  derivative  of  F+G. 
This  completes  the  proof.  r-l 
Example  2.1.7.  Suppose  X,  Y  are  Banach  spaces,  L:  X  -+  Y  is  a  continuous,  one-to- 
one  and  onto  linear  operator,  f:  X  -+  Y  is  a  function  such  that  f-L  is  Lipschitz  with 
the  constant  k.  Then  f  is  k/  j  L-1  j 
-G  inverse  differentiable.  In  fact,  by  Example  2.1.4,  L 
is  O-G  inverse  differentiable  with  the  inverse  derivative  L-'.  So,  Proposition  2.1.6,  implies 
that  f  has  ak  L-'  I 
-G  inverse  derivative. 
Next,  we  give  some  sufficient  conditions  for  a  mapping  to  have  a  bounded  ry-G  inverse 
derivative  with  a  given  ty  (<  1) 
. 
Proposition  2.1.8.  Let  X,  Y  be  rnorrned,  spaces.  Suppose  f:  Dom(f)  CX  --+  Y  is  a 
single-valued  function,  Gateaux  differentiable  at  xo  with  Gateaux  derivative  Df  (xo).  If 
there  exist  c>0,  'y  >0  and  a  cone  PCX  such  that 
By  CDf  (xo) (P  n  cBx)  +  ryBy,  (2.4) 
then,  for  each  A>1,  f  possesses  a  A'y-G  inverse  derivative  I'(xo)  at  xo  with  the  properties 
F(xo)By  cP  and  IF(xo)yU)  <_  )cUI  yI  for  all  yEY. 
Proof.  Let  A>1  be  given.  From  (2.4),  it  follows  that,  for  each  yEY,  there  exists 
vy  E  Bx  n  P,  wy  E  By  such  that 
Df  (xo)  (cvy)  +  7wy,  or 
TiT 
y=  Df  (xo)(cA  l  yl  Ivy)  +  7AIlyllwy.  (2.5) 
Define  a  mapping  r  (xo)  :Y  -3  X  by 
F(xo)0  =  0,  and  F(xo)y  =  c,  IIy  Ivy  for  ally  EY,  y  0, 
31 where  for  each  yEY,  we  fix  a  point  vy  in  Bx  nP  satisfying  (2.5)  so  that  r(xo)  is  well 
defined.  By  the  definition  of  Df  (xo)  and  (2.5),  we  see  that 
f(xo  +  hF(xo)y)  =  f(xo  +  hc)ll  ylI  vy)  =  f(xo)  +hDf  (xo)  (cA  I  y!  t  vy)  +o(h) 
=f  (xo)  +  by  +  h\'yIIyII  (-w)  +  o(h). 
That  is,  I'(xo)  is  a  )«y-G  inverse  derivative  of  f  at  x0.  Obviously, 
liF(xo)yll  <c)  yl  for  all  yEY. 
Since  P  is  a  cone,  vy  EP  for  every  yEY,  so  we  have  r  (xo)y  =  cA  ly  vy  EP  which 
implies  that  IF  (xo)  By  C  P.  This  completes  the  proof.  F-I 
Remark  2.1.9.  If  Df  (x0)  is  bounded,  linear  and  surjective,  then,  by  Theorem  1.3.15, 
(2.4)  holds  with  7=0.  But  the  converse  is  not  true. 
Proposition  2.1.10.  Let  X,  Y  be  normed  spaces,  PCX  is  a  cone  L:  DCX  -+  Y  be 
a  positively  homogeneous  operator  and  c>0,7  >0  be  such  that 
By  C  L(P  n  cBx)  +  7By.  (2.6) 
Suppose  F:  D  -+  2y  is  a  set-valued  mapping  and  a>0,  xo  EPnD,  Eo  >0  are  such 
that 
F(xo)  +  L(x  -  xo)  C  F(x)  +a  Ix  -  xo  I  BY  for  all  xED  f1  Bx  (xo,  Eo).  (2.7) 
Then,  for  each  A>1,  F  possesses  a  )('y  +  ac)-G  inverse  derivative  F(xo)  at  xo  such  that 
F(xo)By  CP  and  JIF(xo)y  U<  )cUyll  for  all  yEY. 
Proof.  Let  A>1  be  given  and  yE  Y\{0}.  Then  y/(Ajjy  j)  E  Y.  From  (2.6),  it  follows 
that  there  exist  uy  =  u(A,  y)  EPn  Bx,  vy  =  v(\,  y)  E  By  such  that 
y=A  yUIL(cu 
)+AIlyll7vy=\c  yllL(uy)+A7Ilylvy.  (2.8) 
Define  a  mapping  I'(xo)  :Y  ---  X  by 
I'(xo)y  =  . \cjjyMMuy  for  all  yEY, 
32 where  uy  EPn  Bx  satisfies  (2.8),  and  in  case  there  are  several  such  points,  we  fix  one  so 
that  r(xo)  is  well  defined.  Since  uy  EP  f1  Bx  and  P  is  a  cone,  we  see  that 
F(xo)By  C  P,  and  (r(xo)y  <  Ac  lyll  for  ally  E  Y. 
Moreover,  by  (2.8)  and  the  homogeneity  of  L,  we  have 
L(r(xo)y)  =  , \c  I  yllL(uy)  =y-  , t'y  lyllvy  for  each  yEY. 
Suppose  h>0  is  so  small  that  xo  +  hF(xo)y  ED  f1  BX(xo,  En).  Then,  (2.7)  implies  that 
F(xo)  +  by  =  F(xo)  +  L(hF(xo)y)  +  ha  ylyl  vy 
c  F(xo  +hr(xo)y)  +  haIr(xo)yIIBy+hAy  ly  IBY 
C  F(xo  +  hr(xo)y)  +  h\(ly  +  ac)  I  yII  By. 
Hence,  F(xo)  is  a  A('y  +  ac)-G  inverse  derivative  of  F  at  xo.  This  completes  the  proof. 
El 
From  the  proof,  it  can  be  seen  that,  if  P  is  a  convex  cone,  (2.7)  needs  only  to  be 
satisfied  for  all  xEDnPn  Bx  (xo,  J) 
We  may  call  L  satisfying  (2.7)  the  a-approximation  of  F  at  x0.  Next,  we  will  show 
that  this  approximation  can  be  a  set-valued  mapping  if  F  is  single-valued  and  continuous. 
To  do  this,  we  recall  that,  for  a  subset  D  of  a  normed  space  Z,  the  Hausdorff  measure  of 
noncompactness  of  D,  denoted  by  X(D),  is  defined  by 
x(D)  =  inf{e'  >0:  DC  UZ  LBZ(xi,  e)  for  some  x1,  """3x,  E  D}. 
Proposition  2.1.11.  Let  X  be  a  normed  space,  Y  be  a  Bauach  space,  PCX  be  a  closed 
convex  cone  and  LC  L(X,  Y)  be  a  bounded  convex  subset  and  c>0  be  such  that 
ByCL(PlcBX),  for  each  LEL.  (2.9) 
Suppose  f:  E  -+  Y  is  a  continuous  function  and  1o  E  P,  a>0.  E0  >0  are  such  that 
f  (x)  -f  (xo)  E  £(x  -  xo)  +  allx  -  xo  iBy  for  all  xEPn  Bx(xo,  Eo).  (2.10) 
33 Then,  for  each  )>1  and  7>  x(C),  f  possesses  a  . )c('y  +  a)-G  inverse  derivative  F(xo) 
at  xo  such  that  r(xo)By  CP  and  llr(xo)yll  <  AcUyll  for  all  yEY 
Proof.  Since  7>  X(L),  there  exist  L1,  """,  L,  E£  such  that 
n 
LcU  BL(x,  Y)  (Li,  )" 
i=1 
Denote  by  T=  co{L1,  """,  Ln}.  Then  TCL  is  a  compact  convex  subset  in  L(X,  Y)  and 
f  (x)  -f  (xo)  E  T(x  -  xo)  +  (a  +'Y)UUx  -  xollBy,  for  all  xEPn  BX(xo,  Eo).  (2.11) 
Let  A>1  be  given  and  yEY.  From  (2.9),  it  follows  that,  for  each  LET, 
Ry(L)  :=  {x  E  BX(O,  \cilyll)  nP:  Lx  -y=  0} 
is  nonempty.  Obviously,  Ry  (L)  is  also  closed  and  convex.  By  Theorem  1.2.12,  R,,  (.  )  is 
lower  semicontinuous  as  a  set-valued  mapping.  By  Theorem  1.3.5,  there  exists  a  contin- 
uous  operator  L  i-+  x  (L,  y)  E  Ry  (L),  that  is 
y=  Lx(L,  y),  x(L,  y)  EP  and  I  x(L,  y)II  C  AcIlyll. 
Since  P  is  a  cone,  there  exists  a>0  such  that  xo  +  hx  (L,  y)  EPn  Bx  (xo,  E)  for  each 
hE  [0,  a]  and  each  LET.  Let 
L-  SET  : 
Il  f  (xo  +  hx(L,  y))  -f  (xo)  -  hSx(L,  y)ll  <_  (a  +  7)MMhx(L,  y)  ll 
for  all  hE  [0,  a] 
The  compactness  of  T  and  (2.11)  shows  that  (D  is  a  well  defined,  compact  set-valued 
mapping  on  T.  To  prove  4D  is  upper  semicontinuous,  we  suppose  DC  L(X,  Y)  is  a  closed 
subset  and  L,  E  -1  (D)  with  L,  -ý  L.  Then  there  exist  S,  ETnD  such  that 
If  (xo  +  hx(Ln)y))  -f  (xo)  -  hS  x(Ln,  y)  I  <_  (a+  7)llhx(L,,  y)I  I  },  for  all  hE  [0,  a]. 
We  may  suppose  S,,  -+  SETnD  due  to  the  compactness  of  T  and  closedness  of  D. 
Since  LHx  (L,  y)  is  continuous,  we  have 
Iff  (xo  +  hx(L,  y))  -f  (xo)  -  hSx(L,  y)  IC  (a+  7)ll  hx(L,  y)  II  },  for  all  he  [0,  a], 
34 which  implies  that  LE  -1(D).  So  1)-'(D)  is  closed  and,  therefore,  c  is  upper  semi- 
continuous.  Applying  Kakutani's  fixed  point  theorem  (Theorem  1.5.4),  we  see  that  there 
exists  Ly  ET  such  that  Ly  E  c(Ly),  that  is 
If(xo  +  hx(LyI  y))  -  f(xo)  -  hLyx(Ly,  y)  IC  (a+  7)ll  hz(Ly,  y)  II  <  Ac(a  +  -y)h  JyII 
for  all  hE  [0,  a].  Noting  that  Lyx(Ly,  y)  =  y,  we  see  that 
f  (xo  +  hx(Ly,  y))  Cf  (xo)  +  by  +  hac(a  +  -y)  Il  yl  wy"  (2.12) 
Define  a  mapping  r(xo)  :Y  -+  X  by 
T  (xo)y  =  x(Ly,  y). 
(If  there  are  several  x(Ly,  y),  we  fix  one  arbitrarily  so  that  T(xo)  is  well  defined.  )  From 
(2.12),  we  see  that  F(xo)  is  a)  c(a  +  ry)-G  inverse  derivative  of  f  at  x0.  Obviously 
F(xo)By  c  P,  and  jjI'(xo)yjj  <  \cIlyll  for  all  yEY.  This  completes  the  proof.  O 
Remark  2.1.12.  We  note  that  if  a  single-valued  map  f  has  a  strict  prederivative  LE 
L(X,  Y)  at  xo  (see  Definition  1.4.4),  then  (2.10)  is  satisfied.  This  strict  prederivative 
assumption  was  used  in  [61]  together  with  condition  (2.9)  in  the  case  P=X  for  implicit 
function  problems.  It  was  also  used  in  [67]  for  open  mapping  problem  of  single-valued 
map  together  with  other  kinds  of  conditions. 
2.2  Constrained  implicit  function  theorems 
In  this  section,  we  use  'y-G  inverse  differentiability  to  derive  some  constrained  implicit 
function  theorems.  The  mapping  we  will  consider  is  of  the  form  F(x,  u)  +  G(x,  u)  with 
F,  G  set-valued  mappings,  the  'y-G  inverse  differentiability  assumption  is  only  imposed 
on  the  mapping  xH  F(x,  u),  while  x  G(x,  u)  is  supposed  to  be  locally  Lipschitz. 
Before  discussing  our  problems,  let's  recall  Ekeland's  Variational  Principle  given  by 
Ekeland  in  [36]  and  here  we  take  the  version  given  in  [6]. 
Lemma  2.2.1  (Ekeland's  Variational  Principle).  ([6],  Theorem  3.3.1 
35 Suppose  V:  ZRU  {-ioc}  is  a  lower  semicontinuous  nontrivial  function  defined  on 
a  complete  metric  space  (Z,  d)  and  bounded  from  below.  Let  xo  E  Dom(V)  and  6>0  be 
fixed.  Then  there  exists  xEZ  such  that 
V(T)  +  Ed(xo,  T)  <  V(xo), 
V  (T)  <V  (x)  +  ed(x,  : i),  for  each  x  Y. 
We  also  need  the  following  lemma. 
Lemma  2.2.2.  Suppose  Di,  D2,  D3  are  three  subsets  of  a  norrned  space  in  which  the 
Hausdorýfj`  distance  is  denoted  by  7(",  ").  Then 
d(0,  D1  +  D2)  <  d(0,  D1  +  D3)  +  W(D2,  D3).  (2.13) 
Proof.  Let  E>0.  Then  there  exists  y2  E  DZ  (i  =  1,2,3)  such  that 
Ilyl  +  y311 
d(0,  D1  +  D3)  +  E,  and  Y2  -  Y3ll  :!  ýW(D2,  D3)  +  E. 
So 
d(O,  D1+D2)  ý  JIYI+y21I  ý  IY1+Y3II+UY2-Y311 
C  d(O,  D1  +  D3)+  i-1(D2,  D3)+  2E. 
By  letting  e  -+  0,  we  obtain  (2.13)  and  complete  the  proof. 
Now  we  consider  the  constrained  implicit  function  problems.  For  convenience,  in  the 
sequel,  we  always  suppose  the  following  conditions  hold  unless  stated  otherwise. 
(H2.2.1)  X,  Y  are  Banach  spaces,  U  is  a  metric  space  and  K,  SZ  CX  are  subsets  with 
Kcft 
(H2.2.2)  F,  G:  SZ  xU  -+  2Y  are  two  set-valued  mappings  with  bounded  closed  values, 
xo  E  K,  uo  EU  are  such  that 
lim  d(0,  F(xo,  u)  +  G(xo,  u»  =  0.  (2.14) 
u->uo 
36 (H2.2.3)  r,  8>0,  k>0  are  given  such  that,  for  each  uE  Bu  (uo,  r),  x  F--+  G  (x,  u)  is 
E-8-u.  s.  c.  and,  restricted  to  K  (1  Bx  (xo,  6),  is  Lipschitz  with  constant  k. 
First,  we  consider  the  case  when  the  constraint  K  is  a  closed  convex  cone  and  the 
mapping  x  F(x,  u)  is  only  closed  or  6-s-u.  s.  c..  The  case  when  the  constraint  is  not  a 
cone  will  be  considered  later  where  x  F(x,  u)  needs  to  be  locally  Lipschitz. 
Theorem  2.2.3.  Under  (H2.2.1),  (H2.2.2)  and  (H2.2.3),  let  Q=K  be  a  closed  convex 
cone.  Suppose  that  there  exist  ry  >  0,  M>0  with  7+  kM  <1  satisfying  the  following 
conditions. 
(F2.2.1)  For  each  uE  Bu(uo,  r),  x  F(x,  u)  is  either  a  closed  single-valued  mapping 
or  an  E-8-u.  s.  c.  set-valued  mapping. 
(F2.2.2)  For  each  uE  BU(uo,  r),  xH  F(x,  u)  possesses  a  ry-G  inverse  derivative  I'u(x) 
at  each  xEK  fl  Bx  (xo,  6)  such  that 
Write 
77  =sup  ri 
JjI'u(x)y  I<  MIIyjj,  for  ally  E  By,  xEK  f1  Bx(xo,  S) 
r  (x)By  C  K,  for  all  xEK  f1  Bx(xo,  6) 
E  (0,  r]  :  sup  d(0,  F(xo,  u)  +  G(xo,  u))  < 
uE  Bu  (uo,  ri  ) 
1-ry-kMal 
M 
(2.15) 
(2.16) 
(2.17) 
Then  for  each  uE  BU(uo,  17),  there  is  xti,  EKn  BX(xo)  6)  such  that 
0E  F(x￿,  u)  +  G(x￿,  u),  and  lim  xu  =  xo. 
U-+uo 
If,  in  addition,  u  º-4  F(x,  u)  +  G(x,  u)  is  locally  Lipschitz  at  uo  with  constant  1  uniformly 
in  xEK  f1  BX  (xo,  8),  then  the  (constrained)  implicit  mapping 
W(u)  :=  {x  EK:  0E  F(x,  u)  +  G(x,  u)1 
is  pseudo-Lipschitz  around  (u0,  xo)  with  constant  1M/(1  -  ry  -  ISM). 
Proof.  From  (2.14),  it  follows  that  the  number  q  given  by  (2.17)  is  positive. 
37 Let  uc  BU(uo,  rj)  be  given.  Then,  by  the  definition  of  71,  we  see  that  there  exists 
6o  E  (0,  (1  -7-  kM)/M)  such  that 
d(0,  F(xo,  u)  +  G(xo,  u))  <  E08.  (2.18) 
Define  a  new  metric  de  on  K  by 
do(xi,  x2)  =  max{  lIxi  -  X211,  OIIF(xi,  u)  -  F(x2)  u)  11  }  for  x1,  x2  E  K. 
Here  0>0  with  0(1-+-'y)  <M  if  x  F(x,  u)  is  a  closed  single-valued  mapping  and  0=0 
if  x  F(x,  u)  is  an  E-8-u.  s.  c.  set-valued  mapping.  By  (F2.2.1),  the  space  K  endowed 
with  the  metric  de  is  complete  and  is  denoted  by  KB  in  the  following.  From  (H2.2.3), 
G(",  u)  :  Ke  -+  2Y  is  s-5-u.  s.  c..  Obviously,  F(",  u)  :  Ke  -+  Y  is  continuous  or  6-6-u.  s.  c. 
according  to  whether  it  is  single  or  set-valued.  So,  by  Theorem  1.2.11,  F(",  u)  +  G(",  u) 
is  e-6-u.  s.  c.  and,  by  Theorem  1.2.9,  the  function 
V(x)  :=  d(0,  F(x,  u)  +  G(x,  u)) 
is  lower  semicontinuous.  For  a  given  eE  (6o)  (1  -  -y  -  kM)/M),  applying  Ekeland's 
Variational  Principle  (Lemma  2.2.1)  to  the  function  V  (x)  in  the  metric  space  K0,  we 
obtain  xu  E  KO  such  that 
V(x)  <  V(x)  +  ede(x,  xu),  for  all  xE  K0, 
de(x￿,  xo)  C  (V  (xo)  -V  (xu))  /e. 
From  (2.18)  and  (2.20),  it  follows  that 
IIxu  -  xo  II<  do  (x  ,  xo)  <  EoJ/E  <  S, 
that  is,  xEK  f1  Bx  (xo,  6) 
(2.19) 
(2.20) 
Next,  we  prove  0E  F(xu,  u)+G(xu,  u).  If  not,  then  a  :=  d(0,  F(x,,,,  u)+G(xu,  u))  >  0. 
Let  0>0  be  so  small  that  kM  +  EM  +7+0<1.  Then,  for  each  h>0,  there  exists 
y  :=  y(h)  e  F(x.,,  u)  +  G(x 
,  u)\{0}  such  that 
lyll  C  dýO,  F(x F(x,,,  u,  u))+hß=V(x)+hß. 
38 By  (2.16),  z=r,,  (x,,,  )  (AýlY) 
with  A>1  is  well  defined  and  zEK,  j  Iz  <  M/A.  Since  K 
is  a  convex  cone,  x,  +  hz  E  K.  Replacing  x  in  (2.19)  by  xu  +  hz  and  using  Lemma  2.2.2, 
we  obtain 
V  (xu)  <V  (xu  +  hz)  +  Ede  (xu  +  hz,  xu  ) 
d(0,  F(xu  +  hz,  u)  +  G(xu,  u))  +  ty  (G(x,,  +  hz,  u),  G(xu,  u)) 
+E  max{hlizll,  O  I  F(xu  +  hz,  u)  -  F(xu,  u)  I} 
<  d(0,  F(x  +  hz,  u)  +  h(-y/A)BY  +  G(x,,,  u))  +7y  ({O},  h(-y/A)By) 
+-hy(G(x￿  +  hz,  u),  G(xu,  u)) 
+s  max{hllzll,  OI  F(xu  +  hz,  u)  -  F(xu,  u)  i}.  (2.21) 
By  the  definition  of  'y-G  inverse  derivative,  we  have 
F(x￿  +  hz,  u)  +  h(-y/,  \)BY  D  F(xu,  u)  +  hý  y+ 
o(h).  ly  l 
Suppose  h  is  small  enough  so  that  h<  Aa  (so  h<  ly  l)  and  x+  hz  E  BX(xo,  6).  As  G 
is  Lipschitz  in  x,  A>1  and  yE  F(xu,  u)  +  G(xu,  u),  from  (2.21)  it  follows  that 
V  (xu)  <  d(0,  F(xu,  u)  -  (hy)/(A  11  y1I)  +  o(h)  +  G(x￿,  u))  +  h-y 
+khllzil  +Ehmax  M,  e+  ellß(h)1  +07  Ah 
Y- 
hy+  lo(h)I+h7+khM+Ehmax 
fM+0ý,  II 
AAh  Alyl 
Ily  I-h+  ilo(h)II  +h7+khM  +Ehmax 
M,  0+  e  Ia(h)  I 
+07 
V(xu)+hß- 
h+ 
lo(h)11  +  h7  +  khM  +  Eh  max 
M, 
e+ello(h)I  +07 
That  is 
1<+  Iý(h)II  +k-,  +'y+6max  M,  O+  Ollo(h)  I 
+eý  AhAh 
By  letting  A  -+  1,  h  -+  0,  we  have 
1  <ß+kM+-y+emax{M,  9(1+7)}  =ß+kM+ry+EM  <  I. 
This  is  a  contradiction.  Therefore,  0E  F(x,  u)  +  G(xu,  u).  From  (2.14)  and  (2.20),  we 
see  also  that 
Ixu  -  xoll  <  do(xu,  xo)  <_  d(0,  F(xo,  u)  +  G(xo,  u))/E  --+0  as  u  -+  uo. 
39 Now,  additionally,  we  suppose  u  F(x,  u)  +  G(x,  u)  is  locally  Lipschitz  at  uo  with 
constant  1>0.  Then  u  F(xo,  u)  +  G(xo,  u)  is  e-8-u.  s.  c.  near  uo  and,  therefore,  is 
closed  restricted  to  a  closed  neighbourhood  of  uo  (see  Theorem  1.2.9).  So  (2.14)  implies 
that  0E  F(xo,  uo)  +  G(xo,  uo),  that  is,  (uo,  xo)  E  Graph(W).  We  fix  riE  (0,  i  ).  Then 
sup  d(0,  F(xo,  u)  +  G(xo,  u))  <1 
-'  -  kM 
uE  BU  (up,  rl) 
M 
and,  therefore,  there  exists  Eo  E  (0,  (1  -  -y  -  kM)/M)  such  that 
d(0,  F(xo,  u)  +  G(xo,  u))  <66,  for  all  uE  Bu(uo,  r  j). 
Let  r2<  r,  be  positive  and  small  enough  so  that  lr2  <  Se0/4  and  u  F(x,  u)  +  G(x,  u) 
is  Lipschitz  with  constant  1  restricted  to  Bu 
(uo)  r2) 
. 
Denote  by  du  the  metric  of  the  space 
U.  To  prove  that  the  implicit  mapping  W  is  pseudo-Lipschitz,  we  need  only  prove  that 
W(ui)  n  Bx(xo,  8/2)  CW  (u)  + 
im 
du(u,  ul)Bx  (2.22) 
1-ry-1cM 
hold  for  all  u,  ui  E  BU(uo)  r2). 
In  fact,  let  u,  ul  E  Bu(uo)  r2)  be  given.  For  each  TE  W(ui)  n  Bx  (xo,  a/2)  and  each 
EE  (eo,  (1  -7-  ISM)/M),  applying  Ekeland's  Variational  Principle,  we  see  that  there 
exists  xEK  satisfying  (2.19)  (with  the  same  9)  and  such  that 
11x  -  ill  <  d0(ß,  ±)  <  d(0,  F(IE,  u)  +  G(x,  u))/e. 
Noting  0E  F(x,  ul)  +  G(x,  ul),  we  have 
jjý  -  TII  <  ItY(F(T,  u)  +  G(x,  u),  F(x,  ul)  +  G(Y,  ul))/e 
<  ldu(u,  ul)/e  <  2lr2/E.  (2.23) 
This  yields 
jjx  -'oýj  ý  jj:  ý  -  XII  +  Jlx  -  XQII 
<  217'2/E+  8/2  <  S. 
Hence  1EKn  BX(xo,  8).  Using  the  same  method  as  used  above,  we  can  prove  that 
0E  F(±,  u)  +  G(x,  u)  =  0,  that  is,  xEW  (u).  Moreover,  from  (2.23),  it  follows  that 
d(T,  W  (u))  C  ýýý  -  ill  <  ldu(u,  ul)/e,  or  TEW  (U)  +  du(u,  ul)Bx. 
40 Since  TEW  (ul)  f1  Bx(xo,  8/2)  is  arbitrary,  we  obtain 
W  (ui)  n  Bx(xo,  ý/2)  CW  (u)  +l  du  (u,  ul)BX. 
6 
Since  EE  (Eo,  (1-  7-  ISM)/M)  is  arbitrary,  it  can  be  replaced  by  (1-  -y  -  kM)/M  which 
gives  (2.22).  Hence,  W  is  pseudo-  Lipschitz  around  (uo,  'o)  with  constant  1M/(1--y-kM). 
This  completes  the  proof.  Q 
Remark  2.2.4.  Here  we  do  not  make  any  explicit  continuity  condition  on  the  function 
u  º-+  F(x,  u)  +  G(x,  u)  for  the  existence  of  the  implicit  function,  such  a  condition  has 
always  been  required  in  previous  studies,  for  example,  see  [56],  [61].  If  a  similar  continuity 
condition  is  imposed  so  that  0E  F(xo,  u0)  +  G(xo,  uo),  then  limu, 
o  xu=  x0  implies  that 
the  implicit  function  u  ý-+  xu  is  continuous  at  u0. 
Note,  (2.16)  is  always  satisfied  for  unconstrained  problems. 
Remark  2.2.5.  From  (2.22),  we  see  that  the  pseudo-Lipschitz  modulus  of  W  only  de- 
pends  on  6.  This  note  will  be  useful  for  the  proof  of  some  corollaries  we  give  later. 
Remark  2.2.6.  Noting  Proposition  2.1.6  and  Theorem  1.2.11,  if  F(",  u)  is  E-6-upper 
semicontinuous,  the  sum  F+G  can  be  treated  as  one  mapping  instead  of  a  sum.  Of 
course,  the  results  in  both  cases  are  equivalent.  The  same  situation  also  arises  in  the 
following  result.  We  consider  the  sum  so  that  we  can  easily  deduce  some  corollaries. 
Now,  we  consider  the  case  when  the  constraint  is  only  a  closed  subset.  In  this  case, 
both  xE  F(x,  u)  and  x  G(x,  u)  should  be  locally  Lipschitz,  but  a  condition  made  on 
the  7-G  inverse  derivative  can  be  a  little  less  strict. 
Theorem  2.2.7.  Under  (H2.2.1)-(H2.2.  S),  let  KCX  be  a  closed  subset  and  Q  be  a 
neighbourhood  of  K.  Suppose  F  satisfies  the  following  conditions. 
(F2.2.3)  For  each  uE  Bu  (u0,  r)  and  each  xEK  fl  Bx  (xo,  6),  F(x,  u)  +  G(x,  u)  has  a 
minimum  point,  that  is  IyU=  d(0,  F(x,  u)  +  G(x,  u))  for  some  yE  F(x,  u)  +  G(x,  u). 
(F2.2.4)  For  each  uE  BU(uo,  r),  the  mapping  xH  F(x,  u)  is  E-6-u.  s.  c.  and,  restricted 
to  ci  f1  BX  (xo,  d),  is  Lipschitz  with  constant  k1. 
41 (F2.2.5)  For  each  uE  Bu  (uo,  r),  the  mapping  xH  F(x,  u)  possesses  a  ry-G  inverse 
derivative  IF,,  (x)  at  each  xEKn  Bx  (xo,  6)  and  there  exist  aE  [0,1),  M>0  with 
0<  µ(k,  +k)M+kM+ry  <1  such  that 
IIru(x)y  I  <_  MIIyII,  for  ally  E  By,  xEKn  Bx(xo,  6), 
F  (x)  By  C  TK(x)  +  µFu(x)BY,  for  xEKn  Bx(xo,  6) 
Write 
ij=sup  r,  <r  :  sup  d(0,  F(xo,  u)  +  G(xo,  u))  < 
uEBu  (uo,  ri  ) 
(2.24) 
1-ry-µ(k1+k)M-kMal 
(l+µ)M 
Then  for  each  uE  Bu  (uo,  ii),  there  is  xu  EKn  Bx  (xo,  b)  such  that 
0E  F(x.,,  u)  +  G(x,,,,  u)  and  lim  xu  =  xo. 
u-*uo 
If,  in  addition,  u  ý-+  F(x,  u)  +  G(x,  u)  is  locally  Lipschitz  at  uo  with  constant  1  uniformly 
in  xEK  f1  Bx  (xo,  6),  then  the  constrained  implicit  mapping  W  defined  in  Theorem  2.2.3 
l(1  +  j-,  )M 
is  pseudo-Lipschitz  with  constant  1-µ(ki+k)M-kM-'Y 
Proof.  Let  uE  Bu(ua)  i)  be  given.  Then  there  exists  E0  E  (0,  (1  -y-  ISM)/M)  such 
that 
d(0,  F(xo,  u)  +  G(xo,  u))  <  Eoi5.  (2.25) 
Let  EE  (6o,  (1  -  µ(k1  +  k)M  -  kM  -  7)/[(1  +  µ)M])  . 
Then 
(1  +M)EM+µ(k1  +k)M+kM+'y  <  1. 
Our  assumption  (F2.2.4),  Theorem  1.2.11  and  Theorem  1.2.9  imply  that  the  function 
V(x)  :=  d(O,  F(x,  u)  +  G(x,  u)) 
is  lower  semicontinuous.  Applying  Ekeland's  Variational  Principle  to  V(")  in  the  metric 
space  K,  we  see  there  exists  xEK  such  that 
V(ýu)  <V  (X)  11  +  EIIx  -  XJ,  for  all  xEK,  (2.26) 
JJXU 
-  X011  <V  (xo)/E  <  E0616  <  6.  (2.27) 
42 Suppose  0ý  F(x,,,  u)  +  G(xu,  u).  By  assumption  (F2.2.3),  there  exists  yE  F(xu,  u)  + 
G(x￿,  u),  y0  such  that 
lyll  =  d(O,  F(xu,  u)  +  G(xu,  u))  =V  (xu). 
Let  z=r.,,  (xu)  (A-YII) 
with  A>1.  Then  our  assumption  (2.24)  and  (2.27)  imply  that 
there  exists  yE  By  such  that  zE  TK  (x,,,  )  +  /.  cF  (x.,  )  y.  Therefore,  by  Theorem  1.3.14, 
there  exist  v,,,  EY  and  h.,,  -+  0  such  that 
v,,  z-  /lF,,,  (xu)y,  xu  +  hnvn  E  K. 
Clearly,  {z}  U  {v.,,  }  is  bounded.  Since  Q  is  a  neighbourhood  of  K,  we  can  suppose 
xu  +  hnz,  xu  +  hnvn  E  SZ  f1  BX(xo,  ý).  Substituting  x=  xu  +  hnvn  into  (2.26),  using 
Lemma  2.2.2  and  the  Lipschitz  properties  of  F(.,  u)  and  G(.,  u),  we  obtain 
V(x)  <  V(x￿)  +Eh￿11v￿  11 
d(0,  F(xu  +  h,,  z,  u)  +  G(xu,  u))  +  7-(Y(G(xu  +  h,  v,,,  u),  G(xu,  u)) 
+7ty  (r'  (x  +  h￿,  z,  u),  F  (xu  +  l2n1Jn,  u»  +  Ehe,  II  vn 
<  d(O,  F(xu  +  h,  z,  u)  +  G(xu,  u))  +  kih,  llz  -  v,,  1+  (k  +  e)h,,  Il  v,,  II 
<  d(0,  F(xu  +  h,,  z,  u)  +  G(xu,  u)  +  hß,,  (7/A)By) 
h,,  ('Y/\)  +  k1h,,  Ilz  -  v,,  Il  +  (k  +  e)h,  UUv,,  IM.  (2.28) 
By  the  definition  of  'y-G  inverse  derivative  and  using  the  same  method  as  used  in  Theorem 
2.2.3  (with  0=0=  0),  we  have  (if  n  is  sufficiently  large) 
V  (x,,  )  <_  V  (x,,  )  -  (hu/A)  +  h,  7  +  kih,  ll  z-v, 
11  +  (k  +  E)hn  IvnII  +  lo(h)  I, 
that  is 
I  <-  k1  Ilz  -v+  (k  +  e)  IlvTll  ++ 
Io(hn)  11 
Letting  )  -+  1,  n  --  oo,  we  obtain 
1  <1  Iýru(ýu)yll  ++(+  ý)  Ilz  -  µru(ýu)y 
<  ik,  M  IyUI  +'Y  +  (k  +  E)  IHzUU  +  (k  +  E)pMll  y 
<  y(kl+k)M+kM+e(1+µ)M+7  <  1. 
43 This  is  a  contradiction.  Therefore  0E  F(xu,  u)  +  G(xu,  u). 
The  rest  of  the  proof  is  the  same  as  that  in  Theorem  2.2.3. 
This  completes  the  proof.  0 
Remark  2.2.8.  Although  the  assumption  µ<1  is  not  used  in  the  proof,  the  other 
assumptions  seem  to  imply  that  p  should  be  less  than  1.  We  can  show  this  in  the  case  F 
is  single-valued  below. 
In  fact,  for  each  xE  KnBx(xo,  c5),  yEY  and  h>0  with  x+hr(x)y  E  KnBx(xo,  6), 
from  the  definition  of  ry-G  inverse  derivative,  it  follows  that 
F(x+hF(x)y)  =  F(x)+by+h7lly  Iwy+o(h) 
for  some  wy  E  By  (note  F  is  single-valued).  So  the  Lipschitz  assumption  of  F  and  the 
boundedness  of  ]P(x)  imply  that 
l+  Il  yll'Ywyll  <1  I+  hr(x)y)  -  F(x)  +  o(h)  (<  kiM  IyI+  o(h) 
hh 
Therefore, 
1_  -f  cy+,,  wy  <  k1M  +I  °(h)II  c  (k1  +  k)M  + 
II0(h)  I 
lyll  hllyil  hI  yll 
Letting  h  -+  0,  we  have  1-7<  (k1  +  k)M.  Since  0<  µ(k1  +  k)M  +  kM  +7<1,  we 
obtain 
1-7-kM<1. 
(k1  +k)M 
Remark  2.2.9.  There  are  some  standard  conditions  that  ensure  (F2.2.3).  For  example, 
we  may  suppose  the  values  of  F+G  are  compact,  or  only  closed  convex  in  case  Y  is  a 
reflexive  Banach  space. 
Theorem  2.2.10.  Suppose  the  condition  (2.24)  in  Theorem  2.2.7  is  replaced  by 
Fu(x){y  EY:  IIyII  =  1}  C  TK(x)  +  Mru(x)By,  xE  Kn  Bx(xo,  b). 
Then  the  conclusion  remains  valid. 
Proof.  The  proof  is  similar  to  that  of  Theorem  2.2.7,  we  need  only  replace  A  by  1  and 
take  yEi  By. 
44 If  the  constraint  K  in  Theorem  2.2.7  or  2.2.10  is  convex,  we  have  a  better  result 
the  same  conclusion  as  in  Theorem  2.2.3. 
Theorem  2.2.11.  Under  the  conditions  of  Theorem  2.2.7  or  2.2.10,  suppose  K  is  con- 
vex.  Then  the  number  q  in  the  conclusions  is 
ý7  =  sup 
{rl 
E  (0,  r]  :  sup  d(0,  F(xo,  u)  +  G(xo,  u))  <1 
'Y  -  kM8 
uE  By  (uo,  ri)  M 
and  the  pseudo-Lipschitz  constant  of  W  is 
im 
1-'y-kM' 
Proof.  Since  K  is  convex,  TK(x)  is  a  closed  convex  cone  for  each  xEK,  so  for  each  pair 
of  constants  Cl  >  0,  c2  >  0,  we  have 
c1TK(X)  +  c2TK(x)  C  TK(X). 
By  (2.24),  for  each  xE  BX  (xo,  J),  we  have 
F(x)By  C  TK(x)  +  /2F  (x) 
By  C  TK(x) 
+  1u(TK(x)  +  /iI'u(x)By) 
C  TK  (x)  +  ý(GZTu(x) 
By  C  ...  C  TK(x)  +  /ln]pu(x)BY 
Since  (F2.2.5),  Pu(x)BY  is  bounded.  So 
I'u(x)By  C  TK(x)  =  TK(x). 
That  is,  (2.24)  holds  also  with  µ=0  and  therefore  Theorem  2.2.7  applies  with  ,u=0  to 
complete  the  proof.  Q 
Remark  2.2.12.  This  corollary  means  that  the  Lipschitz  constant  of  F  can  be  arbi- 
trarily  large  provided  the  constraint  is  convex. 
Next,  we  use  the  above  theorems  to  deduce  some  conclusions  in  which  the  'y-G  inverse 
derivative  will  not  be  imposed  explicitly.  For  convenience  to  consider  both  cases  (cone 
constraint  and  non-cone  constraint),  we  denote  by 
K  if  the  constraint  K  is  a  closed  convex  cone,  QK  = 
SZ  if  K  is  only  a  closed  subset. 
EK 
if  the  constraint  K  is  a  closed  convex  cone, 
K(D)_ 
TK(x)  if  K  is  only  a  closed  subset. 
Obviously,  EK  (x)  is  always  a  cone,  and  if  K  is  convex,  then  EK  (x)  is  convex. 
45 Corollary  2.2.13.  Under  (H2.2.1)-H(2.2.3),  Let  L:  S2K  XU  -ý  Y  be  a  function  with 
L(",  u)  positively  homogeneous.  Suppose  there  exist  c>0,  a,  ß>0  with  0+  ac  +  lac  <1 
such  that,  for  all  uE  BU(uo,  r),  xEKn  Bx(xo,  S)  and  all  x'  E  SZK  n  Bx(xo,  6), 
F(x,  u)  +  L(x'  -  x,  u)  C  F(x',  u)  +  all  x-  x'IlBy,  (2.29) 
By  c  L(cBX  n  EK(x),  u)  +  ßBy.  (2.30) 
Then  the  conclusions  of  Theorem  2.2.3  remain  true  with  7=0+  ac  and  M=c  provided 
at  least  one  of  the  following  two  conditions  holds 
(i)  K  is  a  closed  convex  cone,  SZ  =K  and  (F2.2.1)  is  satisfied. 
(ii)  K  is  a  closed  subset,  SZ  is  a  neighbourhood  of  K  and  (F2.2.3),  (F2.2.4)  are  satis- 
fled. 
Proof.  Let  A>1  be  such  that  a(ß  +  ac  +  lac)  <  1. 
By  (2.29),  (2.30)  and  Proposition  2.1.10,  we  see  that,  for  each  uE  Bu  (uo,  r),  the 
mapping  xHF  (x,  u)  possesses  aA  (O  +  ac)-G  inverse  derivative  r 
,, 
(x)  at  each  xE 
KnBx(xo,  8)  and 
I'u(x)By  C  EK(x),  for  all  uE  BU(uo,  r),  xEKn  BX(xo,  S),  (2.31) 
ýýI'u(x)yýý  <  cAllyll,  for  all  yEY.  (2.32) 
By  Theorem  2.2.3  in  case  (i)  holds  or  Theorem  2.2.7  in  case  (ii)  holds,  for  each  uE 
Bu  (uo,,  qi)  with 
1-  ý(ß 
rýl  =  sup  T1  E  (0,,  r]  :  sup  d(0,  F(xo,  u)  +  G(xo,  u))  <+ 
ac)  -  akc 
Ac8, 
uEBU(uo,  ri) 
the  inclusion  0E  F(x,  u)  +  G(x,  u)  has  a  solution  x.,,  EK  f1  Bx  (xo,  b)  with  lim  xu  =  u--+u  p 
x0  and,  under  the  extra  assumptions  made  in  Theorem  2.2.3,  the  constrained  implicit 
mapping  W  defined  in  Theorem  2.2.3  is  pseudo-Lipschitz  around  (uo,  xo)  of  constant 
b(A)  :=  Alc/(1  -  (ß  +  ac)A  -  \kc).  Since  A>1  with  (ß  +  ac  +  kc)A  <1  is  arbitrary  and 
noting  Remark  2.2.5,  we  see  that  the  A  in  the  above  constant  b(A)  and  the  definition  of 
m  can  be  replaced  by  1.  This  completes  the  proof.  El 
46 Corollary  2.2.14.  Under  (H2.2.1)-(H2.2.3),  let  F-f:  XxU  --4  Y  be  single-valued. 
Suppose,  for  each  ue  Bu(uo,  r),  xf  (x,  u)  is  weakly  Gdteauz  differentiable  with  weak 
derivative  ff  (x,  u)  and  that  ff  (xo,  u)  (K)  =  Y,  llff  (x,  u)  -  ff  (xo,  u)  11  <a  with  some  a>0 
for  all  xEKn  BX(xo,  6).  Then  the  conclusions  of  Corollary  2.2.13  remain  true  with 
some  new  c>0  provided  that  a  and  k  are  sufficiently  small. 
Proof.  Let  L(",  u)  :=f,,  ' 
, 
(xo,  u).  Since  L(K,  u)  =Y  for  each  uE  BU(uo,  r),  from  Theorem 
1.3.15,  it  follows  that  (2.30)  is  satisfied  with  ß=0  and  some  constant  c>0. 
Let  x1,  x2  EKn  BX(xo,  6)  and  y*  E  Y*.  Then 
y*  (f  (xi)  u)  -f  (-12;  u)  -  fý  ýýo 
ý  u)  ýý1  -  X2)) 
f([f(xi 
+  t(x2 
-  xl)I  u)  - 
fý(x0)u)](x1 
-  x2),  y*)dt. 
Choosing  y*  with  ly*11  =1  such  that 
f  (x2,  u)  -f 
(x 
,  u)(Xl  -X2))  =If 
('iO) 
-f  x2,  u)  - 
fall;  (x0)u)(x 
-X2) 
we  obtain  that 
If  (x1I  u)  -f 
(x2,  u)  - 
ff  (x0)u)  (x1 
-  x2)  I<  alIXI  -X211- 
That  is  (2.29)  is  also  satisfied.  So  the  conclusion  follows  from  Corollary  2.2.13.  Q 
Corollary  2.2.15.  Under  (H2.2.1)-(H,  2.2.  S),  let  F:  =  f:  SiK  XU  -+  Y  be  single-valued 
and  c>0,  ry  E  [0,1)  be  constants  with  clc  +7<1.  Suppose,  for  each  uE  Bu(uo,  r),  the 
function  x  i--+  f  (x,  u)  is  Gateaux  differentiable  with  the  derivative  Df  (x,  u)  :=  Dx  f  (x,  u) 
at  each  xEK  f1  Bx  (xo,  8)  and 
By  cDf  (x,  u)  (cBX  n  EK(x))  +  -yBy  for  all  xE  Bx  (xo,  S)  n  K.  (2.33) 
(i)  If  K  is  a  closed  convex  cone,  Q=K  and  (F2.2.1)  is  satisfied,  then  the  conclusions 
of  Theorem  2.2.3  remain  true  with  M=c. 
(ii)  If  K  is  only  a  closed  subset,  Q  is  a  neighbourhood  of  K  and  (F2.2-3)  and  (F2.2.4) 
are  satisfied,  then  the  conclusions  of  Theorem  2.2.3  remain  also  true  with  M=c. 
47 Proof.  From  our  assumptions  and  Proposition  2.1.8,  it  follows  that,  for  each  uE 
BU  (uo,  r)  and  A>1  with  )(ck  +  7)  <  1,  xf  (x,  u)  possesses  a  A7-G  inverse  derivative 
F(x)  at  each  xEK  f1  Bx(x0,6)  satisfying  (2.31)  and  (2.32).  Applying  Theorem  2.2.3  in 
case  (i)  holds  or  Theorem  2.2.7  (  with  F  replaced  by  f)  in  case  (ii)  holds,  we  see  that, 
for  each  uE  BU  (uo,  7)2)  with 
772  =  sup  T1  E  (0,  r]  :  sup  d(0,  f  ('o,  u)  +  G(xo,  u))  <1 
A7  -  Akc8 
uEBU(uo,  ri) 
Ac 
0Ef  (x,  u)  +G  (x,  u)  admits  solution  xu  EK  f1  Bx  (xo,  6)  with  limo-+uo  xu  =  xo  and,  under 
the  extra  assumptions  made  in  Theorem  2.2.3,  the  constrained  implicit  mapping  W  is 
pseudo-Lipschitz  around  (uo,  x0)  with  constant  b())  :_  )lc/(1  -  czc)  -  )lac).  Since  A>1 
with  .  ('y  +  lac)  <1  is  arbitrary,  it  can  be  replaced  by  1  in  the  above  constant  b(A)  and 
the  definition  of  i,  2  according  to  Remark  2.2.5.  This  completes  the  proof.  El 
Remark  2.2.16.  If  Df  (x)  is  linear,  then  (2.33)  implies 
By  CDf  (x)  (1  BX  n  EK(x)) 
for  all  xE  Bx  (xo,  ä)  n  K.  In  fact,  from  (2.33),  it  follows  that 
By  C  Df  (x)(cBx  n  EK(x))  +  "Y(Df  (x)(cBX  n  EK(x))  +'YBY) 
c  Df  (x)((1  +'y)cBx  n  EK(x))  +'y2BY 
...  CD  f(x)  ((E 
o,  yic)BX  n  EK(x))  +'yn+1By. 
(2.34) 
By  letting  n  -+  oc,  we  obtain  (2.34). 
It  is  not  hard  to  show  that  if  (2.33)  is  replaced  by  (2.34),  we  have  the  same  conclusion. 
Corollary  2.2.17.  Under  the  conditions  of  Corollary  2.2.15,  suppose,  in  addition,  x  i-+ 
Df  (x,  u)v  is  continuous  at  xo  uniformly  on  vE  BX  and  (2.33)  is  replaced  by 
By  C  Df  (xo,  u)(cBx  n  EK(x))  +  ry1By,  for  all  xE  Bx(xo,  6)  n  K,  (2.35) 
for  some  'yl  <  7.  Then  the  conclusions  remain  true  with  6  replaced  by  6i  <  6. 
48 Proof.  Let  0E  (0,  'y  -  'y').  The  unform  continuity  of  Df  (",  u)v  implies  that  there  exists 
J1  E  (0,6]  such  that 
Df  (x,  u)v  -Df  (xo)u)v  l<  0/c,  for  all  xE  BX  (xo,  81),  vE  BX.  (2.36) 
Let  xEK  f1  BX(xo,  61)  and  yEB.  (2.35)  implies  that  there  exist  xy  E  BX  n  EK(x), 
zy  E  By  such  that 
y=  Df  (xo,  u)(Cxy)  +'Ylzy  =  Df  (x,  u)(cxy)  +  [Df  (x0,  u)  - 
Df  (x,  u)](cxy)  +  -yizy" 
From  (2.36),  it  follows  that 
II 
LDf 
(x0, 
u)  - 
Df  (x,  u)]  (cx 
)+ 
'Ylzy 
ICß  +ry1  <ty. 
Therefore,  we  have  y=Df  (x,  u)  (cxy)  +  rywy  for  some  wy  E  By,  which  implies  (2.33)  with 
6  replaced  by  6  1.  This  completes  the  proof.  Q 
Remark  2.2.18.  If  f  (",  u)  is  continuously  Frechet  differentiable  at  x0,  then  Df  (",  u)v 
is  uniformly  continuous  on  bounded  sets.  Moreover,  if  Df  (xo,  u)  (K)  =  Y,  then  (2.35) 
is  satisfied  according  to  Theorem  1.3.15  and,  therefore,  we  obtain  the  classical  implicit 
function  theorem  by  letting  K=X,  G(x,  u)  -  {0}. 
Corollary  2.2.19.  Under  (H2.2.  l)-H(2.2.3),  let  F-f:  SDK  XU  -*  Y  be  a  single- 
valued  function  with  xf  (x,  u)  continuous  for  each  uE  BU(uo,  r).  Suppose  there  exists 
a  convex  family  of  linear  operators  LC  L(X,  Y)  and  c,  a>0  with  c(k  +a+  X(L  ))  <1 
such  that 
f  (x',  u)  -  f(x,  u)  E  £(x'  -  x)  +  all  x'  -W  II  By, 
By  cL  (cBx  n  EK(x)) 
for  all  xEK  fl  BX(xo,  S),  uE  Bu(uo,  r),  all  x'  E  S1Kn  EK(x)  f1  Bx  (xo,  b)  and  all  LEC. 
Then  the  conclusions  of  Theorem  2.2.3  remain  true  with  M=c,  7=  c(a  +  x(,  C))  if  at 
least  one  of  the  following  two  conditions  holds. 
(i)  K=Q  is  a  closed  convex  cone. 
(iiý  K  is  a  closed  convex  subset,  Q  is  a  neighbourhood  of  K  and  (F2.2.3)  and  (F2.2.4) 
are  satisfied. 
49 Proof.  From  our  assumptions  and  proposition  2.1.11,  it  follows  that,  for  each  uE 
Bu  (uo,  r)  and  A>1,  ß>  x(L)  with  1\c(k  +  ,Q+  a)  <  1,  xf  (x,  u)  possesses  a 
)  c(a  +  0)-G  inverse  derivative  IF  (x)  at  each  xKn  Bx  (xo,  6)  satisfying  (2.31)  and 
(2.32).  Applying  Theorem  2.2.3  in  case  (i)  holds  or  Theorem  2.2.7  in  case  (ii)  holds  with 
M=  )c,  ry  ='c(a  +  0)  and  µ=0,  we  see  that,  for  each  uE  Bu(uo,  7)2)  with 
773  =  sup  rl  E  (0,  r]  :  sup  d  (O,  f  (xo,  u)  +G  (xo,  u))  <1-  /\c(a  +k+  , 
Q) 
Ac 
6, 
uEBu(uo,  ri) 
0Ef  (x,  u)  +G  (x,  u)  admits  solution  xu  EKn  BX  (xo,  6)  with  limu, 
'o  x,,  =  x0  and,  under 
the  extra  assumptions  made  in  Theorem  2.2.3,  the  implicit  mapping  W  is  pseudo-Lipschitz 
around  (uo,  xo)  with  constant  b(\)  :=l.  \c/  [1-  Ac(a  +k+  ß)].  Since  A>1,  ß>  x(L)  with 
)c(a  +ß+  k)  <1  are  arbitrary,  they  can  be  replaced  by  1  and  x(L  ),  respectively,  in  the 
above  constant  b(7)  and  the  definition  of  773.  This  completes  the  proof.  Q 
Remark  2.2.20.  Corollary  2.2.19  generalizes  Theorem  3  of  [61]  where  the  unconstrained 
problem  with  G(x,  u)  -  {0}  is  considered  under  the  assumption  that  L  is  a  uniform 
strict  prederivative  and  the  injectivity  of  LEL  is  imposed  (in  Theorem  4  of  [61])  for  the 
continuity  of  the  implicit  function. 
To  close  this  section,  we  give  a  theorem  in  case  X  is  finite  dimensional  and  both  F  and 
G  are  single-valued.  For  the  proof,  we  need  a  proposition  regarding  the  differentiability 
of  a  function  f:  R'  -*  Y  which  is  a  generalization  of  a  result  implicit  in  Theorem  2.1  of 
[62]  where  Y=R. 
Proposition  2.2.21.  Suppose  function  f:  RI  -+  Y  is  locally  Lipschitz,  Gateaux  differ- 
entiable  at  xo  and  the  derivative  map  vHDf  (xo)v  is  also  Lipschitz.  Then,  for  each 
e>0,  there  exists  6>0  such  that 
II  f(xo  +  v)  -f  (xo)  -Df  (xo)v  <  ElIvII,  for  all  vE  R"  with  jvjj  <  6. 
Proof.  Suppose  the  conclusion  is  not  true.  Then  there  exists  Eo  >0  and  vj  E  Rý  with 
I vj  I I<  1/  j  such  that 
IIf  (xo  +  vj)  -f  (xo)  -  D.  f  (xo)vjII  ?  Eo  Uvj  11 
4 
for  each  j=1,2,  ... 
50 Since  f  is  locally  Lipschitz,  there  exist  M>0,  r>0  such  that 
l.  f(xo+x)-.  f(xo+y)MM  C  MjIx-yjI,  for  allx,  y  ErB:  =rRR,,. 
Let  uj  =r  II  , 
Aj  =  Ilvj  11/r.  Then  uj  E  rB,  Aj  -+  0  and  a;  uj  =  vj.  We  may  suppose  vjll 
uj  -+  uo  EW  and  the  Lipschitz  constant  of  vDf  (xo)v  is  d.  Then  we  have 
If  (xo  +  Ajuo) 
- 
f(xo) 
- 
\j  Df  (xo)uoll  !If  ('o  +  Ajuj) 
- 
f(xo) 
- 
Df  (xO)(Aju7) 
-Ilf(xo  +Ajuj) 
-f 
(xo  +Ajuo)  11 
-II 
Df  (x0)  (,  \  uj)  - 
Df  (xo)  (. 
7uo) 
II 
6oIIv7ll  -MACIluj-uoII  - 
A7d  lud 
-u0ll 
_  Aj(Eor-Mlluj-uoll-dlluj-uoll). 
Therefore, 
lim  inf 
II.  f  (xo  +  \juo)  -  .f 
(xo)  -  )j  D.  f  (xo)uo  I) 
>  Eor  j--oo  A7 
which  contradicts  the  Gateaux  differentiability  assumption.  This  completes  the  proof. 
0 
Theorem  2.2.22.  Suppose  f,  g:  R7z  xU  -+  Y  are  continuous  functions  and  satisfy  the 
following  conditions. 
(iý  xf  (x,  uo)  is  locally  Lipschitz,  Gateau  differentiable  at  xo  with  the  derivative 
D1  f  (xo,  uo). 
(ii)  f  (x,  u)  +  g(x,  u)  E  range(D1  f  (xo,  uo))  for  all  (x,  u)  in  a  neighbourhood  W  of 
(xo7  u0) 
(iii  v  ý-+  D1  f  (xo,  uo)v  is  Lipschitz  invertible  and  the  Lipschitz  constant  of  the  inverse 
is  M. 
(iv)  There  exist  k,  k1  >0  with  kM  <1  such  that 
Il9(x,  u)  -  9(xo,  uo)11  Ck  Ix  -  xo  Ul  +  ki  llu  -  uo  ll,  for  all  (x,  u)  E  W. 
Then,  for  each  neighbourhood  V  of  xo,  there  exists  a  neighbourhood  U  of  uo  and  a  function 
0:  U-4  V  such  that 
f  (o(u),  u)+  9(o(u),  u)=  f  (xo,  uo)  +  9(xo,  uo),  for  every  uEU. 
51 Proof.  Without  loss  of  generality,  we  let  f  (xo,  uo)  =  g(xo,  uo)  =0  (otherwise,  we  can 
consider  f  (x,  u)  :=f  (x,  u)  -f  (xo,  uo)  and  g(x,  u)  :=  g(x,  u)  -  g(xo,  uo)) 
Let  rq  =1-  kM  and  write  P=  D1  f  (xo,  u0).  From  Proposition  2.2.21  and  our 
assumptions,  it  follows  that  there  exists  a>0  such  that 
xo  +  aB  CV  and  Ilf  (xo  +  x,  uo)  -  Pxll  < 
3M  a,  for  each  xE  aB.  (2.37) 
The  continuity  of  f  and  the  compactness  of  of  imply  that  there  exists  ßE 
(0,  rya/(6Mk1))  such  that 
iJf  (xo  +  x,  u)  -  f(xo  +  x,  uo)  ll< 
3M  a,  for  all  xE  aB,  uE  Bu  (uo,  0). 
By  our  assumption  (iv),  for  all  xE  aB  and  all  uc  Bu  (uo,  ß),  we  have 
II9(xo  +  x,  u)II  =  ll9(xo  +  x,  u)  -  9(xo,  uo)II  lea  +  k1ß. 
Now,  let  uE  Bu(uo,  ß)  be  given  and  let 
N(x)  =x-  P-1(f  (xo  +  x,  u)  +g  (xo  +  x,  u))  , 
for  each  xE  aB. 
(2.38) 
(2.39) 
By  the  Lipschitz  property  of  P-1  and  our  assumption  (ii),  Nu  is  a  well-defined  continuous 
operator  on  RI.  (2.37)-(2.39)  imply  that,  for  each  xE  aB,  we  have 
I  Nu(x)  ýý  <I  p-i  px  _  p-1(f  (xo  +  x,  uo)  +  9(xo  +  x,  uo)) 
(.  f(xo  +x,  uo)  +9(xo  +x,  uo))  -  P-1(.  f(xo  +x,  u)  +9(xo  +x,  u))1I 
II  p-  lpx 
_  p-  lf  (xo  +  x,  uo)  ll 
+IIP-'  f(xo  +  X,  uo)  -  P-'  (f(xo  +  x,  uo)  +  g(xo  +  x,  uo»  11 
+MIIf(xo+x,  uo)+9(xo+x,  uo)  -f(xo+x,  u)  -9(xo+x,  u) 
<  MllPx  -  f(xo+x,  uo)lI  +Mll9(xo+x,  u)lI 
+MIIf(xo  +x,  uo)  -  f(xo+x,  u)1I  +M119(xo+x,  uo)  -9(xo  +x,  u)11 
M7  a+Mka+M11ß+M3M77  a+Mk1ß  <  a(7]+kM)  =  a. 
3M 
That  is  Nu  maps  B  into  itself.  Applying  Theorem  1.5.4,  N.  has  fixed  point  xEB  and, 
therefore, 
P-1(f(xo+x 
,  u)+g(xo+x,  u))  =0. 
52 By  letting  q(u)  =  x0  +  x..,  we  obtain 
f  (q(u)3  u)  +  9(ß(M)3  u)  =  P(O)  =  0. 
This  completes  the  proof. 
Remark  2.2.23.  If  g(x,  u)  =0  and  U=  lRt,  Y=  R7 
, 
We  obtain  the  main  result  of  [53] 
where  the  proof  is  along  the  same  line.  We  should  remark  that,  in  [53],  a  extra  condition 
like  our  assumption  (ii)  should  be  imposed  so  that  the  operator  Nu  is  well  defined. 
2.3  Some  open  mapping  theorems 
Definition  2.3.1.  Suppose  X,  Y  are  Banach  spaces.  A  mapping  F:  Dom(F)  CX  -4  2Y 
is  said  to  be  (locally)  open  at  (x0,  yo)  E  Graph(F)  if  By(yo,  a)  C  F(BX(xo,  b))  for  some 
a,  b>0. 
From  the  definitions  of  controllability  and  openness,  we  see  that  the  local  controlla- 
bility  of  the  nonlinear  system 
xý(t)  =  A(t)x(t)  +f  (t,  x(t),  u(t)),  x(0)  =  xo 
in  time  T  is  equivalent  to  the  local  openness  of  the  (set-valued)  mapping 
u-  {x(T):  xEE  S(u)} 
with  S(u)  the  solution  set  of  the  above  equation.  So  in  this  section,  we  give  some  con- 
strained  open  mapping  theorems  for  a  general  set-valued  mapping  so  that  we  can  study 
constrained  controllability  problems  later. 
The  mapping  we  will  consider  is  of  the  form 
F+G:  S2KCX-}Pc(Y). 
with  X,  Y  Banach  spaces,  KCQCX,  S1K,  as  well  as  EK(x)  in  the  following,  are  as  in 
the  previous  section. 
In  this  section,  we  impose  the  following  basic  assumptions. 
53 (H2.3.1)  xo  E  K,  6>0,  G:  SZK  -}  Pc(Y)  is  e-6-u.  s.  c.  and,  restricted  to  SDK  n 
Bx(xo,  8),  is  Lipschitz  with  constant  k(6)  >  0. 
(H2.3-2)  If  K  is  a  closed  convex  cone,  then  Q=K  and  F:  K  -+  PP  (Y)  is  either 
a  closed  single-valued  function  or  a  6-8-u.  s.  c.  set-valued  mapping;  If  K  is  only  a  closed 
subset,  then  SZ  is  a  neighbourhood  of  K  and  F:  SZ  -+  PA(Y)  is  a  e-6-u.  s.  c.  set-valued 
mapping  and,  restricted  to  Kn  BX  (x0,6),  is  Lipschitz. 
(H2.3.3)  yo  E  F(xo)+G(xo)" 
To  prove  that  F+G  is  open  at  (xo,  yo),  we  need  some  extra  assumptions  on  F.  Each 
of  the  following  four  conditions  will  be  enough. 
(F2.3.1)  K  is  a  closed  convex  cone,  F  possesses  a  'y-G  inverse  derivative  I'  (x)  at  each 
xE  Bx  (xo,  6)  nK  and  there  exists  c(6)  >0  with  ry  +k  (6)  c(6)  <1  such  that 
F(x)By  CK  for  each  xE  Bx(xo,  6)  n  K, 
llf'(x)yll<c(6)Ilyll  for  allxEBX(xo,  ä)nK,  yEBy.  (2.40) 
(F2.3.2)  There  exists  a  positively  homogeneous  operator  L:  S2K  Y  and  there  exist 
a>0,  c(8)  >  0,7  >0  with  ac(6)  <7<1-  k(6)c(6)  such  that 
F(x)  +  L(x'  -  x)  C  F(x')  +  ax'  -  x11By, 
By  C  c(ä)L(BX  n  EK(x))  +  (ry 
-  CLC(6))By 
for  all  xE  Bx(xo,  ý)  f1  K  and  all  x'  E  SZK  n  Bx  (xo,  J). 
(F2.3.3)  F  :=f  is  single-valued,  Gateaux  differentiable  at  each  xE  Bx  (xo,  6)  nK 
with  derivative  Df  (x),  and  there  exist  ry  >  0,  c(6)  >0  with  k(6)c(8)  <1-  ry  such  that 
By  c  c(6)  Df  (x)  (Bx  f1  EK  (X))  +  "BY,  for  all  xE  BX  (io,  6)  n  K.  (2.41) 
(F2.3.4)  K  is  convex,  Ff  is  single  valued,  ,CE 
L(X,  Y)  is  a  convex  family  of 
bounded  linear  operators  and  there  exist  constants  c(8)  >  0,  'y  =  c(6)  (a  +  X(L))  with 
54 a>0  such  that 
c(6)  (a  +  x(J)  +  k(J))  <  1, 
f  (x1) 
-f  (12)  EL  (x1 
-  x2)  +  alIxl  -  x2IIBY,  for  all  x1,  x2  EKn  BX(xo,  6), 
By  C  c(6)L(Bx  n  EK(x)),  for  each  LEr,  xE  BX(xo)  8)  n  K. 
Theorem  2.3.2.  Under  (H2.3.1)-(H2.3.3),  suppose  at  least  one  of  the  above  four  as- 
sumptions  ((F2.3.1)-F(2.3.4))  is  satisfied  corresponding  to  whether  K  is  a  closed  convex 
cone  or  only  a  closed  subset,  then 
B 
(Yo7  1-  k(6)c(6) 
6 
c(8) 
c  (F  +  G)  (BX  (x0,6)  n  K) 
and  the  constrained  inverse  mapping  (F  +  G)K'  defined  by 
(F  +  G)K'(y)  =  {x  E  BX(x0,6)  nK:  yE  F(x)  +  G(x)} 
(2.42) 
is  pseudo-Lipschitz  around  (yo,  x0)  with  constant  c(6)/  (1-  7-  k(6)c(ö)) 
. 
If,  in  addition, 
the  corresponding  one  of  the  four  assumptions  ((F2.3.1)  -(F(2.3.4))  is  satisfied  for  all 
8>  0  and 
lim 
j 
(1 
-7-  k(6)c(6))  =  00, 
ö-+oo  c(S) 
then  (F  +  G)  (K)  =  Y. 
(2.43) 
Proof.  Let  U=Y,  F(x,  u)  -  F(x),  G(x,  u)  -  G(x)  -u  for  all  xEK,  uEU,  and  let 
r=  oc,  l=1.  Then  the  conditions  in  Theorem  2.2.3  are  satisfied  if  (F2.3.1)  holds  or  the 
corresponding  conditions  in  Corollary  2.2.13,2.2.15  or  2.2.19  are  satisfied,  respectively,  if 
(F2.3.2),  (F2.3.3)  or  (F2.3.4)  holds.  Since 
d(0,  F(xo,  u)  +0  (xo,  u))  =  d(u,  F(xo)  +  G(xo))  <Iu-  yo  1,  for  all  uEY, 
we  see  that  the  number  77  in  Theorem  2.2.3  or  Corollary  2.2.13,2.2.15  or  2.2.19  is 
%= 
c(6) 
So  (2.42)  follows  from  Theorem  2.2.3  or  Corollary  2.2.13,2.2.15  or  2.2.19. 
1-7-k(8)c(J) 
55 Now,  suppose  the  additional  conditions  hold.  Let  yEY.  (2.43)  implies  that  there 
exists  6>0  such  that 
yEB  yo) 
l-  k(J)c(J) 
c(6) 
Therefore,  the  conclusion  obtained  in  our  first  step  implies  yE  range(F  +  G). 
This  completes  the  proof.  F-I 
Remark  2.3.3.  In  [47],  Ioffe  defined  the  surjection  modulus  and  surjection  constant  of 
a  set-valued  mapping  F  at  (x,  y)  E  Graph(F)  by 
sur(F,  x,  y)  (5)  =  sup{r  >0:  By  (y,  r)  C  F(B(x,  b))}, 
sur(F,  x,  y)  =  lim  inf  sur  F  x,  y)  (6) 
5--}0  6 
In  this  sense,  under  the  conditions  of  Theorem  2.3.2,  we  have 
sur(F  +  G,  xo,  yo)  (6)  >1  -y  -  k(d)c(6) 
53 
c(6) 
sur(F  +  G,  xo,  yo)  >  lim  inf 
17-  k(6)c(d) 
ö--+o  c(a) 
Remark  2.3.4.  (a)  If  (F2.3.1)  holds,  K=X,  G(x)  -  0,  ry  =0  and  F  is  single-valued, 
we  obtain  the  main  result  of  [78]  and,  therefore,  the  other  results  of  [78]  and  that  of  [68] 
can  be  also  deduced  (because  the  results  of  [68]  are  corollaries  of  [78]).  We  also  remark 
that,  in  [78],  (2.40)  is  assumed  to  be  satisfied  for  every  yEY  and  our  proof  seems  to  be 
simpler  due  to  the  use  of  Ekeland's  Variational  principle  instead  of  Brezis  and  Browder's 
Theorem.  Moreover,  in  both  [68]  and  [78],  no  Lipschitz  property  of  the  inverse  function 
F-1  is  asserted. 
(b)  If  (F2.3.2)  holds,  Theorem  2.3.6  generalizes  Kachurovskii's  Open  Mapping  Theo- 
rem  (see  Theorem15.5  in  [31])  where  the  unconstrained  single-valued  problem  was  con- 
sidered  by  supposing  L  is  a  surjective  bounded  linear  operator.  The  method  used  in  [31] 
is  different  from  ours  and  no  surjection  modulus  is  given  in  [31].  This  generalization  can 
not  be  derived  from  the  theorem  in  [78]. 
(c)  If  (F2.3.3)  holds,  Theorem  2.3.6  generalizes  Theorem  3.4.3  (therefore,  Graves' 
Theorem)  in  [6]  where  G(x)  -  0,  f  is  supposed  to  be  Frechet  differentiable  and  the 
surjection  modulus  is  not  given. 
56 (d)  If  (F2.3.4)  holds,  Theorem  2.3.6  generalizes  the  corresponding  open  mapping  re- 
suits  in  [61]  and  [67]  where  the  authors  considered  the  cases  when  G(x)  -0  and  £ 
is  assumed  to  be  a  strict  prederivative  and,  moreover,  in  [61],  the  problem  was  uncon- 
strained,  in  [67],  some  additional  stricter  conditions  were  imposed  due  the  method  used. 
(e)  Our  surjectivity  result  is  motivated  by  Theorem  3.1  of  [69]  where  the  authors 
only  considered  the  case  when  K=X,  F  is  single-valued,  Gateaux  differentiable,  ry  = 
00 
0,  G(x)  -0  and  sH  M(s)  was  supposed  to  be  continuous  with  M-'  (s)ds  =  oc. 
0 
Remark  2.3.5.  We  can  also  introduce  some  other  kinds  of  conditions  to  ensure  Theorem 
2.3.2.  For  example,  we  may  suppose  f  is  continuously  Frechet  differentiable  and  replace 
(2.41)  by 
By  C  c(6)  Df  (xo) 
(Bx  n  EK(X))  +7By" 
Of  course,  in  this  case,  the  conclusion  should  be 
1 
BY  'y  -  k(61)c(61) 
Ji  C  (F  +  G)(BX  (xo,  Sl)  n  K)  yo, 
c(S1) 
with  some  61  <  6.  We  can  also  suppose  f  is  weakly  differentiable  as  we  have  done  in 
Corollary  2.2.17  and,  in  this  case,  the  corresponding  result  extends  an  open  mapping 
theorem  (Corollary  15.2  of  [31])  of  Browder  [22]. 
Similarly,  we  give  an  open  mapping  theorem  corresponding  to  Theorem  2.2.7. 
Theorem  2.3.6.  Under  (H2.3.1)-(H2.3.3),  let  K  be  a  closed  subset,  let  the  Lipschitz 
constant  of  F,  restricted  to  BX  (x0,6)  n  Q,  be  k1.  Suppose  'y  >  0,  M>0  and  µE  [0,1) 
are  constants  such  that 
ry+kM+,  u(k,  +k)M  <  1. 
If  F  possesses  a  -y-G  inverse  derivative  ]P(x)  at  each  xE  Bx(xo,  S)  f1  K  such  that 
F(x)By  C  TK(x)  +  µr(x)By  for  each  xE  Bx(xo,  6)  n  K, 
llr(x)yll  C  MIIyII  with  M>0,  for  all  xE  Bx(xo,  S)  n  K,  yE  By, 
then 
1-y-kM-µ(k1+k)M6 
B  yon  (1  +  µ)M 
c  (F  +  G)  (BX  (xo,  6)  n  K) 
57 and  the  constrained  inverse  mapping  (F  +  G)Kl  is  pseudo-Lipschitz  around  (yo,  moo)  of 
constant  (1  +  µ)M/(1  -7-  kM  -  µ(k1  +  k)M).  If,  in  addition,  K  is  convex,  then 
,u  can 
be  replaced  by  0. 
Proof.  It  is  the  same  as  in  Theorem  2.3.2,  we  need  only  apply  Theorem  2.2.7  or  Theorem 
2.2.11  instead  of  Theorem  2.2.3  and  the  Corollaries.  0 
2.4  Surjectivity  of  certain  implicit  mappings 
Recently,  many  authors  use  the  controllability  of  linear  system 
x'(t)  =  A(t)x(t)  +  Bu(t),  x(0)  =  xo 
to  study  the  controllability  of  semilinear  system 
x'(t)  =  A(t)x(t)  +f  (t,  x(t),  u(t))  +  Bu(t),  x(0)  =  xo.  (2.44) 
For  example,  see  [42],  [54],  [58],  [59],  [79]  and  the  reference  therein.  In  most  of  these 
publications,  A(t)  is  supposed  to  generate  an  evolution  system  {E(t,  s)}.  In  this  case, 
each  solution  x(t,  u)  (an  implicit  mapping)  of  equation  (2.44)  has  the  expression 
tt 
x(t,  u)  =  E(t,  O)xo  +  E(t,  s)  f  (s,  x(s,  u),  u(s))ds  +  E(t,  s)Bu(s)ds. 
00 
If  we  let  PTx  =  x(T)  for  each  continuous  function  x,  we  see  that  the  controllability 
of  system  (2.44)  becomes  the  surjectivity  of  the  mapping  u  i-+  PTX(",  u).  So  we  are 
motivated  to  consider  the  surjectivity  of  the  composition  PTW  of  a  general  operator  PT 
and  an  implicit  mapping  W  given  by 
W(u)  :=  {x  :0E  F(x,  u)  +  G(x,  u)} 
with  F,  G  given.  From  Theorem  2.3.2,  it  follows  that  if  PT  is  surjective,  F(x,  u)  -  F(x) 
and  G(x,  u)  -  G(x)  -  u,  then  PTW  is  surjective  provided  the  conditions  of  Theorem  2.3.2 
are  satisfied. 
In  this  section,  we  will  consider  the  case  when  F,  G  are  single-valued  and  G(x,  u) 
Hu  -x  with  H  linear,  and  give  some  relations  between  the  surjectivity  of  PTW  and  PTTV1 
58 with  W1(u)  =  {x  :  Hu  -x=  0}  motivated  by  the  above.  A  special  case  of  this  kind  of 
unconstrained  problems  was  treated  in  [50]. 
In  the  following  of  this  section,  we  always  suppose  that 
(H2.4.1)  X,  Y,  V  are  Banach  spaces,  KCV  is  a  closed  convex  cone  and  yo  EY 
(H2.4-2)  H:  K  -+  Y,  PT  :Y  -+  X  are  linear  continuous  operators  and  F:  YxK  -*  Y 
is  a  uniformly  bounded  nonlinear  operator. 
Write 
IK(F)={yEY:  y=yo+F(y,  v)+Hv  forsomevEK}, 
IK(0)  ={y  EY:  y=yo+Hv  for  some  vE  K}. 
Theorem  2.4.1.  Under  (H2.4.1)  and  (H2.4.2),  we  have 
i)  PTIK(F)  =X  implies  PTIK(O)  =  X; 
ii)  If,  in  addition,  F,  H  are  compact,  F  is  continuous,  then  PTIK(O)  =X  implies 
PTIK(F)  =  X. 
Proof.  Let  k1  :  =sup{lIF(y,  v)II  :yEY,  vE  K}  <  cc. 
i)  Suppose  PTIK(F)  =  X.  If  PTIK(O)  0  X,  then 
X=X-  PTyo  PTH(K)  =  PTIK(O) 
and,  therefore,  there  exists  xl  EX\  PTLH(K)  with  d  :=  d(xi,  PTH(K))  >  0.  Since  K  is 
a  closed  convex  cone  and  PT,  H  are  continuous  linear  operators,  PTH(K)  is  also  a  closed 
convex  cone.  So,  for  each  r>0,  we  have 
d(rxi,  PTH(K))  =  inf{Ilrxi  -  PTHvll  :vE  K} 
=r  inf  {  jjxi  -  PTH(v/r)  jI  :vE  K} 
=  rd(xl,  PTH(K))  =  rd. 
59 Let  yE  IK(F).  Then  there  exists  vEK  such  that  y=  yo  +  F(y,  v)  +  Hv.  Therefore 
II  F'(y,  ti)  11  C  k1  and 
IIPTY-rx1II  = 
> 
> 
IIPTyo  +  PTF(y,  v)  +  PTHv  -  rxi  II 
IIPTHv  -rxl  I-  IPTF(y,  v)  +PTyolI 
rd  - 
(II  PTyo  I+  %1  IPTII). 
We  choose  r  large  enough  so  that 
IIPTY 
-  Txll  >a>0. 
Since  y  is  arbitrary  in  IK(F),  we  see  that  rx,  is  not  in  PTIK(F).  This  is  a  contradiction. 
ii)  Suppose  F,  H  are  compact,  F  is  continuous  and  PTIK(O)  =  X.  Then 
PTH(K)  =X-  PTyo  =  X. 
By  Theorem  1.3.15,  J(x)  :=  {v  EK:  PTHv  =  x}  is  a  Lipschitz  set-valued  mapping  with 
closed  convex  values.  From  Theorem  1.2.9  and  Theorem  1.3.5,  it  follows  that  there  exists 
a  continuous  single-valued  operator  j:  X  --3  K  such  that  j  '(x)  E  J(x)  for  all  xEX. 
Let  XT  be  an  arbitrary  point  of  X.  Define  an  operator  (D  on  YxK  by 
(I'(y,  v)  =  (yo  +  F(y,  v)  +  Hv,  j(XT  -  PTYO  -  PTF(y,  v)))  for  yEY,  vEK. 
By  the  compactness  of  F  and  H  and  continuity  of  each  operator  involved,  we  see  that 
1  is  a  compact  continuous  operator.  Suppose  there  exist  AE  [0,1],  yA  E  Y,  v),  EK  such 
that  (yx,  v),  )  =  A(P  (ya,  va),  that  is 
ya  =  Ayo  +  AF(ya,  v),  )  +  AHva,  (2.45) 
va  =  Aj(xT  -  PTyo  -  PTF(yA,  va))  (2.46) 
Then  (2.46)  implies  that  vA  E  K.  Since  F  is  uniformly  bounded  on  YxK  and  compact, 
the  set  {-IT 
-  PTyO  -  PTF(ya,  va)  }  is  compact  and,  therefore,  {va}  is  bounded,  say 
IIvAII  <  k2  with  some  1c2  >  0.  Then,  by  (2.45),  we  have 
IY  MM  C  IyoII  +  JIF(y),,  va)Il  +  IHIIMIvxll  C  llyo  I+  k1  +  k2IIHII. 
60 This  implies  that  {(y,,  va)  :AE  [0,1]  and  (y),  va)  satisfies  (2.45)  -  (2.46)  }  is  bounded. 
Let 
R=  sup  f  II  w  Il  :wEYxK,  w=  A(D(w)  for  some  AE  [0,1]  1 
and  Q=  {w  EYxK:  11wIl  <  R}.  Then  Aw  0  4b(w)  for  all  A>I  and  wE  3SZ  n  K. 
By  Theorem  1.5.5,  (P  has  a  fixed  point  (y,  v)  EYxK.  By  the  definitions  of  j  and  ý, 
yE  IK(F)  and  PTY:  ----:  XT.  This  completes  the  proof.  Q 
Remark  2.4.2.  Since  PTH  is  linear  and  continuous,  PTIK(0)  =  PTH(K)  +  PTyO  =X 
implies  that  Bx  C  PTH(KncBU6d)  for  some  c>0  (see  Theorem  1.3.15).  If  H  is  compact, 
then  Bx  is  compact,  that  is  X  is  finite  dimensional.  So  conclusion  ii)  in  Theorem  2.4.1 
holds  only  when  X  is  finite  dimensional. 
2.5  Applications  to  constrained  controllability  of 
nonlinear  systems 
In  this  section,  we  use  the  results  obtained  in  previous  sections  to  consider  the  con- 
strained  controllability  (that  is,  controllability  under  constraint  made  to  the  control)  of 
the  nonlinear  and  semilinear  systems. 
2.5.1  Constrained  local  controllability  of  nonlinear  systems 
First,  we  consider  the  constrained  local  controllability  of  a  nonlinear  system 
x'(t)  =f  (t,  x(t),  u(t)),  tE  [0,  T] 
(2.47) 
x(0)  =  xo 
with  the  constraint 
x(t)  E  K(t)  a.  e.  on  [0,  T]. 
Such  problems  have  been  studied  by  Chukwu  and  Lenhart  [27]  with  K(t)  -  BU,  by 
Klamka  [52]  where  K(t)  -K  is  a  closed  convex  cone  with  nonempty  interior,  and  by 
Papageorggiou  [63]  with  f  independent  of  x  and  the  control  only  measurable. 
61 Here,  we  suppose 
(H2.5.1)  for  each  t,  K(t)  is  a  closed  convex  cone  with  possibly  empty  interior; 
(H2.5.2)  both  the  state  space  X  and  the  control  space  U  are  Banach  spaces,  f 
[0,  T]  xXx  U  is  measurable  with  respect  to  the  first  variable,  continuous  with  respect 
to  the  last  two  arguments; 
(H2.5.3)  for  each  uE  L°°  (0,  T;  U),  equation  (2.47)  admits  exactly  one  solution,  which 
is  denoted  by  x  (t,  xo,  u),  and  depends  continuously  on  u. 
Let 
Uad  =  L°°  (0,  T;  U),  Kad  = 
{u  E  Uad  :  u(t)  E  K(t)  a.  e.  }. 
The  constrained  reachable  set  of  (2.47)  is  denoted  by 
RT(K)  =  {x(T,  xo,  u)  :uE  Kad}. 
Definition  2.5.1.  System  (2.47)  is  said  to  be 
(i)  K-constrained  exactly  locally  controllable  at  XT  EX  if  XT  C-  int(RT(K))  0  0; 
(ii)  K-constrained  exactly  controllable  on  a  subset  CCX  if  CC  RT(K);  In  particular, 
if  C=X,  we  say  the  system  is  K-constrained  exactly  (globally)  controllable; 
(iii)  K-constrained  approximately  (globally)  controllable  if  X=  RT(K). 
Let  D2  f,  D3  f  be  the  Gateaux  derivatives  of  f  with  respect  to  second  and  third  vari- 
ables  respectively  when  these  exist,  and  associate  (2.47)  with  the  linear  system 
f 
z'(t)  =  D2  f  (t,  x(t,  xo,  u),  u(t))z(t)  +  D3  f  (t,  x(t,  xo,  u),  u(t))v(t),  tE  [0,  T] 
(2.48) 
z(0)  =0 
The  unique  solution  of  (2.48)  (supposed  to  exist)  for  given  u,  vE  Uad  will  be  denoted  by 
z(t,  x0,  u,  v).  K-constrained  controllability  of  (2.48)  can  be  defined  similarly. 
62 Lemma  2.5.2.  Suppose  X,  Y,  Z  are  normed  spaces,  f:  XxY  -+  Z  possesses  linear 
Gateaux  derivative  Df  (x,  y)  at  (x,  y)  in  each  direction.  Then  f  possesses  linear  partial 
Gateau  derivative  D1  f  (x,  y),  D2  f  (x,  y)  at  (x,  y)  in  each  direction,  and 
Df  (x,  y)  (u,  v)  =  D1  f  (x,  y)u  +  D2  f  (x,  y)v,  for  all  uEX,  vEY. 
Proof.  Let  u,  vEXxY.  The  existence  of  Df  (x,  y)  implies  that 
Df  (x,  y)  (u,  0)  =  lim 
f  (x  +  tu,  y)  -f  (x,  y) 
t-+o  t 
exists.  So  D1  f  (x,  y)u  exists  and  equals  Df  (x,  y)  (u,  0).  Similarly,  D2  f  (X,  y)v  = 
Df  (x,  y)  (0,  v).  Since  Df  (x,  y)  is  linear,  we  have 
Df  (x,  y)  (u,  v)  =  Df  (x,  y)  (u,  0)  +  Df  (x,  y)  (O,  v)  =  Di  f  (x,  y)u  +  D2  f  (x,  y)v. 
This  completes  the  proof.  Q 
Lemma  2.5.3.  Suppose  f  (t,  x,  u)  possesses  a  linear  Gateaux  derivative  in  each  direction 
with  respect  to  (x,  u),  and  is  Frechet  differentiable  with  respect  to  x,  and  x  (t,  xo,  u)  has  a 
linear  Gateaux  derivative  with  respect  to  u.  Then 
Dux(t,  xo,  u)v  =  z(t,  xo,  26,  v)  . 
Proof.  By  the  definition  of  x(t,  xo,  u) 
t 
x(t,  xo,  u)  =  xo  +f  (s,  x(s,  xo,  u),  u(s))ds. 
0 
Applying  Lemma  2.5.2  and  Theorem  1.4.2  (iv),  we  obtain 
t 
Du  x(t,  xo,  u)v  =  Du  f  (s,  x(s,  xo,  u),  u(s))vds 
0 
t 
=  D2  f  (s,  x(s,  xo,  u),  u(s))  Du  x(s,  xo,  u)vds 
0 
t 
-}-  D3  f  (s,  x(s,  xo,  u),  u(s))v(s)ds, 
0 
d 
Du  x(t,  x0,  u)v  =  D2  f 
lt,  x(t,  xo,  u),  u(t))  Du  x(t,  x0,  u)v 
dt 
+  D3  f  (t,  x(t,  X03  u),  u(t))v(t), 
63 and 
Du  ýýOý  x0,  u)v  =  0. 
This  means  that  z(t)  =  Dux(t,  xo,  u)v  is  the  solution  z(t,  x0,  u,  v)  of  the  associated  linear 
system  (2.48)  for  the  given  control  v.  13 
Remark  2.5.4.  If  the  differentiability  in  Lemma  2.5.3  is  in  Frechet  sense,  then  Lemma 
2.5.3  coincides  with  Lemma  3.1  of  [27]. 
Theorem  2.5.5.  Suppose  f  (t,  x,  u)  has  a  linear  Gateaux  derivative  in  each  direction 
with  respect  to  (x,  u),  and  is  Frechet  derivable  with  respect  to  x.  Let  K(t)  CU  be  a  closed 
convex  cone  for  each  tE  [0,  T],  and  suppose  the  mapping  uH  x(t,  xo,  u)  has  a  linear 
Gateaux  derivative.  If  there  exist  5>0,  c>0  such  that  for  each  uE  BUad(0,5),  the 
associated  linear  system  (2.48)  is  K  f1  cBu-constrained  exactly  controllable  on  Bx,  then 
the  nonlinear  system  (2.47)  is  K-constrained  exactly  controllable  on  Bx  (x(T,  xo,  0),  6/c). 
Proof.  By  the  assumptions  and  Lemma  2.5.3,  for  each  uE  Bu,,,  (0,  S),  we  have 
Bx  c  {z(T, 
xo,  'U)  v)  :vE  CBuad  II 
Ka, 
d} 
=z 
(T,  xoi  UgCBUad  (1  Kad 
=  Du  x(T,  xo,  u)  (CBUad  n  Kad) 
It  is  easy  to  see  that  K  td  is  a  closed  convex  cone  and,  by  our  assumption,  the  mapping 
u  x(T,  wo,  u)  is  continuous  from  Uad  to  X.  By  Theorem  2.3.2  (under  (F2.3.3)), 
Bx(x(T,  xo,  0),  5/c)  C  x(T,  xo,  Kad)  =  RT(K), 
that  is  (2.47)  is  K-constrained  exactly  controllable  on  BX(x(T,  xo,  0),  8/c).  Fý 
If  f  is  Fr  chet  differentiable  with  respect  to  (x,  u),  we  need  only  suppose  (2.48)  with 
u=  uo  controllable  to  ensure  the  controllability  of  (2.47). 
Theorem  2.5.6.  Let  K(t)  CU  be  a  closed  convex  cone  for  each  tE  [0,  T]  and  let 
uo  E  ntE[o,  T]K(t),  xo(t)  =  x(t,  xo,  uo).  Suppose  f  is  Frechet  differentiable  with  respect  to 
(x,  u),  D3  f  is  continuous  and  D2  f  (t,  x,  u)  =  A1(t)  +  H(t,  x,  u).  Here 
64 (i)  Al  (t)  is  a  linear  operator  on  X  for  each  t  and  generates  an  evolution  system 
{E(t,  s)}  with  II  E(t,  s)  11  <  m; 
ii)  H  is  measurable  with  respect  to  t,  continuous  with  respect  to  the  last  two  arguments 
and  there  exists  a  neighbourhood  U  of  uo  and  wE  L1(0,  T)  such  that 
IIH(t,  x(t),  u(t))II  <  w(t)  a.  e.  for  all  uEU  and  all  x  in  a  neighbourhood  of  xo("). 
If  the  solution  mapping  u  x(t,  xo,  u)  has  linear  Gateaux  derivative  near  uo(t)  -  uo  and 
the  system 
z'(t)  =  D2  f  (t,  x(t,  x0,  uo),  uo)z(t)  +  D3  f  (t,  x(t,  xo,  uo),  uo)v(t),  tE  [0,  T] 
(2.49) 
z(0)  =0 
is  K-constrained  exactly  controllable,  then  the  nonlinear  system  (2.47)  is  K-constrained 
exactly  locally  controllable  at  x(T,  xo,  uo). 
Proof.  Let  g  be  the  function  from  Uad  to  X  given  by 
9iuý  =  x(T,  x0,2G),  UE  Uad. 
Then  by  Lemma  2.5.3 
Dg(u)v  =  z(T,  xo,  u,  v)  for  all  vE  Uad" 
Since  (2.49)  is  K-constrained  exactly  controllable  (that  is  z(T,  xo,  uo,  Kad)  =  X)  and 
z(T,  wo,  uo,  v)  is  bounded  linear  with  respect  to  v,  by  Theorem  1.3.15,  there  exists  c>0 
such  that 
BX  C  {z(T,  xo,  u0,  v)  :VE  Kad  n  CBuad 
}=  z(T,  x0,  U0,  Kad  n  CBu  d)  . 
(2.50) 
Let  5E  (0,1).  Since  u  x(t,  xo,  u)  is  continuous,  by  our  assumptions,  there  exists  a 
neighbourhood  BUad  (uo)  J1)  of  uo  such  that 
H(t,  x(t,  xo,  u),  u(t))ýý  <  w(t)  a.  e., 
D3  f  (t,  x(t,  Xo,  u),  u(t))  -  D3  f  (t,  x(t,  xo,  uo),  uo  (t))  II  C 
ml 
H(t,  x(t,  xo,  u),  u(t))  -  H(t,  x(t,  xo,  uo),  uo(t))  II  CM 
65 for  all  uE  Bvdd  (uoI  ö1).  Here 
M=  mN  1+exp 
0 
w(t)dt) 
fw(t)dt), 
N=  max 
0i' 
llz(t,  xo  u0,  vo)IIdt  + 
foT 
IIvo(t)  I  dt  :  V0  E  Kadi  IIVOII  <C 
(Using  a  similar  method  to  the  following,  it  can  be  seen  that  N<  oc). 
For  vo  E  Kad  f  CBUad,  let  zuo(t)  =  z(t,  xo,  u0,  vo),  and  consider  the  function 
zu  (t) 
=  z(t,  xo,  u,  vo)  . 
Since 
t 
zu  (t) 
=  E'  (t,  s)[H(s,  x(s,  xo,  u),  u(s))zu(s)  +'  D3  f 
(s,  x(s,  xo,  u),  u(s))vo(s)]dS, 
0 
we  have 
t 
II  E(t,  s)  11  11  H(s,  xu(s),  u(s)I  II  zu  (s)  -  zu￿  (s)  I ds 
11 
zu  (t)  -  ZUO  (t)  11 
-0 
t 
I E(t,  s)1  [11  H(s,  x(s),  u(s))  -  H(s,  x(s),  uo  (s))I  l z￿  (s)11  + 
f 
+  II  D3  f  (Si  xu(s),  u(s))  D3  f  (s,  xuo  (s),  uo  (s))111vo  (s)1I]  ds 
Gmt  w(s)  Ilzu(s)  -  zuo  (s)  Ilds  + 
mä 
T 
Iizuo  (s)  I+  Ilvo(s)  II]  ds 
0 
MIO 
t 
=m  w(s)  IIzu(s)  -  zuo  (s)  II  ds  + 
mNS 
oM 
By  Gronwall's  inequality,  we  have 
mNJ 
m  (s)ds  mN6w(s)  ds 
z  zuo  -I  exp 
TotM 
() 
Mow 
mN  (i+exmf 
pT  w(s)ds 
T 
w(s)ds  6<6 
M0 
which  implies  that,  for  each  uE  BUdd  (uo,  61), 
{z(T,  xo,  u7  vo)  :  vo  E  Ka,  d  (l  CBUad} 
is  a  6-net  of 
I 
z(1 
, 
xoI  uo,  vo)  :  V0  E  Kad  n  CBuadI- 
66 According  to  (2.50),  we  have 
Bx  Cz  (T,  xo,  u,  Kad  f1  cBUa,  d)  +  8Bx 
=  Dg  (u)  (Kad  (1  CBUad)  +  6BX 
. 
Applying  Theorem  2.3.2  (under  (F2.3.3)),  we  see  g(uo)  E  int(g(Ka,  d)),  that  is  (2.47)  is 
constrained  exactly  locally  controllable  at  g(uo).  El 
Remark  2.5.7.  Theorems  2.5.5  and  2.5.6  generalizes  the  result  in  [52]  where  f  is  sup- 
posed  to  be  continuously  Frechet  differentiable  and  the  interior  of  constraint  K  (indepen- 
dent  of  t)  need  be  nonempty. 
Theorem  2.5.8.  Under  the  conditions  of  Theorem  2.5.6,  if  X  is  finite  dimensional, 
then  the  K-constrained  approximate  controllability  of  linear  system  (2.49)  implies  the 
K-constrained  exact  local  -  controllability  of  nonlinear  system  (2.47). 
Proof.  We  claim  that  there  exists  c>0  such  that 
Bx  C  z(T,  xo,  no,  cBuad  fl  Kad)  +14X.  (2.51) 
In  fact,  if  the  claim  is  not  true,  then  there  exists  x,,  E  Bx  for  each  n  such  that 
(x￿￿  z  (T,  Xo,  uo,  nBUad  n  Kad))  >1 
4 
That  is 
E￿:  =  {xEBX  :  d(xz(T>  xo,  uOi  nB  Uad  nKad))> 
1}  0. 
ý.  >  4 
Obviously,  EE  is  closed  and  E,,,  +1  C  E7,.  Since  X  is  finite  dimensional,  there  exists 
n  1En,  thatis 
z  (T,  xo,  uo,  nBUad  (1  K,,  d) 
)>1,  for  all  n>1.  4 
This  contradicts  the  approximate  controllability  assumption  and  proves  that  (2.51)  is 
true.  So  we  have 
I 
BX  Cz  (T,  xo,  uo,  Ka,  d  f1  cBußd)  +2  Bx 
67 Let  g(u)  =  x(T,  xo,  u),  6E  (0,1/2).  Using  the  same  method  as  used  in  the  proof  of 
Theorem  2.5.6,  we  can  show  that  there  exists  61  >0  such  that,  for  each  uE  BUad  (u0,  J) 
, 
z 
(T, 
10,  ',  Kad  n  CBUad 
is  a  6-net  of 
z  (T,  1o,  uo  I 
Kad  (1  CBUad  ) 
Therefore, 
Bx  Cz  (T,  Xo,  u,  Kad  fl  cBußd  +1  (2  +  J)Bx  =  Dg(u)(Kad(-iCBUad)  +  (1  +  6)  Bx. 
2 
Applying  Theorem  2.3.2  again,  completes  the  proof. 
F-I 
Remark  2.5.9.  It  is  known  that,  in  finite  dimensional  spaces,  the  approximate  and  exact 
controllability  of  unconstrained  linear  systems  are  equivalent.  If  f  (t,  x,  u)  =  Ax+Bu  with 
B,  U  linear  bounded,  then  the  corresponding  associated  linear  system  remains  the  same. 
So  Theorem  2.5.8  implies  that  this  equivalence  is  preserved  to  the  constrained  case. 
2.5.2  Constrained  global  controllability  of  semilinear  systems 
In  this  part,  we  let  X,  Y,  U,  K,  Uad,  Kad,  RT(K)  be  the  same  as  in  the  previous  subsection 
and  use  our  Theorems  2.3.2  and  2.4.1  to  deal  with  the  K-constrained  global  controllability 
of  the  semilinear  system 
x(t)  =  A(t)x(t)  +f  (t,  x(t),  u(t))  +  Bu(t),  tE  [0,  T], 
(2.52) 
x(0)  =  xo. 
via  the  controllability  of  the  linear  system 
x(t)  =  A(t)x(t)  +  Bu(t),  tE  [0,  T], 
(2.53) 
x(0)  =  xo. 
Here,  A(t)  is  a  linear  operator  on  X  for  each  tE  [0,  T]  and  generates  an  evolution  system 
E(t,  s),  B  is  a  bounded  linear  operator  from  U  to  X  and  f  is  a  measurable  function  from 
[0,  T]  xXxU  to  X. 
68 If  there  is  no  constraint,  such  a  problem  has  been  widely  considered  in  both  finite  and 
infinite  dimensional  spaces,  see  [42],  [54],  [58],  [59],  [79]  and  references  therein,  where  the 
methods  used  are  mainly  topological  degree  and  fixed  point  theorems. 
Theorem  2.5.10.  Suppose  that  there  exists  wE  L°°  (0,  T)  such  that  IIf  (t,  x,  u)  II<w  (t) 
for  almost  all  (t,  x,  u)  E  [t,  T]  xX  xK(t)  and  the  evolution  system  E(t,  s)  generated  by  A(t) 
is  uniformly  bounded.  Then  the  K-constrained  approximate  controllability  of  nonlinear 
system  (2.52)  implies  the  same  controllability  of  linear  system  (2.53);  If,  in  addition,  X  is 
finite  dimensional,  then  the  K-constrained  exact  controllability  of  the  linear  system  (2.53) 
implies  the  same  controllability  of  the  nonlinear  system  (2.52). 
Proof.  Let  Y=  C(0,  T;  X),  V=  Uad,  K=  Kad  and  yo  =  E(.,  0)xo  E  Y.  Define  the  linear 
operators  PT,  H  and  nonlinear  operator  F  by 
PTy  =y  (T)  for  yEY; 
t 
(Hv)(t)  =  E(t,  s)Bv(s)ds  for  vEV; 
0 
t 
F(y,  v)  (t)  =  E(t,  s)  f  (s,  y(s),  v(s))ds  for  yEY,  vEV. 
0 
Then  it  is  easy  to  see  that  all  the  conditions  of  Theorem  2.4.1  are  satisfied  and  PTIk  (F)  = 
RT  (K) 
. 
Moreover,  if  X  is  finite  dimensional,  then  E  (t,  s)  is  compact  and,  therefore,  H,  F 
are  compact  due  to  Theorem  1.7.2.  So  the  proof  follows  from  Theorem  2.4.1.  Q 
Remark  2.5.11.  In  Theorem  2.5.10,  we  do  not  need  to  suppose  a  solution  of  (2.52) 
exists  for  every  u,  but  the  proof  shows  that  the  solution  for  the  appropriate  u  exists. 
Theorem  2.5.12.  Suppose  E(t,  s)  or  B  is  compact,  X  is  infinite  dimensional.  Then  the 
linear  system  (2.53)  can  never  be  exactly  controllable. 
Proof.  By  Theorem  1.7.2,  the  linear  operator  H  defined  in  Theorem  2.5.10  is  compact. 
So,  by  Remark  2.4.2,  the  range  of  PTH  is  never  be  the  whole  space  X,  that  is  (2.53)  is 
never  exact  controllable.  Q 
Remark  2.5.13.  This  theorem  is  the  main  result  of  [76],  but  our  proof  is  simpler. 
69 Now,  we  consider  the  case  when  f  is  independent  of  the  state  x,  that  is  the  system 
f 
x'(t)  =  A(t)x(t)  +f  (t,  u(t))  +  Bu(t),  tE  [0,  T], 
x(0)  =  0. 
Theorem  2.5.14.  Suppose  the  following  conditions  are  satisfied. 
(i)  II  E(t,  s)  II  <  m,  for  all  t,  s; 
(ii)  f  (t,  u)  -f  (t,  v)  II  <  kjju  -  vjj  with  k>0,  for  all  u,  vEK; 
(iii  the  associated  linear  system  (2.53)  is  K-constrained  exactly  controllable. 
(2.54) 
Then  system  (2.54)  is  K-constrained  exactly  controllable  provided  kmT  is  sufficiently 
small. 
Proof.  By  assumption  (ii),  for  each  uE  Uad,  each  equation  (2.54)  and  (2.53)  has  exactly 
one  solution  x  (t,  0,  u)  and  z  (t,  0,  u)  which  have  the  expression,  respectively, 
x(t,  0,  u)  =  E(t,  s)  [f  (s,  u(s))  +  Bu(s)]ds,  for  all  te  [0,  T], 
0 
t 
z(t,  0,  u)  =  E(t,  s)Bu(s)ds,  for  all  tE  [0,  T]. 
0 
It  is  easy  to  show  that  both  u  ý-+  x  (T,  0,  u)  and  u  i-+  z  (T,  0,  u)  are  well  defined  continuous 
operators  from  Uad  to  X  and  z(T,  ")  is  bounded  linear.  Moreover,  for  all  u,  vE  Uad,  we 
have 
IIx  (T,  0,  u)  -x  (T,  0,  v)  -  [z  (T,  0,  u)  -z  (T,  0,  v)  ]II 
T 
IIE(T,  s)[f(s,  u(s))  -  f(s,  v(s))]Ilds  0 
T 
<  mk  Il  u(s)  -  v(s)Ids  <  mkT  Ilu  -v  Il. 
o 
Our  assumption  (iii)  and  Theorem  1.3.15  imply  that  there  exists  c>0  such  that 
Bx  Cz  (T,  0,  CBUQd  n  Kad) 
. 
Therefore,  the  assumption  (F2.3.2)  of  Section  2.3  is  satisfied  for  all  6>0  with 
F(")  =  x(T,  0,  "),  L(.  )  =  z(T,  0,  "),  c(6)  -c  and  -y  =  kmTc  provided  kmT  <  1/c.  Ob- 
viously,  condition  (2.43)  is  also  satisfied  with  k  (J)  0.  Hence,  by  Theorem  2.3.2,  we  see 
x(T,  0,  Kad)  =  X,  that  is  system  (2.54)  is  K-constrained  exact  controllable.  0 
70 This  theorem  means  that  the  constrained  controllability  of  a  linear  system  implies  the 
constrained  controllability  of  a  perturbed  system  if  the  perturbation  is  Lipschitz  with  a 
sufficiently  small  constant. 
71 Chapter  3 
Solvability  of  Operator  Inclusions  of 
Monotone  Type 
Consider  the  following  operator  equation 
Nx=yo  (3.1) 
in  an  abstract  space  X  with  N:  X  -}  Xa  nonlinear  operator  of  monotone  type. 
Such  a  problem  is  important,  particularly,  in  ordinary  and  partial  differential  equation 
theory  and  has  been  widely  considered.  Much  theory  has  been  developed  to  treat  (3.1). 
An  important  one  is  topological  degree  theory,  as  an  extension  of  the  Leray-Schauder  de- 
gree,  developed  by  Browder  [21]  for  the  case  when  N  is  pseudo-monotone.  His  interesting 
work  stimulated  much  further  research  about  the  degree  of  general  operators,  see  [12], 
[13],  [22],  [23],  [71]  and  the  references  therein.  The  important  property  of  topological 
degree,  invariance  under  admissible  homotopy,  was  the  main  result  in  each  of  the  papers 
mentioned  above,  and  from  this  property,  some  related  existence  results  for  (3.1)  were 
obtained. 
The  case  when  N  is  set-valued  is  also  significant,  for  example,  in  variational  inequality 
theory  and  differential  inclusion  theory  etc.  and  also  received  much  attention  recently. 
When  N  is  pseudo-monotone,  surjectivity  results  can  be  found  in  Browder  and  Hess's 
paper  [25].  In  order  to  obtain  existence  theorem  for  set-valued  problems  on  a  given 
bounded  subset,  some  people  still  define  topological  degrees  so  as  to  use  the  invariance 
72 under  admissible  homotopy.  In  [46],  Hu  and  Papageorgiou  generalized  Browder's  degree 
to  the  case  when  there  is  a  set-valued  compact  perturbation.  In  [51]  Kittilä  gave  a  degree 
for  certain  set-valued  mappings  which  can  be  approximated  by  sequences  of  single-valued 
operators  of  class  (S+). 
In  this  chapter,  without  defining  topological  degree,  we  consider  the  solvability  (on  a 
bounded  subset)  of  the  general  inclusion  problems 
yo  e  Ni(x)  +  N2  (x)  (3.2) 
in  Banach  spaces.  Here,  Nl  is  a  demicontinuous  set-valued  mapping  which  is  either  of 
class  (S+)  or  pseudo-monotone  or  quasi-monotone,  the  perturbation  N2  is  always  a  set- 
valued  quasi-monotone  mapping.  By  the  known  degrees  for  some  single-valued  operators 
given  in  [71],  we  obtain  conclusions,  for  our  set-valued  problems,  similar  to  the  invariance 
under  admissible  homotopy  of  topological  degree.  Some  concrete  existence  results  are, 
therefore,  obtained  which  generalize  and  improve  the  corresponding  ones  in  [25],  [26] 
and  [51].  Applications  to  differential,  integral  inclusions  and  controllability  of  nonlinear 
systems  are  also  given. 
We  begin  this  chapter  by  giving  some  properties  of  set-valued  mappings  of  monotone 
type. 
3.1  Properties  of  set-valued  mappings  of  monotone 
type 
The  definitions  of  set-valued  monotone,  pseudo-monotone,  quasi-monotone  mappings  and 
mappings  of  class  (S+)  have  been  given  in  §1.6.  In  this  section,  we  shall  give  some 
properties  of  set-valued  mappings  of  monotone  type,  most  of  them  are  known  in  the 
single-valued  case.  One  can  find  the  known  results  in  [24],  [25],  [31]  and  [80]. 
In  the  following,  we  always  suppose  X  is  a  reflexive  Banach  space  with  dual  X*,  (",  ") 
denotes  the  duality  between  X  and  X*  unless  stated  ortherwise.  For  the  meaning  of  Xv, 
andx7,  -,  x,  see§1.1. 
73 Proposition  3.1.1.  A  mapping  N:  Dom(N)  CX  -4  2X  *  is  pseudo-monotone  if  and 
only  if  xn  E  Dom(N),  x,,  -k  xo  in  X,  un  E  N(x,  )  and  limsupn-+oo  (un,  xn  -  x0)  <0  imply 
that  xo  E  Dom(N)  and,  for  each  xEX,  there  exists  u=  u(x)  E  N(xo)  and  a  subsequence 
{nk}  such  that 
(u,  x0  -  x)  <  lim  inf(ufk,  X%  _X)  .  k-+oo 
Proof.  The  necessity  is  obvious,  so  we  only  prove  the  sufficiency. 
If  N  is  not  pseudo-monotone,  then  there  exist  x,  x0  E  Dom(N),  1  E  X,  x,  1  -k  x0  and 
u,,,  E  N(xn)  with  limsupn-+c)o  (un)  x-  xo)  <0  such  that 
(u)  xo  -  x)  >  liminf(u,,,,  x,  -  : ý),  for  each  uE  N(xo). 
n-+oo 
We  may  suppose  that 
lim  inf(u￿  x-  ýi)  =  lim  (uni,  x-  ý). 
7L  00  i-.  >00 
(3.3) 
Then,  by  the  assumptions,  there  exists  üE  N(xo)  and  a  subsequence  {njk}  such  that 
(ü,  xo  -  ý)  <  lim  inf  (u7, 
ti  ,  xfi  k-+oo  kk 
By  (3.3) 
lim  inf(ufl 
,  x￿ti  -  x)  =  lim  (u￿i,  x￿,  -  ý)  =  lim  inf(u￿  x7,  -  x), 
k-+oo  k  i-+oo  n-+oo 
so,  we  have 
(ü,  xo  -  x)  <  1im  inf  (u,  x￿  -  i) 
.  Th-OO 
This  is  a  contradiction  which  completes  the  proof.  El 
Proposition  3.1.2.  Let  N:  Dom(N)  CX  -+  2X  *  be  a  demicontinuous  mapping  with 
bounded  values.  Then,  NE  (S+)  implies  NE  (PM);  NE  (PM)  implies  NE  (QM). 
Proof.  First,  we  suppose  NE  (5+),  x  -k  x  in  X,  u,  E  N(Xn)  and  lim  sup(u,,  x,  -  r)  <  0. 
Ti-+00 
Then  x  -4  x.  Since  the  values  of  N  are  bounded  subsets  and  N  is  demicontinuous,  we 
see  that  {ums,  }  is  bounded.  Since  X  is  reflexive,  there  exists  a  subsequence  {ufk  }  such  that 
unk  -u  for  some  uEX*  and  (unk  ) 
Ink  -  x) 
-ý  0.  Therefore,  for  every  yEX,  we  have 
l  im  i  f(ufk,  Xfk  -  Y) 
k 
(unk, 
X  y)  = 
(u, 
X  y). 
74 The  demicontinuity  of  N  implies  that  uE  Nx.  So,  NE  (PM). 
The  second  conclusion  follows  easily  from  the  definitions.  Q 
Proposition  3.1.3.  Suppose  Nl  E  (S+),  N2  E  (QM).  Then  Nl  +  N2  E  (S+) 
. 
Proof.  Let  x￿  -x  in  X,  u￿  =  v,  +  w,,  E  Ni  (x,  )  +N2(x)  with  v,  E  Nl  (x,  ),  w,,,  e  N2  (x,  ) 
such  that  lim  sup  (u,  x,,  -  x)  <  0.  Then  N2  E  (QM)  implies  that  lim  sup(w,  x,  -  x)  >0 
n-+oo  n-+oo 
and,  therefore, 
lim  sup(vn  ,  In  -  x)  G  lim  sup(vn  +  wn,  17L  -  x)  <  0. 
n-+oo  n-+oo 
Since  Nl  E  (S+),  we  have  x  -+  x  which  completes  the  proof.  Q 
Lemma  3.1.4.  (Browder  [20],  Proposition  7.1) 
Let  C  be  a  closed,  bounded  and  convex  subset  in  a  reflexive  Banach  space  Z,  Cl  C  Z*  be 
convex.  Suppose  that  for  each  wE  Cl,  there  exists  uEC  such  that  (w,  u)  >  0.  Then 
there  exists  an  element  xo  EC  such  that  (w,  x0)  >0  for  all  wE  C1. 
Proposition  3.1.5.  Let  N:  Dom(N)  CX  -+  PP,  (X*)  be  a  pseudo-monotone  mapping. 
Suppose  that  x,,  -  xa  in  X,  u,  E  E  N(x,,,  )  and  lim  sup,  -+oo 
(ums,,  xf,  -  x0)  <  0.  Then 
lim  (un,  x￿  -  x0)  =  0, 
Th-+00 
w-1im  sup{u,,,  }  C  N(xo). 
n-+o0 
Recall  that  w-lim  supn-+Oo{un}  _  {u  :  unk  -k  u  for  some  subsequence  {nk}}. 
Proof.  (3.4)  follows  easily  from  the  definition. 
(3.4) 
(3.5) 
Since  N  is  pseudo-monotone,  for  each  yEX,  there  exists  u(y)  E  N(xo)  such  that 
(u  (y),  xo  -  y)  Jim  inf(u,,,  x,,,  -  y)  =  Jim  inf[(u,  xo  -  y)  +  (un,  xm,  -  xo)] 
n-+oo  n-4oo 
=  lim  inf  (u, 
t,  xo  -  y)  . 
(3.6) 
Ti-*oo 
Let  x=  xo  -y  and  x=y-  xo  respectively,  we  obtain  that 
(U(X()  -  x)  9  x)  <  lim  inf(u,  x),  Jim  sup(u￿  x)  <  (u  (x  -  xo),  x),  for  all  xeX. 
TL-+c>o  n-+oe 
75 Since  u(xo-x),  u(x-xo)  E  N(xo)  and  N(xo)  is  bounded,  we  see  that  {(u,,  x)}  is  bounded 
for  each  xEX.  By  the  uniformly  boundedness  principle,  {u  }  is  bounded.  Since  X  is 
reflexive,  there  exist  unk  'u  for  some  uEX  which  implies  that  w-lim  sup,,,.  {un  10  0. 
To  prove  w-limsup,,,.  {ums,  }  C  N(xo),  we  need  only  show  the  above  u  is  in  N(xo).  In 
fact,  from  (3.6),  it  follows  that 
(u(y),  xo  -  y)  <_  (u,  xo  -  y),  for  ally  E  X. 
By  Lemma  3.1.4,  there  exists  uo  E  N(xo)  such  that 
(uo-u,  xo-x)  <0  for  all  xEX, 
that  is  u=  uo  E  N(xo),  and  Unk  -ý  uo.  This  completes  the  proof.  Q 
Proposition  3.1.6.  Let  N1,  N2  :DCX  -3  PST,  (X  *)  be  pseudo-monotone  mappings. 
Then  Nl  +  N2  is  also  pseudo-monotone. 
Proof.  It  is  easy  to  see  that  (Ni  +  N2)(x)  E  Pte,  (X  *)  for  each  xED. 
Let  x,,,  E  D,  w,,,  E  (N1  +  N2)  (x,,,  )  with  x,,,  -  xo  and  1im  sup,,,,.  (w,  x,,  -  x0)  <  0.  We 
may  suppose  w7  =  un  +  vnwith  un  E  Nl  (xn),  vn  E  N2  (xn) 
. 
Using  the  same  method  as 
used  in  the  proof  of  Proposition  9  of  [25],  we  can  prove  that 
lim  sup(u￿,  x￿  -  xo)  <  0,  lim  sup(vh,  x,  -  xo)  <  0. 
n-+oo  TL-*  o0 
By  the  pseudo-monotonicity  of  Nl  and  N2,  we  see  that  xo  ED  and,  for  each  yEX,  there 
exist  u  (y)  E  Nl  (xo)  and  v  (y)  E  N2(xo)  such  that 
(u(y),  xo  -  y)  :!  ý  l  im  ýf  (u,  x-  y),  (v  (y),  xo  -  y)  um 
+ýf(v  ,I 
xn  -  yý  " 
So,  w(y)  :=  u(y)  +  v(y)  E  (N1  +  N2)xo  satisfies 
(w(y),  xo  -  y)  <  lim  inf(u￿,  x,  -  y)  +  lim  inf(v￿,  xn-  y) 
n-4oo  n-+o0 
<  lim  inf(wem,,  xn  -  y). 
11-+Qo 
This  proves  the  pseudo-monotonicity  of  Nl  +  N2. 
76 Proposition  3.1.7.  Let  N:  Dom(N)  CX  -4  PC,  (X*)  be  a  pseudo-monotone  mapping. 
(i)  If  Dom(N)  is  closed,  then  N  is  sequentially  closed  (that  is  Graph(N)  is  sequentially 
closed)  in  XxX. 
(ii)  If  N  is  locally  bounded,  then  Dom(N)  is  closed  and  N  is  demicontinuous. 
(iii  If  N  is  locally  bounded  on  each  finite-dimensional  subsequence  of  X  and 
Dom(N)  =  X,  then  N  is  finite  continuous. 
Proof.  (i)  Suppose  x,  -+  xo,  u,  E  N(x,  )  and  u7z  -,  u  for  some  uE  X*.  Then 
lim  (un,  1m  -  x0)  =  0. 
T--->00 
Using  Proposition  3.1.5,  we  see  uE  N(xo)  and,  therefore,  N  is  sequentially  closed. 
(ii)  Suppose  N  is  locally  bounded  and  x,,,  E  Dom(N)  with  x  --}  x6X.  Let 
u7z  E  N(x  ).  The  local  boundedness  of  N  implies  that  {u,,,  }  is  bounded,  therefore, 
1imn--ýoc  (un)  xn  -  x)  =  0.  By  the  pseudo-monotonicity  of  N,  we  see  xc  Dom(N)  which 
gives  the  closedness  of  Dom(N). 
If  N  is  not  demicontinuous  at  x0,  then  there  exists  a  neighbourhood  V  of  N(xo)  in 
Xw  and  x,  -+  xo,  u,,  E  N(xn)  such  that  u,,  V  and  u7  u.  The  sequential  closedness 
of  N  proved  above  implies  uE  N(xo)  C  V.  This  is  a  contradiction. 
(iii)  It  is  actually  Proposition  6  in  [25]. 
This  completes  the  proof.  Fý 
Proposition  3.1.8.  If  N:  Dom(N)  CX  -+  PC11(X  *)  maps  bounded  subsets  into  rela- 
tively  compact  subsets,  then  N  is  quasi-monotone. 
Proof.  This  follows  easily  from  the  definitions  of  quasi-monotonicity  and  compactness. 
Lemma  3.1.9.  ([7],  Theorem  2.1.5 
F-1 
If  N:  Dom(N)  CX  -+  PC,  (X*)  is  monotone,  xo  E  int(Dom(N)),  then  N  is  locally 
bounded  at  x0. 
Proposition  3.1.10.  Suppose  N:  Dom(N)  P, 
T, 
(X*)  is  a  monotone  and  hemicontin- 
uous  set-valued  mapping. 
77 (i)  If  either  Dom(N)  =X  or  N  is  locally  bounded,  then  N  is  demicontinuous. 
(ii)  If  either  Dom(N)  is  closed  convex  or  N  is  bounded,  then  N  is  pseudo-monotone. 
Proof.  First,  we  prove  N  is  demicontinuous.  To  do  this,  we  need  to  prove  that  N-1  (D) 
is  closed  in  X  for  each  closed  subset  Dc  Xw. 
If  N-1(D)  is  not  closed,  then  there  exist  xE  N-1(D),  x0  N-1(D)  with  In  -+  x  in 
X.  Therefore,  there  exist  u,,  E  N(xn)  n  D.  By  Lemma  3.1.9  and  our  assumption,  {u,  }  is 
bounded  in  each  case.  So  we  can  suppose  (by  passing  to  subsequence)  that  u,  -  uo  for 
some  uo  E  X*.  Since  D  is  closed  in  Xw,  u0  E  D.  The  monotonicity  of  N  implies  that 
(un  -  u,  xn  -  x)>0,  for  all  xeX,  uEN(x). 
Therefore 
(uo  -  u,  xo  -  x)  >  0,  for  all  xEX,  uE  N(x). 
Let  zEX,  xt,.  =  xo  +  t.  z  with  t,,  -4  0  and  let  ut,,  c  N(xt,,  )  with  ut,  n 
-k  u(z)  (passing 
to  a  subsequence  if  necessary).  Then  (uo  -  ut7z,  z)  <0  and,  therefore,  (u0  -  u(z),  z)  <  0. 
The  hemicontinuity  of  N  implies  u(z)  E  N(xo).  Since  z  is  arbitrary,  by  Lemma  3.2.3,  we 
see  that  uo  E  N(xo)  which  implies  xo  E  N-1(D)  and  contradicts  the  assumption.  So  N 
is  demicontinuous. 
Now,  we  prove  the  pseudo-monotonicity  of  N  under  the  corresponding  assumptions. 
In  case  Dom(N)  is  closed  convex,  this  is  just  Proposition  7.4  in  [20].  So  we  suppose 
N  is  bounded.  Let  x,,  -'  xo  in  X,  u7  E  N(xn)  and  lim  sup..  (un,  x,  -  x)  <  0.  The 
boundedness  of  N  implies  u,,  k  -k  uo  for  some  subsequence  {nk}  and  uo  EX*.  From 
the  demicontinuity  of  N  proved  in  the  first  step,  it  follows  that  uo  E  N(xo).  By  the 
monotonicity  of  N  we  see  (un  -  u0,  x7z  -  x0)  >0  and,  therefore, 
(un)  In  -  10)  -4 
0,  as  Ti  4  00. 
Hence,  for  every  yEX,  we  have 
lim  inf  (u,  x,  -  y)  =  lim  inf  (u,  xo  -  y)  =  (uo,  xo  -  y), 
rL-+OO  Th-+OO 
which  means  that  N  is  pseudo-monotone. 
78 3.2  Solvability  of  inclusions  in  Banach  space 
In  this  section,  we  suppose  X  is  a  real  separable  reflexive  Banach  space  and  choose  n- 
dimensional  subspaces  {En}  of  X  with  E,  having  basis  {ei,... 
7e. 
}  such  that 
E￿  C  E,,  +1,  and  UE￿  =  X. 
We  will  consider  the  solvability  in  n  of  the  problem 
yE  N1(x)  +  N2(x)  (3.7) 
under  the  following  basic  assumptions. 
(H3.2.1)  SZ  is  a  bounded  open  subset  of  X. 
(H3.2.2)  N1,  N2  :  SZ  -*  PPS,  (X  *)  are  bounded  demicontinuous  set-valued  mappings. 
Because  of  Proposition  3.1.7,  if  Nl  (or  N2)  is  pseudo-monotone,  then  demicontinuity 
need  not  be  imposed  explicitly. 
For  a  set-valued  mapping  N:  Dom(N)  CX  -+  2X  *,  we  define  an  approximate 
mapping  [N],  by 
[N]n(x)  _  (v,  e2)  e2  :vE  N(x)  for  xEE,,,  f1  Dom(N). 
Z-ý 
Similarly,  for  a  point  yE  X*  we  denote  by 
n 
[y]am,  = 
E(y, 
ei)ei. 
Z-i 
Obviously,  [y],,,  E  E,,,  and  [N],  maps  E,  n  S1  into  E,,  as  a  set-valued  mapping  for  each  n. 
We  first  give  some  concepts  related  to  class  (S+)  and  quasi-monotone  mappings. 
Definition  3.2.1.  Let  F:  [0,1]  xD  --4  PCT1(X  *)  be  a  bounded,  demicontinuous  mapping. 
F  is  said  to  be  a 
(i)  homotopy  of  class  (S+)  (on  D),  if  x,.  E  D,  x,,  -x  in  X,  t7,,  -+  t  in  [0,1]  and 
u7  E  F(tn)  xn)  with  limsupn-+(x)  (un)  xn  -  x)  <0  imply  that  xED  and  x7  -+  x; 
(ii)  quasi-monotone  homotopy  (on  D),  if  xn  E  D,  xn  -i  x  in  X,  t7,  -+  t  in  [0,1]  and 
imply  lim  inf￿￿￿  (un,,  xn  -  x)  ý  0. 
79 Definition  3.2.2.  If  (t,  x)  H  H(t,  x)  is  defined  by  H(t,  x)  =  F(t,  x)  +  G(t,  x)  with  F 
and  G  homotopies  (on  n)  of  class  (S+)  and  quasi-monotone  respectively,  then  H  is  said 
to  be  an  admissible  homotopy  (on  SZ). 
If  H  is  an  admissible  homotopy,  then  the  mapping  x  H(t,  x)  for  a  given  t  is  denoted 
by  Ht. 
Lemma  3.2.3.  Let  SZ  be  a  bounded  open  subset  of  X,  H  an  admissible  homotopy  on  SZ, 
y:  [0,1]  -+  X*  be  continuous  and  DC  SZ  a  closed  subset.  If  y(t)  0  Ht(D)  for  all  tE  [0,1], 
then  there  exists  no  >0  such  that 
[y(t)]n  0  [Ht],  (D  f1  En)  for  all  tE  [0,1],  n>  no.  (3.8) 
Proof.  Without  loss  of  generality,  we  suppose  that  y(t)  -0  (otherwise,  we  consider 
Ht  -y  (t)  instead  of  Ht). 
Suppose  (3.8)  is  not  true.  Let  H=F+G  with  F  and  G  homotopies  of  class  (S+) 
and  quasi-monotone  respectively.  Then  there  exist  nk  -+  00,  tk  E  [0,1]  and  Xk  EDn  ERk 
such  that  0E  [Htk  ]flk  (xk)  for  all  k.  That  is,  there  exist  Vk  EF  (tk,  Xk)  and  Wk  EG  (tk,  1k  ) 
such  that 
nk 
1:  (Vk  +  Wk,  ei)  ei  =0 
i=1 
fork>1,1<i<nk. 
Then,  we  have 
(vk  +  wk,  ei)  =  0,  and  (vk  +  wk,  xk)  =0for  (3.9) 
(Note  Xk  E  Enk).  We  may  suppose  that  xk  -i  x  in  X,  tk  -+  tE  [0,1]  and  vk  -i  v,  Wk  w 
for  some  v,  wEX  (or  pass  to  subsequences).  Then,  it  follows  from  (3.9)  that  (v+w,  ei)  = 
0  for  all  i  which  implies  (v  +  w,  x)  =0  for  all  xEX  and,  therefore,  v+w=0.  So, 
lim(Vk+Wk,  1k-X)  =0. 
k-+oo 
Since  G  is  a  quasi-monotone  homotopy,  lim  infk,  (wk,  Xk  -  x)  >  0.  So,  we  have 
lim  sup(vk,  xk 
k-+oo 
80 Since  F  is  a  homotopy  of  class  (S+)  and  D  is  closed,  it  follows  that  Xk  -4  xED.  The 
demicontinuity  of  F  and  G  imply  that  vE  F(t,  x)  and  wE  G(t,  x).  This  contradicts  the 
assumptions  and  completes  the  proof.  F] 
Now,  under  (H3.2.1)  and  (H3.2.2),  let  N=  Nl  +  N2  with  Nl  E  (S+),  N2  E  (QM),  YE 
X  and  y  ý  N(3  ).  By  letting  Ht  -  N,  y(t)  -  y,  D=  aci  in  Lemma  3.2.3,  we  see  that 
[y]f  V  [N] 
n 
(aSZ  n  E,  )  whenever  n>  no  for  some  no  >  0.  It  is  easy  to  show  from  our 
assumptions  that  [N]n  :  E,,,  n  Q-4  2E-  is  a  compact  mapping.  So,  the  topological  degree 
deg([N]n,  Sl  n  E,,  [y]T)  is  well  defined.  Moreover,  if  both  Nl  and  N2  are  single-valued  (in 
this  case,  we  can  suppose  N2  =  {0}),  this  degree  has  the  following  property. 
Lemma  3.2.4.  [71]  Let  Nl  E  (5+)  be  single-valued,  bounded  and  demicontinuous,  yEX 
and  yý  Nl  (OQ) 
. 
Then  there  exists  nl  such  that 
deg([N1],,,  SZ  n  E,  [y],,  )  =  constant,  for  all  n>  nj,  (3.10) 
and  this  constant  is  independent  of  the  choice  of  {E}. 
Definition  3.2.5.  A  bounded  demicontinuous  operator  TE  (S+)  is  said  to  be  a  reference 
mapping  related  to  wE  T(Sl)  if 
lim  deg  ([T]￿,  Sl  in  E,  [w]￿)  0  0. 
n-+00 
The  set  of  all  such  reference  mapping  related  to  w  is  denoted  by  R  (w).  That  is,  TE  R(w) 
if  there  exists  nl  >1  such.  that  deg([T]n,  S2  n  E,,  [w],,,  )  0  for  each  n>  nl. 
Example  3.2.6.  (i)  It  is  easy  to  see  that  the  duality  mapping  J:  X  X*  (under  an 
equivalent  norm,  J  is  single-valued)  is  a  reference  mapping. 
(ii)  If  TE  (S+)  is  an  odd  operator  and  has  no  solutions  on  the  boundary  of  a  symmetric 
S2,  then  [T], 
l 
is  also  odd  and,  by  Lemma  3.2.3,  has  no  solutions  on  KSl  n  E,  once  n  is  large 
enough.  So  Borsuk  Theorem  (Theorem  1.5.2  (iii))  and  Lemma  3.2.4  imply  TE  R(0). 
Now,  we  use  the  above  to  give  some  existence  results  for  (3.7).  For  simplicity,  we 
suppose  y=0  (otherwise,  replace  Nl  by  Nl  -  y). 
81 Theorem  3.2.7.  Under  (H3.2.1)  and  (H3.2.2),  suppose  TE  R(w),  wET  (Q)  are  such 
that 
(1  -  t)  (T  (x)  -  w)  V  -t(N1  +  N2)  (x)  for  all  xE  DSZ,  tE  [0,1].  (3.11) 
Then, 
(i)  if  Nl  E  (S+),  N2  E  (QM),  then  0E  (N1  +  N2)  (x)  admits  solutions  in  SZ; 
(ii)  if  Ni,  N2  E  (QM),  then  0E  (N1  +  N2)  (a); 
(iii)  if  Nl  +  N2  E  (PM)  and  Sl  is  convex,  then  0E  (Ni  +  N2)  (x)  admits  solutions  in 
f. 
Proof.  Without  loss  of  generality,  we  suppose  w=0  and  write  N=  Nl  +  N2. 
(i)  Define  H:  [0,1]  x  SZ  -,  2X*  by 
H(t,  x)  =  (1  -  t)T(x)  +  tN(x)  =  (1  -  t)T(x)  +  tNi  (x)  +  tN2  (x). 
Since  T  is  single-valued,  we  see  that  H  is  an  admissible  homotopy  and,  therefore,  [Ht]" 
is  a  homotopy  for  compact  mappings  in  finite  dimensional  space.  (3.11)  implies  that 
0V  H(t,  x)  for  all  tE  [0,1]  and  xE  3Q.  So,  by  Lemmas  3.2.3  and  3.2.4,  there  exists 
nj  >1  such  that 
0V  [Ht].,,  (x)  and  deg([T]n,  Qn  En,  0)  0  for  all  tE  [0,1],  xE0nE,  n>  nj. 
Applying  the  invariance  under  homotopy  of  set-valued  compact  mappings,  we  obtain 
deg([N]￿,  SZf1E,  0)  =  deg([Hi]￿,  Qn  Eß,,,  0)  =  deg([Ho]￿,  SZnE,  0) 
=  deg  ([T],,  SZ  n  E,,,,  0)  0 
for  all  n>  nl.  Therefore,  there  exists  xE  Kin  En  such  that  0E  [N],  (xn)  for  all  n>  nl. 
From  Lemma  3.2.3,  we  see  that  there  exists  xE  SZ  with  0E  N(x). 
(ii)  Suppose  0ý  N(0Q)  (otherwise,  the  assertion  is  true).  For  each  e>0,  consider 
the  mapping 
Ne:  =N1+ET+N2. 
By  Proposition  3.1.3,  N1+ET  E  (S+),  it  is  also  demicontinuous  since  T  is  single-valued. 
82 We  claim  that  there  exists  eo  >0  such  that 
0V  (1  -  t)T(x)  +  tNE(x)  for  all  xE  3Q,  tE  [0,1]  and  Ee  (0,  Eo).  (3.12) 
In  fact,  if  (3.12)  is  not  true,  there  would  exist  t,  E  [0,1],  x,,,  E  3SZ  and  Ems,  >0  with 
tn  -4  tE  [0,11,  En  0,  Xn,  xEX  such  that 
0E  (1  -  tn)  T  (In)  +  tn  N6,  (-In)  for  all  n>1. 
Therefore  there  exist  v.,,,  E  Nl  (x,,,  ),  w,  E  N2  (x,,  )  such  that 
(1 
-  tn  +  tnen)T  (xn)  +  tn(vn  +  wem,  )  =  0.  (3.13) 
We  may  suppose  T  (xn)  --u,  vom,  -ý  v  and  w,,  -w  in  X*  for  some  u,  v,  weX*  (by  passing 
to  subsequences),  and  1-  tn  +  tle,  L  >  0.  Then 
(1  -  t)T  (x)  +  t(v  +  w)  =  0. 
Since  both  T  (it  is  demicontinuous)  and  N2  are  quasi-monotone, 
lim  inf  (T  (x￿),  x￿  -  x)  >  0,  lim  inf  (w,,,,  x￿  -  x)  >  0. 
n-  oo  7L-+oo 
From  (3.13),  it  follows  that 
ý,  +  tý,  ýý,  lim  SUP(Vn,  xý,  -  x)  <-  lim  inf1  -tn  (xn),  xn  -  x) 
n-oo  n--+oo  to 
-  lim  inf  (w￿  x,  -  x)  <  0. 
TL-+OO 
(3.14) 
Since  Nl  E  (S+),  we  see  that  x,,,  -+  xE  aQ.  Therefore,  uET  (x),  vE  Ni  (x),  wE  N2  (x). 
By  (3.14)  and  (3.11),  a  contradiction  is  obtained.  Hence,  (3.12)  is  true. 
Applying  the  conclusion  (i)  to  N6,  there  exists  xE  E  SZ  such  that 
0E  NE(xE)  =  N(ie)  -  ET(x6)  for  each  aE  (0)Eo). 
This  implies  0E  N(SZ). 
(iii)  We  need  only  verify  that  N(SZ)  is  a  closed  subset.  To  do  this,  Let  yh  E  N(SZ) 
and  y,,,  -*  y  in  X*.  Then  there  exist  x,,,  E  SZ  such  that  y,  i  E  N(x,,  ).  We  may  suppose  (by 
passing  to  a  subsequences)  that  x  -k  x  in  X.  Then 
lim  sup(un,  x,  -  x)  =  lim  sup(y￿  Xr  -  x)  =o- 
83 By  Proposition  3.1.5,  yE  N(x).  Since  Q  is  bounded  and  convex,  X  is  reflexive,  we  see 
that  xESZ. 
This  completes  the  proof. 
0 
Remark  3.2.8.  Condition  (3.11)  can  be  replaced  by  the  following  more  general  condi- 
tion. 
There  exist  an  admissible  homotopy  H  and  TER  (w)  such  that 
H(0,  ")  =T-w,  H(1,  ")  =N  and  0V  H(t,  x)  f  or  all  E  [0,1],  xE  aQ. 
Theorem  3.2.7  is  therefore  similar  to  the  invariance  under  homotopy  of  topological  degree, 
both  can  be  used  to  obtain  existence  results. 
Corollary  3.2.9.  Under  (H3.2.1),  (H3.2.2),  let  TE  R(w)  be  a  linear  invertible  reference 
operator.  If  there  exist  cl  E  (0,  JIT-111-1),  c2  >0  such  that 
(1  _  cl  IIT-1II)  -1(c2IIT-1  II  +  IIT'-lw  I)  <  inf{  IIx  I:  xE  i9QI 
sup{11Tx-w-ull  :uE  (N1+N2)(x)}  <  Cl  Ix  I  +c2  on  09, 
then  the  conclusions  of  Theorem  3.2.7  remain  true. 
Proof.  We  need  only  verify  (3.11). 
In  fact,  if  there  exist  tE  [0,1]  and  xE  äQ  such  that  (1  -  t)(Tx  -  w)  =  -tu  with 
uE  (N1  +  N2)  (x),  then  we  have  Tx  =  t(Tx  -w-  u)  +w  and 
IIxUI  C  IIT-IIIIITx  -U-  wMI  +  IIT-'wII  C  IIT-'  I(ciUIxII  +  C2)  +  IIT-lwUI. 
Therefore, 
IIXII  <  (1  -  Ci  IT-i  11)-1  (C2  IT-1  I+  IIT-1w  11) 
" 
This  contradicts  the  assumption  and  completes  the  proof.  El 
Corollary  3.2.10.  Under  (H3.2.1)  and  (H3.2.2),  suppose  0EQ.  If 
(u,  x)  >-  IIu  H  HIxUI  for  all  xE  äS2  and  uE  (Ni  +  N2)  (x),  (3.15) 
then  the  conclusions  of  Theorem  3.2.7  remain  true. 
84 Proof.  We  need  only  verify  (3.11)  for  T=J.  In  fact,  if  there  are  xE  3Q  and  tE  [0,1] 
such  that  (1  -  t)  J(x)  E  -t(N1  +  N2)  (x),  then  there  exists  uE  (Ni  +  N2)  (x)  such  that 
(1  -  t)Jx  =  -tu.  Therefore  (1  -  t)jjxjj  =  (1  -  t)IlJx  =t  jull  and  (1  -  t)JIx112  = 
(1  -  t)  (Jx,  x)  =  -t(u,  x).  Obviously,  t00,  and  (u,  x)  =  -jjujjjjxjj  which  contradicts 
(3.15).  This  completes  the  proof.  El 
Remark  3.2.11.  Corollary  3.2.10  generalizes  Theorems  4.2,4.3  and  4.4  of  [51]  where 
N2  -  {0}  and  the  conditions  on  Nl  are  stricter. 
Noting  Proposition  3.1.10,  we  have  an  immediate  consequence  as  below. 
Corollary  3.2.12.  Suppose  SZ  is  a  bounded  open  subset  of  X  with  0E  SZ,  N:  SZ  -4 
PC,  (X  *)  is  a  bounded,  monotone  and  hemicontinuous  set-valued  mapping.  If 
(u,  x)  >-  Ijull  Jjxjj  for  all  xE  OQ  and  uE  N(x), 
then  0E  N(x)  has  solution  in  Q. 
A  surjectivity  result  is 
Corollary  3.2.13.  Under  (113.2.1)  and  (H3.2.2),  suppose  Dom(Ni)  =  Dom(N2)  =X 
and  the  following  condition  is  satisfied  for  every  single-valued  selection  u(.  )  of  (N1+N2)  ("). 
((u,  x)  lim 
IIxiH  oc  llxll  +  mull  =00. 
(3.16) 
Then  (N1  +  N2)  (X)  =  X*  provided  (N1  +  N2)  E  (PM)  or  Nl  E  (S+),  N2  E  (QM)  or 
Nl  +  N2  is  monotone  and  hemicontinuous;  If  N1,  N2  E  (QM),  then  (N1  +  N2)  (X)  =  X*, 
Proof.  Let  yEX*.  Replace  Nl  by  Nl  -y  in  Corollary  3.2.10,  we  need  only  prove  (3.15) 
>  0.  is  satisfied  for  a  suitable  SZ  :=  {x  EX:  jjx  j<  r}  with  some  r 
If  such  an  SZ  does  not  exist,  then,  for  each  n>1,  there  exist  In  EX  with  llImo,  ll  >n 
and  u,  E  e  N(x)  such  that 
(un,  In)  -  (y,  In)  <  -Ilum  -  Yll  IIXnII- 
From  (3.16),  it  follows  that  whenever  n  is  large  enough,  we  have 
(un,  x)  +  IlunM  >  2IIy  I"  IlXn 
(3.17) 
85 Using  (3.17),  we  see  that 
2IIyII  <  IIumUI+  (Y,  x,.,  ) 
_  IIun  _yl  <_  2IIyI"  IIxrII 
This  is  a  contradiction  and  completes  the  proof.  0 
Remark  3.2.14.  Corollary  3.2.13  generalizes  the  corresponding  result  in  [51],  as  well  as 
that  in  [26]  where  the  authors  considered  the  surjectivity  of  single-valued  quasi-monotone 
operators. 
In  order  to  give  another  result,  we  need  the  following  definition. 
Definition  3.2.15.  A  mapping  N:  X  -*  2X  *  is  said  to  be  asymptotically  quasiliriear 
with  the  asymptote  N...  if  N,,,,  :X  -+  2X  *  is  an  upper  semicontinuous  mapping  with 
nonempty  closed  values  and  such  that 
i)  cxN￿,  (x)  =  N￿￿  (ax)  for  all  a>0,  xEX; 
ii)  uXESNOO(x)  is  compact,  where,  S  :=  {x  EX:  Ix  =  1}; 
iii)  For  every  E>0,  there  exists  K>0  such  that  whenever  xEX  with  lx  ll  >K  and 
uE  N(x),  we  have  w  (x,  u)  ENi  (x)  such  that  IIu-w  (x,  u)  I<  61  x  11. 
A  mapping  N:  X  -+  2X  *  is  said  to  be  asymptotically  linear  with  the  asymptote  N,,, 
if  N,,  :X  -+  X*  is  a  continuous  linear  operator  and  for  every  6>0,  there  exists  K>0 
such  that  whenever  xEX  with  IIxII>K  and  uEN  (x),  we  have  Iu-N,,,  (x)  I  I<  EIx  11. 
Corollary  3.2.16.  Let  S=  {x  EX:  jjxjj  =  1}.  Suppose  Nl  (or  N2  respectively)  is 
asymptotically  quasilinear  with  the  asymptote  N,  N2  (or  Nl  respectively)  is  asymptoti- 
cally  linear  with  the  asymptote  Lc)O  E  (S+).  If  there  exists  a  homogeneous  demicontinuous 
operator  A:  X  -f  X*  with  -A  quasi-monotone  such  that 
0  Lex  -  tN￿￿  (x)  -  (1  -  t)A(x)  for  all  tE  [0,1],  XES,  (3.18) 
then  the  conclusions  of  Theorem  3.2.7  remain  true  with  a  suitable  QCX. 
Proof.  We  first  claim  that  there  exist  8>0  such  that 
JIL,,,  z  -  tw  -  (1  -  t)A(z)  II  >8  for  all  zES,  wEN,,.  (z),  tE  [0,1].  (3.19) 
86 In  fact,  otherwise  there  exist  ti  E  [0,1],  zti  E  S,  wi  E  Na(zi)  such  that 
L,,,,  zi-tiwi-(1-ti)A(zti)-+0. 
By  passing  to  subsequences,  we  may  suppose  that  ti  -+  tE  [0,1],  zi  -zEX,  wi  -k  wE 
wE  X*.  Since  -A  is  quasi-monotone,  we  have 
lim  sup(L￿,  z,  zi,  z2  -  z)  <  limsup(L, 
>￿  zi  -  tiwi  -  (1  -  ti)A(zi),  zi  -  z)  =  0. 
Z-+00  i-  oo 
This  implies  zZ  -*  zES  because  L...  E  (S+).  Therefore,  wEN,,  (z),  A(z2)  -k  A(z)  in 
X*  due  to  the  continuity  of  N,,,,  and  A,  and  then  Liz  -  tw  -  (1  -  t)A(z)  =0  which 
contradicts  (3.18)  and  gives  (3.19). 
Now,  let  xEX,  vi  E  NI  (x),  v2  E  N2  (x).  From  Definition  3.2.15,  there  exists  Ro  >0 
such  that 
Zvi  -  Le(x)  II  < 
16 
and  JIv2  -  w(x,  V2)  11  <lö  for  all  xE  äQ, 
44 
where  SZ  =  {x  EX:  jxUU  <  Rol,  w(x,  v2)  is  from  Definition  3.2.15.  So,  we  have 
IIt(vl  +  V2)  +  (1-  t)  (L￿￿,  x  -  A(x))11  ?lxx-  tw 
(x'  v2) 
-  (1  -  t)A  x 
x 
II  Ix 
x 
-tllvl  - 
L￿,  (x)  II 
-  tllv2  -W 
(X,  V2)  II  >- 
1 
dRo, 
4 
for  all  tE  [0,1],  x  EM  vi vl  E  Ni(x),  V2  E  N2(x).  This  implies  that 
(1  -  t)  (L,,,,  x  -  A(x))  V  -t(N1(x)  +  N2(x))  for  all  tE  [0,1],  xE  0Sl, 
and 
(Lc)o  -  A)  (x)  0  for  all  xE  aQ. 
Since  L,,,,  -A  is  an  odd  operator  of  class  (S+),  we  see  L,,,  -AE  R(0)  (see  Example 
3.2.6).  The  conclusion  follows  from  Theorem  3.2.7.  El 
Remark  3.2.17.  Corollary  3.2.16  is  a  generalization  of  Theorem  2.3  of  [37]  where  NI,  N2 
are  supposed  to  be  single-valued,  the  space  is  a  Hilbert  space  and  the  operator  A  is  linear 
and  compact. 
87 Remark  3.2.18.  From  the  proof  of  Corollary  3.2.16,  we  see  that  (3.18)  can  be  replaced 
by 
0  Lex+tNý(x)  -(1-t)A(x)  for  all  tEE  [0,1],  xES. 
If,  in  addition,  A(x)  E  N,,,,  (x)  and  N,,.  (x)  is  convex,  (3.18)  can  be  replaced  by 
O  Lex-N,,  (x)  forallxES. 
3.3  Applications 
In  this  section,  we  show  that  the  results  obtained  in  §3.2  can  be  applied  to  study  some 
boundary  value  problems,  integral  inclusions  and  controllability  of  some  nonlinear  sys- 
tems. 
3.3.1  Applications  to  elliptic  boundary  value  problems 
Let  Q  be  a  bounded  domain  in  W  with  smooth  boundary  IF,  m>1.  Consider  the  problem 
1:  (-1)I'l  D'Aa(z,  u,  ...  , 
Du)  E  -G  (z,  u),  (3.20) 
lal<r, 
DQu  (r=  0  for  ß<m-1.  (3.21) 
Let  N  be  the  number  of  multi-indices  a  with  IaI<m  and  for  ý=  {ea  :Ia<  m}  E  ]IAN 
, 
write  =  (?  ],  (),  where  11  =  {ýa  :  lal  <  m-1}  and  (=  {ýa  :I  aI=  m}.  Suppose  pE  [2,00) 
and  q=  pl  (p  -  1).  We  impose  the  following  hypotheses  on  Aa  and  G. 
H  (A)  :  Aa  :Qx  RN  --+  R  is  such  that 
i)  z  i-+  Aa  (z,  ý)  is  measurable  for  all  E  RN  and  Aa  (z,  ý)  is  continuous  for  almost 
allzEQ; 
ii)  There  exist  Cl,  c2  >0  and  k1  E  Lq  (SZ)  and  k2  E  L'  (SZ)  such  that 
JA«(z,  ý)j  <  cljjýjjP-1 
+  k1(z)  for  all  101  <  m,  zEQ  and  ý  ERN, 
1:  Aa(z,  )a!  C2jjýII' 
-  k2(z)  for  all  zE  SZ,  ERN;  (3.22) 
jal<m 
88 iii)  for  all  (i',  (),  (ý7,  (')  in  ]IAN  with  C  (',  and  all  zEQ, 
Z  [Aa(Z,  m()-A,  (z￿g'(')][(a-(ä]>0. 
Ial=  m, 
H(G):  G:  S2  xR  -+  2'\{o}  is  a  set-valued  mapping  such  that 
i)  G(z,  u)  =  [gl  (z)  u),  g2(z,  u)]  is  measurable  and  ri  G(z,  i)  is  upper  semicontinuous 
for  almost  all  zE  SZ; 
ii)  there  exist  c3i  c4  >  0,  k3  E  Lq  (S2)  such  that 
G(z,  u)  I=  max{  I  91(z,  u)  1,192  (z,  u)  I}<  c3  Iu+  k3  (z)  a.  e.  on  SZ,  (3.23) 
inf{gi  (z,  u)u,  g2(z,  u)u}  >  -c4  on  9.  (3.24) 
Theorem  3.3.1.  Under  the  above  assumptions,  problem  (3.20)-(3.21)  admits  solutions. 
To  prove  Theorem  3.3.1,  we  let  X=  Wö  '"  (Q)  with  X*  =W  -m,  g  (Q)  and  define 
mappings  N1,  N2  :X  -*  X*  by 
(Ni  (u),  v)  =E  Aa(z,  u,  ...  ' 
Dmu)Davdz,  f 
lal<m 
N2(u)  =  {g  E  L2(SZ)  :  g(z)  E  G(z,  u(z))  a.  e.  }. 
Then  we  have 
Lemma  3.3.2.  (Browder  [24],  Theorem  1) 
Under  the  assumption  (HA),  Nl  is  a  bounded  and  pseudo-monotone  operator  from  X  to 
X*. 
Lemma  3.3.3.  Under  H(G)  (i)  and  (3.23),  N2  is  upper  semicontinuous  from  X1￿  to  X 
and,  therefore,  pseudo-monotone. 
Proof.  By  Theorem  1.3.3  and  the  assumptions  on  G,  N2  is  a  well  defined  measurable 
bounded  set-valued  mapping  from  X  to  Lz  (SZ)  c  X* 
Since  N2(u)  =  SG(., 
u(,  )),  by  Theorem  1.3.4,  we  see  that  N2  is  u.  s.  c.  from  H  :=  L2  (SZ) 
to  H.  Since  both  X  embeds  into  H  and  H  embeds  into  X*  compactly,  we  see  that  N2 
is  u.  s.  c.  from  Xu,  to  X*.  This  completes  the  proof.  7 
89 Proof  of  Theorem  3.3.1 
From  the  above  two  lemmas,  it  follows  that  N=  Nl  +  N2  is  pseudo-monotone.  More- 
over,  by  the  assumptions  H(A)  ii)  and  H(G)  ii),  there  exist  constants  c5,  c6  >0  such 
that 
inf  (w,  u)  = 
(Nl  (u),  u)  +  inf  (w,  u)  >  c5llu  Ip 
-  c6. 
wEN(u)  wEN2(u) 
So  (3.18)  is  satisfied  and,  therefore,  0E  N(u)  has  a  solution,  that  is,  problem  (3.20)-(3.21) 
admits  solutions. 
Remark  3.3.4.  In  Theorem  28  of  [46],  p  is  assumed  to  be  strictly  larger  than  2,  the 
growth  condition  on  G  is  linear  (without  (3.24))  and  Nl  must  be  proved  to  be  (5+)  in 
Wö  'P(Q).  Of  course,  in  that  case,  our  Theorem  3.2.7  can  be  applied  to  obtain  the  same 
conclusion. 
3.3.2  Applications  to  integral  inclusions 
Consider  the  implicit  integral  inclusion 
1 
p(t,  x(t))  E  k(t,  s)F(s,  x(s))ds  +f  (t),  tE  [0,1],  (3.25) 
0 
where,  pE  C([0,1]  x  R,  R),  fE  C([0,1],  R),  kE  L2([0,1]  x  [0,1],  R),  while  F:  [0,1]  x 
R  -+  2R  is  a  set-valued  mapping  with  closed  convex  values  satisfying  the  Caratheodory 
conditions  (measurable  and  upper  semicontinuous  with  respect  to  the  first  and  second 
argument  respectively).  If  p(t,  x)  -  x,  this  is  a  problem  considered  in  [60];  if  F  is  single- 
valued,  it  is  the  problem  studied  in  [371.  It  is  known  that  the  problems 
(p(t,  x))'  E  F(t,  x),  x(0)  =  a,  and  (p(t,  x))"  E  F(t,  x),  x(0)  =  x(1)  =0 
are  special  cases  of  (3.25). 
We  impose  the  following  conditions  similar  to  those  in  [37]. 
i)  x  -+  p(t)  x)  is  strongly  increasing  and  a>0  is  such  that 
lim  jp(t,  x)  -  ax  /x=0  uniformly  in  tE  [0,1] 
. 
I  I-  00 
(3.26) 
90 ii)  There  exist  ß2  >  /3  >0  such  that 
ßl  <  lim  inf  mF  (t,  x)  <  lim  sup  MF  (t,  x)  <  , 
ß2  uniformly  in  tE  [0,1]; 
IxI-°°  IxI-*oo 
here,  mF(t,  x)  :=  inf{u/x  :uE  F(t,  x)},  MF(t,  x)  :=  sup{u/x  :ue  F(t,  x)}. 
iii)  There  exists  b>0  such  that  the  equation 
I 
ax(t)  =  k(t,  s)y(s)x(s)ds 
0 
has  no  solution  for  each  yE  L2  (0,1;  R)  with  ßl  -6<  y(t)  <  ß2  +  6. 
We  let  X=  L2  (0,1;  ILS)  =  X*  and  define  mappings  on  X  as  below 
Ni  (x)  =  p(.,  x),  L￿  (x)  =  ax; 
1 
N2(x) 
- 
0k(., 
s).  f  (s)ds  :fE  SF(., 
x(")) 
I1 
M=x 
-+ 
k(",  s)y(s)x(s)ds  :yeX,  01 
-6<  y(t)  C  02  +d  ; 
o 
Ný(ý)={Kx:  KEE  M}. 
Then  inclusion  (3.25)  is  equivalent  to 
0E  (Ni  -N2)  (x)  in  X. 
In  Theorem  3.1  of  [37],  the  following  result  can  be  found. 
Lemma  3.3.5.  [37]  Under  the  above  assumptions,  N,,,,  is  a  positively  homogeneous  upper 
semicontinuous  mapping  on  X  with  nonempty,  convex  and  compact  values,  0V  Lex  - 
Ni(x)  for  all  xEX  with  jjxII  =1  and 
U{N,,,  (x)  :xEX,,  jxjj  =  1} 
is  compact. 
Theorem  3.3.6.  Under  the  above  assumptions,  problem  (3.25)  admits  solutions. 
Proof.  Since  x  i--+  p(t,  x)  is  strongly  monotone,  we  see  that  Nl  is  strongly  monotone.  So 
Nl  E  (S+).  The  continuity  of  p  implies  the  continuity  of  Ni.  From  (3.26),  it  follows  that, 
for  each  E>0,  there  exists  n(E)  >0  such  that 
jp(t,  x)  -  ax  <  Ejxj,  for  all  x>  n(E). 
91 Let  m=  max{lp(t,  x)  -  ax  :  Ix  <  n(6)}.  Then 
jp(t,  x)-axI  <m+6Ix,  for  all  x  ER 
and,  therefore, 
11  Ni  (x)  -  L￿,  (x)11  <m+EllxI,  for  all  xE  L2  (0,1;  R) 
and 
lim  sup 
JI  N1  (x)  -  L,,  (x) 
IIxII-*o  114 
Since  E  is  arbitrary,  we  see  that  Nl  is  asymptotically  linear  with  the  asymptote  L. 
By  our  assumption  ii)  and  the  boundedness  of  F,  we  see  that  there  exist  r>0,  a>0 
such  that 
F(t,  x)  C 
[ßl  -  6, 
, 
ß2  +  6]x,  for  Ix(  >  r, 
(-a,  a),  for  x<r. 
Write  A=  {x  :  xI  <  r},  B=  {x  :  Ix  >  r}  and  use  XA(")  to  stand  for  the  characteristic 
function  of  set  A.  Then,  for  each  xEX,  each  yE  SFB 
x(,  ))  can  be  decomposed  as 
y(t)  =  yi(t)  +  y2(t)I(t)  (3.27) 
with 
yi(t)  :=  xA(t)y(t)  E  [-a,  a],  y2(t)  :=  XB(t)y(t)  Ix  (t)  E  [ßi  -  6,  ß2  +  6] 
and  therefore 
SF(.,.  (.  ))  CX=  L2  (0,1;  R).  (3.28) 
We  claim  that  F  (x)  :=  SF(, 
x(.  ))  is  demicontinuous  from  X  to  X.  In  fact,  let  DCX  be  a 
weakly  closed  subset  and  x7  E  F-'  (D)  with  x,,  -+  1o  in  X.  By  passing  to  a  subsequence, 
we  may  suppose  xn(t)  -  xo(t)  almost  everywhere  in  [0,1].  Then  the  upper  semicontinuity 
of  F  implies 
lim  sup  F(t,  x,,,  (t))  C  F(t,  xo  (t))  a.  e.. 
92 Zn  E  F-1(D)  implies  that  there  exist  yhE  F(xn)  n  D.  By  the  boundedness  of  F,  we  may 
suppose  yn  -,  yo  E  X.  Then  yo  ED  and,  by  Theorem  1.3.4, 
Yo  E  CO  slim 
Sup  F(",  xn0) 
C  CO  SF(,, 
Xo(,  ))  =  SF(, 
Xo(  ))' 
So  xo  E  F-1  (D)  and,  therefore,  F  is  demicontinuous.  By  (3.27)  and  the  compactness 
of  x  F-ý  fö  k(",  s)x(s)ds,  we  see  that  N2  maps  bounded  subsets  into  relatively  compact 
subsets  and  is  upper  semicontinuous,  that  is,  N2  is  compact.  So  Nl  -  N2  E  (PM). 
Next,  we  prove  that  N2  is  asymptotically  linear  with  the  asymptote  N,,,,.  By  Lemma 
3.3.5,  we  need  only  verify  condition  iii)  of  Definition  3.2.15.  Let  E>0  be  given.  For  each 
xEX  and  each  uE  N2(x),  there  exists  fE  SF(. 
x(.  ))  such  that 
11 
U=  G(",  s)f(s)ds. 
0 
By  (3.27)  and  (3.28),  f=f,  +  f2x  with  11f  i  (t)  <a  and  f2  E  [ßl  -  6,02  -  6].  So 
1 
w  :=  G(",  s)  f2(s)x(s)ds  E  Ni(x)  and 
0 
1 
Hu  -  w11  = 
IIjo  G(",  s)  fl(s)ds  <  ab  with  b  G(.,  s)ds 
Therefore 
lu  -w<e,  for  all  x  with  j  lx  >  ab/6. 
This  proves  that  N2  is  asymptotically  linear  with  the  asymptote  N,,  and,  therefore,  -N2 
is  asymptotically  linear  with  the  asymptote  -N... 
So,  noting  Remark  3.2.18  and  Lemma  3.26,  all  the  conditions  made  in  Corollary  3.2.16 
are  satisfied  and,  therefore,  0E  Ni  (x)  -  N2(x)  or  inclusion  (3.25)  admits  solutions.  Q 
3.3.3  Applications  to  controllability  problems 
Let  T>  to.  Consider  the  controllability  of  the  implicit  nonlinear  system  with  delay 
L(x(t),  x'(t))  -  A(t)x(t)  =f  (t,  x(t),  x(6(t)),  u(t))  tE  [to,  T]  (3.29) 
x(t)  =xo  fort  <to. 
Here  A(t)  is  a  linear  operator  on  a  separable  Hilbert  space  H  for  each  t  with  the  domain 
Dom(A(t))  -Da  linear  subspace  of  H,  f  is  a  nonlinear  function  from  [to,  T]  x  H2  to  H, 
the  delay  8  is  a  continuous  function  from  [to,  T]  to  R  and  L  is  an  operator  from  H2  to  H. 
93 Theorem  3.3.7.  Write  I=  [to,  T],  Ib  =IU  range(s).  Suppose  the  following  conditions 
are  satisfied. 
(i)  II  f  (t,  x,  y,  u)  II  C  al  +  a2IIxII  +  a311Y11  +  a4IIuJI  for  all  (t,  x,  y,  u)  EIx  H3  with 
ai  (i  =  1,2,3,4)  positive  constants. 
(ii)  For  all  bounded  subsets  Di,  D2  C  H,  there  exist  a  constant  bi  >0  and  measurable 
functions  b2,  b3  E  L2  (I,  R)  (each  bi  may  depend  on  D1,  D2)  such  that: 
(f  (t,  x,  y,  u),  u)  >  bl  IIu112  -  b2  (t)  II  UI  I-  b3(t),  for  all  tEI,  uEH,  xE  DI,  yE  D2. 
(iii)  A(.  )x  E  L2(I,  H)  for  every  xED. 
(iv)  L(x("),  x'("))  E  L2(I,  H)  for  each  of  ne  function  x 
(v)  uf  (t,  x,  y,  u)  is  monotone  for  every  (t,  x,  y). 
Then  DC  RT(xo)  for  each  xo  EH  and  so  system  (3.29)  is  approximately  (or  exactly 
controllable  if  D=H  (resp.  D=  H). 
Proof.  Let  XT  E  D,  x(t)  =  (XT  -  x0)  +  x0  for  tEI  and  x(t)  =  xo  for  t<  to.  Then 
x(t)  ED  for  all  tEI  and  , 
by  our  assumptions  (iii)  and  (iv),  Ax,  L(x,  x')  E  L2(I,  H). 
We  define  an  operator  N  on  L'(1,  H)  by 
Nu(t)  =f  (t,  x(t),  x(5(t)),  u(t))  -  L(x(t),  x'(t))  +  A(t)x(t) 
=f  (t,  x(t),  x(6(t)),  u(t))  -  L(x(t),  x'(t))  +t 
t° 
A(t)(xT  -  xo)  -  A(t)xo. 
T-  to 
Then  our  assumptions  imply  that  N  maps  L2  (I,  H)  into  LZ  (I,  H)  and  is  hemicontinuous 
since  f  is  continuous  in  u.  By  our  assumption  (v),  for  all  u,  vE  L2  (I,  H),  we  have 
T 
(Nu  -  Nv,  u-  V)L  =  (Nu(t)  -  Nv(t),  u(t)  -  v(t))dt 
Ito 
T 
_  (.  f  (t,  x(t),  x(6(t)),  u(t))  -  .f 
(t,  x(t),  x(S(t)),  v(t)),  u(t)  -  v(t))dt 
io 
> 
that  is  N  is  monotone.  Here,  (",  ")L  stands  for  the  inner  product  in  L2(I,  H).  The  norm 
94 in  L2(I,  H)  will  be  denoted  by  11  "  JIL.  From  (ii)  and  (iii),  it  follows  that 
T 
(Nu,  u)L  =  (Nu(t),  u(t))dt 
fo 
T 
"T 
=  (f  (t,  x(t),  x(t)),  u(t)),  u(t))dt  -  (L(x(t),  x'(t)),  u(t))dt 
IoJo 
tý 
+ 
IT( 
oT_ 
to  XT  +tt- 
to 
A(t)  (xT  -  xo)  +  A(t)xo,  u(t))dt 
TFT 
b1  II  u(t)  II2dt  -  b2  (t)  II  u(t)  Il  dt  -  b3(t)dt  -  II  L(x,  X')  II  L  II  uII  L 
Iofofo 
T 
_t0  +  (Z, 
_t 
XT  +t-t  A(t)(xT  -  xo)  +  A(t)xo,  u(t))dt 
it 
o0  to 
T 
>-  b1IIuIIi  -(IIb2IIL+II  L(x,  XI)  IIL)  IIUIIL-I  b3(t)  dt 
to 
1 
T_  to 
II  XT  II 
L+I 
A(')  (XT 
-  xo)  IIL  +  IIA(')X0IIL  IuIIL"  (3.30) 
Let  r  be  the  root  of  the  quadratic  equation  determined  by  the  right  hand  of  (3.30).  Then 
we  have 
(Nu,  u)L  >  0,  for  all  uE  L2(I,  H)  with  IIuIIL  =  r'" 
By  Corollary  3.2.12,  Nu  =0  has  solutions  in  TBL2(1,  H),  that  is  there  exists  uE  L2(I,  H) 
such  that  x  is  a  solution  of  the  corresponding  equation  (3.29).  Obviously,  x  (T)  = 
XT,  x  (to)  =  xo.  This  completes  the  proof.  El 
Remark  3.3.8.  We  can  also  suppose  u  ý-+  -f  (t,  x,  y,  u)  is  monotone  instead  of  (v)  and 
replace  (ii)  by 
(ii')  there  exist  a  constant  bl  >0  and  measurable  functions  b2,  b3  E  L2  (I,  R)  (each  b2 
may  depend  on  D1,  D2)  such  that: 
(f  (t,  x,  y,  u),  u)  <  -biJIu112  +  b2(t)  II  uII+  b3(t),  for  all  tEI,  uEH,  xE  D1i  yE  D2. 
Remark  3.3.9.  Although  Theorem  3.3.7  can  be  obtained  from  the  corresponding  sur- 
jectivity  result  of  monotone  operator  (for  example,  Theorem  11.2  in  [31]),  our  method 
can  give  the  approximate  position  of  the  desired  control  u  which  is  in  TBL2(I,  H).  For  the 
detail  and  other  research  on  the  controllability  with  preassigned  responses,  see  [14]. 
95 Chapter  4 
Solvability  of  First  Order  Nonlinear 
Evolution  Inclusions 
Let  H  be  a  Hilbert  space,  VCH  be  a  reflexive  Banach  subspace,  A:  [0,  T]  xV  -*  V* 
be  a  nonlinear  operator.  Variants  of  boundary  value  problems  need  the  solvability  of  the 
evolution  equation  (see  Showalter  [72]  and  Zeidler  [80]) 
x'(t)  +  A(t,  x(t))  =f  (t)  a.  e.  (4.1) 
and  the  implicit  equation  (see  Showalter  [72]) 
d 
(Bx(t))  +  A(t,  x(t))  =f  (t)  a.  e.  (4.2) 
dt 
with  BE  L(V,  V*).  It  is  well  known  that  if  A(.,  x)  is  measurable,  A(t,  ")  is  hemicontinuous, 
coercive  and  monotone  with  some  growth  conditions,  then  (4.1)  admits  a  unique  solution 
for  any  given  function  fE  L2(0,  T;  V*)  and  initial  value  xo  EV  (see  Theorem  1.7.5).  If, 
in  addition,  B  is  positive  and  symmetric,  then  (4.2)  admits  solutions  (see  Corollary  III 
6.3  in  [72]).  For  both  theory  and  applications,  we  need  to  consider  perturbation  problems 
and  seek  other  kinds  of  assumptions  on  A  instead  of  the  monotonicity  condition.  Many 
authors  have  contributed  to  these  problems. 
We  first  recall  Hirano's  work  [43]  in  which  a  global  existence  result  for  the  perturbation 
problem 
x'(t)  +  A(x(t))  +  G(x(t))  =f  (t)  (4.3) 
96 was  given,  but  the  assumptions  made  are  strict.  For  example,  it  was  supposed  that 
(Si)  the  embedding,  V  H,  is  compact; 
(Sii)  G:  V  -*  H  is  continuous  and  weakly  continuous,  and  (G(v),  v)  >  -c. 
Recently,  (Sii)  was  removed  (but  the  range  of  perturbation  still  needs  to  be  in  H)  and 
more  general  problems  considered  by  Migörski  [55]  who  considered  the  global  existence 
of  the  evolution  inclusion 
x'(t)  +  A(x(t))  E  F(x(t)) 
with  Fa  set-valued  mapping  into  H.  Also,  in  Ahmed  and  Xiang  [2],  (Si)  was  dropped 
and  the  range  of  G  was  extended  to  V*,  but  another  strong  assumption  was  imposed, 
namely 
(Siii)  x,  -k  x  implies  (G(x,,  ),  x,  -  x)  -*  0. 
For  example,  even  the  identify  operator,  G(v)  =v  for  all  v,  need  not  satisfy  (Siii)  (it 
is  weakly  continuous).  A  recent  result  was  given  by  Berkovits  and  Mustonen  in  [11] 
who  considered  equation  (4.1)  in  the  case  when  A  is  only  pseudo-monotone  with  some 
growth  and  coercivity  conditions.  We  point  out  that  the  assumption  of  demicontinuity 
on  A  in  [11]  is  not  necessary  because  of  Proposition  27.7  in  [80].  In  case  the  Nemytski 
operator  corresponding  to  A  is  pseudo-monotone  and  coercive,  Theorem  32.  D  gives  the 
solvability  of  equation  (4.1).  But,  we  are  not  sure  what  assumptions  on  A  can  ensure  the 
pseudo-monotonicity  of  the  corresponding  Nemytski  operator. 
For  the  implicit  problem,  some  authors  consider  the  case  when  both  B  and  A  are 
the  sub  differentials  of  convex  functions  (see  Barbu  and  Favini  [9]  and  Colli  and  Visintin 
[29]),  others  consider  the  case  when  A  is  the  sum  of  a  maximal  monotone  mapping  and  a 
Lipschitz-like  operator,  and  B  is  the  composition  of  the  injection  of  V-H  (supposed  to 
be  compact)  and  the  subdifferential  of  a  time-dependent  convex  function  (see  Hokkanen 
[44]  and  [45]).  In  very  recent  works,  Andrews  etc.  [4]  and  Barbu  and  Favini  [8]  considered 
the  operator-equation 
d 
(Bx  (t))  +  Ax  (t)  =f  (t) 
dt 
in  an  evolution  triple  of  Hilbert  spaces  with  Ba  linear,  positive,  and  symmetric  operator 
and  Aa  monotone  operator.  The  significance  of  these  two  papers  is  that  the  coercivity 
97 condition  and  strong  monotonicity  (for  uniqueness)  were  made  to  A+  AB  (A  >  0)  instead 
of  A  as  is  usual. 
We  note  that  (Siii)  and  the  weak  continuity  imply  that  G  is  pseudo-monotone,  mono- 
tone  and  hemicontinuous  implies  maximum  monotone  and,  therefore,  pseudo-monotone 
(see  Proposition  8  of  [25]).  So,  in  this  chapter,  we  will  suppose  u  i-+  A(t,  u)  is  a  set-valued 
pseudo-monotone  mapping  and  consider  the  more  general  evolution  inclusion 
x'(t)  +  A(t,  x  ((t))  E)  f  (t)  a.  e..  (4.4) 
in  a  general  evolution  triple  and  implicit  inclusion 
d 
(Bx(t))  +  A(t,  x((t))  f  (t)  a.  e..  (4.5) 
dt 
in  an  evolution  triple  of  Hilbert  spaces,  as  well  as  their  perturbation  problems. 
Global  existence  theorems  to  (4.4)  and  (4.5)  will  be  given  which  generalizes  the  cor- 
responding  ones  in  [2],  [4],  [8],  [11]  and  [43].  Continuity  of  solutions  depending  on  the 
function  f  are  also  given.  For  the  perturbation  problem  of  (4.4),  we  suppose  A(t,  ")  is  also 
accretive  as  a  mapping  on  V*  and  the  perturbation  is  a  Lipschitz  mapping.  An  existence 
result  is  obtained  and,  if  the  perturbation  is  single-valued,  the  solution  is  unique.  For  the 
perturbation  problem  of  (4.5),  we  consider  the  case  when  (4.5)  is  perturbed  by  an  u.  s.  c. 
and  uniformly  bounded  (in  Lq(H))  mapping.  In  this  case,  the  embedding  of  V  into  H 
needs  to  be  compact. 
4.1  Pseudo-monotonicity  of  a  mapping  in  functional 
spaces 
In  this  chapter,  we  always  suppose  that  (V,  H,  V*)  is  an  evolution  triple,  i.  e.  V  is  a  real 
separable  reflexive  Banach  space  with  dual  V*,  H  is  a  real  separable  Hilbert  space  such 
that  V-H  -4  V*  densely  and  continuously.  The  inner  product  on  H  is  denoted  by 
(",  ").  The  duality  between  V  and  V*  and  that  between  LP(0,  T;  V)  and  Lq(0,  T;  V*)  are 
denoted  by  (",  "),  ((",  "))  respectively.  Here  T>0,  p>2,  q>0  are  fixed  real  numbers 
98 and  1  /p  +1  /q  =  1.  For  r>1  and  a  space  X,  the  functional  space  LT  (0,  T;  X)  will  be 
abbreviated  to  Lr  (X) 
. 
For  a  set-valued  mapping  A:  X  2x*,  we  denote  by 
AxII  =  sup  IIyII,  for  each  xEX.  yEAx 
In  this  section,  we  consider  the  properties  of  the  mapping  LAL*  for  a  given  mapping 
A:  [0,  T]  xV  -+  2V  *,  where  A:  IP(V)  -+  2L4  (V  *)  is  the  Nemytski  mapping  corresponding 
to  A(",  "+  xo),  that  is 
Ax  =  SA(., 
X(.  )+X0)  :_  {g  E  Lq(V*)  :  g(t)  E  A(t,  x(t)  +  xo)  a.  e.  }  for  xE  LP  (V)) 
and  L,  L*  are  the  linear  operators  defined  by 
t 
(L  f)  (t)  =f  (s)ds,  for  each  fE  L'  (X  ),  rE  (1,  oo), 
0 
T 
(L*  f)  (t)  =f  (s)ds,  for  each  fE  LT  (X  ),  r"  E  (1,  oo) 
t 
related  to  the  corresponding  Banach  space  X.  It  is  known  that  L*  is  the  adjoint  operator 
of  L,  both  L  and  L*  are  linear,  continuous,  and  positive  (see  Example  1.6.3). 
We  suppose  A:  [0,  T]  xV  -+  2V*  satisfies  the  following  assumptions. 
(H4.1.1)  (t,  v)  F-+  A(t,  v)  is  measurable  with  nonempty  closed  convex  values. 
(H4.1.2)  There  exist  al  >  0,  a2  E  Lq  (R)  such  that 
IA(t,  v)  jjv*  <  al  jjvjjv  1+  a2(t),  for  all  vEV,  tE  [0,  T]. 
(H4.1.3)  There  exist  a3,  a4  >  0,  a5  E  L'  (R)  and  aE  (0,  p)  such  that 
inf  (u,  v)  >  a3  JIv  Iv-  a4  Iv  11V  -  a5  (t) 
, 
for  all  vEV,  tE  [0,  T]. 
uEA(t,  v) 
(H4.1.4)  v  i-+  A(t,  v)  is  pseudo-monotone  for  every  tE  [0,  T]. 
Note,  (H4.1.3)  is  equivalent  to  the  existence  of  c3  >  0,  C4  E  L'  (IR)  such  that 
inf  (u,  v)  >  c31Iv  v-  c4  (t),  for  all  vEV,  tE  [0,  T] 
. 
(4.6) 
uEA(t,  v) 
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ORIGINAL If  there  exists  to  E  [0,  T]  such  that  lim  inf,,,,,,  h,  (to)  <  0,  then  there  exist  ni  such  that 
lim  (zni  (to),  Lxnt  (to)  -  Lx(to))  <  0. 
ni-+oo 
By  (H4.1.2)  and  (4.6),  for  all  t,  we  have 
h  (t)  ?  c3  II  Lxfl  (t)  II  V-  c4  (t)  -II  zn  (t)  II  v*  II  Lx  (t)  IIv 
c31  I  Lxn  (t)  l v-  a,  II  Lxs,  (t)  II  P-'  II  Lx  (t)  ll  v-  a2  lLx  (t)  ll  v-  c4  (t)  (4.9) 
>  -h(t),  (4.10) 
where, 
h(t)  :=  h(t,  Lx)  = 
a2  (t)  II  Lx  (t)  llv+  c4  (t), 
(ai/c  ')  II  Lx(t)  ￿v 
if  c31  J  Lxn  (t)  J  IVý:  ai  lJ  Lx  (t)  llv, 
+a2  (t)  II  Lx  (t)  lv+  c4  (t) 
, 
if  c3  U  Lx,  (t)  UU  v<  a1U  lLx  (t)  llv. 
So  {Lx,, 
j 
(to)}  is  bounded  and,  therefore,  Lx,,,,  (to)  -i  Lx(to)  (Remark  1.6.4).  By  the 
pseudo-monotonicity  of  A,  we  obtain 
lim  (z,  (to),  Lx,  (to)  -  Lx(to))  =0 
TL-+00 
which  is  a  contradiction.  Hence  lim  inf..  h,  (t)  >0  for  all  tE  [0,  T],  and  therefore 
lim  hn  (t)  =  0,  for  all  tE  [0,  T], 
n-*oo 
(4.11) 
where  h-  (t)  =  max{-h,,  (t),  0}  =  h+  (t)  -  h,,  (t)  with  hn  (t)  =  maxi  h,  ý(t),  O}  =I  h,  ý(t)I  - 
hn  (t)  for  all  tE  [0,  T].  By  Fatou's  Lemma, 
fTT 
0<  lim  inf  h,,  (t)  dt  <  lim  inf  h,  (t)  dt  =  lim  inf  ((z,,,,  Lx,, 
o  n-+c)o  n-+c)o  o  n-+oo 
lim  sup  ((z,,  Lx  -  Lx))  <  0, 
-+OO 
which  implies  that 
T 
lim  h,,  (t)dt  =  lim  ((zn,  Lxs,,  -  Lx))  =  0. 
m-*oo  o  n-*oo 
Lx)) 
(4.12) 
101 It  is  easy  to  see  that  hE  L'(R)  and  0<h;  (t)  <  h(t).  By  the  Dominated  Convergence 
Theorem  and  (4.11),  limn-*oo  fö  h;  (t)dt  =  0.  Together  with  (4.12),  we  have 
T  fT{hTh(t)  lim  h+  (t)  dt  =  lim  +  h;  (t)]  dt  =  0,  n-+oo 
fo 
n  n-+oo 
so  that 
TT 
lim  IIhn(t) 
ldt  =  lim  [hl  +  h-  (t)  ]  dt  =  0. 
fl-  oo  o  T,  -*oo  0 
Therefore,  there  exists  a  subsequence  {hfk  }  such  that 
hlk  (t)  =  (zflk  (t),  Lxflk  (t)  -  Lx  (t))  -+  0  a.  e..  (4.13) 
By  the  pseudo-monotonicity  of  A,  for  each  yE  LP(V)  and  each  tE  [0,  T]  satisfying  (4.13), 
there  exists  'Wt  c  A(t,  Lx  (t))  such  that 
(wt,  Lx  (t)  -  Ly  (t))  <l  im  i  f(zfk  (t),  Lx,,,,  (t)  -  Ly(t)). 
Let 
a(t)  =l  im  i  f(z71k  (t),  Lxlk  (t)  -  Ly(t)), 
and 
F(t)  =  {w  E  A(t,  Lx  (t))  :  (w,  Lx(t)  -  Ly(t))  <  a(t))}. 
Then,  it  is  easy  to  see  that  F  (t)  is  nonempty  closed  convex  and 
I  IF(t)  llv*  <  II  A(t,  Lx(t))MMv*  <  a,  II  Lx(t)jiv  1+  a2(t),  (4.14) 
Since  a  is  measurable,  Lx,  Ly  are  continuous,  by  (H4.1.1),  F  is  measurable.  So  applying 
Theorem  1.3.3  on  F,  we  find  a  measurable  selector  z(t)  E  F(t)  a.  e.  with  zEL.  (V*).  By 
(4.14),  zc  Lq  (V  *),  Therefore, 
(z  (t),  Lx  (t)  -  Ly(t))  <  a(t)  =1  m 
if(zf,  k 
(t),  Lxlk  (t)  -  Ly(t))  a.  e.. 
As  we  have  proved  above,  (zflk  (t),  Lxflk  (t)  -  Ly(t))  >  h(t,  Ly)  with  h(t,  Ly)  integrable, 
applying  Fatou's  Lemma,  we  have 
T 
((z,  Lx  -  Ly))  <  lim  inf(zf, 
k 
(t),  Lxfk  (t)  -  Ly(t))dt 
o  k-+oo 
T 
<l  im  if  (zfk  (t),  Lxlk  (t)  -  Ly  (t))  dt  =1  mif  ((zlk,  Lxnk  -  Ly)). 
0 
102 Therefore  L*  z  (E  L*  ÄLX)  satisfies 
((L*z,  x-y))  <  lmi  f((L*zlk)  XTk  -y)), 
which  shows  that  L*AL  is  pseudo-monotone  because  of  Proposition  3.1.1.  Q 
Remark  4.1.2.  In  the  above  lemma,  we  do  not  impose  any  continuity  on  A.  By 
Proposition  3.1.7,  the  explicit  demicontinuity  assumption  in  [11]  is  not  necessary. 
Corollary  4.1.3.  Under  (H4.1.1)-  (H4.1.3),  suppose  v  º-+  A(t,  v)  is  demicontinuous  and 
quasi-monotone.  Then  L*AL  is  quasi-monotone. 
Proof.  Suppose  x,  E  -x  in  L7(V)  and  z,,,  E  L*ALx,.  Let  j:  V  -*  V*  be  the  duality 
mapping  with  j  the  corresponding  Nemytski  operator.  By  Theorem  1.6.7  and  Theorem 
1.6.9,  j  is  single-valued  and  of  class  (S+).  So,  for  each  e>0,  v  Ej  (v)  +  A(t,  v)  is 
pseudo-monotone  and,  therefore,  quasi-monotone  due  to  Propositions  3.1.2  and  3.1.3.  So 
lim  sup￿  ((sL*  j  Lx￿  +  Zn,  x,,  -  x»»  >  0.  Since 
e  lim  sup  ((j  Lx7z,  Lxs,  -  Lx))  +  lim  sup  ((z￿  x,,,  -  x))  >  lim  sup  ((EL*  j  Lxs,  +  z7,,,  x,  -  x» 
n-+oo  n-+oo  n-+oo 
and  E  is  arbitrary,  we  see  lim  supn,,  0 
((zn 
7  xn  -  x))  >0  and,  therefore,  L*AL  is  quasi- 
monotone.  F-1 
The  following  proposition  is  a  generalization  of  Lemma  A  of  [2]  and  the  corresponding 
one  in  [11]. 
Proposition  4.1.4.  Under  (H4.1.1)-  (H4.1.4),  if  x,  x  are  functions  from  [0,  T]  into 
V,,  zz  E  ALxn  with  Lx,,,  -,  Lx  in  LY  (V  ),  xn  -x  in  Lq  (V  *)  and  lim  sup((z,,  Lxn  -  Lx))  < 
0,  then,  there  exists  zc  ALx  and  subsequence  {znj  }  such  that  znj  -  z,  ((zj,  Lx7, 
j 
))  -+ 
((z,  Lx)). 
Proof.  Noting  Remark  1.6.4  and  using  almost  the  same  method  as  we  have  used  in  propo- 
sition  4.1.1,  we  see  that  there  exists  a  subsequence  nj  such  that  for  each  yE  IY  (V  ),  there 
exists  z(y)  E  ÄLx  such  that 
((z  (y),  Lx  -  y))  C  lm  if  ((z; 
, 
Lx,,;  -  y)) 
103 By  taking  y=  Lx,  we  obtain 
lim  inf  ((z￿j 
, 
Lxnj  -  Lx))  =  0. 
j-*oo 
So  {  z,,  j 
}  is  bounded  in  Lq  (V  *) 
. 
We  may  assume  that  z,,,  3  -,  zo  in  L4  (V  *) 
. 
Hence,  for  each 
yE  LP(V),  there  exists  z(y)  E  ALx  such  that 
((z(y),  Lx  -  y))  C  ((zo,  Lx  -  y)) 
By  Lemma  3.1.4,  there  exists  zE  ALx  such  that 
((z,  Lx  -  y))  <  ((zo,  Lx  -  y))  for  all  yE  LP  (V)) 
that  is  z=  zo  and,  therefore,  z,  Z j  -ý  z  in  Lq  (V  *) 
.Q 
4.2  Solutions  for  explicit  problems 
In  this  section,  under  (H4.1.1)-(H4.1.4),  we  consider  the  existence  and  properties  of 
solutions  to  the  explicit  evolution  inclusion 
x'(t)  +  A(t,  x(t))  Df  (t)  a.  e. 
X  (O)  =  xo  EV 
with  fE  Lq(V*). 
(4.15) 
(4.16) 
A  function  xE  L"(V)  is  said  to  a  solution  of  (4.15)-(4.16)  if  x  is  differentiable  a.  e.  in 
the  vector  distribution  sense,  x'  E  L9  (V  *)  and  f  (t)  -  x'  (t)  E  A(t,  x  (t))  a.  e.  . 
It  is  known  that  problem  (4.15)-(4.16)  is  equivalent  to 
L*x  +  L*ÄLX  D  Pf 
. 
In  fact,  x  is  a  solution  of  the  above  inclusion  if  and  only  if  y=  Lx  +  x0  is  a  solution  of 
(4.15)-(4.16). 
First,  we  give  an  existence  result. 
Theorem  4.2.1.  Under  (H4.1.1)-  (H4.1.4),  problem  (4.15)-(4.16)  admits  at  least  one 
solution  x  satisfying 
(a4  +  11a5  1+  fl 
p-r 
ýýa2ýý  +  ýýfýýý  IX'IILq(V*)  max11 
a3 
104 IIXJILQ(V*)  <_  JILL  [a1 
max  1,  a4  +11a5+MIMl  Ila2ll  +lIfH  +llxollTlIq  aI  3 
with  IIä5ýý  ýIasIIL1  (JR),  ýIä2ýý  :_  IIä2IILq(R),  f  ýý  _  ýl  f  Lq(V*)" 
Proof.  Let  J:  L9  (V  *)  -+  LP  (V)  be  the  duality  mapping.  By  Theorem  1.6.7  and  Theorem 
1.6.9,  we  may  suppose  J  is  single  valued  monotone  and  demicontinuous. 
Suppose  e>0  is  a  constant,  and  let  Dn  _  {x  E  LP(V)  :I  XIILP(V)  <  n}  for  each  n>0. 
Consider  the  approximating  inclusion 
L*f  E  sJx  +  L*x  +  L*ALx.  (4.17) 
Since  L*  is  continuous  and  positive,  EJ+L*  -  L*  f  is  pseudo-monotone.  By  Proposition 
4.1.1,  L*AL  is  pseudo-monotone  and,  therefore,  by  Proposition  3.1.6,  EJ+L*-L*  f  +L*AL 
is  pseudo-monotone.  By  (4.7)  and  the  boundedness  of  J,  L  and  L*,  we  see  that  eJ  +  L*  - 
L*f  +  L*AL  is  bounded  and,  therefore,  finitely  continuous  according  to  Proposition  3.1.7. 
So,  by  Theorem  1.6.5 
,  there  exist  Zn  E  D,  z7,  E  ALx,,,  such  that 
((eJx,  +  L*x￿,,  -  L*f  +  L*z,  x-x,  ))  >0  for  all  xED, 
Letting  x=0  in  (4.18),  we  have 
((eJx￿  +  L*x￿  -  L*f  +  L*z,  x,,  ))  <  0. 
Noting  the  fact  L'  (V)  C  Lq  (V  *)  ),  (4.8)  and  the  coercivity  of  J,  we  see  that 
4(V*) 
+  a3  11  Lx  II 
Lp(V)  - 
IIa5IIL1(R)  ýlýJýý  +  L*x 
- 
L*f  +  L*znI  xn))  ý  EIIXnIIL2 
Lxn))" 
(4.18) 
(4.19) 
So  both  {IlxfllLq(V*)}  and  {llLx,  JILP(V)}  are  bounded.  We  may  suppose  that  x,,  -,  i  in 
Lq(V*),  Lxn  -  Lx  in  LP(V).  By  taking  x=i  in  (4.18),  we  obtain: 
((EJx￿  +  L*x￿  -  L*f  +  L*z,  x,,  -  ýb))  <-  0.  (4.20) 
Noting  the  fact  that 
lim  inf((L*xn)  Zn  -  ý))  >  0,  lim  inf((Jxn 
,x- 
ý))  >  0,  (4.21) 
n-  Qo  n-+oO 
105 we  have 
HM  SUP  ((Zn;  Lx  -  Li))  =  lim  sup  ((L*  z,  xn 
n-oo  n-*oo 
lim  sup((L*xn  -  L*  f+  EJxn  +  L*zn,  In  -  ý)) 
7,  -400 
-  lim  inf  ((L*x  -  L*  f+  eJx￿  x,  -  1))  <  0. 
n-+Qo 
From  Proposition  4.1.4,  there  exists  a  subsequence  z,,,  j  -ý  zo  E  ALi  such  that 
lim  ((L*zn 
,  xm;  ))  _  ýýL*zo  ý)) 
Also,  from  (4.20)  and  the  pseudo-monotonicity  of  eJ  +  L*  -  L*  f+  L*  ÄL,  we  may  suppose 
that  eJx  3+ 
L*x,,  -  L*  f+  L*z,  ý3  ,  EJ:  ý  +  L*x  -  L*f  +  L*zo.  By  (4.18)  and  the  positivity 
of  L*  and  J,  for  each  xED,,  j  ,  we  have 
((L*xn;  -  L*  f+  EJXnj  +  L*z,,  x))  ý  ((L*xn;  -  L*  f+  EJxnj  +  L*z￿j,  xnj)) 
>  ((L*  znj  -  L*  f,  xn,  )) 
" 
So,  we  obtain 
((eJi  +  L*x  -Vf+  L*zo,  x))  >  ((L*zo  -  L*f,  i)),  for  all  xE  LP(V). 
Let  uE  LP  (V)  be  such  that  IJUJI  LP(V)  =1  and 
((6Ji  +  L*±  -  L*f  +  L*zo,  u))  =I  U6Jx  +  L*:  ý  -  L*f  +  L*zolIL9(V*). 
Take  x=-  5u  with  6  real  in  the  last  inequality.  We  obtain 
((L*x  +  EJx,  ±))  >  J((eJx  +  L*x  -  L*f  +  L*zo,  u))  =6  EJx  +  L*x  -  L*f  +  L*zolI  Lq(V*)" 
Since  8  is  arbitrary,  we  obtain  6J:  ý  +  L*:  ý  -  L*f  +  L*zo  =  0,  that  is  (4.17)  admits  solutions 
for  each  E>0. 
Now,  let  E=  1/n  and  xE  LP(V)  be  a  corresponding  solution  of  problem  (4.17),  i.  e. 
I 
Jx  +  L*x,,  +  L*z71  =  L*f  with  zn  E  ALxn  n>1.  (4.22) 
n 
This  is  equivalent  to 
1 
(L*)-1JXn  +  Zn  f=  -X,,  with  zn  E  ALxn,  n>1  (4.23) 
n 
106 since  L*  is  injective.  Scalar  multiplying  (4.22)  by  x7  ,  and  using  (4.19),  we  have 
1f  11  L9(V*)11  LXflMLP(V)  ?  ((L*f,  X))  =  C((1/n)Jxn  +  L*xn  +  L*zn,  X)) 
1  IIXmIILq(V*)  +  ä3IILln  I Lp  VO-  a4II  LZTI)Lp(V)  Ia511. 
Ti 
So  we  have 
I+  I  Lxm  I  ILP  (v)  <  max  l 
1'  (a4 
Ia5I1  +  IIf  II 
ä  3 
which  implies  that  {Lx,  }  is  bounded  in  LP  (V).  Scalar  multiplying  (4.23)  by  Ji,  using 
the  fact  that  (((L*)-lJx,,,,  Jx,,  ))  >0  for  each  n,  and  by  (4.7),  we  have 
IIxn  lIL9(V*)  C  -((zn  - 
f)  Jxn))  ýÄLx, 
ý 
I 
Lq(V*)  +  IIf  II)  IIXn  I 
LP(V) 
<_  (alILxThuV)L  1+  IMa2UU  +  IIf  11)  Il  xmII  LP(V). 
PV) 
This  gives 
Xn 
Lq  <  a1  max  (a4  +  1a511  (P-1)/(p-T) 
+  1a211  +  Il.  f  II  IIII(V)-  ý  ýä  ý} 
3+I1f11 
and,  therefore,  {xn}  is  bounded  in  Lq(V*),  {Lx,  }  is  bounded  in  LP  (V).  We  may  suppose, 
by  passing  to  subsequences  if  necessary,  that  x,,,  -k  x  in  Lq  (V  *)  and  Lx,,,  -,  Lx  in  LP  (V) 
. 
By  (4.21)  and  (4.22),  we  see  that 
lim  sup((z￿  Lx￿  -  Lx))  =  -1  im  if[  (1/n)  ((Jx￿  Lxs,,  -  Lx))  +  «L*  x,  x￿  -  x))]  <  0. 
n-+oo 
So,  by  Proposition  4.1.4,  we  may  suppose  z,  -k  zo  for  some  zo  E  ALx.  By  the  boundedness 
of  J,  letting  n  -}  oo  in  (4.22),  we  obtain 
L*x  +  L*zo  =  L*f  or  L*f  E  L*x  +  L*ÄLx. 
Hence,  y=  Lx  +  xo  E  LP(V)  is  a  solution  of  (4.15)-(4.16).  Obviously 
y'IILq(V")  - 
ý- 
IXIILQ(V*)  <  äl  max 
{l  ä4  +  11  ä5  1 
,  a3 
p-r 
I'll 
J 
yIILe(V  )  max  1, 
(&4  +  ýýa5ý 
a3 
)+  P-r  +  II&,  II  +  Ilf  II  +  IIxoIITlý9  <L  äl 
( 
- 
II  II 
l 
R 
107 Remark  4.2.2.  Theorem  4.2.1  generalizes  the  results  in  [2],  [11]  and  [43].  If  A  is  single 
valued,  we  obtain  the  corresponding  result  of  [11]  (note  we  do  not  impose  demicontinuity); 
If  A(t,  x)  =  A(t)x  +  G(x)  with  A(t)  being  single  valued  monotone  hemicontinuous  and 
G:  V  -+  V*  coercive,  weakly  continuous  and  satisfying  Siii),  we  obtain  the  theorem  in 
[2];  If,  alternatively,  G  satisfies  Si)  and  Sii),  we  obtain  the  conclusion  of  [43].  Since,  weak 
continuity  and  Si)  or  Siii)  are  sufficient  to  imply  the  pseudo-monotonicity,  the  strong 
continuity  assumption  in  [2]  or  [43]  is  not  necessary. 
By  Theorem  1.4.10 
,  we  see  that  the  solution  x  of  (4.15)-(4.16)  satisfies  the  following 
regularity  conditions 
xE  C(0,  T;  H),  dx/dt  E  Lq(V*). 
Corollary  4.2.3.  Under  (H4.1.1)-(H4.1.3),  suppose  v  A(t,  v)  is  quasi-monotone  and 
demicontinuous  for  each  tE  [0,  T].  Then  problem  (4.15)-(4.16)  is  almost  solvable  in  the 
sense  fE  range(L*  +  L*AL).  Precisely,  if  we  denote  by  j  the  duality  operator  from  V  to 
V*,  then  for  each  n,  there  exists  x7z  E  LP(V)  with  x(O)  =  xo  such  that 
x,  (t)  +  A(t,  xn  (t))  -n 
1. 
j  (xn  (t))  +f  (t),  a.  e.  (4.24) 
and  j  (x￿)  /n  -+  0  uniformly. 
Proof.  For  each  n,  define  a  mapping  An  :  [0,  T]  xV  -*  V*  by 
An  (t)  v)  =1j  (v)  +  A(t,  v),  for  tE  [0,  T],  vEV. 
n 
Since  j  is  single-valued,  of  class  (S+)  and  demicontinuous,  A,  satisfies  (H4.1.1)  and 
(H4.1.4).  Moreover,  it  is  easy  to  see  that 
lAn(t,  v)II  v*  <  ý1  +  ai)  llvlly  1+1+  a2(t) 
inf  (u,  v)  >  a3  IIvII  v-  a4  IIvII  v-  a5  (i) 
uEA,,  (t,  v) 
for  all  vEV,  tE  [0,  T]  and  each  n>0.  Applying  Theorem  4.2.1,  there  exists  xn  E  LP  (V) 
satisfying  (4.24)  for  each  n>0  and  IlX  lL9  (V*)  <C  for  some  C  independent  of  n. 
Since  lj  (xn(t))  II  v*  _II  xn  (t)  IIv,  we  see  that  {j  (x,,  )  }  is  bounded  in  Lq  (V  *)  and,  therefore, 
j  (xn)/n  --  0  in  Lq(V*). 
108 Corollary  4.2.4.  Under  (H4.1.1)-(H4.1.4),  suppose  C:  [0,  T]  xV  -+  2  T*  is  measurable 
with  nonempty  closed  convex  values  and  such  that 
(H4.,  2.1)  for  all  tE  [0,  T],  vH  C(t,  v)  is  compact  and  upper  semicontinuous  from  Vu, 
to  Vw  as  a  set-valued  mapping; 
(H4.2.2)  there  exist  dl  >  0,  d2  E  Lq(III),  d4  E  L1  (R)  and  either  d3  >  0,  rE  [0,  P)  or 
d3  E  [O,  a3)  ,r=p  such  that 
C(t,  v)I  I  v*  +d2  for  all  vEV,  tE  [0,  T], 
inf  (u,  v)  >  -d311vIIj,  -  d4(t),  for  all  vEV,  tE  [0,  T]. 
uEC(t,  v) 
Then  the  inclusion 
x'(t)  +  A(t,  x(t))  +  C(t,  x(t))  E)  f  (t)  a.  e.  x(0)  =  xo  EV  (4.25) 
admits  solutions  for  each  fE  Lq(V*). 
Proof.  Let  tE  [0,  T],  v,  -v  in  V,  wn  E  C(t)  vn)  and  lim  sup(wn  7  vom,  -  v)  <  0.  By  (H4.2.1), 
there  exist  a  subsequence  {wfk  }  and  wE  C(t,  v),  WTk  -+  w.  So  for  every  uEV,  we  have 
lim  inf(wlk,  vf,  k  -  u)  =  lim  inf[(wflk  -  w,  vhk  -  u)  +  (w,  vlk  -  u)]  _  (w)  v-  u).  k--oo  k-4oo 
By  Proposition  3.1.1,  C(t,  ")  is  pseudo-monotone.  And  therefore,  A(t,  ")+C(t,  ")  is  pseudo- 
monotone.  It  is  easy  to  see  that  A+  C  satisfies  (H4.1.1),  (H4.1.2)  and  (H4.1.3)  with  new 
constants  and  functions.  Hence,  by  Theorem  4.2.1,  (4.25)  admits  solutions.  Q 
Remark  4.2.5.  If  v  A(t,  v)  is  of  class  (5+)  and  demicontinuous,  then  v  C(t,  v)  need 
only  be  demicontinuous  and  quasi-monotone,  because  in  this  case  v  º-+  A(t,  v)  +  C(t,  v) 
is  still  pseudo-monotone. 
Now,  we  give  some  properties  of  the  solution  set 
S  (f)  =  {x1  E  L°(V)  :xf  is  a  solution  of  (4.15)  -  (4.16)1 
in  the  space  W(O,  T).  Recall  W(O,  T)  =  {x  E  LP(V)  :  x'  E  Lq(V*)}. 
Theorem  4.2.6.  Under  (H4.1.1)-(H4.1.4),  S(f)  is  a  bounded,  weakly  closed  subset  in 
W  (O,  T).  If,  in  addition,  VH  compactly,  then  the  mapping  fHS  (f)  is  upper 
semicontinuous  as  a  set-valued  mapping  from  Lq(H), 
￿  to  both  W(O,  T), 
￿  and  LP  (H). 
109 Since  a  similar  result  will  be  given  in  next  section  for  the  implicit  problems  (Theorem 
4.3.5)  and  the  proofs  are  almost  the  same,  we  omit  the  proof  here.  One  can  obtain  it 
, 
just 
replacing  the  operator  B  in  Theorem  4.3.5  by  the  identity  operator  although  the  triple 
in  Theorem  4.3.5  is  of  Hilbert  spaces,  which  is  not  necessary  for  the  explicit  problems. 
Remark  4.2.7.  Suppose  f  S(f)  is  single-valued  and  F:  [0,  T]  xH  -+  2H  is  a 
measurable  set-valued  mapping.  If  the  mapping  f  SF(. 
S(f))  has  a  fixed  point  f  in 
Lq(H),  then  x=  S(f)  is  a  solution  to  the  perturbation  problem 
x'(t)  +  A(t,  x(t))  -  F(t,  x(t))  E)  0,  a.  e.  with  x(0)  =  xo. 
Using  the  same  method  as  used  in  Theorem  1  of  [55],  we  can  prove  that  a  sufficient  condi- 
tion  for  mapping  f  ý--+  SFB 
,  S(f))  to  have  fixed  points  is  that  Graph(F(t,  "))  is  sequentially 
closed  in  Hx  HH￿  and  JIF(t,  u)IIH  <  a(t)  +  bIJu112/q  a.  e.  with  aE  Lq(R),  b>0. 
Theorem  4.2.8.  Under  (H4.1.1)-(H4.1.4),  suppose  A(t,  ")  is  monotone  and  V  -+  H 
compactly,  then  the  mapping  f  S(f)  is  single-valued  and  continuous  from  Lq(H)w  to 
C(0,  T;  H),  monotone  on  Lq(V*)  and 
t 
IIf(s)  -  g(s)  iHds  for  all  f,  gE  Lg(H).  (4.26)  IS(f)  -  S(g)IH  <0 
Proof.  From  Theorem  1.7.5,  f'  S(f)  is  single-valued. 
Let  f,,  -k  f  in  Lq(H),  x,,  =x  ft,  x=xf.  Then  {  f,,  }  is  bounded  and,  therefore  {x,  } 
is  bounded  in  W  (O,  T).  So,  by  passing  to  a  subsequence,  we  may  assume  that  xi,  -k  y  in 
W  (O,  T).  Clearly,  there  exist  zn  E  SÄz  E  SÄ(-, 
x(.  ))  such  that,  for  a.  e.  t 
(xI  (t) 
-  x'  (t),  xn  (t) 
-x 
(t))  +  (Zn  (t) 
-z 
(t),  X,  (t) 
-x 
(t)) 
-- 
(fn  (t) 
-f 
(t),  xn  (t) 
-X 
(t)  ) 
,  and  xn  (0)  =  Since  A(t,  ")  is  monotone,  2  (x' 
￿ 
(t)  -  x'  (t),  x￿  (t)  -x  (t»=  dt  I  xý,  (t)  -  X(t)112 
x(0)  =  xo,  we  have 
2 
(4.27)  I 
ýýxý  (t)  -  x(t)  H  (fn  (s)  -f  (s)7  Xn  (s)  -  x(s))ds 
0 
T 
(f  h(s)  -f  (s),  xn  (s)  -  x(s))  I  ds.  (4.28) 
0 
110 Since  W  (0,  T)  -+  LP  (H)  compactly,  we  may  suppose  that  x,,  -+  y  strongly  in  LP  (H).  If 
we  letx(s)=1fors<tandX(s)=0  fors>t,  then 
0t 
(f￿  (s) 
-f  (s),  y(s)  -  x(s))ds  =oT  (fa(s) 
-f  (s),  X(s)(y(s)  -  x(s)))ds  0.  (4.29) 
By  (4.27),  we  see  that  II  xl(t)  -x(t)  IIH-0  for  each  t.  Since  {x,,,  }  is  bounded  in  C(0,  T;  H), 
x,  -*  x  in  LP  (H)  and  therefore,  by  (4.28),  we  see  x.,,  (t)  -+  x  (t)  uniformly.  This  shows 
that  f  xf  is  continuous  from  L4(H)ti,  into  C(O,  T;  H). 
It  is  easy  to  see  that  (4.27)  is  valid  if  f,  fE  Lq  (V  *) 
. 
Replacing  f,,  by  gE  Lq  (V  *)  and 
letting  t=T,  we  obtain  that  ((x  f-  x9,  f-  g))  >I  Ix  f  (T)  -  x9(T)/2  >  0.  This  proves 
the  monotonicity  of  S(.  ). 
Again,  by  (4.27),  we  have 
I 
Ilxý 
- 
(t)  11 
H  _< 
t  fIIfn(S) 
-f 
(s)  IHI  xn(s)  -  x(s)Hds. 
2 
Replacing  f,,  by  gE  Lq(H)  and  using  Theorem  1.7.7,  we  obtain  (4.26).  El 
Remark  4.2.9.  The  continuity  of  f  ý-  +  S(f)  is  also  claimed  in  [55]  where  the  method  is 
different  from  ours. 
4.3  Solutions  for  implicit  problems 
In  this  section,  under  (H4.1.1)-(H4.1.4),  we  suppose  both  V  and  H  in  the  evolution  triple 
(V,  H,  V*)  are  Hilbert  spaces  to  study  the  solvability  of  the  implicit  evolution  inclusion 
d 
(Bx(t))  +  A(t,  x(t))  f  (t)  a.  e.  (4.30) 
dt 
Bx(0)  =  Bxo  with  xo  E  V.  (4.31) 
Here  BE  L(V,  V*)  and  is  always  assumed  to  be  positive  and  symmetric. 
Denote  by  (",  ")v  the  inner  product  on  V.  Then,  for  each  uEV,  a  unique  element 
Au  EV*  is  determined  by 
(Au,  v)  =  (u,  v)V,  for  all  vEV. 
111 We  call  uH  Au  the  canonical  operator  of  V.  Obviously,  A  is  a  bounded,  linear,  injective 
and  symmetric  operator  from  V  to  V*  and 
(Au,  u)  =  IlulIv  for  all  uEV. 
By  Corollary  3.2.13,  we  see  that  eA  +B  is  onto  V*  for  each  e>0.  So  eA  +B  is  an 
isomorphism  from  V  to  V*.  It  is  known  that,  for  all  u,  vEV*,  the  bilinear  form 
(u,  v)W  :=  ((EA+BY'u,  v) 
is  an  inner  product  on  V*  and  the  space  W  :=  (V*;  (",  ")w)  is  a  Hilbert  space.  We  denote 
the  norm  in  W  by  11  "  l1w  (i.  e.  llu  lw  =  (u,  u)w 
Proposition  4.3.1.  (i)  k:  =  inf  inf 
II(EA  +  B)-lull  V>0. 
E>0  VEV*\{0} 
llvUIV* 
(ii)  I(EA  +  B)-'11-112IIvllw  <l  VMV*  <  JJEI  +  Bll1"2  lv  lw  for  each  vE  V*.  Here  the 
norm  of  linear  operators  are  taken  in  L(V,  V*)  or  L(V*,  V). 
Proof.  (i)  If  k=0,  then  there  exists  sequences  {vn}  e  V*  and  {On}  such  that 
IIvmIIV*  =1,  e,  ->0,  II(e  A+B)-1VnI1V--}  0. 
Writing  u,,,  =  (ERA  +  B)-lv,,,,  we  have 
1=  IIvn  IV*  =  II(E  A+  B)un  IIV*  <  (En  IAII  +  IBII)IIun  IV  -}  0 
which  is  a  contradiction. 
(ii)  Let  vE  V*.  Then 
lvllw  22=  ((eA  +  B)-lv,  v)  ýll  (eA  +  B)-lvUUvUUvlly*  <  II(rA  +  B)-1  11Ilv  1v*,  (4.32) 
which  implies  the  first  part  of  our  inequalities.  Also,  there  exists  uEV,  IlujIv=1  such 
that  llvllV*  =  (u,  v).  Write  z=  (EA  +  B)u  E  V*.  Using  (4.32),  we  have 
IvIIv*  =  ((EA+B)-'z,  v)  =  (z)  V)w  llvllwllzllw 
<_  IIvMIWII(EA  +  B)-1111/2  IzIIV. 
<_  Ilvllwll(eA  +  B)-1II1/21IeA  +  BII  Ilully. 
Since  I  uUI  v=1  and  II  (EA  +  B)-l  II  <_  IItA  +  BII-1,  we  have  IIvlly.  <  IIEA  +  BII1I2IIvlIw. 
This  completes  the  proof. 
Fý 
112 Theorem  4.3.2.  Under  (H4.1.1)-(H4.1.4),  suppose  BE  L(V,  V*)  is  positive  and  sym- 
metric.  Then,  for  each  fE  Lq(V*),  problem  (4.30)-(4.31)  has  at  least  one  solution 
xc  LP  (V)  with  x'  E  Lq  (V  *)  and  there  exist  constant  kj,  k2  >0  such  that 
IIkIILP(V),  II  X'II  Lq(V*)  <  ki  +  k2llf  ll  iq(V*)  with  s=  max{  (p  -  l)/(p  -  a),  p}.  (4.33) 
Proof.  Let  A:  V  -+  V*  be  the  canonical  isomorphism  of  V.  Let  eE  (0,1  B1/  (2  11  A  1))  and 
write 
A(t,  (EA  +  B)-lv),  for  all  tE  [0,  T],  vEW. 
By  Proposition  4.3.1  (ii),  we  see  that  A,  :  [0,  T]  xW-,  2w  is  a  well-defined  measurable 
mapping  with  closed  convex  values.  We  claim  that  AE(t,  "),  as  a  mapping  on  W,  is  still 
pseudo-monotone,  coercive  and  has  (p  -  1)-growth. 
Suppose  v,,,  -k  v  in  W,  w,  E  A,  (t,  v,,,  )  and  lim  supn-+  oo 
(WT,  Vi  -  V)W  <  0.  Let  x= 
(EA  +  B)  -'v,,  x=  (EA  +  B)-lv.  Then  w,,  E  A(t,  x7  ),  x,  -x  in  V  and 
0>  lim  sup(wn)  vn  -  V)W  =  lim  sup(wn  , 
(EA  +  B)-1(vß,  -  v)) 
Th-+oo  Ti-+oo 
=  lim  sup(wn  ,  xn  -  x). 
n-+oo 
Since  A(t,  ")  is  pseudo-monotone,  there  exists  w  (y)  E  A(t,  x)  for  each  yEV*  such  that 
(w(y),  v-  y)w  =  (w(y),  x-  (cA  +  B)-ly)  <1  im  i  f(w￿,  X,  -  (cA  +  B)-'y) 
=  lim  inf  (w,,,  v7  -  y)  yV.  n-+oo 
This  means  that  AE  (t,  ")  is  pseudo-monotone  on  W. 
To  verify  the  coercivity  and  the  growth  condition,  we  suppose  vEW  and  let  yE 
A(t,  (EA  +  B)  -'v).  Then 
IIy1Iw  =  (y,  Y)w  =  ((EA  +  B)-lye  y)  C  II(E1ý  +  B)-1  lI  JJY112 
*. 
Since 
2  1Býlý:  lleA  +  BUU  ý!  IIBI)  -E  iAýlý!  IIBII/2  and  jJEA  +  BUU  jj(EA  +  B)-1  jj<  1,  (4.34) 
113 by  (H4.1.2)  and  Proposition  4.3.1  (ii),  we  obtain 
lyllw  <_  al  ll  (EA  +  B)-1111/2II  (eA  +  B)-1)vlly*'  +  11  (EA  +  B)-1111/2a2(t) 
G  aill(EA+B)-'IJPIIvll  -1  +  II(eA+B)-ills/2a2(t) 
C 
2Pa1 
I  Iv  IIw1+ 
21/2 
a2  (t) 
"  4.35 
IIBIIP  IIBII1/2 
On  the  other  hand,  by  (H4.1.3),  (4.34)  and  Proposition  4.3.1,  we  have 
(y,  v)w=  (y,  (EA  +  B)'v)  >  a311(eA+B)-ivlly-a4ll(EA+B)-ivlly-a5(t) 
>  a3kPlIvIly*  -  a411(EA  +  B)-ivll  v-  a5(t) 
ý:  a3k  (EA  +  B)-'  I-P/2IIvIIW 
-  a4  I(EA  +  B)-1  1"  Ivlla* 
-  a5(t) 
>  2-p/2a3kPIIBIIp/2IIvIIW 
-  a4(2/IIBMI)a/2IIvIIW  -  a5(t)" 
So,  applying  Theorem  4.2.1  and  noting  the  fact  1  (EA  +  B)  xo  jw  <  (211B  )1"2  1  xo  IV, 
we  see  that  there  exist  x,  E  LP  (W)  with  xE  E  Lq  (W)  such  that 
x6  (t)  +  AE  (t,  x6  (t))  -3  f  (t),  a.  e. 
x6  (o)  =  (EA  +  B)xo, 
11  XE  I  LP(V),  lI  XEII  Lq(W)  C  Cl  +  C21If  I  i9(v*)  with  Cl,  C2  >0  independent  of  E. 
From  Proposition  4.3.1  (ii)  and  (4.34),  it  follows  that  there  exist  C3,  C4  >0  independent 
of  E  such  that 
IXIJI 
L9(V*), 
IIXeIILP(V*)  C  C3  +  C411f  11 
Lq(V*). 
Let  n  be  so  large  that  1/n  <  IBII/(211AII)  and  let  e=  1/n,  yn  =  ((1/n)A  +  B)-lie. 
Then  y,,,  E  LP(V)  and  y'  =  ((1/n)A+  B)-1'  E  Lq(V)  C  Lq(V*)  satisfy 
((1  /n)  A+  B)y; 
ý(t) 
+  z￿  (t)  =f  (t),  a.  e.  tE  [0,  T], 
(4.36) 
yfl(6)  =  Xo 
114 for  some  z,  E  Lq(V*)  and  z(t)  E  A(t,  ye(t))  a.  e.  (that  is  z,,  (=-  ALy'n)  for  each  n.  Suppose 
ß>0  is  the  constant  satisfying 
JujI  v*  <  /3MuHI  v,  for  all  uEV. 
Then  there  exist  constants  C5,  C6  >0  such  that 
II  YnI  lI 
L9(V*)  ý  ßIIY  11ILq(V)  C  ßII  ((1/n)A  +  B)-l  l)  II  xell  L9(V*)  C  C5  +  C6llf  II 
L9(V*), 
II  Ynll  LP(V)  :!  ý  II((1/n)A  +  B)-1IIIIxEIILP(V*)  C  C5  +  C6IIf  II 
Lq(V*). 
So  we  may  suppose  that 
y;  ýýy' 
in  Lq  (0,  T;  V*), 
y￿,  =  Ly'  +  xo  -k  y=  Ly'  +  xo  in  LP  (0,  T;  V), 
z,  ý  z  in  Lq(0,  T;  V*)3 
Byn  -  By  in  Lq(0,  T;  V*), 
((1/n)A  +  B)y', 
ý  -k  (By)'  in  Lq(0,  T;  V*). 
By  (4.36),  Remark  1.4.11  and  noting  yz(0)  -  y(O)  =  : zo  -  xo  =  0,  we  have 
T 
limsup((z",  y"-  y))  =  limsup0  (f  (t)  -  ((l/n)A  -  B)y; 
ý(t))  yý,  (t)  -  y(t))  dt 
n-+oo  n--goo 
liminf 
T1d 
B(y,,  (t)  -  y(t)),  yn  (t)  -  y(t)  dt 
n-4oo 
fo 
2dt 
_  -1  um  inf  (B  (y  (T)  -y  (T)),  yn  (T)  -y  (T)). 
2  , -too 
Since  B  is  positive,  we  see  that  lim  sup,,.  ((zn 
7 
Ly'n  -  Ly'))  <  0.  By  Proposition  4.1.4, 
znj  -k  zE  Ä(Ly')  for  some  subsequence  {nj}.  So  (By)'  +z=f,  that  is 
f  (t)  E  (By(t))'  +  A(t,  y(t))  a.  e.,  and  y(0)  =  x0. 
Obviously, 
Y'II  Lq(V*)>  II  YII  LP(V)  <  C5  +  C6ll  f  II  Lq(V*). 
This  completes  the  proof.  F-I 
115 Remark  4.3.3.  This  theorem  generalizes  the  corresponding  results  in  [4]  and  [8]  where 
A(t,  x)  -  Ax  was  supposed  to  be  Lipschitz,  monotone  or  maximal  monotone,  respectively. 
We  note  that,  in  both  [4]  and  [8],  the  coercivity  was  imposed  on  the  sum  A+  AB  for  some 
A>0.  If  p>2  or  A  small  enough,  this  is  equivalent  to  our  condition  (H4.1.3). 
Remark  4.3.4.  We  can  also  suppose  A  is  only  quasi-monotone  to  give  an  approximate 
solvability  result  for  the  implicit  problems  (similar  to  Corollary  4.2.3).  Since  the  procedure 
is  the  same,  we  omit  it  here. 
The  following  result  concerning  the  solution  set  of  (4.30)-(4.31)  is  similar  to  Theorem 
4.2.6. 
Theorem  4.3.5.  Let 
S(f)  =  {x  EW  (0,  T)  :x  is  a  solution  of  (4.30)-(4.31)  satisfying  (4.33)}. 
Under  the  assumptions  of  Theorem  4.3.2,  S(f)  is  a  bounded  weakly  closed  subset  of 
W  (O,  T).  If,  in  addition,  VH  compactly,  then  the  mapping  f  S(f)  is  upper 
semicontinuous  as  a  set-valued  mapping  from  Lq(H),  ￿  to  both  W  (O,  T),,  and  LP  (H). 
Proof.  The  boundedness  follows  directly  from  Theorem  4.3.2. 
Suppose  fE  Lq  (V  *)  and  x,,  ES  (f)  with  x,  -i  x  in  W  (0,  T).  Then  x,  -k  x  in 
such  that  LP(V),  x'  x'  in  Lq(V*),  Bx,  -  Bx  and  there  exist  Zn  E  SÄ( 
xý()) 
(Bxn(t)  )'  +  zn(t)  =f  (t)  a.  e.. 
Multiplying  both  sides  by  x,,  -x  and  using  Remark  1.4.11,  we  have 
x(t)  -x  (t))  +1d  (Bx(t) 
-  Bx  (t) 
,  x(t)  -x  (t)  )  ((Bx(t))', 
2dt 
+  (Zn  (t)  3  xn  (t)  -x  (t))  _  (f  (t))  xn  (t)  -x  (t)  ) 
and,  therefore 
Jim  ((zn,  xm  -  x))  =  lim  sup((f  -  (Bx)',  xn  -  x)) 
n-+oo  n-*oo 
+-1  limsup[-(B(xn(T)  -  x(T)),  xn(T)  .-  x(T))]  0.  (4.37) 
2  n-+00 
116 Applying  Proposition  4.1.4  to  the  sequence  {x  },  we  see  that  there  exist  a  subsequence 
{z, 
j 
}  and  a  point  zc  SÄ(,  (,  ))  such  that  znj  -i  z  in  Lq  (V*).  By  Theorem  1.4.12,  we  have 
(Bxý;  )'  =f  -  zý;  -  ,f-  z=  (Bx)'. 
Hence  (Bx)'  +z=f,  i.  e.  xE  S(f).  This  proves  the  closedness. 
Now,  suppose  VH  compactly.  If  S  is  not  u.  s.  c.  from  Lq(H), 
￿  to  W  (0,  T)u,  or 
LP(H),  then  there  exist  f,  -ý  f  in  Lq(H),  x,,,  E  S(,,,  )  and  a  neighbourhood  V  of  S(f)  in 
W  (0,  T),,  or  L°  (H)  with  x7,  V  for  all  n>0.  Since  {  fTh}  is  bounded  in  Lq  (V  *)  and  x7,, 
satisfy  (4.33),  {x  }  is  bounded  in  W(0,  T).  We  may  suppose  (by  passing  to  subsequence) 
that 
x,  ý-ýxinLP(V),  x'  ,  x'inLq(V*) 
for  some  xEW  (O,  T)  and,  therefore,  Bx,,  -k  Bx  in  Lq  (V  *) 
. 
The  continuous  embedding 
of  W  (0,  T)  into  C(0,  T;  H)  implies  x(0)  =  xo.  Since  W  (0,  T)  -  LP(H)  compactly  (see 
Theorem  1.4.10),  we  may  suppose  x,  -+  x  in  ]J(H).  Therefore 
«fn3  Xn  -  x))  «fn7  Xn  -  X»H  -+ 
0  as  n  -+  00. 
Here,  ((",  "))H  stands  for  the  duality  pairing  between  LP  (H)  and  Lq(H).  Let  z,  ESA( 
ýýýý) 
be  the  functions  such  that 
(Bxn)'(t)  +  zn(t)  =  f,,  (t),  a.  e.. 
So,  using  the  same  method  as  used  to  obtain  (4.37),  we  have 
limsup((zm,  x￿-x))  =  lim  sup 
[((f_(Bx)', 
x-x))-(Bx(T)-Bx(T),  x(T)-x(T))]  <  0. 
Applying  Proposition  4.1.4  to  the  sequence  {x  },  we  see  that  there  exist  a  subsequence 
{zýý  }  and  zE  SÄ( 
x(  ))  such  that  znj  z  in  Lq  (V  *  )  and  ((z3 
,  x,,  -  x))  -+  0.  From 
Theorem  1.4.12,  we  have  (Bx(t))'  +  z(t)  =  f  (t)  a.  e.  which  implies  x  E  S(f)  C  V.  In 
case  V  is  a  neighbourhood  of  S(f)  in  W  (0,  T)u 
, 
this  has  contradicted  the  assumption 
In  VV  for  all  n.  In  case  V  is  a  neighbourhood  of  S(f)  in  LP(H),  the  compact  embedding 
of  W  (0,  T)  into  LP  (H)  implies  that  we  can  suppose  (by  passing  to  a  further  sequence) 
Xnj  -+  x  in  LP(H)  which  also  contradicts  our  assumption. 
This  completes  the  proof. 
Fý 
117 Remark  4.3.6.  As  shown  in  Remark  4.2.7,  this  result  is  useful  in  the  consideration  of 
the  perturbation  problem  of  (4.30)-(4.31)  (see  next  section). 
4.4  Perturbation  problems 
In  this  section,  under  (H4.1.1)-(H4.1.3),  suppose  G:  [0,  T]  xV  -+  V*  is  a  set-valued 
mapping,  we  consider  the  perturbed  explicit  problem 
x'(t)  +  A(t,  x(t))  +  G(t,  x(t))  Df  (t)  a.  e.,  x(0)  =  xo  cV  (4.38) 
and  the  perturbed  implicit  problem 
d 
(Bx(t))  +  A(t,  x(t))  +  G(t,  x(t))  E)  f  (t)  a.  e.,  Bx(O)  =  Bxo.  (4.39) 
dt 
First,  we  treat  (4.38)  under  the  assumption  that  xH  G(t,  x)  is  Lipschitz  with  range(G)  C 
V*.  Secondly  we  consider  (4.39)  under  the  assumption  that  xHG  (t,  x)  is  only  upper 
semicontinuous  with  range(G)  C  H.  In  each  case,  some  additional  assumptions  on  the 
mapping  A  and  the  space  V  or  V*  are  also  necessary. 
For  our  first  case,  we  denote  by  lv*  (",  ")  the  Hausdorff  distance  on  V*,  by  j,  k  the 
duality  operator  from  V*  to  V  respectively. 
Theorem  4.4.1.  Under  (H4.1.1)-(H4.1.4),  suppose 
(i)  The  norm  1"lI  V*  is  di  f  erentiable, 
(ii)  v  i-  A(t,  v)  is  accretive  as  a  mapping  in  V*  (recall  VC  V*),  i.  e. 
for  all  u7  ve  V7ü  E  A(t,  u),  vE  A(t,  v),  tE  [0,  T]7 
(iii  G  [0,  T]  xV  -}  P  (V  *)  is  measurable,  I  G(t,  0)  IIv*  E  Lq(R)  and  there  exists 
k>0  such  that 
71V* 
(C(t,  VI),  G(t,  V2))  C  klivi 
-  V2IIV*,  for  all  tE  [O,  T],  vi 
, 
V2  EV 
Then  the  perturbation  problem  (4.38)  admits  solutions.  If,  in  addition,  G  is  single-valued, 
then  the  solution  is  unique. 
For  the  proof,  we  need  the  following  lemma. 
118 Lemma  4.4.2.  Suppose  (H4.1.1)-(H4.1.4)  and  the  assumptions  (i)  (ii)  of  Theorem  4.4.1 
hold.  Then,  for  every  gE  Lq(V*),  the  problem 
x'(t)  +  A(t,  x(t))  +  9(t)  30a.  e.,  x(0)  =  xo  EV 
admits  a  unique  solution  xE  Lq(V*)  and  the  solution  map  r:  g  x9  is  such  that 
t 
1I  r(91)  (t)  -r  (92)  (t)  II  v*  <o  1191(s)  -  92(S)  II  v*  ds,  for  all  tE  [0,  T],  g1,92  E  LQ  (V*). 
Proof.  The  existence  is  a  direct  consequence  of  Theorem  4.2.1.  Now  we  suppose  that 
gi  E  Lg  (V*),  xi  is  one  of  the  corresponding  solutions,  i=1,2.  Then  there  exist  yZ  (t)  E 
A(t,  xi(t))  such  that 
(xl  (t) 
-  x2  (t),  j*  (11  (t) 
-  x2  (t)))  +  (yi  (t) 
-  y2  (t) 
7  . 
%*  (XI  (t) 
-  x2  (t))  ) 
--  (9i  (t)  -  92  (t) 
, 
j*  (xi  (t)  -  X2(t)  ))a.  e.. 
By  Theorem  1.6.7  (iii),  (xl  (t) 
-  x'2  (t),  j*  GTI  (t) 
-  x2  (t))) 
=2ätd  Ilxl  (t) 
-  x2  (t)  II  V* 
. 
Since 
our  assumption  (ii)  and  x1(0)  =  x2  (0)  =  1o,  we  have 
I  Iý1(t) 
-  X2  (t)  II 
V* 
C-  (91(s) 
92  (S), 
.l* 
(X 
i 
(S) 
-  x2  (s)))  ds 
2f0t 
ý  1191(s)  -  92(s)11  V*  Il  j*  (xl  (s)  -  x2  (S))  UVds 
J 
0t 
II91(S) 
-  92(s)IIV*  IIx1(S) 
-  x2(S)  II 
V*ds. 
By  the  generalized  Gronwall's  inequality  (Theorem  1.7.7),  we  have 
I  lxi  (t) 
-  X2  (t)  II 
V*  1J91(s)  -  92(s)ll  v*ds. 
f0t 
This  is  the  claimed  inequality  and,  by  taking  gl  =  92,  we  obtain  the  uniqueness.  This 
completes  the  proof.  Q 
Proof  of  Theorem  4.4.1 
Let  r  be  the  same  operator  as  in  Lemma  4.4.2  and,  for  gE  Lg(V*),  let 
F(9)  =  Sc(-, 
T(,  f-9)(")) 
By  Theorem  1.3.3,  F(g)  0  for  every  gE  Lq(V*)  and  F(g)  C  Lq(V*)  because  of  our 
assumptions  on  G.  It  is  easy  to  show  that  F(g)  is  closed  and  bounded. 
119 Take  g1,92  E  Lq(V*)  and  let  e>0,  xE  F(gl)  be  given.  We  may  suppose  that 
x  (t)  EG  (t,  r  (f  -  gl)  (t))  for  each  tE  [0,  T].  Then  by  the  definition  of  Hausdorif  distance, 
for  every  t,  there  exist  yt  EG  (t,  T  (f  -  g2)  (t))  such  that 
II  x(t)  -  ytII  v*  <1v  (G  (t,  r(f  -  9i)  (t)),  G(t,  r(f  -  92)  (t))  +E 
kMMT(f  -  9i)  (t)  -  r(f  -  92)  (t)  II  v*  +6 
Let 
D(t)  =  {y  E  G(t,  r(f  -  92)  (t))  :  Ix(t)  -y  Iv*  <  K(t)}. 
Then,  for  each  tE  [0,  T],  D(t)  is  nonempty,  closed,  bounded  and 
IID(t)  Iv*  <  K(t)  +  IIx(t)  Iv* 
Noting  that  K(.  )  and  11  "  11  are  continuous,  x(.  )  is  measurable,  using  the  same  method  as 
used  in  the  proof  of  Proposition  4.1.1,  we  have  a  measurable  function  y:  [0,  T]  -+  V* 
such  that  y(t)  E  D(t)  C  G(t,  r(f  -  g2)(t))  almost  everywhere.  So  we  have 
Ix(t)  -  y(t)ll  v*  <  kllr"(f  -  gi)(t)  -  r(f  -92)  (t)  I  Iv*  +  E,  a.  e.. 
Let  l>0  be  a  real  number  such  that 
kTl/q(2lp)-'/P  <  1. 
For  each  xE  Lq  (V  *  ),  let 
T  1/4 
ýý  ýl  =  exp(-21gt)II  x(t)  lv*dt 
0 
Clearly,  11  "  11,  is  a  norm  on  Lq  (V  *)  and  equivalent  to  the  usual  one.  Write 
1/q 
c= 
(2q21(1_exp(_2q2lT))) 
120 By  Lemma  4.4.2  and  Hölder's  Inequality,  we  obtain 
1 
(fTexp(_2lqt)IIx(t)  q  Ix  -Y=-  y(t)  HI  Vdt 
(ft 
(Te)(_2lqt)  q1 
<k0  1191(s) 
-92(s)llv*ds  dt 
Q 
+ec 
k 
(f'  (fTexp(_2lqt) 
Tt 
k0  exp(-2lgt) 
(fo 
t  q/P 
exp(21ps)ds 
0 
i  9q 
exp(-2ls)  exp(2ls)ýýgl(s)-92(S)  llv.  ds+  Ec 
exp(-21gs)  ll9l(s) 
-  92  (s)  ll 
v*  ds 
i 
9 
dt  +  sc 
C  kTl/q(21p)'/PII9i  -  92111  +  EC 
Since  91,92  are  arbitrary,  the  Hausdorff  distance  between  F(gi)  and  F(g2)  in  Lq(V*) 
endowed  with  the  new  norm  11  "  11,  is  such  that 
llLq(V*)(F(9i),  F(92))  <  kT1/q(2lp)'/PII9i  -  92111  +  EC. 
By  letting  s  0,  we  obtain 
llLq(V*)(F(9i),  F(92))  <_  kT1/q(2lp)1/P  l9i  -  92HH1. 
So  F  is  a  contraction  on  L4(V*),  and  therefore  F  has  a  fixed  point  gaccording  to  Theorem 
1.5.6.  Obviously,  x=  r(f  -  g)  is  a  solution  of  (4.38). 
If,  G  is  single-valued,  then  F  is  single-valued  and,  therefore,  the  fixed  point  is  unique 
which  implies  the  uniqueness  of  the  solution.  This  completes  the  proof.  El 
Now,  we  consider  the  implicit  perturbation  problem  (4.39).  This  time,  we  need  to 
suppose  that  the  non-perturbed  problem  (4.30)-(4.31)  has  unique  solution  for  each  fE 
Lq(H).  This  can  be  guaranteed  by  supposing  AB  +  A(t,  ")  is  strongly  monotone  for  some 
A>0  (see  Theorem  2  in  [8]).  If  Bx  -  x,  Lemma  4.4.2  may  be  applied. 
Theorem  4.4.3.  Under  (H4.2.1)-(H4.2.4),  suppose 
(i)  VH  compactly, 
(ii)  for  each  fE  Lq(H),  problem  (4.30)-(4.31)  has  a  unique  solution, 
121 (iii  G  [0,  T]  xH  -+  7'  (H)  is  a  measurable  set-valued  mapping,  v  G(t,  v)  is 
u.  s.  c.  as  a  mapping  from  H  into  Hu,  (i.  e.  demicontinuous  on  H)  and 
JjG(t,  v)  jjH  <  d(t)  i.  e.  on  [0,  T]  with  dE  Lq(H). 
Then  problem  (4.39)  has  solutions. 
Proof.  Let  xf  be  the  unique  solution  of  problem  (4.30)-(4.31)  and  let 
F'(9)  =  SG(, 
xf-9O)' 
D=  {x  e  L9(H)  :  ll  x(t)  ýI  HC  d(t)}. 
Then,  by  Theorem  1.3.3  and  our  assumptions,  F  is  a  well-defined  mapping  from  D  into 
itself  and,  clearly,  F(g)  is  closed  convex  for  each  g. 
Since  D  is  weakly  closed  in  Lq(H),  if  F  is  u.  s.  c.  in  Lq(H)  under  the  weak  topology, 
then  from  Theorem  1.5.4,  it  follows  that  F  has  fixed  point  g  and,  therefore,  x  f_9  is  a 
solution  of  (4.39). 
To  prove  F  is  u.  s.  c.  in  Lq(H)  under  the  weak  topology,  let  (gn)  zn)  E  Graph(F) 
and  g,,,  -,  g,  z,,  -,  z  in  Lq  (H).  By  Theorem  4.3.5,  x  f_9,  ß  -+  x1  _9 
in  LP  (H)  (by  passing 
to  a  subsequence)  and,  therefore,  x  f_g  (t)  -*  x  f_9(t)  in  H  for  a.  e.  tE  [0,  T].  By  our 
assumption  (iii),  Graph(G(t,  "))  is  sequentially  closed  in  HxH.  So 
w-  lim  sup  G  (t,  x  f_9n  (t))  C  G(t,  x  f_9  (t)  ) 
n-+oo 
for  almost  all  t.  Invoking  Theorem  1.3.4,  we  have 
zE  w-1im  sup  F(g,  )  C  Sw-limsu  G(x  ())  C  SG( 
,  xf_9())  =  F(g), 
that  is,  (g,  z)  E  Graph  F.  Since  D  is  weakly  compact,  F  is  weakly  u.  s.  c.  (see  Theorem 
1.2.10). 
4.5  Examples 
Now,  we  present  an  example  to  illustrate  the  applicability  of  our  results. 
El 
122 Let  Sl  be  a  bounded  domain  in  W''  with  smooth  boundary  I',  m>1,  T>0.  Consider 
the  problem 
a(b(z)u(t,  z)) 
at 
+  1:  (_1)IaID'A,,  (t,  z,  u,  ...  I 
Dtmu)  E  -G(z,  Du,  ",  Dm  lu)  (4.40) 
I«I<m, 
DAu  I[O,  T]xr=  0  for  1ß1  <m-1,  u(0,  z)  =  uo(z)  for  zEQ.  (4.41) 
Here,  b:  SZ  -+  R  is  a  nonnegative  measurable  function  and  bE  L°°  (SZ),  G(z,  w)  = 
[gl  (z,  w),  92  (Z)  w)]  :  SZ  x  11ý  -1  -+2 
R\f  01  is  a  measurable  set-valued  mapping,  w  G(z,  w) 
is  upper  semicontinuous  for  almost  all  zEQ. 
Let  N  be  the  number  of  multi-indices  a  with  ja  l<m  and  for  ý=  {ýa  :  cx  <  m}  E  RN, 
write  ý=  (rj,  (),  where  q=  {ýa  :  lal  <  m-11  and  (=  {ýa  cx  =  m}.  Denote  by 
S2T  =  [0,  T]  x  Q.  We  impose  the  following  hypotheses  on  Aa  and  G. 
H  (A)  :  Aa  :  Sl  x  ISBN  -+  R  is  such  that 
i)  (t,  z)  Aa  (t,  z,  ý)  is  measurable  for  all  ýE  RN  and  ý  Aa  (t,  z,  ý)  is  continuous 
for  almost  all  (t,  z)  E  SZT; 
ii)  there  exist  Cl,  c2  >0  and  k1,  k2  E  L'  (SZT)  such  that 
Aa(x,  e)  I<  cl  IýI+  kl  (x)  for  all  I  aI  <  m,  xE  S2T  and  ýE  RN, 
E  Aa(x,  ) 
a>_C21  2-12(x)  forallxESST,  ERN; 
al<m 
iii)  for  all  (i',  (),  (q,  (')  in  RN  with  (  (',  and  all  xG  SZT, 
Z  [Aa  (X,  77,  ()  - 
A￿  (X,  77,  (')] 
l(a  -  (a]  >  0. 
Ial=M 
H(G):  There  exist  c3  >  O,  r>0  and  k3  E  L'  (SZ)  such  that 
I  G(z,  w)  I=  max{  l9i  (z,  w)1,92(z,  w)  }<  c31  w  i-r  +  k3  (z), 
forallzESZTanduER. 
Consider  the  evolution  triple  given  by  V=W,  '2  (SZ),  H=  L2  (Q)  and  V*=W  -m,  2  (SZ) 
. 
V*,  V*2v**  by 
Bu  =  b(")u, 
(F(t,  u),  v) 
ý`  Aa(t,  z,  u,  ...  ' 
Du)Davdz, 
1/ 
lal<<m 
C(u)  _  {g  E  V*:  g(z)  E  G(z,  u(z))  a.  e.  }. 
123 Then,  BE  L(V,  V*)  is  positive  and  symmetric.  By  Lemma  3.3.2,  uH  F(t,  u)  is  pseudo- 
monotone  and,  clearly,  satisfying  (A2),  (A3).  By  Lemma  3.3.3,  C  is  weakly  upper  semi- 
continuous  compact  with  closed  convex  values.  So  u  i-+  A(t,  u)  :=  F(t,  u)  +  C(u)  is 
pseudo-monotone.  Our  assumption  H(G)  implies  that,  for  each  gE  C(u)  and  uEV 
I9IIV*  <  C3IIU  IV*T  +C4 
with  c3  >  0,  c4  >  0.  Since  r>0,  A  satisfies  all  the  other  conditions  made  in  Theorem 
4.3.2.  Hence,  problem  (4.40)-(4.41)  admits  solutions. 
Note,  if,  in  the  assumption  H(G),  r=0,  we  need  an  extra  condition,  say 
inf{gi  (z,  w)w,  g2(z,  w)w}  >  -c4 
(w  I2 
-  c5(z) 
with  c4  >0  small  enough  and  c5  E  L2  (SZ)  to  ensure  the  coercivity  of  A.  If  we  replace 
H  (A)  (ii)  by 
JA￿￿  (x,  e)  1<  cl  jeIP-1  +  kl  (x)  for  all  jaJ  <  m,  xE  QT  and  ee  RN, 
Z  Aa(x,  e)ea!  C2jelT 
-12(x)  for  all  xESZT,  ýEi  RN 
Ial<m 
with  p>2,  then  the  above  extra  condition  is  not  necessary  even  when  r=0. 
Remark  4.5.1.  Since  our  mapping  A  need  not  to  be  monotone,  the  result  in  [8]  cannot 
be  applied  to  our  example  even  without  the  set-valued  perturbation  G. 
We  also  remark  that  our  results  can  be  applied  to  the  other  examples  presented  in  [8], 
[72]  or  [80]. 
124 Chapter  5 
Solvability  of  Second  Order 
Nonlinear  Evolution  Inclusions 
In  this  chapter,  we  will  study  the  second  order  explicit  evolution  inclusions 
x"  (t)  +  A(t,  x'  (t))  +  Bx  (t)  Df  (t),  (5.1) 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  -  F(t,  x(t),  x'(t))  90  (5.2) 
and  some  related  implicit  inclusions  in  an  evolution  triple  (V,  H,  V*)  with  vý  A(t,  v) 
pseudo-monotone  from  V  to  V*,  Ba  symmetric,  linear  positive  operator  from  V  to  V* 
and  Fa  set-valued  mapping  from  [0,  T]  xHxH  to  H. 
It  is  easy  to  see  that  problem  (5.1)  is  equivalent  to  the  first  order  problem 
y'(t)  +  A(t,  y(t))  +  BLy(t)  Df  (t) 
with  Ly(t)  =  fö  y(s)ds.  Since  the  realization  of  BL  is  positive  and  bounded,  existence 
conclusions  for  (5.1)  are  not  hard  to  obtain  from  the  known  results  provided  v  A(t,  v) 
is  monotone  (see  Theorem  33.  A  in  [80]).  In  the  present  situation  where  v'  A(t,  v) 
is  pseudo-monotone,  we  will  use  the  method  used  in  Theorem  4.2.2  to  obtain  existence 
results  for  (5.1)  and  a  property  of  the  solution  set,  as  well  as  the  solvability  of  an  implicit 
inclusion. 
For  problem  (5.2),  the  idea  used  in  Theorem  4.4.3  will  be  used.  We  note  that  in 
case  F(t,  x,  y)  =  F(t,  x),  xH  F(t,  x)  has  a  linear  growth  condition  and  x  A(t,  x)  is 
125 single-valued  monotone,  Papageorgiou  [64]  has  obtained  two  (global)  existence  results. 
Here,  we  shall  consider  both  global  and  local  solutions  for  the  general  inclusion  (5.2). 
For  global  solutions,  we  suppose  that  F  satisfies  a  q-growth  condition.  Under  some  other 
conditions  weaker  than  those  in  [64],  and  by  a  new  extension  of  Wirtinger's  inequality 
established  here,  we  prove  the  existence  of  solutions  and  the  compactness  of  solution  set. 
For  the  local  solutions,  we  suppose  that  F  is  bounded  instead  of  imposing  the  growth 
condition,  and  prove  existence  of  solutions. 
5.1  An  extension  of  Wirtinger's  inequality 
The  following  inequality  is  often  known  as  Wirtinger's  inequality  (see  [57]). 
Lemma  5.1.1  (Wirtinger's  Inequality).  Let  2k  be  an  even  Positive  integer,  f  be  a 
continuous  function  from  [0,1]  to  R,  f'  E  L21(0,1),  f  (0)  =  0.  Then 
If 
I  (t)  2kdt' 
f011 
f  (t)  I2kdt  <  (; 
0/ 
l2k  for  C= 
2kl  1 
(2ý 
sin  2k  / 
In  this  section,  we  shall  extend  this  to  the  case  when  the  function  f  takes  values  in  an 
abstract  space,  which  seems  to  be  new  in  this  context  and  will  be  used  in  next  section. 
Proposition  5.1.2.  Let  (X,  11  "  11)  be  a  Banach  space,  2k  be  an  even  positive  integer, 
f:  [0,1]  -+  X  be  continuous,  fE  L21c  (0,1;  X),  f  (0)  =  0.  Then 
f011 
I If(t)112kdt  <C 
0IfI(t)MM2kdt 
with  C  the  same  number  as  above. 
Proof.  First,  we  suppose  that  f  (t)  00  for  each  tE  (0,1).  In  this  case,  the  continuity  of 
f  implies  that  a,,  :=  min{  f  (t)  ýý  :tE  [I,  1-  -L]  }>0  for  each  n.  Let  n  be  given  and  take 
EE  (0,  a,,,  /2).  By  the  continuity  of  f,  there  exist 
1 
0=to  <t1= 
1n 
<t2<"""<tm_l  <tm=1-n<tm+1=1 
126 such  that  for  each  i=1,2,  """,  m-1, 
tE  [ti,  t2+1)  implies  II  f  (t)  -f  (ti)  II  < 
and,  therefore, 
Ilf(t)II  >-  IIf(ti)1-6,  Ilf(ti)1  >  If(t)II  -6. 
By  the  Hahn-Banach  Theorem,  for  each  i=0,1,  """,  m,  there  exist  xi  EX*,  llxi  11  =  1, 
and  xf  (ti)  _ýf  (ti)  ý.  So  for  each  i=1,  """,  m-1,  we  have 
xz  (f  (t)  -A  ti))  I  <_  II  xI  II  (f  (t)  -f  (tz))  II  <  E,  tE  [ti7  tz+l); 
and 
1x2  f  (t)  I?  Ixz  f  (t2)  -I  Xi  (f  (t)  -f  (ti)) 
ý  Il  f  (ti)  11  -E>  Il  f  (t)  11  -  25  >  0,  tE  [ti,  ti+1).  (5.3) 
Let  the  function  g:  [0,1]  R  be  defined  by 
9ýtý  -l 
xi  *f  (t)  tE  [ti,  ti+l  ),  i=1,  ...  7m-1 
tE  [0,  t1)  and  tE  (tm, 
1]. 
Then  the  discontinuities  of  g  are  at  most  ti,  """,  t,  n. 
Also  g(O)  =0  and  g'(t)  =x  f'(t) 
fort  E  (ti,  tZ+l  ),  i=1,  """  m-1,  that  is  g'  E  L21  (0,1).  Applying  Wirtinger's  Inequality, 
we  obtain 
1/n,  1  11  1n  - 
I 9(t)  l2kdt  <CI  9F(t)  l2kdt  <CI  fI  (t)112kdt  <C 
ofF(t)112kdt.  o 
fil 
0 
From  (5.3),  it  follows  that 
1  1-1/n  m-1  ti+i 
01 
xi  f  (t)  I2kdt  I9(t)  I2  dt  = 
I9(t)  I2k 
t 
dt  = 
1/n  i=1  ti 
Tn-1  ti+l  1rý  -1/n 
(Uf(t)M  -  2E)2kdt  = 
fl 
ý(I  f  (t)  I-  2E)2kdt 
i=1  ti 
Letting  e  -ý  0,  we  obtain 
1 
I9(t)  I2kdt 
0 
/n  f/n  1-1 
If  (t)  I2kdt. 
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(5.4) Substituting  this  into  (5.4),  we  obtain 
1-1/n 
I If  (t)112kdt  <C  1I  fF(t)  M2kdt.  1/n  o 
We  let  n  co  to  yield 
11 
If  (t)112kdt  CfI  (t)  Ilk  dt. 
f0 
Now,  we  prove  the  general  case.  If  f  (t)  -  0,  the  result  holds,  so  we  suppose  f  (t)  #0 
and  let 
(03  1)  :f  (t)  *  01. 
Then  U  is  open  and  equal  to  the  union  of  some  disjoint  open  intervals,  say 
DO 
U= 
U(ai, 
ßi). 
Z-1 
Here  0<  ai  <  ßi  <  ai+l  <  1,  f  (ai)  =  0,  i=1,2,  """,  and  f  (t)  0  for  all  tc  (ai,  ßi)  and 
each  i.  Using  the  result  of  the  first  step,  we  obtain  that 
os  1  Ilf 
(t)  II2kdt 
= 
(ß-  a)  lf  ((ßz 
-  a)s  + 
ti  0 
1 
I  f'((ß-  )s+  ai)  12kds  <  C(ßi 
-  ai)2k+1 
f 
ßi 
I"i 
c(ß, 
-  a)2k  Ifl  (t)  I2kdt  <c  II  f  f(t)  I2kdt. 
fz 
ai 
Noting 
ati+l 
If  (t)112k  dt  =0= 
a2+1 
JII 
fI  (t)  IIlkdt  for  i=0,1,  """,  (ßo  =  0),  we  have 
ati 
f0i 
1  °O  fl  i 
°°  pi  1 
IIf(t)  II2kdt  =  if  fit)  12kdt  <CE  II  f'(t)  U2kdt  =Co  1I  fF(t)  JI2kdt. 
fo 
i=1  ai  i=1  ai 
This  completes  the  proof.  Fý 
Corollary  5.1.3.  Suppose  f:  [0,  T]  -+  X  is  continuous,  f  (0)  =  x,  fE  L2(0,  T).  Then 
T 
o 
(t)  112dt 
_< 
4T  2T 
7r  2o 
T 
IIf'(t)112dt+2II.  ±II 
0  If  (t)IIdt-TII.  T  II2.  (5.5) 
In  particular,  if  X  is  separable  and  reflexive  and  f  is  absolutely  continuous,  then 
'T 
ft2  dt  < 
4T2 
f'(t)  2dt  +  2TII 
fT 
ýI  Uf'(t)  I  dt  +T  12. 
0)I  q2 
fT 
(5.6) 
128 Proof.  Let 
fi  (t)  =f  (Tt)  -  T,  t  c:  [0,1]. 
Then  f,  satisfies  the  conditions  of  Proposition  5.1.2.  Noting  f 
i' 
(t)  =T  f'(Tt),  we  have 
11 
ýfi  dt  (t)  M2  <4  If  f  (t)112dt  = 
4T 
fT 
If  I  (t)112dt.  0 
fo 
However, 
f0111 
Iifl  (t)112dt  > 
0III 
I2  -21  Iý  I 
0If(Tt) 
Idt 
T 
IIf(t)II2dt+  IIx  I2  -2  IxII  t  dt,  IIf  ()I  To  z, 
fT 
which  proves  (5.5).  If  X  is  separable  and  reflexive,  f  is  absolutely  continuous,  then 
fTTtT 
IIf(t)Ildt  =  0It+  0f'(s)dslldt  <  TIIýII  +T 
0If'(t)IIdt.  0 
Substituting  this  into  (5.5),  we  obtain  (5.6).  This  completes  the  proof.  El 
5.2  Existence  results  for  inclusions  with  only  pseudo- 
monotone  mappings 
In  the  remainder  of  this  chapter,  we  always  suppose  (V,  H,  V*)  to  be  an  evolution  triple 
with  VH  compactly.  Denote  by  (",  ")  the  duality  between  V  and  V*  and  by  (",  ")  the 
inner  product  on  H.  Suppose  T>O,  p>2  are  fixed  numbers  and  q=  p/  (p  -  1).  The 
space  L'(0,  T;  X)  is  abbreviated  as  L'(X)  for  any  number  r>0  and  space  X X. 
In  this  section,  we  will  consider  the  solvability  of  the  second  order  explicit  evolution 
inclusion 
x"  (t)  +  A(t,  x'  (t))  +  Bx  (t)  ef  (t)  a.  e.  on  [0,  T], 
(5.7) 
x(O)  =  xo  E  V,  x'(0)  =  xi  EV 
and  the  second  order  implicit  evolution  inclusion 
((Bx(t))'  +  m(x(t)))'  +  Qx(t)  =f  (t)  a.  e. 
m(x(t))  E  A(t,  x(t)),  a.  e., 
(5.8) 
Bx(0)  =  Bxo,  ((Bw)'  +  m(x))  (0)  =  Qxi. 
129 under  the  following  basic  assumptions 
(H5.2.1)  t  (A(t,  u),  v)  is  measurable,  u  ý-+  A(t,  u)  is  pseudo-monotone  for  all  u,  vE 
V,  tE  [0,  T]; 
(H5.2.2)  11  A(t,  v)  11,,  <  al  (t)  +  a2  llvllP-1  for  a.  e.  v  eV  with  al  ED  (R),  a2  >  0; 
(H5.2.3)  (A(t,  v),  v)  >  a3jjvjjP  -  a4(t)  for  all  vEV  with  a3  >  0,  a4  E  L1(R); 
(H5.2.4)  BE  L(V,  V*),  (Bu,  v)  =  (u,  Bv)  and  (Bu,  u)  >0  for  all  u,  vEV; 
(H5.2.5)  QE  L(V,  V*),  (Qu,  v)  -  (u,  Qv)  and  (Qu,  u)  >  wllu  lV  with  some  w>0  for 
all  u,  vEV. 
As  in  Chapter  4,  we  denote  by  L  the  linear  operator  given  by 
t 
(Lx)(t)  _  x(s)ds. 
0 
Our  first  result  is 
Theorem  5.2.1.  Under  (H5.2.1)-(H5.2.4),  there  exist  Cl,  c2  >0  such  that  inclusion  (5.7) 
has  at  least  one  solution  x  with  x'  EW  (O,  T)  for  each  fE  Lq(V*)  and 
II  XII  LP(V),  Ix'IILP(V),  I iX"IIL9(V*)  <  Cl  +  C211  fI  Lq(V*).  (5.9) 
If,  in  addition,  vH  A(t,  v)  is  monotone,  then  the  solution  is  unique. 
Proof.  It  is  known  that  (5.7)  is  equivalent  to 
y'(t)  +  A(t,  y(t))  +  BLy(t)  3  1(t),  a.  e.,  y(O)  =  il, 
and,  therefore,  equivalent  to  the  operator  inclusion 
L*  (f  -  Bx1)  E  L*y  +  L*  (A  +  BL)  Ly  =  L*ALy  +  L*BL2y  (5.10) 
with  Ax  =  SÄ( 
, x(,  )+x1)7 
(Bx)(t)  =  Bx(t).  By  Example  1.6.3,  BL  E  L(LJ(V),  Lq(V*))  is 
positive,  so  is  L*BL2.  From  Proposition  4.1.1,  it  follows  that  L*  (A+  BL)  L  is  pseudo- 
monotone  from  LP  (V)  to  L*  (V*).  Since  BL  is  bounded,  using  almost  the  same  procedure 
130 as  used  in  Theorem  4.2.1  (just  replace  A  there  by  A+  BL),  we  see  that  (5.10)  has  a 
solution  y  such  that 
II  YULP(V),  Il  Y'  I 
Lq(V*)  :!  ý  k1  +  k2  if  I 
Lq(V*) 
with  some  k1,  k2  >0  independent  of  f.  So  x=  Ly  +  xo  is  a  solution  of  (5.7)  and 
11X  II  LP(V)  C  k1IILII  +  T1/PIlxo  Iv  +  k2IILII  IfI  Lq(V*), 
IIXIIILP(V))  IXIIIILq(v*)  <k1+k2lfIILq(V*)" 
Now  suppose,  in  addition,  v  A(t,  v)  is  monotone  and  let  x1,  x2  be  two  solutions  to 
(5.7)  corresponding  to  a  given  fE  Lq(V*).  Then  there  exist  zi  E  SÄ( 
xi(.  ))  such  that 
x  '(t)  +  zz  (t)  +  Bx  (t)  =f  (t)  a.  e.,  x2  (0)  =  xo,  x2  (O)  =  xi,  i=1,2. 
This  yields 
xl  ýtý 
- 
x2  (t)  +  Z1  (t) 
-  z2  (t) 
3 
+B  (x 
1 
(t) 
-  x2  (t)  )=0a.  e.. 
Multiplying  by  xi  (t)  -  x'  (t)  and  noting  the  monotonicity  of  A  and  the  facts  that 
(x 
l 
(t) 
-  x211  ýX1  X2  ýt)) 
=1dI  ý1  (t) 
-  X2(1)  IHK  5.11) 
2dt 
2d  Xl  (t) 
-  x2  (t» 
i  XI  (t) 
-  X2  (t)) 
, 
5.12)  (B  (x 
l 
(t) 
-  x2  (t)) 
i  4l  (t) 
-  x(t))  =1a  -(B( 
( 
2t 
we  have 
lx  11(t) 
-  x2(t)  11 
H+ 
(B(x1(t)- 
x2(t)),  XI  (t) 
-  x2(t))  <0 
for  all  t.  Since  B  is  positive,  we  see  Ix(t)  -  x'2  (t)  ýýH=0  for  all  t  and,  therefore,  xl  =  x2 
which  proves  the  uniqueness. 
Remark  5.2.2.  In  case  A(t,  ")  is  monotone,  we  obtain  Theorem  33.  A  of  [80].  Moroever, 
in  [80],  B  is  assumed  to  be  coercive  for  the  uniqueness  part. 
Similar  to  Theorems  4.2.6  and  4.2.8,  we  have 
Theorem  5.2.3.  Under  (H5.2.1)-(H5.2-4),  let  xf  be  an  arbitrary  solution  of  problem 
(5.7)  satisfying  (5.9).  Denote  by  S(f)  =  {x 
f}.  If  V  -4  H  compactly,  then  the  mapping 
f  5(f)  is  upper  semicontinuous  as  a  set-valued  mapping  from  L9  (H),,,  to  both  W  (O,  T),, 
and  LP  (H) 
. 
If,  in  addition,  A(t,  ")  is  monotone,  then  f  º-*  xf  is  continuous  from  Lq  (H)w 
to  C'(0,  T;  H). 
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ORIGINAL bounded  in  W  (O,  T).  So,  by  passing  to  a  subsequence,  we  may  assume  that  x  -,  y  in 
W  (O,  T)  and  then  we  have 
(x'  (t)  -  X"  (t),  xn,  (t)  -  x'  (t))  +  (zn  (t)  -z  (t),  '  (t)  -  X'  (t)  ) 
+'(B(xn(t)  -  x(t)),  x;  ý(t) 
(fý,  (t)  -f  (t),  x  (t)  -  x'(t))  a.  e. 
with  some  z,,,  E  SÄ(,, 
Xn(.  )  ),  ZE  SÄ(., 
x,  (  , )).  Since  A(t,  ")  is  monotone,  B  is  positive,  x,  ß(0)  _ 
x(O)  =  x0,  x'(0)  =  x'(0)  =  x1,  using  (5.11)  and  (5.12),  we  have 
2 
ft  1 
lix  1  (t)  -  XI  (t)  11  2ir  (fn  (s)  -f  (s),  x,,  (s)  -  x'(s))ds.  5.13  (  ) 
Since  W  (O,  T)  L'3  (H)  compactly,  we  may  suppose  that  x  -+  y  strongly  in  LP  (H) 
. 
So 
(5.13)  gives 
Ix''  (t)  -  x'  (t)  ýH0  uniformly, 
and  therefore 
II  xn  (t)  -x  (t)  IH-4  0  uniformly 
due  to  Il  xn(t)  -X  (t)  IIH  <f  OT 
llx  (t)  -  x'  (t)  IH  dt,  that  is  x'  =  y.  This  shows  that  f  ý-+  xf 
is  continuous  from  L4  (H), 
￿  into  C1(0,  T;  H). 
This  completes  the  proof. 
F-1 
Remark  5.2.4.  If  there  exists  b>0  such  that  (Bu,  u)  >bIuUU2  for  all  uEV,  then  it  can 
be  proved  that  f  ý-+  xf  is  continuous  from  L9  (H),,  to  C(0,  T;  V). 
For  problem  (5.8),  we  have  the  following  result. 
Theorem  5.2.5.  Under  (H5.2.1)-(H5.2.5),  suppose  V  is  also  a  Hilbert  space.  Then 
problem  (5.8)  has  at  least  one  solution  xE  LP(V)  with  Bx'  +  m(x)  E  L4(V*)  for  each 
fE  L4(V*). 
Proof.  Obviously,  (5.8)  is  equivalent  to 
(Bz(t))'  +  N(t,  z(t))  f  (t)  a.  e.  and  Bz(0)  = 
Bzo 
in  the  evolution  triple  (V  2,  H2,  V  *2)  with 
B0  A(t,  ")  -Q 
(0)(X0 
0QQ0f  XI 
133 We  take  the  duality  pairing  between  V2  and  V*2  as 
ýý  ýu,  v)  , 
(x,  y)  ))  =  (u,  X)  +  (v,  y),  for  u,  vE  V*,  x,  yeV. 
Here,  in  order  to  make  the  duality  pairing  different  from  the  points-pairing  (u,  v)  E  V2 
or  V*2,  we  use  (",  ")  to  stand  for  the  duality  pairing  between  V  and  V*. 
Let  z,  :=  (Xm)  ym)  E  V2,  wn  =  (un,  vn)  E  N(t,  zn)  such  that  Zn  Iz=  (x,  y)  E  V2  and 
limsupn. 
-«(un  ,  va)7  (xn 
7  yn)  -  (xi  y)))  $  0.  Then  u,  E  A(t,  x)  -  Qyn,  vn  =  Qx,,,  and 
Xn  '  x,  yn,  -  y,  Qxn  -k  Qx,  Qn  -k  Qty.  Since  Q  is  symmetric,  we  see  that 
(lim  inf)  lim  sup(((u￿,  vn),  (xn 
,  yn)  -  (x*,  y*)))  _  (lim  inf)  lim  sup(un  +  Qyn,  xn  -  x*) 
n->oo  Tl-+OO 
ý-(Qy,  x*)  -  (Qx,  y*),  for  all  x*,  y*  E  V.  (5.14) 
By  taking  x*  =  x,  y=  y*  in  (5.14),  we  obtain  lim  sup,,,  (un  +Qyn)  xn  -  x)  <  0,  therefore, 
the  pseudo-monotonicity  of  A  implies  that,  for  each  (:  ý,  y)  E  V27  there  exists  u*  E  A(t,  x) 
such  that 
(u*,  x-  ý)  <  lim  inf(u￿,  +  Qy7,  x-  x). 
n->00 
(5.15) 
Let  ü=  u*  -  Qy,  v=  Qx.  Then  (ü,  v)  E  N(t,  (x,  y)).  Using  (5.14)  and  (5.15),  we  have 
(((u,  v),  (x,  y)-  (x,  y)))  =  (u*,  x-  xi  +  (Qy,  »-  (Qx,  y) 
lim  inf(((un)  vn), 
(Xrt7 
ym) 
n-oo 
That  is,  N(t,  ")  is  pseudo-monotone.  Also,  it  can  be  proved  easily  that  the  other  conditions 
of  Theorem  4.3.2  are  satisfied  in  the  present  situation.  So  the  conclusion  follows.  Q 
5.3  Global  existence  results  for  general  problems 
In  this  section,  under  (H5.2.1)-(H5.2.4),  we  consider  the  (global)  existence  of  solutions  to 
the  evolution  inclusion 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  -  F(t,  x(t),  x'(t))  90a.  e.  (5.16) 
x(0)  =  x0  E  V,  x'(0)  =  xl  EV  (5.17) 
134 with  F:  [0,  T]  xHxH  -4  2H  a  set-valued  mapping  satisfying  the  following  assumptions. 
(H5.3.1)  F  is  measurable  and  there  exist  bl  E  Lg(0,  T),  b2  >  0,  b3  >0  such  that 
22 
JIF(t,  u,  v)11  H<  bi(t)  +  b2IJuIlH  +  b3JIv  IH  for  a.  e.  t; 
(H5.3.2)  F(t,  u,  v)  E  P,: 
v(H)  and  (u,  v)  F(t,  u,  v)  is  u.  s.  c.  from  HxH  into  H,,. 
or 
(H5.3.2')  F(t,  u,  v)  E  7,  (H)  and  (u,  v)  F(t,  u,  v)  is  l.  s.  c.  from  HxH  into  H. 
We  denote  the  solution  set  of  (5.16)-(5.17)  by  S(xo,  x1). 
To  begin  the  consideration,  we  first  make  a  priori  estimates. 
Lemma  5.3.1.  Under  (H5.2.2)-(H5.2.4)  and  (H5.3.1),  if  the  solution  set  S(xo,  xl)  of 
(5.16) 
-(5.17)  is  nonempty,  then  the  set 
Si(xo,  x,  )  :=  {x'  E  W(0,  T)  :xe  S(xo,  x,  )} 
is  bounded  and  hence  relatively  weakly  compact  in  W  (0,  T),  both  {  1IX(t)  JIH  :xE  S(xo,  x1)  } 
and  {I  x'(t)I  IH:  xE  S(xo,  x')}  are  (uniformly)  bounded  in  H. 
Proof.  Without  loss  of  generality,  we  may  suppose  xo  =  0. 
Let  xE  5(0,  x1).  Then  x'  EW  and  there  exist  f  (t)  E  F(t,  x(t),  x'(t))  and  z(t)  E 
A(t,  x'  (t))  such  that 
(x￿(t),  x'(t))  +  (z  (t),  x'(t))  +  (Bx(t),  x'(t))  =  (f  (t),  x'(t))  a.  e.. 
We  need  to  prove  that  there  exist  constants  M,  M  independent  of  x  such  that 
IIk'IILP(V),  II  X"IILq(V*)  ý  M,  I  x(t)II  H,  I  xe(t)  Ix<M,  for  all  t. 
Since  (x"(t),  x'(t))  =2 
ät  II  X'(t)  11H,  and  (Bx(t),  x'(t))  =2  ät  (Bx(t),  x(t)),  by  the  coer- 
civity  of  A,  we  obtain 
1dI 
(x,  (t)  JH  +  a3  ll  x/  (t)  Iv+  a4  (t)  +1d  (Bx  (t),  x  (t))  (f  (t)  x/  (t))  a.  e. 
2  dt  2  dt 
Integrating  this  inequality  from  0  to  t  gives 
2  02 
ft(f(s) 
1  IIX'(t)IIH  +  a3  II  x'(t)II  ,  dt  +  1(Bx(t), 
x(t))  -  Mox'(s))ds,  (5.18) 
135 where  Mo  =fTI  a4  (t)  I  dt  +2  JXi  1  H.  Let  ß>0  be  a  number  such  that 
JIuiIH  <_  ßlI  uJI  v,  for  all  uEV. 
By  our  assumptions  (H5.2.4),  (H5.3.1)  and  Young's  inequality,  we  have,  for  each  E>0 
1IIx'(t)II2 
+a3 
t11x'(s)Ilvds 
<  Mo+0 
t 
bi  s  +b211X(S) 
IQ 
+b  x'  s2 
2()  fIH  31ý 
(  )IIH  I 
llý 
ýs)IIHdS 
0 
(5.19) 
<M0  + 
Pll 
x'(s)  ll  P  ds  +1 
0q1I 
H21 
q+  b31  Jx'(s)11 
Hq 
q  ds  p 
It 
Q 
IIx'(s)  1  lvds  Mo  + 
It 
3q  t 
+ 
QEq  O 
[lbl  (s)  lq  +  b2llX(S)  IIH  +  b3llXi(8)112]  ds.  (5.20) 
Choose  E>0  so  that  a3  =  ßEY/p.  Then  by  Corollary  5.1.3 
1 
lixI(t)  IIýr  <  Mo  + 
3g 
M*  + 
34  4T2 
b2  +  b3 
t 
lixI  (s)  iI  Hds, 
2  Eqq  Eyq  7r2  o 
where  M,  =  fö  ýbi  (s)  I"dt.  Let  N=  34(4T2b2  +  gr2b3)/(gr2E  q).  By  the  generalized  Gron- 
wall's  inequality  (Theorem  1.7.7),  we  have 
q  11x'(t)IIH  < 
/2M0 
+  2E9gM*  exp(TN)  =:  Ml,  tE  [0,  T]. 
Since  x'  is  continuous  in  H,  we  have 
t 
llx(t)  ll  H<II  x'(s)  ds  <  TM,  =:  M2,  for  all  tE  [0,  T]. 
0 
By  (5.19) 
a3 
T  11x'(t)II'V  - 
dt  <  Mo 
(b1(t)t 
++  b2M2/q  +  b3M1/q  Midt. 
} 
0 
f 
This  implies  that 
T  1/p 
HX'II  LP(V)  < 
Mo 
+1  (b1(t)I 
+  b2M2/q  +  b3Mi/q  Mldt  =:  M3. 
as  as  o 
Since  x'  E  LP(V),  by  Theorem  1.4.7,  there  exists  an  absolutely  continuous  function  xi 
[0,  T]  -+  V  such  that  x(t)  _  xi  (t),  x(t)  =x  (t)  a.  e..  So  we  obtain 
tt 
Ix  (s)  llvds  IIX(t)  IIv  =  IIx1(t)  IIv  =  11 
0x 
(s)ds  I0 
t 
llx'(S)llvdS  <  IIxhIILp(v)T1k9  <  M3Vq  =:  M4  ä,.  C'.. 
0 
136 Since  for  each  uE  LP  (V  ), 
TT 
o 
(x"  (t),  u(t))dt  <  fo  I  (A(t,  x'(t))  +  Bx(t),  u(t))  -  (.  f  (t),  u(t))  I dt 
fT  [ai(t)  +  a2Ux'(t)Ily  1+  IIBIIIIx(t)IIv]  Il  u(t)II  vdt 
f0T 
+ß  [bi(t)  +b2ilx(t)IIH4+b3IIx'(t)  IfJ  IIu(t)IIvdt 
T  fo 
T 
C 
[ai(t) 
+  IBIIM4  +  ßb1(t)  +  ßb2M2/q  +  ßb3M  /q  Il  u(t)  I  dt 
+  a211Xj11  (V)IIUIILP(v) 
<-  [Ila,  IIL9(R)  +  ß11b1  IIL9(R)  +  IIBIIM4]  II  kII  LP(V) 
+ 
rß  (b2M/+ 
b3M)  1/+ 
a2  MUILp(V), 
LJ] 
II 
we  see  that 
M3/q  =:  M5  I  IX"rlI  Lq(V*)  <  Ila,  11  +  ß1Ibl11  +  JIBIIM4  +ß 
(b2  M2/q  +  b31V1I  )T114 
+a2 
This  completes  the  proof  by  taking  M=  max{M2,  Ml},  M=  max{M3,  M5}.  Q 
Remark  5.3.2.  Even  in  case  F  is  independent  of  x'  and  p=q=2  as  in  [64],  this  a 
priori  estimation  improves  that  in  [64]  since  we  do  not  suppose  B  to  be  coercive. 
Now  we  give  the  conditions  for  S(xo,  x1)  to  be  nonempty  and  compact. 
Theorem  5.3.3.  Under  (H5.2.1)-(H5.2.4),  (H5.3.1)  and  (H5.3.2),  suppose  A(t,  ")  is 
monotone  (note,  being  monotone  and  pseudo-monotone  is  equivalent  to  being  monotone 
and  hemicontinuous).  Then  (5.16)-(5.17)  admits  solutions  and  the  solution  set  is  rela- 
tively  weakly  compact  in  W  (O,  T)  and  compact  in  Cl  (0,  T;  H).  If,  in  addition,  there  exist 
non-negative  functions  k1,  k2  E  L'  (R)  such  that 
(w1  -  W27  vl  -  v2)  <  ki(t)llvl 
-  V2II  H+ 
k2(t)Ilul 
-  U2IIHMV1  -  V2II  H,  (5.21) 
for  all  tE  [0,  T],  ui,  vi  E  H,  wi  E  F(t,  ui,  vti),  i=1,2,  then  the  solution  is  unique. 
Proof.  By  Lemma  5.3.1,  there  exists  a  constant  M>0  such  that 
Ix(t)  (I  x<M,  jIX'(t)  jIH  <  M,  tE  [0,  T],  xE  S(xo,  x1). 
137 Let 
F(t,  u,  v)  _ 
F  (t,  u,  v) 
Ft  Mu 
iIiIIH'  v) 
My  F 
tý  uý 
IIvIIH 
Mu  My 
511H1  IIVIIH 
if  HHUJJH  C  M,  UvII  H  M, 
if  IIU  J>M,  1HHIIH  <_  M, 
if  IlkJIH  <  M,  JIHII!  >  M, 
if  IluII!  >  M,  IIvIIH  >  M. 
Then  it  is  easy  to  show  that  F  maps  [0,  T]  xHxH  into  PCZ1(H)  satisfying  (H5.3.2)  and 
F(t,  u,  v)  bl  (t)  +  b2M  +  b3M  =:  h(t)  a.  e.  with  hE  Lq(R).  Let 
B={fE  Lq(H)  :  Ilf  (t)  IH  <  h(t)  a.  e.  } 
R(f)  =  SF  :=  {g  E  L'  (H)  :  g(t)  E  F(t,  x  f(t),  xf(t))  a.  e.  },  for  all  fEB, 
where  xf  is  the  solution  of  (5.7)  for  a  given  fEB.  By  Theorems  5.2.1  and  5.2.3,  xf  is 
a  well-defined  continuous  operator  from  Bv,  to  C'(0,  T;  H).  Since  P  is  measurable  and 
L'-integrally  bounded,  by  Theorem  1.3.3,  we  have  that  R(f)  0.  Moreover  since  P  is 
P, 
￿ 
(H)-valued  and  bounded  by  h(t),  the  set-valued  function  R  has  closed  and  convex 
values  and  II  g(t)  II  H  h(t)  for  every  gE  R(f),  that  is  R:  B  -+  P  ,, 
(B). 
Next  we  prove  R  is  u.  s.  c.  under  the  weak  topology.  Since  B  is  weakly  compact  in 
Lq(H),  by  Theorem  1.2.10,  we  need  only  prove  that  Graph(R)  is  weakly  closed  in  BxB. 
To  do  this,  let  (f, 
1)  xn)  E  Graph(R),  f,,,  -  f,  xn  -k  x  in  Lq(H).  By  Theorem  5.2.3, 
x  f.  1(t)  -+  x  f(t),  x'f.  (t)  -+  x 
f(t)  in  H  for  all  tE  [0,  T].  Since  F  is  u.  s.  c.,  so  is  F,  and 
therefore 
w-  lim  sup  F(t,  x  f,,  (t),  xfn  (t))  C  F(t,  xf  (t),  xf  (t)),  a.  e. 
n 
Using  Theorem  1.3.4,  we  have 
E  w-  lim  sup  R(f,  )  =  w-  lim  sup  SF 
n(  fn  ()  fn  ýýý 
S1  1 
w-11msupnF(.,  x1  (.  )'x  ý  ýý 
C  SFý 
'ýf 
ý'ý 
fýýý 
R\f 
This  means  that  (f,  x)  E  Graph(R)  and  so  Graph(R)  is  weakly  closed. 
Exploiting  Kakutani's  fixed  point  theorem  (Theorem  1.5.4),  we  deduce  that  there 
exists  fEB,  fE  R(f).  Obviously  x_xf  is  a  solution  to  the  inclusion  (5.16)-(5.17) 
with  the  modified  set-valued  function  F.  Using  the  same  method  as  that  in  Lemma 
138 5.3.1,  we  can  show  that  II  x(t)  IIH<M,  11  11  (t)  IIH<M  uniformly,  so  F(t, 
x(t),  x'(t))  _ 
F(t,  x(t),  x'(t)),  and  therefore  x  is  a  solution  of  (5.16)-(5.17). 
Note  that  S(xo,  x1)  C  r(B)  with  r  the  mapping  f  ý-+  x  f.  Since  B  is  bounded 
and  weakly  compact  in  Lq  (H),  by  Theorem  5.2.3,  S  (xo,  x  1)  is  relatively  compact  in 
C'  (0,  T;  H)  and  weakly  relatively  compact  in  W  (O,  T).  Now  let  x,  ti  E  S(xo,  x1),  x"  -}  x 
in  C'  (0,  T;  H),  x,  =xf,,,  with  f,  (t)  E  F(t,  x,,  (t),  xn  (t))  a.  e..  Obviously,  fT  E  B,  so  by 
passing  to  a  subsequence,  we  may  suppose  f,,,  -ý  f  in  L4  (H).  Using  Theorem  5.2.3  once 
more,  we  see  xn  (t)  --+  xf  (t)  =x  (t),  x'  (t)  -+  '  (t)  =  x'  (t) 
. 
So  the  continuity  of  F  implies 
f  (t)  E  F(t,  x(t),  x'(t))  a.  e.  and,  therefore,  xE  S(xo,  x1),  that  is  S(xo,  x1)  is  closed  in 
C'(0,  T;  H)  which  implies  the  compactness  of  S  (xo,  x1). 
To  prove  the  uniqueness  under  (5.21),  let  x,  y  be  two  different  solution  of  (5.16)-(5.17). 
Then  there  exist  f  (t)  E  F(t,  x(t),  x'(t)),  g(t)  E  F(t,  y(t),  y'(t))  a.  e.  such  that 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  Df  (t),  y"(t)  +  A(t,  y'(t))  +  By(t)  3  9(t)" 
By  the  method  used  for  obtaining  (5.13)  and  noting  (5.21),  we  have 
1  IIxý(t)  -  yý(t)I12  -< 
(f  (s)  -  9(s),  x'(s)  -  y'(s))ds 
fo<_ 
0  ki  (s)  IIx'(s)  -  Y/  (S)  11  2  ds 
Iýt 
k2(s)IIx(s)  -  y(s)IIHII  x'(s)  -  y'(s)II  Hds 
0 
t 
<  (ki  (s)  +  Tk2(s))  II  x'(s)  -  y'(s)112  ds. 
0 
So  IIx'(s)  -  y'(s)  IIH=0  according  to  Gronwall's  inequality  and,  therefore,  x=y. 
This  completes  the  proof. 
m 
Remark  5.3.4.  Theorem  5.3.3  generalizes  Theorem  3.1  of  [64]  not  only  in  the  form  of 
inclusion  but  also  in  the  conditions  since  we  do  not  suppose  B  to  be  coercive  and  (H5.3.2), 
(H5.2.3)  are  also  weaker  than  the  corresponding  hypotheses  in  [64]  where  the  author  only 
considered  the  case  of  p=q=2  and  F  is  independent  of  x'.  Theorem  3.2  in  [64]  can  also 
be  generalized  to  the  following. 
139 Theorem  5.3.5.  Under  (H5.2.1)-(H5.2.4)  and  (H5.3.1),  (H5.3.,  2),  suppose  A(t,  ")  is 
monotone.  Then  (5.16)-  (5.17)  admits  solutions,  and  the  solution  is  unique  if  (5.21)  is 
satisfied. 
Proof.  Let  F,  R,  h  be  the  same  as  in  the  proof  of  Theorem  5.3.3  with  B,  the  domain  of 
R,  replaced  by 
K={fE  L1(H)  :  IJf  (t)  IIH  <  h(t)}. 
By  Lemma  5.3.1,  F  is  l.  s.  c.  and  takes  values  in  P,  (H). 
It  is  known  that  K  is  weakly  compact  in  L'  (H)  (see  for  example  Corollary  IV.  8.11 
in  [35]).  If  f,  E  K,  f,  --f  in  L1(H),  since  K  is  also  weakly  compact  in  Lq  (H),  we  may 
suppose  In  -f  in  Lq  (H),  which  implies  (by  Theorem  5.2.3)  that  fxf  is  continuous 
from  Ku,  to  Cl(0,  To;  H).  So  by  (H5.3.2)  and  Theorem  1.3.4,  R  is  l.  s.  c.  from  Kw  to 
L1(H).  Applying  Theorem  1.3.8,  we  see  that  R  has  a  continuous  selection  ij  :  K,,  -*  Ku, 
and  q(f)  E  R(f).  So  rq  admits  a  fixed  point  f  by  the  fixed  point  theorem  and  x=xf  is 
a  solution  of  (5.16)-(5.17). 
The  proof  for  the  uniqueness  is  the  same  as  that  in  Theorem  5.3.3.  Q 
5.4  Local  existence  results  for  general  problems 
In  this  section,  instead  of  the  growth  condition  (H5.3.1),  we  suppose  F  satisfies  a  bounded 
condition  to  consider  the  local  existence  of  inclusion  (5.16)-(5.17). 
Theorem  5.4.1.  Under  (H5.2.1)-(H5.2.4),  suppose  that  A(t,  ")  is  monotone  for  a.  e.  t 
and,  for  any  bounded  subset  DCH,  there  exists  M>0  such  that 
sup{lIF(t,  u,  v)IIH  :  u,  v  E  D,  t  E  [0,  T]}  <  M. 
If  either  (H5.3.2)  or  (H5.3.2)  is  satisfied,  then  (5.16)  -(5.17)  admits  solutions  on  [0,  To] 
for  some  To  E  (0,  T]. 
Proof.  By  our  assumption  on  F,  there  are  constants  k>0,  M>0,  To  E  (0,  T]  such  that 
sup{  lF(t,  u,  v)IIH  :  u,  v  E  D,  t  E  [O,  Ta]}  <  M,  (5.22) 
TOM<k,  Tod+1T0M<_k, 
2 
140 where  D=  {u  EH:  Jul  <  max{JJxoJJH,  d}  +  k},  d=  ýý-x1ýýH  +  2(B  o,  xo). 
Let 
D1={xELq(H):  llx(t)"H<_M  a.  e.  on[O,  TOJ}. 
Then  D1  C  L°°  (0,  To;  H)  and  by  Theorem  5.2.3,  D2  :=  {x  f:  fE  D1  }  is  bounded  in 
C'  (0,  To;  H)  (note  xf  is  the  unique  solution  of  (5.7)),  and  for  fE  D1,  x=xf  is  such  that 
(x,  º(t),  x'(t))  +  (A  (t,  x'(t)),  x'(t))  +  (Bx(t),  x'(t))  =  (f  (t),  x'(t))  a.  e.. 
By  the  same  method  as  used  to  get  (5.18),  and  using  our  assumptions,  we  have 
t 
I(t)112  H  <_  IIxIIIH  +  2(Bxp,  xp)  +2  IIf  (s)IIHIIX'(s)IIHds. 
fo 
By  Theorem  1.7.7,  we  have 
.t 
x'(t)  ýI  Hd+  IIf(s)  II  Hds  <d+  tM  <d+k,  (5.23) 
0 
IIx(t)11  <_  IIx0IIH  +  Ilxl(s)11lids  <  llxo11H  +  td  +1  t2M  <  l(xollH  +k  (5.24) 
o2 
on  [0,  To],  that  is  x'(t),  x(t)  E  D.  For  each  xE  D2,  by  Theorem  1.3.3 
, 
Ko(x) 
51 
F(.,  x(.  ),  x,  (.  ))  0  0.  So  if  vE  Ko(x),  then  v(t)  E  F(t,  x(t),  x'(t))  a.  e.  and  x=xf  with 
some  fE  D1.  Therefore  (5.23),  (5.24)  and  (5.22)  imply  that  1v(t)  IIH  <Ma.  e.,  that  is 
Ko  (x)  C  D1  is  bounded  in  Lq  (0,  To;  H)  and  Ko  (x)  :=  5F( 
x()  x,  ( 
Let 
K=  cö  U  Ko  (x), 
xED2 
and  consider  the  set-valued  mapping 
.  R(f)  =  SF(., 
Xf(.  ),  X  f(")) 
for  f  ED, 
Since  D1  is  convex  and  closed  in  every  L5(H)  (s  >  1)  space,  we  have  KC  DI,  and  R 
maps  K  into  itself. 
If  (H5.3.2)  holds,  we  consider  K  as  a  subset  of  Lq(0,  To;  H).  Since  K  is  closed,  bounded 
and  convex,  K  is  a  weakly  compact  subset  of  L4  (0,  To;  H).  By  the  same  method  as  that 
used  in  Theorem  5.3.3,  R  is  weakly-weakly  u.  s.  c.  and  admits  a  fixed  point  f,  and  x=xf 
is  the  solution  of  (5.16)-  (5.17)  on  [0,  To] 
. 
141 If  (H5.3.2')  holds,  we  consider  K  as  a  subset  of  L'(0,  To;  H).  Using  the  same  method  as 
used  in  Theorem  5.3.5  (replace  [0,  T]  by  [0,  To]),  we  see  that  R  has  a  continuous  selection 
ý:  Kv,  -*  Kz1  and  77  admits  a  fixed  point  f  and,  therefore,  x=xf  is  a  solution  of 
(5.16)-(5.17)  on  [0,  To]. 
This  completes  the  proof.  r-i 
Remark  5.4.2.  Using  the  above  idea,  some  similar  local  existence  results  can  also  be 
obtained  for  the  first  order  differential  evolution  inclusion  studied  in  [55],  the  method  is 
almost  the  same  as  the  one  used  above. 
5.5  Examples 
Let  SZ  be  a  bounded  domain  in  RI  with  smooth  boundary  ac,  V=  Wö  '2  (Q),  H= 
L2  (Q) 
IV*=W  _m  2  (SZ),  then  (V,  H,  V*)  is  a  Gelfand  triple  and  all  the  imbeddings  are 
compact. 
Consider  the  following  inclusion 
a2x(t,  z) 
ate 
+  a(t,  z,  x(t,  z))  +  Ax  E  b(t,  z,  x(t,  z))  for  (t,  z)  E  [0,  T]  xQa.  e.,  (5.25) 
DQx(t,  z)  =0  on  [0,  T]  x  aci  for  ß<m-1, 
X  (0,  z)  =  xo  (z)  E  Wö  '2  (SZ), 
ax  (0,  z) 
=  xi  (z)  E  L2(9)011  9,  (5.26) 
at 
with 
a(t,  z,  x(t,  z»  =Z  (-1)  HHI  DaAa(t,  z,  x,  ...  , 
Dtmx) 
, 
IaI<rn 
b(t,  z,  x(t,  z))  =  G(t,  z,  x(t;  z),  ax(t,  z)/at) 
and  G  is  a  set-valued  function. 
For  each  IaI<m,  we  suppose  Aa  :  [0,  T]  xQx  Rý  -ý  R  satisfies 
(i)  (t)  z)  --  ý  Aa  (t,  z,  ý)  is  measurable  for  all  ýE  RT  and  ý  -4  Aa  (t,  z,  c)  is  continuous 
for  all  (t,  z)  E  [0,  T]  x  3c  ; 
(11)  Eiai<.  (A,  (t,  z,  ý)  -A, 
(t,  z,  ýf))  (G,  -  Cä)  ?0  for  all  e',  E  R7,  tE  [0,  T],  zEf; 
iii  there  exist  a,  c>0,  hE  L2([0,  T]  X  SZ)  such  that  >ýý 
<￿ý 
Aa(t,  z,  0ý>  cýý  2, 
1A,,  (t,  z,  ý)  l<  ajel  ý-  h(t,  z)  for  all  ýER,  tE  [0,  T],  zES! 
142 Define  the  nonlinear  mapping  A(t,  x)  :  [0,  T]  xV  -ý  V*,  and  the  linear  mapping 
operator  B:  V  -+  V*  by 
(`4(tß  x),  y)  _  Aa(t,  z,  e(x))Daydz,  for  x,  ycV,  te  [0,  T], 
(B  x,  y)  =f  DxDydz,  for  x,  yeV. 
Then,  by  standard  arguments  (see  [80]),  the  operators  A,  B  satisfy  the  conditions 
(H5.2.1)-(H5.2.4)  in  the  previous  section  respectively  with  p=  q=  2  and  A(t,  ")  is 
monotone.  Problem  (5.25)-(5.26)  can  be  rewritten  as 
x"(t)  +  A(t,  x'(t))  +  Bx(t)  E  F(t,  x(t),  x'(t))  (5.27) 
x(0)  =  xo  E  V,  x'(0)  =  x1  E  H,  (5.28) 
here  F  is  a  set-valued  function  from  [0,  T]  xHxH  to  2H  corresponding  to  G.  We  can 
impose  some  suitable  assumptions  on  G  to  ensure  F  satisfies  the  conditions  (H5.3.1), 
(H5.3.2)  or  (H5.3.2')  so  that  (5.27)-(5.28)  (i.  e.  (5.25)-(5.26))  admits  solutions  and  the 
solution  set  is  compact  in  C1(0,  T;  H).  For  example,  we  may  let 
G(t,  z,  x,  y)  =  [fi(t,  z,  x,  y)  , 
f2(t,  z,  x,  y)] 
with  fl,  f2  :  [0,  T]  x  S2  xR  -+  R  measurable  functions,  continuous  with  respect  to  the  last 
two  variables,  fi  <  f2  and  jff(t,  z,  x,  y)j  <  bl(t,  z)  +  b21xI  +  b3  y,  bi  E  L2([0,  T]  x  cl),  b2  > 
O,  b3  >  0.  Then 
F(t,  x,  y)  :=  {h  EH:  fi  (t,  z,  x(z),  y(z))  <  h(z)  <  f2  (t,  z,  x(z),  y(z))  a.  e.  } 
satisfies  the  conditions  in  Theorem  5.3.3.  In  particular,  if  f2  (t,  z,  x)y)  _ 
f  (t,  z,  x,  y)ui(z),  i=1,2,0  <  U1  (Z)  <  U2  (Z)  <Ma.  e.,  and  f  satisfies  the  assumptions  on 
fl,  then  (5.25)-(5.26)  corresponds  to  a  control  problem  with  the  control  constraint 
U1  (Z)  GUC  U2  (z)  1' 
Additionally,  if  we  introduce  a  cost  function  J(x)  = 
oT  2L 
(t,  z,  x  (t,  z))  dzdt  which  is  to 
be  minimized  over  all  admissible  trajectories,  and  suppose  it  is  lower  semicontinuous  in 
C(0,  T;  H),  then,  since  the  solution  set  is  compact,  we  see  that  the  distributed  parameter 
optimal  control  problem  has  a  solution. 
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