Abstract-In the '80s Takens formulated the conditions that ensure the capability to reconstruct the dynamics of a transmitter when an observer receives one scalar output from the transmitter. In practical situations, the reconstruction of the original system is strongly influenced by the choice of the variable transmitted over the communication channel. This paper aims to analyze this influence in the context of mathematical singularities occurring in the evolution of the chaotic manifolds used in encryption. We analyze two systems having a chaotic behavior, a discrete system, the Hitzl-Zele map, and a continuous one, the Colpitts oscillator. We show the existence of observability singularities in both cases. The numerical experiments point out that the dynamics of the discrete system falls in these singularities sets, but very infrequently. More surprisingly, the dynamics of the continuous system can not pass through the singularity, which is situated at infinity. But an exponential factor allows the chaotic dynamics to approach the vicinity of the singularity better than 10 −7 and that, for about 30% of its duration. The noise inherent in analog signals are much higher than this value, the observation of the system is impossible in practice.
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I. PROBLEM STATEMENT
The context of the present work is the chaos-based enciphering. Let us choose a didactical example, the generalized Hénon map [7] , which has the analytical expression given by equations (1), as underlying system of a chaos-based cipher.
The used enciphering method is the inclusion; see for example [9] for a practical realization of the inclusion method. Therefore, the message m is included in the first equation of system (1) and evolves simultaneously with the dynamics of the generalized Hénon chaotic system.
where a and b are parameters chosen so that chaotic behavior is engendered. The notation x + i denotes the future state in the evolution of the dynamical system, x
The chaotic dynamics of the generalized Hénon map is not the goal of our work. Nevertheless, the reader may refer to [7] , in order to investigate more on this issue. Here, our main purpose is to deal with observability-singularity [2] .
At the end level of the transmission, to recover the dynamics of the transmitter, an observer is used. The observer must dispose of sufficient information (y) from the transmitter (2) . As the message is added to the first state x 1 of the system (1), the third state x 3 is chosen to be the output of the transmitter, as it has the greatest relative degree to the secret input, i.e. x 3 is the furthest from x 1 in the phase space. Refer to [10] and [19] for a more complex discussion about relative degrees in a chaotic context.
Each series of three values of the output of system (2),
T , i.e. the output and its upcoming iterations, ensures, at the reception, the reconstruction of all the transmitter states,
3 , x 3 = x 3 . In order to recover also the message, from the series of values of the output, the knowledge of a fourth value, x
is necessary. Roughly speaking, the left invertibility problem means to recover the input from the output knowledge; see [1] and [17] for more details. Let us focus to the reconstruction of the states of the transmitter. At the reception the series of values {x 3 , x + 3 , x 2+ 3 , ...} is received. The reconstruction of all the transmitter states lies on solving the system (3), where X is the state column vector of the system (1).
Cramer's rule [11] , although not necessary in this simple case, is used to solve system (3). It results from Cramer's rule that the dynamics at the reception is given by
We focus on the nonlinear systems, more particularly on the case when the determinant of the observability matrix M is null (but not always null), which means in terms of cryptography that the system is unobservable. The observability of nonlinear continuous time system (the locally weakly observability) is well known since the seminal work of Hermann and Krener [8] . For nonlinear systems three important facts are to be highlighted. First, contrarily to the linear case, there do not exist stopping criteria (the Cayley Hamilton theorem can not be invoked in nonlinear). So, the state information can be embedded in very far derivatives for continuous time systems and in very far upcoming outputs for discrete time systems. Secondly, observability may depend of the input, [6] and, finally, the observability in nonlinear is only local. The first and last facts may be useful in order to improve the security of data transmission by inclusion method. Refer to [3] for the algebraic frame of these properties. As, in general, for the nonlinear case, the observability matrix O (i.e. as, in nonlinear the CayleyHamilton's theorem is not valid, often M is only a part of O) has its coefficients depending on the transmitter state, the situation discussed here is when the system is observable, unless, in certain regions of the phase space, called observability-singularity manifolds, where the determinant of the matrix O becomes zero. Investigations were done in [13] and [5] for the quality of the reconstruction of the transmitter state portrait, i.e., its states, depending on the chosen measured variable of the transmitter.
II. OBSERVABILITY SINGULARITY MANIFOLDS
A system is said to be observable when, by measuring the sequence of values of one of its states, the entire phase space of the system can be reconstructed, under a suitable smooth transformation. The singularity observability manifold SŌ of a chaotic system is the mathematical space in which, seen from the measured variable, the system losses its observability property. Some definitions are given, for the observability notions, in the case of the discrete-time hyperchaotic Rössler map, in [4] .
Let us consider a nonlinear discrete system described in the three-dimensional space R 3 , with x = (x 1 , x 2 , x 3 ) T ∈ R 3 the state vector evaluated at the j-th iteration. Let the evolution of the system at the next iteration be x
Using the sequence of values of the observable x i and its subsequent iterations up to the (n−1)−th order, it is possible to reconstruct the entire phase space of the system that produced the measured state. In the considered case, n = 3 denotes the dimension of the involved attractor. The coordinate change between the original threedimensional real phase space (x 1 , x 2 , x 3 )
T and the iterative embedding (U, V, W ) T ∈ R 3 is defined by equations (4).
The observability matrix O i of a nonlinear system observed from the perspective of the i-th system state variable is the Jacobian of the application φ i , as defined in [16] and in [12] for continuous systems. The observability matrix O i is then expressed by equations (5) .
The studied system is said to be non-fully observable when the determinant of the observability matrix is null over some state subspace. The observability-singularity manifold SŌ is the subspace where the map φ i cannot be inverted. The mathematical expression of this hyper-surface is given in equation (6) .
where i is the number of the state variable that is measured. The quality of the chosen measured variable is considered, here, to be a function of the existence of the singularities and their intersection with the attractor of the considered transmitter. While the strange attractor which characterizes the transmitter does not intersect the observability-singularity manifolds, the vector of its space states can be reconstructed at the receiver by measuring only one state, the output of the transmitter. When the observed variable leads to an embedding which has singularity areas, the transmitter is no more observable when its characteristic strange attractor intersects these regions -the observability-singularity manifolds. In order to decipher a secret message included in the evolution of the strange attractor, the complete space state must be reconstructed at the reception in any moment of the transmission. On the observability-singularity manifolds, one is not able to reconstruct the secret message. These manifolds are to be exploited in cryptography in order to confuse a potential enemy who intercepts the secret transmission. The parameters of the chaotic system are periodically switched and exchanged between the communication partners. Having the complete knowledge of the parameters and initial conditions of the chaotic transmitter, the receiver is able to know when an observability-singularity manifold is intersected. The enemy does not have this information -parameters and initial conditions-so, he will continue to decipher, getting an erroneous space state, and implicitly, a false message. From the principle point of view, the observability-singularity manifolds are a property of the attractor. They are not a property of a particular solution. So, the initial conditions do not influence singularities of observability. Nevertheless, if one intends to know the precise moment when a particular solution intersects the observability-singularity, the moment of intersection depends on the initial conditions.
It is intuitive that when the size of the system increases, the size of the observability-singularity manifold also increases in dimension. However, an example that contradicts this intuition consists in increasing the dimension by adding some orthogonal states to the system (7), i.e. x + 4 = x 4 , etc. These states, even though they increase the size of the system, will not affect in any way the observability-singularity manifolds.
Note that if a system has more than one positive Lyapunov exponent, so it is hyper-chaotic, it does not necessarily present a singularity of observability. From this point of view, increasing the complexity of the system, does not imply the presence of observability-singularities. For example, it is the case of system (1), which has two positive Lyapunov exponents [7] . Let us consider the discrete-time three dimensional chaotic system described by equations (7), in [18] . The bifurcation parameters are given by a and b, for the analysis of the observability-singularity manifolds induced by each of the state variables of the system.
We consider the measured variable to be x 1 . The coordinate transformation between the original phase space and the iterative embedding, and its corresponding observability matrix O 1 , are given by the expressions (8) and (9) respectively.
in the expression of the determinant of the matrix O 1 , the result in equation (10) is obtained for the observability singularity manifold computed from the observable x 1 .
When the measured state variable is x 2 , the coordinate transformation between the original phase space and the iterative embedding is given by the expression in (11) . The corresponding observability matrix is then O 2 described by equations (12) . The equation describing the observability singularity manifold is thus given by (13).
When the measured state variable is x 3 , the coordinate transformation between the original phase space and the iterative embedding is given by the expression in (14) . The corresponding observability matrix is then O 3 described by equations (15) .
The determinant of the observability matrix is
. Consequently, the observability singularity manifold is given by (16) .
This last condition takes SŌ ,2 and adds an additional constraint. As we will experimentally show, this condition is reached in chaotic regime. This recursive system falls in the observability-singularity manifold.
B. Case study. The Colpitts chaotic oscillator.
For the chaotic system expressed by (17), described in [15] , when choosing the states x 1 or x 2 as the output of a transmitter, the observability-singularity manifolds are given in (18) and (19) respectively. For reasons of space, the coordinate transformations φ 1 and φ 2 , and the observability matrices O 1 and O 2 are not given in the paper. The parameter k does not influence the chaotic behavior and it is fixed at k = 0.5; nevertheless it influences the observabilitysingularity manifold.
where
If the output is considered to be the third state of the system (17), then:
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The determinant ∆x 3 is equal to
A , the observability-singularity manifold is, thus, given by equation (22) .
Since x 2 < ∞, the system can not reach the observability singularity. But, the values of x 2 explored by the chaotic behavior approach better than 10 −7 the condition of observability loss. In the analog systems, such as the Colpitts oscillator, this difference is much smaller than the noise of the analog signals. The trajectory of the attractor is then in the shadow of the singularity, in the sense of non-standard analysis. As long as that situation lasts, the system is not observable, from an experimental point of view.
III. EXPERIMENTAL RESULTS

A. The Hitzl-Zele map
We choose two pairs of parameters (a, b) ((0.275, 0.87) and (−0.69, 0.85)) for the chaotic Hitzl-Zele map. We compute Lyapunov exponents in order to establish that the chosen pairs engender chaotic behavior. Lyapunov exponents are plotted in Fig.1 for fixed b = 0.87. For reasons of space, the case of b = 0.85 is not given here. Phase portraits are depicted in Fig.2 for the two pairs (a, b) ; one can observe the two distinct strange attractors. We are interested if and how the observability-singularity manifolds intersect the strange attractors for the chosen bifurcation parameters a and b. To characterize on a single graph a large number of iterations, we have chosen to count the values of ∆x 1 and ∆x 3 in classes. All these values correspond to the chaotic trajectory. The number of occurrences for the values determinants ∆x 1 and ∆x 3 , defined in equations (9) and (15), take on the strange attractors shown in Fig.2 are given in Fig.3 to Fig.6 . It can be observed that the observability-singularity manifolds shift with the change of parameters a and b. While for (a, b) = (0.275, 0.87), ∆x 1 never becomes zero, for (a, b) = (−0.69, 0.85) it passes through the observability singularity. For the output y = x 3 , (a, b) = (−0.69, 0.85) characterizes a strange attractor which falls in the singularity manifold set described by ∆x 3 = 0 apparently more times than for the other choice of a and b. The numerical exploration of this recurrence reveals that few iterations approach the observability singularity surface. Observed following the state x 2 , only 700 values of ∆x 2 are smaller than 10 −6 , a ratio of 0.175%; see Fig.7 . Observed following the state x 3 , this ratio is even smaller, 0.0025% as shown in Fig. 8 . These results show that the existence Proceedings of the 3rd International Conference on TuAD.1 of an observability singularity surface is not sufficient to guarantee the use in data encryption; it is still necessary that the dynamics of the system explores it long enough to actually interrupt the transmitter-receiver synchronization.
B. The Colpitts oscillator.
For the Colpitts oscillator we take the state x 3 as observable. The bifurcation parameters are kept at fixed values . These values correspond to a chaotic behavior. In Fig.9 we follow the evolution of the determinant ∆x 3 , corresponding to the choice of y = x 3 , with respect to time, on the attractor generated by the given parameters and initial conditions. The sampling step is taken T s = 10 −3 s. From the theoretical point of view, the singularity is a plan in the phase space in R 3 . The finite time trajectory of the Colpitts oscillator is a line in R 3 . The intersection between the two is, consequently, a dot. Nevertheless, in a physical system, the noise superposed on the signals leads to a practical impossibility to reconstruct the states of the transmitter, once the absolute value of the determinant of the observability matrix is smaller than the noise. Therefore, one cannot reconstruct the original system while the absolute value of the determinant of the observability matrix is smaller than the incertitude on the signals.
Observed by the state x 3 , despite that the singularity can not be crossed by the dynamics of the system, Fig.9 shows that very often the value of ∆x 3 is very close to zero. To better appreciate this proximity, we magnify the vertical scale (Fig.10) . We find that for approximately 30% of the duration of the common example, the observability singularity of the system is approached better than 10 −7 . Thus, despite the fact that the singularity is not reached, the system seems much more suitable to a data encryption with loss of observability than the previously studied discrete recurrence.
Proceedings of the 3rd International Conference on TuAD.1 The present work may be thought in the context of previous papers existing in the literature for the analysis of the effects the observability-singularities have on the reconstruction of the transmitter state vector. Through a structural analysis of chaotic systems, Letellier and Aguirre [14] show that the elements of the state vector are not equally perturbed by the singularities of observability. Frunzete et al. developed indexes to quantify the degree of perturbation in [5] .
IV. CONCLUSIONS
After describing the concept of observability singularities, we detailed their existence in the case of a discrete non-linear recurrence and a chaotic continuous system, very used in the field of chaotic encryption. Except the case when being collinear, in the continuous time case, the intersection between the strange attractor and the observability-singularity manifold provides a point and corresponds to a zero duration, and in the discrete time case the probability that the dynamics falls exactly in the singularity sets is very weak. Nevertheless, the imprecision of numerical calculations or the noise on analog signals prohibit the reconstruction of the state vector as the determinant of the observability matrix is close to zero. Consequently, the duration of non-observability is substantially increased and can be used to secure the data transmission. The observability singularities depend on the parameters of the systems. It is, then, possible to take these parameters as encryption key, and frequently change them, which prevents the attacker to know when the system is observable or not. This involves an increase of the duration during which the system is not observable, in order to ensure synchronization loss. This is a work in progress.
