Introduction and main result
The aim of this paper to continue investigations on the moments of Minkowski ?(x) function, begun in [1] , [2] and [3] . The function ?(x) ("the question mark function") was introduced by Minkowski as an example of a continuous function F : [0, ∞) → [0, 1), which maps rationals to dyadic rationals, and quadratic irrationals to non-dyadic rationals. For non-negative real x it is defined by the expression 
where x = [a 0 , a 1 , a 2 , a 3 , ...] stands for the representation of x by a (regular) continued fraction [15] . By tradition, this function is more often investigated in the interval [0, 1] , and in this case it is normalized in order F (1) = 1, whereas in our case F (1) = 1 2 . Accordingly, we make a convention that ?(x) = 2F (x) for x ∈ [0, 1]. For rational x, the series terminates at the last nonzero partial quotient a n of the continued fraction. This function is continuous, monotone and singular [9] . By far not complete overview of the papers written about the Minkowski question mark function or closely related topics (Farey tree, enumeration of rationals, Stern's diatomic sequence, various 1-dimensional generalizations and generalizations to higher dimensions, statistics of denominators and Farey intervals, Hausdorff dimension and analytic properties) can be found in [1] . These works include [5] , [6] , [8] , [9] , [10] , [12] , [13] (this is the only paper where the moments of a certain singular distribution -a close relative of F (x) -were considered), [11] , [14] , [16] , [18] , [20] , [24] , [25] [26] , [27] , [28] , [29] , [30] , [31] , [33] . The internet page [36] contains up-to-date and exhaustive bibliography list of papers related to Minkowski question mark function.
Recently, in Calkin and Wilf [8] defined a binary tree which is generated by the iteration
starting from the root 1 1 . The last two authors have greatly publicized this tree, but it was known long ago to physicists and mathematicians (alias, Stern-Brocot or Farey tree). Elementary considerations show that this tree contains every positive rational number once and only once, each being represented in lowest terms. The first four iterations lead to This is an important fact which makes the investigations of rational numbers according to their position in the Calkin-Wilf tree highly motivated from the perspective of metric number theory and dynamics of continued fractions.
It is well known that each generation of (2) possesses a distribution function F n (x), and F n (x) converges uniformly to F (x). The function F (x) as a distribution function (in the sense of probability theory, which imposes the condition of monotonicity) is uniquely determined by the functional equation [1] 2F (x) = F (x − 1) + 1 if x ≥ 1, F (
This implies F (x) + F (1/x) = 1. The mean value of F (x) has been investigated by several authors, and was proved to be 3/2. Lastly, and most importantly, let us point out that, surprisingly, there are striking similarities and parallels between the results proved in [1] and [2] with Lewis'-Zagier's ( [22] , [23] ) results on period functions for Maass wave forms. (see [2] for the explanation of this phenomena).
Just before formulating the main Theorem of this paper, we provide a short summary of previous results proved by the author about certain natural integral transforms of F (x). Let
Both sequences are of definite number-theoretical significance because
(the summation takes place over rational numbers represented as continued fractions; thus, a i ≥ 1 and a s ≥ 2). We define the exponential generating functions
One directly verifies that m(t) is an entire function, and that M(t) is meromorphic function with simple poles at z = log 2 + 2πin, n ∈ Z. Further, we have
The second identity represents only the symmetry property, given by F (x) + F (1/x) = 1. The main result about m(t) is that it is uniquely determined by the regularity condition m(−t) ≪ e − √ log 2 √ t , as t → ∞, the boundary condition m(0) = 1, and the integral equation
(Here J 0 (⋆) stands for the Bessel function J 0 (z) = 1 π π 0 cos(z sin x) dx).
Our primary object of investigations is the generating function of moments. Let
This series converges for |z| ≤ 1, and the functional equation for G(z) (see below)
implies that there exist all derivatives of G(z) at z = 1, if we approach this point while remaining in the domain ℜz ≤ 1. Then the integral
(which is Stieltjes transform of F (x)) extends G(z) to the cut plane C \ (1, ∞). The generating function of moments M L does not exist due to the factorial growth of M L , but this generating function can still be defined in the cut plane
dF (x). In fact, this integral just equals to G(z + 1). Thus, there exist all higher derivatives of G(z) at z = 1, and
where B n (z) is polynomial with rational coefficients of degree n − 1. For n ≥ 1 it has the following reciprocity property:
The rational function H n (z) are defined via implicit and rather complicated recurrence (27) (see Section 6) . The following table gives initial polynomials B n (z).
.
Both arguments under G on the right belong to the unit circle, and thus we can use Taylor series for G(z). Using numerical values of m L , obtained via the method described in Appendix A.2., we obtain: G(z 0 ) = 0.078083 + + 0.205424 + i, with all digits exact. On the other hand, the series in Theorem 1.2 for n = 60 gives
Finally, based on the last integral in (5), we can calculate G(z) as a Stieltjes integral. If we divide the unit interval into N = 3560 equal subintervals, and use Riemann-Stieltjes sum, we get an approximate value G(z 0 ) ≈ 0.078082 + + 0.205424 + i. All evaluations match very well.
Experimental observation 1.3. We conjecture that the series in Theorem 1.2 converges absolutely for ℜz ≤ 1.
With a slight abuse of notation, we will henceforth write
The moments m L can be expressed by the convergent series of rational numbers:
The speed of convergence is given by the following estimate:
Regarding the speed, numerical calculations show that in fact the convergence is geometric. Theorem 1.2 in case z = 1 gives
which we already know (see Corollary 4.5; the above is a Taylor series for M 1 ( p) in powers of p − 2, specialized at p 0 = 1). Geometric convergence would be the consequence of the fact that analytic functions m L ( p) extend beyond p = 1 (see below). This is supported by the phenomena represented as Experimental observation 1.5. Meanwhile, we are able to prove only the given rate. If we were allowed to use the point z = 1, Theorem 1.2 would give a convergent series for the moments M L as well. This is exactly the same as the series in the Corollary 1.4, only one needs to use a point z = 1 instead of z = 0.
as a radius of convergence.
To this account, Proposition 4.3 endorse this phenomena, which is highly supported by numerical calculations, and which does hold for L = 1.
The following two tables give starting values for the sequence H ′ n (0). The float values of the last three rational numbers are −0.000025804822076, 0.000018040274062 and −0.000010917558446 respectively. The alternating sum of the elements in the table is As will be apparent later, the result in Theorem 1.2 is derived from the knowledge of p−derivatives of G( p, z) at p = 2 (see below). On the other hand, since there are two points ( p = 2 and p = 0) such that all higher p−derivatives of G( p, z) are rational functions in z, it is not completely surprising that the approach through p = 0 also gives convergent series for the moments, though in this case we are forced to use Borel summation. At this point, the author does not have a strict mathematical proof of this result (since the function G( p, z) is meanwhile defined only for ℜ p ≥ 1), though numerical calculations provide overwhelming evidence for its validity.
Experimental observation 1.6. Define the rational functions (with rational coefficients) Q n (z), n ≥ 0, by
, and recurrently by Q n (z) = 1 2
Moreover,
where D n (z) are polynomials with rational coefficients (Q p integers for p = 2) of degree 2n − 2 with the reciprocity property
Note the order of summation in the series for m L , since the reason for introducing exponential function is because we use Borel summation. For example,
The following table gives initial results.
The next table gives Q ′ n (−1) = 2(−1) n D n (−1) explicitly: these constants appear in the series defining the first non-trivial moment m 2 . Also, since these numbers are p−adic integers for p = 2, there is a hope for the successful implementation of the idea from the last chapter in [2] ; that is, possibly one can define moments m L as p−adic rationals as well. The final table in this section lists float values of the constants
appearing in Borel summation. This paper is organized as follows. In Section 2, for each p, 1 ≤ p < ∞, we introduce a generalization of the Farey (Calkin-Wilf) tree, denoted by Q p . This leads to the notion of p−continued fractions and p−Minkowski question mark functions F p (x). Though p−continued fractions are of independent interest (one could define a transfer operator, to prove an analogue of Gauss-Kuzmin-Lévy theorem, various metric results and introduce structural constants), we confine to the facts which are necessary for our purposes and leave the deeper research for the future. In Section 3 we extend these results to the case of complex p, | p − 2| ≤ 1. The crucial consequence of these results is the fact that a function X( p, x) (which gives a bijection between trees Q 1 and Q p ) is a continuous function in x and an analytic function in p for | p − 2| ≤ 1. In Section 4 we introduce exactly the same integral transforms of F p (x) as was done in a special (though most important) case of F (x) = F 1 (x). Also, in this section we prove certain relations among the moments. In Section 5 we give the proof of the three term functional equation for G p (z) and the integral equation for m p (t). Finally, Theorem 1.2 is proved in Section 6. The hierarchy of sections is linear, and all results from previous ones is used in Section 6. Appendix A. contains: derivation for the series (7); MAPLE codes to compute rational functions H n (z) and Q n (z); description of high-precision method to calculate numerical values for the constants m L ; auxiliary lemmas for the Section 3. The paper also contains graphs of some p−Minkowski question mark functions F p (x) for real p, and also pictures of locus points of elements of trees Q p for certain characteristic values of p.
p−question mark functions and p−continued fractions
In this section we introduce a family of natural generalizations of the Minkowski question mark function F (x). Let 1 ≤ p < 2. Consider the following binary tree, which we denote by Q p . We start from the root x = 1. Further, each element ("root") x of this tree generates two "offsprings" by the following rule:
We will use the notation
. When p is fixed, we will sometimes discard the subscript. Thus, the first four generations lead to
We refer the reader to the paper [11] , where authors consider a rather similar construction, though having a different purpose in mind (see also [6] ). Denote by T n ( p) the sequence of polynomials, appearing as numerators of fractions of this tree. Thus,
Directly from the definition of this tree we inherit that
where ǫ = ǫ(n) = 1 if n is a power of two, and ǫ = 0 otherwise. Thus, the definition of these polynomials is almost the same as it appeared in [17] (these polynomials were named Stern polynomials by the authors), with the distinction that in [17] everywhere one has ǫ = 0. Naturally, this difference produces different sequence of polynomials. There are 2 n−1 positive real numbers in each generation of the tree Q p , say a
Moreover, they are all contained in the interval [ p − 1,
]. Indeed, this holds for the initial root x = 1, and
This also shows that the left offspring is contained in the interval [ p − 1, 1], while the right one -in the interval [1,
]. The real numbers appearing in this tree have intrinsic relation with p−continued fractions algorithm. The definition of the latter is as follows. Let x ∈ ( p − 1,
Consider the following procedure:
Then each such x can be uniquely represented as p−continued fraction
where a i ∈ N for i ≥ 1, and a 0 ∈ N ∪ {0}. This notation means that in the course of iterations R ∞ p (x) we apply T −1 (x) exactly a 0 times, then once I, then we apply T −1 exactly a 1 times, then I, and so on. The procedure terminates exactly for those x ∈ ( p − 1,
), which are the members of the tree Q p (" p-rationals"). Also, direct inspection shows that if procedure does terminate, the last entry a s ≥ 2. Thus, we have the same ambiguity for the last entry exactly as is the case with ordinary continued fractions. At this point it is straightforward to show that the nth generation of Q p consists of x = [a 0 , a 1 , ..., a s ] p such that s j=0 a j = n, exactly as in the case p = 1 and tree (2) . Now, consider a function X p (x) with the following property: X p (x) = x, where x is a rational number in the Calkin-Wilf tree (2) , and x is a corresponding number in the tree (8) . In other words, X p (x) is simply a bijection between these two trees. First, if x < y, then x < y. Also, all positive rationals appear in the tree (2) and they are everywhere dense in R + . Moreover, T and U both preserve order, and [ p − 1,
). Now it is obvious that the function X p (x) can be extended to a continuous monotone increasing function
Thus,
As can be seen from the definitions of both trees (2) and (8), this function satisfies functional equations
The last one (symmetry property) is a consequence of the first two. We are not aware whether this notion of p−continued fractions is new or not. For example, Now fix p, 1 ≤ p < 2. The following proposition follows immediately from the properties of F (x).
Proposition 2.1. There exists a limit distribution of the nth generation of the tree Q p as n → ∞, defined as
This function is continuous,
, and it satisfies two functional equations:
Additionally,
The explicit expression for F p (x) is given by
We will refer to the last functional equation as the symmetry property. As was said, it is a consequence of the other two, though it is convenient to separate it.
Proof. Indeed, as it is obvious from the observations above, we simply have
Therefore, two functional equations follow from (3) and (9) . All the other statements are immediate and follow from the properties of F (x).
Equally important, consider the binary tree (8) for p > 2. In this case analogous proposition holds.
Proposition 2.2. Let p > 2. Then there exists a limit distribution of the nth generation as
n → ∞. Denote it by f p (x) This function is continuous, f p (x) = 0 for x ≤ 1 p−1 , f p (x) = 1 for x ≥ p − 1
, and it satisfies two functional equations:
and
Proof. The proof is analogous to the one of Proposition 2.1, only this time we use equivalences
For the sake of uniformity, we introduce
exactly the same functional equations (3), with a slight difference that
and F p (x) = 0 for x ≥ p − 1. Consequently, we will not separate these two cases and all our subsequent results hold uniformly. To this account it should be noted that, for example, in case p > 2 the integral ⋆ d⋆. Figure 1 gives graphic images of typical cases for F p (x).
Complex case
After dealing the case of real p, 1 ≤ p < ∞, let us consider a tree (8) when p ∈ C. For our purpose we will concentrate on the case | p − 2| ≤ 1. It should be noted that the method which we use allows to extend these result to the case ℜ p ≥ 1. The question in determining the set in the complex plain where similar results are valid remains open. More importantly, the problem to determine all p ∈ C for which there exists an analytic function G p (z), which satisfied (22), seems to be much harder and interesting. Here and below [0, ∞] stands for a compactification of [0, ∞). In the sequel, the notion of a function f (z) to be analytic in the closed disc |z − 2| ≤ 1 means that for z 0 = 1, |z 0 − 2| ≤ 1, this function is analytic in a certain small neighborhood of z 0 . If z 0 = 1, this means that there exist all higher derivatives, if one approaches the point z 0 = 1 while remaining in the disc |z − 2| ≤ 1. In this section we prove the following result. The curve I p has a natural fractal structure: it decomposes into two parts, namely
, with a common point z = 1. Additionally,
. As a consequence, 0 / ∈ I p for p = 1. Figures 2-4 show the images of I p for certain characteristic values of p.
The investigations of the tree Q p deserve a separate paper. I am very grateful to my colleagues Jeffrey Lagarias and Stefano Isola, who sent me various references, also informing about the intrinsic relations of this problem with: Julia sets of rational maps of the Riemann sphere; iterated function systems; forward limit sets of semigroups; various topics from complex dynamics and geometry of discrete groups. Thus, the problem is much more subtle and involved than it appears to be. This poses a difficult question on the limit set of the semigroup generated by transformations U p and T p , or any other two "conjugate" analytic maps of the Riemann sphere (say, two analytic maps A and B are "conjugate", if A(α) = α, B(β) = β, A(β) = B(α) for some two points α and β on the Riemann sphere). Possibly, certain techniques from complex dynamics do apply here. As pointed out by Curtis McMullen, the property of boundedness of I p can be reformulated in a coordinate-free manner. It appears that this curve consists of the closure of the attracting fixed points of the elements of the semigroup T p , U p . Then the property for the curve being bounded and being bounded away from z = 0 means that it does not contain a repelling fixed point of T p (z = ∞) and a repelling fixed point of U p (z = 0). It also does not contain neither of the repelling fixed points of the elements of this semigroup. we get the result almost for free. Yet, the full result for | p − 2| ≤ 1 is needed. This is not a new kind of problem. Some cases of pairs of Möbius transformations were studied. For example, the author in [7] deals with the case of a semigroup generated by two maps z → sz ± 1, for fixed s, |s| < 1, and investigates a closure of a set of all attracting fixed points. For example, for |s| > 2 −1/2 this set is connected. Further development of this problem can be seen in [32] .
On the other hand, the case of one rational map is rather well understood, and it is treated in [4] . Thus, though the machinery of complex dynamics can greatly clarify our understanding of the structure of the curve I p , we will rather employ the techniques from the analytic theory of continued fractions. The main source is the monograph by H.S. Wall [34] . 
Suppose given complex numbers e ν , ν ∈ N, such that
Define the sequence b ν by the recurrence b 1 = 1, e ν+1 = 
, and the conditions (a) and (b) of Theorem 3.2 hold, then |F −
Since, for fixed p = 1, W a ( p) → p − 1, as a → ∞, then there exist two constants
Let x ≥ 1, x = [a 1 , a 2 , a 3 , ...], be an irrational number, a i ∈ N. Let us consider the continued fraction
If x = [a 1 , a 2 , ..., a κ ] ≥ 1 is rational, let us define
From the definition, this continued fraction obeys the following rule a 2 , a 3 ...) .
We will now apply Theorem 3.2 to F ( p, a 1 , a 2 , a 3 , ...). Suppose x is irrational. Thus, let e ν = T a ν−1 ,aν ( p), ν ≥ 2. Let us define constants
Further, from the definition in Theorem 3.2 it follows that
It is obvious that the series ∞ ν=1 |b ν | diverges. Hence, Theorem 3.2 tells that the continued fraction converges, and that for fixed irrational x = [a 1 , a 2 , ...] > 1, F ( p 0 , a 1 , a 2 , ...) is an analytic function in p 0 in some small neighborhood of p. For rational x this is in fact a rational function.
As it is shown in [34] , the νth convergent of the continued fraction (13) (denote it by 
Now we have
Proof. Fix irrational x > 1. Let δ > 0, and y ≥ 1 be such that |x − y| < δ. Then there exists N such that the first N partial quotients of x and y coincide, N = N(δ) → ∞ as δ → 0. Consequently, let the corresponding convergents to F ( p, x) and F ( p, y) be respectively
, ...; and (14), (16) and (17) we see that
Now, combining
The above inequality and the arithmetic-harmonic mean inequality give
Analogously we prove that
We see that (17) yield
In case x is rational we argue in a similar way. In this case note that real numbers close to x = [a 1 , a 2 , ..., a κ ] are of the form or [a 1 , a 2 , ..., a κ , T, ...],  either [a 1 , a 2 , ..., a κ − 1, 1, T, . ..] for T sufficiently large. The case x = ∞ is analogous. This establishes the validity of the Proposition.
Eventually, for real number x ≥ 0, x = [a 0 , a 1 , a 2 , . ..], let us define
After an equivalence transformation ( [34] , p.19), this can be given an expression
From the very construction, this function satisfies the functional equations (9), is continuous at x = 1 and thus is continuous for x ∈ [0, ∞]. Obviously, (9) determine the values of X( p, x) at rational x uniquely, hence a continuous solution to (9) is unique. We are left to show that the image of the curve I p is contained outside the circle |z + 1| ≤ 3 4 . This is equivalent to the statement that
is contained inside the circle |z − p| ≤ 4 p 3
. But the points on
are exactly the point on the curve I p with a 0 = 0. Thus, we need to show that
Unfortunately, we cannot apply 
for all a, b ∈ N. Thus, Theorem 3.3 gives |F ( p, a 1 , a 2 , ...) − 1| ≤ 1, and the statement (19) follows from Lemma A.3. In case | p − 2| ≤ 1, | p − χ| < 0.19 (or | p − χ| < 0.19) we use another theorem by Wall ([34] , p. 152), which describes the value region of a continued fraction (13) , provided elements e ν belong to the compact domain in the parabolic region |z| − ℜ(ze iφ ) ≤ 2h cos
, for certain fixed −π < φ < +π, 0 < h ≤ . We omit the details. This proves part (ii). In a similar fashion we prove part (iii). Finally, a direct inspection shows that slightly modified proofs remain valid in case p = 1, if we define a function to be analytic at p = 1, if it possesses all higher p−derivatives, while remaining inside the disc | p − 2| ≤ 1.
Properties of integral transforms of F p (x)
For given p, | p − 2| ≤ 1, we define
Complex numbers χ n stand for the analogue of non-negative integers on the curve I p . In other words, χ n = U n ( p − 1). We consider I n as part of the curve I p contained between the points χ n and χ n+1 . Thus, χ 0 = p − 1, χ 1 = 1, and the sequence χ n is "increasing", in the sense that χ j as a point on a curve I p is between χ i and χ k if i < j < k. Moreover,
Proposition 4.1. Let ω(x) : I p → C be a continuous function. Then
Proof. Indeed, using (10) we obtain
and this is exactly the statement of the Proposition.
For L, T ∈ N 0 let us introduce
For example,
As it is easy to see,
where R L,T ( p) are polynomials. This follows from the observation that p = 1 is a root of numerator of multiplicity not less than L.
As in case p = 1, our main concern are the moments of distributions F p (x), which are defined by
Thus, if sup z∈
Proof. The function X( p, x) possesses a derivative in p for ℜ p ≥ 1, | p −2| ≤ 1, and these are bounded and continuous functions for x ∈ R + . Therefore m L ( p) has a derivative. For p = 1, there exists
, and it is a continuous function for irrational x. Additionally,
Then an estimate for the Taylor coefficients is the standard fact from Fourier analysis. In fact,
The function m L (2 + e 2πiϑ ) ∈ C ∞ (R), hence the iteration of integration by parts implies the needed estimate. 
Proof. Indeed, this follows from the definitions and Proposition 4.1 in case
Let us introduce, following [1] in case p = 1, the following generating functions:
The situation p = 2 is particularly important, since all these functions can be explicitly calculated, and it provides the case where all the subsequent results can be checked directly and the starting point in proving Theorem 1.2. Thus,
, and substitution z = 1 gives
with a radius of convergence equal to ρ −1 p . As was proved in [1] and mentioned before, in case p = 1 (ρ 1 = ∞) this must be interpreted that there exist all derivatives at z = 1. The next Proposition shows how symmetry property reflects in m p (t).
Proposition 4.4. One has
Proof. Indeed,
This result allows to obtain linear relations among moments m L ( p) and the exact value of the first (trivial) moment m 1 ( p).
Corollary 4.5. One has
Proof. Indeed, the last propositions implies
For L = 1 this gives the first statement of the Corollary. Additionally, Proposition 4.3 for L = 1 reads as
in case p = 1 [1] . All we need is the first integral in (20) and the fact that I p is a closed set. As was mentioned, the uniqueness of a function satisfying (22) for p = 1 was proved in [1] . Thus, the converse implication follows from analytic continuation principle for the function in two complex variables ( p, z) (see Lemma 6.2 below, where the proof in case p = 2 is presented. Similar argument works for general p).
Corollary 5.2. Let p = 1, and C be any closed smooth contour which rounds the curve I p + 1 once in the positive direction. Then 1 2πi
Proof. Indeed, this follows from the functional equation (22), as well as from the symmetry property. It is enough to take a sufficiently large circle C = {|z| = R} such that C −1 + 1 is contained in a small neighborhood of z = 1, for which (C −1 + 1) ∩ ( I p + 1) = ∅. This is possible since 0 / ∈ I p (see Theorem 3.1).
We finish with providing an integral equation for m p (t). We indulge in being concise since the argument directly generalizes the one used in [1] to prove the integral functional equation for m(t) (in our notation, this is m 1 (t)). 
For instance, in the case p = 1 this reduces to (4) , and in the case p = 2 this reads as
which is an identity [35] . Proof. Indeed, the functional equation for G p (z) in the region ℜz < −1 in terms of m ′ p (t) reads as
Now, multiply this by e −sz and integrate over ℜz = −σ < −1, where s > 0 is real. All the remaining steps are exactly the same as in [1] .
Remark. If p = 1, the regularity bound is easier than in case p = 1. Take, for example, 1 < p < 2. Then
Thus, Proposition 4.4 gives |m p (−t)| < e (1− p)t . The same argument shows that for p > 2 we have |m p (−t)| < e −t .
6. The proof: approach through p = 2
Let us rewrite the functional equation for
Direct induction shows that the following "chain-rule" holds:
where in the summation it is assumed that i, j ≥ 0. Now we will provide rigorous calculations which yield explicit series for G( p, z) in terms of powers of ( p − 2) and certain rational functions. The function G( p, z) is analytic in {| p − 2| ≤ 1} × {|z| ≤ 3 4 }. This follows from Theorem 3.1 and integral representation (20) . Thus, for {| p − 2| < 1} × {|z| ≤ 3 4 } it has a Taylor expansion
Moreover, the function G(2 + e 2πiϑ , 3 4 e 2πiϕ ) ∈ C ∞ (R × R), and it is double-periodic. Thus,
A standard trick from Fourier analysis (using iteration of integration by parts) shows that
Our idea is a simple one. Indeed, let us look at (20) . This implies the Taylor series for
Due to the absolute convergence, the order of summation in (25) is not essential. This yields
Therefore, let
We already know that H 0 (z) =
. Though m L ( p) are obviously highly transcendental (and mysterious) functions, the series for H n (z) is in fact a rational function in z, and this is the main point of our approach. Moreover, we will show that
where B n (z) is a polynomial with rational coefficients of degree n − 1 with the reciprocity property B n (z + 1) = (−1)
We argue by induction on n. First we need an auxiliary lemma.
Let Q[z] n−1 denote the linear space of dimension n of polynomials of degree ≤ n − 1 with rational coefficients. Consider a following linear map L n−1 :
Proof. Suppose P ∈ ker(L n−1 ). Then a rational function H(z) = P (z) (z−2) n+1 satisfies the three term functional equation
Also, H(z) = o(1), as z → ∞. Now the result follows from the next 
Proof. All we need is to show that with the imposed diminishing condition, homogeneous equation (26) admits only the solution H(z) ≡ 0. Indeed, let H(z) be such a solution. Put z → 2 n z + 1. Thus,
This is valid for z = 0 (since H(z) is allowed to have a singularity at z = 2). Now sum this over n ≥ 0. Due to the diminishing assumption, one gets (after additional substitution z → z − 2)
For clarity, put z → −z and consider a function H(z) = H(−z). Thus,
Consider this for z ∈ [0, 2]. As can be easily seen, then all arguments on the right also belong to this interval. We want to prove the needed result simply by applying the maximum argument. The last identity is still insufficient. For this reason consider its second iteration. This produces a series
Consider the above expression for z = z 0 . Thus,
This is contradictory unless M = 0. By the principle of analytic continuation, H(z) ≡ 0, and this proves the Lemma.
Remark. Direct inspection of the proof reveals that the statement of Lemma still holds with a weaker assumption that H(z) is real-analytic function on (−∞, 0].
Let us define constants
The following table provides some initial values for constants µ(a, b), computed numerically. . Then
The function Y (ρ) is an increasing function in ρ for ρ ≥ 1. It is obvious that we may consider a case of a sufficiently large. Thus,
. First, consider a function . Indeed, this is equivalent to the inequality
The function on the left is itself a decreasing function, with maximum value attained at x = 0. Thus, V (1) ≥ V (a), which means cos aψ ≤ cos a ψ, and this gives ), we have a linear system for m s which describes the coefficients m s uniquely:
Note that this system is not homogeneous (m 0 = 1). We truncate this matrix at sufficiently high order to obtain float values. The accuracy of this calculation can be checked on the test value m 1 = 0.5. This approach yields (for the matrix of order 325): with all 58 digits exact (note that 3m 2 − 2m 3 = 0.5). In fact, the truncation of this matrix at an order 325 gives rather accurate values for m L for 1 ≤ L ≤ 125, well in correspondence with an asymptotic formula [3] 
where c 0 = Kinney [16] proved that the Hausdorff dimension of growth points of ?(x) is equal to Lagarias [19] gives the following estimates: 0.8746 < α < 0.8749. Tichy and Uitz [33] calculated α ≈ 0.875. Paradis et al. [26] give the value α ≈ 0.874832. We have (note that ?(1−x)+?(x) = 1):
A := 
Thus, we are able to present much more precise result: α = log 2 2A = 0.874716305108211142215152904219159757... with all 36 digits exact. The author of this paper have contacted the authors of [26] inquiring about the error bound for the numerical value of α they obtained. It appears that for this purpose 10 generations of (2) were used. The authors of [26] were very kind in agreeing to perform the same calculations with more generations. Thus, if one uses 18 generations, this gives 0.874716 < α < 0.874719. Additionally, the constant c 0 in (28) 
