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Abstract
We study a stochastic N -particle system representing economic agents in a
population randomly exchanging their money, which is associated to a class of one-
dimensional kinetic equations modelling the evolution of the distribution of wealth
in a simple market economy, introduced by Matthes and Toscani [19]. We show
that, unless the economic exchanges satisfy some exact conservation condition,
the p-moments of the particles diverge with time for all p > 1, and converge
to 0 for 0 < p < 1. This establishes a qualitative difference with the kinetic
equation, whose solution is known to have bounded p-moments, for all p smaller
than the Pareto index of the equilibrium distribution. On the other hand, the
case of strictly conservative economies is fully treated: using probabilistic coupling
techniques, we obtain stability results for the particle system, such as propagation
of moments, exponential equilibration, and uniform (in time) propagation of chaos
with explicit rate of order N−1/3.
Keywords: particle systems, wealth redistribution, kinetic models, propagation of
chaos, Econophysics.
Mathematics Subject Classification (2010): 82C22, 91B80.
1. Introduction
1.1. Kinetic equation for wealth redistribution. In the last decades, the ideas and
techinques of the classical kinetic theory of dilute gases have been successfully applied
to the study of wealth redistribution in a large population, as part of a discipline known
as econophysics [7, 8, 9, 13, 14, 19]. In this context, physical particles are replaced by
economic agents, and binary collisions are replaced by economic exchanges between
them (trades). Typically, an agent is characterized by her wealth v ∈ R, and the
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evolution of the probability distribution of wealth among the population ft(dv) solves
the following kinetic-type equation:
∂tft + ft = Q+(ft, ft), (1)
where Q+(f, f) is the measure defined by
∫
R
ϕ(v)Q+(f, f)(dv) :=
1
2
∫∫
R2
E[ϕ(v′) + ϕ(v′∗)]f(dv)f(dv∗). (2)
Here, v, v∗ ∈ R represent the riches of two agents in the population prior to the trade,
and the post-trade riches v′, v′∗ ∈ R are given by the rule
(v, v∗) 7→ (v′, v′∗) = (Lv +Rv∗, L˜v∗ + R˜v), (3)
where (L,R, L˜, R˜) is some random vector on R4 with known distribution and E denotes
the expectation with respect to it. In this form, the model (1)-(3) was introduced by
Matthes and Toscani [19], and it can be seen as a generalization of Kac’s one dimensional
toy model of the spatially homogeneous Boltzmann equation [18], where L = cos θ = L˜
and R = − sin θ = −R˜ for θ uniformly chosen on [0, 2π); thus, the interactions preserve
the kinetic energy in this case: v′2 + v′2∗ = v
2 + v2∗ . In general, the wealth of an agent
can be any real number v ∈ R, interpreting v < 0 as debt. However, we will assume
that f0 is concentrated on R+ and that L, L˜, R, R˜ ≥ 0 a.s., which implies that ft is also
concentrated on R+, thus excluding debts.
One of the main features of the model (1)-(3) is that it typically admits a unique
equilibrium distribution f∞. More importantly: one looks for conditions ensuring that
f∞ has a heavy tail, i.e., to determine if there exists some α > 1, known as the Pareto
index, such that the moments
∫
vpf∞(dv) are finite for all 0 < p < α and infinite for
p > α. This is crucial to assess the validity of the model, since the empirical data shows
that all real economies exhibit a Pareto tail of some index α > 1: economies with low
inequality are associated with large α, and viceversa.
In analogy with the preservation of energy of Kac’s model, earlier versions of (3)
(see for instance [7]) assumed exact preservation of wealth, i.e., v′ + v′∗ = v + v∗ for all
v, v∗, which in terms of the interaction coefficients corresponds to
L+ R˜ = 1 = L˜+R a.s. (4)
In this case, we say that the economy is strictly conservative. However, it can be
shown that this condition necessarily leads to an equilibrium distribution with slim
tails (formally, α =∞), thus rendering the model unrealistic from the economic point
of view. This fact led to the development of a broader class of models [9, 14, 19], where
the interactions between agents have an intrinsic risk which can produce a gain or loss
of total wealth in each exchange, but still preserving wealth in the mean, that is, one
drops (4) in favor of
E[L+ R˜] = 1 = E[L˜+R], (5)
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which still implies that the mean wealth
∫
vft(dv) preserves its initial value. Under
this weaker condition, in [19] it is shown that f∞ can indeed exhibit a heavy tail with
Pareto index depending explicitly on the moments of the interaction coefficients L, R,
L˜ and R˜, and is given by
α = sup{p ≥ 1 : E[Lp +Rp + L˜p + R˜p] < 2}, (6)
assuming some non-degeneracy condition (such as (18)). Similarly, it is also shown that
the moments
∫
vpft(dv) stay bounded for p < α and diverge with time for p > α.
1.2. Particle system. Formally, the kinetic equation (1) represents the evolution of
the distribution of wealth in an infinite population. As it usually done with Kac’s
model and the Boltzmann equation, one can associate with (1) a finite stochastic N -
particle system, which should give a more transparent link between the interactions at
the level of the agents and the behaviour of the whole ensemble. This particle system is
a Markov pure-jump process on RN , which we describe as follows: interactions between
agents or “particles” take place at random times, with time intervals having exponential
distribution with rate N/2, and at each interaction two distinct agents are selected at
random, and their riches are then updated according to the rule (3). The vector of N
initial riches is chosen following a prescribed symmetric distribution, and all previous
random choices are made independently. This description unambiguously specifies (the
law of) the particle system, which we denote1 (Vt)t≥0 = (V 1t , . . . , V
N
t )t≥0. See (8) below
for an explicit definition using an SDE.
There are two main motivations to introduce such a particle system. The first
one is numerical approximation: while (1) typically can not be solved explicitly, it
is straightforward to simulate the particle system (Vt)t≥0 even for N relatively large,
and one expects the empirical distribution 1
N
∑
i δV it to be a good approximation of
ft; in fact, the first works in this context were purely numerical [7, 8, 13]. The second
motivation is mathematical validation: one would like to prove mathematically that the
kinetic equation is indeed the limit as N →∞, in some sense, of the N -particle system,
a property known as propagation of chaos. For Kac’s model, it was obtained by Kac
himself in his original paper [18]; since then, numerous propagation of chaos results were
obtained by several authors for some related physical models, including the spatially
homogeneous Boltzmann equation, see for instance [16, 20, 23], ultimately leading to
quantitative rates of convergence with explicit dependence on N and uniformly on time,
see [12, 21]. This time-uniformity means that, for N large, the kinetic equation is a
good approximation of the finite system even for very large times, implying that the
stationary distribution of the equation does indeed represent a physical ensemble of
particles in thermodynamical equilibrium.
1.3. Relevant questions. It is worth mentioning that, although particle systems are
widely used as a simulation tool, there are almost no works in the literature that study
1In our notation, we do not make explicit the dependence of the particle system on the number of
particles N .
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particle systems in the context of wealth redistribution from a mathematical point of
view. Thus, many of its properties remain to be investigated. In the present paper, we
are particularly interested in determining if and how some of the relevant properties
of the kinetic equation (1) are transferred to the finite system, hopefully uniformly
in t and/or N . Time uniformity becomes especially important because, while in the
physical context the number of particles is of order of Avogadro’s number (thus, any
property that does not hold uniformly on time in the finite system may be compensated
by the overwhelmingly huge number of physical particles), in the econophysical context
the number of agents in a real economy is only in the order of millions, so the desired
property could degenerate not so slowly with time in the finite system.
Since the formation of heavy tails is a key feature of the model (1)-(3), we are thus
interested in studying the evolution of the moments at the level of the finite system
and see how it relates to the corresponding property of (ft)t≥0. Similarly, we would also
want to determine the existence of an equilibrium distribution for Vt and its relation
with f∞. In this vein, we raise the following questions:
(Q1) If α > 1 is the Pareto index associated to the model (1)-(3) and for 1 < p 6= α,
does a particle in the system have finite moments of order p uniformly on time if
and only if p < α?
(Q2) Does the particle system exhibit a non-trivial equilibrium distribution? If the
answer is affirmative, does it converge to f∞ as N →∞ in some sense?
(Q3) Does the system propagate chaos uniformly on time?
The main goal of this paper is to address these questions. Unfortunately, as we shall
see, the answer to all of them is negative, unless the interactions satisfy some kind of
exact preservation condition, such as (4).
More specifically, in Theorem 1 we prove that when the interactions are not a.s.
conservative in some sense, the moments of the particles of order p > 1 diverge with
time, while those of order p < 1 converge to 0. It is worth noting that, while in the
classical physical setting of Kac’s model there is always a preserved quantity, namely, the
total energy
∑
i(V it )
2 a.s. preserves its initial value, in the econophysical context the total
wealth
∑
i V
i
t (the analogous of the energy) may not be preserved if one only assumes
condition (5). This difference turns out to be crucial, and is the main reason behind
the odd behaviour of the moments given in Theorem 1. On the other hand, under the
stronger condition (4) of strict conservation of wealth, we do have
∑
i V
i
t =
∑
i V
i
0 a.s.,
which will allow to deduce nice stability results for the particle system; for instance, we
prove uniform (in time) propagation of chaos in Theorem 13. These (and other) results
provide a deeper understanding of the power and limitations of the particle system as
an approximation tool for the kinetic equation, both theoretically and numerically.
1.4. Previous results. The first works in the present setting concerned primarily
numerical studies for strictly conservative economies [7, 8, 13]. The corresponding
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kinetic Boltzmann-like equation was later introduced and studied for instance in [22],
while in [9] risky trades were considered. The general kinetic model (1)-(3) satisfying
condition (5) of preservation of wealth only in the mean was introduced and studied by
Matthes and Toscani in [19], where the authors prove the main analytical properties of
the solution, including the existence of a heavy-tailed equilibrium distribution f∞ with
Pareto index given by (6). Extensions of this model are later considered for instance in
[2, 3].
Regarding the mathematical behaviour of the particle approximation, as mentioned
earlier, there are almost no works in the literature that deal with the particle system for
wealth redistribution models. Up to our knowledge, the only mathematical study of this
kind is due to Cortez and Fontbona [11], where the authors prove a propagation of chaos
result with explicit polynomial rates in t and N , although not uniform in t. On the
other hand, in the physical context of Boltzmann-like equations the literature is quite
extensive, with affirmative answers to the analogous of questions (Q1)-(Q3), see for
instance [6, 12, 21] for the spatially homogeneous Boltzmann equation and [5, 4, 10, 17]
for Kac’s model.
1.5. Plan of the paper. In Section 2 we specify our assumptions and notation, give
a particular construction of the particle system Vt suitable for our purposes (using
an SDE with respect to a Poisson point measure), and proceed to study the general
case of interactions preserving wealth only in the mean (condition (5)). We answer the
questions raised before: (Q1) is answered negatively in Theorem 1 (see also Proposition
5), which will immediately imply that (Q2) and (Q3) also have a negative answer,
see Remark 2. Some comments that put these results in perspective are made in
Remark 3. In Section 3 we study the case of strictly conservative economies (i.e.,
those satisfying (4)), proving contractivity in Theorem 8, equilibration in Corollary 10,
propagation of moments in Proposition 12, uniform propagation of chaos in Theorem
13, and convergence of the equilibrium distribution in Corollary 15; these results give a
positive answer to (Q1)-(Q3) in this case. They are stated in therms of the 2-Wasserstein
distance, and the proofs are based on probabilistic coupling techniques, as the ones used
for instance in [10, 11, 17]. We leave the proof of some intermediate technical results
for the Appendix.
2.Mean-preserving interactions
Before we state our results, let us first specify our main assumptions and fix some
notation. Throughout this paper, we assume L,R, L˜, R˜ ≥ 0 a.s., and that they satisfy
condition (5) of conservation of wealth in the mean. We will also assume that L, R,
L˜ and R˜ have as many finite moments as the statements of our results require. We
assume f0 is a probability distribution concentrated on R+ = [0,∞) with mean wealth
m :=
∫
vf0(dv) < ∞, and we denote (ft)t≥0 the collection of probability measures on
R+ solution to (1), which thus satisfies
∫
vft(dv) = m for all t ≥ 0. We denote P and
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E the probability and expectation on the space where L,R, L˜, R˜ is defined, while L(·)
denotes the law of a random element.
We now give an explicit construction of the particle system, useful for our purposes.
Fix the number of particles N ∈ N, and let P(dt, dl, dr, dl˜, dr˜, dξ, dζ) be a Poisson point
measure on [0,∞)× R4 × [0, N)2 with intensity
N
2
dtΛ(dl, dr, dl˜, dr˜)dξdζ1i(ξ)6=i(ζ)
N(N − 1)
=
dtΛ(dl, dr, dl˜, dr˜)dξdζ1i(ξ)6=i(ζ)
2(N − 1)
, (7)
where Λ := L(L,R, L˜, R˜), and the function i : [0, N) → {1, . . . , N} associates to a
continuous variable ξ ∈ [0, N) the discrete index i(ξ) := ⌊ξ⌋+1. In words: the measure
P samples t-atoms at rate N/2, and for each such t it also samples a realization (l, r, l˜, r˜)
of the tuple (L,R, L˜, R˜) and a pair (ξ, ζ) ∈ [0, N)2 uniformly at random such that
i(ξ) 6= i(ζ) (notice that
∫
[0,N)2 dξdζ1i(ξ)6=i(ζ) = N(N − 1)). The pair (i(ξ), i(ζ)) will give
the indexes of the particles that interact at each jump. Also, let V0 be an exchangeable
random vector on RN of initial riches with prescribed distribution, independent of P.
We denote P and E the probability expectation on the corresponding probability space.
The particle system (Vt)t≥0 = (V 1t , . . . , V
N
t )t≥0, is then defined as the solution,
starting from V0, to the stochastic equation
dVt =
∫
R4
∫
[0,N)2
∑
i6=j
1i(ξ)=i,i(ζ)=j [V
′ij
t− −Vt− ]P(dt, dl, dr, dl˜, dr˜, dξ, dζ), (8)
where the vector v′ij ∈ RN corresponds to v = (v1, . . . , vN) ∈ RN with its i and j
coordinates respectively replaced by lvi+ rvj and l˜vj + r˜vi. Since the rate of P is finite
on bounded time intervals, there always exists a unique strong solution of (8), and the
collection (V 1t , . . . , V
N
t )t≥0 is exchangeable.
We can now state and prove our results. Consider the following condition, which is
a weaker version of the exact preservation of wealth (4):
L+R + L˜+ R˜ = 2 a.s. (9)
Also, for p > 0, call
β = βN,p := E
[(
1 +
1
N
[L+R + L˜+ R˜− 2]
)p]
,
γ = γN,p :=
N
2
(1− βN,p).
Note that thanks to assumption (5) and Jensen’s inequality, for 0 < p < 1 we always
have β ≤ 1 and γ ≥ 0. Moreover, we will have β = 1 and γ = 0 if and only if condition
(9) holds. Similarly, for p > 1 we always have β ≥ 1 and γ ≤ 0, with equality if and
only if (9) holds.
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Theorem 1 (evolution of moments). Let Mt := 1N
∑
i V
i
t be the empirical mean of the
particle system. Then, for any p > 0 fixed and for all t ≥ 0,
E[(V 1t )
p]


≤ e−γtEMp0 if p < 1,
≡ 1 if p = 1,
≥ e−γtEMp0 if p > 1,
Consequently, if EMp0 <∞ and if (9) does not hold, then for p < 1 we have γ > 0 and
limt→∞ E[(V 1t )
p] = 0, while for p > 1 we have γ < 0 and limt→∞ E[(V 1t )
p] = ∞; also,
limt→∞ V 1t = 0 a.s. Moreover, all these assertions are also true for Mt.
Proof. We will prove the desired assertions for Mt, and then exchangeability and
Jensen’s inequality will imply that they also hold for V 1t . We first work in discrete
time n ∈ N: with a slight abuse of notation (we use the same letters), we call V in the
state of particle i ∈ {1, . . . , N} after n jumps of the particle system, andMn = 1N
∑
i V
i
n.
Denote:
• (Ln, Rn, L˜n, R˜n)n∈N the interaction coefficients corresponding to each jump, and
denote EC the associated expectation. That is, (Ln, Rn, L˜n, R˜n)n∈N are i.i.d. copies
of (L,R, L˜, R˜) under EC .
• (kn, ℓn)n∈N the random indices of the particles that interact at each jump, i.e.,
each (kn, ℓn) is a pair of distinct indices chosen from the set {1, . . . , N} uniformly
at random and independently from the rest. Call EIn the expectation with respect
to (kn, ℓn) and EI the expectation with respect to the whole collection.
• E0 the expectation with respect to the initial condition V0.
Thus, the global expectation is written as E = E0ECEI , and these three measures are
independent. The key step of the proof is to define Sn = EIMn, that is, the average
of Mn over all possible choices of the indices of particles that interact at each jump,
including the jumps prior to n. Clearly:
Mn =
1
N
[(
N∑
i=1
V in−1
)
− V knn−1 − V
ℓn
n−1
+ (LnV knn−1 +RnV
ℓn
n−1) + (L˜nV
ℓn
n−1 + R˜nV
kn
n−1)
]
= Mn−1 +
1
N
[
(Ln + R˜n − 1)V knn−1 + (L˜n +Rn − 1)V
ℓn
n−1
]
.
Notice that EIV knn−1 = E
I
1 · · ·E
I
n−1E
I
nV
kn
n−1 = E
I
1 · · ·E
I
n−1Mn−1 = Sn−1, and also E
IV ℓnn−1 =
Sn−1. Defining Kn = 1 + 1N (Ln + Rn + L˜n + R˜n − 2) and taking E
I(·) in the previous
equation, we get the recursion Sn = KnSn−1, which gives
Sn = M0
n∏
j=1
Kj. (10)
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Now fix 0 < p < 1, and notice that β = ECKpn for all n. Thanks to Jensen’s inequality,
we obtain
EMpn = E0E
C
E
IMpn ≤ E0E
CSpn = E0E
CMp0
n∏
j=1
Kpj = β
n
EMp0 . (11)
Going back to continuous time: let 0 = τ0 < τ1 < · · · be the jump times of the particle
system, thus (again abusing notation):
EMpt = E
∞∑
n=0
1t∈[τn,τn+1)M
p
n =
∞∑
n=0
P(t ∈ [τn, τn+1))EMpn
≤
∞∑
n=0
e−Nt/2
(Nt/2)n
n!
βnEMp0 ,
thanks to (11) and the fact that the jumps occur at rate N/2. This yields EMpt ≤
e−Nt/2eNβt/2EMp0 = e
−γt
EMp0 , which concludes with the case p < 1. The case p = 1
is trivial, and for p > 1 the argument follows from (10) exactly as before, with the
inequalities reversed.
It remains to prove that limt→∞Mt = 0 a.s. when (9) does not hold. Thanks to
assumption (5), (Mt)t≥0 is a positive martingale, thus, by Doob’s martingale conver-
gence theorem, there exists M∞ < ∞ such that M∞ = limt→∞Mt a.s. But, for any
0 < p < 1 fixed, Fatou’s lemma gives EMp∞ ≤ limt EM
p
t ≤ limt e−γtEM
p
0 with γ > 0,
thus M∞ = 0 a.s.
Remark 2. • When (9) does not hold, then the particles converge to 0 a.s. when
t→∞, but this convergence is degenerate in the sense that only the moments of
order p < 1 go to 0, while the moments of order p > 1 all diverge with t.
• Theorem 1 establishes a qualitative difference between the kinetic equation and
the finite particle system: for the kinetic equation, the moments
∫
vpft(dv) remain
uniformly bounded (in time) for p < α, where α is given by (6) and can take any
value in (1,∞], depending on the moments of L, R, L˜ and R˜; but for the particle
system, the moments E[(V 1t )
p] blow up with t for all p > 1 as soon as (9) is not
satisfied. This gives a negative answer to (Q1). As an extreme example: if L, R,
L˜ and R˜ are independent and uniformly distributed on [0, 1], it is easily seen that
α = ∞, thus supt≥0
∫
vpft(dv) < ∞ for all p > 1; but, since (9) is not satisfied,
Theorem 1 tells us that supt≥0 E[(V
1
t )
p] =∞ for all p > 1.
• Regarding equilibration, Theorem 1 establishes a departure from the case of a.s.
conservative interactions typical of the physical context: for a model with a non-
degenerate equilibrium distribution f∞ and where (9) does not hold, we will have
limtL(V 1t ) = δ0 weakly, whereas limt ft = f∞ 6= δ0, which means that uniform
propagation of chaos is impossible in this case. Thus, (Q2) and (Q3) also have
negative answers in general.
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Remark 3. • The rate γ = γN,p provided by Theorem 1 is of order 1/N : indeed,
using the expansion (1+x)p ≈ 1+px+p(p−1)x2 and condition (5), heuristically
we have
β ≈ E
[
1 +
p
N
[L+R + L˜+ R˜− 2] +
p(p− 1)
N2
[L+R + L˜+ R˜− 2]2
]
= 1 +
Cp
N2
,
then γ = N
2
(1 − β) ≈ −Cp
2N
. Thus, when N is large, if (9) does not hold, the
convergence/divergence of the moments occurs very slowly as t→∞.
• Although Theorem 1 is bad news for the particle system as an approximating
tool for the kinetic equation, not all hope is lost. Firstly, as mentioned in the
previous point, the degeneracy (as t → ∞) of the particles is taking place very
slowly for large N , which means that the system can still be used to efficiently
approximate ft on finite time intervals. Secondly, one can work with the rescaled
particle system Vˆt = (Vˆ 1t , . . . , Vˆ
N
t ), defined as
Vˆ it =
V it
Mt
∀i = 1, . . . , N,
which by definition preserves the mean wealth 1
N
∑
i Vˆ
i
t . Numerical simulations
seem to indicate that this rescaled system enjoys better stability properties; in
particular, its moments of order p < α appear to be bounded uniformly on t and
N . The extent of this and other related properties remains to be investigated
mathematically.
Theorem 1 asserts in particular that condition (9) is necessary to have moments
E[(V 1t )
p] bounded for all p > 1. Is it sufficient? For p = 2, the answer is negative, as
Proposition 5 below shows. Consider the following condition, similar to (4):
L+R = 1 = L˜+ R˜ a.s. (12)
We will need the following technical result; the proof is given in the Appendix.
Lemma 4. Consider the constants a = 1− 1
2
E[L2 +R2 + L˜2 + R˜2], b = E[LR+ L˜R˜],
c = E[LR˜ + L˜R] and d = 1−E[LL˜+RR˜]. Then:
(i) a ≤ b, a ≤ c and a ≤ d,
(ii) a + d ≤ b+ c,
(iii) if a ≥ 0, then ad ≤ bc,
(iv) ad = bc if and only if (4) or (12) hold.
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Proposition 5 (boundedness of second moment). Assume 0 < E[(V 10 )
2] < ∞. Then
supt≥0 E[(V
1
t )
2] <∞ if and only if (4) or (12) hold.
Proof. The idea is to find differential equations for the pair g(t) := E[(V 1t )
2], and
h(t) := E[V 1t V
2
t ]. Clearly, using exchangeability and (8), for Φ(v) = (v
1)2 we have
dg(t)
dt
=
d
dt
E
∫ t
0
∫
R4
∫
[0,N)2
∑
i6=j
1i(ξ)=i,i(ζ)=j
× [Φ(V′ijs−)− Φ(Vs−)]P(ds, dl, dr, dl˜, dr˜, di, dj)
=
1
2(N − 1)
EE

∑
j 6=1
{(LV 1t +RV
j
t )
2 − (V 1t )
2}
+
∑
i6=1
{(L˜V 1t + R˜V
i
t )
2 − (V 1t )
2}


=
1
2
EE
[
L2(V 1t )
2 +R2(V 2t )
2 + 2LRV 1t V
2
t
+ L˜2(V 1t )
2 + R˜2(V 2t )
2 + 2L˜R˜V 1t V
2
t − 2(V
1
t )
2
]
= −ag(t) + bh(t), (13)
with the notation of Lemma 4. Similarly, taking Φ(v) = v1v2, for h(t) we identify in
the summation
∑
i6=j the terms where V 1t and V
2
t interact directly, and the terms where
either V 1t or V
2
t interacts with some V
i
t for i ≥ 3. Using exchangeability, this gives:
dh(t)
dt
=
1
2(N − 1)
EE
[
2{(LV 1t +RV
2
t )(L˜V
2
t + R˜V
1
t )− V
1
t V
2
t }
+ 2(N − 2){(LV 1t +RV
3
t )V
2
t − V
1
t V
2
t }
+ 2(N − 2){(L˜V 1t + R˜V
3
t )V
2
t − V
1
t V
2
t }
]
=
1
N − 1
EE
[
LR˜(V 1t )
2 + L˜R(V 2t )
2 + (LL˜+RR˜)V 1t V
2
t − V
1
t V
2
t
]
=
1
N − 1
[cg(t)− dh(t)], (14)
where in the second equality we used the fact that E[L + R + L˜ + R˜] = 2 to discard
the last terms. Applying ( d
dt
+ d
N−1
) in (13), multiplying by b in (14) and adding, we
obtain
d2g(t)
dt2
+
(
a +
d
N − 1
)
dg(t)
dt
+
ad− bc
N − 1
g(t) = 0. (15)
Call λ1, λ2 the roots of the corresponding characteristic polynomial, that is,
λ1,2 =
1
2

−a − d
N − 1
±
√√√√(a + d
N − 1
)2
− 4
ad− bc
N − 1

 .
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Now, we prove the direct implication, so we assume supt≥0 E[(V
1
t )
2] < ∞. This
implies that a ≥ 0: if not, from (13) we would have dg(t)
dt
≥ −ag(t), and then g(t)→∞.
From Lemma 4-(iii), we thus have ad ≤ bc, then λ1,2 ∈ R. Suposse that neither (4) nor
(12) hold, then we would have ad < bc by Lemma 4-(iv), which implies that λ2 < 0 <
λ1, and the solution of (15) writes g(t) = c1eλ1t + c2eλ2t. Since we are assuming that
g(t) is bounded, necessarily c1 = 0. But then 1 = (E[V 1t ])
2 ≤ E[(V 1t )
2] = c2eλ2t → 0,
which is a contradiction. Thus, either (4) or (12) must hold.
For the reciprocal implication, assume that either (4) or (12) holds. Then L,R, L˜, R˜ ≤
1 a.s., thus d ≥ a = 1− 1
2
E[L2 + R2 + L˜2 + R˜2] ≥ 1− 1
2
E[L+ R + L˜ + R˜] = 0. Also,
ad = bc thanks to Lemma 4-(iv). Thus, λ2 = −a − dN−1 ≤ 0, λ1 = 0. If λ2 < 0, then
the solution of (15) writes g(t) = c1 + c2eλ2t, which stays bounded. On the other hand,
if λ2 = λ1 = 0, then g(t) = g(0) +
dg(0)
dt
. But λ2 = λ1 = 0 means that a = d = 0,
which gives b = 0 also (because (4) implies b = d, whereas (12) implies b = a).
Since a = b = 0, form (13) we obtain dg(0)
dt
= 0, thus g(t) ≡ g(0), which also stays
bounded.
Remark 6. • This result shows that, in general, condition (9) is not sufficient to
ensure the boundedness of the moments of the particle system. For instance: if
L,R are independent and uniformly distributed on [0, 1], and L˜ = 1−L, R˜ = 1−R,
then (9) is satisfied, but still supt E[(V
1
t )
2] =∞ because neither (4) nor (12) holds.
• Condition (12) means that the post-trade riches v′ and v′∗ are (random) linear
combinations of v and v∗, thus v′, v′∗ ∈ [min(v, v∗),max(v, v∗)]. This produces
“agglomeration” of the system, in which particles become closer and closer to-
gether with time.
• Numerical simulations seem to indicate that the degenerate behaviour of the mo-
ments of the particles described in Theorem 1 occurs as soon as both (4) and (12)
do not hold, even if (9) does. We thus believe that the conclusion of Theorem 1
is still valid in this case; more specifically, we conjecture that
(4) and (12) do not hold⇔


limt→∞ E[(V 1t )
p] = 0 ∀0 < p < 1,
limt→∞ E[(V 1t )
p] =∞ ∀p > 1,
limt→∞ V 1t = 0 a.s.
3. Strictly conservative economies
The results of the previous section imply that, unless one assumes some kind of a.s.
preservation condition on the interaction coefficients (like (4) or (12)), there is no hope
for nice stability properties of the particle system, such as moments propagation or
uniform propagation of chaos. We now investigate these properties when one does
assume such a condition; more specifically, we will assume throughout this section that
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the interactions are strictly conservative, i.e., they satisfy L + R˜ = 1 = L˜ + R a.s.
(condition (4)).
Remark 7. One could also consider the case where the interactions satisfy L + R =
1 = L˜ + R˜ a.s. (condition (12)). However, the long time behaviour of ft is somewhat
trivial in this case: as shown in [19, Theorem 4.3], the equilibrium distribution f∞ is
a Dirac mass at m =
∫
vf0(dv). Given the “agglomeration” phenomenon mentioned in
Remark 6, a similar behaviour es expected for the particle system. For this section, we
thus decided to focus on condition (4) (which is more meaningful from the economic
point of view) and leave out the case (12).
We will quantify convergence of distributions with the 2-Wasserstein distance: for
probability measures µ, ν on Rk with finite second moment, it is defined as
W2(µ, ν) =
(
inf
X,Y
E
[
1
k
k∑
i=1
(X i − Y i)2
])1/2
,
where the infimum is taken over all possible couplings of µ and ν, i.e., over all random
vectors X = (X1, . . . , Xk) and Y = (Y 1, . . . , Y k) such that L(X) = µ and L(Y) = ν.
The factor 1
k
in front of the summation is natural when one cares about the depen-
dence on the dimension. One of the advantages of the Wasserstein distance is that
it is relatively easy to bound from above: given any coupling (X,Y), the quantity
E
1
k
∑
i(X i − Y i)2 provides an upper bound for W 22 (µ, ν); this is the overall strategy
we use to prove the upcoming results. It can be shown that the infimum is always
achieved by some (X,Y), and such a pair is called an optimal coupling, see [25] for
more information on couplings and Wasserstein distances.
We now state and prove our results.
Theorem 8 (contractivity, strictly conservative case). Assume (4). Let Vt and Ut
be two solutions to (8), using the same Poisson point measure P, and starting from
(possibly distinct) exchangeable initial conditions V0 and U0 having the same total
initial wealth, i.e.,
∑
i V
i
0 =
∑
i U
i
0 a.s., thus
∑
i V
i
t =
∑
i U
i
t for all t ≥ 0 a.s. Then, for
a = 1− 1
2
E[L2 +R2 + L˜2 + R˜2] and b = E[LR + L˜R˜], we have for all t ≥ 0
W 22 (L(Vt),L(Ut)) ≤ E[(V
1
t − U
1
t )
2] = e−(a+
b
N−1
)t
E[(V 10 − U
1
0 )
2].
Proof. Define g(t) = E[(V 1t − U
1
t )
2] ≥ W 22 (L(Vt),L(Ut)) (by exchangeability) and
h(t) = E[(V 1t − U
1
t )(V
2
t − U
2
t )]. From the SDE (8), a similar computation as in the
proof of Proposition (5) shows that g(t) satisfies the same differential equation (13),
i.e., dg(t)
dt
= −ag(t)+bh(t). But, using exchangeability and the fact that
∑N
i=2(V
i
t −U
i
t ) =
−(V 1t − U
1
t ), we have
h(t) = E
[
(V 1t − U
1
t )
1
N − 1
N∑
i=2
(V it − U
i
t )
]
=
−g(t)
N − 1
,
thus dg(t)
dt
= −(a + b
N−1
)g(t), which proves the claim.
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Remark 9. • Under condition (4) we obviously have L,R, L˜, R˜ ≤ 1 a.s., thus a ≥
0; moreover, a = 0 is equivalent to
L,R, L˜, R˜ ∈ {0, 1} a.s. (16)
One particular example of this is the “winner takes all” dynamics considered in
[19]: v′ = v + v∗ and v′∗ = 0, i.e., one agent loses all her money to the other
one. In terms of the interaction coefficients, this corresponds to L = R = 1 and
L˜ = R˜ = 0 a.s., which of course yields a = 0, but also b = E[LR+ L˜R˜] = 1; thus,
Theorem 8 gives contraction at slow exponential rate 1
N−1
.
• The only case where Theorem 8 does not give contraction is when a = 0 and
b = 0, which means that L,R, L˜, R˜ ∈ {0, 1} and LR = 0 = L˜R˜ a.s. But this
implies that L + R = 1 = L˜ + R˜ a.s., then either v′ = v and v′∗ = v∗ (no trade),
or v′ = v∗ and v′∗ = v (full exchange). Thus, no effective trading is taking place
between the agents, in the sense that the empirical distribution 1
N
∑
i δV it remains
constant a.s. This is consistent with the lack of contraction.
• Theorem 8, Corollary 10 below, and the two previous points, are to be compared
with [19, Theorem 4.1], which proves an analogous behaviour for the flow (ft)t≥0.
As an immediate consequence, we obtain the following result, which gives a positive
answer to (Q2) under (4):
Corollary 10 (equilibration, strictly conservative case). Assume (4) and that a+b > 0.
Then, for each m > 0, there exists a unique measure µ∞ on the simplex Sm = {v ∈
R
N
+ :
1
N
∑
i v
i = m} of mean wealth m, such that for every exchangeable initial condition
satisfying V0 ∈ Sm a.s., we have
W 22 (L(Vt), µ∞) ≤ e
−(a+ b
N−1
)tW 22 (L(V0), µ∞) ∀t ≥ 0.
Proof. Let P(Sm) be the space of probability measures on Sm, endowed with the topol-
ogy of weak convergence. From (8), we see that the flow µt = L(Vt) ∈ P(Sm) solves
dµt
dt
=
N
2
(A− Id)µt, (17)
where A : P(Sm)→ P(Sm) is the operator given by
〈Aµ,Φ〉 =
1
N(N − 1)
∑
i6=j
∫
Sm
EΦ(v′ij)µ(dv),
for every measurable and bounded function Φ : Sm → R. Since P(Sm) is compact and
A is continuous, there exists µ∞ such that Aµ∞ = µ∞, which implies that µt ≡ µ∞ is a
stationary solution of (17). Taking (V0,U0) as an optimal coupling between L(V0) and
µ∞ in Theorem 8, yields the desired estimate, because L(Ut) = µ∞, ∀t ≥ 0. Uniqueness
of µ∞ is immediate.
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Remark 11. In contrast with Kac’s particle system, whose unique equilibrium is the
uniform distribution on the sphere {v ∈ RN : 1
N
∑
i(vi)2 = 1} of unit mean energy,
the equilibrium distribution µ∞ provided by the previous corollary is not explicit in
general. One particular case where µ∞ is explicit is the “winner takes all” dynamics
mentioned in Remark 9: it is easily seen that µ∞ is the uniform distribution on the set
of points of the form (0, . . . , m, . . . , 0) (i.e., the extreme points of Sm).
For the following results, we will need to discard the degenerate behaviour mentioned
in Remark 9, for which we will assume that (16) does not hold, i.e.,
P(L,R, L˜, R˜ ∈ {0, 1}) < 1, (18)
which, together with (4), implies that a > 0. The next proposition provides propagation
of moments uniformly in t and N , answering (Q1) affirmatively in the case of strictly
conservative economies. For simplicity we assume fixed mean initial wealth, but it
can be easily generalized to any exchangeable initial condition (as with the previous
corollary).
Proposition 12 (propagation of moments, strictly conservative case). Assume (4),
(18), and that 1
N
∑
i V
i
0 = m :=
∫
vf0(dv) a.s., thus 1N
∑
i V
i
t = m a.s. for all t. Then,
for all p > 1 there exists a constant Cp < ∞ depending only on p and the p-moments
of L, R, L˜ and R˜, such that
E[(V 1t )
p] ≤ E[(V 10 )
p] + Cpmp ∀t ≥ 0.
Proof. The argument is similar to the one used to deduce propagation of moments for
the particle system with fixed initial energy in the Boltzmann case, see for instance
[21, Lemma 5.3] or [12, Corollary 17]. For p > 1 fixed, call g(t) = E[(V 1t )
p]. Arguing
as in the proof of Proposition 5, using exchangeability and the inequality (x + y)p ≤
xp + yp + 2p−1(xyp−1 + xp−1y), we see that it satisfies
dg(t)
dt
=
1
2(N − 1)
EE

∑
j 6=1
{(LV 1t +RV
j
t )
p − (V 1t )
p}
+
∑
i6=1
{(L˜V 1t + R˜V
i
t )
p − (V 1t )
p}


= −g(t) +
1
2
EE[(LV 1t +RV
2
t )
p + (L˜V 1t + R˜V
2
t )
p]
≤ −apg(t) + bpE[(V 1t )
p−1V 2t ], (19)
where ap := 1− 12E[L
p+Rp+ L˜p+ R˜p] > 0 and bp := 2p−2E[Lp−1R+LRp−1 + L˜p−1R˜+
L˜R˜p−1]. Now, exchangeability and the fact that
∑N
i=2 V
i
t ≤ Nm a.s. gives us
E[(V 1t )
p−1V 2t ] = E
[
(V 1t )
p−1 1
N − 1
N∑
i=2
V it
]
≤
NmE[(V 1t )
p−1]
N − 1
≤ 2mg(t)1−1/p.
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Thus, from (19) we obtain dg(t)
dt
≤ −apg(t)+ 2mbpg(t)1−1/p. This differential inequality
implies that g(t) ≤ max(g(0), x∗) ≤ g(0) + x∗ for all t, where x∗ = (2mbp/ap)p is the
unique positive root of the polynomial −apx + 2mbpx1−1/p. This proves the desired
bound.
Recall that the kinetic equation (1) propagates the moments of order p < α, where
α is the Pareto index of f∞ given by (6), see for instance [19, Theorem 3.2] or [11,
Lemma 5]. Assuming (4) and the non-degeneracy condition (18), we have α =∞, thus
∀p ≥ 0,
∫
vpf0(dv) <∞ ⇒ sup
t≥0
∫
vpft(dv) <∞. (20)
The next theorem, whose proof is given at the end of this section, provides a uniform
(in time) propagation of chaos rate for the particle system. It is stated in terms of its
empirical measure: given v = (v1, . . . , vN) ∈ RN , we denote
v¯ =
1
N
N∑
j=1
δvj and v¯
i =
1
N − 1
∑
j 6=i
δvj for i = 1, . . . , N .
Theorem 13 (uniform propagation of chaos, strictly conservative case). Assume (4),
(18), and that 1
N
∑
i V
i
0 = m :=
∫
vf0(dv) a.s., thus 1N
∑
i V
i
t = m a.s. for all t. Assume
also that
∫
vqf0(dv) <∞ for some q > 4. Let a = 1− 12E[L
2+R2+ L˜2+ R˜2] > 0. Then
there exists C > 0 only depending on a, E[(V 10 )
2], and the uniform bound of
∫
vqft(dv)
provided by (20), such that
EW 22 (V¯t, ft) ≤ 4e
−atW 22 (L(V0), f
⊗N
0 ) +
C
N1/3
∀t ≥ 0.
Remark 14. • Thus, this theorem gives a chaos at rate of order N−1/3, provided
that W 22 (L(V0), f
⊗N
0 ) converges to 0 at that rate or faster, answering (Q3) affir-
matively. This is quite reasonable, considering that N−1/2 is the best general rate
of convergence for the empirical measure of an i.i.d. sequence towards its common
law, see [15, Theorem 1]. Also, N−1/3 is the same chaos rate obtained previously
for more physical models, see for instance [12] for the Boltzmann equation and
[10] for Kac’s model. Regarding time dependence, up to our knowledge, Theorem
13 is the first uniform propagation of chaos result in the context of wealth redis-
tribution models; the only related result, found in [11], provides a non-uniform
chaos rate in 1-Wasserstein distance that grows linearly with time, for the general
case of interactions preserving wealth only in the mean (this is of course expected,
in light of the findings of Section 2).
• In Theorem 13, the hypothesis
∫
vqf0(dv) <∞ for some q > 4 can be relaxed to
only 2 < q < 4, obtaining a slower chaos rate of order N−η for η = q−2
2q−2
< 1/3.
This is a consequence of using [15, Theorem 1] in the proof, see (30) below.
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• Theorem 13 gives a mathematical justification to the observation of “absence of
finite-size effects” in the particle system, made by Chakraborti and Chakrabarti in
[7] based on numerical simulations in the case of strictly conservative economies.
Naturally, equilibration for the particle system together with uniform propagation
of chaos allow to easily deduce convergence of the equilibrium distribution:
Corollary 15 (convergence of equilibrium distribution, strictly conservative case). As-
sume the same hypotheses as in Theorem 13. Let V∞ be a random vector on RN with
L(V∞) = µ∞, where µ∞ is the equilibrium distribution of the particle system given by
Corollary 10. Then there exists C > 0 depending on the same quantities as in Theorem
13, such that
EW 22 (V¯∞, f∞) ≤
C
N1/3
∀t ≥ 0.
Proof. Let (Vt)t≥0 be the particle system starting with L(V0) = µ∞. Therefore, as
seen in the proof of Corollary 10, we have L(Vt) = µ∞ for all t ≥ 0. Then
EW 22 (V¯∞, f∞) = EW
2
2 (V¯t, f∞) ≤ 2EW
2
2 (V¯t, ft) + 2W
2
2 (ft, f∞),
for all t ≥ 0. From [2, Theorem 5], we know that W2(ft, f∞) → 0 as t → ∞. Using
this, Theorem 13, and letting t→∞ in the last inequality, yields the result.
To prove Theorem 13, we will make use of a coupling argument introduced in [11]
and later used in [10] and [12]. The main idea is to couple the particle system Vt =
(V 1t , . . . , V
N
t ) with a system Zt = (Z
1
t , . . . , Z
N
t ), where each Z
i
t is a nonlinear process
(defined below) that remains close to V it . To proceed with this coupling construction,
from (8), we first notice that for each i = 1, . . . , N , the i-th particle of the system
satisfies the SDE
dV it =
∫
R2
∫
[0,N)
[lV it− + rV
i(ξ)
t− − V
i
t− ]P
i(dt, dl, dr, dξ), (21)
where P i is the Poisson point measure on [0,∞)×R2 × [0, N) given by
P i(dt, dl, dr, dξ) = P(dt, dl, dr,R,R, [i−1, i), dξ)+P(dt,R,R, dl, dr, dξ, [i−1, i)), (22)
that is, P i selects the atoms of P that induce a jump on particle V it , i.e., those where
either i(ξ) = i or i(ζ) = i. Notice that P i is a Poisson point measure with intensity
dtΛ¯(dl, dr)
dξ1Ai(ξ)
N − 1
,
where Λ¯ := 1
2
L(L,R) + 1
2
L(L˜, R˜) and Ai := [0, N) \ [i− 1, i).
The nonlinear process (introduced by Tanaka in [24] in the context of the Boltzmann
equation) is the probabilistic counterpart of the kinetic equation (1), and it represents
the trajectory of a single agent inmersed an infinite population. It is a stochastic
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pure-jump process having marginal laws (ft)t≥0, and it can be defined for instance
as the solution to (21) where V i(ξ)t− , which is a ξ-realization of the (random) measure
V¯it− =
1
N−1
∑
j 6=i δV j
t−
, is replaced with a realization of the measure ft.
The key idea, introduced in [11], is to define, for each i = 1, . . . , N , a nonlinear
process Z it that mimics as closely as possible the dynamics (21) of particle V
i
t . More
specifically, Z it is defined as the unique jump-by-jump solution of the SDE
dZ it =
∫
R2
∫
[0,N)
[lZ it− + rF
i
t (Zt− , ξ)− Z
i
t− ]P
i(dt, dl, dr, dξ). (23)
Here F i is a measurable mapping [0,∞)× RN × Ai ∋ (t, z, ξ)→ F it (z, ξ) ∈ R with the
property that, for each t ≥ 0, z ∈ RN and any random variable ξ uniformly distributed
on Ai, the pair (zi(ξ), F it (z, ξ)) is an optimal coupling between z¯
i = 1
N−1
∑
j 6=i δzj and ft,
thus ∫
Ai
(zi(ξ) − F it (z, ξ))
2 dξ
N − 1
=W 22 (z¯
i, ft). (24)
See [11, Lemma 3] for a proof of existence of such a mapping. The initial conditions
Z10 , . . . , Z
N
0 are chosen independently with common law f0, in such a way that the pair
(V0,Z0) is an optimal coupling between L(V0) and f⊗N0 .
By construction, each Z it is a nonlinear process, thus L(Z
i
t) = ft for all t ≥ 0. Notice
however that Z it and Z
j
t have a simultaneous jump whenever V it and V
j
t interact, which
implies that Z1t , . . . , Z
N
t are not independent. To use this construction, we will need
to prove that these nonlinear processes become assymptotically independent uniformly
on time as N → ∞, which is stated in the next lemma. It is almost the same as [11,
Lemma 6] or [10, Lemma 4] with minor differences; for convenience of the reader, we
sketch the proof in the Appendix.
Lemma 16 (decoupling of the nonlinear processes). Assume conditions (4), (18), and
that
∫
vqf0(dv) <∞ for some q > 4. Then there exists a constant C > 0 only depending
on a > 0 and the uniform bound of
∫
vqft(dv) provided by (20), such that
EW 22 (Z¯t, ft) ≤
C
N1/3
∀t ≥ 0.
Moreover, the same bound holds for EW 22 (Z¯
1
t , ft).
We will also need the following result, which is very similar to [1, Lemma 4.1.8]. We
also give a proof in the Appendix.
Lemma 17 (a version of Grönwall’s lemma). Let u : R+ → R+ be a non-negative
function satisfying du
dt
≤ −au + bu1/2 + c for some constants a > 0, b ≥ 0 and c ≥ 0.
Then,
u(t) ≤ 2u(0)e−at +
2c
a
+
4b2
a2
∀t ≥ 0.
We are now ready to prove Theorem 13.
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Proof of Theorem 13. Call g(t) = E[(V 1t −Z
1
t )
2] and h(t) = EW 22 (Z¯
1
t , ft). Let us shorten
notation: call V = V 1t , V∗ = V
i(ξ)
t , Z = Z1t , F = F
1
t (Zt, ξ) and Z∗ = Z
i(ξ)
t (or with s−
in place of t). From (21) and (23), we have
dg(t)
dt
=
d
dt
E
∫ t
0
∫
R2
∫
A1
[
(lV + rV∗ − lZ − rF )2 − (V − Z)2
]
P1(ds, dl, dr, dξ)
= E
∫
R2
∫
A1
[
(l2 − 1)(V − Z)2 + r2(V∗ − Z∗)2 + r2(Z∗ − F )2
+ 2r2(V∗ − Z∗)(Z∗ − F ) + 2lr(V − Z)(V∗ − F )
] Λ¯(dl, dr)dξ
N − 1
= −ag(t) +Kh(t)
+ E
∫
A1
[2K(V∗ − Z∗)(Z∗ − F ) + b(V − Z)(V∗ − F )]
dξ
N − 1
, (25)
where a = 1− 1
2
E[L2+R2+L˜2+R˜2] > 0, b = E[LR+L˜R˜] ≤ 2 andK = 1
2
E[R2+R˜2] ≤ 1.
Here we have used that E
∫
A1(V∗ − Z∗)
2 dξ
N−1
= g(t) thanks to exchangeability, and
E
∫
A1(Z∗ − F )
2 dξ
N−1
= h(t) thanks to (24). Using that
∫
A1 V∗dξ =
∑N
i=2 V
i
t = Nm − V
1
t
and that
∫
A1 F
dξ
N−1
=
∫
vft(dv) = m, for the second term in the integral in (25) we have
E
∫
A1
(V − Z)(V∗ − F )
dξ
N − 1
=
1
N − 1
E[(V − Z)(m− V 1t )] ≤
C
N
,
where we have used the fact that both V 1t and Z
1
t have uniformly bounded second
moment thanks to Proposition 12 and (20), and C > 0 is a constant that depends on
the asserted quantities, and may change from line to line. For the first term on the
integral in (25), using the Cauchy-Schwartz inequality and exchangeability we simply
have E
∫
A1(V∗ − Z∗)(Z∗ − F )
dξ
N−1
≤ g(t)1/2h(t)1/2. With all this, from (25) we obtain
dg(t)
dt
≤ −ag(t) + 2Kg(t)1/2h(t)1/2 +Kh(t) +
C
N
≤ −ag(t) + 2g(t)1/2(CN−1/3)1/2 + CN−1/3,
where we have used Lemma 16 to bound h(t) ≤ CN−1/3 uniformly on t. Using Lemma
17, this differential inequality implies that g(t) ≤ 2g(0)e−at + CN−1/3, where g(0) =
E
1
N
∑
i(V i0 − Z
i
0)
2 = W 22 (L(V0), f
⊗N
0 ) because (V0,Z0) is an optimal coupling. Notice
also that EW 22 (V¯t, Z¯t) ≤ E
1
N
∑
i(V it − Z
i
t)
2 = g(t). Finally, using all this and Lemma
16 again, we obtain the desired estimate:
EW 22 (V¯t, ft) ≤ 2EW
2
2 (V¯t, Z¯t) + 2EW
2
2 (Z¯t, ft)
≤ 4e−atW 22 (L(V0), f
⊗N
0 ) +
C
N1/3
.
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Appendix
Proof of Lemma 4. We first prove (i): a ≤ d is trivial, while for b we have
2b− 2a = E[(L+R)2 + (L˜+ R˜)2]− 2
≥ (E[L+R])2 + (E[L˜+ R˜])2 − 2 (26)
≥ 2
(1
2
E[L+R + L˜+ R˜]
)2
− 2 = 0,
thanks to condition (5). This proves a ≤ b, and a ≤ c is analogous. Now we prove
(ii): set Lˆ = 1 − L − R˜ and Rˆ = 1 − L˜ − R, so ELˆ = ERˆ = 0 thanks to (5).
It is straightforward to verify that c = a + 1
2
E(Lˆ2 + Rˆ2) and b = d + E[LˆRˆ], thus
b+ c = d+a+ 1
2
E[(Lˆ+ Rˆ)2] ≥ d+a. Now (iii): call ǫ = c−a ≥ 0 and η = b−a ≥ 0,
thus bc = a2 + a(ǫ + η) + ǫη. But d ≤ a + ǫ + η thanks to (ii), and assuming a ≥ 0,
this gives ad ≤ a2 + a(ǫ + η) ≤ bc. Finally, we prove (iv): if ad = bc, then ǫη = 0,
thus either ǫ = 0 or η = 0. In the first case we have a = b, thus the inequality
(26) collapses, which gives var(L + R) = var(L˜ + R˜) = 0; this means that (12) holds.
Similarly, when η = 0, we deduce that (4) holds. This proves the direct implication in
(iv). Reciprocally: when (4) holds, we can write R = 1 − L˜ and R˜ = 1 − L a.s., and
then a straigthforward computation shows that a = c and b = d; if (12) holds, then
R = 1− L and R˜ = 1− L˜ a.s., which gives a = b and c = d. In either case, we obtain
ad = bc.
Proof of Lemma 16. We follow the proof of [11, Lemma 6] and [10, Lemma 4]. We will
first show that for all k ∈ {2, . . . , N}, we have
W 22 (L(Z
1
t , . . . , Z
k
t ), f
⊗k
t ) ≤
Ck
N
∀t ≥ 0. (27)
To this end, we will again use a coupling argument. For each such k, the idea is to
define independent nonlinear processes Z˜1t , . . . , Z˜
k
t that remain close to Z
1
t , . . . , Z
k
t on
expectation. Consider P˜ an independent copy of the Poisson point measure P, and for
each i = 1, . . . , k, define
P˜ i(dt, dl, dr, dξ) = P(dt, dl, dr,R,R, [i− 1, i), dξ)
+ P(dt,R,R, dl, dr, dξ, [i− 1, i))1[k,N)(ξ)
+ P˜(dt,R,R, dl, dr, dξ, [i− 1, i))1[0,k)(ξ),
which is a Poisson point measure with intensity dtΛ¯(dl, dr)dξ1Ai(ξ)
N−1
, just as P i given in
(22). As in (23), we define Z˜ it as the solution to
dZ˜ it =
∫
R2
∫
[0,N)
[lZ˜ it− + rF
i
t (Zt− , ξ)− Z˜
i
t−]P˜
i(dt, dl, dr, dξ),
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with Z˜ i0 = Z
i
0. That is, Z˜
i
t uses the same atoms of P that Z
i
t uses, including the same ft-
distributed variables F it (Zt− , ξ), except for the joint jumps involving some particle j ∈
{1, . . . , k}. In that case, either Z˜ it or Z˜
j
t does not jump at that instant; to compensate
for the missing jumps, new, independent atoms, drawn from P˜ , are added to P˜ i.
Since clearly P˜1, . . . , P˜k are i.i.d. Poisson point measures, it is straightforward to
verify that Z˜1t , . . . , Z˜
k
t are independent nonlinear processes. Then,
W 22 (L(Z
1
t , . . . , Z
k
t ), f
⊗k
t ) ≤ E
1
k
k∑
i=1
(Z it − Z˜
i
t)
2 = g(t),
for g(t) = E[(Z1t − Z˜
1
t )
2], thanks to exchangeability. Thus, it suffices to estimate g(t):
dg(t)
dt
=
d
dt
E
∫ t
0
∫
R2
∫
Ai
∆1s[P(ds, dl, dr,R,R, [i− 1, i), dξ)
+ P(ds,R,R, dl, dr, dξ, [i− 1, i))1[k,N)(ξ)
+
d
dt
E
∫ t
0
∫
R2
∫
Ai
∆2sP(ds,R,R, dl, dr, dξ, [i− 1, i))1[0,k)(ξ)
+
d
dt
E
∫ t
0
∫
R2
∫
Ai
∆3sP˜(ds,R,R, dl, dr, dξ, [i− 1, i))1[0,k)(ξ),
(28)
where ∆1s is the increment of (Z
1
s − Z˜
1
s )
2 when Z1s and Z˜
1
s have a simultaneous jump,
∆1s is the increment when only Z
1
s jumps, and ∆
3
s is the increment when only Z˜
1
s jumps.
Thanks to the indicator 1[0,k)(ξ) and the uniform boundedness of the second moment
of ft given by (20), the second and third terms in (28) are easily seen to be bounded
by Ck/N , where C > 0 is a constant that depends on the asserted quantities and may
change from line to line. For the first integral in (28), the fact that both Z1s and Z˜
1
s
interact against the same F 1s (Zs−, ξ) gives rise to a contraction term, namely
∆1s =
(
[lZ1s− + rF
1
s (Zs−, ξ)]− [lZ˜
1
s− + rF
1
s (Zs−, ξ)]
)2
− (Z1s− − Z˜
1
s−)
2
= −(1− l2)(Z1s− − Z˜
1
s−)
2.
Recall that the intensity of both P and is given by (7). Thus, replacing this in (28),
writing 1[k,N)(ξ) = 1[0,N)(ξ)− 1[0,k)(ξ) and bounding the 1[0,k)(ξ) integral by Ck/N as
with the second and third terms, gives dg(t)
dt
≤ −a˜g(t)+Ck/N , for a˜ = 1− 1
2
E[L2+L˜2] ≥
a > 0, thanks to (4) and (18). Since g(0) = 0, using Grönwall’s lemma we easily deduce
that g(t) ≤ Ck/N , which proves (27).
To deduce the estimate of Lemma 16 from (27), we need to recall two results. First,
for any exchangeable random vector X on RN and any measure µ on R, both with finite
second moment, using [11, Lemma 7] we have
1
2
EW 22 (X¯, µ) ≤W
2
2 (L(X
1, · · · , Xk), µ⊗k) + εk(µ) +
Ck
N
, (29)
where C depends only on the second moments of X1 and µ. Here εk(µ) is defined
as EW 22 (Y¯, µ), where Y = (Y
1, . . . , Y k) is a collection of i.i.d. random variables with
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common law µ. Second, if µ has finite q moment for some q > 4, [15, Theorem 1] gives
εk(µ) ≤
C
k1/2
, (30)
for a constant C depending only on q and
∫
|v|qµ(dv). Now: taking X = Zt and µ = ft,
using (27), (29) and (30), we have for any k ≤ N ,
1
2
EW 22 (Z¯t, ft) ≤W
2
2 (L(Z
1
t , · · · , Z
k
t ), f
⊗k
t ) + εk(ft) +
Ck
N
≤
C
k1/2
+
Ck
N
,
with C depending on the uniform bound of
∫
vqft(dv) provided by (20). Taking k ∼
N2/3 gives EW 22 (Z¯t, ft) ≤ CN
−1/3, as desired. The estimate for Z¯1t is deduced similarly.
Proof of Lemma 17. The proof is almost the same as the one of [1, Lemma 4.1.8].
Define v(t) = u(t)1/2, thus d
dt
(v2) ≤ −av2 + bv + c. Multiplying by eat we obtain
d
dt
(v2eat) ≤ bveat+ceat. Define w(t) = v(t)eat/2 andW (t) = sups∈[0,t] w(t), thus
d
dt
(w2) ≤
bweat/2 + ceat. Integrating gives
w2(t)− w(0)2 ≤ b
∫ t
0
w(s)eas/2ds+ C(t) ≤ 2B(t)W (t) + C(t),
for B(t) = b
a
eat/2 and C(t) = c
a
eat. Taking supremum on both sides gives W 2(t) ≤
w(0)2+2B(t)W (t)+C(t). Adding B(t)2 yields (W (t)−B(t))2 ≤ w(0)2+B(t)2 +C(t),
which in turn gives W (t) ≤ B(t) +
√
w(0)2 +B(t)2 + C(t). Taking squares yields
u(t)eat = w(t)2 ≤ W (t)2 ≤ 2w(0)2 + 4B(t)2 + 2C(t).
Multiplying by e−at gives the desired bound.
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