Abstract-This paper present an efficient matrix inverse algorithm of the recent iterative adaptive approach (IAA) in the application of real beam superresolution (RBS). Based on the inherently band structure of the covariance matrix, the computational complexity of inverse can be reduced by avoiding the computation of zero elements. To achieve this, the divide and conquer (D&C) method will be introduced to fast inverse the covariance matrix. Numerical simulations illustrate the efficiency of the proposed algorithm.
I. INTRODUCTION
Real beam superresolution (RBS) has become an significant technique to improve the azimuth resolution in real aperture radar (RAR) imaging [1] - [11] . Recently, inspired by the spectral estimation model of the azimuth echo in [8] - [10] , the iterative adaptive approach (IAA) [12] , a superresolution algorithm presented in source location, was introduced for RBS [11] . Because the statistic character of the azimuth echo can be obtained iteratively from one snapshot data, IAA was shown a promising superresolution performance.
However, since it requires the computation of covariance matrix R, its inverse matrix R −1 and traversing for every assumed grid, the improved performance comes at the cost of a notably high computational complexity, suggesting the need for computationally efficient implementations of IAA. In this paper, we mainly concentrate on how to improve the computational efficiency of R −1 in IAA. In most cases, matrix inverse is actually not necessary. More techniques such as Cholesky decomposition and steepest descent method can solve the equations efficiently instead of matrix inverse. However, in IAA, since every assumed grid corresponds to one equation set, the efficiency of those existing algorithms would be eliminated if the sample girds are large. Aiming at this problem, in [14] - [21] , by exploiting the inherently Toeplitz structure of R in spectral estimation, the proposed fast computation of R −1 has improved the computation efficiency of IAA remarkably. Regretfully, when IAA was applied for RBS, as we will show below, the Toeplitz structure of R has been lost, which makes the proposed fast inverse algorithms invalid.
Fortunately, there are two unique properties when IAA was applied for RBS, which make it possible to find another way to reduce the computation complexity of R −1 . First, the computational burden mainly comes from the wide swath imaging in azimuth when the beam width of the antenna is small. Second, in RAR imaging the steering matrix is a convolution matrix and thus R, is a band matrix. Especially when the swath is wide, a large number of zero elements will occur in R. By avoiding the computation of zero elements, the complexity of R −1 can be hence reduced. Building on these facts, to improve the computation efficiency of IAA, in this paper a novel fast computation of R −1 will be presented for large swath imaging by rewriting R −1 with the divide and conquer (D&C) method [22] , [23] . Then the rest of the paper is organized as follows: in section II, we review the echo model and IAA; in section III, we propose our fast inverse algorithm for RBS; in section IV, the simulation results will be furnished and we compare the computational complexity; finally section V, contains our conclusion.
Notation: We denote vectors and matrices by boldface lowercase and boldface uppercase letters, respectively. The kth component of a vector x is written as x k . The arbitrary size zero matrix is donated as O. The x H donates the Hermitian transpose of x.
II. PROBLEM FORMULATED

A. The model of azimuth echo in RAR imaging
Suppose that the scene in the same range bin is sampled into K point targets in azimuth located at θ, where
and θ k are the azimuth parameters of the kth target, k = 1, · · · , K. Then the M × 1 azimuth echo vector y in the presence of additive noise e can be modeled as [8] - [11] y=A (θ) s + e (2) where the target vector s ∈ C K×1 is defined as
and s k are the amplitude parameter of the target corresponding to θ k , which are directly proportional to their RCS.
and a k is the "steering vector" that donates the antenna pattern pointing at θ k . Similar to that in typical convolution applications [24] - [25] , the A (θ) has a concrete form of
where
T is the antenna vector and
B. IAA
For every interesting targets located at θ k , k = 1, . . . , K, the IAA estimate are formed iteratively until practical convergence as [11] 
with R ∈ C M ×M initialized to the identity matrix I, where
. Typically, no more than 10 or 15 iterations are needed [12] to allow for convergence. The brute force implementation of the IAA method as described by (6) and (7) results in a computational cost of
operations per iteration. In RAR imaging, the beam width of the antenna is always small, so when the scan speed and pulse repetition frequency (PRF) are determined, the computational burden mainly comes from the wide swath imaging in azimuth. In this case, if L is invariant, K and M will be increased in the same pace in large swath RAR imaging. So IAA will suffer from a large computation complexity. In this paper, we just take account how to reduce the computation complexity of R −1 .
III. THE FAST MATRIX INVERSE WITH DIVIDE AND CONQUER
Actually, the computation of X = R −1 Y are usually converted to solve the equation set as
How to improve the efficiency of solving equation set has been a very well-studied problem in matrix theory and literature. However, from the denominator in equation (6) 
(10) where r ij is the ith row, jth column elements of R. Since the structure of A (θ) has a different form in [12] , the covariance matrix R shows some different properties. It is easy to prove that R is not the Toeplitz matrix any more, which directs the proposed fast algorithms to be invalid [14] - [21] . However, as (9) shows, it is a band matrix. On the basis of the research on the existing matrix inverse methods [22] , [23] , we compute R −1 with the D&C method.
As Fig.1 shows, the shadow area donates the non zero elements of and others donate the zero elements. First we divide R into R=
. According to the partitioned matrix inversion lemma [13] ,
We assume C and ( (13)- (16) we can observe that to get R −1 , in addition to a series of multiplications, C −1 and W 4 are required, the dimensions of which are smaller than R −1 . Notice that C is just an ordinary matrix, so we inverse C in common methods such as Gaussian elimination or direct D&C method [22] . Next, we first assume that W 4 has been achieved.
A. The fast computation of W 2 and W 3
We divide D as
where X ∈ C L×L . Then let where
Since R is a Hermite matrix,
B. The fast computation of W 1
Notice that E = D H , we get
Until now, we have got the fast computation of W 1 , W 2 and W 3 . By dividing the zero elements into a separate group, we manage to avoid the multiplication of the most of the zero elements. So the complexity can be reduced in this way. However, these results (19) , (20) are under the assumption that W 4 was known. Actually, W 4 remains to be calculated.
C. The fast computation of W 4
First let us observe the matrix F from Fig.1 . It is also a band matrix but smaller than R. Then using (24) yields
Since (11)- (20) . To explain the process of recursion explicitly, we package our inverse method as a function and conclude our proposed fast computation of R −1 in Table I . Notice that with the recursion continues, the size of the input matrix of the function we defined in Table I will be smaller and smaller. When the size of input matrix is smaller than 2L, no zero elements can be separated as (17) did, so we terminate the recursion in this case and we return the direct inverse of the input matrix.
D. Complexity analysis
In the following discussion, we assume that M = nL (22) for convenience, where n is a positive integer greater than 2. Then, as shown in Table I , the computation of R −1 with our proposed algorithm, referred as D&C-F, requires one direct inverse of L×L matrix, four multiplications of L×L matrices, one multiplication of L × L matrix and L × (M − 2L) matrix, and one recursive inverse of 
Similar to the complexity analysis of matrix inverse with D&C method [22] , [23] , the complexity of D&C-F, can be expressed as
According the assumption (21), the ultimate
Notice that the direct inverse will cost O ( n 3 ) L 3 . This means that the computation efficiency will be be improved by one order of n with our propose fast inverse. When L is determined, the larger M is, the more remarkably the complexity burden of matrix inverse will be reduced.
IV. NUMERICAL RESULTS
In this section, we examine the performance of the proposed fast inverse algorithm using numerical simulations. The simulations are conducted in 64-bit MATLAB using only one CPU core of a workstation with 4-core 3.3GHz CPU and 4 GB RAM.
Without loss of generality, the ideal antenna pattern (sin x/x) 2 is adopted in our simulations, of which we only consider the 3 • main lobe, as Fig.2 (a) shows. Only one snapshot will be available. There are three point targets located at -2.5
• , 0 • and 1.5
• , with normalized amplitudes 0.5, 1 and 1 respectively. From the echo shows as Fig.2 (b) , the responses of the targets mix together, with SNR=25dB. But from the result shows in Fig.2 (c) and (d) , we get the superresolution by IAA with D&C-F and direct IAA. From the 10 MonteCarlo trials, the performance of proposed IAA with D&C-F does not suffer much degradation.
Then we compare the computational complexity between D&C-F and the direct matrix inverse method builded in Fig.3 for various values of n = M/L. Here we set L = 100. From Fig.3 , it is obvious that as n increases, the computational complexity of the D&C-F shows increase slower than that of the existing matrix inverse method. This fact makes our fast inverse algorithm even more desirable for large swath imaging applications.
V. CONCLUSION
In this paper, we have presented an efficient implementation of the inverse of the covariance matrix required in IAA, when it is applied in RAR imaging for RBS. This technique exploits the unique band structure of the covariance matrix. The D&C method was introduced to rewrite the inverse of the covariance matrix. By avoiding the most of the computation of the zeros elements, the complexity can be reduced remarkably for large swath imaging.
