Abstract-With the availability of powerful computational and communication systems, scientists now readily access large, complicated derived datasets and build on those results to produce, through further processing, yet other derived datasets of interest. The scientific processes used to create such datasets must be clearly documented so that scientists can evaluate their soundness, reproduce the results, and build upon them in responsible and appropriate ways. Here, we present the concept of an analytic web, which defines the scientific processes employed and details the exact application of those processes in creating derived datasets. The work described here is similar to work often referred to as "scientific workflow," but emphasizes the need for a semantically rich, rigorously defined process definition language. We illustrate the information that comprises an analytic web for a scientific process that measures and analyzes the flux of water through a forested watershed. This is a complex and demanding scientific process that illustrates the benefits of using a semantically rich, executable language for defining processes and for supporting automatic creation of process provenance metadata.
I. INTRODUCTION

A. The Problem
Modern computation and communication systems have dramatically changed the way in which science is done. These systems enable scientists to work with datasets and to create models of their research subjects that are far larger and more detailed than were possible in the past. Faster computing speeds enable far more ambitious analyses of these models, leading to the production of far greater quantities of derived scientific datasets. Ever faster global networks make these datasets accessible to scientists around the world. While these new computational and communications capabilities have opened up the possibility of exciting new research, they have also led to new challenges and problems. When new datasets are produced by complex processes, they are often promulgated without adequate documentation describing how they were produced. If scientists are to make appropriate use of the datasets produced by others and avoid misuse by inappropriate application of subsequent processing, then it is imperative that they know how such datasets were produced. Indeed, before scientific results can be accepted, they should be reproduced by other scientists, as reproducibility is fundamental to science.
An obvious way to address these challenges is to associate with each dataset, as an annotation, a precise description of the dataset. Such annotations, essentially data items that describe data, are called metadata. There have already been many calls for the use of metadata, which typically document such details as the date of generation of a dataset, the name of the investigator, and perhaps some specifications of the hardware and software systems used, as well as details of the individual data items (variable name, numerical format, unit of measurement, etc.). We argue that it is necessary to go further. We suggest that an additional type of metadata, process provenance metadata, be attached to all datasets, and when necessary to individual data items. The benefits of such process provenance metadata include facilitating reproduction of the data by others, expedited identification of data items and datasets of interest, and better understanding of which forms of subsequent processing should, and should not, be applied to data items and datasets.
B. Analytic Webs
The totality of data produced and consumed by a working scientific team, combined with all the processes used to transform and analyze those data, comprise a scientific data processing enterprise, that can be formally represented by what we call an analytic web [6] , [12] , [22] . An analytic web should provide facilities for producing and accessing all such data as well as its associated metadata. We propose that analytic webs be realized by two types of closely interrelated graph structures, namely dataset derivation graphs (DDGs) and process derivation graphs (PDGs). The purpose of a DDG is to organize datasets into a structure based upon the way in which the datasets are derived from each other. The purpose of a PDG is to define precisely the processes by which these derivations are performed. Moreover, execution of a PDG results in the automatic creation of a DDG for each input dataset upon which the PDG is executed.
In this paper, we provide a concrete example of an analytic web, using the Little-JIL process definition language [8] , [29] , [30] , to define a PDG and to produce the DDG. We use this example to illustrate why rich semantic language features are needed to support scientific workflow.
II. MOTIVATING EXAMPLE
Measuring and forecasting water flux and storage in the ecosystem is of tremendous importance to society, and a central focus of major sci-1545-5955/$26.00 © 2009 IEEE entific investigation efforts, such as NEON (http://www.neoninc.org/) and the Waters Network (http://www.watersnet.org/). Such forecasts require detailed hydrological measurements of natural and human-dominated ecosystems. These measurements come from networks of real-time sensors and are subjected to elaborate real-time adjustments and to considerable, perhaps iterative, postprocessing over ensuing months or years.
A group of ecologists at the Harvard Forest Long-Term Ecological Research site (http://harvardforest.fas.harvard.edu/) is designing a real-time system to calculate change in water storage using the water balance equation: dS = P 0 ET 0 Q, where equation inputs come initially from five real-time data streams.
• Precipitation (P P P ): 15-min precipitation totals (P1;P2) measured at two rain gauges to guard against missing data due to sensor drift and failure.
• Surface Discharge (Q Q Q): 15-min average stream flow values measured at a stream gauge.
• Evapotranspiration (ET): 30-min average ET values measured at an eddy-flux tower.
• Photosynthetically active radiation (PAR): 30- is used so that individual imputed data values can be computed using models that take into account values coming from both preceding and subsequent measurements. 3) Alternative past measurements also may become available and may then be included in additional datasets. This may be desirable, for example, to make use of recent measurements that did not arrive in time for real-time processing, to correct earlier measurements as a result of later detection of sensor drift, or to replace or impute faulty or missing values with measurements from other sources. Our experience showed that these features significantly complicated attempts to model the Water Flux data processing process and that powerful process modeling language features helped to address these complications.
III. PROPOSED MODEL OF AN ANALYTIC WEB
In this section, we describe formalisms used to define the graphs comprising analytic webs.
A. Dataset Derivation Graph
A DDG documents the specific data items or dataset instances created when a dataset developer applies processes, using specific tools and subprocesses on specific input data items or dataset instances. A DDG thus is a representation of the process provenance metadata needed to specify precisely how a dataset was generated and to support reproduction of the dataset by other scientists. The DDG illustrated here uses rectangles to represent specific data items and dataset instances and ovals to represent specific tools or subprocess instances. There is an edge from each data item and dataset instance node to the process instance node from which it was derived. Each oval process instance node is connected by one or more edges to the data item(s) and dataset instance(s) that it used as input(s) to derive the indicated output data item or dataset instance. Each time a process is executed, a new set of data items and dataset instances is created, and these data items and dataset instances, as well as the process instances that created them, must be added as nodes of the evolving DDG. Each DDG node instance can be stored independently with a unique URL for identification.
To make this clearer, Fig. 1 illustrates a DDG that could have been generated by executing a sequence of tools and subprocesses. This DDG shows the result of two iterations through a processing loop, resulting in the creation of three instances of , denoted here by , , and . is simply the set of data items that resulted from filtering initial real-time data using specific filtering models. This generally results in a dataset where some data item values are missing, most often due to intentional deletion.
results from applying to those dataset models that have been created as a consequence of examining , thereby filling in missing data item values and replacing others.
results from applying subsequently created models to . Although not shown, each of the data items and tools represented in this figure would also contain metadata annotations with detailed information such as the version of the tool, execution platform, parameter settings, scientists involved, and date of creation or derivation. This DDG provides documentation of the exact processing steps that were taken to produce these datasets.
B. Process Derivation Graphs
A PDG is a precise representation of the procedural steps that might be used to process data items and datasets in a scientific process. Many different formalisms could be used to define PDGs. But our example suggests that semantic issues, such as concurrency, abstraction, exception handling, and agent specification, are important to the clear specification of actual scientific processes. In this paper, we use Little-JIL, a visual process definition language, originally developed for defining software engineering processes, to define PDGs. 
C. Little-JIL as a PDG Definition Language
A process is defined in Little-JIL using hierarchically decomposable steps [29] , [30] where a step represents a task to be done by an assigned agent. A step, moreover, is much like a procedure, in that it is defined once in a process, but can then be invoked from other points in the process simply by reference to that step. This facility encourages the creation of modules and their reuse and also supports iteration through the recursive invocation of a step from within the step itself. Fig. 2 shows a Little-JIL definition of a PDG whose execution could generate the DDG shown in Fig. 1 . We use this example to illustrate some key features of Little-JIL.
A Little-JIL step is represented by a solid black rectangle on top of which is a small disc, annotated by a specification of the types of the step's parameters. Thus, the step requires two arguments, the first is used both as input and output, and is of type data, and the second is used only as input and is of type models. Each nonroot step is connected to its parent by an edge annotated with the arguments passed between parent and child. Thus, the step receives from its parent the arguments (generated by and used as input and output) and Initial models (generated by and used as input). The right arrow in 0 step bar indicates that its four substeps are executed in left to right order. Note that is called recursively, and the presence of a Kleene star on the edge to the recursive call creates an iteration that produces the successive instances of shown in Fig. 1 . On exiting the recursion, the final value of becomes the new value of . Comparison of Figs. 1 and 2 indicates the need for both the DDG and PDG graph types. A PDG shows how artifacts can be created, but a DDG documents the precise way in which specific artifact instances have been created by a particular process execution. Thus, for example, Fig. 2 defines specific step sequences and a specific recursion. However, it does not indicate how many times the recursion will continue. Indeed, until more details of the leaf steps are elaborated (not done here due to lack of space) it is impossible to know how a recursion is terminated. The DDG in Fig. 1 , however, is a precise documentation of the two iterations, leading to the generation of the three successive instances of . Little-JIL incorporates a number of other language features many of which are particularly effective in supporting the definition of scientific processes. Those used in subsequent examples in this paper are described here briefly.
1) Resources and Agents: Each Little-JIL step specifies the type of agent responsible for the step's execution. Little-JIL agents may be either humans or automated devices and, in some cases, either might be appropriate.
2) Substep Cardinality: An edge between a Little-JIL parent and substep may be annotated by a cardinality specification defining the number of times the substep is instantiated. This may be a fixed number, a Kleene 3 (for zero or more times), a Kleene + (for one or more times), or a Boolean expression.
3)
Step Sequencing: Every nonleaf step has a sequencing badge (an icon in the left portion of the step bar; e.g., the right arrows in Fig. 2) , which defines the order in which its substeps execute. A sequential step (right arrow) indicates that substeps are executed sequentially from left to right. A parallel step (equal sign) indicates that substeps can be executed in any (possibly arbitrarily interleaved) order. A choice step (circle slashed with a horizontal line) indicates that the agent executing the step chooses among any of the step's substeps. A try step (right arrow with an X on its tail) mandates a sequence in which substeps are to be tried until one is successful.
4) Channels: Channels are used to synchronize steps and to deliver artifacts produced by identified source step(s) to identified destination step(s).
5) Requisites:
Requisites are optional steps that enable the checking of a specified condition, either as a precondition for step execution or as a postcondition to assure that step execution has been completed acceptably. A requisite it represented iconically an arrowhead either to the left or the right of the step bar.
6) Exception Handling: A Little-JIL step can define exceptional conditions when some aspects of the step's execution fail (e.g., one of the step's requisites is violated). This violation triggers execution of a matching exception handler associated with the parent of the step that throws the exception. Exception handlers are steps attached by a red edge to a red X on the right side of a parent step bar. They define how thrown exceptions are to be handled. An edge connecting an exception handler to its parent is annotated with the type of the exception being handled and an indication of how execution is to continue after the exception has been handled.
7) Scoping and Recursion:
The parent step and all of its descendants represent a scope, specifying what data are considered local to that scope. This is particularly useful in defining the context for recursive execution of a Little-JIL step.
IV. USING LITTLE-JIL TO DEFINE AND EXECUTE A PDG AND TO CREATE A DDG
We now use Little-JIL to define the Water Budget process precisely and to illustrate semantic features that are useful in addressing some of the difficult features of this process. Most parameter and artifact annotations are omitted from these examples to make them easier to read and save space.
A. The Sensor Data Management Step: Use of Decomposition and Concurrency
The step (Fig. 3) is at the heart of the Water Budget process. It is a parallel step decomposed into three substeps:
, which collects data from the sensors in real time;
, which preprocesses the data; and , which applies models to the real time data to build datasets. Because the step is a parallel step, each of its substeps is able to execute asynchronously, as the problem domain demands. The collected data and created models are communicated between substeps, both as parameters and via channels that are declared in and are thus accessible to all of its substeps. Here, we describe a representative set of steps, their Little-JIL definitions, and the DDGs that could be generated by their execution. 
B. The Get Measurements Step: Support for Multiple Data Streams
The step (Fig. 4) reads and processes the values from the sensors and sends the results to the real time input stream. This is done by having the different subprocesses,
;
; and , take responsibility for examining data from three different sources. Each of these substeps can execute independently and in parallel with the other two, and each may throw a different type of exception if difficulties arise with their sensors.
The step has two substeps, and , each of which deals with one of the two precipitation gauges. The substeps that acquire the individual data items are responsible for annotating each data item with some provenance information. At present this consists of rudimentary metadata, specifically a date/time stamp and a quality flag.
C. Handle MS Sensor Timeout Step: Use of Exception Management
Each substep acquires data from its sensors and also defines what is to be done if exceptional conditions arise. The step deals with situations where some, or all, of the expected data items do not arrive by throwing an exception. For example, the substep attempts to obtain a reading from meteorological sensor 1. If this access succeeds, then the value is passed as annotated with the observation date and time and with the measured quality attribute. The step is also responsible, however, for determining when new data is not available and then, subsequently, for throwing an exception that is to be handled by step, passing the identifier of this sensor (namely sensor 1) as a parameter. The other two substeps of the step, and , carry out their responsibilities similarly to . The step (Fig. 5) is the handler for the Sensor Timeout exception that can be thrown in the step. It begins by choosing, based on the value of the input parameter, or . If this succeeds, then the output of this step is annotated with the date and time and the "measured" quality flag. If the step fails (e.g., because the sensor is inoperative), a exception is thrown and the handler executes the step to obtain the reading from a local airport. If the step also fails, it throws an exception, caught by the step of the exception handler, to produce a null value for (or ) and a quality flag "missing."
D. Using the Process Definition to Create the DDG
The above process results in the creation of two data items, and each of which might have been derived in a number of different ways. Specifically (using as the specific example), we have the following.
1. arrives in a timely fashion and is recorded. 2.
does not arrive in time, a timeout exception is thrown, is executed, and is obtained. 3.
does not arrive in time, a timeout exception is thrown, is executed, still does not arrive, a exception is thrown, the step is executed, and arrives. 4.
does not arrive in time, a timeout exception is thrown, is executed, still does not arrive, a exception is thrown, the step is executed, does not arrive, an exception is thrown, the step is executed, providing a null value for The differences among these four possibilities are important and thus the current process attaches to a quality flag having one of the following values:
missing-no measured value is available; estimated-a measured value is available from another location (e.g., the airport); measured-the measured value is available. Using this process, is annotated as measured in the first two cases, (making it impossible to distinguish between them), as estimated in the third case (but without documenting the measurement location), and as missing in the fourth case, again leaving out the details describing what alternatives had been tried. We note, however, that each of the four different sequences of process steps can be thought of as a different trace through the process, illustrating the importance of annotating each value with process provenance information, as provided in the DDG.
Examples of the DDGs that represent cases 3 and 4 are shown in Fig. 6 . Note that the boxes in this figure represent actual data instances, namely the actual data values that are bound at execution time to the type specifications in the process definition. Thus, for example, one of the boxes at the top of Fig. 6 is annotated by sensor1 null @ "try1 time" indicating that this box represents the actual (null) value that was delivered at the specific time, "try1 time."
The ovals in Fig. 6 represent the process step instances that were the actual producers and consumers of the actual data items. Thus, there is an oval labeled that indicates that an instance of the step was used to generate the data item in the box shown below this oval. This step instance represents the instance of that was invoked as the process's response to the two null readings. Two arrows from this oval connect it to two boxes, representing the fact that the values represented by these boxes were used as inputs to the step represented by that oval. In this case, the use that is made of these data items is simply to note that they are both null, causing the step to be executed to produce this output. Other ovals may make more substantive use of their inputs in generating their outputs. Thus, for example, in the left-hand DDG of Fig. 6 the result of the execution of the instance of the step is an actual value, annotated with date and time information, which is taken as the final value of . In this case, no actual step is used to generate that value, and instead the DDG indicates that the value is produced as a consequence of the parameter binding operation that occurs as an integral part of the execution of every step. The fact that this oval does not represent an actual step is indicated by the use of italics in its annotation. In the other case, a null reading is obtained, and a null value is then the final value of . Thus, such DDGs provide more useful information about the provenance of the resulting value of than a mere annotation, measured, estimated, or missing.
V. EVALUATION
The example processes in Section IV have illustrated how an analytic web provides provenance information and highlights some semantic capabilities, such as hierarchical decomposition, procedural invocation, concurrency, and exception management that are needed to define modern scientific processes. There is a striking similarity between these needs of the scientific community and what is generally provided by modern programming languages. This supports our intuition that scientific processes bear some strong similarities to computer software, and thus the challenges of defining them have strong parallels with the challenges of programming complex software systems. Scientific processes, however, also require specifications that are easily understood by scientists, which suggests the value of a visual representation. Thus, it is not surprising to find that a visual process language that incorporates the salient control features of a modern programming language can be an effective tool for defining scientific processes.
The example processes in Section IV also show how DDGs can be built incrementally as the execution traces of a scientific process, captured as directed acyclic graphs. Since these DDGs increase in depth as process execution progresses, the DDGs derived from executing lengthy processes can become large and cumbersome. However, although the pictorial depiction of an entire DDG is large, its internal representation is a typical tree-like structure that should be amenable to terse internal representation. In addition, different, terse views of the full DDG could be provided in response to focused queries.
VI. RELATED WORK
There are numerous other scientific workflow projects, many of which have been presented at meetings, such as [9] , [25] , and [28] . Most of these projects (e.g., Kepler [2] , [3] , [19] , Taverna [21] , [31] , and JOpera [17] , [23] ) base their specification of process flow upon the use of various kinds of data flow graphs (DFGs). For example, Kepler is based upon Ptolemy II [5] , [11] , [24] , which uses a powerful and flexible DFG structure to specify how datasets can be moved between processing capabilities. Kepler integrates a broad range of support tools that help with such key activities as specification, execution, and visualization of scientific data processes. Chimera [10] , [15] , [16] was one of the earliest scientific workflow systems. It emphasized the use of pictorial visualizations to represent scientific processes. Chimera's pictorial representations were also in the form of a DFG. Taverna [21] , [31] is a more recent system that seems to focus on supporting the integration of web services, particularly for the creation of bioinformatics applications. Taverna's integration mechanism is a workflow notation that is also based upon a DFG formalism. More recently, JOpera [17] , [23] has suggested the use of XML to specify scientific workflows as plug-ins that could be integrated using Eclipse. JOpera workflows also are based upon the use of a DFG formalism to represent scientific processes. Teuta [13] , [14] represents scientific processes through UML diagrams that offer some features, such as limited forms of concurrency, that go beyond the semantic features of a basic DFG. We believe that the Water Budget process described here illustrates aspects of scientific processes that cannot be easily captured using DFGs. Other UML diagrams can be effective in capturing some of these features, such as agent specification (using "swim lanes"), and some forms of concurrency, message passing, and exception handling. Too often, however, this requires the use of different UML diagrams, which seems less desirable than Little-JIL's ability to capture all of this using a single diagram.
Much work is also aimed at documenting the provenance of scientific datasets. Many of the approaches to provenance documentation are summarized in [26] and [27] . Indeed, these approaches have been compared to each other more formally in [20] . These approaches seem to fall generally into two categories. In one approach (e.g., [1] , [7] , and [18] ), each data artifact generated by execution of a scientific process is stored in a database, and the artifact's provenance can then be obtained by recursively querying the database. The second approach entails building a derivation graph on the fly as execution of the scientific process proceeds (e.g., Kepler [4] and [15] ). Our own approach falls into this latter category. We note that these two approaches are essentially equivalent to each other. Both collect provenance information by documenting the execution trace that has led to the creation of the data artifact being documented. In the former, the provenance structure is created on demand, and in the latter, the derivation structure is built incrementally. Again, the Water Budget examples illustrate how a more precise process definition can lead to a very precise model of data provenance, as illustrated with the DDGs generated here.
VII. FUTURE WORK
We believe that the semantic features in Little-JIL present a useful starting point for considering the features that should be incorporated into languages for defining the PDG. Further investigation of the essential requirements for the semantics of a PDG is needed. Specific details of DDGs also require further evaluation. For example, we need to evaluate various internal representations of DDGs to determine how to store them efficiently while still supporting efficient creation of needed visual representations. Moreover, datasets represented by the nodes of the DDG could be regenerated from scratch or cached to expedite generation of subsequent datasets. Specific strategies for determining when and what to cache should be the subject of future research. While DDGs can be used as the basis for the creation and attachment of process metadata to datasets, further research is needed to determine how this is done best.
The value of an analytic web will be greatly enhanced by the availability of tool sets that support such capabilities as the creation of the PDG, the execution of the PDG, the automatic creation of the DDG, viewing and querying these graph structures, and reasoning about the soundness of the scientific processes defined.
Considerably more value would be obtained by creating a facility for supporting the automation of some or all of the parts of a process defined by a PDG. Indeed, because Little-JIL is an executable process language, PDGs defined in Little-JIL can then be executed by Juliette, the Little-JIL interpreter. A crude early prototype system, SciWalker was used to show that this is possible. SciWalker delivered datasets to tools, human participants, and subsystems as prescribed by the PDG, and also picked up outputs produced by participants to move them forward to next processing steps. SciWalker, however, did not produce DDGs. We now have plans to produce SciWalker 2, which would carry the SciWalker capabilities much farther. Specific goals of SciWalker 2 include automatic generation of DDGs from the executions of a Little-JIL PDG, optimizers to reduce the size of DDGs, viewers to help users understand Little-JIL PDGs and DDGs, analyzers to support the need for users to understand their Little-JIL PDGs and to identify process defects, and visual editors to support both building new Little-JIL PDGs and modifying them. Indeed, our view of SciWalker 2 is that it should be essentially an environment that integrates diverse tools in support of the definition, execution, and analysis of scientific processes defined in Little-JIL.
Finally, we believe that the best way to make progress in developing the ideas just outlined is to continue to create analytic webs to represent scientific processes of various kinds. Our work with ecological processes is encouraging, yet preliminary. We hope that there will be much more work of this sort, not just in ecology, but also in the representation of processes in a wide range of other sciences.
