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ABSTRACT 
This thesis is concerned with probabilistic models of double 
diffusion and related applications, which include a generalization of 
the gambler's ruin and a problem in queuing theory. Double diffusion 
theory is applicable to diffusion of ions in metals in the presence of 
high diffusivity paths. Previous authors have proposed a continuum 
model, a discrete random walk model and a Master equation model, 
modelling diffusion in an ideal media but with two families of diffusion 
paths. For the continuum model a number of mathematical results have 
been obtained, including solutions of the coupled system of linear 
parabolic partial differential equations. 
In this thesis, the discrete versions of this continuum model, 
namely the discrete random walk model and the semi-discrete Master 
equation model are solved explicitely for the unrestricted particle, 
with an absorbing barrier at the origin and with a reflecting barrier 
at the origin. The discrete random walk model gives rise to coupled 
difference equations which are solved using generating functions. 
Although obtaining expressions for the generating functions is quite 
staight forward, their inversion is achieved by carefully rearranging 
terms and selecting appropriately the order in which the variables are 
inverted. 
The Master equation model for double diffusion is obtained by 
taking the variable "time" to be continous. This gives rise to a 
coupled system of partial differential difference equations which 
are solved using generating functions and Laplace transforms. This 
system can be regarded as a pair of simultaneous equations or it can 
be uncoupled to form a second order partial differential equation. 
Further this system is solved by using the solution for the continuum 
model. This gives four ways of solving the system. 
For both discrete and semi-discrete models, the mean and varianace 
of the position of an unrestriced particle are obtained. Further the 
same problem is considered first with a reflecting barrier and then 
with an absorbing barrier at zero. Physically these barriers correspond 
to walls of a container. 
In the second half of the thesis, problems related to these 
two discrete models, together with the cross-diffusion terms are 
studied. For example, these formulae can be applied in the theories 
of order-statistics, storage, queues, Brownian motion, dams, populations 
and ruin problems. From these many related applications, a generalization 
of the gambler's ruin problem and a queuing system with varying 
arrival and service rates are studied extensively. 
As an application for the random walk model, the classical gambler's 
ruin problem is generalized to account for a player consistently changing 
between two opponents following a loss. This game does not convert to a 
Markov chain. For this generalization, the probability of the ultimate 
ruin, expected duration of play, probability of ruin in exactly n 
games and probability distribution of capital are obtained by solving 
coupled difference equations, using generating functions. However, 
the solutions involve finding roots of a quartic equation. 
Finally a queuing system which randomly changes between two 
states with two different arrival and service rates is considered. 
The distributions of arrival time and service time are assumed to be 
negative exponential. Analytic expressions are obtained for the 
distribution of queue length, mean queue length and its variance, in 
terms of the idle time distribution. Further expressions for the 
Laplace transforms of the idle time distribution are given. It is 
also shown that the stationary distribution obtained is in agreement 
with the previous work. 
LIST OF SYMBOLS 
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to match those used by previous authors. Although an attempt is made 
not to repeat symbols, Chapter 4 contains some used in other chapters. 
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A . A . 
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any linear operator 
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TT *(z) 
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7T*(z) 
B^ = 2 n -
C, = 
^ 2C7r*(z)^+6^62] 
V 2 , ^2 
2.. . ' ^2 2 
TT*(z) 
1 -
D = - U » D 2 2 
TT̂ '̂Cz) 
1 + 
= , z* = {Ca^T + a2(t"T)]/C3^T-KX2(t-T)]Pz 
h|(t) = h^(t) = e^, h2^(t) = h^(t) = 0 
XQ = any given constant, k^ = 
O 
a = [ A Q + [Xl + b = CXQ - (Xj + 
n = 2(Ô^Ô2)''C(a^t - - a2t)]V(a^ - a^) 
0). = (a. + 3. + Ô.) (i = 1,2) 1 1 1 1 
e* = (ô^ + 62)^ (a, - B, 
À* = e V • 2^1 = ^î^-o 
1 - 62) , 
c* = 1 f BÍ -1 À*)/e 
-k _ 
V l ' = -ft(e* 
^2 = -f*(e* + B p , ®2 = e^f^ -
f* = ô./e* (i = 1,2) 
+ B* - (i = 1,2) 
f": = + eîcî + + ßoft , G* = + e ^ * (i = 1,2) l i 2 i ^ 1 2 ^2 1 
y ^ t ) = Â'̂ t + y(t) = Â*t + /G* (i = 1,2) 
-e*t 
1-e -e*t 
= f* 1-e 
-e*t , = fî + 
Y ^ t ) = C* + A'̂ 'f̂ t + (tE? - (i = 1,2) 
6^(t) = C* + A'^f.t + (tÈ* - C*)e (i = 1,2) 
e ^ t ) = t^V''^ + 2tFJ + 2G^[1 - e"^*^ - + 2HJ[ 
(i = 1,2) 
= e^(t) + y^(t) - [/(t)]^ (i = 1,2) 
Chapter 4 
A, B, B^ (i = 1,2) 
a, b, T 
p, q, q^ (i = i»2) 
u , V n,T n,i 
U^ T' ^n T = n,T n,T 
X^ (i = 1,2) 
PO' 
players 
initial capital 
probability of a win and 
probability of a loss 
probability of ultimate ruin 
expected duration of play 
probability of ruin in exactly n 
games 
probability of ruin in exactly n games 
when the n^^ game is played 
against B^ 
probability distribution of capital 
gain from a series of games until 
player A loses once against 
player B^ 
initial probabilities 
generating function of the duration 
of play of the classical ruin 
problem 
D ( z ) , E ( z ) , U ( 2 ) , V ( z ) , T - g e n e r a t i n g f u n c t i o n s 
n - g e n e r a t i n g f u n c t i o n s 
P ^ ( z ) , k - g e n e r a t i n g f u n c t i o n s 
U ( ^ , z ) , V ( C , z ) , double g e n e r a t i n g f u n c t i o n s 
P ( ^ , z ) , Q ( C , z ) 
k-Q number of wins of p l a y e r A u n t i l r u i n 
as i n Chapter 2 
d^ = D^ - (A^T + X ^ ) , e^ = E^ - (y^T + y^) 
X = X ^ + X 2 > e = ± l , a c c o r d i n g as or 
ot = B = + q ^ ^ Y = P1P2» = p^ + p^ 
0) = z + 1 / 3 , H = ( l / 9 ) ( 2 - 3 a ) , G = ( 4 a / 3 - B + 2 0 / 2 7 ) 
4 
A(z) = (Z-Pj^) ( z - p ^ ) - q2q22 
A ^ ( z ) = z^ + z^ + ( l - a ) z + ( a - 3 + 1 ) 
A«(a)) = oĵ  + 3Ha) + G 
A * ( z ) = z^ + [ ( 3 - 2 ) z ] ~ y a 
y = A^ , Y = y -
H = ( 4 r a - G = ( a ^ / C ^ ) ( 2 a / 2 7 C ^ + 8 r / 3 - 6^) 
2 4 
^j^(y) = y^ - + {a^/i^ + 4Ya)y - fiV/C^ 
= Y^ + 3HY + G 
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b..(C) 
{p. ab^ ( O - b ^ (C) ]-[b2 (O-b^ (C) ] 
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Chapter 5 
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P^(t), q^(t) (i = 1,2) 
as in Chapter 1 
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initial queue length 
initial probabilities 
functions u' (t), v^Ct) of Chapter n n 
3 with parameters a^, 
replaced by y^, p^ 
respectively 
p„(t) probability distribution of queue 
length (Erlang*s model) 
P^(t), q^(t) 
P^(z,t), Q^(z,t), P*(z,t) 
P(z,t), Q(z,t) 
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as in Chapter 2 
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C H A P T E R 1 
I N T R O D U C T I O N 
§ 1 . 1 B a c k g r o u n d t o d i f f u s i o n m o d e l s 
The classical diffusion or heat conduction equation occurs in 
many areas of science and technology. In one dimension this equation 
is given by 
(1.1.1) 
where u(x,t) denotes the concentration (or temperature) at position 
X and time t and D is the diffusivity (or thermal conductivity). 
The derivation of (1.1.1) as the continuous limit of a classical 
discrete random walking particle is an important link in understanding 
physical diffusion processes. Recently a number of problems such as 
diffusion of ions in metals in the presence of dislocations and 
microcracks, and flow in fractured porous media have given rise to 
coupled parabolic equations» In one dimension these take the form 
^ = T T - - + ' dx 
( 1 . 1 . 2 ) 
3 U2 3 U2 
= D2 + k^u^ - k2U2 , 
OX 
for concentrations or partial pressures u^(x,t) and u^ixjt) where 
D^, D2, k^ and k2 denote positive constants. The purpose of this 
thesis is to investigate problems related to the discrete random walk 
models underlying systems such as (1.1.2). We first review some of 
the physical background and known results for (1.1.1) and (1.1.2). 
The classical discrete random walk model for diffusion is well 
known (see for example Prabhu (1966), page 90) and briefly the 
situation is as follows. A particle is random walking on the integers 
such that at integral instants in time, it jumps one step to the right 
with probability p, jumps one step to the left with probability q 
and remains in the same position with probability r (p + q + r = 1) . 
If u denotes the probability that the particle is at position k 
^ y X I 
at time n, then for an unrestricted particle, 
\,n+l = P V l . n + "»Vl.n + ' 
for all integers k and for integers n ^ 0. 
We let X and t denote the continuous versions of discrete 
distance k and discrete time n respectively. In the random walk 
model described above if one allows only the time steps to be 
continuous then one obtains the so-called Master equation as follows. 
Suppose the time is made continuous and in time At the particle moves 
one unit to the right with probability aAt, one unit to the left with 
probability 3At and remains in the same position with probability 
[1 - (a+3)At3. Then in the limit as At tends to zero, one obtains 
the classical Master equation, 
u^(t) = - (a+3)uĵ (t) + , (1.1.4) 
for all integers k and for t > 0, where Uĵ (t) denotes the 
probability the particle is at position k at time t (see Barber 
and Ninham (1970), page 34). 
If both time and distance are made continuous and suppose the 
jumps are of size Ax and the time interval between jumps is At, 
then instead of (1.1.3) one obtains 
8u (p+q) (Ax)^ , ( 1 1 5 ) 
At - ^̂  At ' 
and (1.1.1) is obtained for the free particle (p=q) by taking limits 
as At 0 and Ax 0, provided 
Urn (Ax)^/At = D/p (1.1.6) 
Ax,At->0 
(see Crank (1967), page 2). Equation (1.1.1) is applicable to 
homogeneous, isotropic, isothermal, rigid media with a continuous 
distribution of a single family of diffusion paths. Such media are 
locally characterized by a single diffusivity D. 
Recently, physicists have both experimentally and theoretically 
established the limitations of (1.1.1) (see for example Darken (1951) 
and Lazarus (I960)). For many materials, microstructural studies have 
led to the conclusion that the assumption of a single macroscopic 
diffusivity is not realistic. For example, in polycrystals diffusion 
proceeds simultaneously through "bulk" and "grain boundary" space. 
It has been observed by Fisher (1951), Lazarus (1960) and Shewman 
(1963), that in certain cases the diffusivity in the grain boundary 
space is several orders of magnitude larger than the bulk diffusivity. 
Roughly speaking, the mean jump frequency of an atom in these regions 
is much higher than that of an atom in the lattice so that the 
diffusivity is higher in these regions. Thus, a procedure of averaging 
the two distinct diffusivities and deducing a macroscopic diffusivity. 
D to be used in conjunction with the differential equation (1.1.1) 
would only lead to very rough estimates. Similar arguments apply to 
dislocation-pipe diffusion, simultaneous diffusion of two distinct 
types of point defects, diffusion in composite materials, and in 
general to the problem of diffusion in presence of high-diffusivity 
paths. Thus Aifantis (1979a,b) has proposed the coupled system of 
equations given by (1.1.2) for diffusion in an ideal media but with 
two families of diffusion paths. 
Similar equations have been proposed by Barenblatt, Zheltov and 
Kochina (1960) to describe the flow of li<iuids in rocks which are 
assumed to consist of both systems of pores and fissures. Another 
application of these equations is given in Aifantis (1977) . 
The following are solutions of ( 1 . 1 . 2 ) which are used in Chapter 3, 
For initial conditions 
u^(x ,0 ) = f ( x , 0 ) , U2(x ,0) = g ( x , 0 ) , ( 1 . 1 . 7 ) 
it can be shown that the appropriate solutions of ( 1 . 1 . 2 ) are 
u^(x ,t ) = e 
+ 
(Dj-D^) 
D^t 
S-D^t 
D^t-5 
+ k|h2(x,5)Io(ri)| d? . 
(1.1.8) 
+ 
(D^-D^) 
1 e-^^i 
D^t 
fDit-^l 
d i , 
where A, y and n are given by 
X = 
(D^-D2) 
, y = 
f\c -k 1 
M 
2 ( k k ) , 
( 1 . 1 . 9 ) 
and h^ (x , t ) and h2(x ,t ) are the solutions of 
ah. a h . 
1 1 
(i = 1,2) (1.1.10) 
which satisfy the same initial conditions as u^ (x , t ) and U2(x,t) 
respectively (see Aifantis and Hill (1980) and Hill and Aifantis (1980)) 
In Hill (1979) a generalization of the classical random walk 
model is given which assumes that the particle moves along one of two 
distinct paths say on upper path 1 and a lower path 2 and that at each 
jump it has the possibility of transition from one path to the other 
path. If the particle is in path i (i = 1,2) then the particle moves 
one step to the right in path j with probability p^^, one step to the 
left in path j with probability and remains in the same position 
in path j with probability (j = 1,2). Figure 1.1 indicates the 
various parameters associated with each possible movement of the 
particle at position k in paths 1 and 2. 
1 Pll path 1 k-1 k k+1 path 1 
^ path 2 
k-1 k k+1 ^22 ^22 ^22 
Figure 1,1. Possible outcomes at each jump. 
Since at each jump only one of six possible outcomes can occur. 
y (p.. + q.. + r..) = 1 
^ iJ iJ 
3 = 1 
(i = 1,2). ( 1 . 1 . 1 1 ) 
In Hill (1980) a special case of this general model with 
p = q = 0 for i ^ j is considered and the problem of an 
unrestricted particle initially at the origin in path 1 with 
probability u^ and in path 2 with probability ^^(UQ ^ ^^ 
is studied. Thus Hill (1980) obtains the forward equations 
\ , n + l = P l l V l , n ^ ^ l l V l , n ^ll\,n ^ ^2l\,n 
+ 
(1.1.12) 
k,n+l " P22\-l,n " '^22\+l,n " ^22'k,n ' "l2"k,n ' 
+ q ^ o V + r^ o V , + 
for all integers k and for integers n ^ 0, where n^ 
denotes the probability that the particle is in path 1 (path 2) at 
position k at the n^h step. This model is the discrete version 
of the coupled diffusion equations, proposed by Aifantis (1979a,b) 
and given in (1.1.2). 
The discrete random walk model and the Master equation model for 
diffusion have been studied extensively. In this thesis we consider 
the discrete random walk model and the Master equation model for 
double diffusion. 
§1.2 Plan Of the thesis 
This thesis is concerned with problems which are related to the 
general model described in Figure 1.1. The models arise, by taking some 
of the transition probabilities p _ , q _ , (i,j = 1,2) to be zero. 
Further the distance variable is taken to be discrete while the time 
variable is taken to be either discrete or continuous. The next two 
chapters deal with probability models of double diffusion while Chapters 
4 and 5 deal with related applications. Following is the brief outline 
of new results obtained in this thesis. 
In Chapter 2, the discrete random walk model for double diffusion-
formulated in Hill (1980) is considered. This model is a special case 
of the general model described in Figure 1.1 with p.. = q^. = 0 for 
J J 
1 ^ j (i»j = 1,2). In this chapter, explicit expressions for the 
probability of the position of an unrestricted particle initially at 
the origin are obtained. These solutions have not been given 
previously. Further the mean and variance of the position of the 
particle are obtained. These expressions were obtained in Hill (1980) 
using a different method to that used in this chapter. The problems 
firstly with a reflecting barrier at the orgin and secondly with an 
absorbing barrier at the origin are also considered and solved explicitly, 
Finally, the formulae obtained are illustrated with special cases and 
examples. 
In Chapter 3, the time steps are made continuous and the resulting 
coupled Master type equations are solved explicitly for an unrestriced 
particle. Further the mean and variance of the position of the particle 
are obtained. Given a reflecting barrier at zero the probability of the 
position of the particle, initially at the origin, is given in terms of 
the probability of the particle being at position zero. Similar 
problems are solved with an aborbing barrier at the origin. 
In Chapter 4, we consider a new generalization of the gambler's 
ruin problem to account for a player with finite capital, consistantly 
changing between his two opponents each with infinite capital, following 
every loss. The series of games are played until player A is ruined. 
This model is a special case of the general model described in Figure 1.1 
with p.. = 0 a f j ) , ^ii = 0 ^^^ ^ii " ® " 13 ^ J -J 
The probability of ultimate ruin of player A is obtained and a necessary 
and sufficient condition, under which player A's ultimate ruin is 
certain, is given. The expected duration of play is also obtained. 
The generating function of the probability of ruin in exactly n games 
is derived in two different ways. Finally, in this chapter, the 
probability of ruin in exactly n games and the probability distribution 
of player A's capital are given explicitly. Further some examples 
are given to illustrate the general results. 
In Chapter 5, a single server queueing model with exponential 
arrival and service times formulated by Eisen and Tainiter (1963) is 
considered, where the stationary solution of this model is given. 
The transition solution of this model is given in this chapter. In 
this model, the system randomly changes between state 1 (arrival rate 
= X^ and service rate = and state 2 (arrival rate = A^ and 
service rate = • Further this model can be derived from the general 
random walk model described in Figure 1.1 with P.. = q.. = 0 (i ̂  j). 
*J «J 
It is clear that the number of customers in the queue correspond with 
the position of the particle. Since the number of customers is non-
negative, it can be assumed that a barrier is placed at the origin. 
In this chapter explicit expressions for the probability distribution 
of the queue length, its mean and variance are obtained in terms of 
the probability of having an empty queue at time t. Further the 
Laplace transform of the probability of having an empty queue at time 
t is given. Finally the stationary probability distribution of the 
queue length is shown to be in agreement with the results given in 
Eisen and Tainiter (1963). 
CHAPTER 2 
DISCRETE RANDOM WALK HODEL FOR DOUBLE DIFFUSION 
§2.1 Introduction 
In this chapter, the following generalization of random walk model 
as described in Hill (1980) is considered. Consider a single particle 
random walking on one of two distinct horizontal paths, say the upper 
path 1 and lower path 2. It is assumed that the particle is allowed 
to move along either of these two paths but in addition the possibility 
of a transition from one path to the same position on the other path 
is allowed. If the particle is in path i (i = 1,2), at each jump the 
particle moves one step to the right with probability p^, one step 
to the left with probability q^, remains in the same position with 
probability r^ and exchanges paths but remains in the same position 
with probability s^. Since at each jump only one of four possible 
outcomes can occur, 
p^ + q^ + r^ + s^ = 1 (i = 1,2), (2.1.1) 
and it is also assumed that the various probabilities are independent 
of the position of the particle. 
Let u^ , v,̂  (i = 1,2) denote the probabilities that the 
k,n k,n 
particle is at position k in paths 1 and 2 respectively at the n 
step given that its initial position is at the origin in path i. 
For the unrestricted particle one obtains the following forward 
equations 
\ , n + l = P l V l . n + '^l^.n + " i V l . n + ' 
i i 1 (2.1.2) 
^k.n+1 = P 2 V l . n + V k . n + <l2^k+l,n + ' 
for i = 1,2 with the initial conditions 
for all integers k, for integers n > 0 and where is the 
usual Kronecker delta, defined by 6., = 1 if i = j and 0 if ^ ij 
i j . This formulation differs slightly from that given in Hill (1980) 
However this problem is not solved in Hill (1980), although means and 
variances are given. In this chapter, (2.1.2) is solved subject to the 
initial conditions (2.1.3). Explicit expressions for the probability 
distributions of the position of an unrestricted particle are obtained 
in Sections 2.2 and 2.3. Section 2.4 gives the mean and the variance 
of the position of the particle. In Sections 2.5 and 2.6 the same 
problem is considered with a reflecting and an absorbing barrier 
respectively. Further in Sections 2.3, 2.5 and 2.6 some examples are 
given to illustrate the formulas obtained. 
In this section, for comparison, note the solution of the forward 
equation for the standard random walk model with three possibilities. 
Given 
u, . = pu, , + ru, + qu, , (2.1.4) ^,n+l ^ k-l,n k,n ^ k+l,n 
for all integers k and for integers n ^ 0, the generating function 
oo 
u (Z) = I u z^ , (2.1.5) 
satisfies 
which gives 
U_,,(z) = (pz+r+q/z)U (z) , (2.1.6) n+l n 
U (z) = Ti(z)'' , (2.1.7) n 
where 7r(z) = (pz+r+q/z). Expanding Ti(z)̂  as a power series in z, 
and taking the coefficient of z^, one obtains the probability 
distribution u^ ̂  given by 
(n-k)/2 , h+k h n-2h-k Y n!p q r 
h=h 
(2.1.8) 
0 
for all integers k and for integers n ^ 0, where h^ = inax(0,-k). 
The derivation of this result is given in Cox and Miller (1965), page 
26. 
§2.2 Formulae for generating functions 
For i = 1,2, let and V^(z) denote the k-generating 
functions of the probability distribution u^ and v^ respectively, K., n K., n 
i.e. , 
lr=_00 ' V = _00 ' 
i k 
z (2.2.1) 
k=_co k=-«> 
Note that U^(l) + V^(l) = 1 (i = 1,2). In the following theorem n n 
expressions for u\z) and V^(z) are given. Moreover Corollary 2.3 
n n 
gives these expressions in a different form, in order to obtain the 
2 
corresponding probability distributions. Expressions for U^(^) ^^^ 
2 
V (z) can be obtained in a similar manner, n Theorem 2.1 
The generating functions and V^(z) are given by 
»;<z) . I 
- j 
e^ + e^ 
TT ( Z ) 
7r_(z) 
- e;; 
7r_(z) +s^S2 
- e! 
(2.2.2) 
where 
e^ = 7r̂ (z) ± (2.2.3) 
7r^(z) = P^z + R^ + Qjz , (2.2.4) 
= (P^Pz^ /^ ' " = • ( 2 . 2 . 5 ) 
Proof . 
( 2 . 2 . 7 ) 
For i = 1 ,2 , def ine 
D.(z) = p.z - (p.+q.) + q./z (2.2.6) 1 1 1 
and using r^ = 1 - (p^ + q^ + s^) one obtains from (2 .1 .2 ) and (2 .2 .1 ) 
that 
U^^^(z) - / ( z ) = [Dj (z ) -s^]U^(z) + S2V^(z) , 
- V^^) = [D.(z)-s„]v\z) + s.U^(z) , n+l n z z n i n 
while ( 2 . 1 . 3 ) y i e lds 
U^(z) = 1, V^(z) = 0, U^(z) = 0, VQ(z) = 1 . ( 2 . 2 . 8 ) 
Further, def ine the double generating functions 
= I = I v h z ) ^ ( i = 1,2) . ( 2 . 2 . 9 ) 
n=0 "" n=0 
Then from (2 .2 .7 ) and (2 .2 .8 )^ i t i s c l ear that for i = 1 
[ ( l / C - l ) - D ^ ( z ) + s ^ ] U ^ z , C ) - s^V^Xz,^ = l/i , 
(2.2.10) 
[ ( 1 / ^ - 1 ) - D 2 ( Z ) + S 2 ] V ^ Z , 0 - = 0 , 
which gives 
" { [ (1 /^-1) -D^(Z)+S^][ (1 /VI) -D2(Z)+S23-S^S2} ' 
^ [ (1 /^ -1 ) -D2(z )+S2] 
(2.2.11) 
s 
^V (z,0 - { [ (1/^-1)-DJ(z)+S^]C(1/^-1)-D2(Z)+S2]-S^S2} ' 
Note that the var iable ^ in (2 .2 .11) appears only in the form 
( 1 / ^ - 1 ) . In order to f a c to r i ze the denominator of ( 2 . 2 . 1 1 ) , which i s 
a quadratic in (1/C)» introduce 
TT^(z) = CTTj(Z)±7T2(Z)]/2 (2 .2 .12 ) 
where 7r^(z) (i = 1,2,) is given by 
7T. (z) = p.z + r. + q./z 
1 1 1 1 
= 1 + D.(z) - s. . 
1 1 
(2.2.13) 
Clearly from (2.2.12) and (2.2.13) Tr^(z) takes the form given in 
(2.2.4). Further (2.2.11) takes the form 
[l/^-7T_^(z)] + 7r_(z) 
(2.2.14) 
iV (z,0 = 1 
By using partial fractions one obtains 
1 
r ( z , C ) = 
v \ z , o = 
1 
r 1 1 1 
TI_(Z) 1 
1 
2C ( i / C - e ^ ) ( i / c - e _ ) 1 - 2 - 1 
1 , 1 
2^ " 
^ * 
r- 2 -1 
Tr__(z) +SjS2 
(2.2.15) 
where is given by (2.2.3). Finally, by expanding (2.2.15) as a 
power series in ^ and taking the coefficient of ^ one obtains 
(2.2.2). 
The expressions for z) and V (z) can be obtained in a 
n n 
similar manner. Due to the symmetry of the problem these expressions , 
can be written down simply by interchanging p̂ ^ and ^^^ 
r, and r« and s, and s„ in the expressions for V^(z) and u \ z ) 
1 z' 1 z n n 
respectively. 
Corollary 2.2 
2 2 The generating functions U^^^) and ^^^ given by 
u2(z) 
/ -TT_(z) +SjS2 
C + e! 
- e! 
IT (Z) 
ir_(z) +Sj^S2 
^n 
(2.2.16) 
where is defined by (2.2.3), (2.2.4) and (2.2.5). 
The appearance of the square root term in (2.2.2), makes it 
difficult to proceed any further in obtaining the probabilities u^ ^ 
and v^ . The following corollary provides alternative expressions for 
these generating functions which enables us to obtain these probabilities. 
Corollary 2.3 
The generating functions ^^^ ^n^^^ ^^^ given by 
1 1 
= I I i=0 m = 0 
n 
2£ m (s^S2) ir^(z) 7r_(z) 
'0 £ . ^ 
+ y y "" 
m (s^S2) 7r^(z) 7i_(z) 
(2.2.17) 
V^(z) 
'0 z 
= s. I I 
¿=0 m=0 ^ 
n 
2il+l m 
. .Jl-m , .n-(2£+l) . .2m 
(3^82) fr^(z) ^Tr__(z) 
where 
LQ = n/2 - 1, Lĵ  = n/2 for n even, 
LQ = Lĵ  = (n-l)/2 for n odd. 
(2.2.18) 
and (z) is given by (2.2.4) and (2.2.5). 
Proof. 
In order to overcome the appearance of the square root term in 
(2.2.2), use the identities 
(2.2.19) 
where 
(2.2.20) 
Therefore, 
C - e j "0 
¿=0 
n 
2il+l Tr̂ (z) 2£+l 
(2.2.21) 
and 
e^ 4- e;; = 2Mz)" I n 2£ •n^(z) 11 
{2,1,11) 
where L^ and L^ are given by (2.2.18). These results permit writing 
U^(z) and V^(z) as double series in tt (z) and 7r_(z). Substituting n n "r 
these results in (2.2.2) one obtains (2.2.17). 
2 2 
Similarly the expressions for and can be obtained 
by solving (2.1.2) with the initial conditions (2.1.3)^ The 
following corollary gives expressions for and ^{z). 
Corollary 2.4 
2 2 The generating functions and V^(z) are given by 
n 1=0 m=0 
1 ^ 
V^z) = I I 
" £=0 m=0 
n 
I 2£+l 
Ik y 
n ft,' 
11 ^mj 
. .n-(25,+l)̂  , .2m 
(s^s^) Tr̂ (z) TT_(z) (2.2.23) 
- I I £=0 m=0 
n 
2£+l 
(1] 
m 
where L^, L^ are given by (2.2.18) and TT^(Z) is given by (2.2.4). 
Suppose that initially the particle is at the origin. Assume that 
it is in path 1 with probability u^ and it is in path 2 with 
probability v^ (u^ + v^ = 1). Then the generating function of the 
probability of the position of the particle in path 1 (path 2) at the 
1 2 
nth step is given by UQU^(z) + VQU^(z) 
Thus the probability generating function of the position of the particle 
(either in path 1 or in path 2) at the nth step U*(z) is given by 
U-(z) = U Q U ^ z ) + V^(z) 
n n 
+ V 
0 
U^(z) + V^(z) 
n n 
(2.2.24) 
Finally in this section some special cases are considered. 
Corollary 2.5 
If Pi = P2 = P' = " ^2 " ^ ®1 " ®2 " 
then the probability generating function of the position of the particle 
at the nth step is given by 
[pz + (r+s) + q / z T . (2.2.25) 
Proof. For this special case equation (2.2.4) gives 
7r_ĵ (z) = 7t(z) = pz + r + q/z and tt_(z) = 0 . 
Clearly, from (2.2.17) and (2.2.23), 
(2.2.26) 
Thus 
1 2 r 
Ui(z) = V„(z) = I 
£=0 
n n 
n 
21 
2£ , .n-2jl 
s it(z) 
V^(z) = U^(z) = I 
^ ^ £=0 
U ^ z ) 4- v h z ) 
n n 
n 
2£+l 
2£+l . ,n-(2£+l) 
s 7r(z) 
U^(z) + v\z) 
n n 
n 
= I 
j=0 
sJ7r(z)^-j 
= [pz + (r+s) + q/z] 
n 
(2.2.27) 
(2.2.28) 
Note that (2.2.28) corresponds with (2.1.7), except now the 
probability that the particle remains in the same position is (r+s) 
Corollary 2.6 
If s^ = 0, then 
U^(z) = [p^z + r^ + ^^/zt , V^(z) = 0 , (2.2.29) 
n-1 
\ + + q2/z]^[p^z + + q^/z] 
r=0 
n-l-r (2.2.30) 
and 
r\ 
= [p^z + r̂  + q^^z-f . (2.2.31) 
Proof. When ŝ ^ = 0, the only non zero contribution in (2.2.17) 
occurs, when the power of s^ is zero. Hence from (2.2.17) 
L, 
U^(z) = I 
£=0 
n 
2£ TT_̂ (z) 7r_(z) 
"0 
+ I 
£=0 
n 
2£+l TT. (z) 'tt (z) 
3=0 
= [tT_̂ (z) + TT_(z)] n 
= [p^z + r̂  + q^/zl^ (2.2.32) 
and from (2.2.17)2» 
Similarly from (2.2.23) 
V (z) = 0 . n 
(2.2.33) 
£=0 
n 
2£+l 7r_̂ (z) 
TT (z) (2.2.34) 
Using (2.2.21) it is clear that (2.2.34) becomes 
2 ®2 
r^n _ gn^ 
271 (z) 
i-n̂ iz)"" - TT^(z)] 
" ®2 [7T̂ (z) - 7r2(z)] 
n-1 
I 
r=0 
,n-l-r I s^-n^izr ^ ̂  tt2(Z) 
n-1 ,n-l-r 
= 5; S2[P2Z + q2/z]^[p^z + r^ + q^/z] 
(2.2.35) 
Finally equation (2.2.23)2 gives 
= I V 
^ n 
L 
£=0 
2i 
L 
0 i 1 
- 1 \ 
n 
y n L 
j=0 
[Tr^(z) 
[P2Z + 
7T_̂ (z) iT_(z) 
n 
^n 
in 
2 " ^2-
(2.2.36) 
It is worth noting that, the results in Corollaries 2.5 and 2.6 
are as expected. For the free particle case p̂ ^ = q^, ^ 
(see Aifantis (1979a,b)} equation (2.2.5) gives P^ = and P_ = Q_ 
so that (2.2.4) becomes 
TT^(z) = (z+l/z)P^ + R^ . (2.2.37) 
Thus the z term in the generating functions given in (2.2.17) appears 
only as the powers of (z+l/z). Further when diffusion along one path 
is very much greater than that along the other path (see Hill (1980)) 
it is reasonable to assume P^ = ^^ = 2P, p^ = q2 = 0 and hence 
(2.2.37) becomes 
= (z+l/z)P + R^ . (2.2.38) 
Note that the difference tt_|_(z) - 7T__(z) is equal to r^ and is 
independent of z. 
§2.3 Probability distributions of the position of an unrestricted 
particle 
In this section, the probability distribution of the position of 
the particle is given. The probabilities ii3 and v^ are K} n K 5 n 
obtained from the coefficients of z in the generating functions 
U^(z) and V^(z) respectively. To expand the generating functions n n 
/ N n - 2 £ / N 2 i n 
as a power series in z first consider the expression "n̂ Kz) Tr_Cz; 
in equation (2.2.17). For convenience the following notation is 
introduced here, 
HQ = max(a-b,-c), H^ = min(a+b,c), K^ = max(0,-a) . (2.3.1) 
The following lemma gives an identity which is used in expanding the 
generating functions as power series in z. 
Lemma 2.7 
For n-2i > 0 and 2m ^ 0, is expressible 
in the form 
oo n-2£+2m , 
+ k=-(n-2£+2m) 
where the coefficients y , are defined by the convolution a, u, c 
Y „ . „ = I (2.3.3) 
and 
a,b,c a-h,b h,c 
, (b-a)/2 b! Pf^ Q^ 
= (k+a)!(k)!(b-2k-a)! ' R-KQ 
Proof. Clearly 
TT^(z)^ = [P^z + R^ + 
N (N-f)/2 N! P^^ Qi 
= I I 
f=-N i=lQ (f+i)!(i)!(N-2i-f)! ' 
(2.3.5) 
which gives 
n-2£ (n-2£-f)/2 (n-2£) ipf ̂ Q^ ,n-2f-2i-f ^ 
^ » - ( L . ) - l A , (m)!(i)!(n-2£-2i-f)! ^ ' 
(2.3.6) 
+ 
and 
2m (2m-g)/2 2m!pfj Q^ R2m-2j-g ^ 
Tr_(z) ̂  = I I (g+j):!(j)!(2m-2j-g)! ^ 
g—2m j - J Q 
where 
Thus 
IQ = max(0,-f) , JQ = iDax(0,-g) . (2.3.7) 
ii-2t ^ , 2m 
+ f=-(n-2Jl) ^^ g=-2m 
and simplifies to (2.3.2). 
In the following theorem, the probabilities u^ ̂  and v^^^ are 
k . 
obtained by taking the coefficient of z in the generating functions 
u\z) and V^(z) respectively. 
Theorem 2.8 
The probability distribution of the position of the particle at 
the nth step, given that it starts at origin in path 1, is given by 
u k,n 
n/2-|k/2| Cn/2] 
£=0 m=£ 
(n] w 
2m̂  A 
n/2-|k/2|-6j^ Q/2 Cn/2-1/2] 
I ' I 
£=0 m=£ 
f N n I'm' 
2m+l̂  
XJ 
\,n-2m-l,2(m-£)+l ' 
for -n ^ k ^ n and 
V, = St 
k,n 1 I 
£=0 
I 
m=i 
n ^ 
2m+l J 
(2.3.10) 
\,n-2in-l,2(m-£) 
for -(n-1) < k $ (n-1), where [y] denotes the largest integer less 
than or equal to y. 
Proof. Substituting (2.3.2) in (2.2.17), one obtains 
(n-2£+2in) , i 
U ^ z ) = I I 
£=0 in=0 
Lq £ 
+ I I 
£=0 in=0 
^ N 
n £ 
2£ m 
£-in 
n 
2£+l m^ 
Z-m 
(n-2«.+2m) 
I 
'0 £ 
V = I I 
£=0 m=0 
n 
2£+l m V» y 
(s^s^) 
, (n-2£-l+2in) 
y Y z 
k=-(n-2Vl+2m) 
(2.3.11) 
k 
Clearly, in the above expression the summation over k has end points 
depending on both the indicies £ and m. This creates some difficulty 
k 
in obtaining the coefficient of z . To overcome this difficulty using 
the double sum identity, 
N i N N 
one obtains 
Ll Li 
(z) = 
n 
I I 
£=0 m=£ 
n ' m 
£ V • 
1 JN J
I I i= I I i-i 
j=0 i=0 j=0 i=j ^ 
£ 
k = - ( l 2 £ ) 'k,n-2m,2(m-£) 
+ I I 
£=0 m=£ 
r • 
n m 
ZnH-l^ î J 
£ n-2£ 
(2.3.12) 
k = - ( L 2 £ ) ^k,n-2m-l,2(m-£)+l 
(2.3.13) 
LQ lo 
V^(z) = s I I 
^ ^ £=0 in=£ 
n m 
2m4-l £ 
£ k 
, = . ¿ £ - 1 ) "k,n-2m-l,2(m-£) ^ 
Now consider the two cases n even and n odd separately. When n 
is even 
U ^ z ) n 
n n /2-|k/2| n/2 
I I I 
r > 
n m 
2m k J £ 
f k 
n m 
2m+l £ V. • 
V 
n n /2 - lk /2| -6 , n /2 -1 
+ I I I 
k=-n £=0 m=£ 
n-1 n/2-|k/2l -6i , n n /2 -1 
= ^ I I ' I 
k = - ( n - l ) £=0 in=£ 
£ k 
\ , n - 2 m - l , 2 ( m - £ ) + l ^ ' 
( 2 .3 .14 ) 
, . £ ^k 
\ , n - 2 m - l , 2 ( m - £ ) ^ ' 
n 
A \ 
m 
2mfl^ £ 
Similarly when n i s odd 
, n n/2-|k/2| n/2-h 
U ^ z ) = 1 1 I 
k=-n £=0 in=£ 
f > n m 
2m A \,n-2in,2(m-£) ^ 
n m 
2m+l i + 1 1 I 
k = - n £ = 0 T Q = £ 
(n-1) n/2-|k/2| n/2-h 
I I I 
. . £ k 
\ , n - 2 m - l , 2 ( m - £ ) + l ' 
n 
f N 
m 
2m+li 
\. J £ ^ / 
£ 
(2 .3 .15 ) 
k 
\ ,n-2 in- l ,2 ( in -£ ) 
k 
k = - ( n - l ) £=0 in=£ 
Combining ( 2 . 3 . 1 4 ) , (2 .3 .15) and taking the c o e f f i c i e n t of z " one 
obtains the resu l t s ( 2 .3 .9 ) and ( 2 . 3 . 1 0 ) . 
2 2 
Similar expressions f o r u, and v are given by the K ̂ n K J n 
f o l l owing c o r o l l a r y . 
Corol lary 2 .9 
The p r o b a b i l i t y d is tr ibut ion o f the pos i t i on of the p a r t i c l e at the 
nth s tep , given that i t s tarts at o r ig in in path 2, i s given by 
2 
\ , n = s, 
n /2 -|k /2 1-61,^0/2 in /2 -h l 
I I 
£=0 m=£ 
n m 
2m+l V X £ \ , n - 2 m - l , 2 ( m - £ ) 
(2 .3 .16 ) 
f o r - ( n - 1 ) < k < (n-1) and 
k,n 
n/2-lk/2| [n/2] 
I I 
£=0 in=£ 
f n 
f \ 
m 
2m £ \,n-2iii,2(m-£) 
(2.3.17) 
n/2-|k/2|-6j^^Q/2 [n/2-i^] 
£=0 in=£ 
n m 
2m+l k J £ V» J 
£ 
^ ® 1 ® 2 ̂  \ , n-2in-1,2 (m-£) +1 
for -n < k < n, where [y] denotes the largest integer less than or 
equal to y. 
If the particle is initially at 0 in paths 1 and 2 with 
probabilities u^ and v^ respectively, then the probability that the 
particle is at position k, in path 1 (path 2) at the n^^ step is given 
i v L n ^ v L n , 
Finally in this section, the results obtained are illustrated with 
some special cases and examples. The following corollary considers the 
case where p^ = P2 = P> ^ ^ r^ = r2 = r and ^^ = s^ = s. 
This model corresponds with a simple random walk model in which the 
probability of the particle remaining in the same position is r + s. 
Corollary 2.10 
If P^ = P2 = P' q^ = ^2 " " ^2 " ^ ^^^ ®1 " ®2 " 
the probability distribution of the position of the particle initially at 
the origin is given by 
1 . 1 2 2 
\ , n ^ \ , n = \ , n ^ \ , n 
(n-k) n „ , . n-k-2h Y n!p q (r+s) ^ 
L (h+k)!h!(n-k-2h)! ' U-i-i»; 
h=h. 
for all integers k and for integers n ^ 0, where h^ = max(0,-k). 
Proof. When Pj = P2 ^ P» " ^2 " r, = r„ = r and s, = s 
equation (2.2.5) becomes 
P = P, Q^ = q, = ^ ^^^ = Q- = = 0 (2.3.19) 
which gives together with (2.3.3) and (2.3.4) that 
oT . = 6 n» T u = n • 
a,b a,0 b,0' 'a,b,c a,b c,0 
Hence equations (2.3.9) and (2.3.10) reduce to, for 
(n-!k|)/2 
(2.3.20) 
-n < k < n. 
1 I 
£=0 
n 
2Z 
2£ + 
® \ , n - 2 £ ' 
(2.3.21) 
while for -(n-1) <: k < (n-1). 
V. 
k,n 
n/2-|k/2|-6k^0/2 
i=0 
n 
2£+l 
2il+l + 
® \ , n - ( 2 £ + l ) • 
2 2 
Similar results hold for u, and v, 
k,n k,n 
(2.3.22) 
for -n ^ k $ n. Thus the 
probability that the particle is at position k at the n^^ step, starting 
from the origin is given by 
1 ^ 1 2 2 
U, + V, = U. + V, 
k,n k,n k,n k,n 
n-|k| 
I 
i=0 
i + 
s a, 
k,n-i 
n-|k! (n-i-k)/2 
I I 
i=0 h=hQ 
. h+k h n-(i+k)-2h i 
n! p q r s 
(h+k)!(h)![n-(i+k)-2h]!(i)! ' 
(n-k)/2 (n-k-2h) ^ . . ^ h - k ) ^ n - ( i + k ) - 2 h ^ 
" , 4 i![n-(i+k)-2h3! (h+k) !h!(n-2h-k) ! ' 
h=hQ 
(n-k)/2 
I 
h=h^ 
i=0 
n! p q (r+s) 
(h+k)!(h) ! (n-2h-k)! 
(2.3.23) 
where h^ = max(0,-k). 
Notice that the result above does agree with that of the classical 
random walk model (see (2.1.8)) as expected. Now, consider the case 
s^ = 0, in which downward transitions are forbidden. 
Corollary 2.11 
If s^ = 0, then 
u 
k,n 
n 
I 
i=0 
(2.3.24) 
for all k such that -n < k ^ n, which take the form of simple random 
walk model with parameters p^, q̂ ^ and r^^. 
Proof. When s^ = 0 the equations (2.3.9) and (2.3.10) give 
1 
[n/2] 
I 
m=0 
n 
2m 
[n/2-i^] 
Y + y ^k,n-2m,2m ^ 
n 
2m+l \,n-(2mfl),2m4-l 3.25) 
which reduce to (2.3.24). and v, = 0 for -n < k ^ n respectively. 
X K.} n 
In order to show that this takes the form of a simple random walk model, 
take the generating function of (2.3.24) which gives 
k 
n n 
ui(z) = I I 
k=-n i=0 
n Ti . . z 'k,n-i,i 
^ T ^ ^k n-i i 
Further using (2.3.2) one obtains 
(2.3.26) 
1 
^ ( z ) = I 
i=0 n 
fnl 
1 
/ s^-i / NI (2.3.27) 
which reduce to 
u \ z ) = [7r_̂ (z) + TT (z)]"" 
n + — 
= [p^z + r^ + q ^ / z f , (2.3.28) 
the generating function of the position of the particle of a simple 
random walk model with parameters p^^, q^ and r^. 
Now consider few examples to illustrate the probabilities of the 
position of the particle as given by (2.3.9), (2.3.10), (2.3.16) and 
(2.3.17). First of all consider the probability that the particle is 
in p o s i t i o n n at the n^^ step. Clearly from ( 2 . 3 . 9 ) and ( 2 . 3 . 1 0 ) , 
u n,n 
[ n / 2 ] 
111=0 
n 
2in 
Cn/2-ii] 
^n,n-2m,2m m=U 
n 
2nH-l \,n-(2iiH-l) ,2m+l 
n 
= I 
i=0 
T n , n - i , 1 
n 
= I 
i=0 
a . . a . . n - i , n - i 1 , 1 
(2 .3 .29 ) 
n 
= I 
i=0 
pH-i pi 
= (P^ + P_) n 
n 
and 
V = 0 . n,n (2 .3 .30 ) 
Similarly 
u 1 i-n ,n 
n 
I 
i=0 
Y - n , n - i , 1 
n 
I 
i=0 
a , . .a . . - n + i , n - i - 1 , 1 
(2 .3 .31 ) 
(Q+ + Q_) 
n 
= q 
n 
and 
V = 0 . -n ,n 
(2 .3 .32 ) 
Further, one can show that 
2 /T, T̂  \ n n V = (P. - P ) = Po , n,n + - 2 
and 
(2 .3 .33 ) 
ut = 0 . ±n,n 
(2 .3 .34 ) 
Finally, the probability distributions of the position of the 
particle for n = 2 and n = 3, are given explicitly. Using (2.3.29), 
(2.3.31) and (2.3.33) one can easily obtain the probabilities 
i i i 
±̂2,2' ^±2,2' ^±3,3 
1 
±̂3,3 u.«^ and vT^ ^ for i = 1,2. In order to obtain 
the remaining probabilities, the necessary values for the Y, a and 
a" functions are given in Tables 2.1 and 2.2(pages 47 , 48 ). For the 
case n = 2, which represents the even number of steps, (2,3.9) and 
(2.3.10) give 
1 1 
I 1 
£=0 m=£ 
1 ^ ^ 
^ 0 2 " ^ I
n m 
2m 
^ J £ 
^ f2l 
1 2 
^0,2 = 1 ^0,1,0 ' 
2 " ^ m=0 2mj'̂ ±l,2-2m,2m ±1,1,1 ' 
^±1,2 = ^ ^±1,1,0 • 
These can be simplified by using Tables 2.1 and 2.2 to give 
(2.3.35) 
1,2 = ^ ^1^2 ' M , 2 = ^ ^1^2 • 
(2.3.36) 
For n = 3, which represents the odd number of steps 
1 ^ ^ 
I 
' 3 ' m 
2m £ 
+ I I 
Tn=Ä 
Í 3 ^ 
m 
211H-I £ 
1 ^ ^ 
Vq 3 = s 5; 
3 1 m 
£ 
1 ^ ^ 
u+1 3 = I I 
1 1 
+ I 1 
Z=0 m=Z 
'3^ m 
2m̂  £ 
3 m 
2m+l £ 
1 ^ • 
3 = I I 
( 
'Yo,3-2m-l,2(m-jl) ' 
(s^s^) y+i^3_2ni,2(in-£) 
{ \ 
Ks^s^) T+i^2-2m,2(m-il)+l ' 
r a 
"̂ ±1,2-2111,2 (m-il) * 
1 
(2 .3 .37) 
f K 
3 ^ m 
2mH-l £ 
1 3 3 
""±2,3 " ^^ 2ml'̂ ±2,3-2in,2iii !2m+lJ'Y±2,2-2in,2m+l ' 
ni=u m—u 
1 
I 
in=0 
These simplifying to 
±2,3 2itrf-l '^±2y2-2m,2m ' 
* T T i S 1 I > ^ 
^0,3 = 
r^ + r^ + r^r^ + + 2p2q2 + P2qi + Pi^zJ 
= + 2p2r2 + + P^r^) , 
(2 .3 .38) 
Note that these expressions agree with those expected. Hence these 
formulae provide a check on the general result. 
§2.4 Mean and variance of the position of the particle 
The mean and variance of the position of the unrestricted particle 
can be obtained in a variety of ways. Hill (1980) obtained the mean 
and variance by solving difference equations derived from ( 2 . 2 . 7 ) . 
In this section, the expressions for the generating functions given in 
Theorem 2 .1 are used to obtain the results given in Hill (1980). In 
2 
the process of calculating the mean y and variance Q one needs 
n n 
to determine expressions for the following. 
Y^ = I k uj , = I k v ^ 
^ ki-co ^ k=-co 
(2 . 4 . 1 ) 
and 
< = J k(k-i) 
i ^ ^i 
(i = 1,2) (2 .4 .2 ) 
so that the mean and variance of the position of the particle after n 
steps conditional on its initial position are given by 
U^ = Y^ + fiS ^n 'n n ' n 
= e^ + -n * ^n y. n 
( i = l , 2 ) . ( 2 . 4 . 3 ) 
It is convenient to introduce the following notation here. 
6 = 1 - (s^+s^) , = Pi - » fi = s^Us^+s^) (i = 1,2) . ( 2 . 4 . 4 ) 
Theorem 2.12 
The mean position after n steps y^ , of an unrestricted particle. 
initially at the origin in path i , is given by 
= An + B^(l-e")/(l-e) (i = 1,2) ( 2 . 4 . 5 ) 
where A and B^ (i = 1,2) are constants which are defined by 
Proof. The following expressions are used in obtaining y and n 
(i = 1,2) which are derived after considerable algebraic n 
calculations. 
dz = An + 
n̂-l (e^f^ + e2f2)n , 
z = l 
_d_ 
d z 
n 
r + 
n̂ = An - n̂-l 
z = l 
dz { T r _ ( z ) [ T T _ _ ( z ) ^ + s ^ s ^ ] 
z = l ( 2 . 4 . 7 ) 
= 2(e^-e2)(f^-f2)/(s^+S2) 
z = l 
and 
j" - e;; n, = d - e " ) , 
Z=1 
TT (Z) TT__(z) + S^S2 
T T _ ( z ) + S^S2 
z = l 
= 2/(s^+S2) 
z = l 
( 2 . 4 . 8 ) 
D i f f e r e n t i a t i n g ( 2 . 2 . 2 ) , u s i n g ( 2 . 4 . 7 ) a n d ( 2 . 4 . 8 ) , i t c a n be shown 
t h a t 
- - .n-1 y' U^z) 
'n d z n 
n d z n 
= C^ + Af2n + (nE^ - C^e) 6 
( 2 . 4 . 9 ) 
= C^ + Af^n + (nE^ - ^ , 
2=1 
where the various constants are given by 
(2.4.10) 
Thus for i = 1, the result (2.4.5) follows from (2.4.3)^ and (2.4.9). 
Similarly for i = 2, it can be shown that 
Y^ = C2 + Af^n + (nE^ - 026)6'̂  ̂  
= C. + Af.n + (nE_ - 0.6)6'' ̂  n 2 1 I L 
(2.4.11) 
where 
C„ = f.(e. + B. - A)/(l-e) , C„ = f„(e + B - A)/(l-e) I I I I z 2 i 2 (2.4.12) 
^2 = ^2^2 - ^1^2 ' \ = -f2(ei + B^) . 
2 Therefore y^ can be obtained by interchanging e^ and e^ and f̂^ 
and f„ of » 
Z n 
Hill (1980) considers the particle at origin in paths 1 and 2 with 
probabilities u^ and v^ respectively. For his model, mean position 
y of the particle after n steps is given by n 
which reduces to the result given in Hill (1980), 
y = + B(l-e'^)/(l-e) (2.4.14) n 
where 
B = e^(uQ - f^) + e^iv^ - f^) . (2.4.15) 
Theorem 2.13 
The variance of the position after n steps, of an unrestricted 
particle initially in path i is given by 
il2 i ^ i ( a = e + y - y n n n n (i = 1,2) (2.4.16) 
where 
e^ = n ( n - l ) A ^ + 2nF. + 2G.[l-ne'' V (n- l ) e""]/(1-6) . (l-e"") / (1-6) , 
n 1 1 1 
^n-1 
( i = 1,2) (2.4.17) 
and the constants F^, G^ and H^ are defined by 
(2.4.18) 
G. = e^E. + e^E. , ( i = 1,2) 
Also, A and B^ are given by (2 .4 .6) , C^, C^, E^, E^ are given 
by (2.4.10) and C^, C^, E^, are given by (2.4.12) . 
Proof. Without loss of general i ty, take i = 1. The fol lowing 
expressions, derived a f ter considerable algebraic ca lcu lat ions , are 
used in evaluat ing 
dz 
2 "n 
1 
and V (z) 
z=l 
dz 
2 n 
(2.4.19) 
z=l 
dz' 
= n ( n- l )A^+ 2n(q^+q2) + n(n-l) (e^f ^+e2f2) ^ , 
z=l 
dz" 
- e!! = n(n-l )A^ + 2n 
z=l 
+ 2f^f2(e^-e2) 7(1-6) 
2.n-2 
- n(n-l ) (e^f^ + e2f2) 
(2.4.20) 
dz 
"2 {7r_(2)C7T__(z) +Sj^S2] = 4f^f2 
z=l 
(s^+s^y (s^+S2) 
dz' 
7T_(z) +S^S2 
-J. 
= 4 
Z=1 
(q^-q2)(f^-f2) ^ (e^-e2)^L(f^-f2)^-2f^f2^ 
(s^+S2) (s^+S2) 
Differentiating ( 2 . 2 . 2 ) twice and using ( 2 . 4 . 7 ) , ( 2 . 4 .8 ) and (2 .4 .20) 
it can be shown that 
dz 
2 "n 
- 2 
= n(n-l)f2A + 2n[f ^ (q^f ^+q2f2) + 
z=l 
2nf f 
+ n(n-l)f^(e^f^+e2f2) 
2.n-2 
(2 .4 .21) 
2 
+ 2f^f2 d-e"") 
and 
d^ ..1 
dz 
2 n 
V^(z) 
-r2 
= n (n-l) f^A^+ 2nf^[(q^f2+q2fi) " 
z=l 
2nf 
+ T l T ^ ( e r V ^ 2 f ^ f 2 ( e ^ - e 2 ) + (f ^-f2) (e^f2+e2f ^ ] 
- n(n-l)(e^f 
2nf 
2.n-2 
n-1 
+ 2f 
(e^-e2) 
( 1 - e ) 
( 1 - 6 ) 
d-e'') . 
(2 .4 .22) 
Therefore 
e = 
n 
dz 
2 "n 
+ V ^ z ) 
dz 
2 n 
z=l z=l 
= n (n-l)A^ + 2n 
2 ' 1 2' 
2nf 
+ (1-6) + A] 
( 2 . 4 . 2 3 ) 
(1-6) 1 1 2 2' 
+ 2f 
(1-0) 
(1-6) 
d-e"") 
which reduces to ( 2 . 4 . 1 7 ) . 
The expressions for e^ corresponds to that given in Hill (1980) 
with UQ = 1 and v^ = 0. 
§2 .5 Reflecting barrier at 0 
In this section the effect of a barrier on the movement of the 
particle is considered. Suppose that at 0 there is a reflecting 
barrier which is defined in the following way. If the particle is at 
0 in path i ( i = 1 ,2 ) then at the next move it has probability 
p . + q^ of moving to the right, r^ of staying at 0 in path i 
and s . of staying at 0 but exchanging paths. Under these 
conditions, let ^ , v^ (i = 1 ,2) denote the probabilities that 
K., n K, n 
at the n^b step the particle is at position k in paths 1 and 2 
respectively, given that its initial position is at the origin in 
path i . These probabilities are given by the following theorem. 
Theorem 2 .14 
The probability distribution of the position of the particle after 
n steps, given that it starts at origin in path 1, is given by 
n-1 1 _ 1 
V i , j \ + i , j 
2 _ 2 
V l , j \ + l , j 
n-1 2 2 
V — V 
k-l,j 
1 _ 1 
(2.5.1) 
for k ^ 0, n ^ 0 where u^ and v^ (i = 1,2) are given by 
ic ̂  n ic ̂  n 
(2.3.9), (2.3.10), (2.3.16) and (2.3.17). 
Proof. Suppose one defines 
u^. ^ = v^, = 0 (i = 1,2) , (2.5.2) 
then one obtains the following forward equations 
(2.5.3) 
-1 -1 , - 1 , - 1 , -1 . -1 r 
V, , 1 = PoV, , + r^v, + q^v, , , + s.u. + «io'̂ n i k,n+l ^2 k-l,n 2 k,n ^2 k+l,n inc,n ^2 0,n k, 1 
for i = 1,2, with the initial conditions 
u,̂  . = 6 
k,0 ^k,0 ' \ , 0 ° ' \ , 0 " ' "k,0 "k,0 ' 
-2 n -2 A (2.5.4) 
for integers k ^ 0 and n :> 0 where is the usual Kronecker 
delta. Now introduce the generating functions 
= I \ n^"^ ' = ^ \ n 
"" k=0 k=0 
-i k 
z (2.5.5) 
for equation (2.5.3) to obtain 
1-1 
( 2 . 5 . 6 ) 
where D^(z) (i = 1,2) is given by (2.2.6). Further from (2.5.A) and 
(2.5.5) one obtains 
uj(z) = 1, vj(z) = 0, U^(z) = 0, V^(z) = 1 . (2.5.7) 
Moreover, introduce the double generating functions 
= I = I ( i = l , 2 ) . (2.5.8) 
n=0 "" n=0 
Then for i = 1, it is clear from (2.5.6) and (2.5.7) ̂̂  2 that 
where 
(2.5.9) 
• I . 'J«« -1 • 
Therefore one obtains the double generating functions 
[(1/C-1)-D2(Z)+S2] 
{[(1/C-1)-D^(Z)+S^][(1/C-1)-D2(Z)+S2]-S^S2] 
(2.5.10) 
(2.5.11) 
+ 
and 
CV - {[(i/^.I)_D^(z)+S^][(1/^-1)-D2(Z)+S2]-S^S2} 
{C(l/C-l)-Di(z)+s^]L(l/C-l)-D2(z)+S2J-s^S2i ' 
Now comparing (2.2.11) with (2.5.11) and (2.5.12) one can readily 
write down the expressions for the k-generating functions namely 
(2.5.12) 
(2.5.13) 
Vl(z) = V^Cz) + + 
where U^(z) and V^(z) (i = 1,2) are the generating functions n n 
for the unrestricted particle given by (2.2.2) and (2.2.16). Then by 
taking the coefficient of z in (2.5.13) one obtains the result 
(2.5.1). 
- 2 The following corollary gives the expressions for u^ ^ and 
- 2 
k,n' 
Corollary 2.15 
- 2 - 2 The probability distribution u, and v, is given by K. y TI iC 9 XI 
O 9 
~ = + y • - 2 
- 2 
1 1 
V l , j ~ "k+l,j 
2 2 
2 2 -2 2 2 V — V 
1 _ 1 
\-l,j \+l,j 
(2.5.14) 
for k ^ 0 and n ^ 0. 
Note that, although u^ and vjt (i = 1,2) appears in the u, n u, n 
solution for ^ and vf (i = 1,2), these can be obtained by using K.,n k,n 
the same solutions and the initial conditions 
-1 
"i.o = ^¿.0 = X o = = 1 • (2.5.15) 
For example (i) when n = 1, 
-1 1 a. 
"0,1 = "O.l + ii^i.o "-1,0 - "1,0 "-1,0 - "1,0 
= ' 
'0,1 = '¿.1 
2 2 
M , 0 - ^1,0 
1 _ 1 
'-1,0 'l,0 
(2.5.16) 
= s 1 ' 
(ii) when n = 2 
1 
j 
-1 1 ^ V / 1 1 
-1,3 1»J 
u - u, 
-1 1 ^ V / -1 r ^ 2 "I . -1 
and when (iii) n = 3 
2 
u , . - u, . 
-1,3 1,3 
u 
r 3 
(2.5.17) 
- V. 
-1,3 1,3 
- u. 
-1,3 1,3 
-
2 
- 1 
V 
1 ^ 1 Y 
0,3 ""0,3 V 0 , 2 - j 
2 2 
V , . - V, , 
-1,3 1,3 
= s r^ + r^ + r^r^ + + 2p2q2 + P2qi + Piq2 
(2.5.18) 
-1,3 1,3 
= s r^ + r^ + r^r^ + + q^ip^+q^) + q2(P2+q2^ 
Notice that these expressions are as expected. Finally in this section 
the case n = 2 is considered to illustrate the results. Clearly, for 
n = 2 one obtains from (2.5.1), that 
- 1 1 V i - 1 1 1 
-1 
V 
2 _ 2 
V l , j \ + l , j 
2 _ 2 
(2.5.19) 
" 1 _ 1 " 
\ - l , j ""k+UiJ/-
Then for k = 1 
-1 1 ^ V 
"1.2 = "1.2 
1 + T J 
"i^i.i-j 
l-i 
1 1 
0.3 2,] 
'0,J '2,3 
-^"2^0,1-3 
" • " A n 
"0,3 - "2.3 
(2.5.20) 
- V, 0,j 2,j 
Using (2.5.1), (2.5.15) and (2.3.9) these simplify to 
For k = 2 
(2.5.21) 
- 1 V. 
-1 1 ^ V i -1 1 1 
-2,2 = "2,2 ^ J q - "3,31 •J 
-1 1 V i -1 2 2 V, . - V. - 1 
2 2 u, . - u„ , 1,3 3,3 
(2.5.22) 
l,j 3,311 ^2"0,l-jLlO 3,3l|J 
1 1 V, . -
which gives 
(2.5.23) 
The results for k = 0 are given in (2.5.17). Therefore, the 
probability distribution of the position of the particle after 2 steps, 
given that the particle is initially at the origin in path 1, is given 
by (2.5.17), (2.5.21) and (2.5.23). Note that these expressions are as 
expected. 
§2.6 Absorbingbarr ier at 0 
In this section it is assumed that there is an absorbing barrier 
at 0, i.e. once the particle reaches 0 it stays there forever. Let 
uf , vf (i = 1,2) denote the probabilties that the particle is k,n k,n 
at position k in paths 1 and 2 respectively, at the nth step given 
that its initial position is at K in path i and 0 is an absorbing 
barrier. Then "0,n + , (i = 1,2) gives the probability of 
absorption at 0 at the n^^ step given that its initial position is 
at K in path i. Theorem 2.16 gives the probability distribution 
of the position of the particle and Corollary 2.18 gives the absorption 
probabilities. 
Theorem 2.16 
The probability distribution u^ and v^ is given by K, n K., n 
n-1 = 1 ^ 1 _ y H 
= 1 
= 1 
''0,n-(j+l) 
= 1 
=1 2 
= 1 ^ 1 
1 
n-1 
- 1 
3=0 
= 1 
(2 .6 .1 ) 
= 1 
for k ^ 0, n ^ 0, where u^ ^ and v^ ^ (i = 1,2) are given by 
(2.3.9), (2.3.10), (2.3.16) and (2.3.17). 
Proof. It is easily seen that u^ ^ and v^^^ , (i = 1,2) satisfy 
C2.6.2) 
for integers k > 1 and n > 0, Further for k = 0 ,1 and n ^ 0 
and 
=i =i 
" l ,n+l - r.u, 1 l,n 
=i =i 
"0 ,n+l 
=i =i 
= V l . n 
=i =1 
(2 .6 .3 ) 
(2 .6 .4 ) 
together with the initial conditions 
= 1 = 1 =2 =2 (2 .6 .5 ) 
where 6 . . is the usual Kronecker delta. Now introduce the generating 
ij 
functions 
n ^to k=0 
(2.6.6) 
and in the usual way from ( 2 . 6 . 2 ) , ( 2 . 6 . 3 ) , ( 2 . 6 .4 ) and (2 .6 .5 ) one 
obtains 
=i 
+ 
=i 
V 0 , n > 
(2_. .6. 
=i =i 
V 
0,n 
+ 9 
where D^(z) and 7r^(z) (i = 1,2) are given by (2 .2 .6 ) and (2 .2 .13) 
respectively. Further the initial conditions yield 
U^(z) = z^ , vj(z) = 0, U^(z) = 0, ^ ( z ) = 
Now introduce the double generating functions 
K (2.6.8) 
= I = I v;;(z)C^ . ( 2 .6 .9 ) 
n=0 n=0 
Thus for i = 1, from (2 .6 . 7 ) and (2 .6 .8)^^2 obtains 
[(1/^-1) - + - s ^ V ^ z , ^ = z^/Ç -
(2.6.10) 
[(1/C-l) - D^Cz) + s^lV^z,^) - s y ( z , C ) = - 7Î2(z)V^(0 + s^U^(C) 
where 
= I uj v¿(5) = I S 
n=0 n=U 
Therefore one obtains the double generating functions 
^^ Z^[(1/C-1)-D2(z)+S2] 
=1 .n =1 = 1 ^n (2.6.11) 
Tr.(z)ul(C)+s,vi(0 
2-^L: r ^ ^ o 2 O'^U 2i-2 
= 1 
(2.6.12) 
= 1 
Tro(z)vA(C)+s,U^(Q 0 
{[(l/Ç-l)-D^(z)+s^][(l/^-l)-D2(z)+S2]-s^S2} 
and 
= 1 
k 
z s 
^^ " {C(l/C-l)-D^(z)+s^][(l/^-l)-D2(z)+S23-s^S2> 
(2.6.13) 
{C(l/C-1)-D^(z)+S^][(l/C-1)-D2(z)+S2]-S^S2T 
Comparing these expressions with (2.5.11) and (2.5.12) one can readily 
obtain the k-generating functions 
n-1 rr-
=1, , K„1 U (z) = z 
n n 3=0 V L 
uj(z) 
U?(z) 
(2.6.14) 
where U^(z) and V^(z) (i = 1,2) are the generating functions for 
n n 
the unrestricted particle given by (2.2.2) and (2.2.16). Therefore 
by taking thé coefficient of z^ of (2.6.14) one obtains the result 
(2.6.1). 
The following corollary gives the expressions for uĵ  ̂  and 
=2 
k,n 
Corollary 2.17 
=2 =2 The probability distribution ul and v, is given by K. jtt K. ̂n 
=2 _ ^ \ J 
\,n \-K,n - ^¿Q l^'o.n-Cj+l) 
2 1=2 
=2 1 4. =2 
=2 
k,n 'k 
2 1=2 
(2.6.15) 
= - I fo,n-j=0 (j+1) 
for k ^ 0 and n ^ 0. 
As in the previous section although u^ ̂  and v^ ̂  appears in 
the solution for u^ ̂  and v^ ̂  (i = 1,2), they can be obtained by 
using the same solutions given by (2.6.1) and the initial conditions 
(2.6.16) 
However when K = 0 it is clear that 
= 1 = 1 (2.6.17) u,̂  = <5, and v, ^ = 0 . k,0 0,n k,n 
Therefore for K > 0 one obtains from (2.6.16) 
= 1 =1 =2 =2 _ 
^0,0 = ^0,0 = "0,0 = ^0,0 - ° • 
Thus the probability of absorption at 0 at the n^^ step, when the 
(2.6.18) 
, can be obtained particle is initially at K in path i 
by substituting k = 0 in (2.6.1), (2.6.15) and adding the resulting 
equations. The following corollary gives this result. 
Corollary 2.18 
The probability of absorption at 0 at the n^h step from initial 
position K in path i (i = 1,2) is given by 
n-1 
- A (j+i) p.u , + r.u„ . + q,u, . + s.u^ . -l,j 1 0,j l,j 1 0,3 
. =1 
"0,n-(j+l) 
2 ^ 2 ^ 2 ^ 1 
^2 - l , j 2 0,3 2̂ 1,3 2 1,3 
" 1 ^ 1 ^ 1 _L 2 " 
(2.6.19) 
, (i=l,2) 
for K > 0 and, where u^^^ = v^^^ = = v^^^ = 0 . 
Finally in this section some examples are given to illustrate the 
results obtained. First consider the absorption probabilities when 
the particle is initially at K = 1. Thus for K = 1 equation (2.6.19) 
gives 
(j+1) 
=1 1 V h 
-0,n = "-l,n - ^ r0,n-(3-
1 
PoU 1 4 + r.u. . + q„u, . + s.u. . 
3 
1 =1 
0,n-(j+l)|j;2"-l,j ^ ^ ^2-1,j °2"0,3li ' 
(2.6.20) 
" 2 ^ 2 ^ 2 ^ 1 
PoV-, , + r.v. , + q.v. , + s.v. 
. = 1 
PiV 
1 1 ^ 2 
+ ^ + q,v, , + s,v_ , 
Then clearly for n = 1, 
= 1 
u^ , = u 
1 
0,1 • "-1,1 " ' '0,1 "-1,1 
1 1 n v^ , = V , , = 0 (2.6.21) 
and for n = 2 
(2.6.22) 
Further for n = 3, 
1 
u 
0 ,3 
3q^r^ + + ^s^s^q^ + s^S2q2 
+ A) 
= q^r^ + p^q^ + , 
- [r^Cq^r^ + S2(s^q2)] 
(2 .6 .23 ) 
= 1 
- + s^r^) 
= s^(r2q2 + q2^i) • 
Now consider the probability distribution of the position of the 
particle initially at K = 1, with an absorbing barrier. For K = 1 
and n = 3 equation (2 . 6 . 1 ) gives 
"¿,2-j 
= 1 1 V J 
" k . 3 V l . 3 - 1 
^ ^0.2-1 L' 
\ . 3 = V i . 3 - r o . 2 -
P i V i . j + ^ ' ' i V i . j + 
P 2 V 1 . J + + ®2\ , iJ j 
(2 .6 .24 ) 
The results for k = 0, are given by (2 .6 .23) 
For k = 1, ( 2 . 6 . 24 ) becomes 
= 1 
" 1 . 3 
= u 
0 , 3 - I u 
j=0 
= 1 
+ v!; ^ . 
0,2-j 
( 2 . 6 . 25 ) 
= 1 
" 1 , 3 
= V 
0 , 3 ¿0 ^ V l . j + V l j + 
"0,2-j 
I , 
which provides 
= 1 
" 1 , 3 
r^ + SPiqi^i + ^SjS^r^ + s^s^r^ - (r^qiPi) 
= rj + + 2s^s2rj + s^s^r^ , 
= 1 
" 1 , 3 
= s 
= s 
rJ + r^ + r^r2 + + + p^q^ + P^q2 
- s^q2(P2) - ^i^Pi^i + 
r^ + r^ + r^r^ + P^q^ + P2q2 + Piq2 
( 2 . 6 . 26 ) 
Similarly for k = 2, 
= 1 
^2,3 
+ 2q^p^ + 2S^S2P^ + S^S2P2J 
- q^Pl 
( 2 . 6 . 27 ) 
and for k = 3 
" ^ 3 ° ^''iPl ' 
' 3 , 3 = Pi + P1P2 + P2 
(2.6.28) 
Finally for k = 4 
= 1 - n^ 
- Pi ' 
• « • 
(2.6.29) 
Therefore the probability distribution of the position of the particle 
after 3 steps, given that initially the particle is at position 1 in 
path 1, is given by (2.6.23), (2.6.26), (2.6.27), (2.6.28) and (2.6.29) 
Such expressions might be expected, and provide a check on the results. 
Y i,0,j 
^ 0 , 1 , 1 
^0,1,2 
Y 0,2,1 
Y 
Y 
1,1 ,1 
1,1,2 
1 , 2 , 1 
Y 2 , 1 , 2 
Y 2,2,1 
+ 
a. . 
1,3 
a. . 
(i,j = 0,1,2,...) 
(i,j = 0,1,2,...) 
4 , l^Il,2 +^0,1^0,2 ^^-1 ,1^1 ,2 
^ ^ - 1 , 2 ^ 1 , 1 
4 , 1 ^ 0 , 1 + 4 , 1 ^ 1 , 1 
4,1^0,2 + 4 , I 4 , 2 
4 , 2 ^ I i , 1 + 4 , 2 ^ 0 , 1 + 4 , 2 4 , 1 
4 , I 4 , 2 + 4 , 1^^,2 
4 , 2 4 , 1 + 4 , 2 ^ , 1 
Table 2.1 Y t, terms of a functions for special values 
— a,b,c 
of a, b and c. 
+ + 
"-1.2 
+ + 2 
P± p; 
+ + 3 
Q± "0,3 
< + 
+ 2 + 2 2 
E^ + 
. » •• 
+ + 2 
3 P > , 
Table 2.2 a , functions appearing in Table 2.1, in terms of 
a,b 
Q+ and = 1). 
CHAPTER 3 
COUPLED MASTER EQUATIONS FOR A MEDIA WITH 
Two DISTINCT DIFFUSION PATHS 
§3.1 Introduction 
In this chapter, the discrete random walk model described in 
Chapter 2 is generalized by allowing time to be a continuous variable. 
Thus, it is assumed that a particle moves along two distinct horizontal 
paths, say the upper path 1 and lower path 2. If at time t the 
particle is at integer k in path i (i = 1,2) then in the subsequent 
time interval At it moves to k+1 with probability a^At, moves to 
k-1 with probability 3^At and exchanges paths but remains in the 
same position at k with probability 6^At. Further, it is assumed 
that it remains at k in path i with probability where y^ 
is given by 
= CI - (a^ + 3. +'6.)At] (i = 1,2). (3.1.1) 
These probabilities are assumed to be independent of the position 
of the particle. 
Here the problem of an unrestricted particle initially at the 
origin is considered and the expressions for the solutions of the 
coupled Master equation model are given. In Section 3.2 four different 
ways of obtaining the generating function of the position of the 
particle are discussed and in Section 3.3 the corresponding 
probability distribution is given. In Section 3.4, the mean and the 
variance of the position of the particle is obtained in two different 
ways. In Section 3.5 the probability distribution of the position 
of the particle with a reflecting barrier at 0 is obtained and in 
Section 3.6 the problem with an absorbing barrier at 0 is studied. 
Consider (1.1.4) subject to the initial condition 
V O ) = V o ' (3.1.2) 
where 6.. is the usual Kronecker delta. In this section, for 
comparison, the solution of the above classical Master equation model 
is given. Clearly from (1.1.4), generating function 
U(z,t) = I , (3.1.3) 
k = _ o o 
satisfies 
M ^ = 7r*(z)D(z,t) , (3.1.4) 
where 'n*(z) = (z-1) (a-3/z). Therefore, 
U(z,t) = exp ir*(z)t . (3.1.5) 
Using the well known identity 
oo 
exp{p(z+z"b} = I I, (2p)z^ , (3.1.6) 
k=-«> ̂  
it can be readily established that 
u^(t) = y2(a3)^'t] , (3.1.7) 
where I, (x) is the modified Bessel function of order k. The 
IV 
derivation of this result is given in Barber and Ninham (1970), page 34 
§3.2 Formulae for generating functions 
Let and v^(t) (i = 1,2) denote the probabilities 
that the particle is at position k in paths 1 and 2 respectively 
at time t given that its initial position is at the origin in path i, 
Further, let 
U^z,t) = I V^(z,t) = I vj(t)z^ (3.2.1) 
denote the k-generating functions of uj^(t) and respectively. 
Note that U^ ( l , t ) + V^ ( l , t ) = 1 (i = 1 , 2 ) . The following theorem 
gives expressions for U^(z ,t ) and V ^ ( z , t ) , and expressions for 
2 2 
U ( z , t ) and V ( z , t ) can be obtained in a similar manner. Corollary 
3 .3 gives an alternative form of the expressions for U^(z ,t ) and 
V^ (z , t ) (i = 1 , 2 ) , in order to obtain the corresponding probabilities. 
Before Corollary 3 . 2 , three different proofs of Theorem 3.1 are 
presented. 
Theorem 3.1 
The g'enerating functions U^(z ,t) and V^(z ,t ) are given by 
Cosh t 
7 T * ( z ) 
+ — Sinh t IT''(z) +6,6 
1 ?J j ' ( 3 . 2 . 2 ) 
V •r zn- Sinh t 
^ . o c 
7i*(z)2+6,6 
1 2 
where 
Tr*(z) = [Ti*(z) ± Tr*(z)]/2 , ( 3 . 2 . 3 ) 
and TT^(z) ( i = 1 ,2) is given by 
( 3 . 2 . 4 ) 
Proof 1. For the unrestricted particle, the following forward 
equations 
( 3 . 2 . 5 ) 
are obtained for i = 1,2 with the initial conditions 
= \ ( 0 ) = 0. = (3.2.6) 
for all integers k and t $ 0, where is the usual Kronecker 
delta. Clearly taking limits as At tends to zero, one obtains from 
(3.2.5) 
3uJ(t) . . . . . 
(3.2.7) 
9v^(t) . . . . . 
k 
Multiplying both sides of (3.2.7) and (3.2.6) by z and summing over 
k, one obtains 
= D*(z)U^(z,t) - 6^U^(z,t) + 62V^(z,t), 
D*(z)V^(z,t) - 62V^(z,t) + 6^U^(z,t), 
(3.2.8) 
subject to the boundary conditions 
U^(z,0) = 1, y^(z,0) = 0, U^(z,0) = 0, V^(z,0) = 1, (3.2.9) 
where D^(z) (i = 1,2) is given by 
D*(z) = (z-l)(a. - 3./z) (i = 1,2). (3.2.10) 
Further, introduce the Laplace transforms 
U (z,s) = 
roo 
e ~ ® V ( z , t ) d t , V^(z,s) 
fOO 
e " ® V ( z , t ) d t . (3.2.11) 
From (3.2.8) and (3.2.9) 2' ^^ ^^^^^ ^^^^ ± = I 
is - D*(z) + 6j^]U^(z,s) - 62V^z,s) = 1, 
Cs - D*(z) + - 6^U^z,s) = 0. 
A1 Al 
Solving for U (z,s) and V (z,s). 
(3.2.12) 
Using D*(z) - 6. = Tr*(z) + , 
Ai [s-7T*(z)]+7r*(z) 
U'(z,s) 
(3.2.13) 
(3.2.14) 
v'(z,s) = ^ 
Thus by inverting these Laplace transforms with respect to s one 
obtains the solutions given by (3.2.2). 
The following proof gives an alternative way of obtaining these 
results. 
Proof 2. Differentiating (3.2.8) ̂̂  with respect to t and substituting 
in (3.2.8)2» one obtains 
[D^(z)-6^] 62{[D^-(z)-62]V^z,t)-f6/(z,t)} . 
(3.2.15) 
In (3.2.8) expressing V^(z,t) in terms of U^(z,t) and substituting 
in (3.2.15), one obtains 
^^ (3.2.16) 
6^62-CD*(z)-6J]CD*(z)-62]1 U^z,t) , 
which reduces to 
(3.2.17) 
where tt^Cz) is given by (3.2.3). Therefore, 
e * t e ^ t 
U^(z,t) = A^e + B^e , (3.2.18) 
where 6* are the two roots of the quadratic 
m - 2Tr*(z)m + |Tr^(z)^-[7T*(z)^+6^62]| = 0 (3.2.19) 
given by 
e^ = 7T*(Z) + = 7y^(z) - l i ^ l i z ) ' ^ ^ ^ ( 3 . 2 . 2 0 ) 
and A^, B^ are functions of z to be determined by using the boundary 
conditions (3.2.9). Note that 6* = 6*, if and only if a^ = a^, 
= Y]̂  = Y2 ^^^ = ¿2 ~ ® which corresponds to uncoupled 
system arising from two independent random walks. Thus (3.2.18) gives 
the general solution for the coupled system. In order to find A^ and 
B^, substituting (3.2.18) in (3.2.8) ̂̂  one obtains 
e ^ t e * t 
A.eje + B . e*e = 7r*(z) 1 + 1 - 1 
Therefore, 
e * t e'^t 
A.e + B.e ~ 
1 1 
+ 62V^(z,t) . (3.2.21) 
62v'-(z,t) = CA.6* - A.TT*(z)]e + [B.ef - B.TT*(z)]e . (3.2.22) 
From (3.2.18), (3.2.22) and by using the boundary conditions (3.2.9), 
one obtains 
A^ + B^ = 1, A^ + B^ = 0 (3.2.23) 
and 
A^e* - AJ1T*(Z) + B^e* - B^7r*(z) = 0 , 
(3.2.24) 
Thus, 
TT*(z) 
1 + 
Ti'̂ (z) 
1 -
(3.2.25) 
- 6 , 
and the equation (3.2.18) takes the form 
(f 
U ^ z , t ) = I 
e^t Q*t 
e + e 
7r*(z) e^t d*t 
e - e 
U^(z,t) 
e*t e*t 
e - e 
(3.2.26) 
Further, let 
C. = A.[8* - 7r?(z)] = A,-(-7i*(z) + [7r*(z)^ + 
2 
D. = B^Ce* - 7r*(z)] = B.|-7r*(z) - [tt^(z)^ + 
Then, from the boundary conditions (3.2.9), 
(3.2.27) 
= 2 2 1 -
^ ^ 2 
7r*(z) 
D 2 2 
TT*(z) 
1 + 
(3.2.28) 
and equation (3.2.22) gives 
V'(z,t) e - e 
(3.2.29) 
2 1 
V ^ z , t ) = j 
e*t e*t 
e + e 
7r*(z) 
e - e 
Clearly 
Q*t eft TT|(z)t , 
e + e = e Cosh t[7r*(z)^ + , 
e n e*t 7r*(z)t 
e - e = e Sinh t[7T*(z) + » 
(3.2.30) 
and the equations (3.2.26)^ and (3.2.29)^ reduce to the result (3.2.2) 
In contrast with previous methods, the following proof uses the 
generating functions for the discrete case given in Chapter 2. 
Proof 3. Reconsider (2.2.2), 
= i + e^ 
TT (z) 
2 
>n 
e^ - e^ 
where e^ is given by (2.2.3) and 7r^(z) is given by (2.2.4) and 
(2.2.5). Clearly one can see that the corresponding probabilities 
in Section 2.2 satisfy the following relations 
p^ = Qt^At, q^ = a^At, s^ = 6^At and y^ = = r^ , 
(3.2.31) 
and (2.2.4) and (3.2.3) yields that. 
-n^iz) = 1 + 7r*(z)At, Tr_(z) = 7r*(z)At . 
Therefore, (2.2.3) gives 
(3.2.32) 
1 + 7r*(z)At ± Ltt*(z)^ + . 
Now taking n = t/At and letting At tends to zero, one obtains 
V n 
(3.2.33) 
^n 
i,im e^ = exp • 
At-K) " 
Tr*(z) ± [7r*(z)^ + 
(3.2.34) 
= exp(e*t) . 
Thus, by substituting (3.2.32) and (3.2.34) in (2.2.2) and using (3.2.30) 
one obtains the result (3.2.2). 
2 2 
The expressions for U (z,t) and V (z,t) can be obtained by 
interchanging a^ and a^, Bĵ  and 32» Yĵ  and y^ and and 
62 in the expressions for V^(z,t) and U^(z,t) respectively and 
these are given by the following corollary. 
Corollary 3.2 
2 2 The generating functions U (z,t) and V (z,t) are given by 
. 7r̂ (z)t 6 
r(z,t) = e C Sinh tCTT*(z)̂  + 6.6.]' , 
62]' 
o Tr*(z)t 
V^(z,t) = e "" 
(3.2.35) 
Cosh t[7T*(z)^+6,6J' r Sinh t[Tr-(z) +6,6.] ' 
where irJCz) is given by (3.2.3). 
The following Corollary 3.3, gives an alternative form of the 
expressions given in Theorem 3.1 and Corollary 3.2. This form is used 
to expand these generating functions as a power series in z. Two 
different proofs are given, firstly by using the expressions given in 
Theorem 3.1 and Corollary 3.2 and secondly by an independent method 
using the results for the continuum model given by (1.1.9). 
Corollary 3.3 
The generating functions U^(z,t) and V^(z,t) (i = 1,2) are 
given by 
-6 t Df(z)t 
U^(z,t) = e e ^ 
+ (6^62 ) ' e ^ 
t (6^-6,)T D*(z)t+[D*(z)-D*(z)]T 
-2 
e e 
•b 
t-T 
1 
v ' ( z , t ) = 
2 
r ( z , t ) = 626 
t (6^-6^)1: D*(z)t+CDJ(z)-D*(z)]T 
e e , 
t (62-6PT D|(z)t+[DJ(z)-D|(z)]T 
e e , 
(3 .2 .36) 
. -6 t D*(z)t 
V (z ,t ) = e ^ e ^ 
+ (6^62)^ e ^ 
t (62-6PT D*(z)t+[Df(z)-D*(z)]T 
e e 
t-T 
where 
^t " 2(6^62)'CT(t-T)] 
and D^(z) (i = 1,2) is given by (3 .2 .10) . 
(3 .2 .37) 
Proof 1. Let, 
H ^ ) = C t t * ( z ) ^ + 6 ^ 6 2 ] ^ Sinh | x [ T r * ( z ) ^ + (3 .2 .38) 
Then (x) the first derivative of $ (x) , is given by. 
= Cosh |xCTr*(z)^ + . (3 .2 .39) 
Using, 
I. (z) = (2/7rz)^ Sinh z , 
H 
(3 .2 .40) 
where Ij (z) is the modified Bessel function of the first kind, one 
obtains the expression 
$(x) = x(7T/2)^ Ij^{xCTTf(z)2+6j62]^}y/ { t ^ [ 7 i * ( z ) ^62 
X Sin e]Cosh[Tr*(z)x Cos ODSin 6 dO . 
Changing the integration variable to T given by T = x(l-Cos 6 ) / 2 , 
7r/2 
(3 .2 .41) 
(3.2.41) becomes 
Hx) = 
X -7r*(z) (x-2t) 
e 
0 
(3.2.42) 
where 
^x " . (3.2.43) 
Thus by differentiating (3.2.42) with respect to x, one obtains 
TT*(z)x 
<i>'(x) = e - 7r;(z)$(x) + (6^6^) e 
•'o X -T 
(3.2.44) 
where ^ is given by (3.2.43). Substituting (3.2.42) and (3.2.44) in 
(3.2.2) and (3.2.35), it is clear that 
7r*(z)t f 7r*(z)t 
u'(z,t) = e 
rt -7r*(z) (t-2T) h 
+ (6^62)^ e 
0 
L I^C^dT-
, Tr*(z)t 
v'(z,t) = 6^e 
. 7i*(z)t 
r(z,t) = S^e 
t -7r*(z) (t-2T) 
e 
) 
t -7T*(z)(t-2T) 
e 
0 
(3.2.45) 
2 'ir*(z)t 
V (z,t) = e 
Tr*(z)t 
- 27r*(z)$(x) + (6^62) 
t -Tr*(z) (t-2T) 
e 
0 
T 
t-T_ 
where is given by (3.2.37). Further, 
27T*(z)<i)(x) = 27T*(z) 
-Tr*(z)t 
= e 
-7r*(z)t 
t -7rMz)(t-2T) 
e 
0 
i o ( 5 , ) d T 
t 27r*(z)T 
o 
27r*(z)t 
e " - 1 
(3.2.46) 
Thus the result (3.2.36) follows from (3.2.3), (3.2.45) and (3.2.46). 
Proof 2. The solution (1.1.8) of the system given by (1.1.2) can 
be extended to the system 
8u 3u 
= D^L(up - k^u^ + k^n^, = D2L(U2) + k^u^ - k2U2 (3.2.47) 
provided L is any linear operator involving the spatial variables 
only and that hj^(x,t) and h2(x,t) in (1.1.8) are interpreted as 
solutions of 
9t = L(h) (3.2.48) 
obtained with the same initial conditions as Uj^(x,t) and U2(x,t) 
respectively. Note that (3.2.8) takes the form (3.2.47), where L 
is now the identity operator and therefore solutions of (3.2.8) can 
be expressed in terms of the two solutions of 
^ = L ( h S = h ^ (i=l,2). (3.2.49) 
Since the initial conditions must coincide with those given by ( 3 . 2 . 9 ) , 
the two required solutions of ( 3 . 2 . 4 9 ) are 
hj(t) = e^, h2(t) = 0 and h^(t) = 0, h2(t) = e ^ (3.2.50) 
for i = 1,2 respectively. Thus from (1.1.8), using the integration 
variable T instead of where T is defined by, 
C = D*(z)t + CD*(z) - D * ( Z ) ] T , ( 3 . 2 . 5 1 ) 
one obtains ( 3 . 2 . 3 6 ) . 
In addition to the three methods given in Theorem 3.1, the above 
proof provides the fourth method of obtaining the generating functions 
of the position of an unrestricted particle. Note that the symmetry 
2 2 
of the problem should provide expressions for U (z,t) and V (z,t) 
by simply interchanging a^ and a^, and 32» Y^ and Y2 
and 62 in the expressions for v\z,t) and U^(z,t) respectively, 
Therefore, one must have 
t 7T*(z)t+[7r*(z)-7r*(z)]T 
0 
t 7r*(z)t+[7r*(z)-7r*(z)]T 
e ^ ^ ^ , 
0 
and 
t TT*(z)t+[7r*(z)-TT*(z)]T 
t-T 
t 7r*(z)t+CTr*(z)-7r*(z)]T -
t-T 
(3.2.52) 
(3.2.53) 
It can be shown that (3.2.52) and (3.2.53) holds by using the following 
standard results, for any X^, 
t - X T 
0 
-bt -at 
e - e / (a-b) , 
(3.2.54) 
•t -XQT 
t-T V d ^ " iT 
-at , -bt 
ae -be 
a-b 
- e / 
where ^^ is given by (3.2.37), k^ = and a and b are 
defined by 
a = 
2 2 
^''o 
2. b = 
^ 0 -
2 2 
^ 2 . (3.2.55) 
The following corollary considers the simple case â ^ = a2 - a 
and 3 ^ = 3 2 = 3. 
Corollary 3.4 
If a^ = a2 ^ a and = 32 == 3 then 
U^(z,t) + v \ z , t ) = U^(z,t) + v2(z,t) = (3.2.56) 
where 7r*(z) is given by (3.1.^). 
Proof. For a^ = a^ = a and ^^ = ^^ = ^ , 
7r;(z) = TT*(2) - (6^+62)72, 7r*(z) = (3.2.57) 
From (3.2.2)^, 
U^(z,t) = e ^ ^ 
(6 -hS )t (5.-6 ) (6 -hS )t 
Cosh —^r-^— H- Sinh — — 
iT*(z) t 
= e 62 + 
-(6j-HS2)t 
2 • (fij-HS^) 
(6^+62) . (3.2.58) 
Similarly, 
V ^ z , t ) = 
U ^ z , t ) = 
v2(z,t) = 
^ -
'2 -
+ 
(6^+62) , (3.2.59) 
Thus, one can easily obtain (3.2.56), which is the solution of the 
classical Master equation. 
Alternatively, this result can be obtained by using (3.2.36), 
which gives 
ttI. ^TT*(2)t 
U (z,t) = e e 
+ (6^62) e ' e 
t-T 
(3.2.60) 
t (6 -6.)t 
e ^ • 
o 
It can be shown by using (3.2.54) that (3.2.60) reduces to (3.2.56). 
Note that (3.2.58) and (3.2.59) satisfy initial conditions (3.2.9) 
Also, for = 0 
u \ 2 , t ) = V ^ z , t ) = 0, (3.2.61) 
and for 62 = 0 
U^(z,t) = 0, V^(z,t) = . (3.2.62) 
These expressions are as expected. Further in Section 3.4 the 
coefficients 
¿2 + 1-e (6^+62) (3.2.63) 
in (3.2.58) and (3.2.59) ̂  are shown to be the probabilities of the 
particle being in path 1 and 2 at time t, given that it was initially 
in path 1. Similarly, 
1-e 
-(6^+62)t 
6^+626 
-(6^+62)t 
(6̂ 4-6̂ ) (3.2.64) 
are probabilities of the particle being in path 1 and 2 at time t, 
given that it was initially in path 2. 
Finally the special case = 0 is given by the following 
corollary. 
Corollary 3.5 
If = 0 then 
U (z,t) = e 
U (z,t) = 6 
D*(z)t , 
, V'(z,t) = 0, 
TT*(z) Tr*(zf 
e - e 2Lr 
-6 t D*(z)t 
V^(z,t) = e e ̂  
C7ri(z)-TT!;(z)] , -i r I (3.2.65) 
where T r * ( z ) (i = 1,2) is given by (3.2.4). 
- -
§3.3 Probability distributions of the position of an unrestricted 
particle 
In this section, the probability distribution of the position of 
an unrestricted particle is obtained by using the generating functions 
given in Corollary 3.3. 
Theorem 3.6 
The probability distribution of the position of an unrestricted 
particle is given by 
k/2 
1 u^(t) = e 
a, 
3 
t] 
•t a^T+a^Ct-T) s-tk/2 
(t-T) t-T 
v^(t) = 6je 
2, , , u^(t) = e 
a^^T+a^it--T) 
3^T+32(t--T) 
a^T+a2(t--T)" 
3^T+32(t--T) 
n k / 2 
(3.3.1) 
k/2 
2 v^(t) = e 
a. k/2 
t] 
+ (6^62)' e ^ 
a^T-Kx^Ct-T)" 
3^T+32(t-T) 
k/2 
t-T 
where o)̂  = a^ + 3^ + (i = 1»2) and 
C* = 2{[a^T + a2(t-T)]C3^T + 32(t-T)] 
Proof. From (3.2.10), 
D*(z)t = (a.z + 3^/z - «i - 3 j t 
= -(a.+3.)t + + 1/z*) 
(3.3.2) 
(3.3.3) 
where 
z* = ( a . / 3 . ) ' z ( 3 . 3 . 4 ) 
Therefore, using the identity ( 3 . 1 . 6 ) , 
e = e ^ I (a .73 . ) ' ' ^ I C2 (a . 3 . ) ^ tlz"" . ( 3 . 3 . 5 ) 
^ 1 i. Ill i 1 
n=-oo 
Similarly, 
D * ( z ) t + [ D * ( z ) - D ^ ( Z ) ] T = D ^ ( Z ) T + D | ( z ) ( t - T ) 
= - ( a ^ + 3 p T - (a2+32)(t-T) ( 3 . 3 . 6 ) 
+ {[a^T + + 32(t-T)]}^(z* + 1/z^) 
where 
[a^T + a2(t-T)]/C3^T + B2(t-T)] z . ( 3 . 3 . 7 ) 
Therefore, using ( 3 . 1 . 6 ) , 
D| (z )t+[DJ(z)-D^(z ) ]T 
-(a^+3pT-(a2+32)(t-T) «> 
e I ' 
Xl=-co 
[a^T+a2(t-T)] 
[3^T+32(t-T)] 
n /2 
( 3 . 3 . 8 ) 
I^"j2{[a^T-Kx2(t-T)][B^T+B2(t-T)] 
n 
Substituting ( 3 . 3 . 5 ) and ( 3 . 3 . 8 ) in ( 3 . 2 . 36 ) and taking the coefficient 
of z^ one obtains the probability distribution as given by ( 3 . 3 . 1 ) . 
For the special case ct̂  = (i = 1 , 2 ) , known as the free particle 
case, the following corollary gives another solution. 
Corollary 3 .7 
For the free particle case, i . e . , a^ = (i = 1»2) , 
- ( 6 +2a ) t 
i J ^ ( t ) = e ^ ^ 
% Xt fa, t 
2 2̂® 
^2^ 
rOi,t 
OL^t 
(3 .3 .9) 
-(6 +2a)t 
\ ( t ) = e ^ ^ 
Xt 
+ (a^-a^) 
ra, t 
a2t 
a^t-C 
where X, y, and ri are given by 
X = y = (3.3.10) 
and 
2(6^62) 
(3.3.11) 
Proof . Substituting a^ = ( i = 1 ,2) , in (3 .2 .7) i t i s easily seen 
that i t takes the form (3 .2 .47 ) , where ^2 ^ ^2 ^^^ ^ 
the operator arising in the Master equation (1 .1 .4) with a = 3. Thus, 
f o r a^ = ( i = 1 ,2 ) , 
h j^ ( t ) = e "^4 j^(2t ) , h^j^(t) = 0, h2j^(t) = 0, h2^(t) = e "^4^ (2 t ) 
(3.3.12) 
and using (1 .1 .8 ) one can readily obtain the solutions ( 3 . 3 . 9 ) . 
It should be noted that the integration variables in (3.3.9) 
and (3.3.1) are related by. 
(3.3.13) 
It can be shown that the expression obtained by substituting a^ = 
(i = 1,2) in (3.3.1) is equivalent to the expression (3.3.9). 
Clearly from (3.2.58), (3.2.59)^ and (3.1.7) one obtains the 
following corollary. 
Corollary 3.8 
For a^ = a^ = a and = 32 = 3 
^2 ̂  ^ ^ 
-(6^+52)t 
(6^+62) 
-
-(6^+62)t 
(3.3.14) 
Suppose that initially the particle is at the origin and is in 
path 1 with probability Uq and in path 2 with probability v^ 
(Uq "̂q ~ Then the probability the particle is at position k 
of path 1 at time t, ^(t) is given by 
u*(t) = UQU^(t) + VQU^(t) . (3.3.15) 
Similarly, the probability that the particle is at position k of path 
2 at time t, v*(t) is 
vi(t) = u^vht) + v^v,^t) . (3.3.16) 'k'"' "O^k""' • O k 
Hence the unconditional probability distribution of the position of 
the particle is given by 
u 0 + V 0 u2(t) + v2(t) 
§3,4 Mean and variance of the position of the particle 
In this section, the mean and the variance of the position of the 
particle is derived in two different ways. First method obtains mean 
and variance by solving differential equations obtained from ( 3 . 2 . 8 ) 
and its derivatives evaluated at z = 1. Second method uses the 
generating functions given in Theorem 3.1 and Corollary 3 .2 . Parallel 
to the notation used in Section 2 . 4 , define the following expressions. 
a^ (t ) = I u ^ ( t ) , = I v ^ ( t ) , 
n=-co n=-«> 
00 ^ . °° . 
Y^(t ) = I nu^ (t ) , 6 ^ t ) = I nv^(t) , 
n=-oo n=-<» 
( 3 . 4 . 1 ) 
and 
e^(t) = I n(n-l) 
n=-oo 
i 
n n 
( 3 . 4 . 2 ) 
Let ]J^(t) and Ca^(t)] denote the mean and variance of the position 
of an unrestricted particle at time t given that initially it is in 
path i (i = 1 , 2 ) . Clearly, 
/ ( t ) = Y^(t) + 6^(t ) and [a^(t)]^ = e^(t) + y^(t) - [y^(t)]^ ( i = 1 ,2) 
( 3 . 4 . 3 ) 
For convenience, let 
e ' ' = ( 6 ^ + 62 ) , = a . - and f* = 6 . / 0 * ( i = l , 2 ) . ( 3 . 4 . 4 ) 
Theorem 3 .9 
The mean y^(t) ( i = 1 ,2) of the position of an unrestricted 
particle at time t , initially in path i , is given by 
y^(t) = A*t +B* (1 - ( 3 . 4 . 5 ) 
where 
A* = e*f* + e*f*, B* = f*(e* - e p , B* = - e*) . (3.4.6) 
Proof 1. Setting z = 1 in (3.2.8) and using 
a^(t) + 3^(t) = 1 (i = 1,2) one obtains 
- e V ( t ) + ¿2 ' <3.4.7) 
with initial values 
a \ o ) = 1, a^(0) = 0, 3^(0) = 0, 3^(0) = 1. (3.4.8) 
Solving (3.4.7) subject to (3.4.8), 
a ^ t ) = f* + f* c ^ t ) = f*(l - i®*'). 
(3.4.9) 
e^Ct) = f*(l -e-®*'). e^Ct) = f* + 
Note that f^ and £2 are the probabilities that the system is 
ultimately in states 2 and 1 respectively. Further, note that (3.4.9) 
can also be derived by setting z = 1 in (3.2.2) and (3.2.35). 
Differentiating (3.2.8) once with respect to z, setting z = 1 and 
adding the resulting equations, one obtains 
= e*a^(t) + e*3^(t) (i = 1,2) , (3.4.10) 
with initial value 
y^(0) = 0 (i = 1,2) . (3.4.11) 
Solving (3.4.10) subject to (3.4.11), and using (3.4.9) one can easily 
obtain (3.4.5). 
Proof 2. From (3.2.3), 
7r*(l) = -6*72, TT*(1) = (62-6^/2, [Tr*(l)^ + = e V 2 (3.4.12) 
and 
3z 
z=l 
3TT*(2) 
2 = 1 
= (ei - e|)/2, 
(3.4.13) 
z=l 
Differentiating (3.2.2) with respect to z and setting z = 1, one 
obtains 
Y (t) = 
(e^+ept 
+ e 
2 
-e*t/2 
Cosh(e*t/2) + (f*-fpSinh(e'^t/2) 
(f*-fp(e*-ept 
Sinh(e*t/2) 
Cosh(e*t/2) 
^ 2 Sinh(e\/2) ^ ^ Sinh(e'^t/2) 
e* e* 
= ci + A*f,t + (tE? - C*)e (3.4.14) 
and 
6^(t) = 2f* Sinh(e*t/2) 
+ e 
-e'^t/2 
= C* + A*f^t + (tE* - Cpe 
f * ( f * - f p ( e * - e p t Cosh(e''t/2) 
2f*(f*-f*)(e*-ep 
- e ̂  Sinh(e*t/2) 
(3.4.15) 
where 
C* = f * ( e * + B* - A * ) / e * , C* = f j ( e j + B* > A^j/e'^ 
E* = e*f* - f*B*, = -fliel + B-) . 
(3.4.16) 
Thus, for i = 1, the result (3.4.5) follows from (3 .4 .3) , (3.4.14) 
2 2 
and (3 .4 .15) . Similarly the expressions for y (t) and 6 (t) can 
be obtained either from the expressions for and 6 (t) by 
interchanging f* and f*, and e* and e* or by using the 
generating functions given by (3.2.35), 
Y^Ct) = C* + A^f^t + (tE^ > C^^je-^-^^ 
(3.4.17) 
(3.4.18) 
6 (t) = C* + A*f^t + (tE* - C*)e' 
where 
C* = f*(e* + B* - A * ) / e * , C* = f*{e* + B* - A*)/e* , 
I* = e*f* - f*B*, E* = + B*) . 
Thus, for i = 2, the result (3.4.5) follows. 
If UQ and VQ denote the probabilities that initially the 
particle is at origin in paths 1 and 2 respectively, then the 
unconditional mean y(t) of the position of the particle is 
y(t) = UQy^(t) + v^ii^t) , (3.4.19) 
which reduces to 
y(t) = A*t + B*(l - , (3.4.20) 
where 
B* = e*(uo - f*) + e*(vo - f*) (3.4.21) 
and A* is given by (3.4.6) 
The following result is used to obtain the variance of the 
position of the particle. 
Theorem 3.10 
For an unrestricted particle, initially in path i. 
i(t) = t^A*^ + 2tF* + 2G*[l -
- e * t - 9 * t 
e - te /e*^ + i n * . 1 - e /e* , 1 
(3.4.22) 
where the constants F*, G* and H* are defined by 
F* = 1 
G* = 1 e*E* + 1 1 epl > 
(3.4.23) 
and 
hJ = f J (3^-32) - (ejC* + H* = -£2(31-32) - + e^C^ 
(3.4.24) 
where A* and B* are given by (3.4.6) and C*, C*, E*, 1* (i = 1,2) 
are given by (3.4.16) and (3.4.18). 
Proof. Differentiating (3.2.8) twice with respect to z, setting 
z = 1, adding the resulting equations, and using (3.4.1), (3.4.2) one 
obtains for i = 1,2, 
^ ^ ^ = 2e^Y^(t) + 2e*6^(t) + 26ia^(t) + 2323^(t) (3.4.25) 
with initial condition e^(0) = 0. Solving (3.4.25) subject to e^(0) = 0 
and using (3.4.9), (3.4.14), (3.4.15) and (3.4.17) it can be shown after 
some simplification that (3.4.22) holds. 
Alternatively e^(t) can be obtained by using (3.2.2) and (3.2.35). 
Finally (3.4.3)2 together with (3.4.5) and (3.4.22) provides an 
expression for the variance Ca^(t)]^, and no significant simplification -
is possible. However for the important special case of a free particle 
a. = 3^ (i = 1,2), it can be shown that the mean y^(t) is zero and the 
* 2 variance [c^(t)] Is given by 
[0^t)] ̂  = 2[6jf* + e^filt - . (3.4.26) 
§3.5 Reflecting barrier at 0 
In this section, as in Section 2 . 5 , the effect of a barrier on 
the movement of the particle is considered. Suppose that at 0, there 
is a reflecting barrier which is defined in the following way. If the 
particle is at 0 in path i (i = 1,2) then during next time interval 
At, it has probability of moving to the right, probability 
6^At of staying at 0 but exchanging paths and probability y^ of 
staying at 0 in path i . Under these conditions, let u^(t ) , 
(i = 1,2) denote the probabilities that at time t , the particle is at 
position k in paths 1 and 2 respectively, given that its initial 
position is at the origin in path i . The following theorem gives these 
probabilities in terms of the probabilities for the unrestricted particle, 
Theorem 3.11 
The probabilities and v^(t) are given by 
ul(t) = u^(t) + 3,uJ(t-T) 
+ 32V^(t-T) 
2 / s 2 . . dT , 
v^^Ct) = v^(t) + 
+ B^ujct-T) 
( 3 . 5 . 1 ) 
dX , 
for integers k ^ 0 and t > 0, where and v^(t) (i = 1,2) 
are the probabilities of the unrestricted particle given by ( 3 . 3 . 1 ) . 
Proof. Define, 
u^^(t) = vi^(t) = 0 (i = 1,2) . ( 3 . 5 . 2 ) 
For i = 1 ,2 , as in ( 3 . 2 . 5 ) , the following forward equations 
uJ(t+At) = + + [1 -
(3.5.3) 
;^(t+At) = a2Atv^_^(t) + + [1 -
are obtained with the initial conditions 
= \ . 0 ' = = = ' <3.5.4) 
for integers k ^ 0 and t ^ 0, where is the usual Kronecker 
delta. Taking limits as At tends to zero, (3.5.3) gives 
-i . „ - i . . . - 1 , 
8t 
(3.5.5) 
-1 -i -1 -1 
Introduce, 
U ^ z . t ) = I V^z,t) = I (i = 1.2). 
(3.5.6) 
From (3.5.5), one obtains 
= [D*(z)-6^3U^(z,t) + 62V^z,t) + 3^(z-z'^)uj(t) , 
. ^ (3.5.7) 
= CD*(z)-623V^z,t) + 6^u\z,t) + ^^(z-z'hvlit) , 
where D*(z) (i = 1,2) is given by (3.2.10). Further, from (3.5.4) 
one obtains 
U^(z,0) = 1, V ^ z , 0 ) = 0, U^(z,0) = 0, V^(z,0) = 1 . (3.5.8) 
Furthermore, introduce the Laplace transforms 
U (z,s) = ê '̂  U (z,t)dt, V^(z,s) = e®^ V^(z,t)dt . (3.5.9) 
•'o 
Then from (3.5.7) and (3.5.8)^^ one obtains 
Al Al - l A I [s-d;^(z) + 6^ ] u"(z,s) - 6^v\z,s) = 1 + 6,(z-z~')ÌJq(s) , 
[s-D^'(z) + Ó23V^z,s) - 6^U^(z,s) = 32(2-2 ^)V^(s) , 
where 
Uj(s) = -St -1 -1 ê "̂  u^(t)dt, Vj(s) = -st -1 e®^ v^(t)dt 
(3.5.10) 
(3.5.11) 
Therefore one obtains 
A [s-D*(z)+6^] 
U (z,s) = — 
[s-D*(z)+6^][s-D*(z)+62]-6^62 
(z-z"b{[s-D2(z)+(S2]3^uJ(s)+(S232V^(s) 
[s-D*(Z)+6^][S-D2(Z)+Ó2]-Ó^(S2 
and 
-1 V'(z,s) = 
{[s-D*(Z)+Ó^][S-D*(Z)+Ó2]-6^62 
- 1 . Al Al 
(3.5.12) 
(3.5.13) 
{[s-D*(Z)+6^][S-D2(Z)+62>6^62} 
Comparing (3.5.12) and (3.5.13), with the expression for the 
unrestricted particle given by (3.2.13), one can readily write down 
the following expressions for the k-generating functions, 
^{3juJ(t-T)U^(z,T) + 32vJ(t-T)U^z,T)} dT , 
0 
(3.5.14) 
{32vJ(t-T)V^(z,T) + 3jU^(t-T)V^Z,T)} dT , 
where U^(z,t) and V^(z,t) (i = 1,2) are the generating functions 
ij^z,t) = U ^ z , t ) + (z-z"^ 
V ^ z , t ) = v \ z , t ) + (z-z"^) 
for the unrestricted particle given by (3 .2 .2 ) and ( 3 . 2 . 35 ) . Thus, 
by taking the coefficient of z in (3 .5 .14) one obtains the result 
( 3 . 5 . 1 ) . 
- 2 - 2 
The expressions for ^^^ ^ ^ ^^ obtained similarly 
or can be written down by simply interchanging a^ and a^, and 
Yĵ  and ^^^ ^^ ^^^ expressions for and 
u^(t) respectively. The following corollary gives these expressions. 
Corollary 3.12 
- 2 - 2 
The probabilities ^ ( t ) ^ ^ ^k^^^ ^^^ given by 
= u2(t) + ejUgCt-T) 
dT 
v^(t) = v2(t) + ^'{e^v^ct-T) 
dT 
(3 .5 .15) 
for integers k ^ 0 and t ^ 0, where , (i = 1,2) 
are the probabilities for the unrestricted particle given by ( 3 . 3 . 1 ) . 
Note that the solutions (3 .5 .1 ) and (3 .5 .15) are given in terms 
of UQ(t) and VQ(t) which are yet to be determined. From (3 . 5 . 1 ) 
one obtains for k = 0, 
rt 
u^(t) = u^(t) + 3^u¿(t-T) U^^(T) - UJ(T) 
+ 32vJ(t-T) U^l(T) - U^(T) 
v ; ( t ) = vj (t ) + k - l i t - T ) 
2 / N 2. . v_J(T) - V^(T) 
+ 3juJ(t-T) V^^(T) - vJ(T) 
dT , 
(3 .5 .16) 
dT , 
which may be solved numerically such that boundary values 
uj(0) = 1, v^(0) = 0, Uq(0) = 0, v^(0) = 1 
hold (see for example Graham (1981)}. 
§3.6 Absorbing barrier at 0 
In this section, as in Section 2.6, the probability distribution 
of the position of the particle is obtained, given that at 0 there 
is an absorbing barrier. Let , (i = 1,2) denote the 
probabilities that the particle is at position k at time t in 
paths 1 and 2 respectively, given that its initial position is at 
K in path i and 0 is an absorbing barrier. Then 
(i = 1,2), gives the probability of absorption at 0 at time t, 
from position K in path i. 
uj(t) + vj(t) 
Theorem 3.13 
=i 
The probabilities and are given by 
S^^(t) = ul^it) -
+ vJ(t-T) dT , 
0 
V^(t-T) 
+ "¿(t-T) 
(3.6.1) 
V k < ' > -
ul(t-T) 
+ VpCt-T) dT , 
+ "o^t-T) dT , 
for integers k > 0 and t ^ 0, where ^^(t), = 
are the probabilities for the unrestricted particle 
given by (3.3.1). 
Proof . Details are similar to Theorem 3.11 and therefore not given. 
As before, ^q(^) ^^^ appear in the solution (3.6.1) which 
are yet to be determined. From (3.6.1) one obtains for k = 0, 
1, z 
ujct) = ul^(t) 
•to 
s;(t-T) a^u^j(T)-(a^+e j+6 p u^(T)+6 (T)-6 ̂ up(T) 
+ vJ(t-T) dx , 
vjct) = 
0 
v J ( t - T ) 
(3.6.2: 
a2V^^(T)-(a2+32+<52)vQ(T)+32v^(T)+62V^(T) 
+ ^¿(t-T) dT , 
which may be solved numerically such that the boundary values, for 
K > 0, 
uj(0) = Sj(0) = vj(0) = vj(0) = 0 (3.6.3) 
hold (see for example Graham (1981)). 
CHAPTER 
A GENERALIZATION OF THE GAMBLER 'S RUIN PROBLEM 
§4.1 Introduction 
The classical gambler's ruin problem is well known [see for example 
Feller (1962), page 313) and it can be described briefly as follows. 
Two players A and B play a series of games. In each game, 
independent of all the previous games, either player A wins a unit 
from player B with probability p or player B wins a unit from 
player A with probability q (p + q = 1). The series of games end 
if either player A wins b units from player B or player B wins 
a units from player A, where a and b are initial capitals of 
players A and B respectively. Following are some results for this 
classical ruin problem when player A with finite initial capital T, 
plays against player B with infinite capital. It is assumed that the 
series of games is played until player A is ruined, i.e., his capital 
is reduced to zero. 
Theorem 4.1 
For the classical gambler's ruin problem with a = T and b = 
(a) The probability of ultimate ruin u^ of player A is given by 
i(q/p)^ if q < h . 
(4.1.1) 
1 if q > h ' 
(b) The expected duration of play DiJ, until player A is ruined, 
is given by 
iT/(q-p) if q > h , 
D^ = (4. 1.2) 
if q < h ' 
(c) The generating function of duration of play is given by 
= (4.1.3) 
where 
A(0 = [l - . (4.1.4) 
Proof. See Feller (1962),pages 318-320. 
Theorem 4.1 is used to illustrate the corresponding results 
obtained for the generalized model considered in this chapter. 
The early history and the development of the solutions of the 
gambler's ruin problem is given in TakacS (1969), and the applications 
of these formulae in the theories of order-statistics, random walk, 
storage, queues, Brownian motion and dams are pointed out. Mohan (1955), 
generalized the gambler's ruin problem by conditioning the probability 
of win or loss of player A, on his previous game. Seth (1963,1975), 
Renshaw and Henderson (1981) studied the above problem further. 
Bamett (1964) introduced a three player extension, for the first time. 
In this chapter, the following generalization of the gambler's ruin 
problem is considered. Suppose that player A has finite initial 
capital T and for each game has the choice of selecting his opponent 
between two players B^ and B^, each having infinite capital. For 
i = 1,2, player A when playing against opponent B^ wins one unit 
with probability p^ and loses one unit with probability q^ 
(p. + q^ = 1). It is assumed that player A adopts the strategy of 
always changing his opponent whenever he loses and continues to play 
with the same opponent whenever he wins. It is also assumed that the 
series of games are played until player A is ruined. For p ̂  = p^» 
the problem reduces to the classical gambler's ruin problem discussed 
earlier. 
In Section 4 . 2 , the probability of ultimate ruin of player A is 
obtained. It is shown that the probability of ultimate ruin of player 
A is one, if and only if his expected gain from a series of games, 
starting against player B̂^ until he loses against player B^ is 
less than or equal to zero or equivalently + - 4 < 0. In 
Section 4 .3 the expected duration of play is obtained. Sections 4 .4 
and 4 .5 give the generating function of the probability of ruin in 
exactly n games. For p̂ ^ = p^, these results reduce to those given in 
Theorem 4 . 1 . In Section 4 .6 , the generating function of the 
probability distribution of player A*s capital is given. An alternate 
approach is adopted in Sections 4 .7 and 4 . 8 to obtain the probability 
distribution of ruin in exactly n games and the probability distribution 
of player A's capital. Some examples are given to illustrate the 
results obtained. Note that, for definiteness the special cases p^, 
q^ (i = 1,2) equal to zero are generally excluded from the discussion. 
§4.2 The probabil ity of ultimate ruin 
In this section, the probability of ultimate ruin of player A, 
conditional on his initial opponent, is determined by using generating 
functions. For convenience, the roots of the quartic 
A(z) = (z-ppCz-p^) - , ( 4 . 2 . 1 ) 
are studied first. The following lemma is a standard result for cubic 
equations which is used in obtaining the roots of A(z) = 0. 
Leimna 4.2 
Suppose that G and H are two non zero real numbers satisfying 
2 3 3 
H < 0 and G + 4H < 0. Then the equation x + 3Hx + G = 0 has 
three real roots given by 
where 
x^ = 2(-H)̂ cos((i) + 2Trj/3) (j = 1,2,3) , (4.2.2) 
cos 34) = -(G/2)(-H) . (4.2.3) 
Proof. See Archbold (1964),page 182. 
Note that, in the following lemma and throughout this chapter 
the angle 3(p is chosen from the first quadrant when cos 30 > 0 and 
from the second quadrant when cos 3(1) < 0. If one chooses 34) from 
the fourth quadrant when cos 34) > 0 then the roots of the cubic will 
be the same with x^ and x^ interchanged. 
Lemma 4.3 
The roots of the quartic A(z) = 0, where A(z) is defined by 
(4.2.1), are given by 
z, = R cos(0 + 27rj/3) - (1/3) (j = 1,2,3) (4.2.4) 
and 
where 
z, = 1 (4.2.5) 4 
and 
-3/2 R = (2/3)(3a-2)% cos 30 = (276/2-18a-10) (3a-2) (4.2.6) 
a = (q^q^) ^ , B = q^^ + q^^ . (4.2.7) 
Proof. Since z = 1 is a root, (4.2.1) can be written as 
A(z) = q^q2(l-z)A^(z) , (4.2.8) 
where 
A^(z) = z^ + z^ + (l-a)z + (a-B+1) . (4.2.9) 
Substituting w = z + (1/3), the cubic (4.2.9) becomes 
Â (uj) = 0)̂  + 3Ha3 + G (4.2. 10) 
where 
H = (l/9)(2-3a) and G = (4a/3-3+20/27) . (4.2.11) 
Since a = ^ ^ 1 > it is clear that H < 0. Using 
B = q^^^ + = ^ 2a , it follows that 
G^ + = (4a/3-3-«-20/2 7)^ + (4/27^) (2-3a) ̂  (4.2.12) 
< (-2a/3+20/27)^ + (4/27^)(2-3a)^ 
= (4/27^)[(9a-10)^ + (2-3a)^] 
= (4/27)(a-2)^(l-a) (4.2.13) 
< 0 . 
Hence using Lemma 4.2 the zeros of the cubic (4.2.10) a r e , 
= R cos(G)+2TTj/3) (j = 1,2,3) , (4.2.14) 
where R and 0 are given by (4.2.6). The lemma now follows, as 
z. = ixi. - (1/3), (j = 1,2,3). 
The following lemma considers the ordering of the three roots of 
the cubic A^(z) = 0. 
Lemma 4.4 
The roots z^ (j = 1,2,3) of the cubic A^(z) = 0 satisfy the 
inequalities 
and 
^ > > z^ (4.2.15) 
z^ < 0, z^ > 0, z^ > 0 . (4.2. 16) 
Proof. Consider the zeros of the cubic ¡̂ .̂ (ud) defined by (4.2.10). 
It is easily seen that 
G = [7(P^+P2) + 20p^p2 + 2 ] / 2 7 q ^ q 2 , (4.2.17) 
which is positive. Thus from (4.2.3), it follows that cos 3G < 0. 
This gives the condition for having only one negative real root of 
the cubic A^Cw) = 0. Without loss of generality, 30 is chosen 
from the second quadrant. Hence G satisfies the inequality 
7t/6 < G < 7t/3, and it follows that cô ^ < 0, 0)2 > 0 and OJ^ > 0. 
Further, R COS(G+47T/3) < R COS(GH-2TT) iff 
-(l/2)cos G + (/3/2)sin G < cos Q o r , if tan G < / 3 . Therefore, 
0)^ < 0)^ iff 0 < G < Tr/3. Since G satisfies TT/Ó < G < TÍ/3, it is 
clear that Od̂  < o)^. Similarly > o)^ implies tan G >l//3 or 
7t/6 < G < 7t/2. Therefore 
0)J > 03^ > (jQ̂  . (4.2.18) 
Using (1-a) < 0 , (a-B+1) = (pj^p^ |qj^q2) > 0 applying Descartes* 
rule of signs (see Archbold (1964), page 19?) to the cubic (4.2.9) it 
can be shown that there are two changes of sign in the sequence of 
coefficients of Aj^(z). Hence there are either two positive real roots 
or no positive real roots. However 
z^ = R cos G - 1/3 > R/2 - (1/3) = [(3a-2)'"" - l]/3 (4.2.19) 
which is positive, as a > 1. Therefore z^ < 0 , z^ > 0, z^ > 0 and 
the inequality (4.2.15), follows from z. = O). - (1/3) (j = 1,2,3) and 
J J 
(4.2.18). 
Let a ^ , a ^ , a^ and a^ denote the roots of A(z) = 0, in 
increasing order of absolute magnitude. For example, if z^ < 1 , 
then a^ = z^, a^ = z ^ , a^ = z^ and a^ = 1. Also, let u^ denotes 
the probability of ultimate ruin of player A when he starts playing 
against player B ̂^ and v^ denotes the probability of ultimate ruin 
of player A when he starts playing against player B^, where T is 
the initial capital of player A . These probabilities are given by the 
following theorem. 
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Theorem 4.5 
The probabilities of ultimate ruin u^ and v^ are given by 
1 
(a^-a) (a^-a) 
1 
(a^-b) (a^-b) 
, (4.2.20) 
^T (a^-a3) T T ' ""T - (a^-a3) T T 
where 
_ 
(4.2.21) 
Proof. It is easy to see that Uj, and v^ satisfy the difference 
equations 
"T = PI"T+I + '^I^'T-I' 
(4.2.22) 
where 
" o 
= Vq = 1 . 
Now introduce the generating functions 
U(z) = I XI z^, V(z) = I V 
T=1 T=1 
T+1 
(4.2.23) 
Multiplying both sides of (4.2.22) by z and summing over T one 
obtains, 
2 2 
(z-p^)U(z) - q^z V(z) = q^z - Pj^zu^ , 
2 2 
- q^z U(z) + (z-p2)V(z) = q^z -
Solving (4.2.24) for U(z) and V(z), 
U(z) = zA ^(z) 
- 1 
(z-p^) (q^z-p^up + q^z (q^z-p^v^) 
2 1-
V(z) = zA (z) (z-pp (q2Z-p2vp + q^z (q^z-p^u^ 
(4.2.24) 
(4.2.25) 
where A(z) is given by (4.2.1). The two unknowns u^ and v^ in 
(4.2.25) are determined by requiring that U(z) and V(z) are analytic 
at the two smallest roots a^ (i = 1,2) of the quartic A(z) = 0. 
From the condition that the numerator in (4.2.25) vanishes at the roots 
a. (i = 1,2), 
1 
and 
(4.2.26) 
(4.2.27) 
for i = 1,2. These provide four equations to determine the two 
unknowns u, and v,. However a. (i = 1,2) satisfy the condition 1 1 1 ^ ' 
A(z) = 0. Therefore 
(a^-p^ (a^-p^) = > (4.2.28) 
for i = 1,2. Using (4.2.28), the equation (4.2.26) becomes 
^ i V i ^ = ^ i V i (a.-p^) a. + q^q^a. (4.2.29) 
which reduces to (4.2.2 7). Hence the two sets of equations (4.2.26) 
and (4.2.27) are equivalent. The solutions 
p^[p2(aj^+a2)-a^a2] ' ''l p^Cp^ (a^+a^)-a^a^ 1 ' 
are obtained by solving either set of equations (4.2.26) or (4.2.27). 
After substituting the values for u^ and v^, the equation (4.2,25) 
V, = (4.2.30) 
can be written in the form 
- 1 U(z) = (2) (z-a^) (z-a^) (z-a) , 
V(z) = zq^q2A~^(z) (z-a(z-a^)(z-b) , 
(4.2.31) 
where a and b are two constants to be determined. By equating 
the coefficient of z of the numerators in (4.2.25) and (4.2.31) one 
obtains 
(4.2.32) 
and 
(4.2.33) 
where u^ and v^ are given by (4.2.30). Solving these two equations 
one obtains a and b as given by (4.2.21). Similarly by equating 
2 3 
the coefficients of z , z of the numerators in (4.2.25) and (4.2.31) 
one obtains two other sets of equations which provide a reasonable 
check on the expressions for a and b. Returning to (4.2.31) and 
expressing A(z) in the form 
A(z) = -q^q2(z-ap(z-a2)(z-a^)(z-a^) , (4.2.34) 
(4.2.31) becomes 
= T T V I ^ ^ V T ' V(Z) ^ , , . (4.2.35) 
By introducing partial fractions, equation (4.2.35) can be written in 
the form 
U(z) = 
z 
(a3-a) 
(a^-a3) (2-33) 
'4 
, V(z) = 
U(z) = 
V(z) = 
z 
(33-3) 
z 
(a^-b) 
+ 
+ 
z 
(a. 3-b-) 
(z-
» 
(a^-a) 00 
z 
a ^ 
^4 1=0 v. 
(a^-b) 00 f \ 
z 
a L 
^4 1=0 
(4.2.36) 
(4.2.37) 
where a and b are given by (4.2.21). Therefore taking the 
T 
coefficient of z in (4.2.37), one obtains Theorem 4.5. 
The following two theorems show that the probabilities u^ and 
v^ are well defined and give conditions under which they equal unity, 
i.e., ultimate ruin is certain. 
Theorem 4.6 
If + c 4 then u^ = v^ = 1. (4.2.38) 
Proof. It is shown first that 3 = q^^ + q"^ ^ 4 if and only if 
z^ ^ 1. Further if Z3 ^ 1 then " ^T " ^^^^^^^ 
A^(0) = a - 3 + 1 = (PjP2/qiq2) ^ 0 and for 3 $ 4, ^ 0. 
Therefore, for 3 < 4, either z^ > 1 and Z3 ^ 1 or 0 < Z2 ^ 1 
and 0 < Z3 ^ 1. However for a ^ 6, 
Z^ < R cos 27r/3 - 1/3 = [(3a-2)^ - l]/3 ^ 1 . (4.2.39) 
Further the following figure shows that 3 ^ 4 implies a ^ 4 and 
hence (4.2.39) holds. 
1/q 
3--
2 
1 
0 1/q. 
Figure 4.1. (l/q^ against (l/q2) for a = 4 and 3 = 4. 
Hence for 3 ^ 4 , 0 < z^ <: 1 and 0 < z^ ^ 1. Note that 3 = 4 if 
and only if = 1. Conversely if z^ < 1, then Z2 < z^ ^ 1. Thus 
Aj(l) ^ 0 and therefore 3 ^ 4 . This completes the proof of 3 < 4 
if and only if z^ < 1. If z^ ^ I then a^ = Z2, a^ = z^ and 
either a^ = 1 , a, = z, or a^ = z,, a, = 1. Now consider the first 3 4 1 3 1 4 
case where a^ = 1 and a^ = z^. Then from (4.2.20), 
1 (a^-a) 
(a^-1) T a, _ 4 
- (1-a) 1 
Ra -b) "4 
(a^-1) T a. 4 
- (l-b)|, (4.2.40) 
which gives u^ = v^ = 1, provided a = b = a^. Clearly from (4.2.1), 
a^ + a^ + a^ + a^ = 0, a^a^a^a^ = ' (4.2.41) 
Using the above identities and expressing a and b in terms of a^ 
and a, one obtains 4 
a = b = 
p^[l-p2/q2a3a^] 
qiC-P2/qjq2a3a^+(a3+a^)] 
(4.2.42) 
Substituting a^ = 1, 
a = b = (4.2.43) 
Thus using the identities 
qiq2 qiq2 = (ct-l). 
P1P2 = (a-6+1) (4.2.44) 
and using the relation A^(a^) = 0, one can easily show that a = b = a^ 
Similarly in the second case a = b = a^. Hence from (4.2.40) one 
obtains u^ = v^ = 1. 
Theorem 4.7 
If q^^ + q2^ > ^ then. 
0 < u^ < 1, 0 < v^ < 1, 
and the ordered roots satisfy 
(4.2.45) 
(4.2.46) 
where z^ (i = 1,2,3) is given by (4.2.4) and z^ = 1 
Proof. From the proof of Theorem 4.6, if and only if 
z^ < 1. Therefore B > 4 implies z^ > 1 and hence a^ = z^ > 1. Let y=p^p2. 
^¡z^z^z^ = ya, it is easily seen that z^ < ya as > 1, Since 
z^ > 1 and z^ = 1. Further, A^(0) = ya > 0 and = 4 - 3 < 0. 
Therefore, 0 < z^ < 1 and (4.2.46) holds. Further (4.2.20) gives 
(4.2.47) 
It is now shown that ^^^¿i ^ ^ ^ 0 < û ^ < 1. It is easily seen 
_ 2 
that a < 0 if and only if z^ < Using z^ < yoL and ^ 
it follows that the product 
Pl^ P2' '7 «i* .1 1 <7 • . • 
v J 
- ^ ( V 
= z. ya - z, 
is positive. Therefore either z^ > max 1 P2 
q^ q2 
or 
z^ < min 
and this contradicts 
If > max Pi P2 
q^ q2 
(4.2.48) 
> 4. Therefore ¡̂̂  ^ 
2 > 2z, 
f'l P2' 
h : ' ^2 
^2 
and a < 0. 
Clearly, ^ ^ holds if 
A"(z2) = C(3-2)z2] - ya < 0 (4.2.49) 
Using 3 > 4, it follows that 
A -(z^) = A"(z2) + A^(Z2) 
3 2 = z^ + 2Z2 - yaz^ 
< z^A-Cz^) . 
Since 0 < z^ < 1, (4.2.50) holds only if < 0. 
(4.2.50) 
Similarly, it 
can be shown that b. Therefore, 
0 < Uĵ  < 1, 0 < v^ < 1. (4.2.51) 
Now, it is shown that 
(4.2.52) 
Consider the difference 
1 
^T - ^T+1 (a3-a) 1 - - 1 -
(4.2.53) 
The difference above is shown to be positive by considering separately 
each of four cases corresponding to T even or odd and a > a^ or 
a < a,. When T is even and a > a, or when T is odd and a < a. 4 4 4 
one can clearly see that u^ > Now consider the third case in 
- T T which T is even and a < a,. Since a, > and 4 4 3 
(a3-a)(l-l/a3) - (a^-a)(1-1/a^) = (a^-a^)(l-a/a^a^) > 0 (4.2.54) 
it follows that u^ > Finally, in the fourth case, T is odd 
J - ^ • T-1 T-1 , and a > a,, using a, > a_ and 4 4 3 
(a^-a)(1-1/33)(-a^) - (a-a^)(1-1/a^)a^ 
= (a3-a^)[(a/a3-a) + (i/a^-1)] > 0 , (4.2.55) 
one obtains u^ > Similar results hold for v^. Therefore one 
obtains (4.2.52), and (4.2.45) follows from (4.2.51) and (4.2.52). 
Let X be player A's gain from a series of games, starting against 
player B̂ ^ until he loses against player B^. The following corollary 
shows that the probability of ultimate ruin is one if and only if the 
expected value of X is less than or equal to zero. 
Corollary 4.8 
If E(X) < 0 then u^ = v^ = 1. (4.2.56) 
Proof. Let X^(X2) be the gain of player A from a series of games 
until he loses once against player Then X = X^ + X^ and 
E(X,) = I jP(X = j) 
= I (4.2.57) 
j=-l 
Similarly, 
Therefore 
= ( p ^ - q p / q ^ . 
ECX^) = (P2-q2)/q2 • (4.2.58) 
E(X) = E(X^) + E(X^) = q^^ + q^^ - 4 (4.2.59) 
and (4.2.56) follows from (4.2.59) and Theorem 4.6 
The following corollary considers the special case p^ = P2 = P 
and shows that the expressions for u^ and v^ of (4.2.20) reduce 
to that of the classical ruin problem. 
Corollary 4.9 
When p^ = p^ = P, 
U = V = "S 
T T ^ 
T 
(q/p) if q < h 
(4.2.60) 
if q > % . 
Proof. When p̂ ^ = p^ = P , the equation (4.2.1) reduces to a 
product of two quadratics in z namely, 
A(z) = (z-p-qz^)(z-p+qz^) . (4.2.61) 
Assuming q < h , it follows that 
I 
a^ = [-l+(l+4pq)^]/2q, a^ = 1 , a^ = p/q, a^ = [-l-( l+4pq)'']/2q. 
(4.2.62) 
By substituting these values in (4.2.21) it can be shown that 
(a-a,) = (b-a.) = 0 and hence a = b = a, . 
4 4 4 
Therefore 
u^ = v^ = (l/a^)^ = (q/p)'^ , q < 1/2 (4.2.63) 
The condition 6 ^ 4 reduces to q ^ 1/2 and hence (4.2.60) follows 
from (4.2.38) and (4.2.63). 
Note that the results (4.2.62) satisfy (4.2.46). Further some 
numerical values for u^ are given in Table 4.1, page 131. 
§4.3 Expected duration of play 
In this section, the expected duration of play is derived from the 
difference equations. Let D^(E^) be the expected number of games 
until player A is ruined, assuming A's initial capital is T and 
his initial opponent is It is also assumed that these 
expectations are finite. For 3 = q^^^ + q2^ ^ ^ there is a positive 
probability that the game might go on forever, therefore the expected 
duration of play is infinite. For finite expected durations, the 
expectations D^ and E^ are given by the following theorem. 
Theorem 4.10 
If < 4 then. 
D^ = 
T (4-B) 
T -
6q-
1 -
(a^-a3) 
(a^-c) (a3-c) 
T ! ) (4.3.1) 
and 
E^ = 
T (4-B) 
T -
6q 
1 -
(a^-a^) 
(a^-d) 
(4.3.2) 
where |3 is defined by {k.2.1)^ and 
Proof. It is easily seen that D^ and E^ satisfy the difference 
equations 
^T " ^l^T+l " ^ i V l ^T " P 2 V 1 (4.3.4) 
where D^ = E^ = 0. Assuming that the solutions of (4.3.4) are of the 
form 
D^ = X^T + X2 + d^, E^ = S^T + ¡¡2 + 6 ^ , (4.3.5) 
where X^, (i = 1,2) are constants to be obtained. Substitute 
(4.3.5) in (4.3.4) and let 
^T = P l V l ^ ^ i V l ' ^T = P2^T+1 ^ V T - 1 ' 
where d^ = -X^ and e^ = -y^« Then by equating the coefficients of 
T and the constant term one obtains for p^ ^ p^ 
from which it follows, 
6 - - 2 6 ( q 2 - q p 
Since A^ and differ by an arbitrary additive constant one 
takes the symmetrical results, 
^2 ^ (4-6)(q^+q2) ' ^2 ^ (4-6)(q^+q2) ' (4.3.9) 
It is to be noted that X^ and y^ ^^ ^^^ constants satisfying 
(4.3.8)2- Proceeding as in Section 4.2, in solving (4.3.6) with the 
boundary conditions d^ = -X2 , e^ = -y2 » the corresponding generating 
funct ions 
D(z) = zA (7.) (P2-Z) (y2q^z+p^d^) - q 
-I _ 9 _ _ (4.3.10) 
E ( z ) = zA (z) ( p ^ - z ) (A2q^z+p^G^) - q .z^Cu^q ^z+P jd j )" ! , 
are obtained, where A(z) is given by (4.2,1), Assuming p^, q^ 
(i = 1,2) are non-zero, the two constants dĵ  and e^ are determined 
by requiring that the two functions D(z) and E(z) are analytic 
at the two smallest roots a^ (i = 1,2) of the quartic A(z) = 0. 
Hence one obtains 
By methods similar to those of the previous section it can be shown that 
e, = p 7 — 7 — r ^ . (4.3.11) 
1 p.La,a„-p.(a,+a.)J 
-X2 1 (a^-c) (a^-c) (a^-d) 
(a^-aj) T T T 
_ 
,(4,3.12) 
where c and d are given by (4.3.3) while A^ and ^^^ given 
by (4.3.9). Hence (4.3.1) and (4.3.2) follow from (4.3.5), (4.3.8)^, 
(4.3.9) and (4.3.12). 
For the special case p^ = ^^^ relations (4.3.8) are 
indeterminate. Therefore the quadratic expressions 
.2 2 
D^ = A3 + A^T + A^T^, E^ = y3 + u^T + (4.3.13) 
are used. Substituting these expressions in (4.3.5) and identifying 
the various powers of T one obtains 
.3 ^^3 
Hence for q > 1/2 
A, = u , = 0, = lî  = (q-p) \ = " (4.3.14) 
D^ = E^ = T/(q-p) . (4.3.15) 
Note however, that c approaches a and d approaches b as 
q^ approaches q^. Hence from (4.2.38) one can show that (4.3.12) 
reduces to d^ = -A^ and e^ = for 3 < 4. Thus the same 
expressions (4.3.15) can be derived from (4.3.1) and (4.3.2) as q^ 
approaches q^- As one would expect, this agrees with the solution of 
the classical two player gambler's ruin problem. If 3 = 4 , although 
the probability of ruin is certain the expected duration of play is 
infinite. For a final illustration of the results (4.3.1) and (4.3.2) 
the trivial case " ^ ^ studied. For this case 
X^ = = 1, c = a, d = b . (4.3.16) 
Hence the solutions (4.3.1) and (4.3.2) reduce to 
D^ = E^ = T . (4.3.17) 
Finally some numerical values for D^ are given in Table 4.2, 
page 132. 
§4.4 Generating function for the probability of ruin in exactly n games 
The probability of ruin in exactly n games can be derived in a 
variety of ways. In this section, the generating functions are used in 
a more direct way while in the following section it is obtained as a 
boundary value of the distribution of the capital. Let u ^ (v 
n,i n,l 
denote the probability of ruin of player A in exactly n games, when 
he starts playing against player B^^iB^) and player A's initial 
capital is T. The probabilities u ^ and v ^ correspond to the n,T n,T 
probability of absorption at the origin for the first time, exactly at the 
nth step, where T is the initial position in paths 1 and 2 respectively. Let 
00 00 
U (C) = I u V ( O = I V , (4.4.1) 
^ n=0 n=0 
denote the corresponding generating functions. 
First the roots of the quartic 
2 A 
i|;(C,z) = (z-p^C) (z-P2i) - ^ ' (^-^-2) 
are studied. Rewrite (4.4.2) as a product of two quadratics namely 
ip(^,z) = - q ^ q ^ C ^ C z ^ + A Q Z + B ^ X z ^ + C Q Z + D Q ) . (4.4.3) 
In (4.4.3), let z^, z^ denote the two roots of the first quadratic 
and z^, z^ denote the two roots of the second quadratic, so that 
^ = (4.4.4) 
Note that the roots z^ (i = 1,2,3,4) are functions of By comparing 
(4.4.2) and (4.4.3) one obtains. 
^0 = AQ - a/C^ - S a / ^ o 2 , CQ = - A q , DQ = -ya/B^ , (4.4.5) 
2 
where A ^ = y satisfies the cubic ^j^(y) = 0 where ^^(y) is given 
by (see Carr (1970), page 129), 
Ip^(y) = y^ - (2a/5^)y^ + (a^/C^+4Ya)y - fiV. , (4.4.6) 
where a and 3 are given by (4.2.7), and 
Y = P1P2» <S = P^ + P2 • (4.4.7) 
The following lemma gives the roots of the cubic (4.4.6). 
Lemma 4.11 
For 0 < 1^1 ^ 1 , the roots of the cubic (4.4.6) are all real 
and given by 
y^ = RQ(C)cos(0Q+27Tj/3) + (j = 1,2,3) , (4.4.8) 
where 
and (4.4.9) 
cos 30Q = . 
2 
Proof. With Y = y - 2a/3C , the cubic (4.4.6) becomes 
= Y^ + 3HY + G (4.4. 10) 
where 
H = (4Ya-a^/3C^)/3, G = (a^/^^) (2a/27cV8Y/3-6^) . (4.4.11) 
It follows that (4.4.10) has all real roots provided that 
H = (4Ya-a^/3C^)/3 < 0 , (4.4. 12) 
and 
G^ + 4H^ = (a^/C^)(2a/27cV8Y/3-ö^)^ + (4/27) (4Ya-a^/3C^) ̂  < 0 . 
Clearly (4.4.12) holds when C is chosen such that 
(4.4.13) 
r < a/12Y , 
and the condition (4.4.13) reduces to 
(4.4.14) 
.-4 where v = C and a^, b^, CQ are given by. 
2 2 a^ = a (4Y-6 ) = - -1 -ll2 - ^2 
bQ = a(32Y''-36YÖ^+27ö^/4) = 27a[6^-8Y(3+/I)/9][6^-8Y(3-/3)/9]/4 , 
(4.4.15) 
(4.4.16) 
CQ = (4Y)" . 
When p^ P2 (Sq ^ 0), let and be the zeroes of the 
quadratic (4.4.15), namely 
^0 = - - ^ V o 2a 0 
(4.4.17) 
Since < 0 and > 0 it is clear that < 0 and > 0. 
Hence together with v > 0, the condition (4.4.13) will hold when 
V ^ QQ or ^^ < Further when P^ = P2 P' (4.4.13) will hold 
2 
when V > -CQ/b^ or C ^ l/4pq. In Section 4.2 it was proved that 
A(z) = ip(l,z) = 0 has all real roots. Hence 1 ^ when p^ ^ p^. 
Further 1 < l/4pq when p^ = p^- Thus at least for 0 < |C| ^ 1 the 
roots of (4.4.6) are all real. Hence Lemma 4.11 follows from (4.2.2) 
and (4.2.3). 
Let aj^(^), 32(0, a^(^) denote the roots of the 
quartic = 0 in increasing order of their absolute values. 
These ordered roots are considered in the following lenrnia. 
Lemma 4.12 
For 0 < C ^ 1 (-1^ 0), the roots a.(C) (i = 1,2,3,4) of 
= 0 satisfy 
= -[a3(Q+a^(C)] = ey^ , (4.4.18) 
and 
2 , (4.4.19) 
where y^ is given by (4.4.8) and (4.4.9) and e = ±1 according to 
0 < C ^ 1 or -1 < < 0. 
Proof. For 0 < < 1, the quartic = 0 has four real 
roots. Applying Descarte's rule of signs (see Archbold (1964), page 197], 
there is only one change of signs in the sequence of coefficients of 
obtained from (4.4.2), provided C is positive. Similarly 
when ^ is negative there is only one change of signs in the sequence 
of coefficients of Hence there is only one negative root 
when ^ is positive and only one positive root when ^ is negative. 
As the cubic term of this quartic is missing, the sum of the four roots 
is zero. Therefore for positive C, the magnitude of the negative root 
equals to the sum of the three positive roots and hence the largest in 
magnitude. Thus for 0 < C < 1, < 0. Similarly for -1 < ^ < 0, 
2 2 > 0. Since y = A^ = (z-ĵ -̂ -ẑ ) , in the cubic (4.4.6), its thi 
real roots will be = [a^ (Q+a^ (?) , ^^ = [a^ (C)+a^(£;) and 
2 c;)̂  = [a^(C)+a^(?)] . Clearly (t)̂  < and since 
r 2 ^ " La^(C)+a^(C)] = [a^ ( ( ? ) J^ it is also clear that C^ < 
iree 
J 
Hen ce ^^ is the smallest root of (4.4.6). Nov; consider the roots 
y^ (j = 1,2,3) of (4.4.8). Without loss of generality by choosing 
30Q from the first quadrant when cos 30^ > 0 and from the second 
quadrant when cos 30^ < 0, it is clear that y^ is the smallest root 
of (4.4.6). Thus 
y^ = L a ^ i O + , (4.4.20) 
and from (4.4.4) and (4.4.5) the results (4.4.18) and (4.4.19) follow. 
The following theorem gives expressions for the generating functions 
U^(C) and V^(^). 
Theorem 4.13 
For 0 < I d $ 1 the generating functions and are 
given by 
u^(C) = [a^(C)-a3(^)] 
3 3 ( 0 
^T^^^ [a,(C)-a,(C)] 
[a^(C)-b(C)] Ca3(C)-b(C)] 
j 
(4.4.21) 
where 
a(C) = 
b(C) = 
q2{a^(C)a2(C)-P2CCa^(0+a2(C)]} ' 
(4.4.22) 
Proof. It is clearly seen that u ^ and v satisfy the 
n, I n, L 
difference equations. 
% + l , T = Pl"n,T+l + 'll^n.T-l' = Pz'n.T+l ^ "a^n.T-l' 
for integers I > 0 and n ^ 0. Further for T > 0 
u^ ^ = Vq ^ = 0 and when T = 0 
n = 0 
(4.4.23) 
_ ) 1 n = U 
- ^ lo n ^ 0 • 
(4.4.24) 
From (4.4.1), (4.4.23) and (4.4.24), it can be deduced 
= ' T > 0 , 
and Uq(C) = = 1. Further by introducing 
(4.4.25) 
CO CO 
U(C,z) = I V(C,z) = I V A O z ^ , (4.4.26) 
T=1 ^ T=1 
one obtains from (4.4.25), that 
(4.4.27) 
Assuming that p^, q^ (i = 1,2) are non zero, the two functions 
and of (4.4.27) are determined in the usual way by requiring 
that U(C,z) and V(C,z) are analytic at the two smallest roots 
(i = 1,2) of (4.4.2). From the condition that the numerator in 
(4.4.27) vanishes at the roots a^(C) (i = 1,2), 
(4.4.28) 
and 
2 3 
(4.4.29) 
for i = 1,2. Since and a^ii) satisfy i|;(C,z) = 0, one can 
easily show that these sets of equations are equivalent. By solving 
either set of equations (4.4.28) or (4.4.29) one obtains the solutions 
(4.4.30) 
P 2 { P i C C a ^ ( Q + a 2 ( 0 ] - a ^ ( 0 a 2 ( C ) l ' 
Substituting and in (4.4.27) and proceeding as in 
Theorem 4.5 one obtains 
2 
[z-a^(C)] j ' 
(4.4.31) 
where a(C) and b(C) are given by (4.4.22). Expanding (4.4.31) as 
T 
a power series in z and equating the coefficient of z in (4.4.26) 
and (4.4.31) the result (4.4.21) is obtained. 
Corollary 4.14 
U^(l) = u^ and V^(l) = v^ . (4.4.32) 
Proof. Clearly by substituting ^ = 1 in (4.4.2) one obtains 
(4.2.1). Hence a^(^) (i = 1,2,3,4) reduces to a^ (i = 1,2,3,4) of 
Section 4.2. Similarly a(l) = a and b(l) = b. Hence the result 
follows from (4.2.20) and (4.4.21). This agrees with the result obtained 
from (4.4.1). 
Corollary 4.15 
If Pi = P2 " P» 
= = , (4.4.33) 
where X(C) is defined by (4.1.4). 
Proof. For P^ = P2» ^^^ equation (4.4.2) reduces to the product 
of two quadratics, namely 
l|;(C,z) = -(qCz^-z+pO (qCz^+z-pC) . (4.4.34) 
For ^ 1 ^ l/4pq, the four real roots can be ordered as 
= a ^ i O = [l-(l-4pqC^)^']/2qC , (4.4.35) 
Using the result (4.4.22) and (4.4.35) it can be shown that 
a ( 0 - a^(C) = h ( 0 - = 0. Therefore, from (4.4.21) 
T 
= . (4.4.36) 
The above result agrees with the result of the classical two player 
ruin problem given in (4.1.3). Although the expressions for u ^ and 
n,T 
^n,T deduced from (4.4.21) in principle, it appears difficult to 
proceed further. The expressions for u ^ and v „ are derived in 
n, T ri > T 
Section 4.7, using a different method. 
§4.5 Generating function for the probability of ruin in exactly n games 
by distribution of capital 
In this section, an alternative derivation of the generating function of 
the probability of ruin in exactly n games is given. Let p , denote the 
n y K̂  
probability that player A, with initial capital T has capital k units 
after the n t h game, and that he is to play the ( n + l ) t h game against B^^. 
Similarily let q^ ^ denote the probability that player A, with initial 
capital T has capital k units after the nth game, and that he is to play the 
( n + l ) t h game against 6 2 » Let 
00 00 
^ n=0 ^ n=0 
denote the corresponding n-generating functions of the probabilities p , 
n y iC 
and q , . It is also assumed in this section that player A selects his 
n, K 
initial opponent to be B̂ ^ or B2 with probabilities p^ and q^ respectively 
(pQ + q^ = 1). As before player A exchanges his opponent whenever he loses. 
Further let = ^ ¡ ^ ( C ) (i = 1,2,3,4) where a^(C) (i = 1,2,3,4) are 
given by (4.4.18) and (4.4.19). The following theorem gives an alternative 
expression for the generating function Pq(C) + ^^^ probability of 
ruin in exactly n games involving b^(C) (i = 1,2) 
from which (4.4.21) can be obtained. 
Theorem 4.16 
The generating function of probability of ruin of player A in 
exactly n games, PQ(C) + QQ(C), is given by 
PqCO + QQ(Q = + q^ih^^iO+h^^iOl , (4.5.2) 
where b _ (i,j = 1,2) is defined by. 
b^(Qb2(C){ hi ^Q-b'J } 
• b^iQ-hliO 
= - ih^iO-h^ii)-] 
> 
9 (4.5.3) 
b^jCQ = 
Proof. It is easily seen that p^ ̂  and q^ ^ satisfy 
Pn+l,k = PlPn,k-l + V l , k = Pâ t̂ .k-l + "iPn.k+l' 
Pn.k = 1n,k = 0. k > T + n, 
for integers k > 1 and n 5 0. Further for k = 0,1 and n 5 0 
Pn+i,k = "^aSi.k+r V i , k = "iPn.k+i' 
and 
Po,k ° Po^Tk' "o.k ° V l k ' 
(4.5.6) 
where is the usual Kronecker delta. From (4.5.1), (4.5.4), 
(4.5.5) and (4.5.6) 
- Po^k = + 
and 
- P O V = " L A ^ V I ^ ? ) ' 
- V I K = " I ^ ^ + I ^ S ) ' = 
are obtained- Further introducing 
(4.5.8) 
P ( C , z ) = I Q ( ^ , Z ) = QJ^COZ'', 
k=0 k=0 
(4.5.9) 
one obtains from (4.5.7) and (4.5.8) 
T+1 2 
T+L 2 
- + Z ( 1 - P 2 ^ Z ) Q ( C , Z ) = Q ^ Z ' - P2CZ Q ^ I I ) -
(4.5.10) 
which gives 
T+l 
T+l 
(4.5.11) 
where is obtained from (4.4.2). Since = 0 has 
four real roots when U 1 ^ 1, it is clear that has four real 
roots when ^ 1. Let b . ( 0 (i = 1,2,3,4) denote the ordered 
roots according to their relative magnitude of the quartic ) = 0, 
Then clearly b . ( Q = V i ^ ^ ) = 1,2,3,4) where a . ( 0 (i = 1,2,3,4) 
are the ordered roots of ip(C,z) = 0- Assuming p^ and q^ (i = 1,2) 
are non-zero, the two functions PQ(C) and QQ(C) in (4.5.11) are 
determined by requiring that P(^,z) and Q(^,z) are analytic at the 
two smallest roots b^(C) (i = 1,2) of the quartic H ^ y Z = 0. 
From the condition that the numerator of (4.5.11) vanishes at the 
roots h ^ i O (i = 1,2), 
(4 .5 .12) 
and 
(4 .5 .13) 
f o r i = 1,2. Since ( i = 1,2) s a t i s f y ipi^.z'^) = 0, i t i s 
easy to show that the two sets of equations of (4 ,5 .12) and (4 .5 .13 ) 
are equivalent. Hence by solving e i ther set o f equations 
PqCO = Po^iiCO + " ^ (4 .5 .14 ) 
i s obtainedwhere (C) ( i , j = 1»2) i s given by ( 4 . 5 . 3 ) . 
The fol lowing coro l lary shows that PQ(C) + ^^ obtained 
from the expressions given in the previous sec t ion . 
Corollary 4.17 
U^(^) = b^^(C) + h^^ii), = h^^iO + b22(C) 
and 
Pq(C) + Qq(0 = PqUt^^) + V T ^ ^ ^ ' (4 .5 .15) 
where and are given by (4 .4 .21) and b _ ( C ) ( i , j = ^,2) 
i s defined by ( 4 . 5 . 3 ) . 
Proof . Clearly from (4 .5 .3 ) 
b2 - p ^ C b ^ C O b ^ C Q 
bl(0-bl(i) 
b ^ C O b ^ C C ) 
b2 \0-bl ^(O 
bliO-b^iO 
(l-p^^Cb^CQ+b^CC)]} 
T-1 T - 1 
b| ' ( O - b ^ ( Q - (4.5.16) 
where 
a * ( Q = iv^ab^dO+b^iOi-l} ' (4.5.17) 
Using the identities 
a^iO 'Si^iO '^¿^(O = 
b ^ ( 0 + b 2 ( C ) + b 3 ( 0 + b 4 ( 0 = (Pi+P2)/PiP2^ 
(4.5.18) 
- 1 
together with b^(C) = ^^ = 1,2,3,4) one can easily show that 
= a(C) and b^^(^) + b^^(^) = U^(C) 
where a(C) is given by (4.4.22) and is given by (4.4.21). 
Similarly one can show that 
(4.5.19) 
This completes the proof of Corollary 4.17. 
(4.5.20) 
Note that the sum b^^iO + b^2 ̂ ^^ 1 ̂ ^^ + b 2 2 ( ^ ) j represents 
the generating functions, for the probability of ruin in exactly n 
games conditional on player A*s initial opponent Bj^(B^). Proceeding 
as in Section 4 . 4 generating functions Pj^(^) ^^ 
determined. Although, the expressions obtained are rather complicated 
they are given in the following section. 
§4.6 Generating function for the probability distribution of capital 
The following theorem gives the generating function of the 
probability distribution of player A*s capital when his opponent 
at the (n+l)th game is Bj^. As in previous sections, it is assumed 
that player A*s initial capital is T. 
Theorem 4 . 18 
The n-generating function Pj^(^) of the probability distribution 
p , is given by 
n, ic 
Po '^t^ 
J r - v 
I* 
J 1 1 
-b3(Q] 
b* 
J 1 1 
( 4 . 6 . 1 ) 
J 
where a* (j = 1 , . . . , T + 1 ) , b* (j = 1 , . . . ,max ( l , T-l ) ] are obtained 
from Table 4 . 3 , page 133 and = ^ "^¿(C) ( i = 1 , 2 , 3 , 4 ) are 
obtained from ( 4 . 4 . 1 8 ) and ( 4 . 4 . 1 9 ) . 
Proof. By substituting the expressions for Pq(^) and Qq(^) 
given by ( 4 . 5 . 1 4 ) in ( 4 . 5 . 11 ) one obtains 
P 
P(C ,z ) = 
0 
iz-h^iO llz-h^iO liz-h^iO BCz-b^ ( Q 1 
( 4 . 6 . 2 ) 
Cz-b^(C) liz-h^iO l iz-h^iO ]Cz-b^(C) ] 
where = 1,2) is given by (4.5.3). Clearly Cz-b^(C)] and 
Cz-b^CC)] are factors of the numerator of P(C,z) and hence one can 
rewrite the above expression as 
T+1 
(z 
P(^,z) = 
max(T-l,1) 
Pa I + q^ y 
P^P^C^Cz-b^CQ DCz-b^CQ ICz-b^CO ] 
(4.6.3) 
where A^ = ^^ ^ ^^ " 1,...,T+1) and 
b | (j = 1,...,max(T-l,1)) are to be obtained by comparing the 
coefficients of different powers of z in (4.6.2) and (4.6.3). The 
coefficients a**s and b**s are given in Table 4 . 3 , page 1 3 3 . By 
3 3 
introducting partial fractions, equation (4.6.3) becomes 
T+1 . max(T-l,l) 
. Pn I + ^f 
1 1 
P(C,z) = 
[z-b^(C)] C z - b 3 ( 0 ] 
ri i i;
(4.6.4) 
so that for z/b,(^) < 1, z / h A O < 1 
P(^,z) = 
^ —T 1 
Z 
i=0 
bjCC) 
iio 
z 
i 
T+1 . max(T-
PO ^ 
- J = 1 Iz 
l,1) 
1 
b*z 
J 
(4.6.5) 
j 
Oiere a* (j = 1,...,T+1), b | (j = 1,... ,max(T-l, 1)) are given by 
Table 4.3. Therefore taking the coefficient of z in (4.6.5) the 
result (4.6.1) is obtained. 
Note that the generating function of the probability 
distribution of player A's capital when his opponent at the (n+l)tb 
game is B2 can be obtained by simply interchanging p^ and p^, 
q^ and q^ and p^ and q^ of (4.6.1). Theorem 4.18 gives the 
probabilistic behaviour of A's capital. Although the expressions 
for p , could be deduced from (4.6.1) it appears difficult to proceed 
n , k 
any further. Therefore to overcome this difficulty, the following 
two sections give an alternative way of approaching this problem. 
§4.7 Probability of ruin in exactly n games 
In this section, the generating functions U(^,z) and V(^,z) 
defined by (4.4.2 7) are inverted first with respect to ^ to give 
U (z) and V (z) respectively. These are defined by 
n n 
= I . 2 . V j z ) = I V . z . n,T n n,T 
(4.7.1) 
T=1 " T=1 
Then these are further inverted with respect to z to give the 
probabilities u ^ and v The following Theorem gives 
n,T n,l 
the T-generating functions U^^^) and V^(z). 
Theorem 4.19 
The generating functions U^Cz) and V^(z) are given by 
[(P /z)+q^z] 
U^(z) = 2 q^z 
qH-I ^ QH-I ^n-l _ Qn-1 
n 
Pi a V j . i 
+ ei"^ 
(P /z) 
+ ej-1 -
n 
+ I V . 
1 
V j z ) = 2 qH-I + 
[-(P_/z)+q^z] 
-
(4.7.2) 
n 
J , 
+ 
(P /z) 
-
+ q,P,z I u . , ^ ^ - e^"^ 
- Ill -
where 
Pi = (Pl ± P2)/2, = (P+/z) ± [:(P_/z) + q^q^z . (4.7.3) 
Proof. Clearly (4.4.27) can be written of the form 
U(^,z) = 
qj^z{[(l/C)-(P^/z)] + [(P_/z)+q2z]} 
(4.7.4) 
Expressing (4.7.4) as a power series in 
u(C,z) = J q^z I ' 
n=0 
+ + 
[(P__/z)+q2z] qI - 0;̂  -n+1 
(4.7.5) 
- i I ^ n=0 
PlU^(C) • 0^ + 0^ 
(P /z) 
- e^ 
0:̂  - 0^ -n+l 
where 0^ and P^ are given by (4.7.3). Therefore by taking the 
coefficient of one obtains (4.7.2)^. Similarly (4.7.2)2 can be 
obtained by simply interchanging p̂^ and p^, and q^ and q^-
The following lemma expresses el + and 
0+ - 0! [(p /z) H-q̂ q̂̂ z as series in z which will be used later 
in inverting U (z) and V (z) with respect to z n n 
Lemma 4.20 
For n ^ 0, 
+ = 2 I I 
Jl=0 m=0 
n 's: 
21 m 
(4 .7 . 6 ) 
0^ - 0̂ ^ '0 I 
= 2 I I 
n 
25,+lj m 
where 
LQ = n/2 - 1, L^ = n/2 for n even 
LQ = L^ = (n-l)/2 
and is given by (4.7.3)^^. 
Proof. Using the identifies 
for n odd 
qI ± 0^ = [(0^ + 0_)/2] ' '[(l+x) ' ' ± (1-x)''] 
where 
one obtains 
0+ + - 2(P /z )^ I 
r . 
n 
2Z 21 
'qI - 0^ 
^ ^ £=0 
n 
2i,+l 
(P^/z) 
2iH-l 
(4 . 7 . 7 ) 
( 4 . 7 . 8 ) 
X = (0^ - 0_ ) / ( 0^ + 0_) = [ (P_ /z)2 + q^q^z^]^ / (P^/z) , ( 4 .7 .9 ) 
(4 .7 .10) 
where L^ and L^ are given by ( 4 . 7 . 7 ) . Clearly (4 .7 .10) can be 
expanded further to give Lemma 4 .20 . 
Now consider the probabilities u^^^ and v^^^ of player A's 
ruin in exactly n games when his initial capital is T and his initial 
opponent is B^ and B^ respectively. Let u^^^ and v^^^ denote the 
probability of player A's ruin at the n^h game when he played the n^^ 
game against B^; and he played the first game against B^ and B2 
respectively where T is his initial capital. Clearly, u^ ^ equals 
2 
u^ if the n^^ game is played against B^ and equals u otherwise. 
n,T ^ 
1 9 1 
Thus, u^ „ = u^ _ + u^ v^ ^ = V + v2 (4 .7 .11) 
n,T n,T n ,T ' n,T n,T q^t 
i i 
where u^ ^ and v^ ^ ( i = 1,2) are given by the fo l l ow ing theorem 
and the Coro l lary 4 .22 . 
Theorem 4.21 
1 2 
The p r o b a b i l i t i e s of ru in u^ ^ and ^ are given by 
" I n 
I 
m=)!. 
0 
fn-l1 m n-l-2m 
2m 
i^oJ 
n.T 
¿0 
"On 
+ I 
0 
' n-1 ' m 
2iiifl 
„n-2-2m -2m-2i,o+l , , «-0 
J , " n - J . l m=jl 
j-1 
2m 
Oj 
m 
I ' o j J 
pj-l-2m p2m-2aoj (q^q^)^OJ 
(4 .7 .12) 
'-Oj 
+ I J-1 2iiri-l 
m 
I 
Oj 
''1P2 J ^ V j . l T 
I j 
f j-1^ 
f 
m 
2m+lj 
K j J 
pJ-2-2m 
for n and T such that = (T-hi-2)/4 i s an i n teger . 
u = 0 otherwise 
n,T 
and 
«-On 
I 
'n-1 ' m 
2m+l 
pn-2-2m p2m-2^i 
n 
¿1 " " - j . i 
j-1 
2m 
m 
^Oj 
pj-l-2m p2m-2ioj (q^q^) <iOj 
(4 .7 .13) 
. T 
j-1 
2mfl 
m 
^03 
pj-2-2m p2m-2Aoj+l (q^q^)^Oj 
n 
- ' ' 1P2 V j . i T 
j-1 
2m+-l 
m p|-2-2m p2_m-2£ij 
f o r n and T such that = (T+n-4)/4 i s an integer. 
u rp = 0 otherwise, n, 1 
where 
L^, = ( j - 3 ) / 2 , L^^ = ( j - l ) / 2 for j odd 'Oj 
L , . = L^. = J/2 - 1 
and for j = l , . . . , n such that 
f o r j even 
(4 .7 .14) 
^Oj " ( T + j - l ) / 4 , ii^. = (T+j-3) /4 
are integers and P^ is given by (4.7.3)j^. 
Proof. Substituting (4 .7 .6) in (4 .7 .2) and using the double 
summat ion 
N j N N 
I I a. . = l a 
j=0 i=0 j=0 i=j ^ 
(4.7.15) 
one obtains 
U (z) = q n i 
h n h n 
I I 
£=0 m=£ 
n- l ' m 
2m ^ £ 
n-l-2in „2in-2jl . 
^On ^On 
+ I I ^ ^ 2m+l £=0 
m 
^ y 
pn-2-2m 4£-n+2 
+ qiq2 
^On ^On 
I I 
£=0 m=£ 
' n - l ^ m 
2m+l̂  A 
pn-2-2m 4il-n+4 
n 
Pi I 
£=0 m=i 
I I 
1=0 m=Jl 
(4 .7 .16) 
m 
2m J I V y 
j - l - 2 m 2m-2£ 
i j - i " m 
2nH-l 
4£- j+l 
n 
- q 1^2 V j , l 
^Oj ^Oj 
I I 
i=0 m=i 
i 
f s 
m 
% 
pj-2-2m p2m-2il 
where I'g j * ^Ij ' ^̂  ~ l , . . . , n ) are given by (4.7.7) and P^ is given 
T 
by (4.7.3)j^. Thus by taking the coefficient of z one obtains 
"n.T = I 
n-1 
2m 
0 
m 
'0 
Ä0 
"0 
+ I 
m=Ä 0 
' n-1 ' m 
2iiH-l 
V • 
io 
n 
- P • f 
in=Ä 
j-1 
2m 
Oj 
m pj-l-2m p2m-2Aoj 
^Oj 
+ I 
j-1 
2iiri-l 
m 
^OJ 
n 
- q 1^2 ^ -n-j,l T 
r s 
j-1 
2m+l 
m 
^ij 
pj-2-2m p2m-2Äij 
for n and T such that = (T+n-2)/4 is an integer. 
"n.T = 
LO 
I 
m=Ä 
n 
n-1 m _n-2-2m 
(4.7.17) 
¿ V i . i 
j-1 
2m 
m 
I'ojj 
pj-l-2m p2m-2i,0j (q^q^^Oj 
^QJ 
+ I 
j-1 
2m+l 
m 
l^OjJ 
n 
- 11^2 i , V j . 
j = l m=Ä 
Ij 
•j-i' m 
2ni+l, 
l^lj. 
p W m (q^q^)'^^ 
for n and T such that = (T+n~4)/4 is an integer and 
u = 0 otherwise, 
n,T 
(4.7.18) 
where L^^, L^^, (j = l,...,n) are given by (4.7.14) and P^ 
is given by (4.7.3)^. 
It is now shown that (4.7.17) is equivalent to (4.7.12). If k^ 
represents the number of wins of player A until he is ruined then 
n = T + 2kQ, = (2T + 2kQ - 2)/4 and = (2T + 2kQ - 4)/4. Thus, 
for to be an integer, either T should be even and k^ should 
be odd or T should be odd and k^ should be even. Therefore the 
number of losses T + k^ of player A is odd and it follows that the 
last game is played against B,. Therefore u ^ = u^ Similarly 1 n,T n,T 
when is an integer both T and k should be either even or odd 
resulting , the number of losses T + k^ to be even and it follows 
2 that the last game is played against Therefore, u ^ = u 2 n,T n,T 
Now consider u . , and v . , which appears in the right hand side 
of (4.7.17). When and are both integers, it is clear that 
- = (n - j - l)/4 is an integer. Thus in (4.7.17)^, 
u . , = u^ . ,. Similarly when and . are both integers, it n-j, 1 n-j, 1 ^ 0 Ij 
is clear that - = (n - j + l)/4 is an integer. Further, it is 
2 1 clear that u ^ and v ^ are symmetric. Therefore in (4.7.17),, n,T n,T i 
V . , = v^ . Similarly using Z, - . = ( n - j - l)/4 and n-j, 1 n-j, 1 ^ Ij 
- = (n - j - 3)/4, one can show that in (4.7.17) 
2 J 2 u . , = u . , and v , , = v . ,. n-j, 1 n-j, 1 n-j, 1 n-j, 1 
1 2 The following corollary gives expressions for v and v . n, i- n, L 
2 1 
These expressions can be written down from u^ ^ and u^ ^ by 
interchanging p^ and and q^ and q^ respectively. However, 
an alternative proof is outlined. 
Corollary 4.22 
1 2 The conditional probabilities v and v are given by n, L n, J. 
n,T 
"On 
I m=jl. 
n - l ^ m 
2m+l 
n 
- p. y i=i 
" - ^ O j 
j - l l TQ p j - ^ 
2m J ( 4 . 7 . 1 9 ) 
f j - 1 m p J - 2 
V l V 3 . I ? 
-2mp2m-2£o j+ l ( 
+ — i ^ 
i j - 1 m 2nri-l 
f o r n and T such t h a t = ( T + n - 4 ) / 4 i s an i n t e g e r . 
V „ = 0 o t h e r w i s e n , T 
and 
^ n . T = ' '2 
" I n 
I m=Jl 
n - 1 
2m 
0 
S n 
- I in=£ 
m 
O 
n - l ^ m 
2in+l 
n 2 j - 1 2m 
m 
^Ojj ( 4 . 7 . 2 0 ) 
^OJ m 
2iiH-lj i ^ o j 
n 
V l ¿ " n - j . l r 
I j 
m p j - 2 
211H-I, V > ' l i J 
f o r n and T such t h a t íi^ = ( T + n - 2 ) / 4 i s an i n t e g e r . 
V m - O O t h e r w i s e n , T 
where L^^, Jl^^, ( j = l , . . . , n ) are given by (4 .7 .14 ) and P^ 
i s given by ( 4 . 7 . 3 ) ^ . 
Proof . Similar to equation (4 .4 .23) one obtains the fo l lowing 
forward equations 
(4 .7 .21 ) 
f o r i = 1 ,2 , with the i n i t i a l condit ions 
f o r integers T > 0, integers n ^ 0 and where i s the usual 
Kronecker de l ta . Let U^(^) and V^(^) denote the n-generating funct ions 
of the p r o b a b i l i t i e s u^ and v^ respec t ive ly . By introducing n y i. n y J. 
these generating functions 
= I = I (4 .7 .23 ) 
^ n=0 n=0 
one obtains from (4 .7 .21) and (4 .7 .22 ) 
= + , T > 0 , 
and 
JJ^iO = 0, Vq^O = 1, = 1, = 0. (4 .7 .25 ) 
Further by introducing 
00 00 . 
= I = I V ^ ( O z \ (4 .7 .26 ) 
T=1 ^ T=1 
one obtains f o r i = 1 
(4 .7 .27 ) 
(4 .7 .24 ) 
and for i = 2 
(4.7.28) 
Thus for i - 1,2, by inverting U^(C,z) and as before, one 
obtains (4.7.12), (4.7.13), (4.7.19) and (4.7.20). 
Finally in this section some examples are given to illustrate 
the general results. 
Example 4.23 
Suppose now that player A's initial capital T = 1, and he 
plays the first game against B^^. Clearly, 
= (n-l)/4, n = 1,5,9,... 
= (n-3)/4, n = 3,7,11,... . 
Since the possible values of n are odd 
(4.7.29) 
S n " ^in = (4.7.30) 
Further 
(4.7.31) 
^Oj = j/4, j = 4,8,.... 
î lj = (j-2)/4, j = 2,6,10,,... . 
Since the possible j values are all even 
LQ. = = j/2 - 1. (4.7.32) 
Therefore using (4.7.12), (4.7.13), (4.7.19) and (4.7.20) one can 
easily deduce 
- « > , . . . - 1 , 0 , 1 , 
a n d j = 1 , 2 , 3 . 
" 1 , 1 = " J l ' 
" 3 , 1 = ^ - < 5 1 ^ 2 ^ 1 , 1 
" 5 . 1 = h 
' 4 ' 
2iii 
2 
I 
m = l 
- P l " l . l 
i - 2 i i L 2 m - 2 , . , 
- 1 ^ 2 ^ 3 , 1 ( 4 . 7 . 3 3 ) 
= q j C q i q z ) + 2 P ^ + 4 P ^ P _ 
P i + P 1 P 2 
" 7 . 1 = 1 l < Ì 2 
2 
I 
m = l 
6 ^ m 
211H-I, 1 
« y 
-
-
2 
m= 1 ^ ^ ^ ^ 
. 4 - 2 i i u 2 i n - 2 
+ - p ^ O P ^ + P j 
- ( q i q 2 ) P 2 + P 1 P 2 + p . 
2 2 
l O P ^ + 2 P _ 
2( 3 2 2" 
1 2 
The g e n e r a l e x p r e s s i o n s f o r u . , . , , and u , , ^ _ , has not been 
o b t a i n e d . I f A' 
s i n i t i a l opponent i s s i m i l a r express ion 
1 2 f o r v^ and v ^ can be w r i t t e n down by i n t e r c h a n g i n g p. and p^ , n , i n , i I z 2 1 and q and q« in t h e exp res s ions f o r u , and u , r e s p e c t i v e l y . ^ n , l n , l Example 4 .24 
Suppose p l a y e r A ' s i n i t i a l cfl^J?ital T = 2 and h i s i n i t i a l 
opponent i s B^. Then 
= n / 4 , n = 0 , 4 , 8 , . . . 
= ( n - 2 ) / 4 , n = 2 , 6 , 1 0 , . . 
S ince t h e p o s s i b l e v a l u e s of n a re a l l even 
(4 .7 .34 ) 
^On " ^In = - 1 . ( 4 .7 .35 ) 
F u r t h e r 
(4 .7 .36 ) ^Oj " j = 3 , 7 , 1 1 , . . . 
^ I j = ( j - l ) / 4 , j = 1 , 5 , 9 , . . . . 
S ince a l l p o s s i b l e j va lues a r e odd 
LQ^ = ( j - 3 ) / 2 , L^^ = ( j - l ) / 2 . ( 4 . 7 .37 ) 
T h e r e f o r e u s i n g ( 4 . 7 . 1 2 ) , ( 4 . 7 . 1 3 ) , (4 .7 .19) and (4 .7 .20 ) one can 
e a s i l y deduce 
" 4 k + j . 2 = " L + 2 + j , 2 = ° = - , . . . - 1 . 0 , 1 . . . . 
and j = 1 , 2 , 3 , 
u 2,2 
1 
"4,2 = 
3 
2J 
1 
rs] 
,3. P_(qiq2) 
- Pl"l,l (qiq2) 
= qiq2C3P^. + P_ - P^] 
U 6,2 
2 
I 
in=l 
5 ^ fm] 
2iiri-li J 
,4-2m_2in-2, . 
P^Cq^q^) 
= (qiq2) 2P5 + P2 + 2p^p2 
(4.7.38) 
1 2 Further expressions for u^ « etc. can be written down. O y Z iU,Z 
1 2 However, the general expressions for û ^̂  ̂  ^^^ "4k+2 2 ^^ terms of 
pis and q^s (i = 1,2) has not been obtained. As previously, the 
1 2 expressions for v « and v „ can be written down by interchanging n,z n,z 
2 1 p. and p« and q, and q« of u ^ and u « respectively. In 1 z 1 z n,z 
the following example, the probability of ruin of player A in exactly 
T games is obtained using (4.7.12) and (4.7.13). 
Example 4.25 
Suppose the number of steps to ruin, equals player A*s initial 
capital i.e. n = T. 
Then, 
JIQ = (2T-2)/4, for T odd 
ilj « (2T-4)/4, for T even. 
(4.7.39) 
( i ) For T odd 
Further 
^On ^ (T-3) /2 , L^^ = (T - l ) / 2 . (4.7.40) 
^Oj = (T+ j - l ) / 4 , = (T+j-3) /4, (4.7.41) 
and hence j i s even. Therefore 
^Oj " ^Ij " • (4.7.42) 
Clearly L^^ < and since j < n = T, L^̂  = j / 2 - 1 < = (T+j - l ) /4 
and LQ̂  = j / 2 - 1 < = (T+j-3) /4. Therefore from (4.7.12) 
, 1 _ ^(T+l)/2 (T - l ) /2 . ^ _ , , _ 
T T ~ ^2 (4.7.43) 
Similarly ( i i ) f o r T even 
I-On = h „ = - 1 (4.7.44) 
and 
LQJ = ( j - 3 ) / 2 , L̂ ^ = ( j - l ) / 2 . (4.7.45) 
Further L^^ < L̂ ^̂  < and L̂ ^ < ii^y Therefore from (4.7.13) 
2 T/2 
u^ T = (4.7.46) 
Note that these expressions are as expected and provide a check 
on the general results . In contrast to the complexity faced in Section 
4 .6 , the following section studies the probability distribution of 
player A's capital . 
§4.8 Probability distribution of capital 
This section obtains the probability distribution of A's capital 
p , and q , in terms of the probabil it ies of his ruin in exactly n 
games. Here a method similar to that in the previous section i s used. 
The following theorem gives the k-generating function P (z) of p , . n n J K 
Theorem 4.26 
The k-generating funct ion P (z ) i s given by n 
1 T P^(z) = f z ' n z '0 eP + ei 
( 4 . 8 . 1 ) 
n 
" 2 P n - j . 1 , 0 
P^z 
2 ^ V j - 1 , 0 " 
^ + 
2 2 
where P^ and are given by ( 4 . 7 . 3 ) . 
0j - 0j 
( 4 . 8 . 2 ) 
Proo f . Clearly (4 .5 .11 ) ^̂  can be written of the form 
(1/C) -P+z ]+(pQP_z+qQq2 | z) } 
P(C,z) = 2 2 T T 
C{C( l /Q-P^zr+[ (P_z)^+q^q2|z ] } 
which can be expressed as a power ser ies in Thus by taking the 
c o e f f i c i e n t o f ^^ one obtains ( 4 . 8 . 1 ) . 
Note that the k-generating function Q^(z) of q^ ^ can be obtained by 
interchanging p^ and P2, q^ and q2 and p^ and q^. The 
f o l l owing theorem gives the d i s t r ibut i on of cap i ta l . 
Theorem 4.27 
The probab i l i t y o f player A ' s capi ta l p^ ^ i s given by 
n,k. Po ^ 
L* 
In 
n 
2m 
m * 0* 
^Sn 
+ I 
n 
2in+l 
m 
n 
- I 2 ^ 2 J 2ra 
m 
+ l j m 2iiH-l 
.'OJI 
n. 
- I 
j=0 
Ij 
P0"n-j-l,T + V n - j - l , T 
j m pj-i 
2iiH-l 
l'îàJ 
J 
2m 
m 
J 
2îirM 
m 
1 2 jj 
(4.8.3) 
for n, T and k such that ilg = (T+n-k)/4 is an integer, and 
n,k I 
m=iL* 
n m 
2m+l a* 1 V y 
n-l-2m 2m-2£Y, . 
n 
- I J=0 PoVj-l,T vLj-l.T 
% 
J 
2in 
m % 
+ I j m pj-^ 2nH-l 
11*12 I m=i!,*. I3 
j m 
2m+l i*. 
n 
- I ^¿Q^PoVj-UT • ̂ O^n-j-^Tj 
J 
2m 
m 
i* 
2j 
Q̂J 
+ I j 
m 
2nH-l̂  .'23J 
for n, T and k such that = (T+n-k~2)/4 is an integer 
and 
p , = 0 otherwise. (4.8.4) 
where 
L§. = L*. = (j-l)/2 for j odd (4.8.5) 
L*^ = j/2 - 1, L*^ = j/2 for j even 
and for j = 0,1,...,n, such that 
= (j+l-k)/4, a*. = (j-3-k)/4, = (j-l-k)/4 
are integers and P^ is given by (4.7.3)̂ .̂ 
(4.8.6) 
Proof. The proof is similar to Theorem 4.21 and it is omitted. 
Note that the symmetry of the problem allows us to write down the 
expression for q , , which is given by the following corollary. n, tc 
Corollary 4.28 
The probability of player A's capital q^ ^̂  is given by 
L* 
In 
I n 2m 
m 
- I n 2nri-l 
m 
n 
- I 
J=0 
V n - J - l . T + V n - j - l , T 
L * . r 3 2m m Z* 
Oj 
n^i*. 
Oj 
3 
2m+l 
m 
% 
V 2 I 
Ij 
J 
21IH-1 
m 
i^ijj 
n 
- I PnH n-j-l,T n-j-l,Tj 1 ' 
3 
2m % 
+ I 3 2iiri-l 
m 
(4.8.7) 
for n, T and k such that i* = (T-+n-k)/4 is an integer. 
Hn f n m 
2iiH-l n K 
n 
- I 
j=0 PoVj-l.T + Vn-j-l,Tj 
% 
Ì 
J 
2m 
in % 
j m 
2m+l^ 
h o J 
"ilia I 
n 
- I 
3=0 PoVj-l,T + Vn-j-l,Tj 
Hi 
j m 
2IIH-1 
l^i j J 
L 2m 
m 
il'-r2jj 
^ I 
^ > j m 
2m+l^ 
for n, T and k such that Z* = (T+n-k-2)/4 is an integer and 
q^ ^ = 0 otherwise (4.8.8) 
where Lg^, L*^, ¿g^, Ify (j = 0,...,n) are given by (4.8.5) and 
(4.8.6). 
Finally in this section, example T = 2 is considered to illustrate ^ 
the results. 
Example 4.29 
Suppose player A's initial capital T = 2. Further consider 
the two cases n = 3 and n = 4. 
(i) When n = 3 it is clear that 
Jòg=(5-k)/4, k = 1,5 
I* = (3-k)/4, k = 3. 
(4.8.9) 
S i n c e k i s odd and 
^Oj ^ ( j + l - k ) / 4 , ii*. = ( j - 3 - k ) / 4 . Si*. = ( j - l - k ) / 4 
a r e i n t e g e r s one can e a s i l y see t ha t j i s even. Hence 
L* , = j / 2 - 1, L*^ = 3/2 ( j = 0 ,2) 
and 
0̂*3 = = 
The r e f o r e by u s i n g ( 4 . 8 . 3 ) one can deduce 
p+(q iq2) + P 3 , l ° PO P_(q iq2) P o " 2 , 2P l 
= P o C a ^ + P - - P i ] ( q i q 2 ) 
= Po(qiq2^(Pi+P2^ ' 
' 3 ,3 <5012 I m=0 
3 
2iirf l 
,2-2inp2iii 
2 2 
+ P_ (4 .8 .10 ) 
P i + Po + P i P 1^2 
'3 ,5 = Po in=0 m=0 
3 
2iiri-l 
,2-2in^2iiri-l 
+ 
= P 0 
^ 2 2 3 
p;̂  + 3P^P_ + 3P_̂ P_ + P_ 
= PnP 0^1 • 
( i i ) S i m i l a r l y f o r n = 4 , 
a* = ( 6 - k ) / 4 , k = 2 ,6 , 
Si* = ( 4 - k ) / 4 , k = 0,4 . 
S i n c e k i s even and 
(4 . 8 . 11 ) 
a*. = ( j + l - k ) / 4 , Z*. = ( j - 3 - k ) / 4 , Z*. = ( j - l - k ) / 4 
are integers, one can easily see that j is odd. Hence 
and 
^Oj ^ ^Ij " (j = 1,3) 
Therefore by using (4.8.3) one can deduce 
Pa.O = V 2 
1 
P+(qiq2) - + V 
= qoqi<i2<^f+ -
2 
= q 0 
P4,2 ° PQ 
m=l 
(Pi + P2) 
r ^ 
m 
_2mj 
= Po(qi<l2> 
= Po(<liq2> 
I ' 
Jo 
2 2 2 
+ 2P_ + - p^ 
2 2 
2Pi + Po + 2p,p, 
4 
2nH-l 
1 • *'2 • 
3-2in 2in 
+ 
= q^q 0^2 
= ^0^2 
3 2 
Pi + Po + P1P2 + P1P2 
^4,6 = PO 
~2 f \ 1 
Y ^ p^-2nip2m y 
- nio 
4 
2m+l 
3-2in 2m+l 
+ 
= P 0 
+ 6p;̂ p__ + p_ + 4p;^p_ + 4p_|̂ p_ 
(4.8.12) 
= PqPI • 
Note that these results are as expected. 
3(^4) ^2 ^3 ^ 0 ^ 5 ^20 
.1 20 .83 1 9 -10.83 .11 .16X10"̂ ^ .28X10"^ -14 .48X10 -19 .82X10 
.3 13.3 .67 1 4.81 -6.48 .13 .29x10"^ .12x10"^ .46x10"^^ -13 .18x10 
.5 12 .49 3.59 -5.08 .16 .lixio"^ .21x10"^ .35x10"® .58xl0""ll 
.9 11.1 .09 1 2.65 -3.75 .21 .52x10"^ .42x10""̂  .31x10'"̂  .23x10"® 
.1 13.3 .67 1 4.8 -6.48 .33 .55x10"^ .20x10"^ .78x10-1° -13 .30X10 
.3 .3 6.6 .59 1 2.33 -3.92 .18 .14x10"^ .20x10""̂  .30x10"^ .43x10"^ 
.3 .5 5.3 .46 1 1.61 -3.08 .55 .84x10"^ .77x10"^ .70x10"^ .64x10"^ 
.3 .9 4.4 .09 1 1.15 -2.25 .81 .47 .23 .11 .56x10"^ 
.5 .1 12 .49 1 3.59 -5.08 .54 .27x10"^ .43x10"^ .73x10"® .12x10"^° 
.5 .3 5.3 .46 1 1.61 -3.08 .70 .99x10"^ .90x10"^ .82x10"^ .75x10"^ 
.5 .5 4 .41 1 1 -2.41 1 1 1 1 1 
.9 . 1 11.1 .09 1 2.6 -3.75 .92 .15x10"^ .10x10"^ .78x10""̂  .58x10"® 
I 
' U) I—' 
I 
Table 4.1 Numerical values for u^ when 
6(^4) 
^2 ^3 ^4 ^5 ^ 0 ^ 5 ^20 
.5 .7 3 .4 .28 .73 1 -2.02 .73x10^ .30x10^ .60x10^ .90x10^ .12x10^ 
.5 .9 3 .1 .09 .63 1 -1.73 .47x10^ .18x10^ .35x10^ .53x10^ .70x10^ 
.7 .5 3 .4 .28 .73 1 -2.02 .43x10^ .28x10^ .58x10^ .88x10^ .11x10^ 
.7 .7 2 . 8 .25 .42 1 -1.68 .25X10^ .12x10^ .24x10^ .38x10^ .49x10^ 
.7 .9 2 . 5 .09 .33 1 -1.43 .20X10^ .89x10^ .17x10^ .26x10^ .34x10^ 
.9 .5 3 .1 .09 .63 1 -1.73 .16x10^ .16x10^ .33x10^ .51x10^ .68x10^ 
.9 .7 2 . 5 .09 .33 1 -1.43 .13X10^ .84x10^ .17x10^ .25x10^ .34x10^ 
.9 .9 2 .2 .09 .11 1 -1.20 .12X10^ .62x10^ .12x10^ .18x10^ .25x10^ 
OJ 
to 
Table 4 . 2 Numerical values for D^ when (u^ = 1 ) . 
T = 1 
T = 2 
a* = = 1 - + 
a * = + A ^ q ^ ^ b ^ ^ i O / ^ l ^ 
b* = q ^ C b 2 2 ( C ) / A 2 = -p^^h^^iQ 
b* = q 2 C b 2 2 ( C ) / A 2 = " 
T > 1 
T > 2 
o r 
o r 
a f = 
a* = b ^ ^ ( Q / A 2 + A ^ q ^ ^ ^ ^ i O / ^ l 
a * = + ~ A ^ b ^ ^ C O / A ^ - A ^ q 2 C b j 2 ( 0 / A 2 
a* = - C a * + A^a* ^ ] / A 2 ( j = 4 , 5 , . . . , T + 1 ) 
^ T + 1 = 
a | = 1 + 
a* = - C A ^ a l ^ j + A2a*_^2^ ^^ = 2 , . . . , T - 1 ) 
a f = - V ! " V 3 " - A 2 a * ] / A j 
b* = - q 2 ^ b 2 2 ( 0 / A 2 
b* = b 2 j ( C ) / A 2 + A^q2Cb22(C) /A2 
b* = - p 2 C b 2 i ( C ) / A 2 + - A ^ b 2 ^ ( Ç ) / A 2 - A ^ q 2 ^ b 2 2 ( Q / A 2 
b* = - [ b * + A , b * ( j = 4 , 5 , . . . , T - 1 ) 
J 3 1 3 - 1 2 
^ î - 2 = 
b* = + ^^ " 2 , . . . , T - 3 ) 
b* = - p 2 C b 2 i ( C ) - A^b* - A2b* = Cb2^(^) - A2b*]/A^ 
T a b l e 4 . 3 
CHAPTER 5 
STOCHASTIC VARIATIONS IN QUEUEING PROCESSES 
§5.1 Introduction 
In the classical queueing model, the mean arrival and service rates 
are assumed to be unique. However, in many situations this assumption 
is not realistic. In many waiting line systems, the role of server is 
fulfilled by automatic devices, for example, a computer terminal. Such 
machines are subject to random failures which give rise to slower service 
or breakdowns. In a system where there is more than one computer 
terminal, the arrival rate and the service rate will increase if there is 
a breakdown of another terminal. Many shops and factories have extra 
workers who are used to help busy workers, and as a result the mean 
rate of service increases at random. In many businesses, slack periods 
occur at random, resulting in a decreased arrival rate. Further in an 
inventory situation, the rate of distribution of an item could depend 
on its production rate. In this case, the queue length will be 
equivalent to the number of items in stock. In order to estimate the 
queue length or waiting times, it is often necessary to take these 
random variations into account. 
To do this, Eisen and Tainiter (1963), considered a queueing 
process in which there are two mean arrival and service rates. Not 
only does the system randomly change from one mode of service and 
arrival to the other, but units arrive at random and require varying 
amounts of service. The system will be in either of two states 1 and 2. 
Let (1/Pj^) and (l/p^) be the mean time, the system is in state 
1 and state 2 respectively. Further let and (X^jP^) be 
the respective arrival and service rates in states 1 and 2. Moreover, 
all distributions considered are assumed to be negative exponential. 
This problem is formulated and expressions for the generating function 
of the queue length, mean queue length and mean waiting time of the 
steady state are obtained in Eisen and Tainiter (1963). Further this 
queueing system is equivalent to a particle random walking in two 
coupled paths as described in Chapter 3 in which the coupled Master 
equations for double diffusion are given. However in the queueing system 
a barrier is required at the origin. In this chapter explicit expressions 
for the probability distribution of the queue length, its mean and the 
variance are deduced. 
Let p (t) and q (t) denote the probabilities of having n 
n n 
customers in the queue at time t, in states 1 and 2 respectively. Then 
one obtains the forward equations, 
3p (t) 
(5.1.1) 
8q (t) 
for integers n > 1. For n = 0, it is clear that, 
3p.(t) 
= -(X,+pJp,(t) + y,p,(t) + p,q.(t) , 
3qo(t) 
(5.1.2) 
Further, suppose that initially the queue length is N and the system 
is in state 1 with probability u^ and in state 2 with probability v^ 
(uq + Vq = 1), so that 
= V n N ' = V n N ' 
where 6 . is the usual Kronecker delta. Thus one requires to solve 
ij 
( 5 . 1 . 1 ) and ( 5 . 1 . 2 ) subject to the initial conditions ( 5 . 1 . 3 ) . This 
is done in the following section, using generating functions and Laplace 
transforms. Note that the formulation ( 5 . 1 . 1 ) and ( 5 . 1 . 2 ) are similar 
to that of Eisen and Tainiter (1963) , but differs from the formulation 
given in previous sections where the probability distributions are 
defined conditional on the initial state. Also, for any t 
CO 
I Cp^Ct) + q „ ( t ) ] = 1. 
n=0 
In Section 5 . 2 , the probability distribution of the queue length, 
p^(t) and is given in terms of the idle time distribution PgCt) 
and qQ(t ) . Further as a special case of this model, an alternate 
expression for the distribution of the queue length of a single server 
queue (Erlang's model) is given. In Section 5 . 3 , the mean and variance 
of the queue length are given in terms of PQC^) and ^QC^). The 
Laplace transforms of Pgit) and ^ q M are given in Section 5 . 4 . 
This requires finding the roots of a complicated quartic equation which 
are given explicitly for the simple case ^j /̂Uj^ = ^ ^^^^^^^ 
in Section 5 . 5 , the stationary distribution of queue length is given, 
which is in agreement with that obtained by Eisen and Tainiter (1963) . 
§5.2 P r o b a b i l i t y d i s t r i b u t i o n of the queue length in terms of Pg i t ) 
and q g i t ) 
In this section, p^(t) and q^(t) are given as a convolution of 
the probability distributions of the position of an unrestricted particle 
moving in two coupled but distinct paths as given in Chapter 3. Moreover 
this provides a method for solving a system of equations of the form 
= U3^(z)p(z,t) + P2Q(z,t) - p^P(z,t) + 
.^Q^lEI = a32(z)Q(z,t) + p^P(z,t) - P2Q(z,t) + 
in terms of the solutions of 
y a. z^ 
^ 1 —oo 
I S . ^ 1 
r 1 
z 
f(t). 
g(t). 
(5.2.1) 
3 P 1 ( Z ^ = a3.(z)p'-(z,t) + p„Q'-(z,t) - p.p'-Cz.t), 
3t ^ z i 
(5.2.2) 
where 
03. (z) = (z-l)(X.-y./z) (i = 1,2), (5.2.3) 
and P(z,t) and Q(z,t) are the respective generating functions of 
the probability distribution "^n^^^ which are defined by 
P(z,t) = I p^(t)z'', Q(z,t) = I q^(t)z''. (5.2.4) 
n=0 n=0 
Further f(t), g(t) are assumed to be known functions of t and a^ 
and b^ for i = 0,±1,±2,..., are assumed to be known constants. 
Comparing (3.2.8) and (5.2.2) it is clear that for i = 1,2, P^(z,t) 
and Q^(z,t) gives the respective generating functions of ^^^ 
q^(t) which correspond to the probability distribution of the position 
n 
of an unrestricted particle considered in Chapter 3 but with parameters 
A., y^ and p^. Thus, using Theorem 3.6 and interchanging the parameters 
a^ and A^, B^ and and and p^ one can obtain P^(t) and 
q^(t) (i = 1,2) which are given in the following lemma, 
n 
Lemma 5.1 
n 
The probability distribution and (i 
given by 
= 1,2) is 
= e 
n / 2 
n 
X ^ T + X 2 ( t - T ) " 
e 
0 
y ^ T + i i ^ C t - T ) 
n / 2 
t - T 
P . e 
1 
- ( j O ^ t p ( a ) f - a ) i ) T 
X j ^ T + X 2 ( t - - T ) ' 
e 
0 
- T ) 
n / 2 
( 5 . 2 . 5 ) 
- 0 ) 
= 
= 
X ^ T - H X ^ C t - T ) 
n / 2 
n / 2 
n 2 ( X 2 U 2 ) t 
. h - 0 ) 0 ( 0 ) 5 - 0 ) 1 ) T 
h 
" X ^ T + X 2 ( t - T ) " 
n / 2 
T 
t-T_ 
f o r a i l n , w h e r e o ) * = X ^ + + p ^ ( i = 1 , 2 ) a n d 
n ^ = 2 ( p . P 2 ) ' ^ ^ [ T ( t - T ) ^ , n * = 2 { C X ^ T + X 2 ( t - T ) ] [ y ^ T + y 2 ( t - T ) ] } ^ ' • ( 5 . 2 . 6 ) 
T h e f o l l o w i n g t h e o r e m g i v e s e x p r e s s i o n s f o r P ^ ( t ) a n d q ^ ( t ) , 
i n v o l v i n g p ^ ( t ) a n d q ^ ( t ) ( i = 1 , 2 ) . 
T h e o r e m 5 . 2 
T h e p r o b a b i l i t y d i s t r i b u t i o n o f t h e l e n g t h o f t h e q u e u e p ^ ( t ) a n d 
q ^ ( t ) i s g i v e n b y 
P , ( t ) = 
^ o P n - N 
— r t 
+ 
0 
d r 
•t r -
( t - r ) p L . ( r ) + 
2 
W l 
d r , 
4-
• 0 
( 5 . 2 , 7 ) 
2 
y ^ P Q ( t - r ) q ^ r ) + d r 
d r , 
for n > 0 , where (i = 1,2) are given by ( 5 . 2 . 5 ) . 
Proof. Using the generating functions ( 5 . 2 . 4 ) , and from ( 5 . 1 . 3 ) one 
obtains 
P ( z , 0 ) = UqZ^, Q (z ,0 ) = VqZ^, ( 5 . 2 . 8 ) 
while ( 5 . 1 . 1 ) and ( 5 . 1 . 2 ) become 
= a)^(z)P(z ,t) + P2Q(z,t) - P^P(z ,t) + y^(l-z b p ^ i t ) , 
+ p^P(z ,t ) - P2Q(z,t) + y2 ( l-2 "bqQ (t ) , 
(5.2.9) 
where 
a3.(z) = (z-1) X. - y .z 
-l1 
(i = 1,2) . ( 5 . 2 . 10 ) 
A A 
Introducting the Laplace transforms P ( z , s ) and Q(z ,s ) by 
^ -st_, . . ^. . r -St 
P ( z , s ) = e ^^P (z , t )dt , Q (z ,s ) = e " " Q ( z , t ) d t , ( 5 . 2 . 11 ) 
•'o •'o 
one obtains from ( 5 . 2 . 9 ) , 
P ( z , s ) = A(z) ^|z^p(s+P2-a)2(z))uQ + P2VQ 
+ (1-z b '(s+p2-a32(z)]u^PQ(s) + 
Q (z ,s ) = A(z)"^|z^|"(s+P^-u3^(z))vq + P^Uq 
+ ( i - z " b P^y^PQ(s) I , 
( 5 . 2 . 12 ) 
where A(z) is given by 
A(z) = |[s+p^-oo^(z) ][s+p,^-W2(z) ] - P;lP2| » ( 5 . 2 . 13 ) 
and Pq(s) and qQ(s) are the Laplace transforms of PgCt) and 
qQ(t) respectively. Since the symmetry of the problem allows us to 
A 
obtain q (t) from the expression for p ( t ) , first consider P ( z , s ) . 
n n 
Introducing 
u)J(z) = a)^(z) - p. = A.z -(A>U.+p.) + U./z (i = 1,2) (5.2.14) 
and then 
U3*(z) = [a)*(z) ± a)|(z)]/2 , (5.2.15) 
the first equation of (5.2.12) becomes 
P(z,s) = 
(5.2.16) 
Now by comparing (3.2.14) and (5.2.16) and then by inverting the above 
Laplace transform first with respect to s one obtains 
P(z,t) = z N UQp\z,t) + VQP^(z,t) 
(5.2.17) 
+ (1-z 
rt 
U^PQ(t-r)P^(z,r) + y2qQ(t-r)P^(z,r) dr . 
n Further taking the coefficient of z one obtains the expression 
(5.2.7)^. Similarly (5.2,7)^ can be obtained. 
Note that for the simple case X^ = X^ = X and = ^̂  
(5.2.12) gives 
N+1 /-, ^ 
P(z,s) + Q(z,s) = 3, . (i-z)(u-Az) ' (5.2.18) 
where Pg(s) = PQ(S) + ^Q(s), and it agrees with that of the classical 
single server problem [see Saaty (1961), page 88). Further proceeding 
as in the previous theorem, one can write down an expression for the 
probability distribution P^(t) of the length of a single server queue 
The following corollary gives this result which is a finite integral 
rather than an infinite series, as given in Saaty (1961), page 93. 
Corollary 5.3 
For a single server queue (Erlang's model), the probability 
distribution P (t) of the length of the queue at time t is given 
n 
by 
P (t) = 
n 
n/2 ft 
X 
l^J 
(n-N)/2 
+ 1 J 2 V X M t)dT (5.2.19) 
(n+l)/2 
for n > 0, where 
I k 
k=N+l 
k/2 
I^(2/Xil t) (5.2.20) 
and I, (x) is the modified Bessel function of order k . 
K. 
Proof. Let P*(z,t) denote the generating function of the probability 
distribution P (t), and P*(z,s) denote the Laplace transform of 
n 
P*(z,t). Then from (5.2.18), it is clear that 
Z^ + |i(l-z-bpg(s) 
P'^(z,s) = P(z,s) + Q(z,s) = — s - U)(z) 
(5.2.21) 
where 
a)(z) = ( l - z " ^ ( A z - y ) . (5.2.22) 
Therefore by inverting (5.2.21) with respect to s one obtains 
rt 
P*(z 
= z 1 e I -
- 1 . 
rt 
I^(2/Xii t)z 
r -(A+w)T 
(5.2.23) 
rok/2 
+ y(l-z L e Ij^(2/Ay T)z dT . 
Now by taking the coefficient of z'̂  in (5.2.23) one obtains the result 
A 
(5.2.19). Since P*(z,s) is analytic inside the unit disc, the numerator 
in (5.2.21) vanishes at the smallest root of the quadratic 
[s-a)(z)] = 0, which is less than unity. Therefore 
/ xN+1 a { s) oo 
= ri-a (s)] = ^ ' (5.2.24) U Ll a ^ U ^ J Z 
where 
a^is) = 2y|(A+y+s) + C(X+y+s)^ - ^ (5.2.25) 
(see Saaty (1961), page 89]. Thus, (5.2.20) is obtained by inverting 
the Laplace transform (5.2.24). 
Note that, by substituting (5.2.24), the equation (5.2.21) becomes 
" -A[l-a2(s)][z-a^(s)][z-a2(s)] ' (5.2.26) 
where a^(s) (i = 1,2) are the two roots of the quadratic [S-LO(Z)] = 0. 
Now, by using partial fractions and expanding (5.2.26) as a power series 
-n ^ 
in z one can easily identify that the coefficient of z , P* (s) is 
-n 
zero for all n > 0. Similarly, for the model of Eisen and Tainiter 
(1963) a similar result holds and it is discussed in Section 5.4, after 
obtaining the Laplace transforms PQ(s) ^^^ ^Q(^)• 
§5.3 Mean and Variance of the queue length in terms of Pgit) and ggit) 
In this section the mean and variance of the length of the queue at 
time t is obtained in terms of the idle time distributions PQC^) and 
qQ(t). We use (5.2.9) and its derivatives, set z = 1, and solve the 
resulting differential equations. In the process of calculating the 
2 
mean y(t) and variance G (t) one needs to determine expressions 
for the following. 
cc(t) = I P (t) , 3(t) = I q^(t) , (5.3.1) 
n=0 "" n=0 
Y(t) = I np(t) , 6(t) = I nq (t) , (5.3.2) 
n=0 "" n=0 
and 
e(t) = I n(n-l)Cp (t) + q (t)] , (5.3.3) 
n=0 "" "" 
so that 
y(t) = Y(t) + 6(t) , a^(t) = e(t) + y(t) - y^(t) . (5.3.4) 
For convenience the following notation are given here. 
p = p^ + p^, g. = P^/P. h. = (X. - y.) (i = 1,2) . (5.3.5) 
Theorem 5.3 
The mean y(t) of the queue length at time t is given by 
rt 
y(t) = N + At + B(l-e + + (5.3.6) 
where 
A = h^g^ + h^g^ , B = [^^(uQ-g^) + h2(vQ-g^)] . (5.3.7) 
Proof. From (5.1.3) and (5.3.1), it is clear that a(0) = u^ and 
3(0) = VQ. On setting z = 1 in (5.2.9) and using a(t) + 6(t) = 1, 
one obtains 
= -(Pj+P2)o(t) + c^ (5.3.8) 
which gives 
a(t) = g2 + (uQ-g2)e"P^ 6(t) = g^ + . (5.3.9) 
In order to determine the mean y(t), differentiate (5.2.9) with 
respect to z, set z = 1, and add the resulting equations which gives 
^ ^ = h^a(t) + h^BCt) + y^PoCt) + • (5.3.10) 
On observing that u(0) = N and from (5.3.9) and (5.3.10) one can 
easily obtain (5.3.6). 
Note that g^ and g^ are the probabilities that the system is 
ultimately in states 1 and 2 respectively. Further note that the result 
(5.3.9) could be obtained directly from (5.2.17) by setting z = 1 and 
using (3.4.9). For convenience the following notation is given here. 
C = g^Ch^+B-A+NpD/p, = g^Ch^+B-A+Npl/p 
E = ^^(uQ-gp - 82®, E* = h2(vQ-g^) - g^B 
(5.3.11) 
and 
F = h^C + h^C* + + G = h^E + ĥ E'̂  , 
(5.3.12) 
Theorem 5.4 
The variance a^(t) of the queue length at time t is given by 
cr2(t) = £(t) + U(t) - y^(t) (5.3.13) 
where 
e(t) = N(N-l) + + 2Ft + + 2H[l-e"^^]/p 
+ 2f\A(t-T)-l][y^PQ(T) + y2^Q(T)]dT (5.3.14) 
Jn 
+ 2 
0 
Proof. Differentiate (5.2.9) twice with respect to z, set z - 1, 
and add the resulting equations. Thus, using (5.3.1), (5.3.2) and 
(5.3.3) one obtains 
= 2h^Y(t) + 2h^6(t) + 2y^a(t) + " 2u^PQ(t) - 2u2qQ(t) . 
(5.3. 15) 
Therefore, one needs to determine expressions for the quantities yit) 
and 6(t). This is done by differentiating (5.2.9) once with respect 
to z, setting z = 1 and solving the system of equations 
P26(t) - p^Y(t) + [h^a(t) + y^PQ(t)] , 
= p^Y(t) - P2<S(t) + Lh^eCt) + y2^Q(t)] . 
By using Laplace transforms, the results obtained are 
(5.3.16) 
Y(t) = C + Ag2t + (Et-C+UQN)e 
-pt 
+ 
rt r 
go + 
-P(t-T)' 
P Q ( T ) + U2§2 1 - e 
-P(t-T)' 
6(t) = C* + Ag^t + (E*t-C*+VQN)e 
-pt 
(5.3.17) 
+ gi + 
-P(t-T)" 
qo(T) + y^g^ 1 - e 
-P(t-T) 
dx , 
where the various constants are given by (5.3.11) and (5.3.12). Hence 
the result (5.3.13) follows from (5.3.9), (5.3.17), (5.3.15) and (5.3.4)^ 
Using (5.3.17), it can be shown that Y(t) + 6(t), is in fact the 
mean y(t) as given in (5.3.6). Further for the special case 
X. = y. (i = 1,2) 
y(t) = N + (5.3.18) 
and 
-pt. 
e(t) = N(N-l) + 2(y^g2+y2gi)t + 2[y^(uQ-g2) + y2(vQ-g^)][1-e ]/p 
- 2 [y^PQ(T) + y2qQ(T)]dT . (5.3.19) 
§5.4 Laplace transforms of Pgit) and QqII) 
A A 
The Laplace transforms P(z,s) and Q(z,s) of (5.2.12) depend 
on the two unknown functions p^Cs) and qgCs), the respective Laplace 
transforms of PgCt) and qgCt). These two functions are determined 
by requiring that P(z,s) and Q(z,s) are analytic inside the unit 
circle. Hence the quartic A(z) = 0 of (5.2.13) should have exactly 
two roots less than unity which should also be roots of the numerator 
of (5.2.12). This is shown in the following lemma. 
Lemma 5.5 
The quartic A(z) = 0, where A(z) is given by (5.2.13), has 
exactly two roots less than unity. 
Proof. The quartic A(z) can be written as 
A(z) = [f(z) - g(z)]/z^ 
where 
f(z) = , 
g(z) = z|[X^(s+P2) + A2(s+p^)]z^ 
- [(A^+yp(s+P2) + + s^ + s(p^+p2)]z (5.4.2) 
+ ry^(s+P2) + . 
2 
Clearly g(0) = 0 and g(l) = -Cs + s(p^+p2)] < 0. Further, both 
f(z) and g(z) approach °o as z approaches Assuming 
Aj^/y^ < and considering the three cases 1 < ĵ̂ /Uĵ  < 
Aĵ /Uĵ  < 1 < ^^^ ^I'^^l ^ ^^^ easily show that the 
two curves intersect only at two points in the interval [0,1]. 
Figure 5.1, (page 14;;̂ , illustrates this fact. A similar proof holds for 
^l^^l " this completes the proof of Lemma 5.5. 
Let a.(s), i = 1,2,3,4, be the roots of the quartic A(z) = 0 
in order of absolute magnitude, 
(i) When 1 < < 
(ii) When X^/y^ < 1 < 
(iii) When A^/y^ < X^/]!^ < 1 
\ 
\ 
\ 
1 
> \ ^ ^ ^ z 
Figure 5. 1 Functions f(z) and g(z) for . 
To a v o i d t h e p r o b l e m of f i n d i n g t h e r o o t s ot^(s) ( i = 1 , 2 , 3 , 4 ) , of t h e 
q u a r t i c A(z) = 0 , c o n s i d e r t h e r o o t s w i t h t h e a s s u m p t i o n 
Aj^/jjj^ = = K. The f o l l o w i n g theo rem g i v e s t h e r o o t s a ^ ( s ) , f o r 
t h e c a s e ^j^/Pj^ = ~ 
Lemma 5 . 6 
I f A^/ii^ ~ ^^^ o r d e r e d r o o t s of A(z) = 0 a r e g i v e n by 
OL^(s) ( l + K + a ^ ) - [ ( 1 - K + a ^ ) + 4 K a ^ ] ^ } / 2 K , 
a 2 ( s ) (1-hc+a ) - [ ( 1 - K + a + 4ica ] ^ } / 2 k , 
(l-h<+a_) + [ ( l - i c+ a _ ) + 4Ka_]^}/2K , 
( 5 . 4 . 3 ) 
a ^ ( s ) (l-hc+a_|_) + [ ( l - K + a _ ^ ) ^ + 4Ka_ j_ ] ^ } / 2K , 
where 
a = b ± ± + 
( 5 . 4 . 4 ) 
P r o o f . When = ^ ^^^ q u a r t i c i n z r e d u c e s t o a 
q u a d r a t i c i n a n o t h e r v a r i a b l e to, namely 
( s + p^ - yj^a))(s + Po - Uo^) - PiPq = 0 , 2 ( 5 . 4 . 5 ) 
where a) i s g i v e n by 
03 = (1 - z ^)(Kz - 1) . ( 5 . 4 . 6 ) 
Choos ing b^ a s g i v e n i n ( 5 . 4 . 4 ) 2 one can show t h a t a^ a r e t h e 
r o o t s of ( 5 . 4 . 5 ) . Thus t h e f o u r r o o t s of A(z) = 0 a r e 
= 
= 
^3 = 
= 
2 i" (l+K+a ) + [(1-K+a ) + 4Ka ]^}/2K , 
2 
(l+K+a ) - [(1-K+a + 4Ka ]^}/2K . 
(5.4.7) 
Clearly Z^s (i = 1 , 2 , 3 , 4 ) are all real and positive. Further 
Z^ = OL^(s) is the largest root and Z^ > Z^. Now consider 
Z^ - Z^ = {(a_-a_^) + [(l+ic+a_j_)̂  - - [(l+K+a_)^ - 4k3^}/2k (5.4.8) 
which gives 
2 , ^2 (a_-a_j_) { [ (l+i<+a_j_) -4k]'^+[ (l+K+a_) ' •-4k] l+K+a_^) -(l+K+a_ ) 
[(l+K+a_^) -4K]^+[(l+K+a_) -4K] 
( 5 . 4 . 9 ) 
Therefore Z^ - Z^ is positive and hence Z^ > Z^. Thus the ordered 
roots are given by ( 5 . 4 . 3 ) . 
Theorem 5.7 
The Laplace transforms of and qf^(t) are given by 
y^PoCs) = u. 
a^(s) N+1 
[l-a^(s)] ~s+p2-u32 (aĵ (s)l 
/ nN+1 
r- r r 
[l-a^is)] 
+ VqP2 
aj^(s) ci^(s) 
[l-a^(s)] [l-a2(s)] a32(a2(s)J - tjô iâ is)) 
(5.4.10) 
a^(s) N+1 
[l-a^(s)] 
CL^(s) N+1 
[l-a2(s)] 
, ,N+1 , .N+1 aj^(s) »^(s) 
[l-a^(s)] [l-a^is)] 
where a^(s) and a2(s) are the two smallest roots of A(z) = 0 given 
by (5.4.3) and u)^(z) (i = 1,2) is given by (5.2.3). 
Proof. From the condition that the two smallest roots Ot̂ Ĉs) and 
a^Cs) should be roots of the numerator in (5.2.12) one obtains for 
i = 1,2, 
/ xN+1 
A o^-(s) r "I 
-s+P2-a)2(a.(s)JJy^PQ(s) + = [l-a.(s)] { ["+^2^2 V P 2 M 
(5.4.11) 
ot,(s) f ^ 
s+p^^^(a.(s)]Ju2qo(s) +p^UiPo(s) = t T I ^ T ^ { f+Pi-^i ̂ ( 3 ) ] ] Vq+PJUQ}. 
Since a^(s) and a2(s) satisfy A(z) = 0, one can easily show that the 
two sets of equations (5.4.11) ̂^ and (5.4.11)2 are equivalent. Hence by 
solving either set of these equations one obtains the result (5.4.10). 
Further by turning to (5.2.7) one can readily write down 
Po(t) = 
ft 
dr 
•b 
qo(t) = + y^PQ(t-r)qQ(r) + y2qQ(t-r)qQ(r) 
dr, 
(5.4.12) 
dr 
1 2 
y^PQ(t-r)q^(r) + y2qQ(t-r)q^(r) dr 
which may be solved numerically. (See for example Graham (1981).) 
^ A , . 1 ^ / \ 
Having obtained the expressions for Pq(s) and QqCs) one can 
now show that p (t) = 0 for all n < 0, by showing that the coefficients 
n 
A 
of negative powers of z in P(z,s) are zero. Note that the equation 
(5.2. 12) could be written as 
A 
P(z 
(5.4.13) 
A^A2[z-a^(s)][z-a2(s)][z-a3(s)][z-a^(s)] 
where IJ^PQ(S) and ^^^ given by (5.4.12). Substituting 
(5.4.10) in (5.4.13) and after some tedious calculations one obtains. 
P(z,s) = UQ[s+p^-a)^ (a2 (s))]-VqP2 } (X^z-u^/a^ (s)} 
N , . . N+1, 
(s)+... 
A.X.Ca). fa. (s) 1-0). ia, (s)) ]Cz-a„(s) ]Cz-a, (s) ]} . 
^ ^ ^ ^ ^ ^ ^ ^ (5.4.14) 
Since OL^is) and Ci^(s) are greater than unity one can easily see 
that all the powers of z are non negative. Hence p^(s) = 0 for 
all n < 0 which implies p^(t) = 0 for all n < 0. Similarly, 
q^(t) < 0 for all n < 0. 
Further, by using partial fractions and taking the coefficient of 
z^ after expanding (5.4.14) as a power series in z, the Laplace transform 
p (s) for n ^ 0, can be determined. However, the expressions obtained 
n 
are rather complicated and will not be given here. 
§5.5 Asymptotic formulae 
In this section, the stationary distribution of the queue length 
is shown to be in agreement with that obtained by Eisen and Tainiter (1963) 
Theorem 5.8 
For large time, P(z,t) approaches the generating function of the 
stationary distribution of queue length, P(z) given by 
(5.5.1) 
where LÜJ(Z) is given by (5.2.15) and 
Pq = tA/y^] 
= 
-rO 
(5.5.2) 
where A is given by (5.3.7) and z^ is the smallest root of 
Aj^(z) = z^ - (5.5.3) 
Proof. First, express P(z,s) of (5.2.16) as 
A N 
P(z,s) = Z 1 
2 (s-e^) + 
CuQa)*(z)+VQP2] 1 1 
(s-e^) (3-62) 
+ (1-z b 
M^PQ(S) 1 
2 (s-e^) + (5.5.4) 
(s-6^) (3-62) 
where 
e^ = a)*(z) + a}f(z) +P^P2 62 = a)̂ (z) -
— 1 
(jdMZ) +P^P2 (5.5.5) 
P(z) = (1-z S —~ 9 ^ R 8 
'1 ®2 
and ajJ(z) is given by (5.2.15). Thus by taking the limit of sP(z,s) 
as s approaches zero one obtains the generating function of stationary 
distribution of queue length, 
-T raJ-Cz)li-D„+D„U^q^] r- , 
(5.5.6) 
where p^ and q^ are the stationary values of PQ(t) and qQ(t) 
respectively. Clearly (5.5.6) simplifies to (5.5.1) and further (5.5.1) 
agrees with the result of Eisen and Tainiter (1963) namely, 
P(z) (5.5.7) 
where Aj^(z) is given by (5.5.3). The two unknown constants p^ and 
q^ are obtained by using that P(l) + Q(l) = 1 and that 
G(z) = P(z) + Q(z) is analytic inside the unit circle. Eisen and 
Tainiter (1963), first showed that A^(z) has exactly one such root 
say ZQ and then solved the resulting equations 
and 
^iPo 
(5.5.8) 
= 0 , 
(5.5.9) 
and obtained p^ and q^ as given by (5.5.2). 
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