Abstract. A dynamic grid modi cation and domain decomposition method is given and analyzed for parabolic problems. This method allows one to apply di erent domain decompositions, and di erent grids and interpolation polynomials on the subdomains at di erent time levels when necessary. The procedure relies on an implicit Galerkin method in the subdomains and explicit ux calculation on the inter-domain boundaries. In addition, a dynamic nite element scheme is proposed and analyzed, which is applicable to general parabolic problems. These methods are well suited to large-scale time-dependent problems involving localized phenomena, such as sharp fronts or layers, which also change with time. Convergence and stability analyses in the L 2 norm are given. Numerical experiments are provided to check the performance of the methods and make comparison with other methods.
INTRODUCTION
Many time-dependent problems involve localized phenomena, such as sharp fronts, shocks, and layers, which also change with time. The numerical simulation of these problems using the nite element method requires capabilities for e cient, dynamic, and self-adaptive local grid re nement or unre nement. However, for large-scale such problems, local grid modi cation may still lead to very large linear systems. Domain decomposition methods enable one to break large problems into a collection of small ones, each of which may be solved separately by the nite element method. When the subdomain problems are solved on a number of processors in a parallel computing system ( 1, 11] ), the computing time can be reduced greatly.
At a given time level, if a localized phenomenon happens to travel to an area which contains the interface of some subdomains, then the domain decomposition solution may not be accurate on such an interface. This will consequently cause the approximation of the solution in the whole domain inaccurate. Thus it is advantageous to decompose the domain di erently at di erent time levels and make grid re nement only on subdomains which contain local phenomena and grid unre nement on subdomains in which the solution changes slowly. Since uniform or logically structured griding in subdomains allows e cient implementation of the algorithms, uniform ne grid may be preferred in subdomains on which the solution changes abruptly.
Dawson and Dupont 8] proposed a noniterative domain decomposition procedure for parabolic problems using Galerkin methods on each subdomain, in which a xed domain decomposition was used throughout the whole time period and grid modi cation techniques were not employed on subdomains. Curran and Allen 6] gave a domain decomposition approach to local grid re nement in the nite element collocation method. Numerical results showed that the combination of domain decomposition and grid re nement can satisfactorily resolve sharp fronts or layers. In one of the three numerical examples presented in 6], the re ned grid region changes with time. However, error analysis was not provided for this domain decomposition and grid re nement algorithm.
The object of this paper is to propose a numerical method for parabolic problems which allows one to use di erent domain decompositions, di erent grids, and/or di erent interpolation polynomials at di erent time levels when necessary. This method is based on the one given by Dawson 7] and Dawson and Dupont 8] , and thus relies on an implicit Galerkin procedure in the subdomains and explicit ux calculation on the inter-domain boundaries. The grids on the subdomains need not match up in such a way that they are restrictions of a global regular nite element grid over the whole physical domain, as opposed to other domain decomposition methods 9, 12, 13, 19] . This gives great exibility for applying grid re nement or uniform ne grids in subdomains that contain local fronts or layers, and grid dere nement or uniform coarse grids in subdomains over which the solution changes slowly.
The organization of the paper is as follows. In x2 we present our numerical scheme and prove a stability theorem. In x3 we make error estimates, and in x4 we propose a grid modi cation algorithm. Then in x5 we provide some numerical experiments to test our algorithms. Finally in x5 we give some comments and talk about possible extensions of our methods.
2 u(x; y; 0) = u 0 (x; y); (x; y) 2 ;
where a; f and u 0 are known real-valued functions. For simplicity we assume that = (0; 1) (0; 1) and that a is a positive constant, although this method applies to some slightly more general problems. Our numerical method will allow us to decompose the domain di erently at di erent times in order to let each localized phenomenon be entirely contained in one subdomain, and make grid modi cation and/or basis function adjustment on each subdomain. Partition the time interval 0; T] into 0 = t 0 < t 1 < < t N = T and denote t n = t n ?t n?1 : For simplicity we assume at time level t = t n that the domain is decomposed into two subdomains 1 n = (0; x n ) (0; 1) and 2 n = (x n ; 1) (0; 1), although the theory applies to the case in which a nite number of subdomains is decomposed. Denote the subdomain interface by ? n = fx n g (0; 1). Note that ? n may change with time. Since critical features change with time, we might as well change our grids at di erent times. For j = 1; 2 and n = 0; 1; 2; ; N; let M j n be a nite element space of H 1 ( j n ) \ fv : v = 0 on ?g with grid parameter h n ; and M n be the subspace of L 2 ( ) such that if v 2 M n , then vj j n 2 M j n . Suppose that polynomials of degree k n (k n 1) are used in M n . It is a reasonable approach to apply lower-order interpolation polynomials in ne grid subdomains, where the solution changes rapidly, and relatively higher-order interpolation polynomials in coarse grid subdomains, where the solution changes slowly. For example, for a nonsmooth initial data parabolic problem, at the beginning the solution is not smooth, we may use ne grids and piecewise linear interpolation polynomials. After a while the solution becomes smooth, we may use coarse grid and higher-order basis functions. However, in many practical computations we would rather apply the same order interpolation polynomials for all time levels in order to simplify the algorithms.
As in 8], we choose a small H such that 0 < H < minf1 ? maxfx n g; minfx n gg, and de ne the following approximate derivative at the interface ? n Some remarks about the scheme (2.6)-(2.7) are in order. Equation (2.6) gives the L 2 -projection b U n?1 of the previous approximate solution U n?1 into the current nite element space M n when di erent domain decompositions and/or di erent nite element spaces are used at times t = t n and t = t n?1 . This projection is used in (2.7) as initial value to calculate U n , the approximate solution at t = t n . This scheme has the property that U n can be computed on 1 n and 2 n completely independently once the approximate derivative B n ( b U n?1 ) of b U n?1 has been computed on ? n . In fact, the approximate derivative can be computed by (2.4) explicitly from b U n?1 , and b U n?1 can be computed separately on each subdomain. Thus the two parts of U n can then be computed using the nite element method on each subdomain j n . Note that when the domain decomposition and nite element space remain unchanged for all time levels, the scheme (2.6)-(2.7) reduces to the one in Dawson 7] kg x (x n ; ) ? B n (g)(x n ; )k L 2 (0;1) H 2 kg xxx k 1 :
Based on the formulas above, we now prove a stability result of our scheme. the scheme (2.6)-(2.7) is stable in the sense that if f 0, then kU n k kU n?1 k for n = 1; 2; ; N:
Proof. Letting v = U n and f = 0 in (2.7) we have (2.14)
( U n ? b U n?1 t n ; U n ) + (arU n ; rU n ) n + haB n (U n ); U n ] n i n = haB n (U n ? b U n?1 ); U n ] n i n :
In view of (2.10) and (2.8) we obtain Note that
Under the assumption (2.13) we can rewrite (2.16) into (2.17) kU n k k b U n?1 k:
Since (2.6) implies k b U n?1 k kU n?1 k, then (2.17) gives the stability inequality: kU n k kU n?1 k: The proof is now complete.
CONVERGENCE ANALYSIS
where k = 0; if k n 2; ; if k n = 1; is any positive number: The following notation will be used in our error analysis: e n = U n ? R n u n ;ê n?1 = b U n?1 ? R n u n?1 ; r n = u n ? R n u n ;r n?1 = u n?1 ? R n u n?1 :
We now begin our error estimation. First note that the exact solution u satis es (3.3) ( u n ? u n?1 t n ; v) + (aru n ; rv) + ha @u n @x ; v] n i n = (f(x; y; t n ; u n ); v) + ( n ; v); 8v 2 H 1 0 ( ); where (3.4) k n k Z t n t n?1 ku tt kdt:
Subtracting (3.3) from (2.7) and using (3.1) yield (3.5) ( e n ?ê n?1 t n ; v) + (are n ; rv) n + haB n (ê n?1 ); v] n i n = (f(x; y; t n ; b U n?1 ) ? f(x; y; t n ; u n ); v) + ( r n ?r n?1 t n ? n ; v)+ + ha( @u n @x ? B n (R n u n?1 )); v] n i n ; 8v 2 M n :
Letting v = e n in (3.5) we obtain the error equation
( e n ?ê n?1 t n ; e n ) + (are n ; re n ) n + haB n (e n ); e n ] n i n = haB n (e n ?ê n?1 ); e n ] n i n + ( r n ?r n?1 t n ? n ; e n )+ + ha( @u n @x ? B n (R n u n?1 )); e n ] n i n + (f(x; y; t n ; b U n?1 ) ? f(x; y; t n ; u n ); e n ):
Note that
( e n ?ê n?1 t n ; e n ) = ke n k 2 ? kê n?1 k 2 2 t n + 1 2 t n ke n ?ê n?1 k 2 ;
and (3.8) haB n (e n ?ê n?1 ); e n ] n i n ka 1=2 B n (e n ?ê n?1 )k L 2 (0;1) ka 1=2 e n ] n k L 2 (0;1) (2a) 1=2 H ?3=2 ke n ?ê n?1 k H 1=2 jjje n jjj n = (2a) 1=2 H ?1 ke n ?ê n?1 kjjje n jjj n : Substituting (3.7), (3.8) and (2.9) into (3.6) and simplifying we see that (3.9) 1 2 t n (ke n k 2 ? kê n?1 k 2 + ke n ?ê n?1 k 2 ) 2aH ?2 ke n ?ê n?1 k 2 + k r n ?r n?1 t n ? n kke n k+ + Hka 1=2 ( @u @x (x n ; ; t n ) ? B n (R n u n?1 ))k 2 L 2 (0;1) + + kf( ; ; t n ; b U n?1 ) ? f( ; ; t n ; u n )kke n k:
Assume that t n H 2 =(4a). Then (3.9) implies that (3.10) ke n k 2 ? kê n?1 k 2 2 t n k r n ?r n?1 t n ? n kke n k+ + 2 t n Hka 1=2 ( @u @x (x n ; ; t n ) ? B n (R n u n?1 ))k 2 L 2 (0;1) + + 2 t n kf( ; ; t n ; b U n?1 ) ? f( ; ; t n ; u n )kke n k:
Note that kr n ?r n?1 k = k(I ? R n )(u n ? u n?1 )k Ch k n +1 n ku n ? u n?1 k k n +1 Suppose that f is Lipschitz with respect to the 4-th variable, we have kf( ; ; t n ; b U n?1 ) ? f( ; ; t n ; u n )k kf( ; ; t n ; b U n?1 ) ? f( ; ; t n ; R n u n?1 )k + kf( ; ; t n ; R n u n?1 ) ? f( ; ; t n ; u n?1 )k+ + kf( ; ; t n ; u n?1 ) ? f( ; ; t n ; u n )k C kê n?1 k + h k n +1 n ku( ; ; t n?1 )k k n +1 + The formula (3.13) is the error relation in the case of employing di erent domain decompositions and/or di erent nite element spaces at di erent time levels. However, in practical computations we might as well choose some larger subdomains to capture fronts or layers for several (say 5 or 30) time steps, and change the domain decomposition after every several time steps. Our theorems to be stated below will show that the dynamic change of domain decompositions has some in uence on the convergence. Also, keeping the domain and the grid in each subdomain unchanged for every several time steps is advantageous from the computational point of view. There are also many time levels at which dynamic domain decomposition and/or grid modi cation are not needed, that is, the decomposition of the domain and the grid in each subdomain are taken unchangeably from the previous time level. When the same domain decomposition and grid is used at t = t n and t = t n?1 , i.e., when M n = M n?1 , then the error relation becomes (3.15) ke n k 2 ? ke n?1 k 2 C t n (ke n k 2 + ke n?1 k 2 ) + E n ]:
Then the error relations (3.13) and (3.15) can be merged into (3.16) n ke n k 2 ? ke n?1 k 2 C t n (ke n k 2 + ke n?1 k 2 ) + E n + 1 1 ? n kr n?1 ?r n?1 k 2 ;
with the agreement that the last term on the right-hand side be thought to be zero when n = 1. Multiplying ( An application of the discrete Gronwall's lemma to (3.19) shows that We are now ready to demonstrate our main results. where Y m is the number of di erent domain decompositions or nite element spaces applied from t = 0 to t = t m , n = 0 if M n = M n?1 and n = 1 otherwise, and k = 0 for k n 2 and k = when k n = 1 for any > 0. Proof. Formula (3.22) follows from the combination of (3.20), (3.14), (3.4), (3.2) and the triangular inequality. Note that Y m equals the cardinality of the set fn 2 f1; 2; ; mg j M n 6 = M n?1 g; where M n is the nite dimensional space at time t = t n .
When the function f in (2.1) is linear, we can improve the results of where n = 0 if M n = M n?1 and n = 1 otherwise, and k = 0 for k n 2 and k = when k n = 1 for any > 0. Summing (3.26) from n = 1 to n = m (1 m N), we obtain The theorem now follows from (3.29), (3.28), (3.27), and (3.2). Thus the method proposed in Dawson and Dupont 8] is the Y N = 0, h n = h and k n = k case of our scheme. From the error estimates (3.22) and (3.23) we see that the number of di erent domain decompositions has some in uence on the accuracy. Numerical experiments have con rmed this claim. This may suggest that we choose some larger subdomains to capture fronts or layers for several time steps and change the domain decomposition after every several time steps. When the domain decomposition remains the same at some time levels, since we already applied ne grids on subdomains which contain critical features and coarse grids on smooth solution subdomains, we do not need to change the grid and basis functions at those time levels.
It should be noted that the constraint (3.21) is less restrictive when the coe cient a in (2.1) is small. This may suggest that this method be better suited to convection-dominated di usion problems, especially when combined with the modi ed method of characteristics.
DYNAMICAL FINITE ELEMENT METHODS
In this section we apply dynamic grids and interpolation polynomials without the framework of domain decomposition. Error estimates similar to (3.22) and (3.23) will be obtained. Although we carry out the analysis for the model problem (2.1)-(2.3), the idea applies unchangeably to general linear and nonlinear parabolic equations. Treatment for hyperbolic problems can be found in 17, 18] . Note that data parallelism or message passing parallelism at the linear algebra level can be achieved even without domain decomposition.
As before, we rst partition 0; T] into 0 = t 0 < t 1 < < t N = T, and denote t n = t n ?t n?1 : Let S n be a nite element space of H 1 0 ( ) with grid parameter h n ; and interpolation polynomials of degree k n .
Suppose that U 0 2 S 0 is an initial approximation of u 0 , we de ne our dynamic nite element algorithm as follows: using the L 2 ? projection b U n?1 2 S n found by Thus the algorithms analyzed in Wheeler 16] are the Z N = 0, h n = h and k n = k case of the scheme (4.1)-(4.2). These results are di erent from those obtained by Dupont 10] and Bank and Santos 2], in that the nite element grids in our method are not required to change continuously in any fashion; just a minimum angle property is needed for grids at all time levels. Another advantage of our error estimates is that they are given in standard norms independent of the nite element grids. Note that the error estimates in Dupont 10 ] and Bank and Santos 2] involve grid-dependent norms.
It is worthwhile to note that the idea of dynamic nite element methods presented here applies to other schemes for parabolic problems, including Crank-Nicolson schemes and extrapolated schemes (see 16]).
NUMERICAL EXPERIMENTS
In this section we conduct numerical experiments using di erent domain decompositions and di erent nite element spaces at di erent time levels. Then we compare our method with Dawson-Dupont method 8] and Galerkin method. It should be noted that, after the projection (2.6) has been computed, the complexity of our algorithm is essentially the same as that of Dawson-Dupont's algorithm. The computation of the projection (2.6) requires solving two positive de nite linear systems and calculating inner products of the function U n?1 , de ned on old subdomains, and v, de ned on new subdomains, perhaps with new grids.
We consider the following initial-value Dirichlet problem @u @t ? u = 500 6t(1 ? 3x + 2x 2 ) + ( 2 t + 1)x(1 ? x) 3 ] sin( y); (x; y) 2 ; t 2 (0; T]; u(x; y; t) = 0; (x; y) 2 @ ; t 2 (0; T]; u(x; y; 0) = 0; (x; y) 2 ; where = (0; 1) (0; 1): Since the exact solution changes rapidly near the line x = 1 when time t is small, the domain decomposition method starts with the interface near x = 1. Then we move the interface towards the line x = 1 2 as t becomes large. Our numerical implementation is experimental and performed on a sequential machine.
At each time level we decompose the domain into two subdomains and apply di erent grids in di erent subdomains. The uniform grid size in the subdomain that contains the sharp front is chosen as h = 1 80 in both x-direction and y-direction, while the grid in the subdomain over which the solution changes relatively slowly is chosen as 4h 3 4h 3 . We always choose H = 4h and t = 4h 2 in order to satisfy the conditional stability due to the explicit calculation of ux on the interface. The interpolation polynomials are piecewise linears in each subdomain for all time levels; in this case, the linear systems resulted from computing the projection (2.6) have diagonal coe cient matrices when appropriate integration quadrature rules 5] are applied.
For our domain decomposition method, we change the decomposition of the domain after every 40 time steps. We take the initial interface at f0:9375g (0; 1) for the rst 40 time steps. Then move the interface to f0:875g (0; 1) for the next 40 time steps, and to f0:8125g (0; 1) for the time steps from 81 through 120. From the 121-st time step the interface is at f0:75g (0; 1). For the Dawson-Dupont method we choose the interface at f0:50g (0; 1) for all time steps, and the grid size is uniformly h h in each subdomain. For the Galerkin method, we use the implicit backward Euler scheme without domain decomposition and the grid is uniformly chosen as h h. Note that a larger number of unknowns at each time level is solved in these two methods than in our method.
The L 2 norms of the error u ? U for 160 time steps (up to time T = 0.1) are computed using these three methods and are shown in Table 1 . Similar results are obtained with grid size h = 1 100 in the ne grid subdomain and are shown in Table 2 . From Table 1 and Table 2 we see that the accuracy of our domain decomposition method is as good as the Galerkin method, and is much better than the Dawson-Dupont method. This example and other examples show that in order to improve accuracy, domain decompositions and nite element spaces should be constructed dynamically according to the changing nature of the exact solution.
REMARKS AND EXTENSIONS
We have analyzed a nonoverlapping dynamic domain decomposition method with dynamic nite element grids for parabolic problems. This method is an improvement of the one by Dawson 7] and Dawson and Dupont 8] . The advantages of our domain decomposition method can be summarized as follows.
(1) The dynamic domain decomposition and nite element spaces chosen according to the changing nature of the solution enable one to capture moving fronts or layers, and improve accuracy of the approximate solution. (2) The fact that the nite element spaces on the subdomains need not match up in such a way that they are restrictions of a global H 1 nite element space provides us with great exibility in applying ne grids in subdomains that contain local phenomena and coarse grids in subdomains in which the solution changes slowly. (3) The dynamic change of the subdomains provides a mechanism for load balancing between processors of a parallel system. If the subdomains were kept unchanged for all time levels and ne grids were used in some subdomains, then there would be a di erent number of degrees of freedom corresponding to the unknowns at grid points in each subdomain, and this would cause the processors to work asynchronously. Thus, to balance load, ne grid subdomains should be small and coarse grid subdomains should be big, and the positions of the subdomains should change with time. (4) This method is well suited to coarse grain parallelism, and the communication overhead is small since global communication is required only once per time step.
It should be noted that the stability condition due to the explicit calculation of the ux on the interface, although being less restrictive than that of an explicit forward Euler scheme, requires small time steps. Overlapping domain decomposition was considered by Blum where d is the overlap width, a the di usion coe cient as in equation (2.1), and C a constant. Note that unconditionally stable schemes are impossible since explicit ux computation is used on the interface. In contrast to the so-called blockwise implicit schemes discussed above, iterative domain decomposition methods, e.g. 4, 9, 12, 19] , can be considered. These iterative methods do not impose any stability condition and restrictions on the di usion coe cient, but require a certain number of iterations at each time step, possibly with some e cient preconditioners. Since a quite good initial guess at each time step can be taken as the approximate solution at the previous time level, the number of iterations is usually very small. In this case, the domain decomposition solution at each time level will converge to a global nite element solution at that time level. Since the nite element space may be varying from time level to time level, the traditional convergence theory 16] can not cover this situation. However, the analysis presented in x4 of our paper should apply.
With all the possibilities of domain decompositions and grid modi cations, the idea of applying di erent subdomains and grids at di erent time steps seems to be promising and essential for solving large-scale time-dependent problems with localized and transient phenomena, such as propagating fronts and moving layers.
For many practical problems, the nature of the exact solution is known or roughly known, we then can easily decompose the domain and apply appropriate grids and interpolation polynomials on each subdomain. However, when the nature of the exact solution is not known in advance, how to dynamically decompose the domain to contain localized phenomena in some subdomains is a very important problem. In particular, adding adaptivity to the solution process is especially desired. Future research in this area should address this issue. A possible way is to predict large gradient areas using the computed gradients of previous time levels, and decompose the domain according to the size of the gradient.
