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1. INTRODUCTION 
Let A be a finite-dimensional associative algebra over a field F having 
separable quotient algebra modulo its radical R. We continue here the study 
of maximal separable subalgebras of A left invariant by a completely reducible 
group G of automorphisms and antiautomorphisms of A. In the Theorem 
of Section 2, we give four conditions on G and F, each of which is sufficient 
to conclude that such a G-invariant maximal separable subalgebra exists. 
Two of them are not new (see the remarks after the proof of the theorem), 
but a unifying proof is given for the four conditions. In [16], we gave examples 
where G contains only automorphisms of ,4. We take this opportunity, in 
Section 4, to give an example where G contains antiautomorphisms. Also in 
Section 4, an example is given to show that none of the four conditions are 
necessary for the conclusion of the theorem. In this latter example, F is an 
imperfect field of characteristic two. This suggests that the theorem may be 
true without imposing any further conditions on G or F other than that G be 
a completely reducible group of automorphisms and antiautomorphisms of A. 
The author does not know of any counter-example to this statement. 
In Section 3, we indicate analogous results for Jordan and alternative 
algebras. 
In connection with the existence result of Section 2, there is a uniqueness 
result obtained in [/6]. This is obtained without imposing any of the four 
conditions of the theorem of Section 2, which may be further evidence that 
these conditions can be eliminated. In connection with the existence results 
of Section 3, there is a partial uniqueness result given in [18]. 
See [14] and [Z6] for a general background of this problem. 
* This research was supported by grant NSF-GP1239 from the National Science 
Foundation and by a Faculty Fellowship from the Research Council of Rutgers, 
The State University, while the author w-as in residence at the University of Chicago. 
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2. THE MAIN 'I'IIEOREXI 
THEOREM. Let A be a finite-dimensional associative algebra over the field F. 
Let R denote the radical of A. Assume that A/R is separable. Let G be a completely 
reducible group of automorphisms and antiautomorphisms of A. Then G leaves 
invariant a maximal separable subalgebra of A tf any one of the folloz&ng four 
conditions hold: 
(I) F has characteristic zero. 
(II) G is$nite, of order not divisible by the characteristic of F 
(III) G is a d-group (i.e., every element of G is semisimple) andF is algebrai- 
cally closed. 
(IV) G is locally nilpotent, and F is perfect. 
Proof. The general framework of the proof we shall present is the same 
as that of the proof of the theorem in Section 2 of [17], except that we do 
not assume here that G is a linear algebraic group, or that G is abelian. The 
reader is hereby referred to [Z7] for the details which we omit here. 
We start by assuming R2 = (0). Let 8 denote the collection of all F- 
complementary subspaces of R in A. Let IV‘, denote the collection of all 
maximal separable subalgebras of A. Fix an M in !D. Then we identify B 
with Hom,(M, R) under the correspondance Mq t, 9, where 
fVr, = {m + cp(m); rnE M}. 
In this way, we consider B as a vector space over F. 
1. ?D3 is a subspace of 3. This is proved in [17]. By using the Malcev 
theorem [8], it is noted that SE corresponds to the subspace of Hom,(M, R) 
formed by the restriction to M of the adjoint mappings of A given by the 
elements of R. This is the only step in which the associativity of A will be 
used in the proof of the theorem. 
2. Now let M, be a G-invariant complementary subspace to R in A. 
We change the origin of B to Ma , i.e., we now identify % with Hom,(A& , R) 
under ikfq f-t p, where Mp = Cm,, + p(m,); m, E M,,}. Hence we now have that 
!E? is an affine subspace of I/. 
3. G permutes the elements of 2?. More precisely, there is a representation 
p of G on B given by p(g)(M,) = g(M,). Since g(MJ = Mqp+ , p is a 
rational representation of G. 
4. Since maximal separable subalgebras of A are permuted by automor- 
phisms and antiautomorphisms of A, it is clear that !lE is left invariant by 
P(G). 
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5. We now show that p(G) is completely reducible on 8. Let G denote 
the closure of G in the Zariski topology (i.e., with respect to F) in the general 
linear group of all nonsingular linear transformations of A over F. Now C 
and G have the same invariant subspaces in A. In particular, M, is G- 
invariant. Hence we may extend p to a representation j of G on ‘zi, given by 
p(g)(M,,) =&AI,). Sincef(M,J = ;!~~y -1, p is a rational representation of G. 
We now consider separately the conditions (I)-(IV) as stated in the theorem. 
(1) ~(‘3 = F(G) is completely reducible by Proposition 3.2 of [o]. 
(II) Sincep(G) is a homomorphic image of G, its order cannot be divisible 
by the characteristic of F. Hence, by Maschke’s theorem, p(G) is completely 
reducible. 
(III) By Corollary 1 on page 4-10 of [3], every element of p(G) is 
semisimple. By a result noted by Platonov in [lo], every linear d-group over 
an algebraically closed field is completely reducible. Hence p(G) is completely 
reducible. 
(IV) In this case, we use the result in [/3] that a locally nilpotent linear 
group over a perfect field is completely reducible if and only if it is a d-group. 
Hence G is a d-group. We assume first that F is infinite. Let F be the algebraic 
closure of the field F. We extend ‘I) to B over i;;, and A to A over i? Since 
F is perfect, we identify the elements of G with their extensions over P by 
proposition 1 on page 66 of [2]. Let GF denote the closure G’ in the Zariski 
topology (with respect to P) on the general linear group of nonsingular 
transformations of A. G consists of the F-rational points of G”, and so is 
dense in G” (in the Zariski topology with respect to F). Hence p extends to 
a rational representation p” of G?’ on g. By Corollary 1 on page 4410 of [3], 
$ preserves semisimple elements so that by proposition 1 on page 66 of [2], 
p(G) is a d-group. But p(G) is a homomorphic image of G, so is locally 
nilpotent. Hence by the result in [13], p(G) is completely reducible. Now let 
F be finite, of characteristic p. Then G is finite. If p is a factor of the order of G, 
then G contains an element of order p by Theorem 4.1.1 of [5]. Such an 
element is not semisimple. This contradicts the fact that G is a d-group. 
Hence the order of G is not divisible by p, and p(G) is completely reducible 
as in the discussion of condition (II). 
6. Since p(G) is completely reducible, we obtain a G-invariant maximal 
separable subalgebra of A as in [/7] by translating (ru to a subspace 6 of 2 
which will be G-invariant, and choosing a p(G)-invariant complementary 
subspace Z of 6 in %. Then ‘113 will intersect z in a G-invariant maximal 
separable subalgebra of A. This completes the proof if Rz = {Cl}. 
If R2 f {0}, a standard induction argument as described in [17] will 
suffice. It must only be observed that each of the properties assumed about G 
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will be preserved when G is restricted to a G-invariant subalgebra of .-1, and 
when G acts in a natural manner on :I,‘K”. For the properties pertaining to 
complete reducibility and semisimplicity, this is well-known and easy to 
check. ‘I’hc other properties arc preserved since the group obtained is a 
homomorphic image of G. This complctcs the proof of the theorem. 
i&ma&s. A proof of the theorem for condition (I) may be obtained from 
[Y]. A proof of the thcorcm for condition (II) is given by [/4]. (‘ondition (III) 
will be satisfied if G is a solvable, nonmodular (i.e., has no subgroup of finite 
index divisible by the characteristic of F) linear group over an algebraically 
closed field F. This is proved in [4]. ‘l’he theorem is proved for the special 
case of condition (I\.) when G is abelian in [/ 71. A n analogous thcorcm when 
A is a Lie algebra, andF has characteristic zero [condition (I)] is proved in [Y]. 
We shall indicate here that the theorem of Section 2 is valid if ,q is a Jordan 
or alternative algebra over a fieldF of characteristic not two, with the exception 
that in the Jordan case, we also assume that d/R has no special simple ideal 
whose degree is divisible by the characteristic of 8’. 
We recall that associativity was used only in step 1 of the proof of the 
thcorcm of Section 2, using the illalcev- theorem for R2 = (0) to identify ‘18 
with certain nilpotent inner derivations of .-I, restricted to act on some 
subalgebra M of d. ;\‘ow let il be Jordan, as described above. j I has a 
Wedderburn decomposition by [/4], so that qlj consists of separable 
subalgebras which are complcmentar)- suhspaccs of R in d. By using the 
technique of the proof of theorem 9.3 of [ 71, making use of Theorem 2 of [6] 
instead of Theorem 9.1 of [ 71, one may obtain a _IIalcev theorem. Theorem 9.3 
of [7] is stated for the case of characteristic zero. However, when R" ioi, 
this technique is valid for arbitrary characteristic. The result is that ‘m 
corresponds to the restrictions to 112 of the nilpotent inner derivations of A 
of the form 
where R, is multiplication by x in A. Hence it is clear that ‘%l! is s subspacc of 21 
so that step 1 is valid in this case. 
Now let A be alternativ-c of characteristic not two. :-I has a \l:edderburn 
decomposition by [II], so that YC, consists of separable subalgcbras which 
are complementary subspaces of Ii in rl. By using the techniyuc of the proof 
of theorem 6 of [/2], making use of Theorem 3 of [6] instead of Theorem 4 
of [/2], one may obtain a Malcev theorem. Theorem 6 of [12] is stated for 
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characteristic zero, but as before the technique is valid for any characteristic 
when R” ~~ {O}. The result is that ‘!U corresponds to the restrictions to M 
of the nilpotent inner derivations of A of the form 
R, ~ I,, + 2 [Lni, R,i], g E N n R, a, E A, 8, E R, 2 [ai, ZJ = 0. 
z 
where N is the nucleus of A, and R, , L, are the right and left multiplications 
by s, respectively, in B. Since N is a subspace of a4, it is clear that %l! is a 
subspace of 23, so that step 1 is valid. 
We summarize in the following 
'~EOREX The theorem of Section 2 is valid for A, a Jordan OY alternative 
algebra over a field of characteristic not tu>o, provided that in the Jordan case, 
-d/R has no special simple ideal whose degree is divisible by the characteristic 
of the base$eld. 
4. Sam ExAnwLEs 0F ANTIAUT~MORPHIS~IS 
Example 1. Let A be the algebra of two-by-two lower triangular matrices 
over F, i.e., having zero in the upper right hand corner. Fix V, w in F, v f 0. 
We define an antiautomorphism J of d by 
It may be checked directly that J is an antiautomorphism of A, with matrix 
with respect to the usual basis of matrix units in z4. 
Kow the radical R of d is l-dimensional, given by a = b = 0. A/R is the 
direct sum of two copies of F so is separable. It is shown in [16] that the 
maximal separable subalgebras of A are of the form S(X) = 
!L (a n b)x i I ’ a,btF[. 
The correspondance x - S(x) is one-to-one on F. 
A direct calculation will show that J(S(x)) = S(-w - xv), SO that S(X) 
is J-invariant if and only if x(1 T U) = -w. 
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First let v f .--~ I. Then S( -w( 1 + v)-1) is a (unique) J-invariant maximal 
separable subalgebra. Now if v = 1, then .I2 = I, so J is semisimple. In this 
case, the characteristic of F is not two. Now let 2: # l-1. Then 
(1’ Z)(J ~ vl) = 0, so that J is scmisimple if the characteristic of F is not 
two. This case illustrates the theorem of Section 2 for various choices of F, 
v and u;. If F has characteristic zero, then condition (I) holds. If zc = 0, 
z’ a root of unity, the condition (II) holds. If F is algebraically closed, then 
condition (III) holds. If F is perfect, w = 0, and z’ not a root of unity, then 
condition (IV) holds for the infinite group G. G, of course, is the cyclic group 
generated by J. If the characteristic of F is two, then (/ - [)(I -. al) + 0, 
so that J is not semisimple. 
Now let v = -1, w # 0. Then / leaves invariant no maximal separable 
subalgebra of il. If the characteristic ofF is not two, then (J mr Q2(J -- I) = 0 
and (/ Z)(J - I) + 0, so that J is not semisimple. If the characteristic 
of F is two, then J 2 -= I so that J is also not semisimple. 
Finally, if z’ = -1, zc -~ 0 then any maximal separable subalgebra is 
J-invariant. In this case, J 2 : I, so that J is semisimple for the characteristic 
of F not two, and not semisimple if the characteristic of F is two. 
Example 2. Let F be an imperfect field of characteristic two. We let A4 
be the four-dimensional algebra over F constructed in Section 3 of [17]. 
A consists of three-by-three matrices (aij) with a,, = az2 , aI2 ~- azl , 
a 13 = a2:) , a:,, = az3 , ax3 = 0. ‘The radical of .-l is three-dimensional, 
spanned by 
It is shown in [f7] that the maximal separable subalgebras of A are of the 
form S(y, z), which is one-dimensional, with basis 
[ 
1 t y5 ys y 
YZ l+yz y. 
z z 0 J 
The correspondance (y, z) + S(y, z) is one-to-one on F x F. Let 
1 
E=O [ 
0 0 
10. 
0 0 0 I 
Choose a, c in F such that ac is not a square in F. We define an antiauto- 
morphism B of A by B(E) = E, B(X) = ad, B(Y) = cZ, and B(Z) = a Y. 
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It may be checked directly that B is an antiautomorphism of A. It may be 
computed directly that B(S(y, .z)) = S(az, cy). Hence S(0, 0) is a (unique) 
B-invariant maximal separable subalgebra of A. Finally, it may be checked 
that (B + I)(B f acl)(B2 -- acl) = 0. Since UC is not a square in F, this 
implies that B is semisimple. 
In this example, ac cannot have finite order. For if (u~)~n+l = 1, then 
UC = ((uc)n ll)e, contrary to the choice of ac. If (a~)~+~ = 1, then (a~)~ = 1. 
But if ac has order a power of 2, then B has order a power of 2, which 
contradicts the semisimplicity of B. Now B”“(Y) = (ac)lzY, so that B has 
infinite order. Hence the group G generated by B is infinite, so that G 
satisfies none of the four conditions of the theorem of Section 2. This shows 
that the indicated converse to the theorem is not true, and is some evidence 
that the theorem might be true without assuming any of the four conditions. 
1. BOREL, A. Groupes Ii&&-es algCbriques. Ann. Math. 64 (1956), 20-82. 
2. CHEVALLEY, C. “Th&xie des groupes de Lie,” Vol. II, Groupes algkbriqueb 
Paris, 1951. 
3. CIIEVALLEY, C. Seminaire 1956-58, Classification des groupes de Lie algCbriques. 
Paris, 1958. 
4. DIXON, J. I). Complete reducibility of infinite groups. Canad. J. 1Math. 16 (1964), 
267-214. 
5. HALL, M. “Theory of Groups.” Macmillan, New York, 1959. 
6. HARRIS, B. Derivations of Jordan algebras. Pacific J. Math. 9 (1959), 495-512. 
7. JACOBSON, N. General representation theory of Jordan algebras, Trans. Amer. Math. 
sm. 70 (1951), 509-530. 
8. MALCEV, A. On the representation of an algebra as a direct sum of the radical 
and a semisimple algebra. Dokl. Akad. Nauk SSSR 36 (1942), 42-45. 
9. MOSTOW, G. D. Fully reducible subgroups of algebraic groups. Amer. J. Math. 
78 (1956), 20&221. 
10. PLATONOV, V. P. Algebraic d-groups. Dokl. Akad. Nauk SSSR 7 (1963), 729-731. 
Il. SCHAFER, R. D. The Wedderburn principal theorem for alternative algebras, 
Bull. Amer. Math. Sm. 55 (1949), 604-614. 
12. SCHAFER, R. D. Representations of alternative algebras. Trans. Amer. Math. 
Sot. 72 (1952), l-17. 
13. SGPRUNENKO, D. A., AND '~YSHKEVICH, R. Reducible locally nilpotent linear 
groups. Im. Akad. Nauk SSSR (Ser. Mat.), 24 (1960), 787-806. 
14. TAFT, E. J. Invariant Wedderburn factors, INinois r. Math. 1 (1957), 565-573. 
15. TAFT, E. J. The Whitehead first lemma for alternative algebras. Proc. Amer. 
&i’ath. Sot. 8 (1957), 950-956. 
16. TAFT, E. J. Orthogonal conjugacies in associative and Lie algebras. Trans. Amer. 
Math. Sot. 113 (1964), 18-29. 
17. TAFT, E. J. Some remarks on invariant substructures of associative algebras. 
Math. Ann. 157 (1965), 363-368. 
18. TAFT, E. J. Invariant splitting in Jordan and alternative algebras. Pacific J. Math. 
(to appear). 
Printed in Belgium 
