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ABSTRACT 
 
      Joint modeling of longitudinal measurements and survival data is a popular modeling 
technique in biomedical research (Wulfsohn and Tsiatis, 1997). Most of the studies in joint 
modeling consider only one failure type for the time‐to‐event outcome and an assumption of 
independent censoring. Some literature extends the methodology to allow for the multiple 
failures (also regarded as competing risks event) that frequently occur in clinical studies. 
However, only the Cox or other parametric cause‐specific hazards (CSH) proportional survival 
submodels were used in those studies (Cox, 1972). 
      In this thesis, I study shared random effects joint models that consist of a linear mixed 
submodel for the longitudinal outcome, and Cox proportional CSH and proportional 
subdistribution hazards (SDH) submodels for the competing risks events (Fine and Gray, 1999; 
Laird and Ware, 1982; Rizopoulos, 2012). The longitudinal and the survival outcomes are linked 
together by latent random effects. To obtain estimates of the parameters, the joint likelihood 
of the longitudinal process and the survival process is used. The Expectation‐Maximization (EM) 
algorithm was deployed to obtain maximum likelihood estimates of the parameters (Dempster, 
Laird, and Rubin, 1977). 
      I applied the methodology to a real HIV dataset that consisted of longitudinal biomarker 
CD4+ counts and cancer‐related AIDS (cancer AIDS), and non‐cancer AIDS as time‐to‐event 
outcomes. When cancer AIDS is the main event of interest, then non‐cancer AIDS is a 
competing risk and vice versa. I compared results between joint models with the CSH and SDH 
submodels. For cancer AIDS, results in both the longitudinal and survival submodels varied 
iv 
 
between the CSH‐based and SDH‐based joint models. However, for non‐cancer AIDS, results 
were different in the longitudinal submodels but similar in the survival submodels. In my study 
population, proportions of individuals experiencing cancer AIDS and non‐cancer AIDS were 
2.7% and 15.0%, respectively. Thus, when non‐cancer AIDS was the main event of interest, the 
proportion of competing event (cancer AIDS) was very low relative to non‐cancer AIDS. 
Previous studies reported that if the proportion of individuals experiencing a competing risk is 
low, the CSH and SDH models may not provide different results. Hence, I conducted simulation 
studies to check the performance of the CSH and SDH models for different proportions of 
events and competing events. I observed that the results between CSH and SDH models are 
different if the proportion of individuals experiencing a competing risk is not much lower than 
the proportion experiencing the event of interest. 
      I also performed simulation study on the joint model to investigate how magnitudes of 
association parameter between longitudinal and survival outcomes influence the parameter 
estimates in separate Cox proportional hazards and linear mixed models. I observed that the 
bias of the estimate in separate Cox regression analysis increases as the magnitude of the 
association increases. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Rationale 
      Joint modeling is an approach that is generally used to model simultaneously two response 
processes such as longitudinal (consists of repeated measurements) and survival (consists of 
time‐to‐event data) (Wulfsohn and Tsiatis, 1997). The overall objective of the joint analysis is to 
study the effect of covariates on the longitudinal outcome or survival outcome or on both.  The 
joint modeling approach is quite often used in biomedical research. In clinical studies, repeated 
measurements on a response are generally obtained along with time‐to‐event outcome. One of 
the examples of joint modeling is found in Human Immunodeficiency Virus (HIV)/ Acquired 
Immunodeficiency Syndrome (AIDS) studies (Wulfsohn and Tsiatis, 1997). In these kinds of 
studies, biomarkers such as CD4+ count and viral load (VL) are measured at various occasions 
and time to AIDS or death is also recorded for each individual (Guo and Carlin, 2004; Wu, Liu, Yi, 
& Huang, 2012; Wulfsohn and Tsiatis, 1997). Another example of joint modeling is found in 
cancer studies (Pauler and Finkelstein, 2002; Proust‐Lima & Taylor, 2009). For example, 
repeated prostate specific antigen measurements and time to disease recurrence are jointly 
modeled in prostate cancer studies (Pauler and Finkelstein, 2002). 
      Longitudinal measurements can be either continuous (e.g. Gaussian) or discrete (e.g. binary) 
(Salkind and Rasmussen, 2008). In this thesis, we focus on continuous repeated measurements. 
There are many well‐known methods to analyze longitudinal and time‐to‐event data separately 
(Guo and Carlin, 2004). Linear Mixed Effects (LME) models based on maximum and restricted 
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maximum likelihood approach (Laird and Ware, 1982); Marginal and transitional models based 
on Generalized Estimating Equations (GEE) approach (Liang and Zeger, 1986) are the most 
commonly used methods for analyzing longitudinal data. We can have valid statistical inference 
from the longitudinal models based on likelihood methods or GEE approach if complete 
longitudinal data are available for all subjects or the missing data are missing at random (Song, 
2013). However, in clinical studies, some participants are lost to follow‐up because of disease 
progression or death or other reasons (Hunt and White, 1988). Thus, longitudinal 
measurements are not available from these dropout participants. In this case, these event‐
dependent dropouts can be directly related to what are being measured, and the missing 
values of longitudinal measurements caused by the dropouts of these participants can be 
informative and cannot be assumed as missing completely at random or missing at random 
(Little and Rubin, 2002; Rizopoulos, 2010).  
      Commonly used methods for analyzing survival data include the semiparametric Cox 
proportional hazards model (Cox, 1972) or a parametric model either with exponential or 
Weibull distributed (Weibull, 1951) baseline hazard function. However, one of the limitations of 
modeling longitudinal and survival outcomes separately is that the association between the two 
outcomes is generally ignored (Terrera, Piccinin, Johansson, Matthews, and Hofer, 2011). 
Separate analyses may not be appropriate when repeated measurements and time‐to‐event 
data are correlated (Guo and Carlin, 2004). Hence, an alternative approach of joint modeling of 
these two types of responses was proposed by several researchers (DeGruttola and Tu, 1994; 
Faucett and Thomas, 1996; Guo and Carlin, 2004; LaValley and DeGruttola, 1996; Pawitan and 
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Self, 1993; Taylor, Cumberland, & Sy, 1994; Tsiatis, DeGruttola, & Wulfsohn, 1995; Wulfsohn 
and Tsiatis, 1997). 
      Most joint models introduced in the literature so far have emphasized a single time‐to‐event 
or survival outcome (Guo and Carlin, 2004; Terrera et al., 2011; Wulfsohn and Tsiatis, 1997). 
However, we can have more than one survival outcome in our studies. In HIV studies, we define 
AIDS as a survival outcome and compare time‐to‐AIDS among different risk groups (Putter, 
Fiocco, & Geskus, 2007). However, a proportion of the HIV‐infected patients could die before 
having AIDS. Here, death caused by other reasons before AIDS can be considered as a 
competing risk of AIDS (Geskus, 2016). In cancer studies, if our interest is on the death from 
cancer, then we can consider deaths because of other causes as competing risks of death from 
cancer (Bimali and He, 2015). As an alternative, if time to cancer relapse is the main event of 
interest, then death without relapse can be defined as a competing risk of relapse (Gooley, 
Leisenring, Crowley, and Storer, 1999). 
      A few researchers have proposed a joint model in competing risks scenarios in recent years 
(Chi and Ibrahim, 2006; Elashoff, G. Li, and N. Li, 2007 and 2008; Hu, G. Li, and N. Li, 2009; N. Li, 
Elashoff, and G. Li, 2009; Saville, Herring, and Koch, 2009; Williamson, Kolamunnage‐Dona, 
Philipson, and Marson, 2008). In competing risks scenario, to study the effect of a covariate on 
a particular cause of failure, the traditional approach is to model the cause‐specific hazards 
function, generally using a Cox cause‐specific hazards model (Latouche, Boisson, Chevret, and 
Porcher, 2007; Prentice et al., 1978). Hence in the joint modeling of longitudinal and competing 
risks data, the cause‐specific hazard submodel was mostly used (Elashoff et al., 2007, 2008; 
Saville et al., 2009; Williamson et al., 2008). However, several articles mentioned that a variable 
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can have different impact on the cause‐specific hazard function, and on the cumulative 
incidence function for a specific type of failure (Fine and Gray, 1999; Gray, 1988; Latouche, 
Allignol, Beyersmann, Labopind, and Fine, 2013; Lunn and McNeil, 1995; Putter et al., 2007). If 
we are interested in the clinical prediction model, modeling the cumulative incidence could be 
preferable in some studies (Austin, Lee, and Fine, 2016; Dignam, Zhang, and Kocherginsky, 
2012).  Fine and Gray (1999) proposed a method for regression modeling with cumulative 
incidence functions (CIF) (M.‐J. Zhang, X. Zhang, and Scheike, 2008). Their model is known as 
proportional subdistribution hazards model (Fine, 2001; Fine and Grey, 1999). In 
subdistribution hazards model, subjects who fail from a competing risk are not censored at the 
time of their failure but remain in the risk set (Lau, Cole, & Gange, 2009). This model compares 
the CIF of a particular cause of failure between groups of a covariate by modeling the 
subdistribution hazards (Latouche et al., 2007).  Thus, in competing risks setting, joint modeling 
of the longitudinal and subdistribution hazards models has been proposed in recent years 
(Deslandes and Chevret, 2010). 
      However, there is very limited research done in the joint modeling of the longitudinal and 
subdistribution hazards models in competing risks situations. Deslandes and Chevret (2010) 
utilized joint modeling approach for both cause‐specific and subdistribution hazards using data 
from an Intensive Care Unit (ICU). To the best of my knowledge, no joint modeling of 
longitudinal and subdistribution hazards models has been applied in the area of HIV/AIDS 
study. In this thesis, I applied joint modeling of longitudinal and subdistribution hazards models 
to the HIV/AIDS study. The study data of HIV‐infected individuals was obtained from the 
Ontario HIV Treatment Network Cohort Study (OCS) (Rourke et al., 2013). The data consisted of 
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longitudinal outcome CD4+ counts and time‐to‐event outcomes of cancer AIDS or non‐cancer 
AIDS. Kaposi’s sarcoma and non‐Hodgkin lymphoma were defined as AIDS‐defining cancer or 
cancer AIDS (Ancelle‐Park, 1993; Castro et al., 1992; Ebrahim, Abdullah, McKenna, and Hamers, 
2004). All other AIDS‐Defining Illnesses (ADI) were defined as non‐cancer AIDS (Shiels et al., 
2008, 2010). These two time‐to‐event outcomes were mutually exclusive. A person could be 
diagnosed either with cancer AIDS or with non‐cancer AIDS. As experiencing one 
outcome/event might prevent a person from experiencing the other outcome, the two 
outcomes were considered as competing risks of each other (Putter et al., 2007). When cancer 
AIDS was the main event of interest then non‐cancer AIDS was the competing risk, and vice 
versa (Shiels et al., 2008, 2010). 
 
1.2 Study objectives and outline 
      The objectives of this study are as follows: 
Objective 1:  To compare the two joint modeling approaches based on (i) Cox cause‐specific 
hazards and (ii) subdistribution hazards via their application to real HIV/AIDS data. 
Objective 2: To examine the appropriateness of using cause‐specific hazards and 
subdistribution hazards models based on the simulation study. 
Objective 3: To investigate how magnitudes of association parameter between the longitudinal 
marker and time‐to‐event outcome influence parameter estimates obtained by 
conducting separate Cox regression analysis and linear mixed effects modeling 
from the simulation study. 
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      This thesis is organized as follows: The literature review and statistical methods are provided 
in Chapter 2 and Chapter 3, respectively. I describe the analysis of longitudinal data, survival 
data, and competing risk in Section 3.2, Section 3.3, and Section 3.4, respectively. A joint 
modeling of longitudinal and survival data are presented in Section 3.5. I apply aforementioned 
methodologies to real HIV data in Chapter 4. The results from simulation studies are presented 
in Chapter 5. I presented discussion and conclusion in Chapter 6 and Chapter 7, respectively. 
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CHAPTER 2 
LITERATURE REVIEW 
 
2.1 Review of Joint Modeling Techniques 
      Joint modeling of longitudinal measurements and time‐to‐event data is a powerful and 
popular technique because the association between longitudinal and survival outcomes is 
considered in this method (Diaz, 2014; Ibrahim, Chu, and Chen, 2010; Sattar, Sinha, 
Argyropoulos, and Unruh, 2012). Several methods have been proposed to study the association 
between the two outcomes (Sweeting and Thompson, 2011). One of such methods is the 
extended Cox regression model, which allows us to model the time‐dependent covariates to 
investigate their relationship to survival (Andersen and Gill, 1982). However, in the extended 
Cox regression analysis, we first need to determine whether time‐dependent covariates are 
internal (also known as endogenous) or external (also known as exogenous) to the survival 
outcomes (Rizopoulos, 2012). Internal time‐dependent covariates are subject‐specific; the 
presence of the subject is required in the study for their measurements (Li and Ma, 2013). 
Therefore, we can observe an internal covariate up to the time point the subject is available 
(Balakrishnan and Rao, 2004; Dupuy and Mesbah, 2002). Internal covariates include, for 
example, the subject’s white blood cell counts, CD4+ counts, blood pressure, and serum 
creatinine level (Li and Ma, 2013; Rizopoulos, 2012). On the other hand, to measure an external 
time‐dependent covariate (e.g., air temperature, air pollution), we do not need to observe 
individual subjects (Li and Ma, 2013). The values of an external time‐dependent covariate are 
not affected by the subject’s failure process (Kalbfleisch and Prentice, 2002; Wang, 2004). Since 
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air pollution is not dependent on individual’s asthma, air pollution is considered to be an 
external covariate to asthma (Rizopoulos, 2012).  An external covariate is predictable, its value 
at any time ݐ can be ascertained infinitesimally before	ݐ (Rizopoulos, 2012). 
      The extended/time‐dependent Cox model is applicable for analyzing time‐to‐event data if 
the time‐dependent covariates are external (Sattar et al., 2012). However, this model may not 
be appropriate if the time‐dependent covariates are internal (Rizopoulos, 2012). The time‐
dependent Cox model assumes that time‐dependent covariates can be predicted and they do 
not have any measurement error (Rizopoulos, 2012). In reality, the measurement error is not 
unusual as we cannot measure covariates perfectly (Bang et al., 2013). The time‐dependent Cox 
model also assumes that the covariates change value at follow‐up visits and are unchanged in 
between the visits (Rizopoulos, 2012). Because of such limitations of the time‐dependent Cox 
model, joint modeling of longitudinal and survival outcomes was proposed and became popular 
in biomedical research (Sweeting and Thompson, 2011). 
      Joint modeling approaches were initiated mainly based on HIV/AIDS clinical studies, in 
particular, the joint modeling of longitudinal CD4+ counts and time‐to‐event data (Brown, 
Ibrahim, and DeGruttola, 2005; Chi and Ibrahim, 2006; DeGruttola and Tu, 1994; Faucett and 
Thomas, 1996; Faucett, Schenker, and Taylor, 2002; Ibrahim et al., 2010; LaValley and 
DeGruttola, 1996; Pawitan and Self, 1993; Taylor et al., 1994; Tsiatis et al., 1995; Wang and 
Taylor, 2001; Wulfsohn and Tsiatis, 1997). Several modifications of the joint model have been 
proposed in the literature (Faucett and Thomas, 1996; Wulfsohn and Tsiatis, 1997). Two major 
approaches have been proposed to perform joint modeling: a two‐stage approach and a 
likelihood‐based approach (Wu et al., 2012).  
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      Two‐stage joint modeling is the earlier approach (Hickey, Philipson, Jorgensen, and 
Kolamunnage‐Dona, 2016). It is theoretically simpler than the likelihood based approach (Albert 
and Shih, 2010). Several two‐stage approaches have been suggested in the joint modeling study 
(Dafni, 1993; Tsiatis et al., 1995; Wu et al., 2012). In early studies, two‐stage procedures were 
used to determine whether CD4+ count could be considered a substitute marker for the time to 
AIDS or death (Dafni, 1993; Tsiatis et al., 1995; Murawska, 2013). Dafni (1993) and Tsiatis et al. 
(1995) developed a two‐stage modeling approach considering survival as a function of a 
longitudinal covariate (Wulfsohn and Tsiatis, 1997). At the first stage, they modeled the 
longitudinal covariate by growth curve models with random intercept and slope (Laird and 
Ware, 1982; Wulfsohn and Tsiatis, 1997). In the second stage, they incorporated the modeled 
value obtained from the first stage as a time‐dependent covariate in the Cox model (Wulfsohn 
and Tsiatis, 1997). 
      Many studies reported several drawbacks in the two‐stage approach (Dafni and Tsiatis, 
1998; Wulfsohn and Tsiatis, 1997). Wu et al. (2012) reviewed some of the two‐stage methods 
(Dafni and Tsiatis, 1998; Ye, Lin, and Taylor, 2008) and concluded that biases might not be 
entirely eliminated by the two‐stage methods. 
      Because of the drawbacks of the time‐dependent Cox and two‐stage approaches, Wulfsohn 
and Tsiatis (1997) proposed joint modeling using likelihood of the longitudinal and survival 
outcomes. This likelihood approach uses data efficiently from both the longitudinal and survival 
processes simultaneously (Yao, 2008). Hence, this approach makes proper statistical inferences 
about the impact of explanatory variables on the longitudinal and survival outcomes (McCrink, 
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Marshall, & Cairns, 2011). This likelihood approach also reduces biases in parameter estimation 
(Ibrahim et al., 2010).  
      Early studies on joint modeling (Wulfsohn and Tsiatis, 1997; Henderson, Diggle, and Dobson, 
2000; Wang and Taylor, 2001) were reviewed by Tsiatis and Davidian (2004) and Yu, Law, 
Taylor, and Sandler (2004). Rizopoulos (2012) provided excellent discussions on joint modeling 
in his book (Sattar et al., 2012). Ibrahim et al. (2010) and Wu et al. (2012) reviewed joint models 
in a simpler way. Other researchers have also applied Bayesian techniques for joint modeling 
(Guo and Carlin, 2004; Huang, Dagne, and Wu, 2011; Ibrahim, Chen, and Sinha, 2004; Xu and 
Zeger, 2001). 
      Recent studies on joint modeling include Albert and Shih (2010), Ding and Wang (2008), 
Huang et al. (2011), Ibrahim et al. (2010), Lim, Mondal, and Skinner (2013), Rizopoulos (2011), 
Rizopoulos, Verbeke, and Lesaffre (2009), Sattar et al. (2012), Wu, Liu, and Hu (2010), Wu et al. 
(2012), and Ye et al. (2008). Ibrahim et al. (2010) discussed advantages of joint models by 
applying this methodology into metastatic breast cancer clinical trials. To examine the effect of 
treatment on overall survival, they performed analysis with and without using the repeated 
quality‐of‐life marker. Lim at al. (2013) considered a joint analysis with a longitudinal random 
effects submodel and a Cox or Weibull survival submodel to study the association between 
longitudinal CD4+ counts and the hazard of death among HIV‐infected individuals. The hazard 
of death and the longitudinal process with an intercept and a slope was associated in their 
study. The parameter estimates were different in the joint model and separate models.  Sattar 
et al. (2012) applied joint modeling approach on a hemodialysis study. They used serum 
albumin and all‐cause mortality as longitudinal and time‐to‐event outcomes respectively in 
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their study. They reported that if there is a stronger relationship between longitudinal and 
survival outcomes, estimates in joint modeling may be more efficient compared to those from 
separate modeling (Sattar et al., 2012). 
      Joint modeling of longitudinal and competing risks data has been studied in recent years 
(Deslandes and Chevret, 2010; Elashoff et al., 2007 and 2008; Hu et al., 2009; Williamson et al., 
2008). Elashoff et al. (2007) studied joint modeling of longitudinal measurements and 
competing risks data in a scleroderma lung disease clinical trial. Two time‐to‐event outcomes; 
treatment failure or death and disease‐related dropout were considered in their study. They 
used linear mixed effects submodel with random intercept and slope for the longitudinal 
outcome and two‐step mixture submodel for the survival outcomes. Similar covariates were 
considered in the longitudinal submodel and survival submodel. They used the EM algorithm to 
estimate the parameters of interest in their study (Dempster et al., 1977). Williamson et al. 
(2008) applied joint modeling approach to examine the effect of anti‐epileptic drugs. They 
considered linear, piecewise mixed effects submodels for the longitudinal measurements and 
cause‐specific hazards submodel for the multiple failure outcomes. Bayesian techniques are 
also applied in the joint analysis of longitudinal outcome and competing risks survival outcomes 
(Hu et al., 2009). 
      Deslandes and Chevret (2010) used joint models for both Cox cause‐specific and 
subdistribution hazards in the ICU study. They considered sequential organ failure assessment 
score as the longitudinal outcome and time to discharge, and death as competing risks 
outcomes in their joint models. Unknown parameters of the model were estimated through the 
use of Markov chain Monte Carlo method of Gibbs sampling (Faucett and Thomas, 1996; 
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Metropolis and Ulam, 1949; S. Geman and D. Geman, 1984). They used the WinBUGS package 
(Spiegelhalter, Thomas, Best, and Lunn, 2003) for fitting their joint models. 
      Software: The JM package (Rizopoulos, 2010) in R software can be used to estimate most of 
the joint models for normal longitudinal measurements and time‐to‐event outcomes by a 
maximum likelihood approach (Wu et al., 2012). This package is suitable when our main 
interest is on the survival outcome, and we want to consider the impact of the longitudinal 
outcome on the survival outcome (Rizopoulos, 2010). Joint models of several types consisting of 
mixed‐effects models and survival models with both parametric and semiparametric baseline 
hazards can also be fitted by the JM package (Sweeting and Thompson, 2011). The Expectation‐
Maximization (EM) algorithm (Dempster et al., 1977) is used to estimate parameters for Cox‐
type models (Sweeting and Thompson, 2011). A detailed description of the EM algorithm is 
provided in Chapter 4. Philipson, Sousa, and Diggle (2012) developed another package joineR in 
R for fitting joint models (Sweeting and Thompson, 2011). The joineR package fits a joint model 
where the focus is on both survival and longitudinal outcomes (Diaz, 2014).  
 
2.2 Human Immunodeficiency Virus (HIV) 
      The Human Immunodeficiency Virus (HIV) is a virus that attacks the human immune system 
by reducing the number of T lymphocyte cells (HIV Monitoring, no date). T lymphocyte cells 
(CD4+ counts) help the body to fight infection (Edurant, 2016). CD4+ counts are measured 
based on the number of cells in a cubic millimeter (mm3) of blood (Carter, 2016a). A healthy 
HIV‐negative adult is assumed to have a CD4+ count of between 500 and 1500 cells/mm3 
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(Carter, 2016a). The number of CD4+ counts is used to decide if someone has a weak immune 
system (WebMD, no date).   
      The initial stage of HIV infection is identified as primary HIV infection, or acute HIV infection 
(AIDSinfo, 2016). This stage continues as long as the body does not create antibodies against 
HIV (Healthline, 2015). At this initial stage, the immune system of the body is not prepared to 
fight the HIV (Carter, 2016b). As a result, large amounts of virus is produced in the body 
(AIDS.gov, 2015, August). The amount of virus in the blood is called the viral load (AIDS.gov, 
2015, September). If someone gets HIV infection, the virus remains inside the body for entire 
life (Vyas, 2015). The transmission of HIV can happen from an infected person to another 
person through blood, semen, vaginal fluids, and breast milk (AIDS.gov, 2015a). 
      HIV attacks the CD4+ cells after entering the body, and more HIV is produced from infected 
CD4+ cells in the body (Nall, 2016). At the beginning, the body can produce adequate cells to 
maintain the number of CD4+ counts (Thaczuk, no date). However, as HIV continues to copy 
virus, the number of healthy CD4+ cells is decreased day by day (Knott, 2015). At one stage, the 
immune system of the infected person becomes weaker, and the body does not have sufficient 
capacity to fight infection (Thaczuk, no date). As a result, from HIV positive status, the person is 
progressed to Acquired Immune deficiency syndrome (AIDS) (AIDS.gov, 2015b).       
      AIDS is considered as the last stage of HIV disease (Cherney, 2014). If a person has one or 
more opportunistic infections (See 2.2.3), and a lower number of CD4+ counts (< 200), the 
person will be diagnosed with AIDS (HIV Monitoring, no date). After infection, times to develop 
AIDS are not equal for all infected‐person (WHO, 2016). Without taking antiretroviral therapy 
(ART), almost all HIV‐positive people will progress to AIDS (Vyas, 2015). 
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2.2.1 Epidemiology of HIV 
      Globally, about 35.3 (range: 32.2 to 38.8) million people had HIV in 2012 (UNAIDS, 2013). 
Global incidence has decreased from 3.4 million in 2001 to 2.3 million in 2012 (UNAIDS, 2013). 
Reductions in heterosexual transmission contribute this large reduction in global HIV incidence 
(Maartens, Celum, and Lewin, 2014). 
      HIV epidemics has two categories: concentrated and generalized (Green and Ruark, 2016).  
In “concentrated” epidemic, less than 1% HIV infection occurs from the general population, but 
more than 5% infection occurs from “high risk” groups (Denning and DiNenno, 2015). Men who 
have sex with men (MSM), sex workers, and injection drug users (IDUs) are considered to be 
“high risk” or vulnerable groups (Comiskey, Dempsey, Simic, and Baroš, 2013). The future 
course of “concentrated” epidemic depends on the magnitude of the vulnerable populations 
(UNAIDS, 2011). The epidemic of North America and the Caribbean is considered as 
“concentrated” (Volberding, Greene, Lange, Gallant, and Sewankambo, 2012). An epidemic is 
“generalized” when more than 1% HIV infection occurs among the general population (Denning 
and DiNenno, 2015). The generalized epidemic depends on the sexual behavior of the general 
population (Mishra et al., 2012). 
 
2.2.2 HIV in Canada 
      According to a 2011 national HIV estimates, about 71,300 (range: 58,600 to 84,000) people 
had HIV in Canada (PHAC, 2014). About 50% of the infected‐people was only MSM (Men who 
have Sex with Men), and either MSM or injection drug users (MSM‐IDUs) (Challacombe, 2013). 
The number of new infections in each year did not change in the last decade (PHAC, 2014). In 
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2011, MSM and IDUs had 71 and 46 times higher incidence rates than the rates among their 
corresponding counterparts, respectively (PHAC, 2014). About twelve percent of all the new 
infections occur in the Aboriginal people (Challacombe, 2013). The modes of HIV transmission 
can vary among populations: Aboriginal people get infection mainly by contaminated needles 
(IDU), heterosexual contact is key among women (PHAC, 2014). 
 
2.2.3 Opportunistic infections (OIs) 
      Opportunistic infections (OIs) are infections that happen due to the week immune system of 
a body (MedicineNet.com, 2016). Individuals with an advanced stage of HIV infection are 
susceptible to opportunistic infections (UNAIDS, 1998). The incidence of OIs has been reduced 
by the antiretroviral therapy (ART) (Shahapur and Bidri, 2014). All HIV‐infected individuals 
should be aware of the common OIs to prevent them from these infections or to receive earlier 
treatment for OIs (CDC, 2016). 
      When an infected person gets certain OIs, the person is diagnosed with AIDS (AIDS.gov, 
2010). AIDS is also diagnosed if the CD4+ count falls below 200 cells/mm3 in persons with HIV 
(AIDS.gov, 2016). The CDC (2008) developed the following list of OIs that are considered as 
AIDS‐Defining Conditions (ADC) or AIDS‐Defining Illness (ADI): 
 Bacterial infections, multiple or recurrent  
 Candidiasis of bronchi, trachea, or lungs  
 Candidiasis of esophagus  
 Cervical cancer, invasive  
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 Coccidioidomycosis, disseminated or extrapulmonary  
 Cryptococcosis, extrapulmonary  
 Cryptosporidiosis, chronic intestinal (>1 month's duration)  
 Cytomegalovirus disease (other than liver, spleen, or nodes), onset at age >1 month  
 Cytomegalovirus retinitis (with loss of vision)  
 Encephalopathy, HIV‐related  
 Herpes simplex: chronic ulcers (>1 month's duration) or bronchitis, pneumonitis, or 
esophagitis (onset at age >1 month)  
 Histoplasmosis, disseminated or extrapulmonary  
 Isosporiasis, chronic intestinal (>1 month's duration)  
 Kaposi sarcoma  
 Lymphoid interstitial pneumonia or pulmonary lymphoid hyperplasia complex  
 Lymphoma, Burkitt (or equivalent term)  
 Lymphoma, immunoblastic (or equivalent term)  
 Lymphoma, primary, of brain  
 Mycobacterium avium complex or Mycobacterium kansasii, disseminated or 
extrapulmonary 
 Mycobacterium tuberculosis of any site, pulmonary, disseminated, or extrapulmonary  
 Mycobacterium, other species or unidentified species, disseminated or extrapulmonary  
 Pneumocystis jirovecii pneumonia  
 Pneumonia, recurrent  
 Progressive multifocal leukoencephalopathy  
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 Salmonella septicemia, recurrent  
 Toxoplasmosis of brain, onset at age >1 month  
 Wasting syndrome attributed to HIV 
Regardless of an HIV‐infected individual’s CD4+ count, having a diagnosis with any of these 
OIs means the individual has progressed to AIDS (AIDS.gov, 2010). In this thesis, AIDS will be 
defined based on the above list of OIs by the CDC (2008). 
 
2.2.4 HIV treatment 
      Antiretroviral therapy (ART) is used to treat HIV (AIDSinfo, 2016). ART prevents the HIV from 
replicating and from destroying the immune system of an infected person (AIDSinfo, 2016). 
Hence by using ART, the amount of viral load can be reduced in the body (AIDS.gov, 2015, 
September). In 1987, Food and Drug Administration (FDA) approved AZT (Zidovudine) as the 
first treatment for HIV (Aidsmap, no date). Since then the FDA has approved 31 Antiretroviral 
drugs (ARVs) to treat HIV‐infected people (Elder, 2013). Different types of ARVs attack the virus 
in different ways (CATIE, no date). A combination of three or more ARV drugs is defined as 
Highly Active Antiretroviral Therapy (HAART) (WHO, no date). HAART is the most effective 
treatment of HIV/AIDS and has been widely available since 1997 (Touloumi et al., 2004). 
      Till now, no medication can remove the virus from an infected person's body completely 
(SFAF, no date). However, ART can stop the virus from replicating or slow the progression of 
HIV disease (WHO, 2016). Antiretroviral therapy reduces the amount of virus, and possibly the 
risk that an infected person will infect others (WHO, 2012). Because of effective ART, HIV 
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infection has changed from a disease with high morbidity and mortality to a chronic disease in 
developed countries such as Canada (Hogg et al., 1999). 
   
19 
 
CHAPTER 3 
STATISTICAL METHODS 
 
3.1 Introduction 
      In general, the objectives of joint modeling include to (i) accomplish inference for the 
survival outcome while considering the impact of longitudinal outcome (Brown and Ibrahim, 
2003; Faucett and Thomas, 1996; Wang and Taylor, 2001; Wulfsohn and Tsiatis, 1997) and (ii) 
evaluate impacts on both longitudinal and survival outcomes jointly (Guo and Carlin, 2004; 
Henderson et al., 2000; Zeng and Cai, 2005). In a usual joint model setting, we consider a 
mixed‐effects model for the longitudinal outcome (also regarded as longitudinal submodel) and 
a Cox model for the survival outcome (also regarded as survival submodel), some random 
effects or variables are shared by the two submodels (Wu et al., 2012). I discuss the analysis of 
longitudinal data, survival analysis, competing risks analysis, and joint modeling in Section 3.2, 
Section 3.3, Section 3.4, and Section 3.5, respectively. 
 
3.2 Analysis of longitudinal data 
3.2.1 Introduction 
      Longitudinal studies play a vital role in health sciences by taking repeated measurements 
from the same individual over time (Ware, 1985). In cross‐sectional studies, a single outcome 
ݕ௜ሺ݅ ൌ 1, 2, … , ݊ሻ and ݌ ൈ 1 vector ࢞௜ of covariates are measured once for the ݅௧௛ individual. In 
contrast, longitudinal data are comprised of repeated observations ݕ௜௝ሺ݅ ൌ 1, 2, … , ݊; ݆ ൌ
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1, 2, … ,݉௜ሻ and ݌ ൈ 1 vector ࢞௜௝ of covariates over time ݐ௜௝ for ݅௧௛ subject at	݆௧௛ time (Liang and 
Zeger, 1986). Here ݊ indicates the total number of individuals in a study and ݉௜ indicates the 
number of measurements for the ݅௧௛ individual. We can collect longitudinal data either 
prospectively, or retrospectively from person’s previous medical records (Diggle, Heagetry, 
Liang, and Zeger, 2002). 
      Since repeated measurements from the same individual can be correlated, we need special 
statistical techniques to analyze longitudinal data (Fitzmaurice, Laird, and Ware, 2011). Two 
important sources of variability in longitudinal data that may influence directly the correlation 
among the repeated observations are between‐subject variation and within‐subject variation 
(Fitzmaurice et al., 2011).  
      Missing data is common in longitudinal studies (Ibrahim and Molenberghs, 2009). For 
example, all study participants may not come for a scheduled visit; some participants may quit 
the study before ending of the study (Fitzmaurice et al., 2011). Since all participants may not 
have the same number of repeated observations at a common time point, the data can be 
unbalanced over time (Fitzmaurice et al., 2011). Therefore, for analyzing longitudinal data, we 
should apply techniques that can manage unbalanced and possibly incomplete data 
(Fitzmaurice et al., 2011). 
 
3.2.2 Modeling longitudinal data 
      When modeling longitudinal data, our interest is to study the association between a 
response/dependent variable and a set of explanatory/independent variables (Liang and Zeger, 
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1986; SAS, no date). The response variables can have either continuous (e.g. Gaussian) 
outcomes or discrete (e.g. binary, count) outcomes (Duchateau, Janssen, and Rowlands, 1998). 
      Let ݕ௜௝ indicate the response variable of the ݅௧௛ person ሺ݅ ൌ 1, 2, … , ݊ሻ for the ݆௧௛ 
measurement ሺ݆ ൌ 1, 2, … ,݉௜ሻ	(Fitzmaurice et al., 2011). Since individuals may have a different 
number of repeated measures and may be measured at a different set of occasions, we assume 
that ݉௜ repeated measurements are available for the ݅௧௛ individual and that we observe each 
ݕ௜௝ at time	ݐ௜௝ (Fitzmaurice et al., 2011). For convenience, the ݉௜ repeated measures of the 
response variable for the ݅௧௛ individual can be grouped into an ݉௜ ൈ 1 vector such that 
(Fitzmaurice et al., 2011): 
࢟௜ ൌ ቎
ݕ௜ଵݕ௜ଶ⋮ݕ௜௠೔
቏	 , ݅ ൌ 1, 2, … , ݊.																					 
Here ࢟௜ is a vector of the ݉௜ responses over time for the ݅௧௛ individual. The vectors of the ݊ 
individuals are assumed to be independent of each other (Fitzmaurice et al., 2011). However, 
the repeated measures obtained from the same individual are assumed to be dependent 
(Fitzmaurice et al., 2011). 
      Let ࢞௜௝ be a ݌ ൈ 1 vector of covariates associated with	ݕ௜௝ (Fitzmaurice et al., 2011): 
࢞௜௝ ൌ ൦
ݔ௜௝ଵݔ௜௝ଶ
⋮ݔ௜௝௣
൪ , ݅ ൌ 1, 2, … , ݊; 	݆ ൌ 1, 2, … ,݉௜.	 
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Each row of the ࢞௜௝ vector indicates one covariate. The covariates in ࢞௜௝ can be fixed (e.g. 
gender) and/or time dependent (e.g. smoking status). The vector ࢞௜௝ can be grouped into an 
݉௜ ൈ ݌ matrix as follows (Fitzmaurice et al., 2011): 
௜ܺ ൌ
ۏ
ێێ
ۍ ࢞௜ଵ
ᇱ
࢞௜ଶᇱ⋮
࢞௜௠೔ᇱ ے
ۑۑ
ې
	 , ݅ ൌ 1, 2, … , ݊,																																		 
where ࢞௜௝ᇱ  indicates the transpose of ࢞௜௝. The matrix  ௜ܺ has the form (Fitzmaurice et al., 2011): 
௜ܺ ൌ ൦
ݔ௜ଵଵ ݔ௜ଵଶ … ݔ௜ଵ௣
ݔ௜ଶଵ ݔ௜ଶଶ … ݔ௜ଶ௣⋮
ݔ௜௠೔ଵ
⋮
ݔ௜௠೔ଶ
⋱
…
⋮
ݔ௜௠೔௣
൪	,																																			 
where the columns indicate the ݌ distinct covariates and the rows indicate the covariates 
associated with the responses at the ݉௜ different measurement times. Let ࢿ௜ be an ݉௜ ൈ 1 
vector of random errors related with the corresponding components of the vector of responses 
on the ݅௧௛ subject (Fitzmaurice et al., 2011): 
ࢿ௜ ൌ ቎
ߝ௜ଵߝ௜ଶ⋮ߝ௜௠೔
቏	 , ݅ ൌ 1, 2, … , ݊.																																																 
      The main objective of longitudinal data analysis is to model the expected value ܧሺ࢟௜ሻ of the 
dependent/response variable ࢟௜ as a linear/nonlinear function of the independent/explanatory 
variables (SAS, no date). Since measurements on the same subjects are likely to be correlated, 
statistical analysis must incorporate correlation between measurements within the same 
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subject (Fitzmaurice et al., 2011; Littell, Pendergast, and Natarajan, 2000). We can do this by 
modeling the covariance or correlation structure of each subject’s response (Fitzmaurice and 
Ravichandran, 2008). When data is missing, it is necessary to model covariance or correlation 
correctly to get accurate estimates of the regression parameters (Fitzmaurice et al., 2011). 
Common approaches for modeling the covariance structure include unstructured covariance 
model, covariance pattern models, and random effects or mixed effects models (Fitzmaurice et 
al., 2011). An in‐depth discussion of unstructured covariance model and covariance pattern 
models can be found in Fitzmaurice et al. (2011). Mixed effects models are discussed in Section 
3.2.2.1. 
 
3.2.2.1 Linear mixed effects model  
      In a linear mixed or random effects model, we assume that the dependent variable is a 
linear function of independent variables with regression coefficients that vary randomly from 
one person to another (Diggle et al., 2002). This variation among individuals arises because of 
unmeasured factors (Diggle et al., 2002). Each person in the population is supposed to have 
his/her own mean response trajectories (Finucane, Samet, and Horton, 2007; Fitzmaurice and 
Ravichandran, 2008). Linear mixed effects models are commonly used for analyzing longitudinal 
Gaussian data (SAS, no date). The term ‘mixed’ is used because linear mixed effects models 
include both fixed and random effects (Fitzmaurice and Ravichandran, 2008). In linear mixed 
effects models, the mean response is modeled usually using both fixed and random effects 
(Bates, Mächler, Bolker, and Walker, 2015). Random effects are subject‐specific, and fixed 
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effects are assumed to be common for all individuals (Fitzmaurice, Davidian, Verbeke, and 
Molenberghs, 2008). 
      The general linear mixed effects model (Harville, 1977; Laird and Ware, 1982; Verbeke and  
Molenberghs, 2000) with additional predictors can be written as (Fitzmaurice et al., 2011):  
࢟௜ ൌ ௜ܺࢼ ൅ ܼ௜࢈௜ ൅ ࢿ௜,																																																																												ሺ3.1ሻ 
where 
࢟௜ ൌ ሺݕ௜ଵ, ݕ௜ଶ, … , ݕ௜௠೔ሻ′	is the ሺ݉௜ ൈ 1ሻ vector of repeated measurements for subject ݅, 
 ࢼ is a ሺ݌ ൈ 1ሻ vector for fixed effects parameters, 
௜ܺ is a ሺ݉௜ ൈ ݌ሻ	known design matrix corresponding to fixed effects ࢼ, 
 ࢈࢏	is a ሺݍ ൈ 1ሻ vector of random effects parameters that completes the characterization of 
between‐subject variation, 
ܼ௜ is a ሺ݉௜ ൈ ݍሻ	known design matrix corresponding to random effects ࢈௜, with ݍ	 ൑ ݌, and  
	ࢿ௜ ൌ ሺߝ௜ଵ, ߝ௜ଶ, … , ߝ௜௠೔ሻ′ is the ሺ݉௜ ൈ 1ሻ vector of measurement or sampling errors that 
completes the characterization of within‐subject variation. 
We assume that the random effects ࢈௜ follow a multivariate normal distribution such that 
(Fitzmaurice et al., 2011): 
࢈௜~ܰሺ0, ܩሻ,																																																																																														 
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where ܩ is a covariance matrix for	࢈௜. We also assume that sampling errors,	ࢿ௜, are 
independent of ࢈௜, i.e.,	Covሺ࢈௜, ࢿ௜ሻ 	ൌ 	0, and have a multivariate normal distribution 
(Fitzmaurice et al., 2011): 
	ࢿ௜~ܰሺ0, ܴ௜ሻ.																																																																																												 
Therefore, we can write,  
ܧ ൤࢈௜ࢿ௜ ൨ ൌ ቂ
0
0ቃ , ܸܽݎ ൤
࢈௜ࢿ௜ ൨ ൌ ൤
ܩ 0
0 ܴ௜൨	,																																										 
where, ܩ and ܴ௜ represent covariance matrices for ࢈௜ and ࢿ௜, respectively. We further assume 
that ܴ௜ represents the diagonal matrix,	ߪଶܫ௠೔, with an ݉௜ ൈ ݉௜ identity matrix, ܫ௠೔  (Fitzmaurice 
et al., 2011). The covariance of ࢟௜ is, therefore (Fitzmaurice et al., 2011), 
ܥ݋ݒሺ࢟௜ሻ ≡ ௜ܸ ൌ ܥ݋ݒሺܼ௜࢈௜ሻ ൅ ܥ݋ݒሺࢿ௜ሻ														 
	ൌ ܼ௜ܥ݋ݒሺ࢈௜ሻܼ௜ᇱ ൅ ܥ݋ݒሺࢿ௜ሻ		 
ൌ	ܼ௜ܩܼ௜ᇱ ൅ ܴ௜																						 
ൌ	ܼ௜ܩܼ௜ᇱ ൅ 	ߪଶܫ௠೔.													 
Since the expected values of random effects are zero, the distribution of ࢟௜ has a mean vector 
௜ܺࢼ and a covariance matrix	 ௜ܸ (Brown and Prescott, 2006). 
      In mixed effects models, we not only estimate parameters for the mean response changes 
of the population but also predict the change of each individual’s response trajectories over 
time (Fitzmaurice et al., 2011). That’s why, these models are used in joint modeling of 
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longitudinal and survival data, which will further be discussed in Section 3.5 (Rizopoulos, 2012). 
Mixed effects models also allow imbalance in the data; it is not necessary to have the equal 
number of measurements on each subject from the same set of times (Rizopoulos, 2012; 
Fitzmaurice et al., 2011). 
Estimation: 
      Maximum likelihood (ML) method is used to estimate parameters in the linear mixed effects 
model (Rizopoulos, 2012). The maximum likelihood estimator (MLE) can be obtained by 
maximizing the joint probability (likelihood function) for values of the data (Fitzmaurice et al., 
2011). If the observations in a model are assumed to be independent, the likelihood function is 
simply the product of the density functions of each observation (Asimow and Maxwell, 2015). 
However, there are 	݉௜ repeated measures from the same individual in the mixed model (3.1). 
Therefore, we cannot assume that these repeated measures within an individual are 
independent (Fitzmaurice et al., 2011). Hence, the joint probability density function for the 
vector of repeated observations should be considered (Fitzmaurice et al., 2011).  
      Since we assume that the vectors ࢟௜ ൌ ሺݕ௜ଵ, ݕ௜ଶ, … , ݕ௜௠೔ሻ′ of repeated observations in (3.1) 
are independent of one another, the log‐likelihood function,	݈ሺࣂሻ, can be written as a sum of 
the individual multivariate normal probability density functions for ࢟௜ given	 ௜ܺ (Fitzmaurice et 
al., 2011). To get the MLE of	ࣂ, we have to maximize the following log‐likelihood function 
(Fitzmaurice et al., 2011): 
݈ሺࣂሻ ൌ െܰ2 logሺ2ߨሻ െ
1
2෍log| ௜ܸ| െ
1
2
௡
௜ୀଵ
൝෍ሺ࢟௜ െ ௜ܺࢼሻᇱ ௜ܸିଵ	ሺ࢟௜ െ ௜ܺࢼሻ
௡
௜ୀଵ
ൡ,													ሺ3.2ሻ 
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where ࣂ indicates the vector of all parameters divided into the subvectors ࣂᇱ  ൌ ሺߚᇱ, ߪଶ, ߠ௕ᇱ ሻ, 
with ߠ௕ ൌ ݒ݄݁ܿሺܩሻ, ܰ ൌ ሺ∑ ݉௜௡௜ୀଵ ሻ is the total number of observations, ݉௜ is the total number 
of observations for the ݅௧௛ subject, and | ௜ܸ| indicates the determinant of square matrix  ௜ܸ 
(Rizopoulos, 2012). 
      We can get the MLE of ࢼ by equating the score function (the derivative of the log‐likelihood 
function (3.2) with respect to	ࢼ ) to zero and solving the equation (Fitzmaurice et al., 2011). 
Since the first two terms do not involve	ࢼ, we can ignore them to maximize the log‐likelihood 
function (3.2) with respect to	ࢼ (Fitzmaurice et al., 2011). Also, the third term involves a 
negative sign; therefore, to maximize the equation (3.2) with respect to	ࢼ , we can simply 
minimize (Fitzmaurice et al., 2011) 
෍ሺ࢟௜ െ ௜ܺࢼሻᇱ ௜ܸିଵ	ሺ࢟௜ െ ௜ܺࢼሻ
௡
௜ୀଵ
.																																																																							ሺ3.3ሻ 
By minimizing the above expression (3.3), we get the Generalized Least Squares (GLS) estimator 
of ࢼ as (Fitzmaurice et al., 2011) 
ࢼ෡ ൌ ൝෍ሺ ௜ܺᇱ ௜ܸିଵ ௜ܺ
௡
௜ୀଵ
ሻൡ
ିଵ
෍൫ ௜ܺᇱ ௜ܸିଵ࢟௜൯.																																																																	ሺ3.4ሻ
௡
௜ୀଵ
 
This formulation is based on the assumption that  ௜ܸ is known (Fitzmaurice et al., 2011). 
However,  ௜ܸ is not known in general, therefore we must estimate this matrix from the data in 
hand (Fitzmaurice et al., 2011). We get the MLE of  ௜ܸ by maximizing ݈ሺߠ௕, ߪଶሻ for a given value 
of	ࢼ (Rizopoulos, 2012). After getting the MLE of	 ௜ܸ, we substitute the estimate of	 ௜ܸ, by  ෠ܸ௜ in 
expression (3.4) to get the MLE of	ࢼ (Fitzmaurice et al., 2011): 
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ࢼ෡ ൌ ൝෍ሺ ௜ܺᇱ ෠ܸ௜ିଵ ௜ܺ
௡
௜ୀଵ
ሻൡ
ିଵ
෍ቀ ௜ܺᇱ ෠ܸ௜ିଵ࢟௜ቁ.																																																																						ሺ3.5ሻ
௡
௜ୀଵ
 
In large or asymptotically large samples, ࢼ෡ has multivariate normal distribution with mean ࢼ 
and covariance (Fitzmaurice et al., 2011) 
ܥ݋ݒ൫ࢼ෡൯ ൌ ൝෍ሺ ௜ܺᇱ ෠ܸ௜ିଵ ௜ܺ
௡
௜ୀଵ
ሻൡ
ିଵ
.																																																													 
Restricted maximum likelihood (REML) estimation method can also be used for estimating  ௜ܸ 
(Harville, 1977; Rizopoulos, 2012). In REML estimation of	 ௜ܸ, the likelihood does not contain ࢼ 
and is defined only in terms of	 ௜ܸ (Fitzmaurice et al., 2011; Rizopoulos, 2012). 
 
3.3 Survival analysis 
3.3.1 Introduction 
      In survival analysis, we analyze the time until the occurrence of a specific event (Chernick 
and Friis, 2003). The time is often called survival time, failure time, or event time (Rizopoulos, 
2012). Example includes: 
 Time until discharge from hospital 
 Time until AIDS or death among HIV patients 
Usually, the exact time‐to‐event is observed for only a proportion of the subjects/individuals in 
a study (Sullivan, 2012). For all others, the time to the event is greater than the available follow‐
up time. This phenomenon is considered as censoring, and it is very common in survival data 
(Sullivan, 2012). Censoring occurs mainly for three reasons (Kleinbaum and Klein, 2012): 
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 Subjects do not have the event by the end of the study 
 Subjects are lost to follow‐up during the study 
 Subjects withdraw from the study 
The above censoring is known as right censoring. Other types of censoring are left censoring 
and interval censoring. However, in this thesis, I shall focus only on right censoring.  
Right‐censoring can further be divided as (Rizopoulos, 2012): 
 Fixed type I censoring: The follow‐up time or end of the study is pre‐specified. An 
individual who does not experience an event is censored at the end of the study. 
 Random type I censoring: The follow‐up time is pre‐specified. An individual may move 
from the study. Thus, all individuals may not have the same censoring time. 
 Fixed type II censoring: The study is completed after recording a pre‐specified number 
of an event (Rizopoulos, 2012). 
      Censoring can also be either informative or non‐informative (Rizopoulos, 2012). If a person 
withdraws from the study because his/her prognosis worsens, his/her censoring can be 
considered informative (or non‐random) (Rizopoulos, 2012). The failure rate of this person can 
be different from those who are still in the study. Informative censoring and missing not at 
random (MNAR) missing data in longitudinal studies have similar nature (Rizopoulos, 2012). 
Censoring is non‐informative if the withdrawal of a person from the study is independent of 
his/her prognosis (Rizopoulos, 2012). 
      In standard survival analysis, it is assumed that censoring is non‐informative (Allison, 2010). 
In this survival analysis, we are interested in the survival function and the hazard function 
(Bewick, Cheek, and Ball, 2004). 
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3.3.2 Functions in survival analysis  
3.3.2.1. Survival function 
Let ܶ∗	be a continuous random variable for time‐to‐event with probability density function 
(pdf) ݂ሺݐሻ and cumulative distribution function (cdf)	ܨሺݐሻ ൌ ܲሺܶ∗ ൑ ݐሻ (Pintilie, 2006). Then 
the survival function ܵሺݐሻ is defined as the probability that the event occurs after time	ݐ 
(Pintilie, 2006): 
ܵሺݐሻ ൌ ܲሺܶ∗ ൐ ݐሻ ൌ 1 െ ܨሺݐሻ ൌ න ݂ሺݔሻ݀ݔ
ஶ
௧
 
The properties of the survival function are (Kleinbaum and Klein, 2012):  
 Survival function is non‐increasing 
 When ݐ ൌ 0, ܵሺݐሻ ൌ ܵሺ0ሻ ൌ 1 
 When	ݐ ൌ ∞, ܵሺݐሻ ൌ ܵሺ∞ሻ ൌ 0. 
We get the survival curve by plotting ܵሺݐሻ against time ݐ (Bewick et al., 2004). 
 
3.3.2.2 Hazard function 
The hazard function describes the instantaneous event rate for an individual who survives up to 
time ݐ without having an event and is defined as (Pintilie, 2006): 
݄ሺݐሻ ൌ limఋ௧→଴ሼ
ܲሺݐ ൏ ܶ∗ ൑ ݐ ൅ ߜݐ|ܶ∗ ൐ ݐሻ
ߜݐ ሽ	, ݐ ൐ 0 
ൌ limఋ௧→଴ሼ
ܲሺݐ ൏ ܶ∗ ൑ ݐ ൅ ߜݐሻ
ߜݐܲሺܶ∗ ൐ ݐሻ ሽ																	 
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ൌ limఋ௧→଴ሼ
ܨሺݐ ൅ ߜݐሻ െ ܨሺݐሻ
ߜݐܲሺܶ∗ ൐ ݐሻ ሽ																				 
																																																				ൌ ݂ሺݐሻܵሺݐሻ 																																																																															ሺ3.6ሻ																	 
Here, ݂ሺݐሻ indicates the density function of the random variable ܶ∗ for time‐to‐event. The 
cumulative hazard function ܪሺݐሻ is defined as the cumulative hazard up to time ݐ (Rizopoulos, 
2012): 
ܪሺݐሻ ൌ න ݄ሺݑሻ݀ݑ
௧
଴
																																	 
If any of the functions ܵሺݐሻ, ݄ሺݐሻ, or ܪሺݐሻ are known, the other two functions can be derived as 
follows (Pintilie, 2006): 
݄ሺݐሻ ൌ െ ߜߜݐ log൫ܵሺݐሻ൯																									 
	ܪሺݐሻ ൌ െ log൫ܵሺݐሻ൯																																 
																																													ܵሺݐሻ ൌ exp൫െܪሺݐሻ൯																																																															ሺ3.7ሻ 
																									ൌ exp ቊെන ݄ሺݑሻ݀ݑ
௧
଴
ቋ																																			 
      We must consider censoring if we want to estimate hazard function or survival function or 
any other characteristic of the survival time distribution using a random sample (Rizopoulos, 
2012). Let  ௜ܶ∗ and ܥ௜ indicate the event time or survival time and censoring time for the 
	݅௧௛subject, respectively (Rizopoulos, 2012). Let ߜ௜ be the event indicator such that (Rizopoulos, 
2012) 
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ߜ௜ ൌ ቊ1, ݂݅	݅
௧௛ݏݑܾ݆݁ܿݐ	݁ݔ݌݁ݎ݅݁݊ܿ݁݀	ݐ݄݁	݁ݒ݁݊ݐ	ሺ ௜ܶ∗ ൑ ܥ௜ሻ
0,																								݂݅	݅௧௛ݏݑܾ݆݁ܿݐ		ݓܽݏ	ܿ݁݊ݏ݋ݎ݁݀	ሺ ௜ܶ∗ ൐ ܥ௜ሻ  
Then the observed time for the	݅௧௛subject is (Rizopoulos, 2012) 
௜ܶ ൌ minሺ ௜ܶ∗, ܥ௜ሻ. 
In the analysis of survival data, our objective is to estimate the characteristics of the 
distribution of  ௜ܶ∗ using information	ሼ ௜ܶ , ߜ௜ሽ (Rizopoulos, 2012). 
 
3.3.3 Estimation of the survival function 
3.3.3.1 Non‐parametric method 
      The Kaplan‐Meier (K‐M) estimate (Kaplan and Meier, 1958) is the most well‐known estimate 
for the estimation of the survival function. It is a non‐parametric estimator (Kaplan and Meier, 
1958). The K‐M method is very popular to compare the survival curves for two or more groups 
of individuals (Kleinbaum and Klein, 2012). In this method, the log‐rank and Wilcoxon tests are 
available to compare survival differences between two or more groups of individuals (Collett, 
2003). This non‐parametric estimate is also called the product‐limit estimate (Kleinbaum and 
Klein, 2012). 
      Suppose ݐଵ,	ݐଶ, . . . , ݐ௡	be the observed survival times for ݊ subjects (Collett, 2003). The 
observed survival time may be same for some subjects. Consider that ݎ subjects experienced 
the event, with	ݎ ൑ ݊ and the ݎ ordered failure times are ݐሺଵሻ ൏ 	 ݐሺଶሻ ൏		. . . ൏ ݐሺ௥ሻ.  Then the 
Kaplan‐Meier estimate of the survival function ̂ݏ௄ெሺݐሻ is defined as the probability of surviving 
through the interval from 	ݐሺ௙ሻ to	ݐሺ௙ାଵሻ, and all prior intervals (Collett, 2003): 
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̂ݏ௄ெሺݐሻ ൌ ෑቆ݊௚ െ ݀௚݊௚ ቇ ,
௙
௚ୀଵ
																																																																																																		ሺ3.8ሻ 
where, 
	݊௚ indicates the number of subjects who are alive just before time	ݐሺ௚ሻ ሺ݃ ൌ 1, 2, … , ݎሻ and are 
about to fail at this time, 
	݀௚ indicates the number who fail at time	ݐሺ௚ሻ, 
and	ݐሺ௙ሻ ൑ ݐ ൏ 	ݐሺ௙ାଵሻ	for	݂ ൌ 1, 2, … , ݎ.  
 
3.3.4 Modeling survival data 
      In survival analysis, we are mainly interested in the risk or hazard of death/failure at any 
time after the starting point of the study (Collett, 2003). Therefore, we model the hazard 
function directly in this analysis. This modeling has two broad objectives: 1) to examine which 
explanatory/independent variables have an impact on the hazard function, 2) to estimate the 
hazard function for the individual in a study (Collett, 2003). 
      Both parametric and semiparametric survival models are available to examine the 
relationship between survival time and one or more predictor (age, gender, race, etc.) (Fox, 
2008). In parametric survival models, we assume that survival times follow some known 
probability distributions (Kleinbaum and Klein, 2012). Commonly used parametric models 
include the exponential, Weibull, lognormal, and Gamma distributions. In this thesis, I shall 
apply a semiparametric regression model for the analysis of survival data. 
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3.3.4.1 Cox proportional hazards (PH) model 
      The Cox proportional hazards regression model, proposed by Cox (1972), is a popular 
semiparametric regression model for the analysis of survival data (Fox and Weisberg, 2011). 
Using this model, we can test if survival times between two or more groups are different after 
adjusting for other covariates (Singh and Mukhopadhyay, 2011). Cox PH regression model for 
the 	݅௧௛	individual is given by (Rizopoulos, 2012): 
																															݄௜ሺݐ|ࢇ௜ሻ ൌ ݄଴ሺݐሻ expሼࢽᇱࢇ௜ሽ, 																																																					ሺ3.9ሻ 
where 
݄଴ሺݐሻ is the unspecified baseline hazard or baseline risk function, 
ࢇ௜ᇱ ൌ ሺܽ௜ଵ, … , ܽ௜௣ሻ indicates the vector for ݌ covariates or explanatory variables, 
ࢽ	indicates the vector of regression coefficients corresponding to	ࢇ݅.  
The effect of covariates on the baseline hazards for an event is multiplicative in this model 
(Rizopoulos, 2012). 
The hazards ratio for an individual ݅ with covariate vector ܽ௜ compared to individual ݅′ with 
covariate vector ܽ௜ᇲ is given by (Rizopoulos, 2012): 
݄௜ሺݐ|ࢇ௜ሻ
݄௜ᇱሺݐ|ࢇ௜ᇱሻ ൌ expሼࢽ
ᇱሺࢇ௜ െ ࢇ௜ᇱሻሽ.	 
      The Cox regression model is called semiparametric model because the baseline hazard 
function is unspecified (Fox and Weisberg, 2011). To fit this model, we don't need any 
assumptions about the form of the baseline hazard function (Ahmed, Vos, and Holbert, 2007). 
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Proportional hazards models (also known as relative risk or relative hazard models) assume that 
the hazards ratio does not vary over time (Bewick et al., 2004). Thus it is very important to 
check if this ‘proportionality’ assumption is met in Cox regression model (Persson, 2002). The 
Cox regression model is extensively used in analyzing survival data and can be fitted in most 
statistical software packages (Fox and Weisberg, 2011). 
      Partial likelihood (PL) estimates are used to estimate the regression coefficients of the Cox 
hazards model (Cox, 1972; Lewis, 2017). Suppose that we have a data set for ݊ individuals with 
ݎ distinct failure (event) times and ݊ െ ݎ right‐censored survival times (Collett, 2003). Let us 
consider that there is only one event at each failure time (i.e. the data does not have any ties). 
The estimation method needs to sort the ordered failure times, such that (Collett, 2003) 
ݐሺଵሻ ൏ 	 ݐሺଶሻ ൏		. . . ൏ ݐሺ௥ሻ,		 
where ݐሺ௚ሻindicates the ݃௧௛ ordered failure time. 
      Cox (1972) formulated the required likelihood function for the PH model in equation (3.9) as 
(Collett, 2003):   
ܮሺࢽሻ ൌ ෑ exp	ሺࢽ
ᇱࢇሺ௚ሻሻ
∑ exp	ሺࢽᇱࢇ௟ሻ௟ఢோሺ௧ሺ೒ሻሻ
,																																																																																				ሺ3.10ሻ
௥
௚ୀଵ
 
where  
ࢇሺ௚ሻ indicates the vector of covariates who fails at the ݃௧௛ ordered failure time, ݐሺ௚ሻ, 
ܴሺݐሺ௚ሻሻ (risk set) indicates set of individuals who are at risk at time ݐሺ௚ሻ.  
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The product in the likelihood function (3.10) is based on the individuals who have failure times. 
Individuals who are at risk only contribute to the denominator of the likelihood function 
(Collett, 2003). 
      Suppose ݐଵ, ݐଶ, . . . , ݐ௡	are the observed survival times for ݊ individuals and ߜ௜ indicates the 
event indicator such that	ߜ௜ ൌ 0, if the ݅௧௛ survival time	ݐ௜, ݅ ൌ 1, 2, … , ݊,	is right‐ censored, and 
	ߜ௜ ൌ 1, otherwise (Collett, 2003). The likelihood function in equation (3.10) can be written in 
the following form (Collett, 2003): 
ܮሺࢽሻ ൌ ෑቊ exp	ሺࢽ
ᇱࢇ௜ሻ
∑ exp	ሺࢽᇱࢇ௟ሻ௟ఢோሺ௧೔ሻ
ቋ
ఋ೔௡
௜ୀଵ
,																																																																																								ሺ3.11ሻ	 
where ܴሺݐ௜ሻ indicates the risk set at time	ݐ௜. The log‐likelihood function of this equation can be 
expressed as (Collett, 2003) 
݈݋݃ܮሺࢽሻ ൌ ෍ߜ௜
௡
௜ୀଵ
ቐࢽᇱࢇ௜ െ ݈݋݃ ෍ exp	ሺࢽᇱࢇ௟ሻ
௟ఢோሺ௧೔ሻ
ቑ.																																																																ሺ3.12ሻ 
We can get the maximum likelihood estimates of the parameter ࢽ by maximizing this log‐
likelihood function (3.12) using numerical methods; the maximization can be done by the 
Newton‐Raphson procedure (Collett, 2003). 
 
3.4 Competing risks analysis 
3.4.1 Introduction 
      Competing risks analysis is considered to be an extension of traditional survival analysis 
(Beyersmann, Latouche, Buchholz, and Schumacher, 2009). Competing risks occur when more 
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than one type of time‐to‐event or survival outcome is available in the study data (Kalbfleisch 
and Prentice, 2002; Tsiatis, 1999). For example, if the interest lies in analyzing the time to death 
due to cardiovascular disease, some individuals could die of other causes. Here death from 
other causes can be considered competing risks of death due to cardiovascular disease (Pintilie, 
2007). Let us consider another example related to cancer (Pintilie, 2007). Suppose that follow‐
ups are done on a cohort of patients diagnosed with breast cancer. If someone is diagnosed 
with cancer again in the same breast, this reappearance of the cancer is known as a local 
recurrence (Breastcacer.Org, 2017; Pintilie, 2007). When cancer returns at another site, it is 
known as a regional or distant recurrence (Breastcacer.Org, 2017; Pintilie, 2007). If someone 
observes a regional or distant recurrence first, she could still have a subsequent local 
recurrence (Pintilie, 2007). When a patient with a regional or distant recurrence receives 
treatment, it is very likely that the treatment will modify the probability of observing the local 
recurrence (Pintilie, 2007). Hence, if we are interested in analyzing the time‐to‐event of local 
recurrence, all other recurrences can be considered as competing risks (Pintilie, 2007). 
According to Gooley et al. (1999), a competing risk is an event that either hampers the 
observation of the event of interest or modifies its probability of occurrence. 
 
3.4.2 Theoretical approaches for competing risks analysis 
      In standard survival analysis, we use the Kaplan‐Meier method and the log‐rank test to 
estimate the cumulative incidence and to compare cumulative incidence curves, respectively 
(Kim, 2007; Satagopan et al., 2004). The standard Cox regression model is used to examine the 
impact of covariates on the event (Singh and Mukhopadhyay, 2011). However, in competing 
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risks scenarios, these standard methods could provide incorrect results (Kim, 2007). In general, 
one minus Kaplan‐Meier estimate of survival function ሺ1 െ ̂ݏ௄ெሺݐሻሻ overestimates the 
cumulative incidence for cause	݁ (Bakoyanins and Touloumi, 2010). We can use this estimate in 
the hypothetical situation where failures from other causes have been removed, and the cause‐
specific hazard of interest is not affected by this removal (i.e., failure times for the different 
causes are independent) (Bakoyanins and Touloumi, 2010; Gaynor et al., 1993). The analysis of 
competing risks data involves the joint distribution of two observable random variables: failure 
time ܶ∗ and cause of failure	ܦ (Bakoyannis and Touloumi, no date; Kalbfleisch and Prentice, 
2002; Prentice et al., 1978; Putter et al., 2007; Tisiatis, 1999). 
 
Joint distribution of failure time and cause of failure: 
      The cumulative incidence function (CIF), or subdistribution, for a failure of cause ݁ ሺ݁ ൌ
1,… , ܭሻ can be defined as the joint probability of failure from cause ݁ until time	ݐ in the 
presence of all other possible causes (Bakoyannis and Touloumi, no date; Pintilie, 2006): 
ܫ௘ሺݐሻ ൌ ܨ௘ሺݐሻ ൌ ܲሺܶ∗ ൑ ݐ, ܦ ൌ ݁ሻ.	 
      The probability that a failure of any cause occurs until time	ݐ is called the overall distribution 
function and is equal to the sum of the CIFs, for all causes (Pintilie, 2006): 
ܨሺݐሻ ൌ ܲሺܶ∗ ൑ ݐሻ ൌ ෍ܲሺܶ∗ ൑ ݐ, ܦ ൌ ݁ሻ ൌ ෍ܨ௘
௄
௘ୀଵ
௄
௘ୀଵ
ሺݐሻ.	 
Since  lim௧→ஶܨ௘ ሺݐሻ ൌ ܲሺܦ ൌ ݁ሻ, the CIF for cause ݁ is considered as “subdistribution” (Bakoyannis 
and Touloumi, no date). The CIFs are determined by the cause‐specific hazard function 
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(Hinchliffe and Lambert, 2013). We define the ݁௧௛ cause‐specific hazard function at time ݐ as 
(Pintilie, 2006): 
݄௘ሺݐሻ ൌ limఋ௧→଴ሼ
ܲሺݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁|ܶ∗ ൒ ݐሻ
ߜݐ ሽ, ݁ ൌ 1,… , ܭ																														ሺ3.13ሻ 
ൌ limఋ௧→଴ሼ
ܲሺݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁ሻ
ߜݐܲሺܶ∗ ൒ ݐሻ ሽ																																																																										 
ൌ ሼܲሺܶ∗ ൒ ݐሻሽିଵ limఋ௧→଴ሼ
ܲሺݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁ሻ
ߜݐ ሽ																																														 
ൌ ௘݂ሺݐሻܵሺݐሻ 	.																																																																																																																											 
Here, ܵሺݐሻ is the overall survival probability (Satagopan et al., 2004). We can get the overall 
hazard function ݄ሺݐሻ of any cause of failure by summing over all cause‐specific hazard functions 
(Pintilie, 2006):  
݄ሺݐሻ ൌ ෍݄௘ሺݐሻ
௄
௘ୀଵ
																																																																																																 
The cumulative incidence functions ܫ௘ሺݐሻ depend on the cause‐specific hazard of the respective 
event/failure and on the total hazard through the relation (Bakoyannis and Touloumi, 2010): 
ܫ௘ሺݐሻ ൌ ܲሺܶ∗ ൑ ݐ, ܦ ൌ ݁ሻ ൌ න ݄௘
௧
଴
ሺݑሻܵሺݑሻ݀ݑ																																																		 
													ൌ න ݄௘
௧
଴
ሺݑሻ exp ൥െන ෍݄௘
௄
௘ୀଵ
௨
଴
ሺݒሻ݀ݒ൩ ݀ݑ.																																														ሺ3.14ሻ 
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3.4.3 Modeling competing risk  
      In competing risks data, failure can occur due to distinct and exclusive causes (Latouche et 
al., 2007). In analyzing this data, two methods are mostly used to study the impact of a 
covariate on a particular cause of failure (Andersen, Abildstrom, and Rosthoj, 2002). In the most 
common method, the cause‐specific hazard of a failure is modeled using a Cox proportional 
hazards model (Cox, 1972; Prentice et al., 1978). In the second method, we model the hazard 
function associated with the CIF (Fine and Grey, 1999; Gray, 1988; Klein and Andersen, 2005; 
Pepe, 1991). The model, based on the hazard function related with the CIF, is called a 
proportional subdistribution hazards model (Fine, 2001; Fine and Grey, 1999). Both Cox and 
subdistribution hazards models assume proportional hazards but for two different quantities 
(Latouche et al., 2007). For the main and competing events, if the proportionality assumption is 
met in a Cox model, the assumption may not be valid in a subdistribution hazards model (Fine‐
Gray model) and vice versa (Beyersmann and Schumacher, 2007; Latouche et al., 2013). 
However, Grambauer, Schumacher, and Beyersmann (2010) showed that if the subdistribution 
hazards model is misspecified, it may still provide a summary analysis in terms of a time‐
averaged subdistribution hazards ratio. 
      Since cumulative incidence is a function of the cause‐specific hazards for all the possible 
causes of failure as expressed in (3.14), the effects of a covariate on a cause of failure may be 
different in the cause‐specific hazards and the subdistribution hazards models (Bakoyannis and 
Touloumi, no date; Latouche et al., 2013). 
      The cause‐specific hazard models may be suitable if our research objective is related to the 
cause of diseases; however, subdistribution hazards models is beneficial for clinical prediction, 
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and for distributing resources (Austin et al., 2016; Lau et al., 2009). Subdistribution hazard 
model is also appropriate for evaluating actual risks of an event, and for decision making 
(Koller, Raatz, Steyerberg, and Wolbers, 2011; Austin et al., 2016). 
 
3.4.3.1 Cause‐Specific Hazards (CSH) approach 
      Cause‐specific hazard for a particular cause of failure is defined as the instantaneous failure 
rate of this cause while other causes of failure could be present (Bakoyannis and Touloumi, no 
date). To study the impact of covariates on a specific cause of failure in the presence of all other 
possible cases, we can choose a competing risks model equivalent to the Cox proportional 
hazards model (Bakoyannis and Touloumi, no date; Holt, 1978). We can write a semiparametric 
proportional hazards model for the cause‐specific hazard function as (Bakoyannis and 
Touloumi, no date):  
݄௘ሺݐ; ࢇሻ ൌ ݄௘଴ሺݐሻ expሺࢽ௘ᇱ ࢇሻ ,			݁ ൌ 1, 2, … , ܭ																																		ሺ3.15ሻ 
where ݁	indicates the cause of failure, ݄௘଴ሺݐሻ represents the baseline hazard function, ࢽ௘ is the 
vector of regression coefficients, and ࢇ is a vector of covariates for the ݁௧௛	cause. To fit this 
model, we can apply standard Cox regression by censoring observations which fail due to other 
causes except ݁ (Cox, 1972; Szychowski, Roth, Clay, and Mittelman, 2010). Parameters in the 
model (3.15) can be estimated using the partial likelihood function in equation (3.11), discussed 
in Section 3.3.4.1. 
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3.4.3.2 Cumulative incidence approach 
      As an instantaneous rate of occurrence of a given event, cause‐specific hazard functions do 
not quantify the overall impact of a covariate to the patient’s survival (Bakoyannis and 
Touloumi, 2010). For a particular cause of failure, a covariate can have different effects on the 
cause‐specific hazard and the cumulative incidence (Gray, 1988; Latouche et al., 2013). Thus, 
modeling the cumulative incidence may be more appropriate in some circumstances (Koller at 
al., 2011; Lau et al., 2009). Fine and Gray (1999) developed a method for regression modeling 
with CIFs (Kuk and Varadhan, 2013). Their technique uses the subdistribution hazard 
(Bakoyannis and Touloumi, no date; Gray, 1988). The subdistribution hazard can be expressed 
as a function of the cumulative incidence (Bakoyannis and Touloumi, 2010; Scrucca, Santucci, 
and Aversa, 2010): 
݄௘∗ሺݐሻ ൌ limఋ௧→଴ሼ
ܲሾݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁|ܶ∗ ൒ ݐ	 ∪ 	ሺܶ∗ ൏ ݐ ∩ ܦ ് ݁ሻሿ
ߜݐ ሽ		 
																																	ൌ ௘݂ሺݐሻ1 െ ܨ௘ሺݐሻ ൌ െ
݈݀݋݃ሼ1 െ ܨ௘ሺݐሻሽ
݀ݐ , ݁ ൌ 1,… , ܭ																																ሺ3.16ሻ 
The equation (3.16) provides the CIF as: 
                   ܨ௘ሺݐሻ ൌ 1 െ exp ቄെ׬ ݄௘∗ሺݑሻ௧଴ ݀ݑቅ.	 
      For the subdistribution hazard, Fine and Gray (1999) suggested a Cox‐type semiparametric 
proportional hazards model of the form (Bakoyannis and Touloumi, 2010; Scrucca et al., 2010):  
																	݄௘∗ሺݐ; ࢇሻ ൌ ݄௘଴∗ ሺݐሻ expሼࢽ௘ᇱ ࢇሽ.																																																																																									ሺ3.17ሻ 
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The CIF of the above model has the form (Bakoyannis and Touloumi, 2010): 
																		ܨ௘ሺݐ; ࢇሻ ൌ 1 െ exp ቊെ݁ݔ݌ሺࢽ௘ᇱ ࢇሻන ݄௘଴∗ ሺݑሻ
௧
଴
݀ݑቋ.																																																						ሺ3.18ሻ 
 
      The difference between the cause‐specific hazard (3.13) and subdistribution hazard (3.16) 
arises because of their risk sets (Bakoyannis and Touloumi, 2010). In the cause‐specific hazard, 
individuals who have failed from a cause other than ݁ before time	ݐ, are censored at the time of 
their failures (Kim, 2007; Lau et al., 2009). In subdistribution hazard, individuals who have failed 
from a cause other than ݁ before time	ݐ, are not censored but included in the risk set for all 
future failures (Bakoyannis and Touloumi, 2010; Haller, Schmidt, and Ulm, 2012; Lau et al., 
2009). 
Estimation: 
      Parameters in the subdistribution hazard model are estimated based on the right censoring 
mechanism (Bakoyannis and Touloumi, 2010). Suppose in a study, censoring occurs because of 
the administrative termination of the study. Hence, we know the censoring time even for 
participants who experience an event before the administrative censoring time (Bakoyannis 
and Touloumi, 2010). We can treat individuals with failures from causes other than ݁ as 
censored and replace their failure time with their administrative censoring time (Bakoyannis 
and Touloumi, no date). We can then fit the standard Cox proportional hazards model in the 
resulting dataset to estimate the parameters of	ܨ௘ሺݐ; ࢇሻ in equation (3.18) (Bakoyannis and 
Touloumi, no date).  
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      Consider data from studies where censoring occurs from the usual random right censoring 
(Bakoyannis and Touloumi, no date). In this situation, we do not know the potential censoring 
time for a person who has experienced a competing event but remains in the risk set for cause 
݁ (the event of interest) (Bakoyannis and Touloumi, 2010). The inverse probability of censoring 
weighting (IPCW) technique was suggested by Fine and Gray (1999) to fit the subdistribution 
hazards model in this scenario. 
 
3.5 Joint modeling  
3.5.1 Introduction 
      A typical approach in joint modeling literature is to consider a survival submodel with 
measurement errors in time‐varying covariates (Diaz, 2014; Ibrahim et al. 2010; Rizopoulos, 
2010; Wu et al., 2012; Wulfsohn and Tsiatis, 1997). In this approach, we usually use a linear 
mixed effect (LME) submodel to model time‐varying covariate to address measurement errors; 
and a Cox proportional hazards (PH) submodel to model the survival data (Wu et al., 2012). We 
are mainly interested in the survival process in this approach (Diaz, 2014; Rizopoulos, 2010). 
Rizopoulos discussed in detail about this setting in his book (Rizopoulos, 2012, Chapter 4). I 
focus on this approach in this thesis. 
 
3.5.2 Survival submodel 
      Let  ௜ܶ∗ be the true event time (survival time) for individual	݅, ݅ ൌ 1,… , ݊ and  ௜ܶ be the 
observed survival time (Rizopoulos, 2012). If a person does not have any event during the study 
time, his/her time‐to‐event can be right censored (Wu et al., 2012). For subject	݅, let ܥ௜ 
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indicates the potential censoring time, ߜ௜ ൌ ܫሺ ௜ܶ∗ ൑ ܥ௜ሻ indicates the event indicator with ߜ௜ ൌ
0 when event time is right censored and ߜ௜ ൌ 1 otherwise (Rizopoulos, 2012; Wu et al., 2012). 
Thus, the observed survival data for the ݅th individual can be written by	ሼሺ ௜ܶ, ߜ௜ሻ, ݅ ൌ 1,2, … , ݊ሽ, 
where	 ௜ܶ is the minimum of  ௜ܶ∗ and	ܥ௜ (Wu et al., 2012). For the ݅௧௛ individual, let ݕ௜ሺݐሻ be the 
observed value at time ݐ for the internal time‐dependent covariate (such as, CD4+ count) 
(Rizopoulos, 2012). Usually, we observe ݕ௜ሺݐሻ at some specific occasions	ݐ௜௝	where 
measurements are taken (Rizopoulos, 2012). Hence we get the observed longitudinal outcome 
for subject ݅ at time	ݐ௜௝,	݅ ൌ 1, 2, … , ݊; 	݆ ൌ 1, 2, … ,݉௜ from the measurements ݕ௜௝	(Rizopoulos, 
2012). 
      Let ݉௜ሺݐሻ indicates the true longitudinal outcome at time	ݐ for the ݅௧௛person (Rizopoulos, 
2012). The true value ݉௜ሺݐሻ is unobserved and different from ݕ௜ሺݐሻ as the later can have 
measurement error (Rizopoulos, 2012). To examine the association between ݉௜ሺݐሻ and the 
hazard for an event, consider the following proportional hazards model (Rizopoulos, 2012): 
݄௜ሺݐ	| ௜ࣧሺݐሻ, 	ࢇ௜ሻ ൌ limఋ௧→଴ሼ
ܲሾݐ ൑ ௜ܶ∗ ൏ ݐ ൅ ߜݐ| ௜ܶ∗ ൒ ݐ, ௜ࣧሺݐሻ, 	ࢇ௜ሿ	
ߜݐ ሽ 
																																																							ൌ ݄଴ሺݐሻ expሼࢽ′ࢇ௜ ൅ ߙ݉௜ሺݐሻሽ , ݐ ൐ 0.																							ሺ3.19ሻ 
Here,  ௜ࣧሺݐሻ ൌ ሼ݉௜ሺݏሻ, 0 ൑ ݏ ൏ ݐሽ	 indicates the true values of longitudinal covariate up to time 
ݐ, ݄଴ሺ. ሻ	indicates the unspecified baseline hazard/risk function or the hazard for a reference 
individual with all covariate values 0, ࢇ௜	denotes the vector of the baseline covariate, and ࢽ 
indicates the vector of regression coefficients corresponding to the vector	ࢇ௜ (Rizopoulos, 
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2012). The impact of the longitudinal data on the survival outcome at time	ݐ is measured by the 
parameter	ߙ (Rizopoulos, 2012). 
      The hazard model (3.19) assumes that the hazard for an event at time	ݐ depends only on the 
present value of the time‐varying covariate	݉௜ሺݐሻ (Rizopoulos, 2012). However, from the 
relationship between survival and cumulative hazard function, we have (Rizopoulos, 2012): 
௜ܵሺݐ| ௜ࣧሺݐሻ, 	ܽ௜ሻ ൌ Prሺ ௜ܶ∗ ൐ ݐ	| ௜ࣧሺݐሻ, 	ࢇ௜ሻ																																																																		 
		ൌ expቆെන ݄଴ሺݏሻ expሼࢽᇱࢇ௜ ൅ ߙ݉௜ሺݏሻሽ
௧
଴
݀ݏቇ, 
which indicates that the survival function is a function of the whole covariate history  ௜ࣧሺݐሻ. 
 
3.5.3 Longitudinal submodel 
      We assume that the hazard function ݄௜ሺݐሻ in the hazard model (3.19) depends on the true 
longitudinal outcome	݉௜ሺݐሻ at time ݐ (Wu et al., 2012). However, for each subject, we may 
have this longitudinal outcome occasionally at times ሼݐ௜௝, ݆ ൌ 1,2, … ,݉௜ሽ with measurement 
errors (Rizopoulos, 2012). Therefore, to examine the impact of the longitudinal outcome to the 
hazard for an event, we need to estimate ݉௜ሺݐሻ for each individual (Rizopoulos, 2012). We can 
accomplish this by fitting a mixed effects model with the available longitudinal measurements 
ݕ௜௝ ൌ ሼݕ௜൫ݐ௜௝൯, ݆ ൌ 1,2, … ,݉௜ሽ of ݅௧௛ subject (Rizopoulos, 2012). I shall emphasize the normally 
distributed longitudinal outcomes and use a linear mixed effects (LME) model (Laird and Ware, 
1982). With similar notations used in Section 3.2.2.1, we can write (Rizopoulos, 2012): 
ݕ௜ሺݐሻ ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ ൅ ߝ௜ሺݐሻ																																																																									 
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																							ൌ ݉௜ሺݐሻ ൅ ߝ௜ሺݐሻ,																																																																																													ሺ3.20ሻ 
݉௜ሺݐሻ ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜,																																																																																							 
࢈௜~ܰሺ0, ܩሻ, ߝ௜ሺݐሻ~ܰሺ0, ߪଶሻ,																																									 
where ࢞࢏ሺݐሻ and ࢠ௜ሺݐሻ are the design vectors for the fixed effects ࢼ, and for the random effects 
࢈௜, respectively, ߝ௜ሺݐሻ are the error terms. The random effects ࢈௜ follow a multivariate normal 
distribution with covariance matrix ܩ (Fitzmaurice et al., 2011). The error terms are mutually 
independent, normally distributed, and independent of	࢈௜ (Rizopoulos, 2012). 
      To handle the measurement error, the observed longitudinal outcome	ݕ௜ሺݐሻ is expressed as 
the sum of the true longitudinal outcomes ݉௜ሺݐሻ and a random error term in the mixed effects 
model (Rizopoulos, 2012). The intuitive notions for using joint models are shown in Figure 3.1, 
where our objective is to associate the true value of the longitudinal marker (bottom panel) 
with the hazard for a survival outcome (top panel) (Rizopoulos, 2012). The Figure 3.1 is used 
from “Joint Models for Longitudinal and Time‐to‐Event Data With Applications in R” (Dimitris 
Rizopoulos, 2012) with author’s permission. 
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Figure 3.1: Intuitive presentation of joint models 
Source: Joint Models for Longitudinal and Time‐to‐Event Data With Applications in R (Dimitris 
Rizopoulos, 2012) 
The red line in the top panel shows how the hazard function changes over time (Rizopoulos, 
2012). The blue line in the bottom panel corresponds to the step function provided by the 
extended Cox model with time‐dependent covariates. The green line in the bottom panel shows 
the approximation of ݉௜ሺݐሻ from the joint model (Rizopoulos, 2012). 
 
      Next, I shall discuss two methods for parameter estimation in joint modeling (Wu et al., 
2012): 
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(i) two‐stage methods 
(ii) likelihood methods 
 
3.5.4 Two‐stage methods 
      Several two‐stage methods were used in joint modeling framework (Self and Pawitan, 1992; 
Tsiatis et al. 1995; Wu et al., 2012). Self and Pawitan (1992) used a least‐square method to 
estimate the random effects at step one; at step two they used these estimates to assign 
suitable values of ݉௜ሺݐሻ which are replaced in the partial likelihood of the Cox model 
(Rizopoulos, 2012). To estimate parameters in the joint model, Tsiatis et al. (1995) proposed a 
two‐stage method which combines model (3.19) with the model (3.20) (Rizopoulos, 2012). 
     A two‐stage method works as follows (Wu et al., 2012): 
Stage 1. The longitudinal covariate is modeled using a linear mixed effect (LME) model so 
that subject‐specific values of the covariate can be estimated. 
 
Stage 2. The survival model is fitted using the modeled values in Stage 1 as time‐varying 
covariate values. 
 
      This two‐stage modeling is better than the extended Cox model with time‐dependent 
covariate because this approach does not use the observed longitudinal data in the survival 
model (Ibrahim et al., 2010). This method also reduces the bias of the parameter estimate in 
the Cox model (Wulfsohn and Tsiatis, 1997; Yu et al., 2004). A two‐stage method is simple, and 
we can fit a two‐stage model using existing software (Wu et al., 2012). However, this method 
does not use information from the longitudinal process and the survival process simultaneously 
in each model fitting stage (Wu et al., 2012; Yu et al., 2004). Using only the longitudinal 
outcome, the linear mixed effect (LME) model can provide biased estimates in the first stage 
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(Wu et al., 2012). As a result, estimates of the parameters in the survival model can be biased 
and inefficient in the second stage (Ibrahim et al., 2010). 
 
3.5.5 Estimation by likelihood methods 
      The semiparametric maximum likelihood method has been used as the principal estimation 
method in joint modeling literatures (Henderson et al., 2000; Hsieh, Tseng, and Wang, 2006; 
Rizopoulos, 2012; Wu et al., 2012; Wulfsohn and Tsiatis, 1997). The joint likelihood of the 
longitudinal outcome and survival outcome is used in this method (Wu et al., 2012). 
      We get the maximum likelihood estimates from the log‐likelihood function corresponding to 
the joint distribution of the observed data	ሺ ௜ܶ , ߜ௜, ࢟௜ሻ (Rizopoulos, 2012). In the definition of this 
joint distribution, it is assumed that the association between the longitudinal and survival 
outcomes, and the correlation between the repeated observations are accounted by the time‐
independent random effects	࢈௜ (Rizopoulos, 2012). The longitudinal outcome and the survival 
outcome are independent given	࢈௜; hence we can write the joint distribution as (Rizopoulos, 
2012) 
݂ሺ ௜ܶ, ߜ௜, 	࢟௜|࢈௜; ࣂሻ ൌ ݂ሺ ௜ܶ, ߜ௜	|࢈௜; ࣂሻ݂ሺ	࢟௜|࢈௜; ࣂሻ,																																					ሺ3.21ሻ	 
and  
݂ሺ࢟௜|࢈௜; ࣂሻ ൌ ෑ݂ሼݕ௜
௠೔
௝ୀଵ
൫ݐ௜௝൯|࢈௜; ࣂሽ,																																																											ሺ3.22ሻ 
where 	࢟௜ indicates the 	݉௜ ൈ 1	vector of longitudinal outcomes for the ݅௧௛ subject and ࣂ ൌ
ሺࣂ௧ᇱ , ࣂ௬ᇱ , ࣂ௕ᇱ ሻ′ is the vector of full parameter, with ࣂ௧	indicating the parameters for the survival 
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outcome, ࣂ௬	denoting the parameters for the longitudinal outcomes, and ࣂ௕ indicating the 
parameters of the covariance matrix for the random effects (Rizopoulos, 2010; Rizopoulos, 
2012). 
     Based on observed data of the survival and repeated measurements, the log‐likelihood 
function for the ݅௧௛ individual can be written as (Rizopoulos, 2012; Wulfsohn and Tsiatis, 1997): 
݈݋݂݃ሺ ௜ܶ, ߜ௜, ࢟௜; ࣂሻ ൌ ݈݋݃න ݂ሺ ௜ܶ, ߜ௜, ࢟௜, ࢈௜; ࣂሻ݀࢈௜
ஶ
ିஶ
																																													ሺ3.23ሻ 
																																				ൌ ݈݋݃න݂ሺ ௜ܶ, ߜ௜|࢈௜; ࣂ௧, ࢼሻሾෑ݂ሼݕ௜
௠೔
௝ୀଵ
൫ݐ௜௝൯ห࢈௜; ࣂ௬ൟሿ݂ሺ࢈௜; ࣂ௕ሻ݀࢈௜. 
The conditional density of the survival part ݂ሺ ௜ܶ, ߜ௜|࢈௜; ࣂ௧, ࢼሻ can be written as (Rizopoulos, 
2012; Wulfsohn and Tsiatis, 1997): 
݂ሺ ௜ܶ, ߜ௜|࢈௜; ࣂ௧, ࢼሻ ൌ ݄௜ሺ ௜ܶ	|	ܯ௜ሺ ௜ܶሻ; ࣂ௧, ࢼሻఋ೔ ௜ܵሺ ௜ܶ	|	ܯ௜ሺ ௜ܶሻ; ࣂ௧, ࢼሻ
ൌ ሾ݄଴ሺ ௜ܶሻ expሼࢽᇱࢇ௜ ൅ ߙ݉௜ሺ ௜ܶሻሽሿఋ೔ exp ቈെන ݄଴ሺݑሻ ݁ݔ݌ሼࢽᇱࢇ௜ ൅ ߙ݉௜ሺݑሻሽ ݀ݑ
்೔
଴
቉,	 
where 	ࢇ௜	indicates the vector of baseline covariates, ࢽ indicates the corresponding vector of 
regression coefficient, ݉௜ሺݐሻ is the true longitudinal outcome at time	ݐ, and	ࢼ indicates the 
vector of fixed effects parameters in the longitudinal submodel. The impact of the longitudinal 
covariate to the risk for a survival outcome at time	ݐ is measured by	ߙ (Rizopoulos, 2012). 
     From (3.22), the joint density of the longitudinal outcomes and the random effects can be 
expressed as (Rizopoulos, 2012): 
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݂ሺ࢟௜|࢈௜; ࣂሻ݂ሺ࢈௜; ࣂሻ ൌ ෑ݂ሼݕ௜
௠೔
௝ୀଵ
൫ݐ௜௝൯ห࢈௜; ࣂ௬ൟ݂ሺ࢈௜; ࣂ௕ሻ																																																			 
												ൌ ሺ2ߨߪଶሻି௠೔ଶ exp	ሼെ||࢟௜ െ ࢞௜ࢼ െ ࢠ௜࢈௜||ଶ/2ߪଶሽ 
                                                              ൈ ሺ2ߨሻି௤್/ଶ|ܩ|ିଵ/ଶ expሺെ࢈௜ᇱܩିଵ࢈௜/2ሻ 
where ||ݔ|| ൌ ሼ∑ ݔ௜ଶ௜ ሽଵ/ଶ is the norm of the Euclidian vector and ݍ௕ indicates the dimension of 
the random‐effects vector. 
     The observed data log‐likelihood for all individuals in the study can be formulated as 
(Rizopoulos, 2012; Wulfsohn and Tsiatis, 1997) 
݈ሺߠሻ ൌ ෍݈݋݂݃ሺ ௜ܶ, ߜ௜, 	࢟௜; ࣂሻ.																																																																																	ሺ3.24ሻ
௡
௜ୀଵ
 
All parameters except the baseline hazard are estimated using parametric maximum likelihood; 
the baseline hazard 	݄଴ሺ. ሻ is estimated using nonparametric maximum likelihood (Wulfsohn 
and Tsiatis, 1997). The baseline hazard has mass at each failure time and the number of failure 
times determines the dimension of this baseline hazard (Wulfsohn and Tsiatis, 1997). The 
Expectation‐Maximization (EM) (Dempster et al., 1977) algorithm can be used for the 
maximization of the function (3.24) with respect to	ࣂ (Rizopoulos, 2012). The random effects 
are treated as “missing data” in this EM technique (Rizopoulos, 2012). Several researchers used 
Gaussian quadrature rules and Monte Carlo sampling to evaluate multidimensional integrals in 
fitting joint models (Henderson et al., 2000; Rizopoulos, 2012; Song, Davidian, and Tsiatis, 2002; 
Wulfsohn and Tsiatis, 1997). 
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      In likelihood based method, computation can be challenging because of the complicated 
likelihood function (Wu et al., 2012). However, this is the recommended approach for the joint 
analysis of longitudinal and survival data (Sweeting and Thompson, 2011). 
 
3.5.5.1 The Expectation‐Maximization (EM) algorithm 
      The EM algorithm is used for finding the maximum‐likelihood estimates of the parameters if 
the data has missing values (Bilmes, 1998; Dempster et al., 1977). This algorithm is usually 
applied in two major situations: (i) when there are missing values in the data, and (ii) when 
optimizing the likelihood function is difficult (Bilmes, 1998). In practice, it is mostly used for the 
latter application (Bilmes, 1998). There are two steps in the EM algorithm: (i) the Expectation 
(E) step, and (ii) the Maximization (M) step (Rizopoulos, 2012). In the E‐step, we compute the 
missing data using the observed data and current parameters estimates by conditional 
expectation; in the M‐step, we maximize the conditional expectation from the first step 
(Bilmes, 1998; Borman, 2006). 
      Let ࢅ௢ and 	ࢅ௠ be the observed part and missing part, respectively of the complete data 
vector ࢅ (Rizopoulos, 2012). For the ݅௧௛ subject, let ࣂሺ௜௖ሻ be the maximizer we estimate at 
iteration	ܿ ( ܿ ൌ 0, 1, …	, ), and let ܳሺࣂ|ࣂሺ௜௖ሻሻ indicate the expectation of the joint log‐likelihood 
(Givens and Hoeting, 2013; Rizopoulos, 2012). Using only the observed data, we want to 
estimate the parameters ࣂ for the complete data model (Rizopoulos, 2012). Each EM algorithm 
works as follows (Givens and Hoeting, 2013; Rizopoulos, 2012): 
(i) E‐step: Given the observed data, the expected value of the log‐likelihood from the complete 
data is computed: 
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ܳሺࣂ|ࣂሺ௜௖ሻ ൌ ܧ൛݈݋݂݃ሺ࢟; ࣂሻ|	࢟௢; ࣂሺ௜௖ሻൟ																																																																														 
	ൌ න ݈݋݃ ݂ሺ࢟௠, ࢟௢; ࣂሻ݂൫࢟௠ห	࢟௢; ࣂሺ௜௖ሻ൯݀࢟௠,																													 
(ii) M‐step: Maximize ܳሺࣂ|ࣂሺ௜௖ሻሻ with respect to ࣂ and set ࣂሺ௜௖ାଵሻ equal to the maximizer of	ܳ. 
(iii) Return to the E‐step until convergence. 
The EM algorithm is numerically stable (Lange, 2010; Rizopoulos, 2012). In this method, the 
observed data log‐likelihood increases at each iteration, i.e., ݈݋݂݃൫࢟௢; ࣂሺ௜௖ାଵሻ൯ ൒
݈݋݂݃൫࢟௢; ࣂሺ௜௖ሻ൯ (Dempster et al., 1977; Rizopoulos, 2012). However, the rate of convergence 
can be slow if the data has a lot of missing values (Lange, 2010; Rizopoulos, 2012). 
      I shall use the EM algorithm to obtain the maximum likelihood estimates in the joint model 
discussed in Chapter 5. 
E‐step: 
      Consider the following model for ݅௧௛ subject (Rizopoulos, 2012): 
݄௜ሺݐሻ ൌ ݄଴ሺݐሻ expሾࢽ′ࢇ௜ ൅ ߙሼ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ሽሿ,																																																		 
	ݕ௜ሺݐሻ 	ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ ൅ ߝ௜ሺݐሻ,																																																																														 
࢈௜~ܰሺ0, ܩሻ, ߝ௜ሺݐሻ~ܰሺ0, ߪଶሻ,																																																 
ࣂ ൌ ሺࣂ௧ᇱ 	, 	ࣂ௬ᇱ 	, ࣂ௕ᇱ ሻᇱ, with	ࣂ௬ ൌ ሺߚᇱ, ߪଶሻᇱ, ࣂ௕ ൌ ݒ݄݁ܿሺܩሻ, and	ࣂ௧ ൌ ሺߛᇱ, ߙ	, ߠ௛బᇱ ሻᇱ, where 
ߠ௛బindicates the parameters in the baseline hazard function	݄଴ሺ. ሻ. For using the EM algorithm, 
the random effects are considered as “missing data” (Rizopoulos, 2012). To get the parameter 
values ࣂ෡ that maximize the observed data log‐likelihood 
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݈ሺࣂሻ ൌ ෍݈݋݂݃ሺ ௜ܶ,
௜
	ߜ௜, 	࢟௜; 	ࣂሻ,																																																																													 
we maximize the expected value of the complete data log‐likelihood (Rizopoulos, 2012): 
ܳ൫ࣂหࣂሺ௜௖ሻ൯ ൌ෍න ݈݋݂݃ሺ ௜ܶ,	ߜ௜, 	࢟௜, 	࢈௜; 	ࣂሻ݂ሺ࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௖ሻሻ݀࢈௜
ஶ
ିஶ௜
																								 
ൌ ෍න൛݈݋݂݃ሺ ௜ܶ, 	ߜ௜	|	࢈௜; 	ࣂ௧, ࢼሻ ൅ ݈݋݂݃ሺ	ݕ௜	|	࢈௜; 	ࣂ࢟ሻ ൅ ݈݋݂݃ሺ	࢈௜; 	ࣂ௕ሻൟ
௜
 
	ൈ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௖ሻሻ݀࢈௜.	 
We need to apply numerical integration procedures, such as Monte Carlo sampling or Gaussian 
quadrature rules, to assess ܳሺࣂ|ࣂሺ௜௖ሻ	(Rizopoulos, 2012). 
M‐step: 
      The log‐likelihood of the complete data has three parts such that (Rizopoulos, 2012) 
݈݋݂݃ሺ ௜ܶ, 	ߜ௜, 	࢟௜, 	࢈௜; 	ࣂሻ ൌ ݈݋݂݃ሺ ௜ܶ, 	ߜ௜	|	࢈௜; 	ࣂ௧, ࢼሻ ൅ ݈݋݂݃ሺ	࢟௜	|	࢈௜; 	ࣂ௬ሻ ൅ ݈݋݂݃ሺ	࢈௜; 	ࣂ௕ሻ. 
Thus, for maximizing ܳሺࣂ|ࣂሺ௜௖ሻሻ with respect to	ࣂ, we can maximize	individual parts with 
respect to the corresponding parameters (Rizopoulos, 2012). The variance of the measurement 
error and the covariance of the random effects have the expressions (Rizopoulos, 2012): 
ߪොଶ ൌ ∑ ׬ሺ࢟௜ െ ௜ܺࢼ െ ܼ௜࢈௜ሻ
ᇱ௜ ሺ࢟௜ െ ௜ܺࢼ െ ܼ௜࢈௜ሻ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሻ݀࢈௜
ܰ  
							ൌ ∑ ሺ࢟௜ െ ௜ܺࢼሻ
ᇱሺ௜ ࢟௜ െ ௜ܺࢼ െ 2ܼ௜࢈෩௜ሻ ൅ ݐݎܽܿ݁ሺܼ௜ᇱܼ௜ݒ࢈෪௜ሻ ൅ ࢈෩௜ᇱܼ௜ᇱܼ௜࢈෩௜
ܰ ,	 
ܩ෠ ൌ ∑ ݒ࢈෪௜௜ ൅ ࢈෩௜࢈෩௜
ᇱ
݊ ,																																																																																																 
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where 
 ܰ ൌ ∑ ݉௜,௡௜ୀଵ  the total number of observations in the study, 
	࢈෩ ௜ ൌ ܧሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜;	ࣂሺ௜௧ሻሻ ൌ ׬࢈௜ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ݀࢈௜, ݒ࢈෪௜ ൌ
ܸܽݎ݅ܽ݊ܿ݁ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ ൌ ׬ሺ	࢈௜ െ 	࢈෩ ௜ሻଶ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ݀࢈௜.  
The solutions of ࢼ and the parameters in the survival submodel ࣂ௧ are obtained by Newton‐
Raphson update such that (Rizopoulos, 2012) 
ࢼ෡ሺ௜௧ାଵሻ ൌ ࢼ෡ሺ௜௧ሻ െ ቊߜܵ൫ࢼ෡
ሺ௜௧ሻ൯
ߜࢼ ቋ
ିଵ
ܵ൫ࢼ෡ሺ௜௧ሻ൯	, 
ࣂ෡௧ሺ௜௧ାଵሻ ൌ ࣂ෡௧ሺ௜௧ሻ െ ቐ
ߜܵቀࣂ෡௧ሺ௜௧ሻቁ
ߜࣂ௧ ቑ
ିଵ
ܵቀࣂ෡௧ሺ௜௧ሻቁ	, 
where ࢼ෡ሺ௜௧ሻ and ࣂ෡௧ሺ௜௧ሻ are the values of ࢼ and ࣂ௧ at the current iteration, respectively, and 
ߜܵ൫ࢼ෡ሺ௜௧ሻ൯/ߜࢼ and ߜܵቀࣂ෡௧ሺ௜௧ሻቁ/	ߜࣂ௧ are the corresponding blocks of the Hessian matrix. The 
elements of the score vector of ࢼ and ࣂ௧ are (Rizopoulos, 2012): 
ܵሺࢼሻ ൌ 	∑ ௜ܺ
ᇱ௜ ൛࢟௜ െ ௜ܺࢼ െ ܼ௜࢈෩௜ൟ
ߪଶ 	൅ ߙߜ௜࢞௜ሺ ௜ܶሻ																																																										 
																												െ expሺࢽᇱࢇ௜ሻනන ݄଴
்೔
଴
ሺݏሻߙ࢞௜ሺݏሻ expሾߙሼ࢞௜ᇱሺݏሻࢼ ൅ ࢠ௜ᇱሺݏሻܾ௜ሽሿ																																							 
ൈ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	ݕ௜; ߠሻ݀ݏ	݀࢈௜, 
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			ܵሺࢽሻ ൌ ෍ࢇ௜
௜
ቈߜ௜ െ exp	ሺࢽᇱࢇ௜ሻනන ݄଴ሺݏሻ expሾߙሼ࢞௜ᇱሺݏሻࢼ ൅ ࢠ௜ᇱሺݏሻ࢈௜ሽሿ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; ࣂሻ
்೔
଴
ൈ ݀ݏ	݀࢈௜቉, 
ܵሺߙሻ ൌ ෍ߜ௜ሼ࢞௜ᇱ
௜
ሺ ௜ܶሻࢼ ൅ ݖ௜ᇱሺ ௜ܶሻ࢈෩௜ሽ െ expሺࢽᇱࢇ௜ሻනන ݄଴
்೔
଴
ሺݏሻexp	ሾߙሼ࢞௜ᇱሺݏሻࢼ ൅ ࢠ௜ᇱሺݏሻ࢈௜ሽሿ 
ൈ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; ߠሻ݀ݏ	݀࢈௜, 
ܵ൫ߠ௛బ൯ ൌ ෍ߜ௜
௜
ߜ݄଴൫ ௜ܶ; ߠ௛బ൯
ߜߠ௛బᇱ
െ expሺࢽᇱࢇ௜ሻනන ߜ݄଴൫ݏ; ߠ௛బ൯ߜߠ௛బᇱ
்೔
଴
expሾߙሼ࢞௜ᇱሺݏሻࢼ ൅ ࢠ௜ᇱሺݏሻ࢈௜ሽሿ 
ൈ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; ࣂሻ݀ݏ	݀࢈௜. 
 
3.5.6 Joint model diagnostics 
      After fitting a model, one fundamental step is to confirm the model’s assumptions 
(Rizopoulos, 2012). To evaluate the model’s assumptions, the standard tools are residual (the 
difference between the observed value of the response variable ݕ and the fitted value	ݕො) plots 
(Rizopoulos, 2012). Several articles discussed the properties and features of residuals for the 
separate longitudinal model and survival model (Rizopoulos, Verbeke, and Molenberghs, 2010; 
Therneau and Grambsch, 2000; Verbeke and Molenberghs, 2000). However, there are very 
limited literatures in the area of joint models diagnostics (Rizopoulos et al., 2010). Dobson and 
Henderson (2003) proposed conditional residuals and Rizopoulos et al. (2010) proposed the 
multiple imputation residuals as model assessment tools for joint models. 
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3.5.6.1 Residuals for longitudinal part 
      The subject‐specific residuals and the marginal residuals are often used to assess the 
assumptions of the standard linear mixed‐effects model (Rizopoulos et al., 2012; Verbeke and 
Molenberghs, 2000). We can check the validity of the assumptions of the longitudinal part of a 
joint model using these residuals (Rizopoulos et al., 2010). However, note that in the joint 
modeling framework, the residual plots only from the observed data can be deceptive 
(Rizopoulos et al., 2010).  
      If individuals drop out of the study because of the event, longitudinal measurements are 
missing after that point (Rizopoulos et al., 2010). In the joint modeling setting, we assume that 
the dropout is nonrandom (Little, 1995; Rizopoulos et al., 2010). Because of the nonrandom 
dropout, the observed data is not a random sample of the population (Fitzmaurice et al., 2011; 
Rizopoulos et al., 2010, 2012; Verbeke, Molenberghs, and Beunckens, 2008). Rizopoulos et al. 
(2010) proposed their method for calculating residuals and creating diagnostic plots based on 
random forms of the completed data set. They used multiple imputation method to compute 
the missing longitudinal measurements (Rubin, 1987). 
 
3.5.6.2 Residuals for survival part 
      The martingale residuals are considered to be a usual type of residuals for the proportional 
hazards survival submodel of the joint model of the longitudinal and survival data (Barlow and 
Prentice, 1988; Rizopoulos, 2012; Therneau, Grambsch, and Fleming, 1990). To get the 
martingale residual for the ݅௧௛individual by time	ݐ, we need to subtract the expected number of 
failures obtained in the fitted model from the observed number of failures for the ݅௧௛individual 
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(Rizopoulos, 2012; Therneau et al., 1990). These residuals are mainly used to detect individuals 
that are not good fit by the model (Rizopoulos, 2012). The Cox‐Snell residuals (Cox and Snell, 
1968) are also used as residuals for the survival submodel (Rizopoulos, 2012). These residuals 
are the estimated values of the cumulative hazard, the negative log of the estimated survival 
function (Collett, 2003). If the proposed survival submodel fits data well, the Cox‐Snell residuals 
will follow a unit exponential distribution (Collett, 2003; Rizopoulos, 2012). 
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CHAPTER 4 
APPLICATION TO HIV STUDY 
4.1 Introduction 
      HIV studies are a very common example in biomedical research where the longitudinal and 
survival outcomes have an association (Brombin, Serio, and Rancoita, 2014). Two important 
biomarkers longitudinally measured in HIV studies are CD4+ counts and viral load (AIDSinfo, 
2014). These biomarkers are collected repeatedly over time, and survival outcomes such as 
AIDS, death are also recorded for each individual in HIV studies (Guo and Carlin, 2004; Lim et 
al., 2013; Wulfsohn and Tsiatis, 1997). 
      The CD4+ count is used as the strongest biomarker of HIV disease progression and the 
survival of HIV‐infected patients (Kagan, Sanchez, Landay, and Denny, 2015). The CD4+ count 
decreases with the progression of HIV infection (Langford, Ananworanich, and Cooper, 2007). 
Usually, when an HIV‐infected person starts Antiretroviral Therapy (ART), CD4+ counts increase 
and the amount of HIV decreases (AIDS.gov, 2016). After initiating ART, the CD4+ count is used 
to evaluate the impact of ART (AIDSinfo, 2014). 
      In this Chapter, I applied separate and joint modeling techniques discussed in Chapters 3 to 
a real HIV data set. The data set is described in Section 4.2. I fitted the longitudinal models in 
Section 4.4.1 and survival models with competing risks in Section 4.4.2. Joint models for 
longitudinal data and survival data with competing risks (Deslandes and Chevret, 2010) were 
fitted in Section 4.5. 
      The JM package in R (Rizopoulos, 2010) was used to fit joint models. Other analyses were 
done using SAS 9.4 (SAS Cary, NC, U.S.A.), and STATA/SE 12.1 (StataCorp. College Station, TX, 
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U.S.A). For this thesis, the level of significance was set at 0.05. The study was approved by the 
Biomedical Research Ethics Board, University of Saskatchewan (Bio # 14‐314). 
 
4.2 Data description and study population 
      For an application, real HIV data was obtained from the Ontario HIV Treatment Network 
Cohort Study (OCS). The OCS is an observational study of HIV‐infected people in Ontario, 
Canada (McMurchy et al., 2010; Rourke et al., 2013). The purpose of the OCS is to create a 
prospective database to support research (Rourke et al., 2013). The OCS created the database 
in 1994 (Raboud et al., 2005; Rourke et al., 2013).  
      The OCS enrolled 5644 individuals from HIV‐clinics by December 2010 (Rourke et al., 2013). 
At the time of enrolment, participants’ average age was 41, a large proportion (60.3%) were 
MSM (men who have sex with men (Rourke et al., 2013). The study involves community and 
links data with other databases (Rourke et al., 2013). As the individuals voluntarily participated 
in the OCS, there is a possibility of recruitment bias in the study (Rourke et al., 2013). A detailed 
description of the OCS was given by Rourke et al. (2013). 
      HAART was widely available from 1997 (Touloumi et al., 2004). From the OCS, individuals 
with HIV‐positive year ≥ 1997 (HAART era) were considered in our study. Demographic and 
clinical covariates received from the OCS included gender, age at HIV diagnosis, ethnicity, 
Hepatitis C Virus (HCV) infection ever, HIV risk category, ever use of ART, CD4+ count history 
with dates and values, viral load, AIDS‐defining illness (ADI), and death. Data was released from 
the OCS after final approval of a formal written proposal. 
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      There were 2345 participants from the HAART era in the OCS. Of them, 1155 individuals had 
CD4+ counts available at baseline (within 3 months of first HIV+ date). In this study, the survival 
endpoint/outcome is AIDS‐Defining Illness (ADI) which will be discussed in Section 4.2.2. I 
mentioned in Section 1.4.4 that ADI was defined based on Opportunistic Infections (OIs) (CDC, 
2008). Usually, OIs are not common among people who have CD4+ counts > 500 (AIDS.gov, 
2010). Hence, to maintain homogeneity among study participants in terms of immunological 
characteristics, only individuals with baseline CD4+ counts less than or equal to 500 were 
included in the study. At baseline, 825 individuals had CD4+ counts ≤ 500. However, three of 
these participants had multiple survival outcomes at the same time and were excluded from 
further analysis. Therefore, the final study population consisted of 822 individuals (study flow 
chart, Figure 4.1) with a minimum of 15 years of age at diagnosis. The maximum follow‐up time 
was 16 years. Covariate “HIV risk category” was categorized into two major groups: MSM (MSM 
and MSM‐IDU combined) and others. I combined MSM and MSM‐IDU because only 39 
participants were both MSM and IDU. It would be a very small group if I would make a separate 
group only with the 39 participants.  Participants’ demographic and clinical characteristics are 
presented in Table 4.1 in Section 4.3. 
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Figure 4.1: Flow chart of the study  
The inclusion and exclusion criteria of our study are as follows: 
Inclusion criteria: 
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i. HIV positive diagnosis in the Highly Active Antiretroviral Therapy (HAART) era (after 
1996) 
ii. HIV positive date available 
iii. CD4 available at baseline (within 3 months of first HIV+ diagnosis date) 
Exclusion criteria: 
i. Baseline CD4+ counts greater than 500 
ii. First AIDS diagnosis date at or before HIV positive date       
 
4.2.1 CD4+ counts measurement 
      Individuals had large number of CD4+ count measurements because of long follow‐up time 
of the study. The number of CD4+ count measurements also varied for individuals and the 
intervals of measurements were unequally spaced in the data set. Thus, I created a person‐
period data set for each patient covering 6‐month intervals, since this biomarker is generally 
measured every 3 ‐ 6 months in standard clinical practice (AIDSinfo, 2014). If a patient had two 
or more CD4+ counts measurements in a given interval, the average of those CD4+ counts was 
used for that interval. In joint model setting, maximum likelihood estimates of the parameters 
are obtained from the joint likelihood of the observed data. The likelihood function involves 
complex multiple integrals. Hence, time‐space of CD4+ count measurements was fixed because 
of computational convenience. If CD4+ counts were not observed in any particular interval, I 
considered them as missing at random. For 822 participants, a total of 9115 CD4+ counts 
measurements were observed, with a median of 10 measurements. Individual CD4+ counts 
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profiles of 10 randomly selected patients are shown in Figure 4.2. Individuals were followed 
from the time of entry into the study until death, loss to follow‐up, or censoring. 
 
 
 Figure 4.2: Individual CD4+ count profiles of 10 randomly selected patients 
4.2.2 Survival endpoints 
      Cancer and HIV are associated since 1981 when Kaposi’s sarcoma (KS) was reported for the 
first time in an immunosuppressed white MSM (Spano et al., 2008). HIV‐infected people with a 
weak immune system were also diagnosed with Non‐Hodgkin’s lymphoma (NHL) and invasive 
cervical cancer (Ancelle‐Park, 1993; Spano et al., 2008). Thus, Kaposi’s sarcoma, non‐Hodgkin 
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lymphoma, and cervical cancer are defined as AIDS‐defining cancer or cancer‐related AIDS 
(Ancelle‐Park, 1993; Castro et al., 1992; Ebrahim et al., 2004). The risk of these AIDS‐defining 
cancers is higher among HIV‐infected individuals (Shiels et al., 2011). Shiels et al. (2008, 2010) 
considered the first AIDS‐defining illness either with AIDS‐defining cancer or another clinical 
AIDS‐defining event as the event of interest/competing risk in their studies. Similarly, I also 
considered the first AIDS‐defining illness either with AIDS‐defining cancer (cancer AIDS) or 
another clinical AIDS‐defining event (non‐cancer AIDS) as the event of interest/competing event 
in this study. When cancer AIDS is the main event of interest then non‐cancer AIDS is 
considered as a competing risk, and vice versa. There was no patient with cervical cancer in our 
study data. Hence, cancer AIDS included patients only with Kaposi’s sarcoma or non‐Hodgkin 
lymphoma. All other AIDS‐defining illnesses (ADI) defined by the CDC (Section 1.4.3) were 
considered as non‐cancer AIDS. Subsequent ADI diagnoses that happened after the first ADI 
diagnoses were not considered to be events in this analysis. Therefore, a patient could have 
either cancer AIDS or non‐cancer AIDS (disjoint first event). Time‐to‐event was calculated from 
the HIV diagnosis date to the date of first ADI. 
 
4.3 Descriptive analysis 
      Based on inclusion and exclusion criteria described in 4.2, a total of 822 participants 
diagnosed between January 1997 and October 2012 were eligible for the study. Among them, 
657 (79.9%) were males, 103 (12.5%) were Hepatitis C virus‐infected, and 686 (83.5%) were 
exposed to Anti‐Retroviral (ARV) ever (Table 4.1). The majority of participants were white 
(55.0%), followed by Black/African (19.2%), and Aboriginal (6.8%). In the HIV risk category, the 
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majority was MSM (MSM and MSM‐IDU, 58.5%), 17.4% had previously resided in an HIV‐
endemic area, and 10.3% were heterosexual. Participants’ mean age was 37.4 years (SD = 10.3) 
at the time of HIV diagnosis. At baseline, the mean CD4+ count was 260 cells/mm3 (SD = 145; 
median = 268; interquartile range = 240) and the mean log10 viral load was 4.5 copies/mL (SD = 
0.9; median = 4.6; interquartile range = 1.1).  
      The median follow‐up time of the study was 6.2 years (interquartile range = 7.2). Among 822 
individuals, 22(2.7%) developed cancer‐related AIDS and 123 (15.0%) developed non‐cancer 
AIDS. The incidence rate of cancer AIDS was 4.2 per 1,000 person‐years [95% Confidence 
Interval (CI): (2.7, 6.3)]. The incidence rate of non‐cancer AIDS was 23.3 per 1,000 person‐years 
[95% CI: (19.5, 27.8)]. 
      Thirty‐one (3.8%) participants of this study population died; of these, two deaths (6.5%) 
were HIV related, and 12 (38.7%) were non‐HIV related. The cause of death for 17 participants 
(54.8%) was unknown (Table 4.1). 
Table 4.1: Demographics and clinical characteristics of the participants (N=822) 
Variable 
 
Number (%) 
Male 
 
657 (79.9%) 
Age at HIV positive date 
      Mean (SD) 
      Median (interquartile range) 
 
 
37.4 (10.3) 
37.0 (14.0) 
Race 
      Aboriginal 
      Multiple race 
      Black/African 
      South Asian 
      White 
      Other 
 
56 (6.8%) 
39 (4.7%) 
158 (19.2%) 
40 (4.9%) 
452 (55.0%) 
39 (4.7%) 
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      Unknown 
 
38 (4.6%) 
HIV risk category 
      Men Sex Men (MSM) 
      MSM‐Injection Drug User (IDU) 
      IDU 
      Clotting factor 
      Transfusion 
      HIV‐endemic 
      Heterosexual transmission 
      MTC mother to child transmission 
      Occupational 
      NIR Non‐identified risk 
 
 
442 (53.8%) 
39 (4.7%) 
61 (7.4%) 
6 (0.7%) 
7 (0.9%) 
143 (17.4%) 
85 (10.3%) 
1 (0.1%) 
1 (0.1%) 
37 (4.5%) 
Ever Hepatitis C infection  
 
103 (12.5%) 
Ever ARV 
 
686 (83.5%) 
Cancer AIDS 
      Kaposi's Sarcoma 
      Non‐Hodgkin's Lymphoma 
      Cervical cancer 
 
22 (2.7%) 
18 
4 
0 
Non‐cancer AIDS 
 
123 (15.0%) 
CD4+ counts (cells/mm3) at baseline 
      Mean (SD) 
      Median (interquartile range) 
 
 
260 (145) 
268 (240) 
Log10 HIV viral load (copies/mL) at baseline 
      Mean (SD) 
      Median (interquartile range) 
 
 
4.5 (0.9) 
4.6 (1.1) 
 
Follow‐up time, median (interquartile range) 
 
6.2 (7.2) 
Death 
      HIV‐related 
      Non‐HIV related 
      Unknown 
31 
2 (6.5%) 
12 (38.7%) 
17 (54.8%) 
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Men Who Have Sex With Men (MSM) 
      Compared with all other ethnicities, white individuals were significantly more likely to be 
MSM (29.9% vs. 70.1%; P < 0.0001) (Table 4.2). The mean baseline CD4+ count and Log10 HIV 
viral load were significantly higher for MSM compared to all other HIV risk categories (275 
cells/mm3 vs. 240 cells/mm3; P = 0.0008, 4.7 copies/mL vs. 4.3 copies/mL; P < 0.0001 
respectively). Compared to others, the mean age at the time of HIV infection among MSM was 
higher, although it was not significantly higher than in the other group (37.9 years vs. 36.7 
years; P = 0.12). The proportion of ARV exposures ever were also not different between the two 
groups (P = 0.38). Nonetheless, the proportion of HCV infection ever was significantly lower 
among MSM (6.7% vs. 20.8%; P < 0.0001). Median follow‐up time for MSM was significantly 
higher than that of the other group (6.5 vs. 5.8; P = 0.025). 
Table 4.2: Demographic and clinical characteristics associated with MSM 
Covariates  HIV risk category 
(MSM) 
(N = 481, 58.5%) 
 
HIV risk category  
(Other) 
(N = 341, 41.5%) 
P ‐ value 
Ethnicity (White) 
 
70.1%  33.7%  < 0.0001† 
Age in years 
      Mean (SD) 
      Median (IQR) 
 
 
37.9 (10.3) 
37.0 (13.0) 
 
36.7 (10.3) 
36.0 (14.0) 
 
0.12‡ 
0.11§ 
Ever Hepatitis C infection 
 
32 (6.7%)  72 (20.8%)  < 0.0001† 
Ever ARV 
 
406 (84.4%)  280 (82.1%)  0.38† 
CD4+ count (cells/mm3) at baseline 
      Mean (SD) 
      Median (IQR) 
 
 
275 (142) 
293 (222) 
 
240 (146) 
240 (244) 
 
0.0008‡ 
0.0007§ 
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Log10 HIV viral load (copies/mL) at 
baseline 
      Mean (SD) 
      Median (IQR) 
 
 
4.7 (0.9) 
4.8 (1.1) 
 
4.3 (0.9) 
4.4 (1.0) 
 
< 0.0001‡ 
< 0.0001§ 
Follow‐up time, median (IQR) 
 
6.5 (6.1)  5.8 (8.0)  0.025§ 
†P‐value is based on Chi‐square test; ‡P‐value is based on T‐test; §P‐value is based on Wilcoxon test; IQR = 
Interquartile range 
 
4.4 Separate analysis 
4.4.1 Longitudinal analysis 
      To normalize CD4+ counts, I used the square root of the CD4+ counts in the models. As 
discussed in Section 3.2.2.1, for the analysis of the longitudinal outcome, I used linear mixed 
effects model with random intercept and random slope for the square root of CD4+ counts: 
ටܥܦ4 ൅௜௝ൌ ߚ଴ ൅ ߚଵݔଵ௜ ൅	ܾ଴௜ ൅ ܾଵ௜ܶ݅݉݁௜௝ ൅ ߝ௜௝,																																																															ሺ4.1ሻ 
where ඥܥܦ4 ൅௜௝ indicates the square root of the ݆௧௛ CD4+ counts measurement on the ݅௧௛ 
individual, ݆ ൌ 1, 2, … ,݉௜, ݅ ൌ 1, 2, … , ݊ and ߝ௜௝ is the mutually independent measurement 
errors.  
      In the univariable or unadjusted mixed effects model, follow‐up time for CD4+ 
measurement, HIV risk category, ethnicity, and ever use of ARV were significant (Table 4.3). Age 
at diagnosis, gender, and ever Hepatitis C infection were not significant. 
Table 4.3: Univariable mixed effects model analysis for repeated measurements   
Covariates 
 
Estimate  Standard Error  P‐value 
Time (in year) 
 
0.79   0.03  <0.0001 
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HIV risk category (MSM) 
 
1.61  0.32  <0.0001 
Age at diagnosis 
 
‐0.02  0.02  0.17 
Gender (Male) 
 
0.75  0.40  0.06 
Ethnicity (White) 
 
1.12  0.32  0.0004 
Ever ARV 
 
2.55  0.44  <0.0001 
Ever Hepatitis C infection 
 
‐0.17  0.48  0.71 
       
      Significant covariates in the univariable analysis were included in the adjusted or 
multivariable linear mixed model. Although age at diagnosis was not significant in the 
univariable model, it was included in the multivariable model as a potential confounder. 
Covariates HIV risk category, gender, and ethnicity were highly correlated.  Females did not 
have any cancer AIDS events. Therefore, between the HIV risk category and ethnicity, the HIV 
risk category was included in the multivariable analyses because of the importance of exposure 
risk categories. Covariate “Ever ARV” indicates that a person could receive Anti‐Retroviral 
medication anytime between his/her HIV positive date and the survival endpoint. This means 
that the duration of ARV treatment varied across individuals. Moreover, detailed information 
about ARV medications (e.g., ARV regimen) was not available in the data set. Due to these 
limitations, the covariate “Ever ARV” was not incorporated in the multivariable model. Finally, 
covariates follow‐up time, HIV risk category, and age at diagnosis were included in the separate 
multivariable mixed effects model, as well as in the longitudinal submodel for joint modeling in 
Section 4.5. We fitted the following multivariable mixed effects model with random intercept 
and random slope for the square root of CD4+ counts: 
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ටܥܦ4 ൅௜௝ൌ ߚ଴ ൅ ߚଵܯܵܯ௜ ൅ ߚଶܣ݃݁௜ ൅ ߚଷܶ݅݉݁௜௝ ൅ ܾ଴௜ ൅ ܾଵ௜ܶ݅݉݁௜௝ ൅ ߝ௜௝,															ሺ4.2ሻ 
      In the multivariable model, follow‐up time and HIV risk category were significant while age 
at diagnosis was not significant (Table 4.4). The mean CD4+ counts were significantly higher for 
MSM compared to the other HIV risk category. Interaction effects between time and HIV risk 
category, and between age and HIV risk category were not significant. 
Table 4.4: Adjusted/Multivariable mixed effects model 
Covariates 
 
Estimate  Standard Error  P‐value 
Intercept 
 
17.23  0.59  <0.0001 
Time 
 
0.79  0.03  <0.0001 
HIV risk category (MSM) 
 
1.57  0.31  <0.0001 
Age at diagnosis 
 
‐0.02  0.01  0.22 
 
 
4.4.2 Survival analysis with competing risks 
4.4.2.a Kaplan‐Meier analysis 
      In the Kaplan‐Meier analysis for the event of cancer AIDS, the time to cancer AIDS was 
significantly different between the two HIV risk categories (MSM and other) (Figure 4.3). P‐
values for Log‐Rank and Wilcoxon tests were 0.032 and 0.047, respectively. Compared to MSM, 
the other risk group had better survival for cancer AIDS. 
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Figure 4.3: Kaplan‐Meier survival plot for cancer AIDS by HIV risk category (MSM vs. Other) 
      The Kaplan‐Meier survival curves for the length of time after HIV infection until the 
occurrence of non‐cancer AIDS are presented in Figure 4.4. There was a significant difference in 
survival times between MSM and other risk groups. P‐values for Log‐Rank and Wilcoxon tests 
were 0.0004 and 0.0007, respectively. For non‐cancer AIDS, MSM had better survival compared 
to the other risk group. 
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Figure 4.4: Kaplan‐Meier survival plot for non‐cancer AIDS by HIV risk category (MSM vs. Other) 
4.4.2.b Cox Cause‐Specific Hazards (CSH) model 
      The following univariable Cox cause‐specific hazards models were applied to model cancer 
AIDS (risk 1) and non‐cancer AIDS (risk 2), respectively: 
݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ expሺߛଵଵ ∗ ܽ௜ሻ																																																				ሺ4.3ሻ 
݄௜ଶሺݐሻ ൌ ݄ଶ଴ሺݐሻ expሺߛଶଵ ∗ ܽ௜ሻ																																																					ሺ4.4ሻ 
where ݄ଵ଴ሺݐሻ and ݄ଶ଴ሺݐሻ are the unspecified baseline cause‐specific hazards for cancer AIDS 
and non‐cancer AIDS, respectively. 
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      In the univariable cause‐specific hazards analysis, compared to other HIV risk group, the HIV 
risk group MSM had significantly higher hazards for cancer AIDS but significantly lower hazards 
for non‐cancer AIDS (Table 4.5). Older people had higher hazards for cancer AIDS. Age was not 
associated with non‐cancer AIDS. We were not able to estimate the effect of gender for cancer 
AIDS as no female participants had cancer AIDS. However, males had lower hazards for non‐
cancer AIDS. This result is not unusual because MSM had lower hazards for non‐cancer AIDS 
and, of course, all MSM are male. Individuals with ever use of ARV had significantly lower risk 
for both events. Ethnicity and hepatitis C infection were not associated with any of the events. 
      The number of individuals with cancer AIDS was very small in our study (n = 22; 2.7%). This 
might result in a relatively higher standard error (0.55) of the estimate for MSM effect on 
cancer AIDS and, consequently, wider 95% confidence interval of the hazards ratio. 
Table 4.5: Univariable Cox cause‐specific hazards model 
  Cancer AIDS 
 
Non‐cancer AIDS 
Covariates 
 
Estimate(SEa)  HRb (95% CIc)  Estimate(SEa)  HRb (95% CIc) 
MSM 
 
1.12 (0.55)  3.07 (1.04, 9.06)*  ‐0.63 (0.18)  0.53 (0.37, 0.76)* 
Age at diagnosis 
 
0.05 (0.02)  1.05 (1.02, 1.09)*  0.01 (0.01)  1.01 (1.00, 1.03) 
Gender(Male)$ 
 
    ‐0.62 (0.20)  0.54 (0.37, 0.79)* 
White ethnicity 
 
0.53 (0.46)  1.70 (0.69, 4.16)  ‐0.29 (0.18)  0.75 (0.53, 1.07) 
Ever ARV 
 
‐1.92 (0.43)  0.15 (0.06, 0.34)*  ‐1.98 (0.18)  0.14 (0.10, 0.20)* 
Ever Hepatitis C 
infection 
 
‐1.12 (1.02)  0.33 (0.04, 2.42)  0.09 (0.26)  1.09 (0.66, 1.83) 
  aStandard error; bHazards ratio; cConfidence interval; *Significant at 5% level of significance; $Unable to estimate 
the effect of gender for cancer AIDS as no female participants had cancer AIDS  
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      Although Ever ARV was significant in the univariable models, it was not included in the 
multivariable Cox CSH models because of the limitations of this covariate, as discussed in 
Section 4.4.1. Thus, only age and HIV risk category were incorporated in the multivariable or 
adjusted models. The following multivariable Cox CSH models were applied to model cancer 
AIDS (risk 1) and non‐cancer AIDS (risk 2), respectively: 
݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ expሺߛଵଵܯܵܯ௜ ൅ ߛଵଶܣ݃݁௜ሻ																																																ሺ4.5ሻ 
݄௜ଶሺݐሻ ൌ ݄ଶ଴ሺݐሻ expሺߛଶଵܯܵܯ௜ ൅ ߛଶଶܣ݃݁௜ሻ																																																ሺ4.6ሻ 
      In the multivariable CSH model for cancer AIDS (4.5), age was significant, but MSM was not 
(Table 4.6). MSM was still significant in the multivariable model for non‐cancer AIDS (4.6). MSM 
had significantly lower hazards for non‐cancer AIDS [HR = 0.52; 95% CI: (0.37, 0.75)]. 
Table 4.6: multivariable Cox cause‐specific hazards model 
  Cancer AIDS 
 
Non‐Cancer AIDS 
 
Covariates 
 
Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM 
 
1.06 (0.55)  2.89 (0.98, 8.56)  ‐0.65 (0.18)  0.52 (0.37, 0.75)* 
Age at diagnosis  0.05 (0.02)  1.05 (1.01, 1.09)*  0.01 (0.01)  1.01 (1.00, 1.03) 
*Significant at 5% level of significance      
4.4.2.c Subdistribution Hazard (SDH) model 
      I applied Cox‐type proportional subdistribution hazards model for both events. For most of 
the covariates, the results in univariable subdistribution hazards models (Table 4.7) were similar 
but not identical to the univariable Cox CSH models (Table 4.5) for both events. However, 
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hazards ratio of MSM for cancer AIDS was 3.17 in SDH model, compared to 3.07 in CSH model. 
Hazards ratio of MSM for non‐cancer AIDS was 0.53 in both the CSH and SDH models. 
Table 4.7: univariable proportional subdistribution hazards model 
  Cancer AIDS  Non‐Cancer AIDS 
Covariates 
 
Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM 
 
1.15 (0.55)  3.17 (1.07, 9.39)*  ‐0.64 (0.18)  0.53 (0.37, 0.75)* 
Age at diagnosis 
 
0.05 (0.01)  1.05 (1.02, 1.08)*  0.01 (0.01)  1.01 (1.00, 1.03) 
Gender (Male)$ 
 
    ‐0.64 (0.19)  0.53 (0.36, 0.77)* 
White ethnicity 
 
0.55 (0.45)  1.73 (0.71, 4.21)  ‐0.29 (0.18)  0.75 (0.53, 1.06) 
Ever ARV 
 
‐1.66 (0.42)  0.19 (0.08, 0.43)*  ‐1.90 (0.18)  0.15 (0.11, 0.21)* 
Ever Hepatitis C 
infection 
 
‐1.11 (1.02)  0.33 (0.05, 2.44)  0.10 (0.25)  1.11 (0.68, 1.81) 
*Significant at 5% level of significance; $Unable to estimate the effect of gender for cancer AIDS as no female 
participants had cancer AIDS  
      Again, only age and HIV risk category were incorporated in the multivariable SDH models. 
For cancer AIDS, both MSM and age were significant in the multivariable SDH model (Table 4.8). 
Notably, age was significant in multivariable CSH model, while MSM was not (Table 4.6). Thus, 
for cancer AIDS, the multivariable SDH model provided different results from the multivariable 
CSH model. We got similar but not identical results in both CSH and SDH multivariable models 
for non‐cancer AIDS. 
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Table 4.8: Multivariable proportional subdistribution hazards model 
Cancer‐AIDS  Cancer AIDS  Non‐Cancer AIDS 
Covariates  Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM  1.10 (0.55)  3.00 (1.02, 8.86)*  ‐0.66 (0.18)  0.52 (0.36, 0.73)* 
Age at diagnosis  0.05 (0.01)  1.05 (1.02, 1.08)*  0.01 (0.01)  1.01 (1.00, 1.03) 
  *Significant at 5% level of significance 
 
Summary of CSH and SDH analyses 
      For cancer AIDS, the multivariable SDH model provided different results than the 
multivariable CSH model. On the other hand, the multivariable CSH and SDH models provided 
similar results for non‐cancer AIDS. When non‐cancer AIDS (15.0% of all participants) was the 
event of interest, the proportion of the competing event (cancer AIDS) was very low (2.7% of all 
participants). This could be the possible reason for not getting substantially different results in 
the CSH and SDH models for non‐cancer AIDS. MSM had significantly higher hazards for cancer 
AIDS but significantly lower hazards for non‐cancer AIDS in multivariable SDH models (Table 
4.8). Thus for MSM, hazards for cancer AIDS and non‐cancer AIDS were in the opposite 
directions. This phenomenon highlights the importance of performing competing risks analysis, 
as well as considering both CSH and SDH approaches. The opposite effects of MSM on cancer 
AIDS and non‐cancer AIDS would not have been studied if we had considered cancer AIDS and 
non‐cancer AIDS as a combined event. 
      As time‐to‐event was calculated from HIV diagnosis date to the date of the first cancer AIDS 
or non‐cancer AIDS, the censoring time for participants of both events was known. Hence, in 
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the SDH model of cancer AIDS, failure time for participants with non‐cancer AIDS (competing 
risk) was replaced with their censoring time. Similarly, in the SDH model of non‐cancer AIDS, 
failure time for participants of cancer AIDS was replaced with their censoring time. We then 
applied standard Cox proportional hazards models in the resulting datasets to estimate 
parameters for the subdistribution hazards models. However, we checked our results with the 
results from the SDH models using the inverse probability of censoring weighting technique 
(IPCW) (Fine and Gray, 1999). We found similar results in both techniques. The SDH model 
using IPCW can be fitted by PHREG procedure in current SAS software (SAS version 9.4). 
Previously this model could be fitted only in R and Stata. 
 
Proportional Hazards (PH) assumption 
      One of the key assumptions in the Cox model relates to proportional hazards (PH). We 
investigated the PH assumption by testing for time‐by‐covariate interaction in multivariable 
CSH models. All models met the PH assumption. Cumulative incidence plots by HIV risk category 
(MSM vs. other) for cancer AIDS and non‐cancer AIDS are presented in Figure 4.5 and Figure 
4.6, respectively. 
 
 
 
 
80 
 
 
Figure 4.5: Cumulative incidence curves of cancer AIDS by HIV risk category (MSM vs. Other). 
 
Figure 4.6: Cumulative incidence curves of non‐cancer AIDS by HIV risk category (MSM vs. 
Other). 
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4.5 Joint modeling 
      I applied the joint modeling approach described in Chapter 3 to the OCS HIV data. Because 
of the limitations of the variables described in Section 4.4.1, only follow‐up time, age, and HIV 
risk category were used in the joint modeling. 
 
4.5.1 Longitudinal submodel 
      For the ݅௧௛ subject, the following longitudinal submodel was considered for the square root 
of the ݆௧௛ CD4+ counts measurement: 
ටܥܦ4 ൅௜௝ൌ ߚ଴ ൅ ߚଵܯܵܯ௜ ൅ ߚଶܣ݃݁௜ ൅ ߚଷܶ݅݉݁௜௝ ൅ ܾ଴௜ ൅ ܾଵ௜ܶ݅݉݁௜௝ ൅ ߝ௜௝													ሺ4.7ሻ 
 
4.5.2 Survival submodel 
      I used the following competing risks submodels to model cancer AIDS and non‐cancer AIDS: 
݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ݁ݔ݌൛ߛଵଵܯܵܯ௜ ൅ ߛଵଶܣ݃݁௜
൅ ߙ൫ߚଵ଴ ൅ ߚଵଵܯܵܯ௜ ൅ ߚଵଶܣ݃݁௜ ൅ ߚଵଷܶ݅݉݁௜௝ ൅ ܾଵ଴௜ ൅ ܾଵଵ௜ܶ݅݉݁௜௝൯ൟ,				ሺ4.8ሻ 
݄௜ଶሺݐሻ ൌ ݄ଶ଴ሺݐሻ݁ݔ݌൛ߛଶଵܯܵܯ௜ ൅ ߛଶଶܣ݃݁௜
൅ ߙ൫ߚଶ଴ ൅ ߚଶଵܯܵܯ௜ ൅ ߚଶଶܣ݃݁௜ ൅ ߚଶଷܶ݅݉݁௜௝ ൅ ܾଶ଴௜ ൅ ܾଶଵ௜ܶ݅݉݁௜௝൯ൟ,				ሺ4.9ሻ 
where ݄ଵ଴ሺݐሻ is the unspecified baseline cause‐specific hazard of cancer AIDS and ݄ଶ଴ሺݐሻ is the 
unspecified baseline cause‐specific hazard of non‐cancer AIDS.  
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Cancer AIDS: 
      In the joint model of longitudinal and CSH submodels for cancer AIDS, age and MSM were 
significant both in longitudinal and survival submodels (Table 4.9). The mean CD4+ count was 
significantly higher for MSM. CD4+ counts decreased with the increment of age at diagnosis. 
MSM and older participants had higher hazards of cancer AIDS. The association parameter was 
significantly different from zero, indicating a strong association between the square root of 
CD4+ counts and the risk for cancer. The negative value of the association parameter (‐0.21) 
indicated that the slope of CD4+ counts was negatively associated with the hazard for cancer 
AIDS, with a unit increase in this marker corresponded to a 19% decrease in the risk for cancer 
AIDS (HR = 0.81; 95% CI: 0.75‐0.88). In the joint model of longitudinal and SDH submodels, age 
and MSM were significant both in longitudinal and survival submodels (Table 4.9). However, in 
the longitudinal submodel, the estimate of the intercept was different than the estimate of the 
intercept in the CSH‐based joint model. CD4+ counts increased with the increment of age at 
diagnosis. In the survival submodel, the effect of MSM on cancer AIDS was also numerically 
different from the CSH‐based joint model. The point estimate and corresponding 95% 
confidence intervals of the hazards ratio for MSM were 4.76 [1.54, 14.72] compared to 4.52 
[1.51, 13.52] in the CSH‐based joint model. The estimates of the association parameter were 
similar but not identical in the two joint models. The values of Akaike’s Information Criterion 
(AIC) were 47376 and 54005 in the CSH‐based and SDH‐based joint models, respectively 
(Akaike, 1973). However, the values of AIC were not directly comparable because of the 
different survival submodels in the two joint models. 
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      We noticed that CD4+ counts increased with the increment of age at diagnosis in the SDH‐
based joint model (Table 4.9) in contrast to the CSH‐based joint model. Individuals with non‐
cancer AIDS (competing event) were older than those of cancer AIDS (38.6 years vs. 37.2 years). 
They were censored at the time of failure in the CSH‐based joint model, and the square root of 
their mean CD4+ counts was 13.4. However, they remained in the risk set in the SDH‐based 
joint model, and the square root of their mean CD4+ counts was 18.2. These could be the 
possible explanation that CD4+ counts increased with the increment of age in the SDH‐based 
joint model for cancer AIDS. 
Table 4.9: Joint modeling of longitudinal and survival outcomes (Cancer AIDS) 
Joint model 
 
Using Cox cause‐specific hazards 
(CSH) model 
 
Using subdistribution hazards (SDH) 
model 
Longitudinal submodel 
 
Estimate(SE)  p‐value  Estimate(SE)  p‐value 
Intercept 
 
19.54 (0.25)  <0.0001  16.78 (0.23)  <0.0001 
Time 
 
0.73 (0.02)  <0.0001  0.72 (0.03)  <0.0001 
MSM 
 
1.09 (0.16)  <0.0001  1.08 (0.14)  <0.0001 
Age at diagnosis 
 
‐0.07 (0.01)  <0.0001  0.03 (0.01)  <0.0001 
Survival submodel 
 
Estimate(SE)  HR (95% CI)  Estimate(SE)  HR (95% CI) 
MSM 
 
1.51 (0.56)   4.52 (1.51, 13.52)*  1.56 (0.57)   4.76 (1.54, 14.72)* 
Age at diagnosis 
 
0.05 (0.01)   1.05 (1.02, 1.08)*  0.05 (0.01)   1.05 (1.02, 1.08)* 
Association 
 
‐0.21 (0.04)  0.81 (0.75, 0.88)*  ‐0.20 (0.04)  0.82 (0.75, 0.89)* 
*Significant at 5% level of significance 
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Non‐cancer AIDS:  
      In the joint model of the longitudinal and CSH submodels for non‐cancer AIDS, MSM and age 
were significant in the longitudinal submodel (Table 4.10). MSM and age were not significant in 
the survival submodel. The association parameter was significant; a unit increase in CD4+ 
counts corresponded to a 20% decrease in the risk for non‐cancer AIDS (HR = 0.80; 95% CI: 
0.78‐0.82). In the joint model of the longitudinal and SDH submodels, results in both 
longitudinal and survival submodels were similar but not identical to the results of the CSH‐
based joint model. Estimates of the MSM were numerically different in the longitudinal 
submodels. The values of AIC were 48485 and 49438 in the CSH‐based and SDH‐based joint 
models, respectively. 
Table 4.10: Joint modeling of longitudinal and survival outcomes (Non‐Cancer AIDS) 
Joint model 
 
Using Cox cause‐specific hazards 
(CSH) model 
 
Using subdistribution hazards (SDH) 
model 
Longitudinal submodel 
 
Estimate(SE)  p‐value  Estimate(SE)  P‐value 
Intercept 
 
19.56 (0.25)  <0.0001  19.61 (0.22)  <0.0001 
Time 
 
0.72 (0.02)  <0.0001  0.71 (0.02)  <0.0001 
MSM 
 
1.10 (0.15)  <0.0001  1.18 (0.11)  <0.0001 
Age at diagnosis 
 
‐0.07 (0.01)  <0.0001  ‐0.07 (0.005)  <0.0001 
Survival sub model 
 
Estimate(SE)  HR (95% CI)  Estimate(SE)  HR (95% CI) 
MSM 
 
‐0.17 (0.19)    0.84 (0.58, 1.23 )  ‐0.20 (0.19)    0.82 (0.56, 1.19 ) 
Age at diagnosis 
 
0.01 (0.01)    1.01 ( 1.00, 1.02)  0.01 (0.01)    1.01 (1.00, 1.02) 
Association  ‐0.22 (0.02)  0.80 (0.78, 0.82)*  ‐0.22 (0.02)  0.80 (0.78, 0.82)* 
*Significant at 5% level of significance 
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      Since the association parameter was highly significant in the joint models for cancer AIDS 
and non‐cancer AIDS, this provided strong evidence that both survival outcomes were 
associated with the longitudinal trajectory of CD4+ counts. Hence, joint modeling was 
appropriate. In the separate mixed model analyses, age was not significant (Table 4.4). 
However, age was significant in all longitudinal submodels of joint analyses. Furthermore, in 
separate analyses, MSM had significantly lower hazards of non‐cancer AIDS. Hazards ratios 
were 0.52 in both multivariable CSH and SDH models (Table 4.6 and Table 4.8). Nevertheless, in 
joint analyses, MSM had lower hazards of non‐cancer AIDS but not significantly lower. Hazards 
ratios were 0.84 and 0.82 in CSH and SDH submodels, respectively (Table 4.10). Thus, joint 
analyses provided different results from separate analyses. Also, results between the CSH‐
based joint model and the SDH‐based joint model were consistent for identifying significant 
covariates but provide slightly different estimates of the covariates for both cancer and non‐
cancer AIDS. 
 
4.6 Model diagnostics 
      I discussed joint model diagnostics in Section 3.5.6. I used standardized marginal residuals 
plots to assess the assumptions of the linear mixed‐effects models. In the plot of the 
standardized marginal residuals versus the fitted values, we noticed that the fitted loess curve 
(smooth curve between two variables) shows a systematic trend with more negative residuals 
for large fitted values (Figures 4.7‐4.10). Nonetheless, large fitted values corresponded to high 
levels of square root CD4+ count. Patients with high levels of CD4+ counts, as well as low levels 
of CD4+ counts, are more likely to be lost to follow‐up or dropout (Charurat et al., 2010). From 
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these figures, we can conclude that the systematic trend could be an indication of the patients’ 
dropout rather than a model lack‐of‐fit. 
      Rizopoulos et al. (2010) calculated residuals by imputing missing longitudinal responses 
under the fitted joint model. However, in the current joint modeling package of R (JM), multiple 
imputation residuals for the longitudinal process cannot be calculated for the Cox survival 
submodel (Rizopoulos, 2010). For the survival submodel diagnostic, Martingale residuals and 
Cox‐Snell residuals are also not available for Cox submodel in the current JM package (Barlow 
and Prentice, 1988; Cox and Snell, 1968; Rizopoulos, 2010; Therneau et al., 1990). Thus, I was 
not able to provide Martingale residuals and Cox‐Snell residuals plots for the survival submodel 
diagnostic.  
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Figure 4.7: Diagnostic plots for the fitted joint model using CSH submodel for Cancer AIDS 
 
Figure 4.8: Diagnostic plots for the fitted joint model using SDH submodel for Cancer AIDS 
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Figure 4.9: Diagnostic plots for the fitted joint model using CSH submodel for non‐Cancer AIDS 
 
Figure 4.10: Diagnostic plots for the fitted joint model using SDH submodel for non‐Cancer AIDS 
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CHAPTER 5 
SIMULATION STUDY 
 
5.1 Simulation study for competing risk 
5.1.1 Design of the simulation study for competing risk 
      I performed this simulation study to accomplish Objective 2, as stated in Chapter 1: To 
examine the appropriateness of using cause‐specific hazards and subdistribution hazards 
models from the simulation study. The purpose of this simulation was to show how different 
competing risks scenarios affect results in cause‐specific hazards and subdistribution hazards 
models. The R code for generating competing risks data was obtained from Beyersmann, 
Allignol, and Schumacher, 2012. 
      Competing risks data are generated based on the following algorithm from Beyersmann et 
al. 2009, 2012:  
1. The cause‐specific hazards ݄଴ଵሺݐሻ and	݄଴ଶሺݐሻ are assigned as functions of time. 
2. Failure times ܶ∗ are simulated with all‐cause hazard ݄଴.ሺݐሻ ൌ 	݄଴ଵሺݐሻ ൅	݄଴ଶሺݐሻ. 
3. A binomial experiment is performed for a simulated failure time ܶ∗, with probability 
݄଴௘ሺܶ∗ሻ/ሾ݄଴ଵሺܶ∗ሻ ൅ ሾ݄଴ଶሺܶ∗ሻሿ for cause ݁, ݁ ൌ 1, 2. 
4. Right censoring times	ܥ are generated. 
If a convenience function for the specified cause‐specific hazards is not available, inversion 
method can be used to simulate failure times (Beyersmann et al., 2012). Suppose that ݄଴.ሺݐሻ ൐
0 for all	ݐ, then the all‐cause cumulative hazards	ܪ଴.ሺݐሻ ൌ ׬ ݄଴.ሺݑሻ݀ݑ	௧଴ and the distribution 
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function of ܶ∗ are invertible (Bender, Augustin, and Blettner, 2005; Beyersmann et al., 2012). 
The distribution function of	ܶ∗ can be expressed as (Beyersmann et al., 2012): 
ܨሺݐሻ ൌ ܲሺܶ∗ ൑ ݐሻ ൌ 1 െ exp൫െܪ଴.ሺݐሻ൯. 
Let  ܨሺܶ∗ሻ  be the transformed failure time. Then based on the principle of the inversion 
method, ܨሺܶ∗ሻ is uniformly distributed on [0, 1] (Bender et al., 2005; Beyersmann et al., 2012): 
ܲሺܨሺܶ∗ሻ ൑ ݑሻ ൌ ܲ൫ܶ∗ ൑ ܨିଵሺݑሻ൯ ൌ ܨ൫ܨିଵሺݑሻ൯ ൌ ݑ, ݑ ∈ ሾ0, 1ሿ 
Therefore, if the random variable ܷ has uniform distribution on [0, 1], then the distribution of 
ܨିଵሺܷሻ will be same as	ܶ∗ (Beyersmann et al., 2012). The following steps are followed in the 
application of inversion method (Beyersmann et al., 2012): 
1. We calculate	ܨିଵሺݑሻ ൌ ܪ଴.ିଵሺെ lnሺ1 െ uሻሻ, u ∈ ሾ0, 1ሿ. 
2. A random variable ܷ with uniform distribution on [0, 1] is generated 
3. ܨିଵሺܷሻ gives the simulated failure times of ܶ∗. 
I shall fit CSH and SDH models using simulated data and explore if the results between CSH and 
SDH models are different for different proportions of the main event of interest and competing 
risks. 
 
5.1.2 Model specification 
      Competing risks data were simulated based on cause‐specific hazards, where the hazards 
were allowed to be time‐dependent (Beyersmann et al., 2009). Data were simulated by roughly 
mimicking the HIV study data from the OCS presented in Chapter 4. Cause‐specific hazard plots 
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of cancer AIDS and non‐cancer AIDS of the study data are presented in Figure 5.1 and Figure 
5.2, respectively, by HIV risk category. Based on cause‐specific hazards in Figure 5.1 and Figure 
5.2, I roughly imitated the following fractional polynomials (Royston and Altman, 1994) for the 
cause‐specific baseline hazards of cancer AIDS and non‐cancer AIDS, respectively:  
݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ 0.008ݐ ൅ 1 ,																																																																														ሺ5.1ሻ 
݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ 0.035ݐ ൅ 1 , ݅ ൌ 1, 2, … , ݊.																																											ሺ5.2ሻ 
where ܽ indicates a baseline covariate, such as the HIV risk category indicator, with values 0 
and 1. I assume the following separate proportional CSH models for the effect of ܽ ൌ 1: 
݄௜ଵሺݐ; ܽ ൌ 1ሻ ൌ 3.065 ∙ ݄௜ଵ;଴ሺݐሻ,																																																																																					ሺ5.3ሻ 
݄௜ଶሺݐ; ܽ ൌ 1ሻ ൌ 0.533 ∙ ݄௜ଶ;଴ሺݐሻ, ݅ ൌ 1, 2, … , ݊.																																																											ሺ5.4ሻ 
      I chose the models (5.3) and (5.4) based on the study data, where ܽ ൌ 1 indicates MSM and 
ܽ ൌ 0 indicates all other individuals. From the study data, for MSM compared to the other HIV 
risk category, I obtained hazards ratios of cancer AIDS and non‐cancer AIDS of 3.065 and 0.533, 
respectively. There were 822 individuals in our study data. Among them, 22 (2.7%) had cancer 
AIDS, 123 (15.0%) had non‐cancer AIDS, and 677 (82.4%) were censored. Four hundred eighty‐
one (58.5%) were MSM. 
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Figure 5.1: Cause‐specific hazards plot for cancer AIDS by HIV risk group: MSM and Other 
 
 
 
Figure 5.2: Cause‐specific hazards plot for non‐cancer AIDS by HIV risk group: MSM and Other 
 
      I simulated 825 individuals with 495 (60%) as MSM by roughly mimicking the OCS study 
data. However, like the study data, I was not able to simulate data with similar proportions of 
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cancer AIDS (2.7%) and non‐cancer AIDS (15.0%). Estimates were very unstable when I 
simulated data with a much lower number of events for cancer AIDS. Table 5.1 showed 20 
individuals who were selected randomly from the simulated data.  
Table 5.1: Randomly selected 20 individuals from the competing risks simulated data  
  
ID  HIV risk 
Category§ 
 
Survival 
time (years) 
Status£  ID  HIV risk 
category 
Survival 
time (years) 
Status 
662 
 
1  2.1  2  466  1  9.4  0 
245 
 
0  5.7  2  526  1  0.2  1 
360 
 
1  5.1  0  445  1  2.8  0 
540 
 
1  2.7  0  740  1  5.7  0 
503 
 
1  0.1  1  156  0  15.4  0 
97 
 
0  0.5  1  527  1  7.9  0 
460 
 
1  6.0  0  249  0  9.1  0 
303 
 
0  1.4  0  201  0  6.5  0 
563 
 
1  10.2  0  289  0  1.2  2 
646 
 
1  9.7  0  681  1  2.2  0 
§1 indicates MSM and 0 indicates other; £1 indicates cancer‐AIDS, 2 indicates non‐cancer AIDS, and 0 indicates 
censored; 
   
      In addition to the cause‐specific baseline hazards defined in (5.1) and (5.2), I considered two 
more scenarios to get different proportions of events and competing events. I conducted 500, 
1000 replications for each of the three scenarios and fitted both CSH and SDH models. For a 
specific seed (seed # = 261139), the mean proportions of individuals with cancer AIDS, non‐
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cancer AIDS, and censored were 14.6%, 20.6%, and 64.8%, respectively, in scenario 1; 15.8%, 
25.0%, and 59.2%, respectively, in scenario 2; and 16.1%, 29.1%, and 54.8%, respectively, in 
scenario 3 (Table 5.2 and 5.3).  
      Table 5.2 shows the mean parameter estimates, bias, mean standard errors, and the 95% 
confidence interval coverage probabilities of the estimates for MSM when the event is cancer 
AIDS, and the competing event is non‐cancer AIDS. The mean parameter estimates of 1.13, 
1.18, and 1.20 in scenarios 1, 2, and 3, respectively, are reasonably close to the true value 1.12. 
Furthermore, the 95% confidence interval coverage probabilities are about 95% in all scenarios. 
Estimated parameters in SDH models are numerically different from CSH models in all 
scenarios. 
      In the analysis of real data, the standard error of the estimate of MSM effect on cancer AIDS 
was higher (0.55) in the CSH model (Table 4.5). As a result, the 95% confidence interval of the 
estimate of MSM was wider. However, in the analysis of simulated data, the value of the 
corresponding standard error is much smaller in all scenarios (Table 5.2). 
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Table 5.2: Comparison of estimates for MSM between CSH and SDH models (event = cancer, 
competing event = non‐cancer)	  
  CSH  SDH 
Scenario  Number of 
replication 
Mean number 
of cancer 
event 
Mean number 
of non‐cancer 
event 
Mean 
estimatea 
Bias  Mean SE¥  95% 
CP§ 
Mean 
estimate 
Mean SE 
Scenario 1b  500  120 (14.6%)  169 (20.5%)  1.13457  0.01452  0.24105  0.972  1.22005  0.24109 
1000  120 (14.6%)  170 (20.6%)  1.13069  0.01064  0.24089  0.965  1.21498  0.24092 
Scenario 2c  500  131 (15.9%)  206 (25.0%)  1.18576  0.06571  0.23573  0.940  1.28469  0.23577 
1000  130 (15.8%)  206 (25.0%)  1.18030  0.06025  0.23561  0.949  1.27846  0.23565 
Scenario 3d  500  132 (16.0%)  242 (29.3%)  1.20554  0.08549  0.23698  0.940  1.31526  0.23701 
1000  133 (16.1%)  240 (29.1%)  1.20410  0.08405  0.23643  0.943  1.31448  0.23646 
aTrue value, log (3.065) = 1.12005 in CSH model for cancer; ¥Standard Error; §Coverage Probability 
bCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴଴଼௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.଴ଷହ
௧ାଵ 	  
cCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଶଶ௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵଵ଴
௧ାଵ 	  
dCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଷ଴௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵ଻ହ
௧ାଵ 	  
 
      Mean parameter estimates, bias, mean standard errors, and the 95% CI coverage 
probabilities of the estimates for MSM, when the event is non‐cancer AIDS, and the competing 
event is cancer AIDS, are reported in Table 5.3. We noticed that mean parameter estimates  
‐0.63, ‐0.60, ‐0.57 in scenarios 1, 2, and 3, respectively, are reasonably close to the true value of 
‐0.63. Also, the 95% CI coverage probabilities are about 95% in all scenarios. Like Table 5.2, 
estimated parameters in SDH models are numerically different from CSH models in all 
scenarios. 
      Notably, I simulated data based on CSH models. Thus, I compared estimates from CSH 
models with the true value and reported bias and the 95% confidence interval coverage 
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probabilities. If the proportional hazards assumption is met in CSH model, this assumption does 
not hold in SDH model (Beyersmann et al., 2009; Latouche et al., 2013). I fitted SDH models 
with the censoring complete data that were simulated based on CSH models. Hence, bias and 
the 95% confidence interval coverage probabilities are not reported for SDH models in Table 
5.2 and Table 5.3. Here my intention is to show if SDH models provide different estimates from 
CSH models in different competing risks scenarios. 
      In addition, I could simulate competing risks data based on SDH models and compare 
estimates between SDH and CSH models. However, this is one of my future research interests. 
Table 5.3: Comparison of estimates between CSH and SDH models (event = non‐cancer, 
competing event = cancer) 
  CSH  SDH 
Scenario  Number 
of 
replication 
Mean number 
of cancer 
event 
Mean number 
of non‐cancer 
event 
Mean 
estimatea 
Bias  Mean SE¥  95% 
CP§ 
Mean 
estimate 
Mean SE 
Scenario 1b  500  120 (14.6%)  169 (20.5%)  ‐0.64440  0.01517  0.15549  0.956  ‐0.73665  0.15556 
1000  120 (14.6%)  170 (20.6%)  ‐0.63229  0.00306  0.15522  0.957  ‐0.72328  0.15529 
Scenario 2c  500  131 (15.9%)  206 (25.0%)  ‐0.59957  0.02966  0.14045  0.954  ‐0.70509  0.14054 
1000  130 (15.8%)  206 (25.0%)  ‐0.59881  0.03042  0.14026  0.958  ‐0.70340  0.14035 
Scenario 3d  500  132 (16.0%)  242 (29.3%)  ‐0.56709  0.06214  0.12944  0.940  ‐0.67782  0.12955 
1000  133 (16.1%)  240 (29.1%)  ‐0.57385  0.05538  0.12979  0.944  ‐0.68465  0.12990 
aTrue value, log (0.533) = ‐0.62923 in CSH model for non‐cancer; ¥Standard Error; §Coverage Probability 
bCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴଴଼௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.଴ଷହ
௧ାଵ 	  
cCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଶଶ௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵଵ଴
௧ାଵ 	  
dCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଷ଴௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵ଻ହ
௧ାଵ  
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Summary of the simulations: 
      I studied three scenarios using three different cause‐specific baseline hazards for both 
cancer AIDS and non‐cancer AIDS. Although I simulated data roughly mimicking the real OCS 
HIV data, the proportions of both events in the simulated data were different from the real 
data.  
      In the real HIV data, the proportion of cancer AIDS was very low (2.7%), while the 
proportion of non‐cancer AIDS was relatively very highly (15.0%). The proportions of both 
events were higher in the simulated data compared to the real data. Proportions of cancer AIDS 
were 14.6%, 15.8%, and 16.1% in scenario 1, scenario 2, and scenario 3, respectively. 
Proportions of non‐cancer AIDS were 20.6%, 25.0%, and 29.1% in scenario 1, scenario 2, and 
scenario 3, respectively.  
      In the real data, hazards ratios of cancer AIDS for MSM were numerically different between 
the CSH and SDH models (3.07 and 3.17, respectively; Figure 5.3, i). However, this difference 
was bigger in the simulated data. Hazards ratios in the CSH and SDH models were 3.10 and 
3.37, respectively, in Scenario 1 (Figure 5.3, ii); 3.26 and 3.59, respectively, in Scenario 2 (Figure 
5.3, iii); 3.33 and 3.72, respectively, in Scenario 3 (Figure 5.3, iv). 
      In the real data, the proportion of the competing event (cancer AIDS) was very low in the 
SDH model of non‐cancer AIDS. Hence, cancer AIDS as a competing event did not influence the 
subdistribution hazards model of non‐cancer AIDS. Hazards ratios of non‐cancer AIDS for MSM 
were equal (0.53) in CSH and SDH models. On the contrary, hazards ratios of non‐cancer AIDS 
for MSM were numerically different in the CSH and SDH models in the simulated data. Hazards 
ratios in the CSH and SDH models were 0.53 and 0.49, respectively, in Scenario 1 (Figure 5.3, ii); 
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0.55 and 0.49, respectively, in Scenario 2 (Figure 5.3, iii); 0.56 and 0.50, respectively, in Scenario 
3 (Figure 5.3, iv). Thus, results from the simulation study indicated that SDH model would 
provide different results than the CSH model even if the proportion of the competing event is 
not very much lower than the event of interest. 
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Figure 5.3: Comparison of hazards ratios between CSH and SDH models for real data and 
simulated data 
Note: All scenarios are based on 1000 replications. 
 
5.2 Joint model simulation 
 
      This simulation study was performed to accomplish Objective 3. The purpose of this 
simulation was to investigate how magnitudes of association between the longitudinal marker 
and the time‐to‐event outcome influence parameters estimate in separate Cox regression 
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models and linear mixed effects models. The SAS macro for joint model simulation was 
obtained from Ibrahim et al. (2010).  
 
5.2.1 Simulation design 
      The simulation was conducted based on the joint model discussed in Chapter 3. The 
simulation study was performed with ߛ ൌ 0.5 and	ߚ ൌ 0.5, where ߛ and ߚ indicate the 
treatment effect on survival and longitudinal outcomes, respectively (Ibrahim et al., 2010). 
Several magnitudes of association parameter ߙ ൌ 0.01, 0.1, 0.2, 0.3, 0.4, 0.5 between 
longitudinal and survival outcomes were considered to see how these values influence the 
estimates of the parameters in separate Cox and linear mixed effects models. With the above 
parameters, I performed 500 replications. In each replication, I generated 200, 400, and 500 
individuals, with an equal number of individuals each in the treatment and control groups. I 
simulated true longitudinal trajectory ݉௜௝ as (Ibrahim et al., 2010): 
݉௜௝ ൌ ߚ଴ ൅ ߚଵ ൈ ሺݐ݅݉݁ሻ௜௝ ൅ ߚଶ ൈ ݐݎ݁ܽݐ௜ ൅ ܾ଴௜ ൅ ܾଵ௜ ൈ ሺݐ݅݉݁ሻ௜௝, 
݅ ൌ 1,2… , ݊,  ݆ ൌ 1,2… ,݉௜, 
where ܾ଴௜~ܰሺ0, 1ሻ, ܾଵ௜~ܰሺ0, 0.6ሻ, and the correlation between ܾ଴௜ and ܾଵ௜ was chosen as 
0.15. I simulated the observed longitudinal data from the model ݕ௜൫ݐ௝൯ ൌ ܰሺ݉௜൫ݐ௝൯, 	ߪఌଶሻ 
with	ߪఌଶ ൌ 0.6ଶ (Ibrahim et al., 2010). A maximum of six measurements at times ݐ௝ ൌ
ሺ0, 0.5, 1.0, 1.5, 2.0, 2.5ሻ years was considered for the longitudinal data. Similar to Ibrahim et al. 
(2010), I used inverse probability method to generate survival time with the assumption of 
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uniform right censoring in the interval [1, 3]. I considered a constant baseline hazard of 0.30 to 
generate survival time from the equation (Ibrahim et al., 2010): 
݄௜ሺݐሻ ൌ ݄଴ሺݐሻ exp൛ߛ′ܽ௜ ൅ ߙ݉௜௝ൟ. 
The choice of baseline hazard depends on the number of events to be generated. For example, 
Sweeting and Thompson (2011) wanted to simulate a rare event in their study. Consequently, 
they chose the value for constant baseline hazard as 0.008. Table 5.4 showed 10 subjects that 
were selected randomly from the simulated data where sample size and association parameter 
were 200 and 0.20, respectively. 
Table 5.4: Randomly selected 10 subjects from the simulated data 
  
ID  Time  Longitudinal 
Data 
 
Treatment¥  Survival 
time 
Status§  ID  Time  Longitudinal 
data 
Treatment  Survival 
time 
Status 
9 
 
0  ‐1.54  0  1.64  0  94  0  ‐0.41  0  2.63  1 
9 
 
0.5  0.63  0  1.64  0  94  0.5  0.77  0  2.63  1 
9 
 
1.0  1.39  0  1.64  0  94  1.0  2.32  0  2.63  1 
9 
 
1.5  4.60  0  1.64  0  94  1.5  4.29  0  2.63  1 
28 
 
0  ‐0.47  0  2.18  1  94  2.0  5.46  0  2.63  1 
28 
 
0.5  0.35  0  2.18  1  94  2.5  7.42  0  2.63  1 
28 
 
1.0  1.89  0  2.18  1  122  0  ‐2.04  1  1.0  0 
28 
 
1.5  3.38  0  2.18  1  122  0.5  ‐2.31  1  1.0  0 
28 
 
2.0  4.38  0  2.18  1  122  1.0  ‐0.03  1  1.0  0 
37 
 
0  ‐0.01  0  2.0  0  175  0  ‐0.26  1  0.45  1 
37 
 
0.5  1.17  0  2.0  0  196  0  ‐0.04  0  2.25  0 
37 
 
1.0  2.22  0  2.0  0  196  0.5  1.48  0  2.25  0 
37 
 
1.5  4.58  0  2.0  0  196  1.0  3.16  0  2.25  0 
59 
 
0  0.33  0  1.0  0  196  1.5  2.61  0  2.25  0 
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59 
 
0.5  1.42  0  1.0  0  196  2.0  3.73  0  2.25  0 
59 
 
1.0  2.15  0  1.0  0  198  0  ‐0.07  0  1.78  1 
61 
 
0  ‐0.15  1  1.69  1  198  0.5  1.97  0  1.78  1 
61 
 
0.5  2.00  1  1.69  1  198  1.0  4.06  0  1.78  1 
¥0 indicates no and 1 indicates yes; §0 indicates censored, and 1 indicates an event.  
      Three models were fitted for each simulation: (1) a simple Cox model; (2) a linear mixed 
effects model; (3) the joint model. A comparison of the estimates of the treatment effect on 
survival (ߛሻ obtained from separate Cox models and joint models for different magnitudes of 
association between longitudinal and survival outcomes are shown in Table 5.5. 
Table 5.5: Comparison of the estimation of the treatment effect on survival (ߛሻ between 
separate Cox models and joint models 
 
Sample 
size 
True parameter 
value 
Cox PH model  Joint model 
n  ߚ  ߛ  ߙ  Mean 
Estimate  
ሺߛොሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
Mean 
Estimate 
ሺߛොሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
200  0.50  0.50  0.01  0.50791  0.2122  0.0079  95.6  0.5052  0.2120  0.0052  95.0 
0.50  0.50  0.10  0.55057  0.19544  0.05058  93.4  0.5054  0.1943  0.00536  95.8 
0.50  0.50  0.20  0.57954  0.18170  0.07955  92.2  0.5000  0.1801  0.00005  93.4 
0.50  0.50  0.30  0.59684  0.17243  0.09684  91.4  0.4958  0.1711  ‐0.00419  94.0 
0.50  0.50  0.40  0.60883  0.16616  0.10883  90.0  0.4985  0.1660  ‐0.00147  93.4 
0.50  0.50  0.50  0.61433  0.16155  0.11433  89.0  0.4975  0.1634  ‐0.00245  94.8 
400  0.50  0.50  0.01  0.50367  0.14919  0.00367  95.4  0.4997  0.1491  ‐0.0003  95.4 
0.50  0.50  0.10  0.54631  0.13742  0.04632  95.8  0.5009  0.1368  0.00085  96.0 
0.50  0.50  0.20  0.57680  0.12774  0.07680  91.8  0.4985  0.1268  ‐0.00145  95.4 
0.50  0.50  0.30  0.59536  0.12125  0.09536  88.4  0.4964  0.1205  ‐0.00355  95.6 
0.50  0.50  0.40  0.60615  0.11681  0.10615  85.6  0.4966  0.1169  ‐0.00343  95.4 
0.50  0.50  0.50  0.61221  0.11357  0.11221  84.0  0.5004  0.1152  0.00036  95.8 
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500  0.50  0.50  0.01  0.50265  0.13331  0.00265  94.0  0.4984  0.1333  ‐0.00163  94.2 
0.50  0.50  0.10  0.54536  0.12278  0.04536  94.6  0.4999  0.1223  ‐0.00008  94.6 
0.50  0.50  0.20  0.57554  0.11408  0.07554  89.8  0.4981  0.1133  ‐0.00192  95.8 
0.50  0.50  0.30  0.59288  0.10825  0.09288  87.2  0.4972  0.1077  ‐0.00282  95.8 
0.50  0.50  0.40  0.60391  0.10431  0.10391  82.6  0.4971  0.1045  ‐0.00292  96.2 
0.50  0.50  0.50  0.60991  0.10141  0.10991  80.4  0.4985  0.1029  ‐0.00155  94.0 
¥Standard Error; §Coverage Probability 
ߚ = Treatment effect on longitudinal outcome; ߛ = Treatment effect on survival outcome; 	
ߙ = Association parameter between longitudinal and survival outcomes;  
Note: The values of ߚ (0.5) and ߛ (0.5) are fixed. However, the values of association parameter ߙ are 0.01, 0.1, 0.2, 
0.3, 0.4, and 0.5. 
 
Summary from Table 5.5 
      For all sample sizes and all values of the association parameter, mean estimates of the 
treatment effect on survival outcome in the joint model are almost equal to the true value 
(0.50). In all circumstances, the 95% confidence interval coverage probabilities of the estimates 
are about 95%. When there is no association between longitudinal and survival outcomes 
(magnitude of association parameter = 0.01), mean estimates of the treatment effect on 
survival in separate Cox models are also close to the true value (0.50), i.e., the bias of the 
estimate is minimal. When the magnitude of the association increases, mean estimates of the 
treatment effect on survival outcome in a joint model do not change; however, mean estimates 
of the treatment effect in separate Cox models change and bias increases. The bias of the 
estimate in separate Cox models increases as the magnitude of the association between 
longitudinal outcome and survival outcome increases. This indicates that when longitudinal and 
survival outcomes are associated, separate Cox regression analyses provide the bias estimate. 
The magnitude of the bias depends on the magnitude of the association between longitudinal 
and survival outcomes. 
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      Notably, mean estimates of the association parameter in the joint model were almost equal 
to the true values in all circumstances. For sample size 400, and for association parameters 
0.20, 0.30, mean estimates of the association parameter in joint model were 0.2032, 0.3039, 
respectively (95% confidence interval coverage probabilities were 95.0% and 94.8%, 
respectively).   
Table 5.6: Comparison of the estimation of the treatment effect on longitudinal outcome (ߚሻ 
between separate mixed effects models and joint models 
 
Sample 
size 
True parameter 
value 
Mixed effects model  Joint model 
n  ߚ  ߛ  ߙ  Mean 
Estimate 
ሺߚመሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
Mean 
Estimate 
ሺߚመሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
200  0.50  0.50  0.01  0.5112  0.1593  0.01117  96.2  0.5112  0.1593  0.01119  96.2 
0.50  0.50  0.10  0.5015  0.1596  0.00146  95.8  0.5024  0.1596  0.00241  96.0 
0.50  0.50  0.20  0.5070  0.1598  0.00705  96.8  0.5100  0.1598  0.01005  96.4 
0.50  0.50  0.30  0.5005  0.1602  0.00046  95.8  0.5065  0.1601  0.0065  96.0 
0.50  0.50  0.40  0.4934  0.1604  ‐0.00663  96.0  0.5028  0.1603  0.00280  95.6 
0.50  0.50  0.50  0.4916  0.1607  ‐0.00838  96.0  0.5046  0.1604  0.00455  95.2 
400  0.50  0.50  0.01  0.5070  0.1125  0.00698  95.4  0.5027  0.1126  0.00270  95.2 
0.50  0.50  0.10  0.5034  0.1128  0.003407  94.2  0.5044  0.1127  0.004417  94.2 
0.50  0.50  0.20  0.4970  0.1129  ‐0.00304  95.4  0.5000  0.1129  0.00004  95.6 
0.50  0.50  0.30  0.4973  0.1132  ‐0.00274  95.2  0.5034  0.1132  0.00342  95.2 
0.50  0.50  0.40  0.4979  0.1133  ‐0.00209  95.6  0.5074  0.1132  0.00735  95.2 
0.50  0.50  0.50  0.4875  0.1135  ‐0.01245  96.0  0.5006  0.1133  0.00055  96.4 
500  0.50  0.50  0.01  0.4996  0.1007  ‐0.00041  95.2  0.4997  0.1007  ‐0.00035  95.2 
0.50  0.50  0.10  0.5000  0.1008  0.00002  94.6  0.5011  0.1008  0.00107  94.8 
0.50  0.50  0.20  0.4966  0.1010  ‐0.00341  94.0  0.4997  0.1010  ‐0.00035  94.4 
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0.50  0.50  0.30  0.4938  0.1012  ‐0.00621  94.6  0.4999  0.1011  ‐0.00013  94.6 
0.50  0.50  0.40  0.4903  0.1014  ‐0.00974  94.6  0.4997  0.1013  ‐0.00025  94.8 
0.50  0.50  0.50  0.4883  0.1016  ‐0.01174  94.6  0.5013  0.1014  0.00126  94.4 
¥Standard Error, §Coverage Probability 
Note: The values of ߚ (0.5) and ߛ (0.5) are fixed. However, the values of association parameter ߙ are 0.01, 0.10, 
0.20, 0.30, 0.40, and 0.50. 
 
Summary from Table 5.6 
 
      A comparison of the estimate of the treatment effect on the longitudinal outcome (ߚሻ 
obtained from separate mixed effects models and joint models for different magnitudes of 
association are shown in Table 5.6. Mean estimates of the treatment effect on longitudinal 
outcome in joint models are almost equal to the true value (0.50) for all sample sizes and all 
association parameters. In all situations, the 95% confidence interval coverage probabilities of 
the estimate are about 95%. Thus, estimates are unbiased in the joint model. Mean estimates 
of the treatment effect are almost similar in joint models and separate mixed effects models. As 
a side note, I should mention that I simulated data based on a joint model similar to Wulfsohn 
and Tsiatis (1997), Rizopoulos (2010, 2012), and Ibrahim et al. (2010). In the joint model in this 
setting, the main objective is to accomplish inference for the survival outcome while 
considering the impact of time‐dependent repeatedly measured outcomes measured with 
error. 
Negative association: 
      I also performed simulation studies on the joint model using negative association between 
longitudinal and survival outcomes (Table 5.7, Table 5.8). I chose several magnitudes of 
association parameter ߙ ൌ	‐0.01, ‐0.1, ‐0.2, ‐0.3, ‐0.4, ‐0.5 between the two outcomes. Results 
were consistent with the simulation studies using positive association in Table 5.7 and Table 
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5.8. When the association between longitudinal and survival outcomes increases, mean 
estimates of the treatment effect on survival in separate Cox models change and bias increases 
(Table 5.7). However, the bias of the estimate in separate Cox models was larger when I used 
negative association between longitudinal and survival outcomes. Mean estimates of the 
treatment effect on longitudinal outcome looked similar in joint model and separate mixed 
effects model (Table 5.8). 
Table 5.7: Comparison of the estimation of the treatment effect on survival (ߛሻ between 
separate Cox models and joint models (negative association) 
 
Sample 
size 
True parameter 
value 
Cox PH model  Joint model 
n  ߚ  ߛ  ߙ  Mean 
Estimate  
ሺߛොሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
Mean 
Estimate 
ሺߛොሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
200  0.50  0.50  ‐0.01  0.49731  0.21622  ‐0.00269  95.8  0.5063  0.2179  0.00629  95.8 
  0.50  0.50  ‐0.10  0.45267  0.23282  ‐0.04733  95.0  0.5101  0.2343  0.01008  93.8 
  0.50  0.50  ‐0.20  0.39001  0.24691  ‐0.10999  94.8  0.5075  0.2488  0.00754  95.0 
  0.50  0.50  ‐0.30  0.32197  0.25502  ‐0.17803  91.0  0.5025  0.2578  0.00253  94.4 
  0.50  0.50  ‐0.40  0.25469  0.25883  ‐0.24531  85.6  0.5044  0.2634  0.00437  95.0 
  0.50  0.50  ‐0.50  0.19388  0.26023  ‐0.30612  77.8  0.5110  0.2675  0.01096  93.0 
400  0.50  0.50  ‐0.01  0.49190  0.15197  ‐0.00810  95.2  0.4981  0.1531  ‐0.00190  95.4 
  0.50  0.50  ‐0.10  0.44549  0.16354  ‐0.05452  93.6  0.5002  0.1647  0.00024  95.6 
  0.50  0.50  ‐0.20  0.38544  0.17325  ‐0.11456  90.4  0.4986  0.1747  ‐0.00143  95.2 
  0.50  0.50  ‐0.30  0.32046  0.17899  ‐0.17954  83.6  0.4966  0.1811  ‐0.00336  94.2 
  0.50  0.50  ‐0.40  0.25812  0.18165  ‐0.24188  74.6  0.4980  0.1849  ‐0.00198  94.6 
  0.50  0.50  ‐0.50  0.19932  0.18238  ‐0.30068  62.4  0.5008  0.1876  0.00082  94.8 
500  0.50  0.50  ‐0.01  0.49143  0.13581  ‐0.00857  93.6  0.4974  0.1369  ‐0.00263  94.0 
  0.50  0.50  ‐0.10  0.44619  0.14613  ‐0.05381  92.6  0.4999  0.1471  ‐0.00007  95.0 
  0.50  0.50  ‐0.20  0.38409  0.15478  ‐0.11591  88.0  0.4968  0.1560  ‐0.00320  95.8 
  0.50  0.50  ‐0.30  0.31930  0.15988  ‐0.18070  79.0  0.4950  0.1618  ‐0.00498  95.2 
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  0.50  0.50  ‐0.40  0.25678  0.16230  ‐0.24322  66.4  0.4965  0.1652  ‐0.00347  95.0 
  0.50  0.50  ‐0.50  0.19901  0.16293  ‐0.30099  56.8  0.4984  0.1675  ‐0.00160  94.2 
¥Standard Error; §Coverage Probability 
ߚ = Treatment effect on longitudinal outcome; ߛ = Treatment effect on survival outcome; 	
ߙ = Association parameter between longitudinal and survival outcomes;  
Note: The values of ߚ (0.5) and ߛ (0.5) are fixed. However, the values of association parameter ߙ are ‐0.01, ‐0.1, ‐
0.2, ‐0.3, ‐0.4, and ‐0.5. 
 
Table 5.8: Comparison of the estimation of the treatment effect on longitudinal outcome (ߚሻ 
between separate mixed effects models and joint models (negative association) 
 
Sample 
size 
True parameter 
value 
Mixed effects model  Joint model 
n  ߚ  ߛ  ߙ  Mean 
Estimate 
ሺߚመሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
Mean 
Estimate 
ሺߚመሻ 
Mean 
SE¥ 
Bias  95% 
CP§ 
200  0.50  0.50  ‐0.01  0.5053  0.1593  0.00533  96.0  0.5053  0.1593  0.00531  96.0 
  0.50  0.50  ‐0.10  0.5079  0.1589  0.00792  96.2  0.5077  0.1589  0.00771  96.2 
  0.50  0.50  ‐0.20  0.5081  0.1585  0.00811  96.0  0.5080  0.1585  0.00801  96.0 
  0.50  0.50  ‐0.30  0.5099  0.1583  0.00990  96.2  0.5100  0.1582  0.01001  96.0 
  0.50  0.50  ‐0.40  0.5121  0.1582  0.01208  95.4  0.5123  0.1582  0.01231  95.4 
  0.50  0.50  ‐0.50  0.5097  0.1582  0.00966  96.8  0.5099  0.1582  0.00994  97.0 
400  0.50  0.50  ‐0.01  0.5032  0.1125  0.00325  95.6  0.5032  0.1125  0.00320  95.6 
  0.50  0.50  ‐0.10  0.5030  0.1122  0.00297  94.4  0.5027  0.1122  0.00266  94.4 
  0.50  0.50  ‐0.20  0.5075  0.1120  0.00750  94.5  0.5072  0.1119  0.00722  94.4 
  0.50  0.50  ‐0.30  0.5023  0.1118  0.00233  95.0  0.5022  0.1118  0.00223  95.0 
  0.50  0.50  ‐0.40  0.5035  0.1118  0.00345  96.4  0.5035  0.1117  0.00354  96.4 
  0.50  0.50  ‐0.50  0.5052  0.1117  0.00522  95.2  0.5054  0.1117  0.00536  95.0 
500  0.50  0.50  ‐0.01  0.5029  0.1006  0.00286  96.2  0.5028  0.1006  0.00280  96.2 
  0.50  0.50  ‐0.10  0.4991  0.1003  ‐0.00089  95.4  0.4988  0.1003  ‐0.00122  95.4 
  0.50  0.50  ‐0.20  0.5010  0.1001  0.00103  95.8  0.5008  0.1001  0.00076  95.8 
  0.50  0.50  ‐0.30  0.4994  0.1000  ‐0.00065  94.8  0.4993  0.1000  ‐0.00074  94.8 
  0.50  0.50  ‐0.40  0.5031  0.0999  0.00308  94.2  0.5032  0.1000  0.00319  94.4 
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  0.50  0.50  ‐0.50  0.4998  0.0999  ‐0.00020  96.0  0.5000  0.1000  ‐0.00001  96.2 
¥Standard Error; §Coverage Probability 
ߚ = Treatment effect on longitudinal outcome; ߛ = Treatment effect on survival outcome; 	
ߙ = Association parameter between longitudinal and survival outcomes;  
Note: The values of ߚ (0.5) and ߛ (0.5) are fixed. However, the values of association parameter ߙ are ‐0.01, ‐0.1, ‐
0.2, ‐0.3, ‐0.4, and ‐0.5. 
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CHAPTER 6 
DISCUSSION 
 
6.1 Introduction 
      In this thesis, I applied random effects joint models (Rizopoulos, 2012; Wulfsohn and Tsiatis, 
1997) to describe the longitudinal process and the survival process with competing risks failure 
time data. The longitudinal process was characterized by linear mixed (Laird and Ware, 1982) 
submodels, and the survival process was characterized by Cox proportional CSH (Cox, 1972) and 
proportional SDH (Fine and Gray, 1999) submodels. The dependency between the longitudinal 
and survival processes was considered using the underlying longitudinal value (Rizopoulos, 
2010; Sweeting and Thompson 2011). The proportional SDH model (Fine and Gray, 1999) is a 
semi‐parametric proportional regression model for the subdistribution hazard function (Li, 
Scheike, and Zhang, 2015). Thus, I used semi‐parametric proportional CSH and SDH submodels 
for joint modeling. The EM algorithm was used to estimate unknown parameters of the model 
(Dempster et al., 1977; Rizopoulos, 2012; Wulfsohn and Tsiatis, 1997).  
      Most studies in joint modeling of longitudinal and survival data consider a single survival 
outcome and an assumption of independent censoring (Sweeting and Thompson 2011; 
Williamson et al., 2008). Some literature extends the methodology to allow for competing risks 
survival data (Deslandes and Chevret, 2010; Elashoff et al., 2007, 2008; Hu et al., 2009; Li et al., 
2009; Williamson et al., 2008). However, most of them fitted only CSH submodels for 
competing risk events. Extension of the joint modeling approach to allow SDH submodel for 
competing risks has received limited attention to date. Only Deslandes and Chevret (2010) 
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considered SDH for competing risks submodels in their joint model. They applied the 
methodology in a study where the sequential organ failure assessment (SOFA) score and time 
of discharge and death for intensive care unit (ICU) patients were the longitudinal outcome and 
survival outcome, respectively. 
 
6.2 Objective 1: To compare the two joint modeling approaches based on (i) Cox cause‐specific 
hazards and (ii) subdistribution hazards via their application to real HIV/AIDS data. 
      Two time‐to‐event or survival outcomes cancer AIDS and non‐cancer AIDS were defined in 
our study. Similar to Shiels et al. (2008, 2010), when cancer AIDS was the main event of 
interest, then non‐cancer AIDS was the competing event and vice versa. Consequently, I 
considered Cox CSH and SDH competing risks submodels in the joint analyses. The first 
objective of this thesis was to compare results between the joint model with the CSH submodel 
and the joint model with the SDH submodel. For both cancer AIDS and non‐cancer AIDS events, 
results were numerically different in the two joint models. For a cancer AIDS event, estimates 
of the intercept were 19.54 (se = 0.25) and 16.78 (se = 0.23) in the longitudinal submodels using 
CSH and SDH, respectively (Table 4.9). Age at diagnosis and CD4+ counts were negatively 
associated in the longitudinal submodel of a CSH‐based joint model, while they were positively 
associated in the longitudinal submodel of an SDH‐based joint model. In the survival 
submodels, point estimates and the corresponding 95% confidence intervals of the hazards 
ratio of cancer for MSM were 4.52 [95% CI: 1.51, 13.52] and 4.76 [95% CI: 1.54, 14.72] in the 
CSH‐based joint model and the SDH‐based joint model, respectively.  
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      For a non‐cancer AIDS event, estimates (standard errors) of MSM effects on CD4+ counts 
were 1.10 (se = 0.15) and 1.18 (se = 0.11) in the longitudinal submodels using CSH and SDH, 
respectively (Table 4.10). However, in the survival submodels, results were similar but not 
identical in CSH‐based and SDH‐based joint models.  
      From a methodological point of view, I conclude that results can be different in the CSH‐
based and SDH‐based joint models. The magnitude of the differences in covariate parameter 
estimates could depend on the proportions of the competing risk events. The simulation study 
(Section 5.1) showed that the results could vary between CSH and SDH survival models 
depending on the proportions of the event of interest and the competing risk event. If we 
obtain different results in the CSH and SDH survival models, results can be different in their 
corresponding joint models as well. However, if results in CSH and SDH survival models are 
similar, the results between the CSH‐based joint model and the SDH‐based joint model may not 
be different. Therefore, in competing risks scenario, if results in the CSH and SDH survival 
models are different, I recommend joint modeling of longitudinal measurements using both 
CSH and SDH survival submodels. Then we can focus on the results in the model based on our 
objective or research question. For example, if our interest is to develop a clinical prediction 
model, we may consider results from the SDH‐based joint model. 
 
6.3 Objective 2: To examine the appropriateness of using cause‐specific hazards and 
subdistribution hazards models based on the simulation study. 
      In my study, the results varied between the Cox CSH and SDH approaches for cancer AIDS. 
The results were similar but not identical in the two approaches for non‐cancer AIDS. 
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Szychowski et al., 2010 reported that on some occasions, even though competing risk events 
are present but because of the fewer frequency, they have minimal impact on the SDH model 
parameter estimates. Berry, Ngo, Samelson, and Kiel (2010) indicated that if the percentage of 
individuals experiencing a competing risk is low, we may not get significantly different 
estimates in the CSH and SDH models. In my study, 22 (2.7%) individuals developed cancer‐
related AIDS, while 123 (15.0%) developed non‐cancer AIDS. Thus, in the SDH model for non‐
cancer AIDS, the proportion of the competing event (cancer AIDS) was very low. This could be 
the reason similar results were obtained in the CSH and SDH models for non‐cancer AIDS. I 
conducted a simulation study to verify the performance of the CSH and SDH techniques. For the 
simulation, I considered three scenarios using different cause‐specific baseline hazard functions 
that allowed variation in the number event and the competing event in the simulated data. 
Proportions of cancer AIDS and non‐cancer AIDS were higher in the simulated data compared 
to the real HIV data. The mean proportions of individuals with cancer AIDS, non‐cancer AIDS 
were 14.6%, 20.6%, respectively, in scenario 1; 15.8%, 25.0%, respectively, in scenario 2; and 
16.1%, 29.1%, respectively, in scenario 3 (Table 5.2). I performed CSH and SDH analyses using 
the simulated data. For both events, the results in SDH models were substantially different 
from the CSH models in all three scenarios. Thus, results from the simulation study suggest that 
proportions of both the event and competing event influence the results in the CSH and SDH 
models. If the proportion of the competing event is not much lower than the proportion of the 
event of interest, the SDH model will provide different results than the CSH model. 
      The SDH model may not be necessary when the proportion of the competing event is very 
low, and the proportion of the main event of interest is relatively high. The threshold of the 
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minimum frequency of competing risk depends on the research question (Szychowski et al., 
2010). However, we can evaluate this if we perform both the CSH and SDH analyses and 
compare the results (Szychowski et al., 2010). When analyzing the effects of clinical 
characteristics on competing risk events, Latouche et al. (2013) suggested using the Cox CSH 
and SDH models, presenting the results for all causes side by side. I also suggest routinely 
incorporating both CSH and SDH analyses in situations where competing risk events are 
common unless the proportions of the competing events are very low. 
 
6.4 Objective 3. To investigate how magnitudes of association parameter between the 
longitudinal marker and time‐to‐event outcome influence parameter estimates obtained by 
conducting separate Cox regression analysis and linear mixed effects modeling from the 
simulation study. 
      In this objective, I want to determine if magnitudes of the association parameter between 
longitudinal and survival outcomes influence the parameter estimate in separate Cox regression 
models and the linear mixed model. In this simulation study, I considered both negative and 
positive association between longitudinal and survival outcomes. Sweeting and Thompson 
(2011) used 0.20 as the modest correlation between the longitudinal and survival processes in 
their simulation study. In my simulation study, I considered several magnitudes of positive and 
negative association between the two processes. I performed 500 replications, each simulation 
with n = 200, 400, and 500 individuals. 
      In the simulation study, when there was no association between longitudinal and survival 
outcomes, the mean estimate of the treatment effect on survival outcome in separate Cox 
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model was close to the true value (ߛ = 0.50), i.e. the bias of the estimate was very minimal. This 
indicates that separate Cox regression model provides an unbiased estimate when there is no 
association between the two outcomes. However, when there was an association, the mean 
estimate of the treatment effect in separate Cox model was different from the true value. In 
other words, separate Cox model provided bias estimate. When the association parameter,	ߙ, 
was set to 0.20, the bias of the estimate was 0.08 for all sample sizes. When the association 
parameter was 0.30, the bias of the estimate was 0.10. The bias of the parameter estimates 
increased as the magnitude of the association parameter increased, meaning that there was a 
trend. Hence, I conclude that when there is an association between longitudinal and survival 
outcomes, separate Cox regression analysis provides bias estimate. The magnitude of the bias 
depends on the magnitude of the association parameter.  
      When I used negative association between longitudinal and survival outcomes, the bias of 
the estimate in separate Cox models was larger. Thus, in a study (e.g. HIV/AIDS), if longitudinal 
and survival outcomes are negatively associated, we can make serious error statistical inference 
from separate Cox regression analysis. Please note that in HIV/AIDS studies, CD4+ count and 
time‐to‐AIDS or death are negatively associated. The early evolution of joint models was also 
based on HIV/AIDS clinical studies (DeGruttola and Tu, 1994; Faucett and Thomas, 1996; 
LaValley and DeGruttola, 1996; Pawitan and Self, 1993; Taylor et al., 1994; Tsiatis et al., 1995; 
Wulfsohn and Tsiatis, 1997). 
      In the separate linear mixed model, mean estimates of the treatment effect on longitudinal 
outcome are almost equal to the true value (ߚ = 0.50) for all sample sizes and all association 
parameters. As I mentioned in Section 5.2.1, I simulated data based on the joint model where 
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the main interest is to estimate the treatment effect on the survival outcome while considering 
the impact of time‐dependent repeatedly measured outcomes on the survival outcome 
(Ibrahim et al., 2010; Rizopoulos, 2012). Thus, the setting of the joint model in my simulation 
study could be the reason for obtaining almost unbiased estimates in separate mixed models.  
 
6.5 Clinical significances: 
      In my study with the participants of lower CD4+ counts (≤ 500) at baseline, MSM had 
significantly higher hazards for cancer‐related AIDS. Several studies (Gingues and Gill, 2006; 
Orem, Otieno, and Remick, 2004) reported that the incidence of Kaposi’s Sarcoma (KS) and 
Non‐Hodgkin's Lymphoma (NHL) has been significantly decreased, and survival from these 
cancers has been improved for most patients with the initiation of Highly Active Antiretroviral 
Therapy (HAART). However, KS was frequently identified in MSM in a study from Southern 
Alberta by Gingues and Gill (2006). Suárez‐García et al. (2013) also observed the higher risk of 
KS among MSM in their recent study. MSM had higher hazards of NHL in another study 
reported by Bohlius et al. (2009). Thus, the results of my study were consistent with other study 
findings. In Canada, MSM represent about 50% of all the HIV‐infected people (Challacombe, 
2013). In my study, 481 (58.5%) participants were MSM. Therefore, my findings have 
consequences from a clinical perspective.  
      According to Gingues and Gill (2006), patients who do not come for HIV care after diagnosis 
and patients who do not receive antiretroviral therapy at the time of diagnosis are more likely 
to be diagnosed with AIDS‐defining cancers. Clifford et al. (2005) observed that the use of 
HAART might lower the risk of KS and NHL. Bonnet et al. (2006) reported that patients with 
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higher HIV RNA levels for a long time have a higher risk of NHL. In my study, the median log10 
HIV RNA level was significantly higher among MSM compared to the other group (4.8 vs. 4.4, 
respectively). Thus, higher HIV RNA levels could possibly make them more vulnerable to cancer‐
related AIDS. Since ARV treatment can keep the viral load at a low level, my results stress the 
importance of earlier ART initiation for the MSM risk group. 
 
6.6 Strength and weakness 
Strength: 
      Regarding data, my study data is from a large cohort consisting of three‐quarters of HIV‐
infected people in Ontario (Rourke et al., 2013). This cohort is a representative sample of the 
HIV‐infected population receiving HIV treatment in Ontario (Rourke et al., 2013). Follow‐up 
time was longer for those with a satisfactory number of CD4+ counts. 
      Regarding methodology, I applied joint modeling methodology, which has become popular 
in biomedical research especially in HIV/AIDS studies. I studied this methodology in competing 
risks scenarios and applied both cause‐specific hazards submodels and subdistribution hazards 
submodels. I performed simulation studies for competing risks models as well as for joint 
models. 
Weakness: 
      In terms of data, although I used data from a large HIV cohort, participants who voluntarily 
participated in this study could be different from rest of the HIV‐infected people in Ontario 
(Rourke et al., 2013). Hence the study may have recruitment bias (Rourke et al., 2013). Between 
the two time‐to‐event outcomes, the proportion of one outcome (cancer AIDS) was very low 
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(2.7%). Follow‐up data for antiretroviral therapies, as well as detailed information on ARV 
adherence, were not available. Hence, I could not incorporate that information into the model. 
      I used the JM package from R (Rizopoulos, 2010) to fit joint models. However, all options are 
not available in the current package. For example, since I used the Cox PH model as our survival 
submodel in the joint analyses, I was not able to provide Martingale and Cox –Snell residual 
plots for survival submodel diagnostics in joint modeling. This area of joint model diagnosis 
remains as future research. 
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CHAPTER 7 
CONCLUSION AND FUTURE RESEARCH 
 
7.1 Conclusion 
      In this study, MSM had significantly higher risk than the other risk group for cancer AIDS (KS 
or NHL). However, for non‐cancer AIDS, risks were not significantly different between MSM and 
the other risk group in the joint modeling analyses. Higher viral load at baseline could possibly 
make MSM vulnerable to cancer AIDS. Thus, my findings suggest earlier an ART initiation, as 
well as increased monitoring for the MSM HIV risk group, especially those with lower CD4+ 
counts at baseline (≤ 500). Regular HIV testing in individuals with HIV risk group is also vital, as 
untreated HIV infection represents a significant risk for cancer AIDS. Regular 
monitoring/screening for cancer is also important in individuals in the MSM HIV risk group. 
      In the competing risks scenario, depending on the proportion of the competing events, 
results could vary between the CSH and SDH survival models. Hence, if the results are different 
between CSH and SDH models, it is recommended to fit joint models with the CSH submodel as 
well as with the SDH submodel. We can then prefer results to the model according to our 
research question. 
      The bias in the estimate of the regression parameter in separate Cox regression analysis 
increases as the magnitude of the association between longitudinal and survival outcomes 
increases. Therefore, when longitudinal and survival outcomes are highly correlated, separate 
Cox regression analysis can provide serious error statistical inference about the regression 
parameters.  
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My main contributions in this thesis: 
      In this thesis, I applied joint modeling technique using subdistribution hazards in the 
HIV/AIDS study. I compared results between the two joint models using Cox cause‐specific 
hazards and subdistribution hazards. From this study, I identified that MSM have a higher risk 
for cancer‐related AIDS (KS or NHL) in spite of having higher CD4+ counts. 
      I simulated joint models using both positive and negative association between the 
longitudinal and survival outcomes considering a series of values for the association parameter. 
Through this study, I recommend decision strategies when a clinical study has competing risks 
in survival data with longitudinal repeated measurements. 
     
7.2 Future research 
      In this thesis, I studied joint analysis using longitudinal continuous (Gaussian) outcomes for 
the longitudinal submodel. However, in some clinical studies, we may have longitudinal binary 
outcomes. For example, in the study of respiratory illness, respiratory status (good or poor) can 
be collected longitudinally, and asthma or dropout before asthma can be recorded as time‐to‐
event outcomes. In the study of respiratory illness, dropout can be considered as a competing 
risk of asthma and, thus, joint modeling using both CSH and SDH survival submodels can be 
developed.  
      In this study, I considered single longitudinal outcomes (CD4+ counts) for the longitudinal 
submodel. The extension of this methodology is to use multiple longitudinal outcomes. In the 
study of patients with end‐stage heart failure awaiting cardiac transplantation, bilirubin, and 
glomerular filtration rates can be collected longitudinally. Death before transplant and 
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transplant can be recorded as time‐to‐event or competing risks outcomes (Kim et al., 2006). In 
the HIV/AIDS study, in addition to CD4+ counts, viral load is also collected longitudinally (Lim et 
al., 2013). In the aforementioned studies, both longitudinal outcomes can be associated with 
time‐to‐event outcomes. 
      N. Li, Elashoff, G. Li, and Tseng (2012) studied joint analysis with multiple longitudinal 
responses and multiple failures time‐to‐event data (competing risks). However, they have used 
CSH frailty submodels for competing risks. Therefore, jointly modeling of multivariate 
longitudinal data and competing risks data using both CSH and SDH survival submodels is a 
future research topic of interest. 
      Most of the joint models in literature have concentrated on the development of models 
(Henderson et al., 2000; Rizopoulos et al., 2010; Wulfsohn and Tsiatis, 1997). Limited literature 
can be found in the area of joint model diagnostics (Dobson and Henderson, 2003; Rizopoulos 
et al., 2010). Rizopoulos et al. (2010) proposed residuals‐plots based on multiple‐imputation for 
joint models diagnostics. However, their method is applicable for parametric survival submodel. 
Still, there is a lot of scope for research in the area of joint model diagnostics. 
      In objective 2 of this thesis, I simulated competing risks data based on CSH models. I would 
like to simulate competing risks data based on SDH model in future. 
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