The interpretation of medical images benefits from anatomical and physiological priors to optimize computer-aided diagnosis applications. Diagnosis also relies on the comprehensive analysis of multiple organs and quantitative measures of soft tissue. An automated method optimized for medical image data is presented for the simultaneous segmentation of four abdominal organs from 4D CT data using graph cuts. Contrast-enhanced CT scans were obtained at two phases: non-contrast and portal venous. Intrapatient data were spatially normalized by non-linear registration. Then 4D convolution using population training information of contrast-enhanced liver, spleen and kidneys was applied to multiphase data to initialize the 4D graph and adapt to patient-specific data. CT enhancement information and constraints on shape, from Parzen windows, and location, from a probabilistic atlas, were input into a new formulation of a 4D graph. Comparative results demonstrate the effects of appearance, enhancement, shape and location on organ segmentation. All four abdominal organs were segmented robustly and accurately with volume overlaps over 93.6% and average surface distances below 1.1 mm.
Introduction
In CT-based clinical abdominal diagnosis, radiologists rely on analyzing multiphase computed tomography (CT) data, as soft tissue enhancement can be an indicator of abnormality. Contrast-enhanced CT has proven exceptionally useful to improving diagnosis due to the ability to differentiate tumors from healthy tissue. For instance, the level of enhancement in the tumor is an important indication of malignancy and can be used to better classify abdominal abnormalities (Fritz et al., 2006; Voci et al., 2000) . This routine clinical acquisition protocol makes multiphase data (with/without contrast) readily available.
Diagnosis also relies on the comprehensive analysis of groups of organs and quantitative measures of soft tissue, as the volumes and shapes of organs can be indicators of disorders. When presented three-dimensional (3D) patient data, such as CT, radiologists typically analyze them organ-by-organ and slice-by-slice until the entire image data are covered. This allows detecting multi-diseases from multi-organs.
Computer-aided diagnosis (CAD) and medical image analysis traditionally focus on organ or disease-based applications. However there is a strong incentive to migrate toward the automated simultaneous segmentation and analysis of multiple organs for comprehensive diagnosis or pre-operative planning and guidance. Additionally, the interpretation of medical images should benefit from anatomical and physiological priors, such as shape and appearance; synergistic combinations of priors were seldom incorporated in the optimization of CAD.
CT-based abdominal organ segmentation
A variety of methods have been proposed for the segmentation of individual abdominal organs from CT images, in particular CT after contrast enhancement. The liver enjoyed special attention in recent literature (Delingette and Ayache, 2005; Heimann et al., 2009; Linguraru et al., 2010; Okada et al., 2008a; Soler et al., 2001; Song et al., 2009; Wimmer et al., 2009 ), kidneys were analyzed sporadically (Ali et al., 2007; Shim et al., 2009; Spiegel et al., 2009) , while the spleen (Danelson and Stitzel, 2008; Linguraru et al., 2010) and pancreas (Shimizu et al., 2010a) were segmented less frequently. Model driven approaches have been both popular and successful (Soler et al., 2001; Song et al., 2009) , including active and statistical shape models (Okada et al., 2008a; So and Chung, 2009; Wimmer et al., 2009 ) and atlas-based segmentation (Linguraru et al., 2010; Okada et al., 2008a; Shimizu et al., 2010a) . Level sets and geodesic active contours were frequently involved in these techniques (Heimann et al., 2009; Linguraru et al., 2010; Wimmer et al., 2009) . Occasionally, graph cuts were employed (Ali et al., 2007; Shim et al., 2009) .
Recently, the simultaneous segmentation of multiple abdominal organs has been addressed in publications (Linguraru and 1361-8415/$ -see front matter Published by Elsevier B.V. doi:10.1016/j.media.2012.02.001 Summers, 2008; Okada et al., 2008b; Park et al., 2003; Seifert et al., 2009; Shimizu et al., 2007 Shimizu et al., , 2010a . Most of these methods rely on some form of prior knowledge of the organs, for example probabilistic atlases (Park et al., 2003; Reyes et al., 2009; Shimizu et al., 2007) and statistical models (Okada et al., 2008b) , which are sensitive to initialization/registration. An initial segmentation is typically achieved and subsequently refined. The relation between organs and manual landmarks was used in Park et al. (2003) . An efficient optimization of level sets techniques for general multiclass segmentation was proposed in Bae and Tai (2009) , paving the way for the discrete optimization of graph cuts with nonsubmodular functions in El-Zehiry and Grady (2011) .
Notably, a hierarchical multi-organ statistical atlas was developed by Okada et al. (2008b) . The analysis was restricted to the liver area due to the large variations to be statistically modeled for inter-organ relationships. Also recently, Seifert et al. (2009) proposed a semantic navigation for fast multi-organ segmentation from CT data. The method estimated the organ location, orientation and size using automatically detected anatomical landmarks and machine learning techniques. Decision forests were additionally proposed in Montillo et al. (2011) to classify multiple organs from CT volumes. The method achieved high prediction accuracy and was fast, but its segmentation overlap was low. Another interesting concept was presented in Zhan et al. (2008) for the scheduling problem of multi-organ segmentation to maximize the performance of CAD systems designed to analyze the whole human body.
In addition, multiphase contrast-enhanced CT data were employed in abdominal multi-organ analysis (Hu et al., 2004; Linguraru and Summers, 2008; Sadananthan et al., 2010) . In Hu et al. (2004) , the segmentation was based on independent component analysis in a variational Bayesian mixture, while in Sakashita et al. (2007) , expectation-maximization and principal component analysis were combined. A 4D convolution was proposed in Linguraru and Summers (2008) constrained by a training model of abdominal soft tissue enhancement. These intensity-based methods are hampered by the high variability of abdominal intensity and texture.
Graph cuts
Graph cuts (Boykov and Jolly, 2001 ) have become popular for image segmentation due to their ability to handle highly textured data via a numerically robust global optimization. The segmentation uses hard constraints from user defined areas of ''object'' and ''background'' and additional soft constraints from boundaries and region information. The value of the method was immediate for medical data (the segmentation of bone from CT and kidney from magnetic resonance imaging -MRI) and video sequences (2D + time; Boykov and Jolly, 2001) . Graph cuts were also used to track objects from occluding scenes in Khan and Shah (2009) .
To reduce the sensitivity to initialization, global geodesics were computed via graph cuts (Boykov and Kolmogorov, 2003) and used to segment the liver, lung and heart. This method imposed length/ area constraints for object boundaries and relied on consistent edge weights to obtain geometric properties. While introducing the theoretical advantages of graph cuts, there was no validation of medical data segmentation provided in Boykov and Jolly (2001) and Boykov and Kolmogorov (2003) .
Combining the length/area concept with the computation of flux, the geometric interpretation can be seen as a shape prior in the construction of the graph (Kolmogorov and Boykov, 2005; Vu and Manjunath, 2008) . Multiple objects can be consecutively segmented (Vu and Manjunath, 2008 ). The shape model was implemented as a density estimation for shape priors initially proposed for level sets in Cremers et al. (2006) , but a symmetric shape distance can be biased if the initialization is poor. A multiregion segmentation via graph-cuts was recently proposed by Delong and Boykov (2009) with separate appearance models for each region. Their approach uses distance priors between regions, but no explicit shape priors, and was not quantitatively validated.
The introduction of shape into graph cuts has been an area of active research. Compact shape priors were used in Das et al. (2008) , but medical data often involve complex shapes. A star shape descriptor was introduced in Veksler (2008) , but only shapes complying with a generic star shape were extracted. Shape priors were embedded into the weights on the edges in the graph by using a level-set formulation in Freedman and Zhang (2005) , but this interactive method was robust only to small shape variations. Finally, a kernel principle component analysis was used to learn a statistical model of relevant shapes in Malcolm et al. (2007) in a Bayesian formulation to perform segmentation via graph cuts in four natural images.
All the above graph cut techniques suffer from the manual initialization of the segmentation.
Graph cuts for biomedical data
Following the theoretical advances of graph cuts techniques, several medical image analysis applications have been proposed. The validation of these applications is generally more thorough.
An automated graph cut technique was used in García-Lorenzo et al. (2009) to segment multiple sclerosis lesions from MRI of the brain using an expectation maximization initialization. Statistical models of intensity and spatial distribution from MRI data were registered and used to construct a graph for the segmentation of the hippocampus in van der Lijn et al. (2008) and Lötjönen et al. (2010) . An interesting example of using graph-cuts to solve non-rigid registration for brain MRI was presented in So and Chung (2009) . In general, registration methods are more robust on brain MRI data than the abdomen, which has higher shape and appearance variability.
Brain tumors were automatically segmented from MRI using integrated probabilistic boosting trees into graph cuts to handle intra-patient intensity heterogeneity (Wels et al., 2008) . Graph cuts were also used to refine the manual segmentation of breast tumors from MRI data (Zheng et al., 2007) . The skull was accurately removed from MRI images in Sadananthan et al. (2010) using intensity thresholding for initialization. Then foot bones were segmented interactively from CT in Liu et al. (2008) . Using an acquisition protocol for plaque reconstruction, carotid plaques were segmented semi-automatically from ultrasound images in Seabra et al. (2009) .
In Ali et al. (2007) , Ben Ayed et al. (2009), Chen and Shapiro (2008) , and Lin et al. (2005) model-based information was included for the segmentation of heart, spleen and kidneys. The models were aligned using markers in Ali et al. (2007) and Lin et al. (2005) , manual placements in axial slices in Chen and Shapiro (2008) and intra-model constraints given in the first frame of the cardiac cycle in Ben Ayed et al. (2009) . Shape priors were employed in Bauer et al. (2010) and Esneault et al. (2010) to reconstruct the liver vasculature and lung airways; the cuts in the graph were constrained by a tubular filter. Probabilistic shape-based energies for graph-cuts were combined with image intensity in a non-parametric iterative model in Freiman et al. (2010) for the segmentation of the kidneys. Also, in Shimizu et al. (2010b) , shape priors and neighboring constraints were incorporated using signed distances from boundaries to segment the liver.
In other types of biomedical applications, a multi-level automated graph-cut algorithm was used in Al-Kofahi et al. (2009) to segment cell nuclei; the seed points were detected by a Laplacian-of-Gaussian filter in a method designed for histopathology data. A graph cuts optimization was presented in Deleus and van Hulle (2009) for the parcellation of the brain from functional MRI. In Gramfort et al. (2010) , a data-driven graph approach was implemented to estimate the variability of neural responses on magnetoencephalography or electroencephalography data. Finally, a study of the effect of weights and topology on the construction of graphs can be found in Grady and Jolly (2008) .
Motivation and approach
Abdominal multi-organ segmentation remains a challenging task because the sizes, shapes and locations of the organs vary significantly in different subjects. Moreover, these organs have similar appearance in CT images, even in contrast-enhanced data, and are in close proximity to each other.
An advantage when handling medical data is the available prior information regarding organ location, shape and appearance. Although highly variable between patients and in the presence of disease, abdominal organs satisfy basic rules of anatomy and physiology. Hence, the incorporation of statistical models into algorithms for medical data analysis greatly benefits the segmentation of abdominal images. For example, the enhancement of soft tissue in CT images is not only a marker of disease, but also an indicator of tissue or organ type, as contrast agent intake is tissue specific. As presented in the previous sections, certain levels of model-based information have been included in abdominal segmentation and to a reduced extent into graph cuts. They generally suffer from manual initialization and do not address multi-organ segmentation.
An integrated statistical model for medical data is introduced in this paper and incorporated into a graph-based approach. We propose a new formulation of a 4D directional graph to automatically segment abdominal organs, at this stage the liver, spleen and left and right kidneys using graph cuts. The statistical priors comprise location probabilities that are intrinsic to medical data, an enhancement constraint characteristic to the clinical protocols using abdominal CT and an unbiased asymmetric shape measure. The method is optimized globally and starts with training (entire patient population) 4D intensity data to automatically initialize the graph, then migrating to patient specific information for better specificity. Comparative results at different stages of the algorithm show the effects of appearance, shape and location on the accuracy of organ segmentation.
Methods and materials

Data
A schematic of the segmentation algorithm is illustrated in Fig. 1 Twenty-eight random abdominal CT studies with or without contrast enhancement from healthy subjects were used to create statistical models. Data were collected at high resolution (1 mm slice thickness) with in-slice resolution from 0.54 mm to 0.91 mm. The liver, spleen and left and right kidneys were manually segmented by two research fellows supervised by a board-certified radiologist (one segmentation for each organ). The tip of the xiphoid process (an ossified cartilaginous extension below the sternal notch) was marked manually in these data and used in the location, appearance and shape models.
For testing the algorithm, 20 random abdominal CT studies (normal and abnormal) were obtained with two temporal acquisitions (40 CT scans). The first image was obtained at non-contrast phase (NCP) and a second at portal venous phase (PVP) using fixed delays. Image resolution ranged from 0.62 to 0.82 mm in the axial view. Ten images were of low resolution (5 mm slice thickness) and were used for training and testing the algorithm using a leave-one-out strategy. Ten images were of high resolutions (1 mm slice thickness) and used only for testing. The liver, spleen and left and right kidneys were manually segmented (by two research fellows supervised by a board-certified radiologist) in the 20 CT cases using the PVP CT volumes to provide a reference standard for testing the method.
Model initialization
The statistical models of location and appearance were built from the 28 CT cases described in the previous section (10 NCP and 18 PVP cases). The 28 CT data were further used to build shape constraints via a Parzen window distribution, as explained in the construction of the 4D graph.
A probabilistic atlas (PA) was constructed for each organ: liver, spleen, left kidney and right kidney (Reyes et al., 2009) . Organ locations were normalized to an anatomical landmark (xiphoid process) to preserve spatial relationships and model organs in the anatomical space. A random image set was used as reference and the remaining images registered to it. The registration was performed for each organ separately. Structural variability, including the size of organs, was conserved by a size-preserving affine registration adapted from Studholme et al. (1999) . The location bias was minimized by the normalization by the tip of the xiphoid process. The PA was constructed independently from the segmentation algorithm.
Appearance statistics were computed from the training data (the 28 cases used in the model). Histograms of the segmented organs (objects) and background at NCP and PVP were computed and modeled as sums of Gaussians, as in Fig. 2. 
Preprocessing
Although training and testing images were acquired during the same session and intrapatient, there was small, but noticeable abdominal interphase motion, especially associated with breathing. The preprocessing follows our work in Linguraru and Summers (2008) .
Data were smoothed using anisotropic diffusion (Perona and Malik, 1990) . NCP data were registered to the PVP images. The demons non-linear registration algorithm was employed (Thirion, 1998) , as the limited range of motion ensures partial overlaps between organs over multiple phases. The deformation field F of image I to match image J was governed by the optical flow equation
4D Convolution
From smoothed training data of multiphase CT, the min and max intensities of organs were estimated: min i,t = l i,t À 3r i,t and max i.-t = l i,t + 3r i,t , where i = 1,. . . , 3 for liver, spleen and kidneys, l p,t and r p,t represent the mean and standard deviation, and t = 1,2 for NCP and PVP. As in Linguraru and Summers (2008) , a 4D array K(x, y, z, t) = I t (x, y, z) was created from multiphase data. A convolution with a 4D filter f labeled only regions for which all voxels in the convolution kernel satisfied the intensity constraints Lðx; y; zÞ ¼ ðK f Þðx; y; z; tÞ ¼ 
L represents the labeled image and l j the labels (j = 1,. . ., 4 for liver, spleen, left kidney and right kidney). The labeled organs in L appear eroded as a result of the 4D convolution. In our method, L provided seeds for objects (I o ) in the 4D graph and was used to estimate the patient-specific histograms. The eroded inverted L provided the background (I b ) seeds and the related histograms. To report the segmentation results by 4D convolution (see Section 3), L was dilated to compensate for the undersegmentation of organs.
4D Graph
Graph cuts (GC) were chosen for the inherent capability to provide a globally optimal solution for segmentation (Boykov and Jolly, 2001 ). Let A = (A 1 , A 2 , . . . , A p , . . .) be a vector that defines the Fig. 3 . Every voxel is connected to both O i (sources) and B (sink) via t-links and to its neighbors via n-links (which can be directional). Source and sink are terminologies used in Boykov and Jolly (2001) . The costs of the connections determine the segmentation and weak links are good candidates for the cut. Typical graph cuts perform data labeling (t-links) via log-likelihoods based solely on 2D or 3D interactive histogram fitting. They penalize neighborhood discontinuities (nlinks) through likelihoods from the image contrast/gradients (Boykov and Jolly, 2001) .
We first extend the formulation to analyze 4D data and then incorporate penalties from the contrast enhancement of CT soft tissue, Parzen shape windows and location from a priori probabilities. While location knowledge is incorporated in the labeling of objects, shape information penalizes boundaries not resembling the references. The energy E to minimize can be written generically as
with i = 1,. . ., 4 for liver, spleen, left kidney and right kidney. The subparts of this costs function are described below.
T-links
In this application, E data is a regional term that computes penalties based on 4D histograms of O and B. The probabilities P of a voxel to belong to O or B are computed from patient specific histograms of NCP and PVP data, as described in the previous section. 
Due to the different enhancement patterns of abdominal organs, the peaks in the organs' histograms in Fig. 2 are distinguishable between liver/spleen (high peaks in Fig. 2a and b) and kidneys (low peaks in Fig. 2a and b) . However, the image intensity used in E data is insufficient to separate the liver from the spleen, and the left and right kidneys. Therefore, we fitted the same intensity and enhancement models to the liver and spleen and similarly, we analyzed the intensities of the kidneys together. However, the probabilistic atlas used in E location allows separating the liver and spleen and the two kidneys. Location constraints from the normalized probabilistic atlas (PA) can be seen as
PA p represents the probability of p to belong to O. PA p was obtained by registering PA to the test images by a sequence of coarse-to-fine affine registrations. In the current version of the algorithm, the xiphoid process is not detected in the test cases and the registration of the atlas to a test case is based on image intensity. The individual energies or costs of the t-links of p to the graph terminals can be written as below, where the enhancement is used as a penalty term. 
2.5.2. N-links E boundary assigns penalties for 4D heterogeneity between two voxels p and q with q 2 N p a small neighborhood of p and dist(p, q) the Euclidean distance between p and q. Shape constraints were introduced using Parzen shape (PS) windows (Parzen, 1962) estimated from the reference organ shapes from the 28 CT data used for modeling. First, the result of the 4D convolution (L) was used to align the shape references using scaling, rotation and the location of the centroids. An asymmetric normalized dissimilarity measure D (Eq. (16)) between two shapes (s i and s j ) was used to avoid the bias introduced by L, which is an approximation of the shape of the object/organ s. H is the Heaviside step function, s refers to the binary segmentation of an organ and x to the integration over the image domain. Table 1 Statistics (mean ± STD) for the liver, spleen, left kidney and right kidney segmentation results from data of low resolution (5 mm slice thickness). Columns present the Dice coefficient (DC), volume estimation error (VER), root mean square (RMSE) error and average surface distance (ASD). 4D C represents the convolution, GCI is GC based solely on image intensity (including 4D appearance and enhancement) and 4D GCSL includes shape and location constraints. Italicized cells mark the organs where a significant improvement (p < 0.05) was obtained between consecutive steps of the segmentation algorithm, as indicated by numbers from 1 to 4 in the table. The metric used to test the significance of results was DC.
ORGAN DC (%) VER (%) RMS (mm) ASD (mm)
1. 4D C (training data) LKidney 88.7 ± 3.7 10.9 ± 8.9 2.3 ± 0.4 1.1 ± 0.3 RKidney 89.6 ± 3.4 13.6 ± 6.8 2.1 ± 0.5 1.1 ± 0.3 Spleen 79.9 ± 10.1 14.9 ± 16.9 4.5 ± 1.9 2.7 ± 1.7 Liver 89.1 ± 3.7 7.3 ± 4.6 6.7 ± 1.5 3.4 ± 1.0 2. 4D GCI (patient data) LKidney 92.6 ± 2.4 5.4 ± 6.9 1.8 ± 1.2 0.8 ± 0.6 RKidney 92.8 ± 1.9 5.6 ± 5.8 1.8 ± 0.8 0.8 ± 0.4 Spleen 89.6 ± 2.7 11.4 ± 6.9 3.0 ± 1.4 1.5 ± 0.9 Liver 94.0 ± 1.2 6.2 ± 2.8 4.4 ± 2.0 1.8 ± 0.7 3. 4D GCSL (patient data) LKidney 91.9 ± 3.0 6.7 ± 5.2 1.8 ± 0.8 0.8 ± 0.3 RKidney 93.2 ± 1.5 5.5 ± 4.5 1.8 ± 0.8 0.8 ± 0.4 Spleen 91.8 ± 1.5 6.6 ± 5.7 2.1 ± 0.9 1.0 ± 0.5 Liver 95.6 ± 0.6 2.4 ± 1.1 3.0 ± 1.3 1.1 ± 0.4 4. 4D GCSL (training data) LKidney 90.8 ± 2.7 12.8 ± 7.1 2.6 ± 1.1 1.2 ± 0.6 RKidney 92.6 ± 1.6 9.2 ± 4.3 2.0 ± 0.7 0.9 ± 0.3 Spleen 91.9 ± 1.5 6.4 ± 5.0 1.9 ± 0.6 0.9 ± 0.4 Liver 95.5 ± 0.7 2.1 ± 1.6 3.0 ± 1.3 1.2 ± 0.5 Table 2 The effects of image resolution (low versus high) and number of CT phases (single versus multiple) on the accuracy of segmentation (mean ± STD) for the liver, spleen, left kidney and right kidney. Columns present the Dice coefficient (DC), volume estimation error (VER), root mean square (RMSE) error and average surface distance (ASD). GPM refers to the use of a general Parzen model in the computation of the shape energy. Italicized cells mark the organs where a significant change (p < 0.05) was noted between results on data of low and high resolution, results on multiphase versus singlephase data, and results using a patient specific shape model versus GPM. The metric used to test the significance of results was DC.
4D GCSL (low res -multiphase) LKidney 91.9 ± 3.0 6.7 ± 5.2 1.8 ± 0.8 0.8 ± 0.3 RKidney 93.2 ± 1.5 5.5 ± 4.5 1.8 ± 0.8 0.8 ± 0.4 Spleen 91.8 ± 1.5 6.6 ± 5.7 2.1 ± 0.9 1.0 ± 0.5 Liver 95.6 ± 0.6 2.4 ± 1.1 3.0 ± 1.3 1.1 ± 0.4 4D GCSL (high res -multiphase) LKidney 94.0 ± 1.0 4.6 ± 3.5 1.2 ± 0.2 0.8 ± 0.2 RKidney 93.9 ± 0.8 4.7 ± 3.6 1.3 ± 0.2 0.9 ± 0.1 Spleen 93.6 ± 1.8 5.0 ± 3.7 1.5 ± 1.2 0.9 ± 0.6 Liver 96.4 ± 0.7 2.6 ± 1.2 2.8 ± 1.3 1.1 ± 0.6 4D GCSL (low res -singlephase) LKidney 91.8 ± 3.0 6.8 ± 6.1 1.8 ± 1.0 0.8 ± 0.4 RKidney 92.9 ± 1.6 6.2 ± 4.6 2.0 ± 1.0 0.9 ± 0.5 Spleen 90.9 ± 1.9 7.4 ± 5.9 2.5 ± 1.1 1.1 ± 0.6 Liver 94.8 ± 0.9 2.9 ± 1.6 3.3 ± 1.7 1.2 ± 0.5 4D GCSL(GPM -low res -multiphase) LKidney 91.9 ± 3.1 8.7 ± 5.1 2.0 ± 1.2 0.9 ± 0.7 RKidney 93.1 ± 1.5 9.2 ± 4.3 1.8 ± 0.8 0.8 ± 0.4 Spleen 91.7 ± 1.6 6.7 ± 5.8 2.0 ± 1.0 1.0 ± 0.6 Liver 95.6 ± 0.6 2.4 ± 1.1 3.0 ± 
The directionality of the n-link in (18) penalizes transitions from lower to higher shape probabilities to encourage cuts where there is a strong prior shape resemblance. The shape energy becomes
Parameters k, l and d are constants and weigh the contribution from object/background, and the directionality of the graph at boundaries/shape, respectively (all set to value 0.5 for equal contributions).
To address the NP-hard problem for the segmentation of more than two labels via graph cuts, we adopted the a-expansion move proposed in . The algorithm breaks the multi-label cut into a sequence of binary source-sink cuts. With each expansion, a given label takes space from the other labels. Moves are allowed only if there is a decrease in energy. The segmentation is thus reduced to a binary optimization problem. For additional details, please consult http://www.csd.uoc.gr/~komod/ICCV07_tuto-rial/.
Analysis
We compared results obtained after the 4D convolution to those achieved using intensity-based 4D GC (without shape and location constraints) and after including shape and location correction. We computed the Dice coefficient (symmetric volume overlap), volume error (volume difference over the volume of the reference), root mean square error and average surface distance from comparison with the manual segmentations. Non-parametric statistical tests (Mann-Whitney U test) were performed to assess the significance of segmentation improvement at different steps of the algorithm using the overlap measure at 95% confidence interval.
The influence of patient specific (from the patient CT) versus population (training data) statistics on the accuracy of organ segmentation was analyzed. We also investigated the role of image resolution in the quality of results.
General Parzen model
To generate shape models via Parzen windows, as described above, requires repeating a spatial normalization (by location, orientation and scale) up to the number of reference shapes (in our application equal to 28). For computational reasons, we created a general Parzen model (GPM), which can be adapted to the analyzed data though a single spatial normalization. The creation of GPM follows the method described in Eq. (12), but instead of requiring L as normalizing reference, it uses a random reference shape from the set of 28. For consistency, we employed the same case used in the creation of PA. The GPM is created off-line and aligned to L by a single space normalization, as in Fig. 4 . Results with and without GPM were compared.
For additional computational optimization, a multiscale multithreading approach was implemented.
Results
Quantitative results from applying our method to the segmentation of liver, spleen and kidneys are shown in Table 1 at different stages of the algorithm. The use of 4D intensity-based graph-cuts improved the results significantly over those of the 4D convolution for all organs (p < 0.05 for all). Employing shape and location information brought a further significant improvement for the segmentation of the spleen and liver (p < 0.05 for both). Significantly better segmentations by using patient specific data over training data were noted for both kidneys (p < 0.03 for both). Comparative results in Table 2 illustrate the effects of image resolution, use of multiphase data and GPM on the accuracy of segmentations. At low spatial resolution (5 mm slice thickness) overlaps were superior to 91.8% and ASD less than 1.1 mm for all organs. A significant improvement was obtained for the segmentation of left and right kidneys and spleen (p < 0.05 for all) when data of high resolution were involved (1 mm slice thickness), leading to overlaps over 93.6% and ASD under 1.1 mm for the four abdominal organs. Only the segmentation of the liver benefitted significantly from the use of multiphase data (p < 0.04) when compared to using only singlephase images at PVP enhancement. There was no significant difference between the segmentations obtained employing a patient specific shape model and results using GPM. Fig. 5 presents a typical example of liver, spleen and kidneys segmentation from axial projections of the 3D CT. A 3D rendering is shown in Fig. 6 along with the errors between manual and automated segmentations. Finally, Fig. 7 illustrates comparative results at different stages of the algorithm. (4D GCI) ; (e and f) were obtained using the full method (4D GSL) with training data; (g and h) are results from 4D GSL using patient specific information. Rectangles emphasize areas of differences around the organs. See Table 1 for quantitative results. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Discussion
Livers, spleens and kidneys were segmented from multiphase clinical data following the typical acquisition protocol of abdominal CT images. Training data from a patient population were used to automatically initialize the graph by an adaptive 4D convolution. Then patient specific image characteristics were estimated for improved specificity and input into the 4D directional graph. This was particularly helpful for the segmentation of kidneys. While there were partial overlaps between the object and background distributions (especially at NCP), the combination of multiphase data ensured a better separation.
The cuts in the 4D graph were based on globally minimizing an energy that included enhancement, location and shape constraints. The enhancement information allowed improving regional bias within tissues, thereby better modeling its physiological properties. The location probabilistic priors, intrinsic to medical data, and shape information from the asymmetric computation of Parzen shape windows (to avoid shape bias) supplied additional constraints for the global optimization of the graph. A Parzen distribution was preferred as a non-parametric probability model that converges to the true density with increasing number of samples.
Using graph cuts based only on intensity information significantly improved the segmentation of all four abdominal organs over the 4D convolution. This was likely caused by the addition of the 4D boundary information in graphs. Nevertheless, the 4D convolution was a surprisingly robust initializer for the graph construction due to its use of multiphase information.
Moving from training to patient-specific statistics only improved the segmentation of kidneys, probably due to the prevalence of liver and spleen statistics in the object histogram. Optimizing the graph with shape and location constraints brought a significant improvement in the segmentation of spleen and liver, as kidneys, already well segmented at the previous step of the algorithm due to strong image contrast at edges from fast enhancement, vary less in shape. Results further suggested that the segmentation of the spleen and kidneys is influenced by the image resolution, unlike in the case of the liver, the largest abdominal organ in our application. The segmentation of spleen and kidneys was not sensitive to multiphase versus singlephase data, unlike the liver, probably due to the good quality of enhancement at PVP in the dataset.
The method avoided the inclusion of heart segments in the segmentation of liver, but had the tendency to underestimate organ volumes, in particular that of the spleen. Parts of the inferior vena cava may be erroneously segmented in the mid-cephalocaudal liver region, especially when contrast enhancement is low, and represented one of the sources of error in the liver segmentation (Fig. 6) . Partial volume effects, small interphase registration errors and the estimation of object and background distributions may have also contributed to the under segmentation.
On a typical dataset and without multiscale optimization, the processing time was on average 9 h 25 min. To reduce the computational costs of the segmentation method, a general Parzen model (GPM) was tested and results from GPM did not vary significantly from those obtained otherwise. However, employing GPM the computation was reduced to an average of 3 h; the registration of the multiphase CT scans accounted for 2 h 12 min of this time. After multiscale optimization the total computation time became 15 min on a quad core 2.67 GHz processor with 8 GB RAM.
A main advantage in using the shape energy in (19) is that most of the processing of the energy can be performed off-line prior to the segmentation, especially when GPM is used. The shape model is non-parametric and does not require the computation of signed distance functions, as in Shimizu et al. (2010b) , or overlaps, as in Freiman et al. (2010) . However, by using the directional capabilities of the graph in the weights of the n-links, the shape model includes simpler and intuitive information similar to the vector of the gradient used in Shimizu et al. (2010b) without the need to explicitly compute it. Finally, the multi-label segmentation was computed using a sequence of binary graph cuts . A different solution to segment multi-labels via a single graph cut was proposed in Delong and Boykov (2009) .
In the future, we will include more organs in the 4D graph for a holistic segmentation of abdominal data. Additionally, we will test the method on data with a variety of abdominal pathologies towards developing a segmentation technique robust to physiological and clinical variability.
Conclusion
A new formulation for a 4D graph-based method to segment abdominal organs from multiphase CT data was proposed. The method extends basic graph cuts by using: (1) temporal acquisitions at two phases and enhancement modeling; (2) shape priors from Parzen windows; and (3) location constraints from a probabilistic atlas. The automated technique was optimized to employ constraints typical to medical images and adapted to patient data. Livers, spleens and kidneys were robustly and accurately segmented from data of low and high resolution. This approach promises to support the processing of large medical data in a clinicallyoriented integrated analysis of the abdomen.
