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Definitions are proposed and the basic mathematical theory is developed for notions 
of ambiguity in the developmental systems of Lindenmayer. This preliminary work is 
confined to developmental systems without cellular interactions, the so-called 0L- 
systems. Two types of ambiguity, called surface and production ambiguity, are defined 
for OL-systems. It is shown that these two definitions, taken together, are equivalent 
to the usual definition of ambiguity for the well-known special case of context-free 
grammars. 
INTRODUCTION 
In this paper definitions are proposed and the basic mathematical theory is developed 
for notions of ambiguity in developmental systems. These systems were introduced 
in 1968 by Lindenmayer [7] as models for processes in growing filamentous organisms. 
The simplest ype of developmental system, to which this paper is restricted, is called 
a 0L-system. The zero refers to the fact that these systems do not take into account 
any passing of information between cells of an organism. Mathematically, 0L-systems 
take the form of parallel rewrite systems with rewrite rules of the same form as those 
for context-free grammars. That is, single symbols, regardless of context, are rewritten 
by a string of symbols. 
The mathematical motivation of this work is to gain a better understanding of the 
notion of derivation in parallel rewrite systems and a better understanding of the 
relationships between parallel rewrite systems and the conventional sequential rewrite 
systems. However, the original purpose of developmental systems has not been 
completely forgotten, and the definitions and results do receive brief biological 
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motivations. It  is hoped that a theoretical foundation for the notion of developmental 
ambiguity will be useful in the analysis of any proposed biological models. 
Two types of ambiguity, called surface and production ambiguity, are defined for 
0L-systems. Roughly speaking, a string in a 0L-system has surface ambiguity if there 
are two different sequences of strings which represent possible developmental histories 
for this string. A 0L-system has production ambiguity if there are strings x and y such 
that x directly derives y and there are at least two different sets of production rules 
to explain this derivation. It is shown that these two definitions, taken together, are 
equivalent o the usual definition of ambiguity for the well-known special case of 
context-free grammars. 
This paper contains all of the necessary definitions for 0L-systems and how they 
operate. However, the reader unfamiliar with this model should probably consult 
some of the earlier work on L-systems in order to get a better feeling for the subject. 
A good introduction to the subject can be found in Lindenmayer [7, 8], in Salomaa 
[14], and also in Herman and Rozenberg [4]. It is assumed that the reader is familiar 
with the elementary results and notation in the field of formal language theoryl 
Definitions of those terms used here without definition may be found in Salomaa [14] 
and also in Hopcroft and Ullman [5]. 
PRELIMINARIES 
In this section, the formal definitions for OL-systems are presented. 
DEFINITION 1. A OL-system is a triple G -~ (X, 8, a), where 2? is a finke set of 
symbols or cell states; 8 is a mapping, called the transition function, from 27 into the 
finite, nonempty, subsets of 27*; and a is a nonempty string over 2? called the axiom 
or start string. 
The mapping 8 is extended to 2?* in the usual way; that is, 3(aw) = 8(a) 3(w) for 
all a in 27 and all zo in 27*. By convention, 3(A) = {A}, where A denotes the empty 
string. If  w is a string in 27", let 8~ = {w} and 8n(w) = 8(8'~-I(w)). The language 
generated by G is the set L(G) = U~=o 8i(~). A language L is called a OL-language if
there is a 0L-system G such that L = L(G). 
EXAMPLE 2. Consider the 0L-system G = ({a, b, c}, 8, c), where 8(a) = {a}, 
3(6) = {ab}, and 8(c) ~ {abbc}. Now 
SO(c) = {c), 
s l (c)  = {abbc), 
82(c) = {aabababbc}, 
33(c) = {aaabaabaabababbc), 
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So 
L(G)  = {anb(an- lb) 2 (a'~-2b) 2. . .  (ab) 2 bc I n ~ 1} u {c}. 
Clearly, G is a very simple OL-system, and yet the language it generates is not 
context-free. Thus the OL-languages are not the same class as the context-free 
languages. 
Now the notion of derivation is slightly more complicated for OL-systems than for 
context-free grammars. 
DEFINITION 3. Let x and y be elements of Z'* and let G = (27, 8, (r) be a 0L-system. 
A derivat ion,  D,  in G of x from y is an ordered pair (T, p), where 
(i) T is an ordered sequence {w~}i~ 0 of words in 27* such that w 0 = y, wn = x, 
and wi+l is in 8(z0i) for all 0 ~ i < n. T is called the trace of the derivation and 
corresponds to the surface history of the development from y to x. 
(ii) p i s  a function from {(i, j )  { 0 ~<i<n,  1 ~<j~lw i{} in to27•  such 
that if wi = ala2 "'" am,  then wr 1 = ulu 2 ... um , where 
(a) a~is in l fo r  1 ~ l~m,  
(b) p( i , j )  = (a~, uj) for 1 ~ j  ~ m, 
(c) u~- is in 8(as) for 1 ~<j ~< m, 
p gives the internal or production history for the trace T. (1 w i [ denotes the length of 
wi .) I f  D = ({w/}i'~ 0 ,p)  is a derivation, then the length of D is n. I f  G is understood 
and y is the axiom, we simply say that D is a derivation of x. 
This definition is a notational variant of that found in Herman and Rozenberg [4]. 
Notice that two derivations D1 = (Tx, Px) and D 2 = (T2, P2) are distinct if and only 
if P1 ~ P2. 
Intuitively, a derivation in a 0L-system is simply a sequence of strings together with 
a set of rules for transforming a given string in the sequence into its successor. The 
production function, p, or set of rules, is necessary as well as the sequence of strings 
since all the symbols in a string are rewritten at the same time. There may be several 
sets of rules which can transform one string into another. Thus the exact set of rules 
used must be indicated if the derivation is to be fully specified. Now if an element x
of L(G) has two distinct derivations D1 = (Tx, Pl) and D 2 = (T2, p~), there are two 
possibilities: either T a @ T 2 or T 1 = T 2 . These two possibilities form the basis for 
our definitions of two types of ambiguity for 0L-systems. 
Before going on to define ambiguity, we will present a sort of normal form theorem 
for 0L-system derivations. It  says that for every derivation there exists a shortest 
or least redundant version of this derivation. 
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DEFINITION 4. Let G be a 0L-system, let x and y be elements of L(G), and let 
D = ({wi}~=o, P) be a derivation of x from y. D is called cycle-free if w~ =# wk for all 
O~j<k<~n.  
LEMMA 5. Let G be a OL-system and let x and y be elements of L(G). I f  D is a 
derivation of x from y and D is not cycle-free, then there exists a derivation D' in G of x 
from y such that the length of D' is less than the length of D. 
Clearly, if a derivation D has a cycle, we can shorten D by removing or short- 
circuiting the cycle. In fact, we can continue removing cycles from a derivation 
until we get a cycle-free derivation. Thus we have the following normal form result. 
LEMMA 6. Let G be a OL-system and let x and y be elements of L(G). I f  there is any 
derivation in G of x from y, then there is a cycle-free derivation of x from y. 
SURFACE AMBIGUITY 
Suppose there is a word x in L(G) which has two cycle-free derivations with distinct 
traces. Clearly, this should be a necessary condition for some kind of ambiguity. In  
fact, surface ambiguity for 0L-systems will be defined so that this is a necessary but 
not sufficient condition for surface ambiguity. 
First, notice that there is a more subtle type of cyclic behavior which occurs in 
derivations and which can be identified by means of the following equivalence relation. 
DEFINITION 7. Given a 0L-system G, define an equivalence relation, mod G, 
onL(G) by x ~ y mod G if and only i fy  is in 3n(x) and x is in 3m(y) for some non- 
negative integers n and m. (Recall that 3n(x) denotes the set of strings derivable from 
x in exactly n steps.) The equivalence class of x rood G, denoted [x], is the set of all 
elements of L(G) which are equivalent o x mod G. L(G) mod G denotes the set of 
all these equivalence classes. 
Surface ambiguity is defined using the rood G equivalence relation. 
DEFINITION 8. Let G be a 0L-system. G is said to have surface ambiguity if there 
exist three elements, xI , x~, x a in L(G) which are pairwise nonequivalent mod G and 
are such that x 3 is in both 8(xl) and 3(x2). 
Biologically, a set of strings which are equivalent rood G represent cyclic changes 
in an organism which is in one specific stage of development. For example, mature 
organisms frequently change physical appearance and condition with the seasons. 
Thus a system with surface ambiguity represents an organism that can reach some 
specific stage of development from at least two distinct stages of development. 
The proof of the next theorem requires one additional bit of notation for handling 
derivations. 
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DEFINITION 9. Let D 1 and D 2 be derivations such that the last word in the trace 
of D x is equal to the first word in the trace of D 2 . The expression D1 9 D 2 denotes 
the derivation formed by D 1 followed by D~. 
THEOREM 10. Let G be a OL-system. I f  G has surface ambiguity, then there exists 
some lement x in L(G) which has two cycle-free derivations with distinct races. 
Proof. Since G has surface ambiguity, there exist three elements x 1 , x~, x 3 in L(G) 
which are pairwise nonequivalent rood G and are such that x 3 is in both 3(xl) and 8(x~). 
We will show that x 3 has two cycle-free derivations with distinct races. Since Xl and 
x 2 are elements of L(G), there are derivations of Xl and x2 in G and, hence, cycle-free 
derivations of x I and x~ in G. Let D x r162 l"In~ : t t  i .~i=0 ' P l )  be a cycle-free derivation of x l 
and D2 : tttSwi2~n2si=o, P2) be a cycle-free derivation of x 2 . Let D 3 : ({x 1 , xz}, Pa) and 
D 3' = ({x~, xz}, P2') be one-step derivations of x 3 from x 1 and x~, respectively. Note 
that D 3 and D s' exist since x 3 is in both 3(xl) and 3(x2). Now, let 
= = . [S w 5~n2+1 ./~ t~ D4 D1 " D3 : kl.(fwi4~nl+lji=o ' /"t/~ ] and D s D2 Ds' = tt i si=0 , k'4 s- 
Suppose D 4 is not cycle-free. We will derive a contradiction. Now D~ is cycle-free. 
4 However, Thus there must be some 0 ~ j < n 1 + 1 such that w~. 4 = x 3 = wn~+l. 
wl 4 : wi t for all 0 ~< i < nl + 1. So xl ~ x3 mod G, since x 3 is in 3(x1) and x 1 is in 
3na-J(x3). But this is a contradiction because x a and x 3 are nonequivalent mod G. 
Thus D 4 is cycle-free. By symmetry, D5 is also cycle-free. Clearly, D 4 and D 5 have 
distinct races, since x 1 :A x2 9 | 
EXAMPLE l I. Let G = ({a}, 3, a) be a 0L-system where 3(a) = {A, a, aZ}. Now 
the word a 4 in L(G) has at least one cycle-free derivation with trace {a, a S, a 4} and at 
least one cycle-free derivation with trace {a, a 2, a 3, a4}. So a 4 has at least two distinct 
cycle-free derivations with distinct races. However, this does not mean that G has 
surface ambiguity, since a2~ a 3 mod G. In fact, there are only two equivalence 
classes in L(G) rood G, [A] and [a]. Thus G cannot have surface ambiguity. So even 
if there is some word x in L(G) with two cycle-free derivations with distinct races, G 
still may not have surface ambiguity. 
The fact that the converse of Theorem 10 does not hold may seem strange, especially 
to those familiar with formal language theory. Some might feel that any "natural" 
definition of surface ambiguity would result in both Theorem 10 and its converse 
being true. However, Definition 8 is "natural" because it conveys more information 
about he structure of the language generated by a 0L-system than formulations which 
would make both Theorem 10 and its converse true. For instance, in the 0L-system G
of Example 11, any nonempty word in L(G) can be derived from any other nonempty 
word in L(G). So the fact that a 4 in L(G) has two cycle-free derivations with distinct 
traces is not very significant. Almost all words in L(G) have infinitely many cycle-free 
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derivations with distinct traces. The statement that best describes the derivational 
structure of L(G) is that L(G) mod G has only two equivalence classes, [A] and [a]. 
But this is exactly the observation that must be made in trying to decide whether or 
not G has surface ambiguity. 
DEFINITION 12. A 0L-system G = (27, 3, a) is called a propagating 0L-system if 
A is not in 3(a) for any a in Z'. 
I f  G is a propagating system, there is a simple sufficient condition for surface 
ambiguity. 
THEOREM 13. Let G be a propagating OL-system. I f  there exist three words x a , x z , x z 
in L(G) whose lengths are pairwise unequal and which are such that x a is in both 3(Xa) 
and 3(x2) , then G has surface ambiguity. 
Proof. First note that, for any strings x and y in a propagating system, if x is in 
3(y), then ] x [ ~ [y ]. So if x ~ y mod G, then [ x [ = [y [. Now x l ,  x2, and x 3 
are of unequal engths. So x 1 , x 2 , and x z are pairwise nonequivalent rood G. But x 3 
is in both 3(xl) and 3(x2). So G has surface ambiguity. ] 
PRODUCTION AMBIGUITY 
The second type of ambiguity to be defined for 0L-systems is precisely the type of 
ambiguity that makes it necessary to include a production function in the definition 
of derivation. 
DEFINITION 14. Let G be a 0L-system. G is said to have production ambiguity if
there exist two words x and y in L(G) such that y directly derives x in two different 
ways; that is, if there are two derivations D1 = (7"1, Pl) and D e = (7'2, pz) of x from 
y such that T 1 = T 2 = (y, x) and Pl =/= Pz. 
Biologically, a 0L-system with production ambiguity has two developmental 
mechanisms, both of which produce similar physical results. Production ambiguity 
has both a necessary and a sufficient condition with respect o derivations of elements 
in L( G). 
THEOREM 15. Let G be a OL-system. Then G has production ambiguity if and only if 
some word in L(G) has two distinct derivations with equal traces. 
Proof. First suppose that G has production ambiguity. We will show that there is 
a word in L(G) which has two distinct derivations with equal traces. Since G has 
production ambiguity, there are two words x and y in L(G) and two distinct one-step 
derivations Da and D 2 of x from y with identical traces. Let D 3 be any derivation of y 
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in G. Then  D 3 9 D x and D a 9 D 2 are two distinct derivations of x in G with identical 
traces. 
Now suppose that there is some word w in L(G) which has two dist inct derivations 
7.0 n , with identical traces. Let  D a = (( i}i=o Pz) and D 4 = ({wi}~= o Pa) be these two 
distinct derivations of w. Since D a and D 4 are distinct, we can find a least I ~ k < n 
such that pl(h, j)  =/= p2(k, j)  for some 1 ~ j ~< ] wk 1. 
Consider the two derivations D3'= ({w~, Wk+l} , Pa') and Da '= ({wk, wk+i} , P4') 
where p3' (O, j )=p3(h, j )  and p4' (O, j )=p4(h, j )  for all 1 ~ j~ I wk[. Clearly, 
P3' @ Pa' and D z' and D a" are distinct. Thus  G has product ion ambiguity. | 
There is an easily checked necessary condit ion for product ion ambiguity. 
THEOREM 16. Let G = (X, 3, ~) be a OL-system. I f  G has production ambiguity, 
then there exists an a in Z and two distinct strings u 1 and u 2 such that u 1 and u 2 are in 3(a) 
and u x is a proper prefix of us. 
Proof. I f  G has product ion ambiguity then there are two words x and y in L(G) 
and two distinct derivations D 1 = (7"1, px) and D 2 = (T  2 , P2) of x from y such that 
T1 = T2 = {y, x}. Now Pl 4: P2, since D 1 and D 2 are distinct. Let  Jo be the least j
such that 1 ~<j  ~ [Yl  and Pl(O,j) v~P~(0,j) .  Let  y = ala ~...al~ I and let 
Pl(O,j) = (as, us) and p2(0, j)  = (aj,  us' ) for all 1 ~<j  ~< [y I. Since Pl(O, jo) = 
(as o , uj 0) 4: (aj o , u~o) = p2(0, Jo), there exist two distinct strings ujo and u;o in 6(aso ). 
Thus  aso is the desired a, if it can be shown that one of Uso and u~o is a proper  prefix 
of the other. But u 1 " .  ul~ t = u 1 . . . .  ui~ I = x, and by definition o f jo  , u 1 ... u~.o_ ~= 
I r t r 
ul' "" uso_ 1 . Thus  uso . . .  Ulu I = u jo  . . ,  u lv  I . But usa ~ Ujo. Therefore, one of UJo and 
u;0 must be a proper  prefix of the other. I 
EXAMPLE 17. Let  G = ({a, b}, 3, b2a) be a 0L-system where 8(a) = {b2a, b 2} and 
~(b) = {b}. Now there are two distinct strings in 8(a) and one is a proper  prefix of the 
other. But we will show that G does not have product ion ambiguity and therefore 
that the converse of the preceding theorem is not true. 
Not ice that L(G) = {b2~a [ n >/ 1} ~3 {b ~ ] n >/2}.  I f  x and y are in L(G) and y 
directly derives x in more than one way, then y must  be in the set {b~a ] n ~ 1) since 
3(b) = (b). But if y = b2"a for some n ~ 1, then there are exactly two distinct one- 
step derivations in G starting with y:  one in which the a derives b2a; and one in which 
the a derives b 2. So these two derivations have distinct traces since one is a derivation 
of b2n+la from y and the other is a derivation of b 2n+1. Thus  y cannot derive any string 
in more than one way. So G cannot have product ion ambiguity. 
Before going on to examine the relationship between ambiguity in context-free 
languages and ambiguity in 0L-systems, we note an interesting result regarding 
ambiguity in a widely studied subclass of 0L-systems, the determinist ic 0L-systems. 
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DEFINITION 18. Let G = (27, 8, a) be a 0L-system. G is called a deterministic 
0L-system if, for every symbol a in 27, 8(a) contains exactly one element. 
DEFINITION 19. A 0L-system G is unambiguous if it has neither surface nor 
production ambiguity. 
THEOREM 20. I f  G is a deterministic OL-system then G is unambiguous. 
Proof. I f  G is a deterministic 0L-system, then by Theorem 16, G does not have 
production ambiguity. So it remains to show that G does not have surface ambiguity. 
Let G = (27, 3, a). First note that, since G is deterministic, 3(a) contains exactly 
one element for all a in 27. So 8(w) contains exactly one element for all w in 27*. Thus, 
for all x inL(G), there is some n such that x is the unique element in 8"(a). So i fy  and z 
are any two elements of L(G) then either there exists a nonnegative integer n such 
that y is in 8n(z) or else there exists a nonnegative integer m such that z is in Sin(y). 
Now let x 1 , x~, and x 3 be any three distinct words in L(G) such that x 3 is in 8(Xl) and 
in 8(xa). To complete the proof of Theorem 20, it will suffice to show x a , xz, and x 3 
are not pairwise nonequivalent mod G. By the above remarks either x 1 is in 8n(x2) 
for some n or else x 2 is in 8n'(xl) for some m. Say x x is in 3~(x~). In this case .u i8 also 
in 3'*-a(x,), since x 3 is in 8(x2). But, by assumption x~ is in 3(xa). So xl ~ x3 rood G. 
I f  x 2 is in 8"(xl) then a similar argument shows that x 2 ~- xa rood G. In either case, 
x 1 , x2, and x, are not pairwise nonequivalent. |
RELATIONSHIP TO CONTExT-FREE GRAMMARS 
The two definitions of ambiguity for 0L-systems can be related to the definition 
o f  ambiguity for context-free grammars by examining the relationships between 
derivations in context-free grammars and derivations in 0L-systems. First, derivation 
trees will be defined for 0L-systems and a special 0L-system will be associated with 
each context-free grammar. A comparison between sets of derivation trees for context- 
free grammars and corresponding sets of trees for the special 0L-systems yields the 
basic result. 
Derivation trees for 0L-systems with one-symbol axioms can be defined in a way 
similar to that for context-free grammars. 
DEFINITION 21. Let G = (Z, 3, a) be a 0L-system such that I a [ = 1. A labeled 
tree, t, is a derivation tree for G if: 
(i) all nodes in t have labels in 27 u {A}; 
(ii) all root-to-leaf paths in t are of equal length; 
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(iii) if a node n with label A has direct descendents n x , n2 ,..., nk in t in order 
from the left, with labels A 1 , A2 ..... Ak,  respectively, then A1A 2 ".. Ak is in 3(A). I f  
k :/: 1, then for all 1 ~< i ~< h, Ai if- A. 
I f  G=(Z,  3, a) is a 0L-system and [a l  =m> 1, then we have derivation 
forests rather than derivation trees. A derivation forest is an ordered set of trees 
(t, ,..., t,,), where ti would be the derivation tree tracing the descendents of the ith 
symbol in a. Notice that the definition of derivation tree for 0L-systems allows these 
trees to contain monadie branches (branches in which each node has at most one 
descendent) in which every node has label A. This may be somewhat counterintuitive 
since A is the empty word, but we allow it to ensure that all root-to-leaf paths in a 
0L derivation tree have the same length. This convention will make the following 
proofs simpler. Notice that for 0L-systems, derivation trees correspond to derivations. 
DEFINITION 22. If G is a context-free grammar, let T(G) denote the set of all 
derivation trees for G. If t is a tree in T(G), let fr(t), the frontier of t, be the 
concatenation of the leaves of t in order from the left to the right. I f  x is the frontier 
of t in T(G), then we say that t is a derivation tree of x in G. Let T(G), denote the set 
of all derivation trees of x in G. T(G), fr(t), and T(G)~ can be defined in a similar 
manner for a 0L-system G with a one-symbol axiom. 
DEFINITION 23. (1) Let t be a labeled tree. A trivial branch of t is a subtree 
t' of t, with at least two nodes, such that every interior node of t' has exactly one 
descendent and every node of t' has the same label. 
(2) Let t I and t 2 be two labeled trees, t 2 is prunably equivalent to t 1 if and only if t~ 
can be made identical to t a by pruning some trivial branches. (By pruning, we mean 
the removal of the branch from the parent tree leaving the root node of the branch 
as a leaf.) 
DEFINITION 24. A derivation ({w~}i~o, p) in a 0L-system is said to be trimmed if 
wn_a :~ wn or if n = 0. Notice that a tr immed derivation has no cycles of length one 
(or longer) at its end. 
The following definition associates a special 0L-system with every context-free 
grammar. 
DEFINITION 25. Let G be a context-free grammar. The canonical 0L-system for 
G is denoted GL and defined to be (27, 3, S), where 27 is the set of all symbols (terminals 
and nonterminals) of G, S is the start symbol of G, and 3 is defined as follows. For 
nonterminals A, 3(A) = {u [ A ~ u is a production of G}. For terminals a, 8(a) = {a}. 
Notice that L(GL) is a set of sentential forms of the context-free grammar G. 
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THEOREM 26. I f  G is a context-free grammar and x is a word in L(G), then 
(i) x is in r(Gz); 
(ii) there is a one-to-one correspondence b tween leftmost derivations of x in G and 
trimmed erivations of x in GL such that the tree representing a given leftmost derivation 
of x in G and the tree representing the corresponding trimmed erivation of x in G L are 
prunably equivalent. 
Proof. Since leftmost derivations in G can be uniquely represented by trees in 
T(G) and derivations in GL by trees in T(GL), it suffices to prove that there exists 
a function, h, from T(G) into T(GL) such that: 
(i) if t is in T(G) and fr(t) = x, then fr(h(t)) = x; 
(ii) h is one to one and the range of h is exactly the set of trees in T(GL)x 
corresponding to trimmed derivations when h is restricted to T(G)~ ; 
(iii) if t is in T(G)x, then t and h(t) are prunably equivalent. 
Let h be defined as follows. I f  t is in T(G) and m is the length of the longest root 
to leaf path in t, then h(t) is identical to t except that each leaf ni in t which is at 
distance m i < m from the root is replaced in h(t) by the trivial branch with the same 
label as n i and with length m -- m i for all 1 ~< i ~ I fr(t)]. (Notice that by Definition 
23, a trivial branch is completely specified by a label and a length.) The proof that h 
has properties (i), (ii), and (iii) is straightforward. |
Intuitively, Theorem 26 implies that the properties of context-free derivations 
should be special cases of properties of 0L derivations. The formal statement of this 
intuitive notion requires that the context-free grammar be in a normal form. Grammars 
in this normal form are called fully reduced. Every context-free grammar is equivalent 
to a fully reduced grammar. (See, for example, [5, Chap. 4].) 
DEFINITION 27. Let G be a context-free grammar. G is fully reduced if the following 
hold. 
(i) G has no erasing rules; that is, (a) there are no rules of the form A --~ A 
except possibly for the rule S ~ A, where S is the start symbol; (b) the start symbol 
does not occur on the right-hand side of any production. 
(ii) There are no productions of the form A -+ B, where A and B are non- 
terminals. 
(iii) Each nonterminal occurs in some derivation of a terminal string. 
Notice that, if G is fully reduced, then all trimmed derivations in G L are cycle-free. 
Thus we have the following. 
272 REEDY AND SAVITCH 
LEMMA 28. I f  G is a fully reduced context-free grammar, then all the equivalence 
classes in L(GL) mod G L are singleton sets. 
Proof. Let G --~ (No,  To,  Pc ,  S), where No,  To, Pc and S are the nonterminals, 
terminals, productions, and start symbol, respectively, and let GL -~ (No u Tc ,  3, S). 
Now if A is in L(GL), then [A] = {A}, since nothing can be derived from A except A 
itself. It is also clear that [S] = {S}, since G is fully reduced. Further, [x] = {x} for 
all strings of terminal symbols which are words in L(GL), since the terminal symbols 
of G can only derive themselves in GL 9 
So consider two distinct nonempty words x and y in L(GL) which are not strings 
of terminal symbols or S. Assume that x ~ y mod GL 9 We will derive a contradiction. 
Since neither x nor y is S and G is fully reduced, I u ] /> ] x [ and [ v [ ~ ] y [ for all n, 
all u in 3~(x) and all v in 3n(y). So [ x ] = [y ], since x --~ y mod GL. Therefore, for 
each nonterminal A of G in x, there exists a u in 3(A) such that ]u[  -~ 1 and A is 
rerewritten as u in the derivation from x to y. But G is fully reduced, so this u must 
be in Tc for all nonterminals A of G in x. So y must be in To*, and similarly, x must 
be in To*. But this is a contradiction since x and y were picked as not being in To*. 
Thus all the equivalence classes in L(Gz) mod G L are singleton sets. | 
The following theorem is the basic result of this section. 
THEOREM 29. Let G be a fully reduced context-free grammar. G is ambiguous i f  
and only i f  Gz has either surface or production ambiguity. 
Proof. Suppose G is ambiguous. Then there is a word x in L(G) which has two 
leftmost derivations. Hence by Theorem 26, x is inL(GL) and has two distinct rimmed 
der ivat ions ,  D 1 = (Ta, Pl) and D2 = (T~ ,P2), in L(GL), corresponding to the two 
leftmost derivations of x in G. Now since D 1 and D~ are distinct, either T 1 :/= T 2 or 
Pl @ P2. 
Suppose {wi)i~=o = T 1 ~ T 2 = {wi'},~ 0. We will show that G z has surface 
ambiguity. Now there is at least one 1 ~< k ~< min{n, m) such that wn_ ~ ~= win_ k . 
To see this, suppose that no such k exists. But then if n ~ m, T 1 = T~. So assume 
t n yam. I fn  <m,  then win_ n =w o ~Sand i fm<n,  then w~_~ =w 0 = S. But 
G is fully reduced, so S can only occur as the first string in the trace of a derivation. 
Thus at least one such k must exist. Let k 0 be the least such k. Now successive 
sentential forms in any derivation in G must be distinct since G is fully reduced, 
Therefore w~_,o+l = Z0m_ko+l is distinct from both w~_,o and w~_~0. By Lemma 28, 
distinct words in G L are nonequivalent mod G L if G is fully reduced. Thus these 
three words in L(GL) are pairwise nonequivalent mod GL, and w~_ko+l is in both 
3(Wn_~o ) and ~(wm_ko ). So G L has surface ambiguity. 
Suppose T 1 = T~. Then PI =/= P~, so by Theorem 15, G L must have production 
ambiguity. 
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Suppose now that G L has either surface or production ambiguity. We will show that 
G is ambiguous. Now if G L has surface ambiguity, then by Theorem 10, there is a 
word x in L(G) which has two cycle-free derivations with distinct traces. Hence x 
has two distinct trimmed derivations. If G L has production ambiguity, then there 
exist two words x and y in L(GL) such that y directly derives x in more than one way. 
Now x and y must be distinct since G is fully reduced and the terminal symbols of G 
can only derive themselves in G L . So using the construction of Theorem 15, we can 
find two distinct rimmed derivations of x in G z with identical traces. So, since GL has 
either surface or production ambiguity, there is a word x in L(GL) which has two 
distinct rimmed derivations. Since x is in L(GL) , x is a sentential form of G. I f  x is in 
L(G), then G is ambiguous ince trimmed derivations in G L correspond to leftmost 
derivations in G. I f  x is not in L(G), then there is some word w in 3re(x) for some 
positive integer m such that w is in L(G), since every nonterminal in G can derive a 
terminal string. Now we can find two distinct trimmed derivations of w in Gz by 
combining each trimmed derivation of x with a trimmed derivation of w from x. So, 
as before, G is ambiguous. | 
UNSOLVABILITY RESULTS 
Since the notions of ambiguity in 0L-systems and context-free grammars are so 
closely related, it is not surprising to find that ambiguity questions for both have 
similar unsolvability results. The following proofs depend upon a classic unsolvable 
problem, the Post correspondence problem and one of its variants. In both cases, an 
arbitrary instance of one of the Post-type problems is reduced to an ambiguity question 
for a 0L-system. 
DEFINITION 30. Let l ~ 1 be some integer and let A = {X l ,  x 2 .... , xt} and 
B = {Yl ,Y2 ..... yt} be two lists of nonempty strings over some finite alphabet 27. 
The Post correspondence problem (PCP) for lists A and B has a solution if and only if 
there exist an integer m ~ 1 and a sequence of integers i l ,  i 2 .... ,im such that 
XixXiz "'" Xi,, = YqYi2 "'" Yi~ 
and 1 ~< ij ~ I for all 1 ~< j ~< m. 
THEOREM 31. (Post [6]). There is no algorithm to decide, for arbitrary lists A and B, 
whether or not the Post correspondence problem for the lists A and B has a solution. 
The proof of Theorem 31 can be found in Hopcroft and Ullman [5] as well as in 
Post [6]. 
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THEOREM 32. The surface ambiguity question for  OL-systems is recursively unsolvable. 
Proof. It suffices to show that the Post correspondence problem (PCP) is reducible 
to the surface ambiguity problem for 0L-systems. Given two lists, A = {x t , Xz ..... x~} 
and B = {Yl , Y2 ..... Yl}, over a finite alphabet 27 for l ~ 1, construct he 0L-system 
Gas = (~' ,  3, a), where 2:' = {0., 0.1, O'2} k.) {1, 2,..., 1} k3 27 (we assume that 
{a, at ,  0.z, 1, 2,..., l} C3 27 is empty), and 
~(o') = {0.1, 0.2}, 
~(0.1) = {x/ok ] 1 -~ k ~ l} k.) {$kO1 k ] 1 ~ k ~< l}, 
8(a2) = {ykk [ 1 ~ k <~ l} ~3 {yko2k [ 1 ~ k <~ l}, 
3(a) = {a} for all a in 2:, 
8(j) = {j} for all j  in {1, 2 ..... l}. 
Notice that 0" 1 derives strings of the forms 
xqxi2 "'" xi, al i  ~ "'" i2i 1 and xqxi2 "" x,, i,,~ "" i~i t
for 1 ~ ij ~ l and 1 ~ j ~ m. Similarly, 0 2 derives strings of the forms 
y q y q "" y i, a2im "'" i2i I and y q y i 2 "'" y i , i,~ "'" i2il 
for 1 ~ i t ~ l and 1 ~ j ~ m. From these observations, it follows that the PCP for 
lists A and B has a solution if and only if GAB has surface ambiguity. A formal proof 
of this fact is fairly long and tedious but is routine. The details of this proof and the 
proof of Theorem 35 are similar. Since the proof of Theorem 35 is the more difficult 
of the two, we will give it in detail and will omit the remaining details of this proof. | 
In order to show that the production question is also recursively unsolvable, we 
need to introduce a variant of the Post correspondence problem. 
DEFINITION 33. Let l >/-1 be some integer and let A = {Xl, x 2 ..... xz} and 
B ---- {Yl, Yz ..... yt} be two lists of nonempty strings over some finite alphabet Z'. 
The two-way Post correspondence problem (TWPCP) for lists A and B has a solution 
if there exist an integer m >~ 1, a sequence of integers i I , i 2 ..... im, and two sequences 
ul , u2 ,..., Um and v 1 , v 2 ,..., v m such that: 
(i) 1 ~ ij ~ I for all l ~< j ~ m, 
(ii) ulu2 "" U~n = V lV  2 " '"  Vm , 
(iii) u i and vj are in {xij, Yi~} for 1 ~< j ~ m, 
(iv) there existsa 1 ~k  ~msuchthatuk  =xi  kandv  k=y ik .  
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The TWPCP for lists A and B has a nontrivial solution if it has a solution such that 
there is at least one 1 ~< k ~< m for which u~ @ vk. Thus trivial solutions are those 
which depend on the fact that xik = y~ for some 1 ~ k ~< m. Note that for a nontrivial 
solution, m must be greater than one. Clearly it is easy to check any given TWPCP 
for trivial solutions by inspecting the lists. 
THEOREM 34 (Greibach [1]). The two-way Post correspondence problem is recur- 
sively unsolvable. 
THEOREM 35. The production ambiguity question for OL-systems is recursively 
unsolvable. 
Proof. It suffices to show that the TWPCP is reducible to the production ambiguity 
question for 0L-systems. Given two lists A : {xl, x 2 ..... x~) and B = (Yl ,  Y2 ..... Yz} 
over a finite alphabet 2, construct the 0L-system G = (Z', 8, ~), where 27 ' :  
2: W {~} W {1, 2 ..... l} (we assume that {a, 1, 2 ..... l} c~ 27 is empty), and 
~(o) = {io j 1 < i < t} tv {i I 1 < i ~< l}, 
8(i) ={ i ,x~,y i}  for all i in {1, 2 ..... l}, 
8(a) = {a} for all a in Z. 
Let C = {1, 2 ..... l, x l ,  x~ .... , x , ,y l ,y2 , . . . , y t} .  Notice then that L(G) = C* u 
C* 9 {ia [ 1 ~ i ~ l}. We will show that the TWPCP for lists A and B has a nontrivial 
solution if and only if G has production ambiguity. 
Suppose that the TWPCP for lists A and B does have a nontrivial solution. Then 
there exist an integer m > 1, a sequence of integers i l ,  i 2 ..... i,n and sequences 
Ul, u2 ,..., um and v l ,  v~ ..... v,,, which satisfy conditions (i)-(iv) of Definition 33. 
Further, there is a 1 ~< k ~< m such that uk ~ vk. We must show that under these 
conditions, G has production ambiguity. Consider the two words w 1 = ili 2 ""i,, 
and wz = UlU2 " ' "  um = V lV2  " "  Vm inL(G) and the two derivations D 1 = ({wl, w2} ,Pl) 
and D~ = ({Wl , W2},pz), where pl(O,j) = (ij, uj) and p2(O,j) = (ij, vj) for all 
1 ~< j ~< m. From the definition of $, we know that D 1 and Dz are legal derivations of 
w 2 from w 1 in G. D 1 and D2 are distinct since pl(0, k) # p2(0, k). Thus G has 
production ambiguity. 
Now suppose G has production ambiguity. Thus there exist two words Wl and w 2 
in L(G) and two distinct derivations D 1 = ({w~, w2} ,Pl) and Dz = ({wl, w~}, P2) of 
w, from w 1 in G. We must show that, under these conditions, the TWPCP for lists 
A and B has a nontrivial solution. First we will show, in two steps, that we need only 
consider the case where w 1 is in{t ,  2,..., l}*. 
For step one we will show that we need only consider the case where w~ is in C*. So 
suppose w 1 is in C*{ia [ 1 <~ i .~ l}. The string w a is either in C* or C*{ia I 1 ~ i <~ l}. 
To simplify the notation, assume w, is in C*{ia ] 1 <~ i <~ l}; the proof is essentially 
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the same if w2 is in C*. Now w 1 ends in ~, w e ends in ia for some i, and w 1 derives w 2 . 
The  only way this can happen is if ~ derives icr. So, in both D 1 and D 2 , ~ derives ia; 
that is, Pl(0, ] wl ]) = pc(0, ] wl ]) = (a, ia). Let w x' be the string obtained from w 1 by 
deleting the final a and let w(  be the string obtained from w 2 by deleting the suffix ia. 
Then  wi' and we' are inL(G),  w 1' is in C*, and we can construct two distinct derivations 
of w e' from wa'. The two derivations of w(  from w 1' are D 1' = ({Wl', we'}, Pl ') and 
De' = ({Wl', we'}, Pe') where, for i = 1, 2, p~' is p~ restricted to the domain of all (0, j )  
such that 1 ~ j ~ [ w a' [. Now p~(0, ] W 1 ]) = P2(0,  ] W 2 ]) but pl  and P2 are distinct. 
So, pa(0,j)  @p~(O, j )  for some 1 ~ j  ~ l wx ] - -  1 = ]wx' ]. Sop( (0 , j )  = p~(0,j) 
P2(0, j )  = Pe'(0, j). So p (  and p(  are distinct. So D 1 and D~ are distinct and w x' is in C*. 
Next we show that we need only consider the case where w I is in {1, 2,...,/}*. 
Suppose then that w~ is in C* but not in {1, 2 , . , /}*  and recall that Dx and D 2 are two 
distinct derivations of w e from w~. In  this case w~ = ulu e "" um for some ui in C. Let 
w'~ = a~az "'" am,  where a i = u i is ui is in {1, 2 ..... l} and ai = k if ui is in {x~, y~}. 
Since w 1 is in L(G) ,  we can choose the ul so that w~' will also be in L(G) .  It remains to 
te tt  tv 
construct wo distinct one-step derivations of w e from wt .  Let D 1 = ({w~, we}, Pt) 
t!  tt  Iv and D~ = ({w~, we} , Pe), where, for i = 1, 2, Pi is defined as follows. 
~(a s ,us)  if aj ~u j ,  
pT(0,j) = ip~(0,1u~[ + lu2[  + ' "+ lu l l )  if a s =u s, 
for 1 ~ j ~ m. Now Pl(0, k) =/= P2(0, k) for some 1 ~ k ~ ] w I [. Th is  implies that 
the kth symbol of I wal is in {1, 2 ..... l} since 8(b) = {b} for all b in 27. Thus  the kth 
symbol in w I is uk' for some 1 ~k '  ~m and ue. =ak , .  Thereforep~(0,  k') = 
pl(0, k) @ pc(0, k) = p~(0, k'). Hence D~ and D~ are distinct. So we can assume that 
w 1 is in {1, 2 ..... /}*. 
Suppose w 1 = i l i  ~ "" i,,~, where 1 ~ ij ~ I for all 1 ~ j ~ m. Notice that m > 1. 
Using the two derivations D1 and De, we will show that the TWPCP for lists A and B 
has a nontrivial solution. Consider the integer m, the sequence i x , i 2 ,..., i~,, and the 
sequences sx, s e ,..., s,,~ and t 1 , t 2 ,..., tm, where 
if v~ is in {xi j  , Y i j},  
sj = IVSn if v j=n=i , ,  
and p l (O , j )  = (i~, vj); and 
tj = tv /  if v s' is in {xi~,yi~}, 
tx~ if vj' =n  = i j ,  
and pe(0, j )  =( i j , v / )  for all 1 ~<j~<m.  Now sis 2 ' ' ' s  m =t i t  2 ' ' ' t~  since 
VlV 2 "" v~ = v l 'v  2' " -  v m' ~- w 2 . Further, there is a 1 ~ k ~ m such that (ik, vk) = 
pl(0, k) =~ pe(0, k) = (ik, vff). So vk v ~ vff. Therefore m, i l ,  i 2 ..... i~,, and sx, s2 ..... s~ 
and t 1 , t 2 ,..., t m form a nontrivial solution to the TWPCPfor  lists A and B. II 
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Using Theorems 32 and 35 and some known results, it is not too difficult to show 
that both the surface and production ambiguity problems for 0L-systems are in the 
Turing degree of unsolvability O'. This is also the degree of the ambuguity problem 
for context-free grammars. The interested reader is referred to Reedy [9] for the 
details of the proofs. 
ONE LETTER SYSTEMS 
Even though the ambiguity problems are in general undecidable, 0L-systems and 
languages over one letter can be characterized with respect to both surface and 
production ambiguity. These results can also be extended to special types of general 
0L-systems. However, in contrast to context-free languages over one letter, most 
0L-languages over one letter are ambiguous in some way. 
There are two theorems by Rozenberg and Doucet which characterize the types of 
sets which are 0L-languages over one letter. 
THEOREM 36 (Rozenberg and Doucet [11]). A finite language L C a* is a OL- 
language if and only i f  it is in one of the three forms: 
(i) {A, an}, 
(ii) {A, a, a 2 ..... an}, 
(iii) {an}, 
for some n <~ 1. 
THEOREM 37 (Rozenberg and Doucet [11]). An infinite language L C_ a* such that 
A is in L, is a OL-language if  and only if there exist positive integers n, x I , x 2 ..... xt for 
some l >~ 1 such that 
L = {a j I J = klXl 4- k2x2 4- "'" 4- h~Xl fo r  some nonnegative ki} k) {an}. 
The type of 0L-language described in Theorem 37 has a very small set of equivalence 
classes in L(G) mod G. 
DEFINITION 38. Let G = ({a}, 3, a) be a 0L-system such that L(G) is infinite and 
8(a) ={A,a  ~1, .... a ~} for some integers x~>x~_ 1> '"  >x  1>0 and l>/  1. I f  
the length of the axiom, a, is of the form klx I + k2x 2 + "" 4- h~x~ for some non- 
negative integers ki , then a is said to be dependent. If the length of a is not of this form, 
then a is said to be independent. Notice that the independence or dependence of the 
axiom is not defined if L(G) is not infinite or ~(a) is not of the form {A, a xl ..... axe}. 
Also notice that a is independent if and only if [a] = {a}. 
The proofs of Theorems 39 and 40 are very straightforward. 
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THEOREM 39. Let G = ({a}, 8, ~) be a OL-system such that L(G) is infinite and 
3(a) = {A, a ~, a~L..., a ~} for some integers x~ > xl_l > "'" > xl >0  and I ~ 1. 
I f  cr is dependent, then there are exactly two equivalence classes, [A] and [or], in 
L(G) mod G. 
THEOREM 40. Let G = ({a}, 3, a) be a OL-system such that L(G) is infinite and 
3(a) = (A, a ~l, a ~, .... a ~} for some integers xt > Xl_l ~ "'" > xl >0  and I ~ 1. 
I f  cr is independent, then there are exactly three equivalence classes, [A], [a], and [aXl], 
in L( G) mod G. 
When modeling real organisms with 0L-systems, one might wish to blur distinctions 
between different ypes of cells in order to study overall growth patterns. The previous 
theorems uggest hat as models for real organisms, 0L-systems over one letter have 
serious shortcomings. Suppose G = ({a}, 8, ~) is a 0L-system which is proposed as a 
model of an organism and 3(a) = {A, a ~ .... , a ~} for some integers xl :> xz-1 ~ "'" > 
x I > 0 and 1 ~ 1. If ~ is dependent, hen the model G implies that the organism has 
only two stages of development; either it is alive, or it is dead. If r is independent, 
then the model implies that the organism has only three stages of development; it is 
newborn, it is growing, or it is dead. These theorems also have implications with 
respect o surface ambiguity. 
(i) 
(ii) 
(iii) 
for some 
Proof. 
THEOREM 41. Let G = ({a}, 8, a) be a OL-system such that 8(a) contains at least 
two elements. G has surface ambiguity i f  and only if one of the following sets of conditions 
holds. 
G is a propagating OL-system, 
L(G) is finite and L(G) :/: {A, a}, 
L(G) is infinite, 3(a) = {A, a x,, axe ..... a x,} 
integers xz ~ xz_l ~ "'" > xl > 0 and l ~ 1, and cr is independent. 
First, suppose that G satisfies one of the sets of conditions (i), (ii), or (iii). 
We will show that in any of these three cases, G has surface ambiguity. 
Case 1. Suppose that G is a propagating system. Since 3(a) contains at least two 
elements and G is a propagating system, 3(a) must contain a v and a ~ for some 
0 < y <~ x. Let ~ = a n for some n > 0. First, suppose that y = 1. Consider the 
three words w 1 = a ~x, w 2 = a (nx-1)x+l, and w z = a n~2 in L(G). Now Wl, w2, and w 3 
have unequal lengths and so are pairwise nonequivalent mod G, since G is propagating. 
Also, w 3 is in both 3(wl) and 3(w2) since nx2= (nx)x and nx2= (nx -  1)x + x. 
Thus, G has surface ambiguity. 
Now suppose that y > 1. Consider the three words w 1' = a '~u, w~' = a ~,  and 
w 3' = a ~*v in L(G). Again, Wa', w~', and w 3' have unequal engths, since x > y, and 
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so are pairwise nonequivalent mod G. Clearly, w 3' is in both 3(w1' ) and ~(wz' ). So G 
has surface ambiguity. 
Case 2. Suppose that L(G) is finite but L(G) ~ {A, a}. In this case, 8(a) ---- {A, a} 
since if a * is in 3(a) for any x > 1, L(G) is infinite, and since 3(a) must contain at 
least two elements. Also, a = a s for some n > 1, since L(G) v~ {A, a}. Further, it is 
clear that since 3(a) = {A, a}, [ w' [ ~ [ w [ for all words w' in 3(w) and all words w in 
L(G). Thus words of nonequal length in L(G) are nonequivalent mod G. Consider the 
three words a, a, and A in L(G). These words are nonequivalent mod G since they 
have different lengths. Also A is in both 8(a) and 3(or). Therefore, G has surface 
ambiguity. 
Case 3. Suppose that L(G) is infinite, 3(a)~-{A,  a ~, a ~ " '  a ~z} and a is 
independent. Consider three distinct words A, a, and a ~ in L(G). By Theorem 40, 
we know that these three words are in distinct equivalence classes mod G. Since A is 
in both 8(a) and 3(a~0, G has surface ambiguity. 
So now suppose that G has surface ambiguity. We must show that G satisfies one 
of the sets of conditions (i), (ii), or (iii). Suppose G does not satisfy any of these sets of 
conditions. We will derive a contradiction. I f G does not satisfy condition (i), then G 
is not a propagating system. If G does not satisfy condition (ii), then either L(G) is 
infinite or L(G) = {A, a}. I f  G does not satisfy condition (iii), then either L(G) is 
finite, G is propagating, or L(G) is infinite and ~ is dependent. Thus, if G does not 
satisfy any of the conditions (i), (ii), or (iii), then either L(G) = {A, a} or L(G) is 
infinite and a is dependent. 
Case 1. Assume L(G) = {A, a}. But in this case, G cannot have surface ambiguity 
since there are at most only two equivalence classes in L(G) mod G: [A] and [a]. 
Case 2. Assume that L(G) is infinite and a is dependent. But by Theorem 39, 
there are exactly two equivalence classes in L(G)mod G: [A] and [a]. Therefore G 
cannot have surface ambiguity. | 
COROLLARY 42. Let G = ({a}, 3, a) be a OL-system such that 3(a) contains at least 
two elements. I f G has surface ambiguity, then G has production amtn'guity. 
Proof. I f  G has surface ambiguity, then it satisfies one of the conditions (i), (ii), 
or (iii) of Theorem 41. We will show that if G satisfies any one of these three conditions, 
then G has production ambiguity. 
Case 1. Suppose G satisfies condition (i); that is, suppose G is a propagating 
system. Since 3(a) contains at least two elements, 3(a) must contain a v and a ~ for some 
0 < y -< x. Let ~ ~ a m for some n > 0. Consider the two words w I = a ~ and 
w~ ~ a ~"~-l~+u in L(G). It will suffice to exhibit two distinct one-step derivations of 
a r from a ~.  This can be done as follows. For one derivation, have the leftmost 
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a derive aU and have all other a's derive a ~. For the other derivation, have the rightmost 
a derive a u and have all other a's derive a ~. Since x is greater than one, these two 
derivations are distinct. 
Case 2. Assume that G satisfies condition (ii); that is, assume L(G) is finite but 
L(G) vL {A, a}. As in the proof of Theorem 41, in this case 8(a) = {A, a} and a = a n 
for some n > 1. Consider the two words e and a in L(G). As in case (i), we can get 
two distinct one-step derivations of a from ~r. In one derivation the leftmost a derives a. 
In the other derivation the rightmost a derives a. All other a's in both derivations derive 
the empty string. So G has production ambiguity in this case also. 
Case 3. Assume that G satisfies condition (iii); that is, assume L(G) is infinite, 
3(a) = {A, a ~1 ..... a*'} for some x, > XI_  1 ) "'" ) X 1 ) 0 and l >~ 1, and the axiom, 
a, is independent. Since L(G) is infinite, xi > 1 for some 1 ~ i ~ l. Consider the two 
words a 2~i and a ~xr in L(G). The string a 3.* can be obtained from a ~*i by rewriting 
the three leftmost a's by a ~* and all other a's by the empty string. It can also be obtained 
by rewriting the three rightmost a's by a xl and all other a's by the empty string. Since 
2xi ~ 4, these are two distinct derivations of a 3~ from a 2~i. So G has surface ambiguity 
in this last case. | 
COROLLARY 43. Let G ~ ({a}, 3, a) be a OL-system such that L(G) is infinite and A 
is in 3(a). I f  a is dependent, hen G has production ambiguity but not surface ambiguity. 
Proof. In the proof of Theorem 41, we have shown that if u is dependent, hen G 
cannot have surface ambiguity. Also, we notice that the proof in Corollary 42 that 
class (iii) 0L-systems have production ambiguity does not depend on the independence 
of the axiom. | 
COROLLARY 44. Let G ~- ({a}, 8, a) be a OL-system such that 3(a) contains at least 
two elements. I f  L(G) =/= {A, a}, then G has production ambiguity. 
Proof. I fL (G)  is infinite, A is in 3(a), and a is dependent, hen the result follows 
from Corollary 43. The remaining eases follow from the combination of Theorem 41 
and Corollary 42. | 
The next result completely characterizes the unambiguous 0L-Ianguages over one 
letter. 
THEOREM 45. A OL-language over one letter is unambiguous if and only if  it is of 
one of the forms: 
(1) {aU'X"ln ~ O) for some x > 1 andy  >/ 1; 
(2) {a~},for some x ~ 1; 
(3) {A, a~}, for some x ~ 1. 
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Proof. It is easy to construct unambiguous grammars for each of the languages 
in question. It remains to show that, if G = ({a}, 3, a) is unambiguous, then L(G) is 
of one of the three forms listed. So assume G is unambiguous. We consider two cases. 
Case 1. 3(a) contains at least two elements: G does not have surface ambiguity. 
So, by Theorem 41, A is in 3(a). Also by Theorem 41, either L(G) is infinite and a is 
dependent or else L(G) = {A, a}. But G does not have production ambiguity either. 
So, by Corollary 43, a is not dependent. So L(G) = {A, a} and so is of form (3). 
Case 2. 3(a) contains exactly one element: Let x be such that 3(a) --{a~}. If  
x = 0, then L(G) is of form (3); if x = 1, then L(G) is of form (2); if x > 1, then 
L(G) is of form (1). I 
It is interesting to note that all the class (2) and (3) languages above are inherently 
unambiguous 0L-languages. Also, if a 0L-system generates a language in class (1), 
it is easy to decide whether or not that system has surface and/or production ambiguity. 
These facts, together with the following theorem, show that it is decidable for 0L- 
systems over one letter whether or not a given 0L-system has surface or production 
ambiguity. 
THEOREM 46. (Herman, Lee, van Leeuwen, and Rozenberg [3] and Salomaa [15]). 
The equivalence problem for OL-systems over one letter is decidable. 
COROLLARY 47. It is" decidable whether a OL-system over one letter has surface or 
production ambiguity. 
It is possible to extend some of the results of Theorem 41 and Corollary 44 to 
general 0L-systems. 
THEOREM 48. Let G = (X, 3, ~) be a propagating OL-system. I f  for some a in X, 
a occurs in some derivation and 3(a) n a* contains at least two elements, then G has both 
surface and production ambiguity. 
THEOREM 49. Let G : (Z, 3, a) be a OL-system. I f  for some a in z~, a occurs in some 
derivation, 3(a) n a* contains at least two elements, and 3(a) n a* :fi {A, a}, then G 
has production ambiguity. 
SUMMARY 
Two types of ambiguity, surface ambiguity and production ambiguity, have been 
defined for OL-systems. On the whole, the theory of these two types of ambiguity for 
OL-systems is quite similar to the theory of ambiguity for context-free grammars. 
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This should not be surprising since 0L-systems can be viewed as generalizations of
context-free languages. Also, the definitions of ambiguity in both of these rewrite 
systems imply that there exists a string which has two distinct parse trees. The 
converse of this implication is true for context-free grammars but not true for 0L- 
systems, since the definition of surface ambiguity equates those derivations which 
differ only by some type of cycle. However, when combined, the notions of surface 
and production ambiguity are equivalent to the usual notion of ambiguity for context- 
free grammars. 
Both ambiguity problems for 0L-systems are unsolvable, and both are in the same 
Turing degree of unsolvability as the ambiguity problem for context-free grammars. 
However, with respect o some of the languages that can be characterized with respect 
to ambiguity, the results of the theories for the two types of rewrite systems differ 
widely. Almost all of the 0L-languages over one letter are inherently ambiguous 
(that is, any 0L-system which generates them has either surface or production 
ambiguity) while the context-free languages over one letter are all unambiguous. 
Also, there is a small class of inherently unambiguous 0L-languages. But there is an 
ambiguous context-free grammar for every context-free language. 
Thus, while the theories of ambiguity for 0L-systems and context-free grammars 
appear to be similar, the 0L-languages appear to be much less well behaved with 
respect o ambiguity. 
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