Abstract. We describe relation between analysis on fractals and the theory of self-similar groups. In particular, we focus on the construction of the Laplacian on limit sets of such groups in several concrete examples, and in the general p.c.f. case. We pose a number of open questions.
Introduction
The aim of this survey is to show a new relation between two modern branches of fractal geometry: analysis on fractals and theory of self-similar groups. The reader can find background information, including detailed reference lists, in the books [Bar98, Kig01, Nek05, Str06] , and throughout our paper we will mention a number of related articles.
One of the aims of analysis in general is the construction of a natural Laplace operator, or Laplacian. There exists no strict, general definition of a Laplacian, but usually it is a local non-positive self-adjoint operator ∆ on L 2 (X , ν) which is related to an energy form E by the relation (1.1) E(f, f ) = − f ∆f dν for an appropriately defined domain of functions f , and is the generator of the heat semigroup P t = e ∆t . Having a Laplacian, one can consider the spectral problems, solutions to wave and heat equations, and many other objects and equations. If E is a Dirichlet form, which is defined in Subsection 4.1, then the Laplacian is the generator of a continuous diffusion process, and P t is its transition probability semigroup. If the underlaying set is compact and the measure is finite, then one often can expect some extra properties of the Laplacian, such as discrete spectrum and compactness of the resolvent. The general theory of self-adjoint operators and their semigroups and quadratic forms can be found in many books on functional analysis, mathematical physics, partial differential equations, and symmetric Markov processes, of which we mention [BH91, FŌT94, Lax02, RS80, Rud91] . Note that in some situations a Laplacian is defined as a non-negative operator, which corresponds to the absence of the minus sign in (1.1), but introduction of a minus sign in the definition of the semigroup P t of ∆.
Theory of self-similar groups developed as a part of geometric group theory in recent decades. It was discovered that many exotic groups (like groups of intermediate growth, non-elementary amenable groups, infinite finitely generated torsion groups, etc.) can be easily defined and studied using their self-similar action on a regular rooted tree (see [Gri80, GS83, Gri85, BGŠ03] ). The situation is quite analogous to fractal geometry, where historically first examples of fractals (like Sierpiński carpet, or Menger sponge) were exotic examples defined using their self-similar structure.
Recently a direct relation between self-similarity of groups and fractals via constructions of the iterated monodromy group and the limit space was discovered. These two constructions can be interpreted as mutually inverse functors between the properly defined categories of self-similar groups and expanding dynamical systems (and their Julia sets). See [Nek05, BGN03, Nek07c] and references therein for geometric aspects of the theory of self-similar groups.
For every contracting self-similar group G there is a naturally defined limit space J G together with an expanding branched self-covering s : J G −→ J G , see Definition 2.3. The group G does not act on its limit space, but rather describes adjacency of cells of a natural self-similarity on J G , and can be interpreted as a kind of infinitesimal object related to the limit space (see, for instance Theorems 3.2 and 3.3 in our paper).
On the other hand, a self-similar group, called iterated monodromy group is associated with every partial self-covering f : M 1 −→ M. As it was already mentioned, this construction is inverse to the construction of the limit space (under appropriate hyperbolicity conditions), which makes it possible to represent many well known fractals as limit spaces of contracting self-similar groups, thus endowing them with additional algebraic structure.
We hope that interaction between the theory of self-similar groups and analysis on fractals will be productive and useful for both branches of Mathematics. The following natural questions could be the first directions of research. Question 1. Is there a natural nontrivial Laplacian on the limit space J G of a contracting group G? A natural Laplacian has to inherit in some sense the self-similarity of the group and its limit space.
It would be very nice to have some unique (up to a constant multiple) selfsimilar Laplacian on J G , but maybe it will be more realistic to ask for a family of self-similar Laplacians on J G . In any case, the following question is natural.
Question 2. When is a self-similar Laplacian on J G unique up to a constant multiple?
Question 3. Do discrete Laplacians on the Schreier graphs Γ n of a contracting group (G, X) converge, in some natural sense and with appropriate normalization, to a nontrivial Laplacian on J G ? For the definition of the Schreier graphs Γ n , see Subsection 2.4.
At present these questions are far from being answered in general. However, we think that limit spaces of contracting self-similar groups and the associated matrix recursions is a natural setting to study Laplacians on self-similar spaces such as Julia sets of expanding maps.
In Section 5 we analyze several examples of limit spaces of contracting selfsimilar groups: the circle, Sierpiński gasket, Basilica and Pillow. We show how known and new techniques can be applied to construct Laplacians on them. More specifically, for each example we show how the "classical" Laplacian could be constructed using "analysis on fractals" techniques, and also how it can be constructed using matrix calculations based on the theory of self-similar groups.
Furthermore, we show that in a special class of strictly p.c.f. groups the limit space is a p.c.f. self-similar set, so that the Laplacian can be constructed using known techniques (see Subsection 4.3), and relate these techniques with the matrix recursions used in the theory of self-similar groups. We hope that algebraic tools of self-similar groups can be useful for analysis on fractals.
Our paper is organized as follows. In Section 2 we introduce self-similar groups and their limit spaces. In Section 3 give detailed descriptions of representations of self-similar groups and function spaces. In Section 4 we describe basic results on existence and uniqueness of Laplacians, Dirichlet forms and resistance forms on p.c.f. fractals. In Section 5 we give detailed descriptions of several examples of limit sets of self-similar groups where the Laplacian can be constructed by various methods. In Section 6 we give references related to analysis and probability on non p.c.f. fractals, including Sierpiński carpets.
2. Self-similar groups and their limit spaces 2.1. Trees and words. Let X be a finite set, called alphabet. The set of finite words over the alphabet X is denoted X * . The empty word is denoted ∅. The set X * has a natural structure of a rooted tree with the root ∅ in which a word v ∈ X * is connected by edges to the words of the form vx for x ∈ X. The set of infinite words X ω = {x 1 x 2 . . . : x i ∈ X} is identified with the boundary of the tree X * . Namely, we introduce a topology on the set X * X ω by the basis of open sets vX * ∪ vX ω , where vX * and vX ω are the sets of (finite and infinite) words starting with a fixed word v ∈ X * . With respect to this topology X ω is homeomorphic to the direct infinite power of the discrete set X, hence is homeomorphic to the Cantor set, and X * is a dense countable subset of X * X ω . We will also consider the set X −ω = {. . . x 2 x 1 : x i ∈ X} of left-infinite words. A natural topology on X * X −ω is given by a basis of open sets consisting of the sets of the form X * v X −ω v, where X * v and X −ω v are the sets of words ending by a given finite word v.
An automorphism of the rooted tree X * is a permutation of X * preserving adjacency of the vertices and fixing the root ∅ (actually, every automorphism of the tree X * fixes the root, since it is the only vertex of degree |X|, all the other vertices have degree |X| + 1). Every automorphism of X * preserves the levels, i.e., the sets X n of words of a given length n.
A group acting on X * by automorphisms is said to be level-transitive if it acts transitively on the levels.
For more on rooted trees and their automorphisms see [Sid98, GNS00] .
2.2. Self-similar groups. Here we review the basic definitions from theory of self-similar groups. For more see the papers [BGN03, Nek05] .
Definition 2.1. A self-similar group (G, X) is a group G acting by automorphisms on the rooted tree X * such that for every g ∈ G and every x ∈ X there exist h ∈ G and y ∈ X such that g(xw) = yh(w)
for all w ∈ X * .
Note that in conditions of the definition we have y = g(x). Applying Definition 2.1 several times we see that if (G, X) is a self-similar group, then for every finite word v ∈ X * there exists h ∈ G such that
for all w ∈ X * . We will denote h = g| v and call it section (or restriction) of g at v. It is easy to see that sections have the following properties:
Example 1. One the most classical examples of a self-similar group is the adding machine action of the infinite cyclic group Z. It is generated by one automorphism a of the binary tree X * = {0, 1} * , which is defined recursively by the rule a(0w) = 1w, a(1w) = 0a(w)
for all w ∈ X * . The transformation a (also called the binary adding machine) describes adding 1 to a binary integer. More explicitly, a(x 1 x 2 . . . x n ) = y 1 y 2 . . . y n if and only if (x 1 + x 2 2 + x 3 4 + · · · x n 2 n−1 ) + 1 = y 1 + y 2 2 + y 3 4 + · · · y n 2 n−1 (mod 2 n ).
Example 2. Consider the group generated by two automorphisms a and b of the binary rooted tree, which are defined by the rules a(0w) = 1w, a(1w) = 0b(w),
The group generated by a and b is the iterated monodromy of the complex polynomial z 2 −1. It is closely related to the combinatorics of iterations of this polynomial and topology of its Julia set. For more see [GŻ02a, GŻ02b, BN06a] and [Nek05] Subsection 6.12.1.
Example 3. The group generated by three automorphisms of the binary tree given by a(0w) = 1b(w), a(1w) = 0c(w),
is isomorphic to the free group freely generated by a, b and c, see [VV07] .
2.3. Contracting self-similar groups and their limit spaces.
Definition 2.2. A self-similar group G is said to be contracting if there exists a finite set N ⊂ G such that for every g ∈ G there exists n such that g| v ∈ N for all words v of length more than n. The smallest set N with this property is called the nucleus of the contracting group.
Example 4. It is easy to check that the binary adding machine action, described in Example 1 is contracting with the nucleus {a −1 , a 0 , a}.
Example 5. The iterated monodromy group of z 2 − 1 described in Example 2 is contracting with the nucleus {1, a, a
If a self-similar group G is generated by a finite set S, then a finite set N ⊂ G such that 1 ∈ N and g| x ∈ N for all g ∈ N and x ∈ X, contains the nucleus of G if and only if there exists n ∈ N such that (gs)| v ∈ N for all g ∈ N , s ∈ S ∪ S −1 ∪ {1} and v ∈ X n . Checking this condition for given n, S and N is a finite computation.
The free group from Example 3 is not contracting. Moreover, it is proved in [Nek07d] that contracting groups have no free subgroups.
A more geometric characterization of contracting self-similar group is given in the following proposition (for its proof see Lemma 2.11.10 and Proposition 2.11.11 of [Nek05] ).
Proposition 2.1. Let (G, X) be a finitely generated self-similar group and denote by l(g) length of an element g ∈ G with respect to a fixed finite generating set S of G (i.e., l(g) is length of the shortest representation of g as a product of elements of S and their inverses).
Then the number
is finite, does not depend on the choice of the generating set S. It is less than one if and only if the action is contracting.
We call ρ the contraction coefficient of the self-similar action. For more on algebraic and geometric properties of contracting self-similar groups see [Nek05] .
Definition 2.3. Let (G, X) be a contracting self-similar group. Two leftinfinite sequences . . . x 2 x 1 , . . . y 2 y 1 ∈ X −ω are said to be (asymptotically) equivalent if there exists a finite set N ⊂ G and a sequence g k ∈ N for k = 1, 2, . . . such that
The quotient J G of the topological space X −ω of left-infinite sequences by the asymptotic equivalence relation is called the limit space of the self-similar group G.
It is easy to see that the asymptotic equivalence relation is invariant under the shift . . . x 2 x 1 → . . . x 3 x 2 , hence the shift induces a continuous self-map of J G , which we will denote s. The dynamical system (J G , s) is called the limit dynamical system of the contracting group G.
The following description of the asymptotic equivalence relation is proved in Theorem 3.6.3 of [Nek05] . 
Consider a directed labeled graph with the set of vertices N in which for every g ∈ N and every x ∈ X we have an arrow starting in g, ending in g| x and labeled by (x, g(x) ). This graph is called the Moore diagram of the nucleus. Then the previous proposition says that two sequences . . . x 2 x 1 , . . . y 2 y 1 ∈ X −ω are equivalent if and only if there exists an oriented left-infinite path . . . , e 2 , e 1 of arrows such that for every k the arrow e k is labeled by (x k , y k ).
Example 6. The Moore diagram of the nucleus of the adding machine action is shown on Figure 1 .
One can see from the diagram that two sequences are asymptotically equivalent if and only if they are either equal or of the form . . . 0001v, . . . 1110v for some finite word v, or they are . . . 000 and . . . 111. But this is the usual identification of the binary reals, so that . . . x 2 x 1 , . . . y 2 y 1 ∈ X −ω are equivalent with respect to the adding machine action if and only if n≥1 x n 2 −n = n≥1 y n 2 −n (mod 1).
It follows that the limit space of this self-similar group is the circle R/Z, where encoding of its points by sequences comes from the binary numeration system on the reals. In particular, the shift s on the limit space is the double covering map x → 2x (mod 1) of R/Z.
We will give more examples of the limit spaces of contracting groups later. The following properties of the limit space J G are proved in [Nek05] , Theorem 3.6.3. Definition 2.4. A self-similar group G is called self-replicating (or recurrent in [Nek05] ) if for every pair of letters x, y ∈ X and every h ∈ G there exists g ∈ G such that g(x) = y and g| x = h. Proposition 2.3. The limit space J G is compact, metrizable and has finite topological dimension. It is connected if the group G is level-transitive. If the group G is self-replicating, then the limit space J G is locally connected and path connected.
Let (G, X) be a contracting self-similar group. Let S ⊂ G be a finite generating set of G and suppose that it is state-closed, i.e., that for every s ∈ S and every x ∈ X the section s| x also belongs to S. If G is finitely generated and contracting, then every finite generating set of G is a subset of a state-closed finite generating set. The Moore diagram of the set S is defined in the same way as the Moore diagram of the nucleus: it is the graph with the set of vertices S with the same agreement on the arrows and their labeling. Then the asymptotic equivalence relation on X −ω can be also described in the following way, see a proof in [Nek05] , Proposition 3.6.4.
Proposition 2.4. Let (G, X) be a contracting self-similar group and let S be its finite state-closed generating set. Let D be the set of pairs (. . . x 2 x 1 , . . . y 2 y 1 ) ∈ X −ω × X −ω , such that there exists a left-infinite oriented path . . . e 2 e 1 in the Moore diagram of S in which every arrow e i is labeled by (x i , y i ).
Then the asymptotic equivalence on X −ω associated with the group (G, X) is the equivalence generated by the set D.
Example 7. The Moore diagram of the generating set {1, a, b} of the iterated monodromy group of z 2 − 1 is shown on Figure 2 . We see that the associated asymptotic equivalence relation is generated by the identifications
2.4. Schreier graphs and tiles. Let G be a group acting on a set M and let S be a finite generating set of G. Then the associated Schreier graph, or graph of the action Γ(G, M, S) is the directed graph with the set of vertices M with the set of arrows S × M , where the arrow (s, x) starts at x and ends in s(x). We label the arrow (s, x) by s. In this way the Schreier graph uniquely defines the action of G on M .
The associated simplicial Schreier graph is the graph with the set of vertices M in which two different vertices are connected by an edge if and only if one is the image of the other under the action of a generator s ∈ S. In other words, in the we erase in the simplicial Schreier graph all the information about orientation, labeling, multiple edges, loops, and leave only the adjacency relation on the set of vertices. If G is a finitely generated group acting on a rooted tree X * , then we naturally get the Schreier graphs Γ n = Γ(G, X n , S) of the action of G on the levels of the tree.
For instance, the Schreier graphs Γ n of the action of the adding machine on the nth level of the binary tree is a cycle of length 2 n (with respect to the generating set {a}.
The Schreier graphs of the action of the iterated monodromy group of z 2 − 1 on the first levels of the tree are shown on Figure 3 .
Approximation of the limit space by the Schreier graphs is a general fact, which can be formalized in different ways. One of the formalizations uses the notion of a Gromov hyperbolic graph and is contained in the following theorem.
Theorem 2.5. Let (G, X) be a contracting self-similar group generated by a finite set S. Consider the graph Σ with the set of vertices X * in which two vertices are connected by an edge in the following two cases:
(1) if they are of the form v and xv, where v ∈ X * and x ∈ X ( vertical edges); (2) if they are of the form v and s(v), where v ∈ X * and s ∈ S ( horizontal edges).
Then the graph Σ is Gromov hyperbolic and its hyperbolic boundary is homeomorphic to the limit space J G .
For a definition of Gromov hyperbolicity and hyperbolic boundary see [Gro87, GH90] .
Note that the horizontal edges form a graph isomorphic to the disjoint union of the simplicial Schreier graphs of the action of G on the levels of the tree X * . The vertical edges form a tree isomorphic to X * (though the isomorphism is not the identity map, but the map inverting the order of the letters in the words).
Representation of the limit space J G as a boundary of a hyperbolic graph can be used to introduce a quasi-symmetric structure on J G . See [HP06] for more details in this and in a more general setting.
Another formalization of the relation between the Schreier graphs and the limit space uses the notion of a tile of the limit space.
Definition 2.5. Let (G, X) be a contracting group. A tile of the nth level T v is the image in J G of the set X −ω v of sequences ending by v.
It is easy to see that the following properties of tiles hold.
(2.2)
where x ∈ X and v ∈ X * are arbitrary.
Example 8. In the case of the binary adding machine action (Example 1 and its limit space R/Z (see Example 6) a tile T v for v = x n . . . x 1 for n ≥ 1 is the interval p, p + 1 2 n , where p = x 1 /2 + x 2 /4 + · · · + x n /2 k . We see that the adjacency graph of the tiles of nth level is a cycle of 2 n points, which agrees with the fact that the adding machine a acts on the nth level of the tree X * as a transitive cycle.
The following properties of tiles are proved in [Nek05] , Propositions 3.6.5 and 3.6.8.
Proposition 2.6. If for every g ∈ G there exists v ∈ X * such that g| v = 1, then the tiles are equal to the closures of their interiors, two tiles of the same level have disjoint interiors; and the boundary of a tile T v ⊆ J G is equal to the set of points of T v belonging to the other tiles of the same level.
We will say that a self-similar group (G, X) satisfies the open set condition if for every g ∈ G there exists v ∈ X * such that g| v = 1. It is not hard to see that it is sufficient to check this condition only for the elements of a generating set of G.
Proposition 2.7. Let N be the nucleus of the group G. Then two tiles T v and T u of the same level intersect if and only if there exists g ∈ N such that g(v) = u.
The following proposition describes the boundary of a tile T v , which will be very convenient in the case when the boundary is finite (in the case of groups of bounded automorphisms). Its proof can be found in [BN03] and [Nek05] (Theorem 3.9.12).
Proposition 2.8. Suppose that a contracting group (G, X) satisfies the open set condition. Then the boundary of a tile T v consists of the points, which can be represented by sequences . . . x 2 x 1 ∈ X −ω such that there exists a sequence {g k } k≥0 of elements of the nucleus of G such that
If a self-similar group (G, X) is self-replicating and finitely generated, then it is generated by its nucleus. Consequently, the tiles of the nth level of J G are adjacent in the same way as the vertices of the Schreier graph Γ(G, X n , N ) are adjacent. The tiles of higher levels subdivide the tiles of the previous levels due to (2.2). More formally, we have the following description of the limit space J G (see [Nek05] , Theorem 3.6.9).
Theorem 2.9. A compact Hausdorff space X is homeomorphic to the limit space J G if and only if there exists a collection T = {T v : v ∈ X * } of closed subsets of X such that the following conditions hold.
(1) T ∅ = X and T v = x∈X T xv for every v ∈ X * . (2) The set ∞ n=1 T xnxn−1...x1 contains only one point for every word . . . x 2 x 1 ∈ X −ω .
(3) The intersection T v ∩ T u for u, v ∈ X n is non-empty if and only if there exists an element s of the nucleus such that s(v) = u.
2.5. Groups generated by bounded automata. We say that an automorphism g of X * is bounded if the Moore diagram of the set {g| v : v ∈ X * } is finite and its oriented cycles consisting of non-trivial elements are disjoint and not connected by directed paths.
An automorphism g of the tree X * is said to be finitary if there exists n ∈ N such that g(vw) = g(v)w for all v ∈ X n and w ∈ X * , i.e., if g changes in every word only beginnings of length n.
An automorphism g of X * is said to be directed if there exists n ∈ N and v ∈ X n such that g| v = g and g| u is finitary for all u ∈ X n \ {v}. The following description of bounded automorphisms is more or less straightforward.
Proposition 2.10. An automorphism g of the tree X * is bounded if and only if there exists n ∈ N such that g| v is either finitary or directed for all v ∈ X n . The set B(X) of all bounded automorphisms of X * is a group.
The following description of self-similar subgroups of B(X) is given in [BN03] .
Theorem 2.11. Every self-similar subgroup of the group of bounded automata B(X) is contracting.
A contracting self-similar group is a subgroup of B(X) if and only if it satisfies the open set condition and the boundaries of the tiles T v are finite for all v ∈ X * .
In particular, the limit space of a self-similar subgroup of B(X) is topologically one-dimensional. The limit spaces of self-similar groups of bounded automorphisms can be visualized using a simple iterative procedure described in [Nek05] Section 3.10.
Subgroups of B(X) are the most well-studied examples of self-similar groups. Most of the well-known examples of contracting self-similar groups (such as the Grigorchuk group [Gri80], Gupta-Sidki group [GS83] , the group from [BSV99] , etc.) are subgroups of the group of bounded automorphisms of the respective rooted tree X * . All iterated monodromy groups of polynomials are generated by bounded automorphisms, see [Nek05] (Sections 6.7-6.10, in particular Theorem 6.10.8).
A study of random walks on groups generated by bounded automorphisms produced the following result, proved in [BKNV06] .
Theorem 2.12. The group B(X) of bounded automorphisms of the tree X * is amenable.
2.6. Iterated monodromy groups. Self-similar groups appeared historically as interesting examples of groups with exotic properties (see [Gri80, GS83] ). It was discovered later that they have natural connections to dynamical systems and fractals via the constructions of the limit space and the limit dynamical system. A more direct relation was established when the theory of the iterated monodromy group was developed (see [Nek03, BGN03] and [Nek05] ). Iterated monodromy groups became an important source of interesting self-similar groups and the technique of self-similar groups started to be used to solve problems in dynamical systems (see, for instance, [BN06b] ).
Let M be a path connected and locally path connected topological space. A partial self-covering of M is a covering map f :
Here a map is called a covering map if every point x ∈ M has a neighborhood U such that f −1 (U ) is a disjoint union of subsets U i such that f : U i −→ U is a homeomorphism. The cardinality |f −1 (x)| of a fiber is called the degree of the covering (it does not depend on the choice of a point x ∈ M, since M is connected). A covering is called d-fold if its degree is d.
Definition 2.6. Let f : M 1 −→ M be a partial self-covering. Denote by f n : M n −→ M the nth iteration of f (we have M n ⊆ M n−1 ) and choose a basepoint t ∈ M. The tree of preimages is the rooted tree with the set of vertices equal to the disjoint union
of the inverse images of t under the iterations of f (here f −0 (t) = {t}), where
is the root of the tree T t .
The iterated monodromy action of the fundamental group π 1 (M, t) on the tree T t is the natural action of the fundamental group on the fibers f −n (t) of the coverings f n . Namely, the image of a point z ∈ f −n (t) under the action of a loop γ ∈ π 1 (M, t) is the end of the unique lift of γ by f n which starts at z.
It is easy to see that the iterated monodromy action is an action by automorphisms of the tree T t .
Definition 2.7. The iterated monodromy group IMG (f ) of a partial selfcovering f : M 1 −→ M is the quotient of the fundamental group π 1 (M, t) by the kernel of the iterated monodromy action. In other words, it is the group of the automorphisms of the tree of preimages defined by the iterated monodromy actions of the elements of the fundamental group.
It is not hard to show that the iterated monodromy group does not depend on the choice of the basepoint t ∈ M.
The action of the iterated monodromy group on the tree of preimages is a selfsimilar group, if we label the vertices of the tree T t by words over an alphabet X, |X| = deg f , in an appropriate way. Namely, the following proposition can be used to compute iterated monodromy groups by their standard self-similar action.
and for every x ∈ X a path x starting at t and ending in L(x). Define then the associated standard self-similar action of the fundamental group π 1 (M, t) on X * by the rule
is the end of γ x and v ∈ X * is arbitrary. Then the standard self-similar action is conjugate with the iterated monodromy action of π 1 (M, t) on T t . In particular, the self-similar group defined by the recursion (2.3) is isomorphic to the iterated monodromy group of f .
For examples of computation of iterated monodromy groups see [BGN03, Nek05] . Suppose that f : M 1 −→ M is expanding, i.e., that M is a complete Riemannian manifold and there exist C > 0 and λ > 1 such that the differential Df
•n expands the length of every non-zero tangent vector to f −n (M) ⊂ M by a factor of at least Cλ n , where f −n (M) = M n is considered with the induced metric. Define the Julia set of f as the set of accumulation points of the backward orbit n≥0 f −n (t). Note that it is not the classical definition of the Julia set, but it coincides with the classical one in the case of a post-critically finite complex rational function (in the one-dimensional case).
Theorem 2.14. Let f : M 1 −→ M be an expanding partial self-covering and let L : X −→ f −1 (t) and x be as in Proposition 2.13. Then the associated standard self-similar action of IMG (f ) is contracting and the limit dynamical system J IMG(f ) , s is topologically conjugate with the restriction of f on its Julia set J f .
For example, compare the Julia set of z 2 − 1 shown on Figure 4 (the dotted line is not part of the Julia set) with the Schreier graphs of its iterated monodromy group, shown on Figure 3 .
Moreover, the conjugating homeomorphism L : J G −→ J f can be described in the following way. If ζ ∈ J G is represented by a sequence . . . x 2 x 1 ∈ X −ω , then L(ζ) is the limit of the path 1 2 3 . . . , where n is defined inductively by the conditions 1 = x1 and that n is the lift of xn by f n starting at the end of n−1 .
2.7. Some examples of limit spaces of contracting groups. 2.7.1. Julia sets of rational functions. A rational function f ∈ C(z) is said to be sub-hyperbolic if orbit of every critical point of f is either finite, or is converging to an attracting cycle. Sub-hyperbolic functions are expanding on a neighborhood of their Julia set with respect to some orbifold metric (see [Mil99] ). This implies (by a version of Theorem 2.14 for orbifolds, see [Nek05] Theorem 5.5.3.) the following realization of the Julia sets as limit spaces.
Theorem 2.15. The iterated monodromy group of a sub-hyperbolic rational function f is contracting with respect to any standard self-similar action (IMG (f ) , X). Moreover, restriction of f on its Julia set is topologically conjugate with the limit dynamical system (J IMG(f ) , s). Iterated monodromy groups of sub-hyperbolic polynomials are described in [Nek05] Sections 6.7-6.10. In particular, it is shown there that iterated monodromy groups of sub-hyperbolic polynomials are subgroups of the group B(X) of bounded automorphisms of X * . 2.7.2. Hanoi tower group. Consider the self-similar group H 3 over the alphabet {0, 1, 2} generated by the transformations a 0 , a 1 , a 2 given by the recurrent rules
This group models the well known "Hanoi tower" game. In this model words of length n over the alphabet {0, 1, 2} describe configurations of the game (with n discs) in a natural way, and the three generators correspond to three possible moves applied to a configuration. See more details in [GŠ06] .
The Moore diagram of the set {1, a 0 , a 1 , a 2 } is shown on Figure 5 . The trivial state is drawn in the center of the figure without the obvious loops attached to it.
Tracking the paths in the Moore diagram, we see that two elements of X −ω are identified in the limit space J H3 if and only if they are either equal or of the form x −ω yv and x −ω zv, where {x, y, z} = {0, 1, 2} and v ∈ X * . It is easy to deduce from this that the limit space is homeomorphic to the Sierpiński gasket, shown on the left-hand side of Figure 6 . The right-hand side of Figure 6 shows the Schreier graphs of the action of the group H 3 on the fourth level of the tree X * . It is thus the graph of the Hanoi tower game with four discs. Note that, in accordance with Proposition 2.7, the Schreier graph coincides with the adjacency graph of the tiles of the Sierpiński gasket of the corresponding level.
3. Representations of groups and functions 3.1. Matrix recursions. Let (G, X) be a self-similar group. Let us order the letters of the alphabet X, identifying it with {0, 1, . . . , d − 1}.
Every element g ∈ G induces a permutation x → g(x) of the alphabet X and defines a sequence of group elements g| i , for i ∈ X. We can encode this information as a matrix ψ(g) = (a ij 1≤i,j≤d of elements of the subset G {0} of the group ring CG, defined by the rule
Every such a matrix belongs to the set M G of matrices, which are obtained from a permutational matrix by replacing its non-zero entries by elements of G. The set of matrices M G is naturally isomorphic to the wreath product
In this way we get a map ψ from G to the algebra of d × d-matrices over the group ring CG. It follows directly from (2.1) on page 4 that the map ψ is a homomorphism of the group G to a subgroup of CG.
The map ψ is called the matrix recursion associated with the self-similar group (G, X). We can extend it by linearity to a homomorphism ψ : CG −→ M d×d (CG). This extension is also called the matrix recursion.
The map ψ as a homomorphism of the group G into the wreath product
is called wreath recursion of the self-similar group. The wreath recursion is an embedding, unlike the matrix recursion ψ : CG −→ M d×d (CG).
Definition 3.1. Let (G, X) be a self-similar group. Then for a positive integer n the action (G, X n ) is defined as the restriction of the action of the group G onto the subset (X n ) * of X * .
The action (G, X n ) is obviously self-similar. Let X = {0, 1, . . . , d − 1} with the natural ordering. Let us order the elements of X n lexicographically: a word x 1 x 2 . . . x n comes before the word y 1 y 2 . . . y n if x k < y k , where k is the smallest index such that x k = y k . A word x 1 x 2 . . . x n will be then on the place number d n−1 x 1 + d n−2 x 2 + · · · + x n in the alphabet X n (where numeration starts from 0). Let ψ n : CG −→ M d n ×d n (CG) be the matrix recursion associated with the action (G, X n ). It follows from the definitions that the matrix ψ n (a) is obtained recursively from the matrix ψ n−1 (a) = (a ij ) 1≤i,j≤d n−1 by replacing each entry a ij by the d × d-matrix ψ(a ij ) (where ψ 1 = ψ).
Example 9. The matrix recursion associated with the adding machine action ( a , X) defined in Example 1 is given by ψ(a) = 0 a 1 0 .
Consequently, the matrix recursion associated with the action ( a , X 2 ) is given by
Example 10. The matrix recursion associated with the iterated monodromy group of z 2 − 1, defined in Example 2, is given by Note that it follows directly from the definitions that if S is a symmetric generating set of a self-similar group and M = s∈S s, then the matrix ψ n (s) is essentially the adjacency matrix of the Schreier graph Γ(G, X n , S) of the action of G on X n . More precisely, the adjacency matrix is obtained from the matrix ψ n (s) by applying the trivial representation to the elements of the matrix (i.e., replacing every group element by 1). In this way the matrix recursion is a systematic recurrent method of constructing the Schreier graphs and their adjacency matrices.
We hope that algebraic formalism of matrix recursions will be helpful in the study of properties of Schreier graphs and their limit fractals. Note that matrix recursions were already effectively used in computation of spectra of Schreier graphs (see the papers [BG00, GŻ01, GLSŻ00, GŠ06] and the survey [GN07] ).
3.2. Representations of G and C(J G ) on the rooted tree. Let (G, X) be a self-similar contracting group. The action of G on the set X * induces a natural permutational unitary representation π of G on 2 (X * ). This representation is a direct sum of finite-dimensional representations π n of G on 2 (X n ) for n ≥ 0. Note also that the representation of G on H n contains the representation of G on 2 (X n−1 ) as a direct summand.
Note that π 0 is the trivial representation mapping all elements of the group G to 1. For n ≥ 1 and a ∈ CG the matrix of the operator π n (a) in the standard basis X n of 2 (X n ) is equal to π 0 (ψ n (a)), where ψ n : CG −→ M d n ×d n (CG) is the matrix recursion associated with the action (G, X n ), i.e., the nth iteration of the matrix recursion ψ : CG −→ M d×d (CG) associated with the group (G, X).
The limit space J G is a quotient of the space X −ω . Consequently, the algebra of continuous complex-valued functions C(J G ) on the limit space is a sub-algebra of C(X −ω ). Namely, C(J G ) is isomorphic to the sub-algebra of the functions which are constant on the asymptotic equivalence classes (see Definition 2.3). We will identify C(J G ) with this sub-algebra of C(X −ω ) Choose a sequence w ∈ X −ω and define a representation ρ w of the algebra
where δ v is the basic vector of 2 (X * ) corresponding to the word v ∈ X * .
Proposition 3.1. Representation ρ w is bounded and faithful.
Proof. It is easy to see that ρ w (f ) ≤ sup w∈X −ω |f (w)| = f , hence the representation is bounded. It is faithful, since the set {wv : v ∈ X * } is dense in X −ω .
We will also denote by ρ w,n the restriction of the representation ρ w onto the subspace 2 (X n ). Suppose that f is a linear combination of the characteristic functions of the cylindrical sets X −ω v for v ∈ X n . Then ρ w,n (f ) is the diagonal matrix with the elements on the diagonal equal to the coefficients of the linear combination. For m > n the matrix ρ w,m (f ) is obtained by repeating d m−n times the matrix ρ w,n (f ) along the diagonal. If w is fixed, then we denote ρ w just by ρ and ρ w,n by ρ n . We have the following description of the limit space X −ω in terms of representations π and ρ (for a proof see [Nek07b] and [Nek07a] ).
Theorem 3.2. Let f ∈ C(X −ω ). Then the following conditions are equivalent
One can generalize the representations ρ w and π in the following way. Let k be any positive number and let W = {w 1 , . . . , w k } ⊂ X −ω be a set of k left-infinite sequences. The corresponding representation ρ W of C(J G ) is just the direct sum of the representations ρ wi . Consequently, the ρ W is a representation on the direct sum 2 (X * ) k of k copies of 2 (X * ), each copy corresponding to an element w i of W . Let us denote by δ v,i for v ∈ X * and i = 1, 2, . . . , k, the delta function δ v ∈ 2 (v) in the ith copy of 2 (v) in the direct sum 2 (X * ) k . The vectors δ v,i form a natural basis of 2 (X * ) k . We get then a natural representation π W of the algebra M k×k (CG) of k × k matrices over the group ring CG. The algebra M k×k (CG) = M k×k (C) ⊗ CG is the linear span of matrices e ij ⊗ g, where e ij is a matrix unit (with 1 ≤ i, j ≤ k) and g is an element of the group. The operators π W (e ij ⊗ g) acts on the space
One can show that, as in Theorem 3.2, for every a ∈ M k×k (CG) and f ∈ C(J G ) the operator [ρ W (f ), π W (a)] is compact.
3.3. Quantized calculus on the limit space. Following A. Connes (see Chapter IV of [Con94] ) a quantized calculus on a * -algebra A is defined by a Fredholm module in the following way. is compact for every a ∈ A.
Fredholm module is a generalization of the notion of elliptic operator. See [Ati70, BDF73, Miš74, Kas75], where theory of such modules was developed.
Theorem 3.2 (and its analog for the representation ρ W ) shows that we get a natural family of Fredholm modules over A = C(J G ).
For example, we may always take the involution S = 0 1 1 0 ∈ M 2×2 (C) ⊂ M 2×2 (CG) and consider a representations ρ = ρ {w1,w2} and π = π {w1,w2} (where w 1 and w 2 ∈ X −ω represent different points of J G ). Then the pair (ρ, π(S)) is a Fredholm module. In some cases other choices of F are natural, for instance ρ(g), where g ∈ G is non-trivial involution.
The following is an analog of similar properties of the quantized calculus on the circle described in [Con94] (see Proposition IV.3.14). 3.4. Constant sequences. If we take a constant sequence w = . . . x 0 x 0 x 0 , then wx 0 = w and hence the set wX n−1 = {wv : v ∈ X n−1 } is contained in wX n . Then restriction ρ n of the representation ρ onto 2 (X n ) will contain the restriction ρ n−1 of ρ onto 2 (X n−1 ). As a direct limit of the representations ρ n , we get a faithful bounded representation ρ * of the algebra C(J G ) on the space
Let us denote V n = V n (w) = wX n and V * = V * (w) = n≥0 V n . The identifications of 2 (X n−1 ) with a subspace of 2 (X n ) coming from the inclusion wX n−1 ⊂ wX n is the linear embedding induced by the map
These identifications do not agree with the representation π of G, so that we will not get any direct limit representation of G on 2 (wX * ). More generally, suppose that we have a set W = {w 1 , w 2 , . . . , w k } ⊂ X −ω of sequences, letters x 1 , x 2 , . . . , x k and indices 1 ≤ n 1 , n 2 , . . . , n k ≤ k such that
for all 1 ≤ m ≤ k. Consider the associated representations ρ W of C(J G ) and π of M k×k (CG).
We will also denote by ρ n the restriction of ρ onto the direct sum of the spaces 2 (w i X n ) for i = 1, . . . , k. Since w ni x i = w i , we have w i X n ⊂ w ni X n+1 , hence the space 2 (w i X n ) is a subspace of 2 (w ni X n+1 ) in a natural way. Hence we also get a natural identification of ρ n with a sub-representation of ρ n+1 and the inductive limit representation ρ * of C(J G ) on 2 (W X * ). Denote by V n the set of points of J G represented by the sequences of the form w i v for v ∈ X n . Note that V n may have less points than k|X n |, since different sequences may represent the same points. We also have V n ⊂ V n+1 and hence can define the direct limit set V * = n≥0 V n . The space 2 (V n ) is naturally isomorphic to the ρ W -invariant subspace of 2 (W X n ) consisting of functions assuming equal values on sequences representing equal points of J G . Similarly, the space 2 (V * ) is naturally a subspace of 2 (W X * ). In some sense the inductive limit representations ρ * of C(J G ) on 2 (W X * ) or 2 (V * ) are more natural than the direct sums ρ W of finite dimensional representations ρ n . However, there is no natural representation of G on these spaces. Our idea of constructing analysis on fractals is to use the representations π n of M k×k (CG) to pass to some limit object which agrees with the representation ρ * . We will see in the subsequent sections of our paper how this idea works in constructions of Dirichlet forms and Laplacians on some limit spaces of self-similar groups.
4. Laplacians, Dirichlet forms and resistance forms 4.1. Dirichlet forms. A nonnegative real-valued symmetric quadratic form E with a domain Dom(E) ⊂ L 2 (X , ν) is called a Dirichlet form if the following conditions are satisfied:
2) Dom(E) is a complete Hilbert space in the norm E + · 2 ; (3) [Markov property] for any u ∈ Dom(E), v = min{max{0, u}, 1} ∈ Dom(E) and E(v, v) E(u, u); (4) X is a locally compact separable metric space and ν is a positive Radon measure such that supp[ν] = X ; A Dirichlet form is called regular if there is a subset C ⊂ Dom(E) ∩ C 0 (X ) such that C is dense in Dom(E) in the norm E + · 2 and C is dense in C 0 (X ) in the uniform norm.
A Dirichlet form is called local if E(u, v) = 0 for any u, v ∈ Dom(E) such that supp [u] and supp [v] are disjoint compact sets.
The standard references on Dirichlet forms are books [BH91, FŌT94].
Resistance forms. Below we restate the definition of a resistance form in [Kig03] (see also [Kig01]).
A pair (E, Dom(E)) is called a resistance form on a countable set V * if it satisfies the following conditions.
(RF1) Dom(E) is a linear subspace of (V * ) containing constants, E is a nonnegative symmetric quadratic form on Dom(E), and E(u, 
This supremum is denoted by R(p, q) and called the effective resistance between p and q. For any finite subset U ⊂ V * the finite dimensional Dirichlet form E U on U is defined by (4.1)
which exists (see, for instance, [Kig03] ), and moreover there is a unique g for which the inf is attained. The Dirichlet form E U is called the trace of E on U , and denoted
By the definition, if U 0 ⊂ U 1 then E U0 is the trace of E U1 on U 0 , that is
Note that if the matrix of E U1 is denoted by D 1 and is written in the block form
according to the decomposition U 1 = U 0 ∪ (U 1 \U 0 ), then the trace of E U1 on U 0 is given by the matrix
This is the formula for the well known Schur complement. In this setting the Schur complement appears because the minimization problem in the definition of the trace (4.1), by elementary analysis and linear algebra, leads to
which implies
For some relations of Schur complements to theory of self-similar groups, see [GN07] .
Theorem 4.1 (Kigami [Kig03] ). Suppose that V n are finite subsets of V * and that
for any f ∈ Dom(E), where the limit is actually non-decreasing. Is particular, E is uniquely defined by the sequence of its finite dimensional traces E Vn on V n .
Theorem 4.2 (Kigami [Kig03] ). Suppose that V n are finite sets, for each n there is a resistance form E Vn on V n , and this sequence of finite dimensional forms is compatible in the sense that each E Vn is the trace of E Vn+1 on V n , where n = 0, 1, 2, . . .. Then there exists a resistance form E on
for any f ∈ Dom(E), and the limit is actually non-decreasing.
Note that the effective resistance R is a metric on V * , and that any function in Dom(E) is R-continuous. Let Ω be the R-completion of V * . Then any u ∈ Dom(E) has a unique R-continuous extension to Ω. We will somewhat abuse notation by speaking about the resistance form E defined on Ω, and consider Dom(E) ⊂ C R (Ω), where C R (Ω) is the space of R-continuous functions with the uniform norm. Now assume that V * is a subset of some metric space X , and that V * is dense in X . Since it is not necessarily true that the metric of X on V * is equivalent to the R-metric, the spaces Ω and X may have little relation, and in particular, may not be embedded one into the other. In some situations it is very useful to distinguish these two spaces, for instance, when X is compact, and Ω is not. However, in what follows we assume that the induced topology of X on V * coincides with the Rtopology on V * , and so we can identify Ω and X . Moreover, we assume that Ω = X is compact. In such a situation the resistance form E is called regular. Note that the notion of regularity of a resistance form is distinct from a notion of regularity of a Dirichlet form. It can be seen immediately from the definitions that not every Dirichlet form is a resistance form, and it depends on points having positive capacity. Also, not every resistance form is a Dirichlet form, and it depends on the properties of the measure ν. However, on a finite set a resistance form is the same as a conservative Dirichlet form. Note that any resistance form on a finite set U can be written uniquely as
where C x,y 0 are often called conductances between points x and y.
4.3. Dirichlet resistance forms on p.c.f. self-similar fractals. The following definition is from [Kig93, Kig01] .
Definition 4.1. We say that a compact connected metrizable space X is a self-similar set if there is a continuous surjection
where X = {0, 1, . . . , d − 1}, and continuous injective maps
for all i ∈ X. Moreover, we say that X is a post critically finite (p.c.f.) self-similar set if the post critical set
We denote V 0 = Π(P), V w = ψ w (V 0 ), V n = w∈X n V w , and
Here for a finite word w = w 1 . . . w n ∈ X n we denote
Note that, by definition, each ψ i maps V * into itself injectively. The sets X w = ψ w (X ) are called cells, and the set V 0 can be called the vertex boundary of X . In terms of analysis, V 0 is the set where boundary conditions for various equations on X are usually imposed.
Note that in many references, such as [Hve05] , the term cell has the same meaning as the term tile in most of our paper. Therefore, we can use terms cells and tiles interchangeably.
4.4. Strictly p.c.f. groups. We see that the notion of a finitely ramified set (see Subsection 6.1) and of a p.c.f. self-similar set is very similar to the notion of selfsimilar groups of bounded automorphisms (more precisely, to their limit spaces). The sets X w are analogs of the tiles T w . We also have that the intersection T w ∩ T w is finite, that J G = w∈X n T w ; and we also have the shift map s : T wx −→ T w , which can be identified with ψ −1
x . The only difference is that we do not have a metric structure on the limit space J G and, perhaps more importantly, the maps s : T wx −→ T w may be non-injective (that is, J G may not be self-homeomorphic in the terminology of [Hve05] , see Subsection 6.1). One can show, however, that the map s is injective on the interior of the tile T wx .
We adopt, therefore, the following definition.
Definition 4.2. We say that a self-similar group (G, X) is strictly p.c.f. if it is a subgroup of the group of bounded automorphisms B(X) and every element of the nucleus of G changes at most one letter in every word v ∈ X * .
Proposition 4.4. If (G, X) is strictly p.c.f., then restriction of the shift s : J G −→ J G onto the tile T vx is a homeomorphism s : T vx −→ T v for every v ∈ X * and x ∈ X. In particular, the tiles are homeomorphic to the limit space J G .
Proof. It is sufficient to show that for every v ∈ X * the map s |v| : T v −→ J G is bijective. If it is not, then there exist non-equivalent sequences . . . x 2 x 1 v and . . . y 2 y 1 v, such that . . . x 2 x 1 and . . . y 2 y 1 are equivalent. There exists a sequence g k of the elements of the nucleus such that g k (x k . . . x 1 ) = y k . . . y 1 . Since . . . x 2 x 1 and . . . y 2 y 1 are different, g k changes at least one letter in x k . . . x 1 for all sufficiently big k. But it is not allowed to change more than one letter in a word, hence g k (x k . . . x 1 v) = y k . . . y 1 v for all sufficiently big k, which implies that . . . x 2 x 1 v and . . . y 2 y 1 v are equivalent.
4.5. Self-similar forms. A resistance form E on V * is self-similar with energy renormalization factors ρ = (ρ 0 , . . . , ρ d−1 ) if for any f ∈ Dom(E) we have
Here we use the notation f w = f • ψ w for any w ∈ W * . The energy renormalization factors, or weights, ρ = (ρ 0 , . . . , ρ d−1 ) are often also called conductance scaling factors because of the relation of resistance forms and electrical networks. They are reciprocals of the resistance scaling factors r j = 1 ρj . For a set of energy renormalization factors ρ = (ρ 0 , . . . , ρ d−1 ) and any resistance form E 0 on V 0 define the resistance form Ψ ρ (E 0 ) on V 1 by
where
The next two propositions were originally obtained in [Kig93, Kus89, Lin91] , and their proof can also be found in [Bar98, Kig01] , for the p.c.f. self-similar case. They can be applied to the self-similar finitely ramified case because of [Kig03, Tep07] .
then there is a self-similar resistance form E such that E 0 is the trace of E on V 0 .
Note that these propositions reduce the question of existence of a self-similar Dirichlet form, which is an infinite dimensional problem, to the finding of a solution to the nonlinear eigenvector equation for the map Λ (see the above reference and also [Met03, Sab97] ).
Proposition 4.7. If ρ i > 1 for all i then E is regular, and in particular Ω = X is compact.
Proof. If diam R (·) denotes the diameter of a set in the effective resistance metric R, and ρ w = ρ w1 . . . ρ wn for any finite word w = w 1 . . . w n ∈ W n , then
by the self-similarity of the resistance form and the definition of the metric R.
Symmetries of the fractal.
A group G is said to act on a finitely ramified fractal X if each g ∈ G is a homeomorphism of X such that g(V n ) = V n for all n 0.
Proposition 4.8. If a group G acts on a finitely ramified fractal X then for each g ∈ G and each n-cell X α and g(X α ) is an n-cell.
Remark. Note that the group G has no direct relation with self-similar groups. The self-similar group G does not act on its limit space J G . The group G should be thought of as a kind of "infinitesimal action" on the limit space J G (see Theorem 3.2), while the group G is an automorphism group of J G . For instance, in the case of the Sierpiński gasket the group G ∼ = S 3 is isomorphic to the symmetric permutation group of three elements.
Proposition 4.9. Suppose a group G acts on a self-similar finitely ramified fractal X , and its action on V 0 is doubly transitive. Then there exists a unique, up to a constant, G-invariant self-similar resistance form E with equal energy renormalization weights and
It is easy to see that, up to a constant, E 0 is the only G-invariant resistance form on V 0 . Let ρ = (1, . . . , 1). Then Λ(E 0 ) is also G-invariant and so Trace V0 Ψ ρ (E 0 ) = cE 0 for some c.
4.7.
Existence and uniqueness of self-similar Dirichlet forms and properties of the Λ map. In this subsection we assume that the energy renormalization factors ρ = (ρ 0 , . . . , ρ d−1 ) are fixed.
Let D be the cone of Dirichlet forms on V 0 . It is easy to see that Λ maps D into itself, and we are interested in the existence and uniqueness of its (nonlinear) eigenvectors. The cone D spans the real vector space B = D − D which we endow with the norm E 0 B = sup{|E 0 (f )|; f = 1}. Set P = {E ∈ B|E(·) ≥ 0} which is the cone of positive semidefinite forms. The cone P defines a partial ordering E ≤ F on B by F − E ∈ P. It is the pointwise ordering of positive semidefinite quadratic forms. Then Λ has the following properties.
(1) Λ :
For E, F ∈ P • there exists the biggest lower bound of E/F ,
and the smallest upper bound M (E/F ) is equal to m(F /E) −1 . On P • we define Hilbert's projective metric h by
It is a pseudo distance on P • . Moreover,
(1) h(αE, βF ) = h(E, F ) for all α, β > 0, and h(E, F ) = 0 if and only if there exists α > 0 such that E = αF . (2) For every E, F ∈ P
• the distance h(E, F ) tends to ∞ when F tends to ∂P.
Following the methods developed in [Met03, Met04, Sab97, HMT06] , one can show that if there are two distinct eigenvectors, then there is an h-geodesic path of eigenvectors connecting them, and this geodesic can be extended up to the boundary. Thus, one has existence and uniqueness if the the boundary ∂D is repulsive, and therefore there are no eigenvectors near the boundary. A unique irreducible Λ-eigenvectors is the unique zero of a functional q : H → R + , derived from a hyperbolic distance h on a projective space H = P • /R + ,
One has the following facts.
(1) Λ is h-non expansive on P • , that is, lower q-level sets are Λ-invariant. (2) Λ has a unique eigenvector F ∈ H if and only if q| H vanishes only at F . (3) When a Λ-forward orbit started in H is contained in B r (E) for some r > 0 and E ∈ H, then there exists a Λ-eigenvector in B 3r (E) ∩ H. Here B r (E) is the closed h-ball of radius r > 0 centered at E ∈ P • .
One can show that Λ has more than one eigenvector in H if and only if q vanishes on a connected set which accumulates at ∂P. All of the above properties are invariant under the action of the symmetry group G (see Subsection 4.6). Therefore, we have the following proposition. In the case of a finitely ramified self-similar set, by Propositions 4.5 and 4.6, one can obtain all the self-similar Dirichlet forms by solving the finite dimensional nonlinear eigenvalue equation E 0 = Λ(E 0 ). In the case of complete symmetry, the Proposition 4.9 gives an easy answer to our Questions 1 and 2. In our example, this can be immediately applied to the Sierpiński gasket. It also can be applied to the case of an interval considered as a self-similar set, which is of course closely related to the example of the circle. If Proposition 4.9 is not applicable, then the situation become more difficult. The general existence and uniqueness results are known for nested fractals ([Lin91, Bar98, Kig01], for self-similar p.c.f. fractals with three boundary points (see [Pei06] ) and in some other situations, such is in Theorem 6.1 (see [HMT06] ). In examples below we show how the methods of [Met03, Sab97] can be applied to the pillow fractal (see Figure 7) . In general, one can not expect J G to be finitely ramified self-similar even in the case of groups generated by bounded automata, but there are useful graph-directed constructions (see [HMT06, Met04] ), which we illustrate in the basilica example. −1 −1 which implies ρ = 2. Note that this is a particular case of Proposition 4.9. This almost trivial computation can be placed into the context of self-similar groups via the example of the binary adding machine, see Examples 1 and 9. As we have already seen above, the circle R/Z, which is the same as the interval [0,1] with identified endpoints, is the limit space of the binary adding machine action of the infinite cyclic group, which is given by the matrix recursion
Consider the sequence w = . . . 000 = 0 −ω ∈ X −ω and let ρ = ρ w and π be the corresponding representations of C(J G ) and G = a on 2 (X * ), as in 3.2. We denote by ρ n and π n the restrictions of the representations on the subspaces 2 (X n ). Recall that ρ n becomes a sub-representation of ρ n+1 , if we identify 2 (X n ) with the subspace of 2 (X n+1 ) by the map
Denote by V n the image of X n w in J G . It is equal to the set {k/2 n : k = 0, 1, . . . 2 n − 1} ⊂ R/Z. Then L 0 induces the identical embedding of V n into V n+1 ⊃ V n and the matrix ρ n (f ) is the diagonal matrix with the entries on the diagonal equal to the values of f on the corresponding points of V n .
Consider the forms E n (f, f ) on 2 (X n ) given by the matrices D n = π n 1 − is a non-negative element of the group algebra, since (1−a)(1−a) * = (1−a)(1−a −1 ) = 2 − a − a −1 . Consequently, the matrices D n are non-negative. We have
It follows that the trace of the form E n+1 on V n is given by the matrix
We see that the trace of E n+1 on V n is equal to 1 2 E n . Consequently, if we take the forms E n = 2 n E n , then the trace of E n+1 on V n is E n and we can use Theorem 4.2 to pass to the limit
where f is a function on the set V * = n≥0 V n of binary rational points on the circle R/Z (or, restriction of a function f ∈ C(R/Z) onto V * ). Here on the right-hand side of the equality E n is evaluated on the restriction of f onto V n .
The corresponding finite-dimensional Laplacians are given by the condition
where f 1 | f 2 n is the normalized inner product
Consequently, the Laplacians are given by the matrices −2
Note that for a function f ∈ 2 (V n ) given by its values on the points k 2 n of the circle, the value of the function π n 1 −
Consequently,
, which goes to f (t) as n → ∞, hence our construction has recovered the classical Laplacian ∆(f ) = f on the circle R/Z.
5.2. Self-similar random walks. Let us formalize the situation of the last example into a definition. Let (G, X) be a contracting self-similar group. Let M ∈ 1 (G) be a Markov operator on G, i.e., a linear combination M = g∈G µ(g)g, where µ : G −→ [0, ∞) is such that g∈G µ(g) = 1 (i.e., is a measure on G). We assume that M is symmetric (i.e., that µ(g −1 ) = µ(g)) and that support of µ (the set of elements g such that µ(g) = 1) generates the group G. The operator M defines a random walk on G, where µ(g) is probability of transition from h to hg. The corresponding Laplacian is ∆ = M − 1. If µ is finitely supported, then ∆ is the discrete Laplacian on the Cayley graph of G and π n (∆) are the discrete Laplacians on the Schreier graphs Γ n of the action of G on the levels X n of the tree X * . Consider the Dirichlet forms E n on 2 (X n ) given by the matrices π n (1 − M ) = −π n (∆). Choose a letter x 0 ∈ X, let w = . . . x 0 x 0 ∈ X −ω and let V n ⊂ J G be the set of points of the limit space represented by the sequences of the form wv for v ∈ X n . We consider E n to be the forms on V n , identifying v ∈ X n with the corresponding point wv of V n .
Then the trace of E n+1 on V n is given by the Schur complement
where ∆ x0,x0 is the diagonal entry of ψ(∆) corresponding to the letter x 0 , and ∆ x0,x 0 , ∆ x0,x0 , and ∆ x0,x0 ) are the other parts of the matrix ψ(∆), so that we have (if we assume that x 0 is the first letter in the ordering of X)
Definition 5.1. The Markov operator M ∈ 1 (G) (or the corresponding random walk) is called self-similar if the Schur complement
is equal to λ∆ for some λ < 1.
The Schur complement ∆ is equal to 1−M , where M is a the Markov operator of a naturally defined trace onto x 0 · G of the random walk on the set X · G defined by M . For more details, see [Kai05, GN07, BKNV06] .
The following theorem is proved in [Kai05] . It is based on a proof of amenability of the basilica group IMG z 2 − 1 given in [BV05] .
Theorem 5.1. If there exists a non-degenerate symmetric self-similar random walk on G having finite entropy, then the group G is amenable.
Here a random walk is said to be non-degenerate, if the support of the corresponding measure µ generates G.
In our setting, if M is a self-similar Markov operator, then the sequence of Dirichlet forms E n given by the matrices λ −n π n (M − 1) satisfies the conditions of Theorem 4.2 and thus can be used to construct a Laplacian on the limit space.
It has to be noted, that there seems to be not so many examples of self-similar groups with self-similar measures of finite support (see [Kai05] for essentially all known examples). On the other hand, we still do not have any examples of infinitely supported self-similar measures. This makes a direct application of the above theorem complicated. It is still not known if all contracting self-similar groups are amenable. Recall, that IMG z 2 − 1 is generated by two elements a, b, defined by the matrix recursion
The limit space of IMG z 2 − 1 is homeomorphic to the Julia set of z 2 − 1. Consider a Markov operator of the form M = α(a + a −1 ) + β(b + b −1 ), where α, β > 0 are such that 2(α + β) = 1. We have
We see that it is convenient to take the second letter as our x 0 , so that the corresponding Schur complement is
Consequently, if we want to have a self-similar Markov operator with coefficient λ, we must have β = λα, α/2 = λβ, which gives us the solution λ = 1/ √ 2 and α and β such that α = β √ 2. Since α + β = 1/2, we get α = It follows that we can take the Dirichlet forms E n given by the matrices
to construct the form E on the Julia set of z 2 − 1. Next, we describe briefly how the same result can be obtained via analysis on the Julia set of z 2 − 1 (called "basilica", see [Mil99] ), which we denote here by J . First, we decompose it as a union
is the left fixed point of z 2 − 1 and, informally, J a is the left big wing of J while J b is the union of the right big wing of J and the central part of J (see Figure 4 , where the dotted line separates J a from J b ).
The polynomial z 2 − 1 maps J a onto J b by an one-to-one mapping, and also it maps the right wing of J b onto J b by a one-to-one mapping. The polynomial z 2 − 1 maps the central part of J b onto J a by a two-to-one mapping. Therefore the following directed graph One can see that in two steps a single resistance a is replaced by two resistances a, which implies ρ 2 = 2 or ρ = √ 2. Since a is replaced by a single b in one step, one finds again that α = β √ 2. A background on self-similar fractals in graph directed setting can be found in [HMT06, Met04, HN03] . Although the basilica Julia set is not self-similar according to these papers, the general method applies, as shown in [RT07] . In particular, one can show that the method of [HN03, KL93] . The matrix encodes the substitution rules given above, and also the resistance and measure scaling factors.
Sierpiński gasket.
Similarly to the case of the circle, we begin with the approach of Subsection 4.3 and the Schur complement formula (4.2). The Sierpiński gasket is a union of three contractions of itself, which means that V 0 consists of the three corner points, and V 1 consists of six points. Then (4.4) reduces to the matrix equation
3 . Note again that this is a particular case of Proposition 4.9. This construction coincides with the classical construction of the Laplacian on the Sierpiński gasket originally due to [BP88, Kig89, Kus87, Kus89] .
Recall that the Sierpiński gasket is homeomorphic to the limit space of the Hanoi tower group H 3 (see 2.7.2). The generators a 0 , a 1 , a 2 of H 3 satisfy the matrix recursions
Consider set of sequences W = {w 0 = . . . 000, w 1 = . . . 111, w 2 = . . . 222} and the corresponding representations ρ = ρ W of C(J G ) and π = π W of CG. We have w i x i = w i for x 0 = 0, x 1 = 1, x 2 = 2.
It follows from the structure of the nucleus of the Hanoi tower group G that sequences i −ω jv = . . . iiijv and i −ω kv = . . . iiikv, for any v ∈ X * and any permutation (i, j, k) of 0, 1, 2, define the same points of the limit space J G . Let 2 (V n ) be the subspace of 2 (W X n ) consisting of the functions having equal values on equivalent sequences.
Let us take the element
, where x and y are positive real numbers. Let E n,x be the form on 2 (W X n ) given by the matrix π n (D(x, y)). We see that
where a i = 1 − a i .
Let us permute the rows and columns (permute the basis) so that in the left top corner we get the action on the subspace
The trace of E n+1,x,y on the subspace 2 (W X n ) of 2 (W X n+1 ) is then the Schur complement of the top left corner of the partitioned matrix above. A direct computation shows that it is equal to
Recall that 2 (V n ) is the subspace of 2 (W X n ) consisting of the functions constant on the asymptotic equivalence classes. It follows from the description of the equivalence classes on X −ω associated with H 3 that the values of E n,x,y on 2 (V n ) do not depend on y. Let E V n,x be the restriction of E n,x,y onto 2 (V n ). One can show then that Trace Vn E V n+1,x is equal to the restriction of lim
Letting y go to infinity corresponds to gluing together equivalent points of W X n (making conductance between them infinite). We get then Trace Vn E Suppose that (G, X) is a strictly p.c.f. finitely generated self-replicating group. It is generated then by its nucleus N .
Let W be the set of infinite sequences w = . . . x 2 x 1 such that there exists an oriented path . . . e 2 e 1 ending in a non-trivial element and such that the arrow e n is labeled by (x n , y n ) for some y n . Then it follows from the definition of strictly p.c.f. groups that y n = x n . Let us denote by g w ∈ CG average of the elements of G corresponding to the ends of paths . . . e 2 e 1 with labels . . . (x 2 , x 2 )(x 1 , x 1 ). One can prove that the set of such elements is a finite group (the isotropy group of w, see [Nek05] ).
Recall that by Proposition 2.8, the set W is precisely the set of sequences w such that for some v the point represented by wv belongs to the boundary of the tile T v .
Consider now the symmetric matrix D( x, y) = (D w1,w2 ) ∈ M W ×W (CG), for
with the elements D w1,w2 = −x {w1,w2} , if w 1 = w 2 , and
w2 =w
x {w,w2} .
One can prove that trace of the quadratic form with matrix D( x, y) on the subspace 2 (W ) of 2 (W X) is the quadratic form with matrix D(R( x, y)) for some rational function R. Rather than giving a proof of this statement, we will consider another example of a strictly p.c.f. group below.
Note that here, as in the case of the Hanoi tower group, values of the quadratic form with the matrix π n (D( x, y) ) on the subspace 2 (V n ) of 2 (W X n ) does not depend on y, so that we may also pass to the limit as y → ∞.
In this way we reduce the question of construction of a self-similar Dirichlet form to a non-linear finite-dimensional eigenvector problem. If the limit space has additional symmetries, it may be possible to reduce the number of variables setting some of coordinates of x equal. This is, essentially, the eigenvalue problem (4.4).
5.6. Pillow. In contrast to the cases of the circle and the Sierpiński gasket, Proposition 4.9 does not apply to the Pillow example. The approach of Subsection 4.3 requires to solve the nonlinear eigenvalue equation (4.4), which is not easy to do in this case. Proposition 4.10 implies that there is a unique, up to a constant multiple, self-similar regular Dirichlet form. Note that the cone D is six-dimensional and the cone D G is three-dimensional. Its boundary consists of Dirichlet forms that have at least two zero conductances. Then it is easy to verify that there are no eigenvectors of Λ on the boundary of D G by exhausting all possible choices. Moreover, it is not difficult to see that ρ 1 = ρ 2 > 1, and so the Dirichlet form is regular.
The method to obtain existence and uniqueness in the above paragraph does not help in finding the eigenvector of Λ. However, one still can successfully apply the same strategy as for the other strictly p.c.f. examples. Consider the group generated by a, b, c, which are given by the matrix recursion
It is a strictly p.c.f. group with the limit space shown on Figure 7 . We see from the recursion that the set W of sequences read on paths ending in non-trivial states of the nucleus is W = {w 0 = 1 −ω 00, w 1 = 1 −ω 01, w 2 = 1 −ω 0, w 3 = 1 −ω }.
We have g w0 = a, g w1 = a, g w2 = b, g w3 = c. The sequences w i represent the "corner" points of the pillow, as it is shown on Figure 7 . The sequences w i v represent then the corners of the corresponding tiles T v (every point of the boundary of T v is such a corner). The shift s : J G −→ J G folds the limit space in two and then rotates it by π/2, so that s(w 0 ) = w 2 , s(w 1 ) = w 2 , s(w 2 ) = w 3 and s(w 3 ) = w 3 .
Symmetries of the pillow fractal suggest that we may try to set x {w0,w1} = x {w2,w3} , x {w0,w2} = x {w1,w3} and x {w0,w3} = x {w1,w2} . Computing the Schur complement and letting y go to infinity, we see that the trace on V n of the form defined by π n+1 (D(p, q, r, y)) on 2 (V n+1 ) is the form defined on V n by the matrix π n (D(p , q , r , y) ), where p = p(q + r) + q 2 + r 2 2(2p + q + r) , q = p + p(q + r) + 2qr 2(2p + q + r) , r = p(q + r) + 2qr 2(2p + q + r) .
Note that in computation of the Schur complement only the coefficients at y 2 have to be computed, since y 4 and y 3 cancel and the lower terms are not important when passing to the limit as y → ∞. This observation substantially simplifies the computations.
One can see by direct but lengthy computation that solving nonlinear eigenvalue problem (4.4) leads to the same equations.
6. Analysis and probability on non p.c.f. fractals 6.1. On the relation between p.c.f. and finitely ramified assumptions, and self-similar metrics. A compact connected metric space X is called a finitely ramified self-similar set if there are injective contraction maps ψ 0 , . . . , ψ d−1 : X → X and a finite set V 0 ⊂ X such that
and for any n and for any two distinct words w, w ∈ X n = {1, . . . , d} n we have
where X w = ψ w (X ) and V w = ψ w (V 0 ). Here for a finite word w = w 1 . . . w n ∈ X n we denote ψ w = ψ w1 • · · · • ψ wn .
The set V 0 is called the vertex boundary of X , and X w are called cells.
The question of existence of a "self-similar" metric on self-similar sets was recently studied in detail in [Hve05, Kam00, Kam04] . According to [Hve05] , our class of self-similar finitely ramified fractals defined above is the same as finitely ramified SSH-fractals (with finite fractal boundary) of [Hve05] . The definition of SSH-fractals in [Hve05] requires fulfillment of a certain set of axioms, one of which is that the maps ψ 0 , . . . , ψ d−1 : X → X are continuous injections. It is then proved that X can be equipped with a self-similar metric in such a way that the injective maps ψ j become contractions (as well as local similitudes), but the topology does not change. In particular, for every p.c.f. self-similar set defined in [Kig01, Kig03] there exists a self-similar metric. Therefore the definition of self-similar finitely ramified fractals generalizes the definition of p.c.f. self-similar sets. The definition of a finitely ramified set allows infinitely many cells with disjoint interiors to meet at a junction point, which is referred to as fractals with "infinite multiplicity" in [Hve05] . We use a simplified approach when we assume from the very beginning that ψ i are contractions. A simple example of self-similar finitely ramified fractal which is not a p.c.f. self-similar set is the Diamond fractal shown in Figure 8 . Recently this fractal was studied in [HK07] in relation to the critical percolation and in [BCD + 07] in relation to the self-similarity of the spectrum and spectral decimation.
An n-cell is called a boundary cell if it intersects V 0 . Otherwise it is called an interior cell. We say that X has connected interior if the set of interior 1-cells is connected, any boundary 1-cell contains exactly one point of V 0 , and the intersection of two different boundary 1-cells is contained in an interior 1-cell. The following theorem is proved in [HMT06] for the p.c.f. case, but the proof applies for self-similar finitely ramified fractal without any changes.
Theorem 6.1. Suppose that X has connected interior, and a group G acts on a self-similar finitely ramified fractal X such that its action on V 0 is transitive. Then there are weights ρ i > 1 such that there exists a G-invariant self-similar resistance form E with these weights.
6.2. Non finitely ramified fractals. In the case non-p.c.f. ramified case, there is an existence result [BB99] for the so-called generalized Sierpiński carpets (see also [BB89, BB90, BBS90, KY92] ), but the question of uniqueness is currently under investigation [BBKT07] . It seems plausible that the developed methods, which are quite complicated, to prove existence (and possibly uniqueness) on the generalized Sierpiński carpets can be adapted for the limit spaces of selfsimilar groups, but it is far from certain. We will not discuss these questions in the present paper, but only mention that they are related to the local symmetries of the space, elliptic and parabolic Harnack inequalities, and to sub-Gaussian type heat kernel (transition probabilities) estimates on metric measure spaces 1 t α/β Φ 1 d(x, y) t 1/β p t (x, y) 1 t α/β Φ 2 d(x, y) t 1/β .
One can see see [BB04, BBK06, GHL06, and references therein] for more details. The present volume contains an interesting relevant article [GK07] by A. Grigoryan and T. Kumagai on the dichotomy in the heat kernel two sided estimates. In particular, the dichotomy means drastically different behavior of local and non local Dirichlet forms, which may be related to the questions raised in Subsection 5.2.
