This paper presents a short survey of some recent approaches relating different areas: deterministic chaos and computability. Chaos, in classical physics, may be approached by dynamical (equationally determined) systems or stochastic ones (as random processes). Now, randomness has also been effectively modeled with recursion theoretic tools by P. Martin-Löf. We recall its connections to Kolmogorov complexity and show some applications to dynamical systems. This allows to introduce connecting results between well established notions of entropy and algorithmic information.
Introduction
Science begins with observations, quantitative ones when possible, that is to say, measurements. Usually, if a measurement is repeated, a different value is obtained. Thus several measurements have to been made in order to obtain a sequence of values (a time series) that the scientist seeks to analyze and that could reveal some underlying structure in the process under investigation. Mathematics, although could be considered as rather an abstract subject independent of the physical reality, have had an enormous (and intriguing) usefulness in modeling and analyzing natural processes so as to be able to make successful predictions about their behavior.
Perhaps, almost every (if not all) physical process can be viewed as a combination of a deterministic part and a random one. The deterministic part express a physical law governing the evolution of the system under investigation and, in classical physics, is usually modeled in the framework of (topological) dynamical systems. These systems are in principle, predictable, enabling the possibility to compute future states or measurements associated to such states. But it is known that this is not always the case, as we will see later.
The random part may appear, on one hand, when the system shows no local regularities that can be expressed by deterministic rules but, nevertheless, there exists global regularities: the statistic ones. In this case the system is assumed to have a random behavior and this situation is usually modeled within classical (that is, Kolmogorov's axiomatization of (Kolmogorov 1933) ) probability theory where the system evolution is represented by a stochastic process. Qualitative understanding is achieved, but nothing can be said about a particular state of the system in a particular time, so no prediction about a specific measurement can be made. Instead, global (statistical) properties can be predicted, for example that the average of some repeated measurement will tend to stabilize around a certain value.
On the other hand, even if the system is governed by a physical law, that is to have a deterministic model, random behavior may still appear. It is the consequence of the famous sensitivity to initial conditions (chaotic behavior) and the impossibility to make measurements with infinite precision (approximation): two initial conditions which are very close to each other (so they are indistinguishable for the physical measurement) may diverge in time, rending the truly evolution unpredictable. One associates this practical unpredictability to a random behavior, and consequently, these systems allow both deterministic and probabilistic descriptions which do not exclude but complement each other. This is the subject of ergodic theory.
Anyway, randomness is identified with unpredictability which forbids the possibility of computing future states and its associated quantities (for a recent discussion on randomness as unpredictability, in classical and quantum frames, see (Bailly, Longo 2007) ). Here is the role that computability plays, and in a sense that will be clarified as we proceed, randomness and "chaoticity" will be closely associated with high orders of "noncomputability".
In this article we overview some basic concepts and facts of probability, dynamical systems and computability theories, first separately (the rest of this section) and then we concentrate in showing how computability considerations, in particular Kolmogorov complexity (Kolmogorov 1963) and Martin-Löf randomness (Martin-Löf 1966) , may be useful for both probability and dynamical systems theory. See (Lambalgen 1987) , (Levin 1984) , (Li and Vitanyi 1997) .
Computability Theory
We shall take as primitive the notion of an algorithm which transform finite objects into finite objects. Integer and rational (but not all real) numbers as well as finite sequences of finite object are examples of such objects. We shall repeatedly use the space 2 <ω of finite binary sequences. A finite binary sequence is alternatively called a word or a string, and denoted by w. If w ∈ 2 <ω and i ≤ j, w i:j denotes the string w i w i+1 . . . w j ∈ 2 <ω . It is understood that an algorithm need not terminate on every input. A partial recursive function is a function that can be computed by an algorithm. A set is called recursively enumerable (denoted by r.e. or Σ 1 ) if it is the range of some partial recursive function.
That is if there exists an algorithm listing the set. A set is Π 1 if its complement is Σ 1 . With this intuitive description it is more or less clear that there exist an effective procedure to enumerate the class of all partial recursive function, associating to each of them its Gödelnumber. For formal definitions see for example, (Rogers 1967) . The connection between the informal notion of an algorithm and the formal definition of partial recursive functions is provided by Church's Thesis, which states that every (intuitively formalizable) algorithm is a partial recursive function.
Usually one does not formally verify that some apparently recursive function is indeed recursive; instead one exhibits an algorithm which computes the function and Church's Thesis is invoked to guarantee that the function is in fact recursive. We shall do likewise, but in constructing algorithms to prove their existence we freely use classical logic; as a consequence, proving the existence of a recursive function does not mean necessarily that it can be effectively constructed.
Since intrinsically non-algorithmic methods are rather rare in mathematics, recursive function theory allows us to construct analogues of many concepts of classical analysis by presuming recursive enumerability of the countable sets considered. There is, however, an important exception: the existence of universal algorithms. Eg, the set of all countable set of integers is uncountable while the set of all recursively enumerable sets is recursively enumerable. This rather abstract difference opens new analytical possibilities which have no analogies in "non-algorithmic" analysis.
We call a function f : 2 <ω → R lower semicomputable if its subgraph, i.e., the set {(w, r) ∈ 2 <ω × Q : r < f (w)} is r.e.. We call f upper semicomputable if −f is lower semicomputable. We call f computable if it is lower and upper semicomputable.
Probability Theory
We briefly present the Kolmogorov axiomatization of probability theory (Kolmogorov 1963) . Let X be a set. A σ-algebra of subsets of X is a collection B of subsets of X satisfying the following three conditions:
We then call the pair (X, B) a measurable space. A finite measure on (X, B) is a function µ :
is a sequence of members of B which are pairwise disjoint subsets of X. A finite measure space is a triple (X, B, µ) where (X, B) is a measurable space and µ is a finite measure on (X, B). We shall usually only consider probability spaces, which are finite measure spaces (X, B, µ) with µ(X) = 1.
In this exposition we will often consider the measurable space (2 ω , F) where 2 ω is the space of infinite binary sequences and F is the Borel σ-algebra generated by the balls (or cylinders) of the type [w] = {x ∈ 2 ω : w ⊂ x} (here w ∈ 2 <ω and w ⊂ x means that the sequence x is an extension of the sequence w).
form a sequence of pairwise disjoint cylinders.
A finite measure on (2 ω , F) is completely determined by its values on cylinders. Thus, every function ν : 2 <ω → R which satisfy the additivity property on prefix free sets can be extended to a finite measure on (2 ω , F). We will say that a measure µ on (2 ω , F) is computable, if its restriction to cylinders (that is as a function on 2 <ω ) is computable. A random variable is a measurable function f : X → R * which means that for each interval I, the event which yields f to take values in I, namely f −1 (I), is a measurable event, i.e., is a member of B. For a random variable f , we denote by E µ (f ) = f dµ its expectation value. We drop the index µ when it is clear from the context.
The premise for the use of probabilistic methods is the assumption that the result x of a physical process arises randomly with probability distribution µ. This µ is discovered or hypothesized by for example, analogy with other processes and statistical data about them, considerations of symmetry, etc. Then, those properties of x that are satisfied with µ-probability 1 (or close to 1 in the finite case) are taken as probabilistic laws. E.g. if ω is the sequence of outputs in a µ-distributed experiment which is independent and identically repeated (i.e. µ(x 1 , ..., x n ) = µ (x 1 )µ (x 2 )...µ (x n )), then for each property B the law of large numbers tells that, with µ-probability close to 1, the frequency of B(ω i ) realization is close to the probability µ (B). Anyway, subjecting ω to such laws is predicted, i.e. probabilistic laws are those properties which should be satisfied by random objects (with respect to some distribution).
The problem is that in this absolute sense, random objects do not exist: jointly the properties of probability 1 have probability 0! So, we cannot predict the realization of all of them simultaneously. We should choose a few (the standard ones) of them. However, classical probability theory contains no principles which would allow the distinction of such standard laws from others. In (Martin-Löf 1966) Martin Löf proposed a criteria for the choice of the class of standards laws, namely those laws which can be proved in a effective way.
Dynamical Systems
A few words about the standard way to model both deterministic and stochastic physical systems within the same framework, that of ergodic theory. The set of all possible states of the system will be denoted by X, which will be usually a metric space. A point x ∈ X is supposed to give all possible information about the system; absolutely perfect knowledge of, for example, the position and momentum of every particle constituting the system. Since such perfect information is unattainable, one only assumes to be able to know whether or not x is consistent which some observable event B subset of X, that is, whether or not x ∈ B. To permit countable-infinite set-theoretic operations, one suppose the collection of all observable events to form a σ-algebra B, over which a probability measure µ is considered. A measurement on the system is modeled by a random variable f : X → R. Now we describe dynamics. Development in time is modeled by a measure preserving transformation T : X → X. This is a function which preserves observability (T is measurable) and probability: µ(T −1 (B)) = µ(B) (we also say that µ is an invariant probability measure). The idea is that if the system is in a state x ∈ X at a given in-stant, then at next instant it will be in state T (x). The invariance of µ under T reflects the fact that we are in an equilibrium situation: probabilities of observable events do not change in time. A typical picture is the following: an initial point is chosen according to Lebesgue measure (subject to errors in measurement); the trajectory (or orbit) of this point O(x) = {x, T (x), T 2 (x), . . .} approaches an "attractor", on which the limiting dynamics take place, and that can be quite complicated; Lebesgue measure itself also evolves in time towards a limiting invariant measure, supported on the attractor, describing at least in statistical terms the dynamics of the equilibrium situation of the system being studied. Different initial condition may lead in long term to quite different particular behaviors, but identical in a qualitative sens. An invariant measure is called ergodic if for all B ∈ B such that T −1 (B) = B, it holds µ(B) = 0 or µ(B c ) = 0. Ergodic theory is firstly concerned with understanding "essentially different" measure preserving transformations, where two transformations are considered to be essentially the same if they are isomorphic (for a formal definition see (Petersen 1983) ). The approaches to the isomorphism problem usually involves searching for isomorphism invariant quantities, which are useful in distinguishing and classifying transformations.
If we consider access to the system given by a finite measurable partition α = {A 1 , . . . , A n } (a partition where the sets are measurable) which represents actually observables quantities, then we can associate to (X, µ, T ) a symbolic dynamical system (X α , µ α , σ) (called the symbolic model of (X, µ, T )). The set X α is a subset of {1, 2, . . . , n} N . To a point x ∈ X it is associated an infinite sequence ω = (ω i ) i∈N = φ α (x) defined as
The transformation σ : X α → X α is the shift defined by σ((ω i ) i∈N ) = (ω i+1 ) i∈N . Since α is a partition, the set φ α (x) will contain only one element and defines a function associating an infinite string to a point x ∈ X. The measure µ induces a measure µ α in the associated symbolic dynamical system. Since the map φ α is measurable, the measure µ α can be defined by µ α (B) = µ(φ
is ergodic and h µ (T, α) equals h µα (σ) where h ν denotes metric entropy which we now define.
Given a finite invariant dynamical system (X, T, µ) and a finite measurable partition α = {A 1 , . . . , A N } of X, the entropy h µ (α) of the partition α is defined as
with the assumption that 0 log 0 = 0. h µ (α) is a measure of the finesse and homogeneity of the the partition α with respect to µ.
Let T −1 α be the partition given by the counter images T −1 A i . Then let
be the partition given by the sets of the form
varying A ij among all the sets of α. To know to which set of the partition α n a point x belongs to, corresponds to know what are the sets of the partition α that the orbit of x visits up to time n − 1.
The metric entropy h µ (T, α) relative to the partition α is defined as the limit
We remark that this limit is an infimum, since the sequence on the right hand side is decreasing. Finally we define the metric entropy h µ (T ) of (X, T, µ) as
A fundamental property of the metric entropy is its invariance under isomorphisms. We shall see more on this in section 3.
Martin-Löf Randomness
In (Martin-Löf 1966), Martin-Löf proposed a canonical choice for the class of probabilistic laws: the class of those laws which can be proved effectively. To better explain this notion, we shall look at proofs of probabilistic laws.
According to the usual interpretation, a probabilistic law with respect to a measure µ is a statement about some formula φ of the form µ{x ∈ 2 ω : φ(x)} = 1, or equivalently µ{x ∈ 2 ω : φ(x)} c = 0. Typically, to proof such a statement one constructs a sequence
(or any other function of n which decreases to 0). Roughly speaking, a probabilistic law is effective if the sequence (O n ) used in the proof can be constructed in an algorithmic way. Formally, we have: Definition 2.1. Let µ be a computable measure on 2 ω . A subset N of 2 ω is an effective µ-null set if:
(i) N is of the form ∩ n O n , where the O n are recursively enumerable, uniformly in n.
By being recursively enumerable, uniformly in n for a sequence (O n ) we mean that there exists an algorithm which on input n generates the set O n . It is not difficult to see that for every recursively enumerable subset A ⊆ 2 ω , one can effectively determine a recursively enumerable sequence of disjoint cylinders [w i ] such that A = ∪ i [w i ]. So, to generate a set O n for an algorithm means to enumerate the prefix free sequence (w i ) iN ⊂ 2 <ω . Let N µ be the collection of all effective µ-null sets. For each N ∈ N µ we have µ(N ) = 0, by definition. Since N µ is countably infinite, we have
and we call the set U µ = ∪ N ∈Nµ N the maximal µ-null set, moreover we have the following central result:
Theorem 2.1 (Martin-Löf ). Let µ be a computable measure. The collection N µ of all effective µ-null sets, is recursively enumerable and then the set U µ = ∪ N ∈Nµ N is an effective µ-null set.
We can now state the definition of a (Martin-Löf) random sequence.
Definition 2.2 (Martin Löf randomness). Let µ be a computable measure. x ∈ 2 ω is random with respect to µ (denoted by
It can be shown that most laws of probability (such as the law of large numbers or the law of the iterated logarithm) can indeed be proved by constructing µ-null sets covering the set of sequences that do not satisfies these laws. So, typical (random) sequences in the sense of Martin-Löf share the common laws of probability.
In particular, since the set of µ-random infinite sequence has µ-measure one, this definition allow us to replace the standard formulation of probability theory: "φ holds with probability one"; by the more effective one: "φ holds for each (Martin Löf ) random infinite sequence ω", for all effective predicates φ.
There is another way to express the typicality of an infinite sequence with respect to a given probability distribution. Suppose we have a function t : 2 ω → R + ∪ {∞} with finite expectation, say E µ (t) = tdµ ≤ 1. If x ∈ 2 ω appears at random (with respect to the probability distribution µ), then we must have µ{x ∈ 2 ω : t(x) = ∞} = 0 (characterizing µ-null sets), and we may expect t to take larger values than E(t) only with little probability, that is for all > 0 there exist a sufficiently large m such that µ{x ∈ 2 ω : t(x) > m} < . Hence, the function t may be seen as a test for the typicality of a sequence. To get a proper definition we must add some effective structure to the test function t.
Definition 2.3. Let µ be a computable probability measure. A total function t : 2 ω → N ∪ {∞} of the form t(x) = sup n∈N {δ(x 1:n )} is an effective sequential µ-test if: (i) δ : 2 <ω → N is a lower semi-computable function, and
If x is such that t(x) < ∞, we will say that x passes the test t.
The relation between effective sequential tests and effective null sets is given by the following lemma.
Lemma 2.1. Let µ be a computable probability measure. N is an effective µ-null set if and only if N = {x ∈ 2 ω : t(x) = ∞} for some effective sequential µ-test t.
Proof. Let t(x) = sup n∈N {δ(x 1:n )} be an effective sequential µ-test. Since δ is lower semi-computable, the set {x ∈ 2 ω : t(x) > m} = {x ∈ 2 ω : ∃n δ(x 1:n ) > m} is a recursively enumerable one and the µ-null set {x ∈ 2 ω : t(x) = ∞} may be written as {x ∈ 2 ω : ∀m ∃n δ(x 1:n ) > m} = ∩ m∈N {x ∈ 2 ω : ∃n δ(x 1:n ) > m}, then it is an effective µ-null set. For the converse, given an effective µ-null set N = ∩ m∈N ∪ j∈N [f (m, j)] we define the function δ as follows:
δ(w) = m + 1 if m is the last integer for which w = f (m, j) for some j. 0 otherwise.
Such a δ is lower semi-computable and {x ∈ 2 ω : ∃n δ(x 1:n ) > m} = {x ∈ 2 ω : ∃n ∃j
We now state the more classical definition of Martin-Löf random sequences as a theorem.
Theorem 2.2. An infinite sequence ω ∈ 2 ω is (Martin-Löf) random with respect to a computable probability measure µ iff it passes all effective sequential µ-tests.
Proof. Direct from the lemma.
The existence of a maximal effective µ-null set entails the existence of an universal effective sequential test, that is to say an effective sequential test f such that for each effective sequential µ-test t i there exists a constant c such that for all x ∈ 2 ω , we have f (x) ≥ t i (x) − c. We denote this universal test f µ . An infinite sequence ω is random with respect to µ iff f µ (ω) < ∞.
Application to ergodic theory
Let (Ω, F, µ) be a probability space, T a transformation preserving the measure µ, and f an integrable real function.
As in section 1.3, the time development of the system, starting from state x at time 0, is given by the orbit O(x) = {x, T x, T 2 x, . . .}. The scientist seeking to measure an observable quantity f obtains the sequence of numbers {f (x), f (T x), f (T 2 x), . . .} and may compute the sequence of averages
The existence of the limit of these averages as n → ∞ is a question of fundamental importance for science. If the limit exists, it represents a mean or average value of the observable f that can carry some information about the underlying structure of the system. For example, if for a set A ⊂ X we take the function f A (x) : X → {0, 1} defined by f A (x) = 1 ⇔ x ∈ A, then lim n→∞ A n f A (x) represents the fraction of time that the orbit of x spends on A.
The Birkhoff's ergodic theorem, in its general form asserts Theorem 2.3 (Birkhoff ) . Let µ be a probability measure, T a transformation preserving the measure µ, and f a real function on Ω. Then there exists an integrable function f such that E(f ) = E(f ) and
µ-almost surely. In addition,f (T ω) =f (ω). If the transformation T is ergodic, then f (ω) = E(f ) µ-almost surely.
As it has been said before, many results in probability theory are of the form "φ(ω) holds almost surely", were φ(ω) is some property. So, in a sense, the ergodic theorem embodies many of them, all of the form (1). For example, if the transformation T is the shift over 2 ω (then the measure µ is stationary) and if we set f (ω 1 ω 2 . . . ) = ω 1 , then we have
in (1), that is the frequency of 1's in ω converges to µ([1]) almost surely. Unlike many other assertions of probability theory, which hold almost surely, the wellknown proof of this theorem cannot effectively define the class of ω for which (1) holds. In (V'Yugin 1997) a more "constructive" proof is used in order to prove its "individual counterpart". We must additionally assume the computability of the measure µ, transformation T and function f . Computability for the function f means that there is an algorithm which uses as inputs a rational and a sequence ω ∈ 2 ω and, after a finite number of steps, this algorithm puts out a rational number r such that |f (ω) − r| < . Note that this algorithm uses only an initial finite part of the sequence ω. Computability for the transformation T means that there is an algorithm which takes a sequence ω sequentially bit a bit, processes it, and produces an output sequence also sequentially bit a bit. The shift is the simplest example of a computable transformation. For a more formal exposition see (V'Yugin 1997).
Theorem 2.4 (V'Yugin). Let µ be a computable measure, T a computable transformation preserving the measure µ, and f a computable real function on Ω. Then there exists an integrable functionf such that E(f ) = E(f ) and
for any typical (random in the sense of Martin-Löf) sequence ω, with respect to the measure µ. In addition,f (T ω) =f (ω). If the transformation T is ergodic, thenf (ω) = E(f ) for this sequence ω.
Kolmogorov Complexity
There are various ways in which the intuition behind the definition of Kolmogorov complexity (Kolmogorov 1963 )can be stated. Consider the following strings, supposed to be generated by a random process like coin tossing:
Under the hypothesis of random generation, the perfect regularity of x make it appears to us extremely extraordinary and possibly it wouldn't be accepted as a random outcome. A little less evident is the regularity of the second string y, which is also a periodic one. The third string z seems to have no evident regularity, and it would be possibly accepted as a random outcome. However, probability theory assigns the same probability P = 2 −24 to all of them, and allows no distinction.
In (Gács 1993 ), Peter Gács remarks, "...this convinces us only that the axioms of Probability theory, as developed in [Kolmogorov] , do not solve all mysteries that they are sometimes supposed to".
Pierre-Simon Laplace has pointed out the following reason why intuitively a regular outcome of a random event is unlikely, "We arrange in our thought all possible events in various classes; and we regard as extraordinary those classes which include a very small number. In the games of heads and tails, if head comes up a hundred times in a row this appears to us extraordinary, because the almost infinite number of combinations that can arise in a hundred throws are divided in regular sequences, or those in which we observe a rule that is easy to grasp, and irregular sequences, that are incomparably more numerous." (P.S. Laplace, A philosophical Essay on Probabilities, Dover, 1952. Originally published in 1819.)
But, how to formalize such a distinction between regular and irregular sequences? Laplace distinguishes also between the object itself and a cause of the object, "The regular combinations occur more rarely only because they are less numerous. If we seek a cause wherever we perceive symmetry, it is not that we regard the symmetrical event as less possible than the others, but, since this event ought to be the effect of a regular cause or that of chance, the first of these suppositions is more probable than the second."(P.S. Laplace, Ibid.)
Or, in Lévy's words, "Si donc en présence d'une suite remarquable nous excluons la première hypothèse [of the random origin of the data] ce n'est pas que le hasard ait a priori moins de chance de la produire qu'une autre; c'est qu'une autre cause que le hasard a plus de chance de la produire." (Lévy 1925) So, we can expect regular sequences to be produced by other causes but chance. Be able to find such a cause, that is, to have a theory (or a model) explaining the regularities of large data, means to be able to reproduce the data using this theory (this model). Thus, we can use it to give a much shorter description of the data than the data itself. This identification between regularity and compressibility is the central idea in the definition of Kolmogorov Complexity as a minimal description length function.
Let X be a class of finite objects, and C a class of finite words (the codes). A minimal description length function corresponds to a (surjective) decoding procedure f : C → X such that for all other decoding procedures g : C → X and for all object x ∈ X , f satisfy an optimality property of the form:
If we let the class of decoding procedures to be the class of all functions from C to X , then there is no such a minimal procedure; the natural restriction to make here is to consider only algorithmic procedures.
One more thing, the decoding procedure should be able to separate different codes which have been concatenated in a single word without other information that the concatenated string itself, or equivalently, codes must include information about their own lengths. That is, decoding procedures must have prefix-free domains (see section 1.2). Such codes are called self-delimiting codes. Since a given code is supposed to contain all necessary information to reconstruct in an algorithmic way the coded finite object, the Kolmogorov Complexity is also called Algorithmic Information Content. We prefer to use the latter, since as we will see later, random objects have very high information contents. But randomness is the absence of any "structure" and "organization", so, in a sense, random objects should not be very complex.
Definition 3.1. A prefix algorithm is a partial recursive function A : 2 <ω → 2 <ω which has a prefix-free domain. Let A be the set of prefix algorithms.
Definition 3.2. Let A : 2 <ω → 2 <ω ∈ A be a prefix algorithm. The complexity (or Information Content) I A (w) of w ∈ 2 <ω is defined to be
To have the promised minimality property, we need the existence of a universal prefix algorithm. At first sight it might seem that such an algorithm does not exists, since the set of Gödelnumbers of prefix algorithms is Π 1 . But nonetheless, a recursive enumeration of the set of prefix algorithms does exists. Theorem 3.1. A is recursively enumerable.
Proof. We construct an algorithm P which transforms any number e into a Gödel-number P (e) = e A P (e) for a prefix algorithm A P (e) and such that every prefix algorithm has at least one Gödelnumber in the range of P . Given e, P generates the domain of the partial recursive function with Gödelnumber e, φ e . A partial recursive function A P (e) with Gödelnumber P (e) is determined in the following way: A P (e) (q) equals φ e (q) except for those q ∈ domφ e which are initial segments or prolongations of previously generated p ∈ domφ e . For these q, A P (e) (q) is undefined. By construction, A P (e) is a prefix algorithm and if φ e is a prefix algorithm then P (e) = e. Hence the set of prefix algorithms is recursively enumerable.
As a consequence, we have the existence of a universal prefix algorithm.
Theorem 3.2. There exist a universal prefix algorithm which is asymptotically optimal, that is an U ∈ A such that ∀ A ∈ A ∃ c A ∈ N, which depends on A, such that ∀ p ∈ 2 <ω ∃ q ∈ 2 <ω which satisfy U (q) = A(p) and |q| = |p| + c A .
Proof. We define a universal prefix algorithm U as follows: on inputs of the form q = 0 e A 1p, U simulates the action of the prefix algorithm A with Gödelnumber e A on p. For this U , if A is a prefix algorithm with Gödelnumber e A and p ∈ 2 <ω is an input, then q = 0 e A 1p is such that U (q) = A(p) and |q| = |p| + e A + 1.
We fix an asymptotically optimal universal prefix algorithm U and we let I(w) = I U (w). We can now state the invariance theorem, which gives the optimality property.
Theorem 3.3. ∀A ∈ A ∃ c A ∈ N such that ∀w ∈ 2 <ω we have I(w) ≤ I A (w) + c A .
Proof. Let p * a shortest input such that A(p * ) = w, then q = 0 e A 1p * is such that U (q) = w and then I(w) ≤ I A (w) + c A , where c A = e A + 1.
We have claimed that the central idea in the definition of Kolmogorov Complexity is the identification between regularity and compressibility, so an irregular object (a random one) should be incompressible, that is to say with a high Information Content. Consequently, we have to look at sharp upper bounds and ask for a random object to have an information content close to these bounds. Given a finite string w, it is not difficult to think in a self-delimiting code which contains the word w itself and the information about its own length. In fact, we have the following easy first upper bound.
Lemma 3.1. For some constant c and all w: I(w) ≤ |w| + I(|w|) + c Note that, to know the length of w, say n, is to know that w belongs to a specific set much smaller than 2 <ω , namely the set S = {w : |w| = n} whose cardinality is 2 n . Then we can specify w with its position in a enumeration of this set, a number that can be represented in less than log(2 n ) = n bits. In general, any information about a specific set to which w belongs can be used to code it in a shorter way. There is another well known extra information that can help to found short codes, it is the knowledge of an underlying probability distribution. The idea here is to assign shorter codes to words with high probability. To illustrate this, consider a product probability distribution which assigns a high probability to 1 and a little probability to 0. Consequently typical finite words should have a little number of 0's. If we enumerate these words in an increasing way with respect to the number of 0's, typical words should have little index in this enumeration, and then, specifying these index we can give short codes. In fact, do not know the underlying distribution corresponds to the case where the above technique is useless: the uniform case, where the probability of any n-length word is 2 −n and where we have |w| = − log(probability(w)). More generally we have the following: Theorem 3.4. Let µ be a computable measure on 2 ω . Then for some constant c and all
We state now the promised relation between randomness and incompressibility for infinite sequence, expressed as the incompressibility of their initial segments. For a proof see (Chaitin 1987) .
Theorem 3.5 (Chaitin, Levin) . Let µ be a computable measure. Then ω is a (Martin Löf) random sequence with respect to µ if and only if ∃m ∀n I(ω 1:n ) > − log µ[ω 1:n ] − m.
Application to dynamical systems
Sensitivity to initial conditions entails the unpredictability of a system. Invariant quantities capable of distinguish its presence, like Lyapunov exponents or entropy, are suitable for the identification and classification of these systems. These indicators can be seen in different ways: as a measure of the speed of separation of initially nearby orbits, as the average uncertainty removed from the system when observations are performed, or as the growing rate of precision (in the knowledge of the initial condition) needed to predict the evolution of the system in later and later times. Removed uncertainty or incremented precision can both also be viewed as gained information about the corresponding state of the system. That is, to predict the systems in older an older times requires more and more information about the initial condition. Hence, the asymptotic behavior of the relation between time of prediction and information needed, should give such an indicator. But, how to measure the information content of a single state in phase space, usually represented by a point in a metric space?.
We have seen that Algorithmic information theory gives a rigorous and powerful tool for defining the amount of information contained in a binary string. This theory has been extended to more general spaces (Brudno 1983) , (Gács 1993) , (Galatolo 2000) , (Galatolo 1999) . Following Galatolo, we will show how this theory can be translated to the dynamical systems framework, and used to obtain a meaningful indicator of the information content of points in metric spaces, called pointwise information. Measuring the growing rate of the information needed to specify the system evolution to a certain time, we get another indicator of sensitivity: algorithmic entropy.
3.1.1. Computable structures. For the definition of pointwise information, or P-information for short, we must choose an additional structure on the metric space, a computable structure. Roughly speaking a computable structure is a class I of dense immersions of the space of finite strings 2 <ω in a metric space (X, d) such that the distance d restricted to I(2 <ω ) is a computable function. Computable structures allows us to interpret finite strings as points (or sequences of points) of the metric space. From here and beyond let (X, d) be a separable metric space. Now we begin with the definitions and some results. The proofs can be found in (Galatolo 2000) , (Galatolo 1999) . Definition 3.3. An interpretation function on (X, d) is a function I : 2 <ω → X such that I(2 <ω ) is dense in X and there exists a total recursive function D : 2 <ω × 2 <ω × N → Q such that ∀s 1 , s 2 ∈ 2 <ω , n ∈ 2 <ω :
Definition 3.4. Let I 1 and I 2 be two interpretations in (X, d); we say that I 1 and I 2 are equivalent denoted by I 1 ∼ I 2 if there exists a total recursive function D * : 2 <ω × 2 <ω × N → Q, such that ∀s 1 , s 2 ∈ 2 <ω , n ∈ N :
The relation ∼ is an equivalence relation. There are natural choices of computable structures for many concrete metric spaces used in analysis or geometry. For example, the space R n has as natural computable structure the equivalent class of interpretations containing some interpretation of Q n . In separable functions spaces there are structures containing polynomials with rational coefficients and so on.
Morphisms between metric spaces with computable structures must preserve computability. We have the following definition.
Definition 3.6. Let (X, d, I) and (Y, d , J ) be spaces with computable structures; a function Ψ : X → Y is said to be a morphism of computable structures if Ψ is continuous and for each pair I ∈ I, J ∈ J there exists a total recursive function D * : 2 <ω ×2 <ω ×N → Q such that ∀s 1 , s 2 ∈ 2 <ω , n ∈ N :
We remark that if Ψ is a morphism between X and Y then given a point x ∈ I(2 <ω ) ⊂ X it is possible to find in an algorithmic way a point y ∈ J(2 <ω ) ⊂ Y as near as we want to Ψ(x). We note also that Ψ is not required to have dense image and then Ψ • I is not necessarily an interpretation function equivalent to J.
3.1.2. Pointwise information and algorithmic entropy. The choice of a computable structure on X allows us to interpret the output of a computation as a point of X and to define the notion of Information Content of a point of the space at a given accuracy.
The Kolmogorov complexity of a word s ∈ 2 <ω will be denoted K(s).
Definition 3.7. The P-information of a point x ∈ X at accuracy λ (> 0) ∈ Q with respect to the interpretation I ∈ I is defined to be:
To define the Information Content of a finite sequence in X, we need a way to interpret computations as finite sequence. Let us consider a total recursive surjective function:
where (2 <ω ) * is the set of finite sequence in 2 <ω . For each word s ∈ 2 <ω we define
* , where X * is the set of finite sequences in X (that is U i (s) ∈ X) and I has been extended in the obvious way.
Definition 3.8. The P-information of a finite sequence of points (x 1 , . . . , x n ) ∈ X * at accuracy λ (> 0) ∈ Q with respect to the interpretation I ∈ I is defined to be:
Now, let us consider
The functions S λ , S λ are non-decreasing in λ and intuitively they provide an estimation for the mean information needed to describe a step of the orbit of a point with accuracy 2 −λ and interpretation I. The value of S λ and S λ does not depend on the choice of the function Q, changing it the values of P λ do not change up to a constant which vanishes in the limit. Since S λ and S λ are non-decreasing the limits
exists.
Lemma 3.3. If the interpretation function I 1 is equivalent o I 2 then ∀x ∈ X S(T, X, I 1 , x) = S(T, X, I 2 , x),
If a computable structure I is defined on the metric space X, the last lemma allows the definition of S(T, X, I, x) and S(T, X, I, x). That is the algorithmic entropy of the orbit of x with respect to I. Definition 3.9. If X is a metric space with a computable structure I, I ∈ I, the algorithmic entropy of x with respect to I is defined as
If X is a metric space with a computable structure the algorithmic entropy is invariant under maps which are morphisms of the computable structures. So it may be useful to the classification problem. We remark that this notion make sense in every metric space (not necessarily compact).
However if X is compact, algorithmic entropy is equivalent to an older notion introduced by Brudno called orbit complexity (Brudno 1983) , and as a consequence, the choice of a computable structure is not important: the next theorem shows that if a computable structure exists on a compact X then S(T, X, I, x) is independent of the choice of I, moreover it is equal to the metric entropy of the system for almost all points.
Theorem 3.6. Let (X, T ) be a dynamical system. If X is compact, has a computable structure I and µ is an ergodic probability measure on (X, T ) then S(T, X, I, x) = S(T, X, I, x) = h µ (T ) for µ-almost each x ∈ X, where h µ (T ) is the metric entropy of (X, T ) with respect to the invariant measure µ.
This result confirms what was expected, a deep connection between amounts of information as measured by Kolmogorov complexity and disorder degrees, which high valuated entails unpredictability.
Conclusions
In this article, we have overviewed some basic but important concepts and results of computability, probability and dynamical systems theory.
In setion 2 we have seen how to use computability theory to formalize the notion of individual random sequence with respect to some measure µ. Namely, a sequence is µ-random if its satisfies all "effective" (in an algorithmic sense) properties of µ-probability one.
Or, as said in the introduction, randomness is usually identified with unpredictability which forbids the possibility of computing future outcomes. Nevertheless it is not true that µ-random sequences are always uncomputable. For instance, it is not dificult to see that every computable sequence ω is random with respect to a computable measure µ for which the sequence is an atom (µ({ω}) > 0). On the other hand, for less rigid measures the situation is radically different. For exemple, if a sequence is random with respect to a bernoulli distribution, then the sequence is highly uncomputable: it does not contain any computable subsequence.
In this sense, Martin-Löf randomness expresses algorithmic typicality or genericity with respect to a measure underlying some process rather than algorithmic unpredictability. Of course, for most measures, unpredictability is indeed a property which typical objects share.
In section 3 we have seen that Martin-Löf randomness can be caracterized using Kolmogorov Complexity, formalizing the intuitive relation between randomness and irregularity. Following Galatolo, Kolmogorov Complexity has been extended and used to estimate the algorithmic information content of individual points in metric spaces. As regarding theorem 3.5 it seems natural to extend the randomness condition to points in general metric spaces. We could say for example that a point x ∈ X is random with respect to µ if there exits a constant c such that for all n ∈ N P I n (x) ≥ − log µ(B(x, 2 −n )) − c. In addition, effective null sets in general tological spaces can also be defined within the framework of computable analysis (P. Hertling, K. Weihrauch 1998) . Here, a topological space is called effective if it has an enumerable basis given in an effective way. An open set A is recursively enumerable if the index set of basis elements included in A is recursively enumerable. In this framework, effective null sets (or tests) are countable intersections of uniformly recursively enumerable open sets whose measure tends to zero in an algorithmically controled way. The existence of universal tests depends on the computability condition for µ and general theorems for the conservation of randomness under computable transformations can be stated.
Many question arise. It is natural to seek for possible rigorous links between random-ness and information content of points in general metric spaces and to decide whether µ-almost everywhere results hold for each individual random point. In particular, we conjecture a general individual ergodic theorem asserting the average convergence of observed quantities associated to a single random trajectory.
On the other hand, it would be interesting to investigate the concequences that algorithmic unpredictability could have on the dynamics. More precisely, if we suppose the access to a dynamical system (X, T ) given throw a finite partition α = {A 1 , . . . , A n } of phase space X, whose elements represent physically observable (distinguishable) sets and if we construct the symbolic model (X α , σ) of the system (X, T ) as described in the introduction (without fixing any particular measure) then to each orbit of the system corresponds an infinite sequence in X α to which we would to attribute some (un)predictability condition. This sequence represents a series of measurements performed on the system and we could ask it, for exemple, to be random with respect to some "natural" measure and to see which properties of the dynamics can be deduced. We guess, for instance, that if the sequence generated by a typical initial condition is random with respect to some generalized bernoulli measure, then there exits some invariant measure in X with respect to which the metric entropy of the entire system is positive.
