Abstract-Usually, there is a limited depth of field (DOF) for automultiscopic three-dimensional (3D) displays, which requires modifying light fields of 3D scenes to fit into the DOF constraint of a target display. A novel depth-perception preserved 3D content remapping method is presented based on Cornsweet illusion, which uses Cornsweet profile to enhance the depth-perception by augmenting the contrast at the edges. The original depth map is decomposed into multifrequency bands and remapped by reducing the low-frequency bands while preserving the high-frequency parts, which leads to Cornsweet profiles with the preserved perceptual depth. The manipulation of the multifrequency bands is processed in logarithmic domain with a well-designed monotonic mapping function. The tradeoff between displayed blur and depth preservation is achieved by adopting the available objective metric based on human vision system. A warping-based view synthesis method is adopted to retarget the light field according to the modified depth map. Experimental results show that the displayed modified 3D light field appears sharp, and the original perception of depth is maximally preserved.
I. INTRODUCTION

I
N the last few years, varies kinds of glass-free threedimensional (3D) display systems have been demonstrated and popularized for commercial use [1] , such as lenticular display and integral display [2] , [3] , projection based 3D display [4] , [5] and compressive light field multilayer display [6] . Each 3D display exhibits its own particular characteristics, including field of view, depth of field (DOF), contrast, resolution and screen size. To achieve an immersed 3D experience, the display-adaptive 3D contents are always needed for different 3D displays.
DOF is one of the most important 3D display characteristics. 3D display usually exhibits a device-specific DOF that is governed by their limited angular resolution, which significantly blurs out-of-focus objects. The DOF expressions are fully analyzed for different kinds of 3D displays [5] - [9] . It is necessary to remap the disparities in a 3D scene to fit into the DOF constraint of a target 3D display to display a clear light field. However, some of the previous disparity retargeting methods focused on the linear disparity control, such as the projection-based disparity control method for toed-in multi-view images [10] . Some work mitigated the visual discomfort of an observer by modifying the disparity of stereo images while preserving the 3D appearance of the scene as much as possible, such as the light field retargeting method allowing non-linear scaling while retaining angular consistency based on the z-stack 3D light field [11] , and the retargeting of the depth of a stereoscopic scene by defining a set of nonlinear disparity mapping operators [12] . A multi-perspective stereoscopy from light field method was also proposed by Kim, which retargeted stereoscopic images benefiting from the structure of 3D light field [13] . A review of some existing depth remapping methods was presented by Masia [14] . However, only a few works was based on the content remapping for DOF limitation. A display-adaptive light field retargeting method was firstly presented by Masia, which took the DOF of 3D display and the depth-perception of human vision system (HVS) into consideration [15] . However the algorithm was very complex and the remapping of a depth map with a resolution of 1024 × 768 took two hours. The Cornsweet illusion in depth perception was firstly investigated by Didyk to remap disparity maps to enhance the perceived depth [16] . Apparent depth is dominated by the disparity contrast and is perceived most effectively at surface discontinuities [17] . The Cornsweet illusion shows that a strong apparent depth impression arising at sharp depth discontinuities is maintained over regions where depth is actually decaying towards equidistant ends [18] - [20] . And the illusion makes use of Cornsweet profile to enhance the perceived depth by reproducing the local contrast.
Inspired by the previously work by Masia [15] and the Cornsweet illusion in depth perception, a novel framework of retargeting the light field of a 3D scene to fit into the DOF limitation of a 3D display is presented. The original depth map is decomposed into multi-frequency bands, the overall depth values are remapped by reducing the low-frequency bands in logarithmic domain with a new monotonic mapping function, and the Cornsweet profiles are built by preserving the high-frequency bands, which leads to a depth-perception preserved remapping. The trade-off between displayed blur and preservation of the perceptual depth is achieved by optimizing an objective visual model. After the remapping operation, a warping-based view synthesis method is used to generate the other views precisely according to the remapped depth map [31] . The experimental results show that the framework can retarget the original light field to fit into the display-specific DOF limitation while preserving the original depth perception as much as possible.
II. BASIC PRINCIPLES AND RELATED WORK
A. Display-Specific DOF Limitation
Display-specific DOF expressions were derived for different kinds of 3D displays [5] - [9] . Here, the DOF of a display is modeled as the maximum spatial frequency f ξ (d) at the distance d to the display plane. For a parallax barrier or lenticular-lens array based 3D display, the DOF expression is given by,
where N a is the number of views, d is the distance to the front plane of the display, h denotes the thickness of the display, and p is the pitch of the cylindrical lens.
The maximum displayed spatial frequency determines whether the displayed content is clear or blurry. The image formation model for defocusing blur can be modeled by introducing spatially-varying and depth-dependent Gaussian convolution kernel [15] ,
where K is the number of the pixels in a Gaussian kernel, and (x i , y i ) denotes the position of pixel i. The standard deviation σ is,
and p pixel is the pixel size in mm/pixel. 
B. The Cornsweet Illusion in Depth Perception
Depth is perceived by integrating a variety of depth cues for HVS, and binocular depth is one of the main depth cues. The Craik-O'Brien-Cornsweet illusion for visual depth is based on binocular stereo, which was firstly discovered by Anstis in 1978 [19] . A carefully shaped Craik-O'Brien-Cornsweet profile at an edge between two areas shows that a strong apparent depth impression arising at sharp depth discontinuities can be maintained over regions, as shown in Fig. 1 , random dot patterns were used to provide disparity cue [21] . The characteristic was fully investigated with analogy to brightness perception and the results showed that the stereo depth was subject to errors in the integration of overall depth differences from sub-threshold disparity variations [17] , the induced depth differences over the whole surfaces amounted up to 40% with respect to the depth differences at discontinuities [20] .
As shown in Fig. 1(b) and (c), the Cornsweet profiles and the combination of multiple Cornsweet profiles lead to a magnification of the perceived depth. Such Cornsweet profile scan be modeled with the 2D Gaussian Function, the amplitude and the standard deviation determine the intensity of the illusion. A common-used profile of increasing the local contrast by adding a high-pass image to the original image is,
λ is the increased contrast, Y is the original disparity map, and σ is the Gaussian kernel. However, the Cornsweet profile can be created not only by enhancing the high-frequency components but also by reducing the low-frequency components [22] . The Cornsweet profiles of a step edge are shown in Fig. 2 . In the former way, the contrast of the edge is enhanced, and in the latter way, the original contrast of the step edge is preserved.
III. FRAMEWORK
The whole process of the method is shown as the red parts in Fig. 3 . In order to mitigate the display-specific DOF blur artifacts, the original scene is remapped into the DOF limitation boundary while creating Cornsweet profiles. The depth map D s is adopted as the input of the method to ensure the perceptual consistency of Cornsweet augment. A visual model that can measure the perceptual difference of luminance and the distortion in depth perception is introduced to achieve the tradeoff between the displayed blur and the preservation of depth perception. The output is a retargeted depth map D, which is subsequently used to synthesize the retargeted light field.
A. Cornsweet Illusion Based Depth Remapping
The Cornsweet profile is created by reducing low-frequency components to preserve the perceived contrast of edges while remapping the input depth map. The reducing sub-bands are evaluated in logarithmic domain and the magnitudes are individually adjusted according to display-specific DOF limitation as shown in Fig. 3 .
The depth map D s is adopted as the input of the method to ensure the perceptual consistency of Cornsweet augment, which indicates the displayed depth of each pixel on the display. Then the depth map is decomposed into a Gaussian pyramid with 1-octave between frequency bands. Each level is filtered by a Gaussian kernel, and the resolution is reduced twice. Such a decomposition splitting the image frequencies into octaves corresponds to the frequency separation observed by HVS [23] . The process of decomposition is shown as Eq. (5),
where Y i is the ith level in depth pyramid with Y 1 = D s , ↓ denotes the operator of down-sampling, σ is a 5 × 5 Gaussian kernel, * denotes the convolution operation.
To avoid an exceeding manipulation in linear space, the difference of Gaussians (DoG) of the adjacent levels in pyramid is calculated in logarithmic domain, and the DoG is denoted as R i , as shown in Eq. (6) . The monotonic mapping function Log(·) from linear space to logarithmic domain is defined as Eq. (7), with a suitable scale factor s. The function curve is shown in Fig. 4 . ↑ denotes the operator of up-sampling. The introducing of the DoG in logarithmic domain favors the manipulation of the different frequency-bands in small variations. Besides, with this mapping function, the details with small disparities are preserved, and the details with large disparities are mainly remapped which lead to displayed blurs
with R n = Log(Y n ), i ranges from (1, . . . , n).
The original depth map is remapped by reducing the lowfrequency components gotten by fusing the different levels of the DoG with scale λ i and k as shown in Eqs. (8) and (9), where D denotes the retargeted depth map, and P is the reduced map of the input depth map
As shown in Eq. (8), instead of simply scaling the depth map globally and flatting the parts exceeding the DOF limitation, a local scale method is proposed to scale the Cornsweet profile to best exploit the local depth variations and to ensure that most of the contrast is preserved. Deriving a per-pixel-per-scale factor is easy, but if each pixel is scaled independent to the others, the Cornsweet profile may disappear. A per-band-per-scale factor λ i is introduced to manipulate the reducing frequency-band, thus manipulating the generated Cornsweet profile and best exploiting the DOF limitation. Combining different λ i with the DoG of corresponding frequency-bands, the width and the magnitude of the Cornsweet profile is precisely manipulated. According to the pervious recommendation by Didyk in [26] , the input depth map is recommended to be decomposed into 8 frequency bands. The top five bands are slightly reduced with small λ i , and the lower frequency bands are mainly reduced with large λ i . The factor k is used to adjust the reducing depth globally. The values of λ i and k depend on the display-specific DOF limitation. The whole process of the algorithm working with a 1D depth signal is shown in Fig. 5(a) , the Gaussian pyramid and difference in log space is shown, and the output remapped depth shows apparent Cornsweet profiles. Fig. 5(b) and (c) shows a remapped depth map with apparent Cornsweet profiles, and the contrast of the edges is preserved.
B. DOF Limitation Trade-Off With HVS Visual Model
To achieve the trade-off between the displayed blur and depth preservation, both observed 2D image quality and resulted degradation in perceived depth are measured. The quality of displayed image can be assessed by measuring the changes of the perceived contrast in luminance [25] . The degradation in depth can be measured in the changes of the perceived disparity [27] . The perceptual luminance contrast detector predictor (LCDP) takes into account light scattering in the eye's optics, non-linear response of the photoreceptors and spatial sensitivity changes due to local adaptation as shown in Fig. 6(a) . The predictor transforms the input luminance image into the perceptual contrast map in just noticeable difference (JND) unit. The LCPD is summarized in the Appendix A with the up-to-date calibrated model [26] . Due to the fact that HVS is more sensitive to near-threshold changes in contrast, our model focuses on the near-threshold metric, so the contrast masking in typical HDR-VDP model is ignored. The process of LCDP is defined as t L (l, f l ), l denotes the adapting luminance in [cd/m2], and f l is the spatial frequency of the luminance signal in [cpd] .
The perceived disparity predictor (PDP) model is introduced to map the disparity into the sensory response in JND units [27] , as Eq. (10).The model only takes the disparity into consideration without including the dependence on luminance contrast. A more precise and more complex model can be found in [28] Inspired by the work [15] , the final objective function dealing with the trade-off between DOF blur and preserving of depth perception is given,
with D = D s − k · P, subject to:
the first norm part of Eq. (11) is the perceptual luminance visual difference predictor [denoted as vdp in Eq. (13)], and the second norm part is the perceptual depth difference. L denotes the original luminance image, φ b (·) = k(·) * L models the depthdependent blurs in Section II. φ d,v (·) denotes the conversion from display depth to vergence disparity. The steerable pyramid [28] ρ s (·) and the Laplacian pyramid [29] ρ l (·) are respectively used to decompose the input luminance image and disparity image into multi-scale frequency representation. To reduce the computational complexity, also to guarantee the creation of the Cornsweet profile, instead of optimizing the objection function for each pixel depth, the depth map is optimized according to the constraint k · P in a global way, and the λ i series is predefined to manipulate the width and the magnitude of the Cornsweet profile. k is adjusted to minimize the objective function. In Eq. (12), D s max denotes the maximum depth value, DOF is the maximum displayed depth of the 3D display without blur, and P max denotes the maximum depth value of the reduced parts. According the fact that the visual system is more sensitive to nearthreshold changes and less sensitive at high contrast levels [13] , also to constrain the Eq. (11) not to fall into the local minim. A luminance visual difference predictor threshold (vdp thres ) is designed to Eqs. (11) as (13) . The vdp thres is a user-defined value, and an empirical value of 4000 is adopted. For the lenticular 3D display, we empirically set the value of μ L = 1 and μ D = 0.00003, and for the multi-layer display μ D = 0.0005 is set due to the different depth of the field expression.
IV. EXPERIMENTS AND RESULTS
A. Experiment Systems
The proposed algorithm is implemented in two different types of autostereoscopic 3D displays, a dense-view lenticular-lens based 3D display and a two-layer LCD based compressive light field 3D display. The parameters of the two displays are shown in Table I . The lenticular 3D display is designed using our proposed super multi-view method with only horizontal parallax [2] as shown in Fig. 7(a) , and three adjacent lenticular structures are combined to enhance the number of views shown in a viewing period with special view coding method. The display has a spatial resolution of 2468 × 2160 determined by the lenticular sheet, a resolution of 822 × 360 for each view. Three views arrive into a pupil, resulting in a perceived resolution of 822 × 1080. The displayed cutoff frequency vs displayed depth is shown in Fig. 7(a) , and the display has a maximum cutoff frequency of 0.372 cycles per mm. A compressive light field display is also designed for the experiment with two 144 Hz LCD panels using the method in [6] as shown in Fig. 7(b) . The DOF expression of the display is proved in the Appendix B part. The blue curve line in Fig. 7(b) shows the cutoff frequency vs. displayed depth, and the green dash line shows the cutoff frequency of a single LCD.
B. Results
The lenticular-lens based 3D display has a maximum depth of 80.1474 mm, and the display shows the 3D content without blur if the displayed depth does not exceed the DOF boundary. the captured results of the 3D display. The close-ups show the zoom-in displayed and simulated details.
The light field in Fig. 8 (a) shows a uniform depth distribution, and the maximum depth of the original depth map is 160 mm, twice the DOF boundary. The displayed view of the original light field shows apparent blur where exceeding the DOF boundary. The close-ups of the foreground (red and blue rectangle areas) with large displayed depth show defocus blur and the details with depth around zero (yellow rectangle area) show clear definition. The close-ups of simulated results show the same results as the photographed ones, which fully prove the validity of the simulation model of defocus blur. After remapping, as the retargeted depth map and displayed view show, the retargeted light field fits into the DOF of the 3D display well. Comparing with the original close-ups, both the photographed and simulated results of all areas show good image definition. To demonstrate the changes of the light field, the anaglyph images of the light field are provided in Fig. 9 . The light field in Fig. 8(b) shows an apparent larger depth distribution in foreground (the football), and the maximum depth of the original depth map is 120 mm. Compared with the uniform depth distribution in (a), the original depth map in (b) shows a larger depth contrast between the foreground (the football in red rectangle area) and the background, and the retargeted depth map shows a more apparent Cornsweet augment. The football exceeding the DOF boundary in original light field shows displayed blur and shows good image definition after retargeting.
Introducing of Cornsweet profile to depth remapping preserves the contrast at discontinue areas as shown in Fig. 9 . Depth maps of the original, remapping with Cornsweet profile, remapping without Cornweet profile and remapping method of linear compression to range are shown. The remapped one without Cornsweet profile is remapped with the same λ = 1 for all frequency bands. The anaglyphs, perceptual JND maps using the disparity difference metric by Didyk [27] , and the histograms of the depth maps are provided to evaluate the different remapping methods. Compared to the original depth map, all the three methods show effective depth compression. As shown in the closeups of the depth maps, the ones with Cornsweet profile show a more augmented contrast than the other two methods, and the simulated perceptual JND map shows larger values at the same areas than the other two. The histogram of the Cornsweet shows an apparent larger ratio around the depth of 80 mm compared to the one without Cornsweet. Both the two show a larger ratio at the large depth value compared to the linear one, especially the depth value above 40, which can be clearly observed with the zoomed in histograms. The anaglyph images are also provided in Fig. 9 , and the perceived depth is noticeably augmented with Cornsweet profiles.
The results of the two-layer compressive light field are shown in Fig. 10 . The original light field is retargeted with λ = 0.85 for the up five frequency bands, λ = 1 for the lower frequency bands. With the maximum depth 36 mm of the original depth map, the displayed light field shows a serious definition degradation in the original close-ups. After the remapping, the light field shows an apparent definition enhancement as shown in the retargeted close-ups.
λ i is 3D content dependent values, to achieve a good retargeting, this value are proposed to be specially defined for different desired Cornsweet profiles, different 3D contents with different depth distributions and different 3D displays. But for the scenes with similar distribution for the same 3D display, the same values can be used. A pre-process is proposed to determine those values for different type of 3D scenes. Also to speed up the algorithm, a pre-process is proposed to scale the value range of k in Eq. (11) . It takes seconds one process in Eq. (11) for a resolution of 1280 × 800 with our un-optimized C++ code, and it takes about 2 minutes for the light fields in Fig. 8 , much faster than the method in [15] .
C. Comparison to Other Methods
There is an inherent trade-off between the depth budget and the displayed spatial frequency for the autostereoscopic 3D display. 3D content retargeting that between different autostereoscopic display devices was discussed by Masia [15] . However, two hours were taken for an image with a resolution of 1024 × 768. Only a few minutes are used with our proposed method. In addition, considering the fact that it is difficult to directly compare the proposed method with other existing approaches for stereoscopic disparity retargeting, only the normally used linear scaling method and clipping method of disparity are compared with the proposed method. As shown in Fig. 11 , the light field "Madagascar" in Fig. 8(b) is retargeted for the proposed lenticular-lens based 3D display with different methods. The original depth map is shown, and the remapped depth maps with different methods are shown in the second row of Fig. 11 . The reduced depth maps are shown in the first row, the histograms of the original and remapped depth maps are shown in the third row and the heat maps in the fourth row depict the perceived depth in JND of the original and retargeted light fields measured with the metric proposed by Didyk [27] . As shown in the reduced parts and the histograms, the using of linear scaling and clipping method lead to a reduction of crucial depth details. All the depth values are reduced in linear scaling method, and details with depth exceeding the DOF boundary are flatten in the clipping method, which leads to a cardboard effect [32] .The proposed method preserves most of the depth distribution compared with the original depth map. The retargeted depth map with the proposed method shows apparent Cornsweet profiles. The perceived depth in JND unit simulates the process of depth perception of HVS. The JND map with the proposed method shows noticeable perceived depth augment than the linear scaling method, and shows almost unchanged perceived depth distribution for the details with small original depth compared with the clipping method. The perceived depth in football area that exceeds the DOF boundary in original light field is reduced with the proposed method. In fact, the perceived depth shown in 3D display is larger in the football area than the simulated result with the proposed method, when the perceived depth augment by the Cornsweet illusion is considered.
V. CONCLUSION
With the popularizing of the autostereoscopic 3D display, the 3D content retargeting among different devices becomes more and more urgent. Autosereoscopic 3D display has displayspecific DOF and blurs out-of-focus objects. A novel method remapping the depth map by reducing the low-frequency parts is presented, and the Cornsweet illusion is introduced. By introducing the LCDP and PDP model, the algorithm aims at finding the best possible trade-off between display blur and depth preservation, so that the inevitable depth distortions introduced to improve image quality with a minimal perceptual impact. The validity of the algorithm is experimentally proved, and the 3D displayed results with the remapped light field show clear definition and maximally perceptual depth preservation.
APPENDIX
A. LCDP Model
To account for light scattering in the eye's optics, the initial luminance map L is filtered with the modulation transfer function (MTF),
F{·} denotes fourier transform, F −1 {·} denotes inverse fourier transform, f is spatial frequency.a k and b k are fitted coefficients which can be found in [26] . Then, to model the different sensitivity of HVS photoreceptor at different luminance values and spatial frequencies, the luminance map L o is transferred into perceived photoreceptor response in JND unit. The nonlinear transducer function is defined as a recursive formula, 4 are fitted coefficients, all the fitted coefficients can be found in [24] .
B. DOF Expression of Two-Layer Compressive Light Field Display
where f ξ (d) denotes the cut-off frequency with a displayed depth d, h denotes the separated distance of the two layer LCD, and p is the pixel pitch of each LCD layer. 
