Projection factors describe how lengths, areas, or Lebesgue measures in general, contract under orthogonal projections between subspaces of a real or complex inner product space. We study their properties and relate them to the theory of angles between subspaces and to the Grassmann algebra. They allows us to easily obtain generalizations of the Pythagorean theorem, relating the Lebesgue measures of subsets of real or complex subspaces and their orthogonal projections onto certain collections of subspaces. An important difference in the complex case is that measures are not squared.
Introduction
The Pythagorean Theorem is one of the oldest and most famous mathematical results, being usually expressed, in its modern form, as
where a is the length of the hypotenuse of a right triangle, while b and c are the lengths of its other sides. Its importance is reflected in the number and diversity of its proofs [Loo68, Bog] , and in its many generalizations. Some extend it to other kinds of triangles or higher dimensions, such as the law of cosines, spherical and hyperbolic Pythagorean theorems, Euclidean distances and norms in R n or C n , Parseval's identity, etc. Other generalizations, instead of referring to lengths and triangles, relate areas, volumes, or Lebesgue measures in general to their orthogonal projections [AMB96, Atz00, CB74, DC35, Dru15]. These are not so widely known, and keep being rediscovered time and again. They are usually proven for parallelepipeds or simplices, using determinant identities such as the Cauchy-Binet formula [Gan00] , being sometimes extended to other figures via differential calculus or measure theory. There is even a neat proof via divergence theorem [ER08] .
In this article we show how these generalizations can be obtained, and even extended to complex vector spaces, with much simpler proofs. This is made possible by the use of projection factors, which describe how Lebesgue measures contract under orthogonal projections.
These factors are shown to have many useful properties, being related to the theory of angles between subspaces and the Grassmann algebra [Mana] . They are an interesting subject in themselves, and we develop their properties well beyond what would be necessary if our goal was just to get to the Pythagorean theorems.
Anyway, the usefulness of projection factors is made clear by how easily they allow us to prove the following generalized Pythagorean theorems (where all measures are Lebesgue, and the subsets must be measurable):
1. In a real inner product space X,
• the squared 1-dimensional measure of a subset of a real line in X is the sum of the squared measures of its orthogonal projections onto all subspaces of an orthogonal partition of X.
• the squared p-dimensional measure of a subset of a p-dimensional subspace of X is the sum of the squared measures of its orthogonal projections onto all p-dimensional coordinate subspaces of any ortogonal basis of X.
In a Hermitian vector space X,
• the 2-dimensional measure of a subset of a complex line in X is the sum of the measures of its orthogonal projections onto all subspaces of an orthogonal partition of X.
• the 2p-dimensional measure of a subset of a p-dimensional complex subspace of X is the sum of the measures of its orthogonal projections onto all p-dimensional coordinate subspaces of any ortogonal basis of X.
We also present another version in which a subset of a p-dimensional subspace is related to its projections on coordinate subspaces of a different dimension.
Note that in the complex case the measures are not squared, but their dimensions are doubled. We believe this can have important consequences for Quantum Mechanics, allowing quantum probabilities to be interpreted in terms of projection factors [Man19] .
In section 2 we review some of the less familiar generalizations of the Pythagorean theorem. In section 3 we define projections factors and study their properties, relating them to Grassmann angles. In section 4 the generalized Pythagorean theorems are obtained. Finally, in section 5 we make some final remarks concerning further generalizations and applications.
The many faces of Pythagoras
A well-known generalization of the Pythagorean theorem is the following:
• For any partition X = i∈I Vi of a real or complex Hilbert space into a family {Vi}i∈I mutually orthogonal closed subspaces, and any
where Pi : X → Vi is the orthogonal projection.
Some less known generalizations refer to areas or higher dimensional measures: • The Cauchy-Binet formula [Gan00] gives, for a n × p real matrix A,
where I runs over all subsets of p elements of {1, . . . , n}, and AI is the p×p submatrix of A formed by its rows with indices in I. This is a kind of Pythagorean Theorem [Por96, Atz00, Fro10], as det(A t A) is the squared p-dimensional volume of the parallelepiped P spanned by the columns of A, and each | det(AI )| is the p-dimensional volume of the orthogonal projection of P onto the p-dimensional coordinate subspace of R n given by the indices in I.
Example 2.1. The columns a, b ∈ R 3 of A = 2 3 1 0 3 1 span a parallelogram P of squared area a × b 2 = 59, which equals det(A t A) = | 14 9 9 10 |. The 2 × 2 minors of A are | det A12| = 3, | det A13| = 7 and | det A23| = 1, which are the areas of orthogonal projections of P onto the coordinate planes, whose squares add up to 59.
• Given a measurable subset S of a p-dimensional affine subspace in R n , the square of its p-dimensional Lebesgue measure | · |p is the sum of the squared measures of its orthogonal projections on all p-dimensional coordinate subspaces of R n ,
where α runs over all n p subspaces spanned by p basis elements, and Pα is the corresponding orthogonal projection (Figure 3 ). Conant and Beyer [CB74] prove this for parallelepipeds via Cauchy-Binet, and then extend it using measure theory. They try to generalize it to the complex case, but their use of det A tĀ to define a complex measure leads to anomalous results. 
Projection factors
Let X be a n-dimensional vector space over R (real case) or C (complex case), with inner product ·, · (Hermitian product in the complex case). Unless otherwise indicated, whenever we refer to subspaces (or other linear algebra concepts) of X, it will be with respect to the same field as X.
Complex vector spaces can also be seen as real vector spaces, with twice the complex dimension, and a Hermitian product ·, · induces a real inner product Re ·, · in the underlying real vector space. As C-orthogonality (with respect to ·, · ) implies R-orthogonality (with respect to Re ·, · ), orthogonal projections with respect to both products coincide.
On any real or complex subspace V ⊂ X, let |·|m be the m-dimensional Lebesgue measure if m = dimR V , and |·|m = 0 if m > dimR V .
Definition. For subspaces V, W ⊂ X, let P : V → W be the orthogonal projection and p = dimR V . The projection factor of V on W is
where S is any Lebesgue measurable subset of V with |S|p = 0.
Note that |P (S)|p is defined, as dimR P (V ) ≤ p. And as P is linear, πV,W does not depend on S. More precisely, if dimR P (V ) < p then πV,W = 0, and if dimR P (V ) = p then V and P (V ) can be isometrically identified with R p , in which case independence of S is a defining property of the Lebesgue measure [Rud86, p.51]. Most of the work in [CB74] can be replaced by this observation.
Clearly, πV,W depends only on the relative position of V and W , being invariant by orthogonal transformations (unitary, in the complex case), as they preserve Lebesgue measures and commute with orthogonal projections. Also, the projection factor for complex subspaces equals that of their underlying real vector spaces. Moreover, πV,W = π V,P (V ) .
Calculations will be simpler if we take S to be a parallelepiped.
If P is the orthogonal projection onto a subspace W ⊂ X then
The parallelepiped is orthogonal if the vi's are mutually R-orthogonal.
Projection factors for real and complex lines
Definition. A line L ⊂ X is a 1-dimensional subspace. Any nonzero v ∈ X determines a real line Rv = {cv : c ∈ R}, and in the complex case also a complex line Cv = {cv : c ∈ C} (which is isometric to a real plane).
Proposition 3.1. Given v ∈ X and a real or complex subspace W ⊂ X,
where P is the orthogonal projection on W . In the complex case, if W is a complex subspace we also have
Proof. The first identity follows from the definition, and the other from the fact that orthogonal projections onto complex subspaces are C-linear, so the square [v, iv] ⊂ Cv projects to the square [P v, iP v].
Corollary 3.2. In the complex case, πCv,W = π 2 Rv,W for any nonzero v ∈ X and any complex subspace W . Also, πRv,W = π Rv ,W for any nonzero v ∈ Cv.
Proposition 3.3. For any nonzero v, w ∈ X,
• in the complex case,
Proof. Follows from Proposition 3.1, as the orthogonal projection of
Definition. The Euclidean angle θv,w ∈ [0, π] of nonzero vectors v, w ∈ X is the usual angle between them, considered as real vectors, i.e.
cos θv,w = Re v, w v w .
In the complex case, the Hermitian angle γv,w ∈ [0,
] is the angle between v and Cw, given by
For more on these angles, see [GH06, Manb, Sch01] .
Corollary 3.4. For any nonzero vectors v, w ∈ X, πRv,Rw = |cos θv,w|. Also, in the complex case, πRv,Cw = cos γv,w and πCv,Cw = cos 2 γv,w.
Principal projection factors
Let V, W ⊂ X be subspaces, p = dim V , q = dim W , and m = min(p, q). A singular value decomposition gives orthonormal bases (e1, . . . , ep) of V and (f1, . . . , fq) of W in which the orthogonal projection P : V → W is represented by a q × p diagonal matrix P with real non-negative diagonal elements 1 ≥ σ1 ≥ . . . ≥ σm ≥ 0. These are the singular values of P , and the ei's and fj's are principal vectors, which satisfy
and form principal bases of V and W . A subspace of V or W spanned by principal vectors is a principal subspace. This has a nice geometric interpretation. The unit sphere of V projects to an ellipsoid in W . In the real case, for 1 ≤ i ≤ m, the σi's are the lengths of its semi-axes, the ei's project onto them, and the fi's point along them. In the complex case, for each 1 ≤ i ≤ m there are two semi-axes of length σi, corresponding to the projections of ei and iei.
It also admits a variational characterization, given recursively as follows. For each i = 1, . . . , m, let Proof. Follows from Proposition 3.3 and (3).
Proposition 3.6. For any subspaces V, W ⊂ X,
where the πi's are the principal projection factors of V and W .
Proof. If dim V > dim W then |P (S)|p = 0 by definition. Otherwise,
• in the real case, S = [e1, . . . , ep] is a hypercube with |S|p = 1 and P (S) = [σ1f1, . . . , σpfp] is an orthogonal parallelepiped with
• in the complex case, S = [e1, ie1, . . . , ep, iep] is a hypercube with |S|2p = 1 and
So, in the real case, the factor by which p-dimensional volumes in V shrink when projecting onto W is the product of the factors by which lengths in the principal lines Rei contract. In the complex case, the factor by which 2p-dimensional volumes in V shrink is the product of the factors by which areas in the principal complex lines Cei contract.
Corollary 3.7. For any subspaces V, W ⊂ X,
iii) If V and W are the orthogonal complements of V ∩ W in V and W , respectively, then πV,W = π V ,W .
iv) πV,W ≤ πm, where πm is the smallest principal projection factor of V and W . v) If V = i Vi, and the Vi's are mutually orthogonal principal subspaces of V (with respect to W ), then πV,W = i πV i ,W .
Proposition 3.8. If P is a matrix representing the orthogonal projection P : V → W in orthonormal bases of V and W , then πV,W = det (P T P) in the real case, det P T P in the complex case.
Proof. It is enough to consider principal bases of V and W , for which P is a diagonal matrix with the σi's in the diagonal. The result follows from Propositions 3.5 and 3.6.
Corollary 3.9. If dim V = dim W then πV,W = πW,V .
Projection factors and Grassmann algebra
A (p-)blade is a decomposable p-vector ν ∈ Λ p X. The inner product (Hermitian product in the complex case) in the exterior product Λ p X is defined by extending linearly (sesquilinearly in the complex case) the following formula for p-blades ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . Proposition 3.10. If dim V = dim W = p then, for any blades ν ∈ Λ p V and ω ∈ Λ p W ,
Proof. Since dim Λ p V = dim Λ p W = 1, it is enough to consider unit pblades ν = e1 ∧ . . . ∧ ep and ω = f1 ∧ . . . ∧ fp formed with principal vectors of V and W . As (3) gives ν, ω = σ1 · . . . · σp, the result follows from Propositions 3.5 and 3.6. These were introduced by Jordan [Jor75] , being also called Jordan angles or canonical angles. For more on them, see [GH06, Glu67, Wed83] .
By (3), we have σi = cos θi, so Proposition 3.5 gives:
Proposition 3.11. For 1 ≤ i ≤ m, πi = cos θi in the real case, cos 2 θi in the complex case.
A line L forms with a subspace W a single principal angle, which is simply called the angle θL,W between L and W . In this case, πL,W = cos θL,W in the real case, cos 2 θL,W in the complex case.
Extending this to arbitrary subspaces requires a combination of principal angles into a new angle with many interesting properties [Mana] .
where θ1, . . . , θp are their principal angles.
Proposition 3.12. Given subspaces V, W ⊂ X, πV,W = cos ΘV,W in the real case, cos 2 ΘV,W in the complex case.
Proof. Follows from Proposition 3.6 and Proposition 3.11.
In [Mana] we show that if dim V = p ≤ dim W then ΘV,W is the angle, in Λ p X (hence its name), between the line Λ p V and the subspace Λ p W , i.e. ΘV,W = θΛpV,ΛpW . Hence: Corollary 3.13. πV,W = πΛpV,ΛpW for any subspaces V, W ⊂ X, where p = dim V .
So, if dim V = p ≤ dim W , the factor by which p-volumes in V shrink when projecting to W is the same by which lengths (areas, in the complex case) in the line Λ p V contract when projecting to Λ p W . If dim V > dim W both factors vanish.
The relation between πV,W and ΘV,W , given by Proposition 3.12, allows us to obtain other properties of projection factors, as direct consequences of results about Grassmann angles proven in [Mana] :
Proposition 3.14. Let V, W ⊂ X be subspaces.
where P (V ) is the orthogonal projection of V on W .
ii) πV,U ≤ πV,W for any subspace U ⊂ W , with equality if, and only if,
iii) πU,W ≥ πV,W for any subspace U ⊂ V , with equality if, and only if,
iv) If π1, . . . , πm are the principal projection factors of V and W then
in the real case,
we have:
From [Mana] we also get the following formulas for computing projection factors in terms of bases of the subspaces. 
in the complex case.
Projection factors on the orthogonal complement W ⊥ can be obtained, also using results of [Mana] , as follows. 
Generalized Pythagorean theorems
Using projection factors, we easily obtain generalizations of the Pythagorean theorem similar to those presented in section 2, while also extending them to the complex case.
Definition. An orthogonal partition of X is a collection {V1, . . . , V k } of mutually orthogonal subspaces such that X = V1 ⊕ . . . ⊕ V k .
Proposition 4.1. For any line L ⊂ X and any orthogonal partition
Proof. Follows from (1) and Proposition 3.1, with any nonzero v ∈ L.
This immediately gives us a generalization of (1) for arbitrary measurable subsets of a real line, and also a complex version with non squared 2-dimensional measures. Figure 4 illustrates the complex case in a simple example, with v1 and v2 being C-orthogonal unit vectors, and v = c1v1 + c2v2 for c1, c2 ∈ C with |c1| 2 + |c2| 2 = 1. Proposition 3.3 gives πCv,Cv 1 = |c1| 2 and πCv,Cv 2 = |c2| 2 . Thus any area A in Cv projects to A1 = |c1| 2 ·A in Cv1 and to A2 = |c2| 2 ·A in Cv2, with A = A1 + A2. Let β = {v1, . . . , vn} be a basis of X, and 1 ≤ q ≤ n. For each multi-index I = (i1, . . . , iq), with 1 ≤ i1 < . . . < iq ≤ n, we write VI = span(vi 1 , . . . , vi q ) and νI = vi 1 ∧ . . . ∧ vi q ∈ Λ q VI . The n q subspaces VI are the q-dimensional coordinate subspaces of β. The νI 's constitute a basis of Λ q X, which is orthonormal if β is orthonormal.
Proposition 4.4. Let V ⊂ X be a subspace, p = dim V , and {VI } be the set of p-dimensional coordinate subspaces of an orthogonal basis of X. Then
= 1 in the real case,
Proof. Without loss of generality, we can assume the basis is orthonormal. Let ν ∈ Λ p V with ν = 1. Then I | ν, νI | 2 = 1, and the result follows from Proposition 3.10.
Once more, this leads to generalized real and complex Pythagorean theorems, but now for subspaces. The real case corresponds to (2).
Theorem 4.5 (Pythagorean theorem for subspaces). Let V ⊂ X be a subspace, p = dim V , and {VI } be the set of p-dimensional coordinate subspaces of an orthogonal basis of X. Given any measurable set S ⊂ V , let SI be its orthogonal projection on VI . Then
• |S|2p = I |SI |2p in the complex case.
That measures are not squared in the complex Pythagorean theorems may seem unusual, but the reason is clearly that each complex dimension corresponds to 2 real ones, both contracting by the same factor.
As the next examples show, the complex case actually seems more natural once calculations are detailed: not only there are less coordinate subspaces, but the measures also add up in a simpler way. The real case leads to a messier calculation, in which it is almost surprising that the terms that appear when we expand the squares of the |Sij|2's can be recombined into just the square of |S|2. 
A calculation shows the sum of the squares of these measures is equal to (
2 , in accordance with Theorem 4.5. Example 4.7. Symmetries in the previous example allow us to reframe it in complex terms. Under the usual identification of C 2 with R 4 , we have v = (a + ib, c + id) and u = iv, so that V = Cv. Of the Vij's, only V12 and V34 are invariant under multiplication by i (i.e., are complex subspaces), and they correspond to the complex coordinate lines determined by the canonical basis {(1, 0), (0, 1)} of C 2 . One can immediately see that, in accordance with Theorem 4.2, |S12|2 + |S34|2 = |S|2.
The previous theorems can also be obtained using the generalized Pythagorean trigonometric identities of [Mana] . The following results, which extend Proposition 4.4 and Theorem 4.5 for coordinate subspaces of a different dimension than V , can also be obtained in this way, and are stated without proof.
Proposition 4.8. Let V ⊂ X be a subspace, p = dim V , and {VI } be the set of q-dimensional coordinate subspaces of an orthogonal basis of X, for some 1 ≤ q ≤ n = dim X. Theorem 4.9. Let V ⊂ X be a subspace and {VI } be the set of qdimensional coordinate subspaces of an orthogonal basis of X, for some dim V = p ≤ q ≤ n = dim X. For any measurable set S ⊂ V , let SI be its orthogonal projection on VI . Then The real case corresponds, when S is a parallelepiped, to a result of [Dru15] . The appearance of binomial coefficients can be easily understood. Each projection on a q-dimensional coordinate subspace can be further decomposed in the p-dimensional coordinate subspaces it contains. And each of these belongs to n−p q−p = n−p n−q q-dimensional ones. For simplicity, we have worked with linear subspaces of a finite dimensional inner product space X, but we note that our results can be easily extended to affine subspaces, and X can be an infinite dimensional Hilbert space (in which case subspaces must be closed). The properties projection factors have, and the ease with which the generalized Pythagorean theorems were obtained using them, suggest they should be useful in other applications. In [Man19] we show they may play a fundamental role in Quantum Mechanics: the complex case of Theorem 4.2 can be used to obtain the Born rule, with projection factors playing the role of quantum probabilities.
