Abstract. This paper develops hybrid control strategies for stabilizing a class of nonlinear systems. Common Lyapunov functions and switched Lyapunov functions are used to establish easily verifiable criteria for the stabilizability of weakly nonlinear systems under switched and impulsive control. Three types of controller switching rules are studied: time-dependent (synchronous), statedependent (asynchronous) and average dwell-time satisfying. Conditions are developed for stabilizability under arbitrary switching, as well as less strict conditions for prespecified switching rules. Examples are given, with simulations, to illustrate the theorems developed.
Introduction
In recent years there has been a wide interest in the study of hybrid dynamical systems, which combine continuous/discrete dynamics with logic-based switching [22] . These systems evolve according to mode-dependent continuous/discrete dynamics, and, triggered by threshold events, experience abrupt changes between modes [22] . A switched system, which is a type of hybrid system, often arises in two contexts [5] : The first is when there is an abrupt change in the dynamics of a natural system, which could be due to, for example, environmental factors. The second context is when a continuous system is stabilized using switching controllers. The latter is an interesting and important problem to study, as a system that cannot be stabilized by a continuous controller may be stabilizable by a switching controller [15] . This paper is organized as follows: Section 2 gives a mathematical formulation of the problem. In Section 3, asynchronous switching is introduced and studied. Criteria are given for the stabilizability of switched systems under a prespecified asynchronous switching rule. Further, some stricter conditions are given for stabilizability under arbitrary asynchronous switching. Section 4 investigates synchronous switching, establishing criteria for stabilizability under both arbitrary synchronous switching as well as a prespecified synchronous switching rule. Average dwell-time satisfying switching is studied in Section 5. Examples are given in Section 6, with simulations using Matlab, to illustrate the various theorems established in the paper. Finally, some conclusions are made and future directions are given in Section 7.
Problem formulation
Let R + denote the set of nonnegative real numbers and let R n denote the Euclidean space of n-dimensions with Euclidean norm · . Let λ max [Q] (λ min [Q] ) denote the maximum (minimum) eigenvalue of a symmetric matrix Q, respectively. Consider the following control system:
x(t) = Ax(t) + F (t, x) + Bu(t) + Cv(t), (2.1)
where x ∈ R n is the state vector, u ∈ R h , v ∈ R h are controllers, t ∈ R + , A, B and C are constant matrices of corresponding dimensions, and F (t, x) is a continuous vector-valued function such that F (t, 0) ≡ 0 for all t ≥ t 0 .
Extending [7] , assume that there are a collection of m basic state feedback controllers: u L 1 (t) = L 1 x(t), . . . , u L m (t) = L m x(t), where L i are constant control gain matrices of corresponding dimension, and a collection of m nonlinear state feedback controllers: u J 1 (t) = J 1 (t, x), . . . , u J m (t) = J m (t, x), where J i (t, x) are piecewise continuous vector-valued functions such that J i (t, 0) ≡ 0 for all t ≥ t 0 . Further, assume that there are a collection of m impulsive controllers: v M 1 (t) = M 1 x(t)δ(t−t k ), . . . , v M m (t) = M m x(t)δ(t−t k ), where M i are constant control gain matrices and δ(t) is the Dirac delta generalized function. Finally, assume that there are a collection of m nonlinear impulsive controllers:
where Q i (t, x) are piecewise continuous vectorvalued functions such that Q i (t, 0) ≡ 0 for all t ≥ t 0 . Following the procedure of [8] , incorporate these controllers into system (2.1) by constructing the control inputs as follows:
otherwise,
with discontinuity points t 1 < . . . < t k < . . . → ∞ as k → ∞ and where i k ∈ {1, 2, . . . , m}. Following [8] , note that based on the definition of l k (t), it is apparent that the controller u(t) switches its value at every time t = t k , hence u(t) is a switching controller. To interpret v(t), observe that
That is, there is a sudden jump in the state of the system at each t = t k , hence v(t) is an impulsive controller.
For t 0 ∈ R + and x 0 ∈ R n , system (2.1) can be rewritten as a switched impulsive system:     ẋ
where ∆x := x(t
where σ is a piecewise continuous function assumed to be left-continuous. For example, a simple switching rule construction is σ :
. . , which has switch times t = t k where system (2.2) undergoes an impulsive effect and a switch in the dynamics governing the system. That is,
immediately after the switch and impulsive time t k . See Figure 1 for an illustration of this simple switching rule. Under the general construction (2.3), it is possible the switching rule is time-dependent, state-dependent, or a combination of both. Note that if the switching times are not based on the state of the system, it is possible the switching rule is still state-dependent (see Section 4). Given a set of constant control matrices {L i }, {M i }, and a set of nonlinear controllers {J i (t, x)}, {Q i (t, x)}, the objective is to find a switching control time sequence {t k }, and a switching rule σ such that the trivial solution of system (2.2) is globally asymptotically stable. The trivial solution is said to be stable for a switching rule σ if, for any > 0, there exists a δ > 0 such that x(t 0 ) < δ implies x(t) < for any t ≥ t 0 . The trivial solution is asymptotically stable if it is stable and there exists a β > 0 such that x(t 0 ) < β implies lim t→∞ x(t) = 0. Further, the trivial solution is exponentially stable if there exist constants
for any t ≥ t 0 . Finally, the trivial solution is globally asymptotically (exponentially) stable if it is asymptotically (exponentially) stable and β (α) is arbitrary, respectively. Note that exponential stability implies asymptotic stability.
Asynchronous controller switching
Consider system (2.2) and suppose that the switching rule takes the following form:
which is called asynchronous controller switching [7] . This switching rule implicitly defines the switch times t k when the state crosses a switching threshold that is based on the state of the system. Under this construction the switched system is,
where i k ∈ {1, 2, . . . , m} follows an asynchronous switching rule σ(x). When a certain state threshold is reached (corresponding to a switching time t k ), the switching rule σ(x) selects the next subsystem to switch to based on the system state x(t k ). Extending some results from [7] , consider the following stabilizability theorem for a prespecified asynchronous switching rule. Proof. Following [7] , consider the common Lyapunov function V = x T P x and take the time-derivative along solutions of (3.2) for t
(3.10)
The condition
which is achieved on this compact set since α(x) is continuous. Since there exists an i for any
, it follows that α(x) < 0 for all x = 0, and hence α 0 < 0. Since the switching rule follows (3.7)-(3.9), it follows from (3.10) that, for
Suppose that, without loss of generality, the switch and impulsive times given by the asynchronous rule σ(x) are t k , k = 1, 2, . . . ,
Immediately after the time t = t k an impulse is applied:
since for any positive definite P ∈ R n×n and symmetric
Q]x
T P x. Apply (3.11) and (3.12) successively on each interval. Let
, and hence the trivial solution is globally exponentially stable under the asynchronous switching rule (3.7)-(3.9).
The switching rule algorithm (3.7)-(3.9) is motivated by the switching rule constructions in [13, 16] . Note that if there are two or more arguments which minimize f (x 1 ) for some
. . , i r can be chosen for the next switch (for completeness, assume that f (x) select the smallest index, i = min{i 1 , . . . , i r }). In the case that the switching rule is arbitrary, sufficient conditions for stabilizability become stricter. Proof. Consider the common Lyapunov function V = x T P x, then it follows from equation (3.10) that,
Corollary 3.2. Assume that there exists matrices
G = G T , H i = H T i , K i = K T i , positive definite matrix P = P T , and constants µ i such that (3.3)-(3.6) hold for x ∈ R n , t ≥ t 0 , i = 1, 2, . . . , m. Assume that λ max [P −1 Υ i ] < 0, where Υ i = (A + BL i ) T P + P (A + BL i ) + H i + G, for i = 1, 2 . .
. , m, and that there exists
for t = t k . Hence, there exists > 0 such thatV (x(t)) ≤ − V (x(t)), then it follows from the proof of Theorem 3.1 that the trivial solution is globally exponentially stable under arbitrary asynchronous switching.
In Theorem 3.1, it is possible for some of the matrices Υ i to be unstable (at least one eigenvalue has positive real part), which corresponds to growth of the system state in certain subregions of R n . However, since a convex combination of the matrices Υ i is negative definite, in any region in R n there exists at least one mode such that x(t) decays. In order to exploit this characteristic, the asynchronous switching rule σ(x) must follow the index rule (3.7)-(3.9) outlined above. On the other hand, Corollary 3.2 requires stronger conditions, specifically, that P −1 Υ i are Hurwitz matrices (all eigenvalues have negative real part), but ensures stability for arbitrary asynchronous switching and is easier to verify.
Synchronous controller switching
Consider system (2.2) and suppose that the system can switch only at prespecified times t = kh, k = 1, 2, . . ., where h > 0 is the switching interval time. More specifically, the switching rule maps the interval to a certain controller at every switching time [7] :
This is called synchronous controller switching. Note that although the switching times are not state-dependent, the switching rule σ may be based on the current state of the system at the time kh (for example, x(kh) − x(0) [7] ). Assume that
, t ≥ 0 (assume that t 0 = 0, without loss of generality), i = 1, 2, . . . , m, then the system is,     ẋ
where i k ∈ {1, 2, . . . , m} follows a synchronous switching rule σ k . Since the impulsive switched system is linear, define φ i := exp((A+BL i )h) as the state transition matrix under switched controller i between the times t 1 and
is a bound on the growth of the switched system, in between impulses, due to the switched linear controller.
Suppose that there exists a positive definite matrix P = P T and > 0 such that the Lyapunov function V = x T P x satisfies,
along solutions of (4.2) for k = 1, 2, . . ., then system (4.2) is said to be quadratically stabilizable via synchronous controller switching [7] . This condition ensures that the impulsive effects combined with the switching controller results in a decrease of the Lyapunov function at the switch times t = kh. Using the growth bound (4.3) and condition (4.4), it follows from the proof of Theorem 2.5.2 in [14] (using w(t
in the proof's comparison system) that quadratic stabilizability via synchronous controller switching implies global asymptotic stability of the trivial solution. From this, it is possible to extend the results of [7] to include impulsive control with synchronous switching. Proof. Consider the common Lyapunov function V = x T P x, then along solutions of system (4.2),
It follows that,
The condition τ 1 x
Ψ m x < 0 implies that at the times t = (k−1)h + immediately after the impulse, for any x ∈ R n \{0}, there exists an index i ∈ {1, . . . , m} such that x T Ψ i x < 0. Following [7] , define α(x) := min ∀i x T Υ i x for x = 0 and α 0 := max x: x =1 α(x), which is achieved on this compact set since α(x) is continuous. Since there exists an i for any x ∈ R n \ {0} such that x T Ψ i x < 0, it follows that α(x) < 0 for all x = 0, and hence α 0 < 0. Since the switching rule follows (4.5)-(4.6), then it follows from (4.7) that V (x(kh
with α 0 = − < 0. Thus, system (4.2) is quadratically stabilizable under the synchronous switching rule (4.5)-(4.6), and so the trivial solution is globally asymptotically stable.
Immediately after each impulse t = (k − 1)h + , the switching rule σ for the next interval ((k − 1)h, kh] is determined by evaluating the minimum rule f (x((k − 1)h + )), which is the index that minimizes x T Ψ i x. Again the switching rule algorithm (4.5)-(4.6) is motivated by those found in [13, 16] . As in Section 3, if f (x 1 ) is minimized by multiple indices i 1 , . . . , i r for some x 1 , select the smallest index i = min{i 1 , . . . , i r }. To prove stability for arbitrary switching, more strict criteria need to be imposed.
Corollary 4.2. Assume that there exists a positive definite matrix
P = P T such that λ max [Ψ i ] < 0, where Ψ i = φ T i (I + CM i ) T P (I + CM i )φ T i − P , for i = 1, 2, .
. . , m, then the trivial solution of system (4.2) is globally asymptotically stable under arbitrary synchronous switching.
Proof. Consider the common Lyapunov function V = x T P x, and begin from equation (4.7),
Hence, system (4.2) is quadratically stabilizable under any synchronous switching rule, and so the trivial solution is globally asymptotically stable.
Note that Theorem 4.1 has less strict criteria since it is not required for every matrix Ψ i to be Hurwitz, instead, only a convex combination is required to be negative definite. The trade-off is that the prespecified switching rule σ must be used which follows the index rule (4.5)-(4.6). Corollary 4.2 requires stronger conditions, but is easier to verify and ensures stability for arbitrary synchronous switching.
Average dwell-time controller switching
Consider a special class of switching rules that satisfy an average dwell-time condition. Let N σ (t 0 , t) be the number of discontinuities of a switching rule σ over [t 0 , t) and let S a [τ a , N 0 ] denote the set of all switching rules satisfying [9] :
where N 0 > 0 is known as the chatter bound and τ a > 0 is called the average dwell-time. If σ ∈ S a , the average time spent in each subsystem can be no less than τ a > 0, that is, the switch times satisfy t k − t k−1 > τ a on average. This can be seen by noting that (t − t 0 )/N σ is the average time spent in each subsystem, which arises in the definition of average dwell-time in the limit as N 0 → 0. When N 0 > 0, the average time spent in each subsystem must be greater than or equal to τ a . Note that a synchronous switching rule (4.1) satisfies a dwell-time condition (for example, with τ a = h), and it is also possible, but not necessary, for an asynchronous switching rule (3.1) to satisfy an average dwell-time condition. In the next theorem, some results of [9] are extended to include weakly nonlinear impulsive control and weakly nonlinear switched control. Proof. As in [9] , consider the switched Lyapunov function
Theorem 5.1. Assume that there exists continuous functions
φ i (t), ξ i (t), ζ i (t), constants λ i , β i ,
and positive definite matrices
P i = P T i such that, 2F T (t, x)P i x ≤ ξ i (t)x T P i x, (5.2) 2J i T (t, x)B T P i x ≤ φ i (t)x T P i x, (5.3) 2x T (I + CM i ) T CQ i (t, x) + Q T i (t, x)C T CQ i (t, x) ≤ ζ i (t)x T P i x, (5.4) λ max [P i −1 ((A + BL i ) T P i + P i (A + BL i ))] + ξ i (t) + φ i (t) ≤ λ i , (5.5) λ max [(I + CM i ) T (I + CM i )] + ζ i (t) ≤ β i ,(5.(i) 0 < ρβ ≤ 1, t k − t k−1 ≤ η for η > 0,V i k = x T P i k x where i k ∈ {1, 2, . . . , m} follows the switching rule σ. For t ∈ (t k−1 , t k ], V i k (x(t)) = [(A + BL i k )x + F (t, x) + BJ i k (t, x)] T P i k x + x T P i k [(A + BL i k )x + F (t, x) + BJ i k (t, x)], = x T [(A + BL i k x) T P i k + P i k (A + BL i k x)]x + J i k T (t, x)B T P i k x + x T P i k BJ i k (t, x) + F T (t, x)P i k x + x T P i k F (t, x), ≤ {λ max [P i k −1 ((A + BL i k ) T P i k + P i k (A + BL i k ))}x T P i k x + (ξ i (t) + φ i (t))x T P i k x, ≤ λ i k V i k (x(t)).
This implies that,
and thus,
Equation (5.7) is a bound based on the effects of the switching control. After each time t = t k , an impulse is applied:
Apply (5.7) and (5.8) successively on each subinterval as in the proof of Theorem 1 in [9] , and the rest of the proof follows for the three cases.
Intuitively, in case (i) the impulsive control is a stabilizing force and is applied often enough so as to counteract any growth in x(t) between switching times. Cases (ii) and (iii) represent the scenarios where the impulses are a destabilizing force, but the system is stabilized by the switching control and by guaranteeing the impulses are not applied too often.
Examples
Example 6.1. Consider system (3.2) with i k ∈ {1, 2}, t 0 = 0,
Consider the switched and impulsive controllers,
where,
for y = 0, −1, for y < 0. The constant matrices A, B, C, L 1 , L 2 are taken from [7] . The matrices A + BL 1 and A+BL 2 have eigenvalues with positive real part, and so both linear controllers lead to unstable subsystems. The impulsive controllers help in stabilizing the system. With the switched and impulsive controllers applied to system (3.2), it becomes, 
where H(t) is the Heaviside function. That is, after t = 10, no impulsive controller is applied when the system is in the first subsystem and crosses a switch threshold. Further, after t = 20, no impulsive controller is applied when the system is in the second subsystem and crosses a switch threshold. Hence, the impulsive control is switched off for t ≥ 20. Choose G = 0, 
Choose the switching interval time h = 0.5 and, Figure 5 for a simulation with the synchronous switching rule, Note that A+BL 1 is unstable and A+BL 2 is stable (all eigenvalues have negative real part), and the impulses are destabilizing forces. Take φ 1 (t) = 0.45, φ 2 (t) = 0, ξ 1 (t) = 0, ξ 2 (t) = 0, ζ 1 (t) = 0.4, ζ 2 (t) = 0, λ 1 = −1.5500, λ 2 = 0.6926, β 1 = 2.0900, β 2 = 1.9600, .2) is globally exponentially stable. Note that τ a ≥ 2.4825 is required for stabilization with these parameters. See Figure  6 for a simulation. Figure 6 . Simulation of Example 6.5.
Conclusion
In this paper, switching control strategies for a class of switched impulsive nonlinear systems are developed. Both common Lyapunov functions and switched Lyapunov functions are used to give criteria for the stabilizability of systems under switched and impulsive control. First, asynchronous switching is studied and some criteria are established which guarantee the trivial solution is exponentially stable for a prespecified switching rule. Next, some more strict criteria are outlined for the exponential stability of the trivial solution under arbitrary asynchronous switching. Synchronous switching is investigated and sufficient conditions are established for the asymptotic stability of the trivial solution under both arbitrary synchronous switching and a prespecified synchronous switching rule. Finally, some results for average dwell-time satisfying switching are extended to include weakly nonlinear switching controllers and weakly nonlinear impulsive controllers. Examples are given, with simulations using Matlab, to illustrate the theorems developed.
One possible future direction is extending the results for synchronous controller switching to the nonlinear case. Another possibility is to extend the results to switched and impulsive systems which exhibit stronger nonlinearities.
