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POINCARE´ INEQUALITIES AND UNIFORM RECTIFIABILITY
JONAS AZZAM
ABSTRACT. We show that any d-Ahlfors regular subset of Rn support-
ing a weak (1, d)-Poincare´ inequality with respect to surface measure is
uniformly rectifiable.
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1. INTRODUCTION
For p ≥ 1, a metric measure space X equal to the support of a doubling
measure µ admits a weak (1, p)-Poincare´ inequality if, for all measurable
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functions u with constants C, λ ≥ 1, we have
−
∫
B
|u− uB|dµ ≤ C diamB
(
−
∫
λB
ρpdµ
) 1
p
where ρ is any upper gradient for u, meaning for every x, y ∈ X ,
|u(x)− u(y)| ≤
∫
γ
ρ
for any rectifiable curve γ connecting x to y in X . This condition, intro-
duced by Heinonen and Koskela in [HK98], is shared by a large class of
metric spaces, such as the Heisenberg group and Ahlfors regular Riemann-
ian manifolds of non-negative Ricci curvature, and imposes certain geomet-
ric properties on the metric space X . For example, if X is complete, then
X must be quasiconvex and in fact there are quantitatively many curves
running through X (we will be more specific about this later).
By a result of Cheeger [Che99], such spaces also admit a differentiable
structure that allows for a generalization of Rademacher’s theorem. Specif-
ically, he showed there exist a countably family of Borel sets {Ui} covering
µ-almost all of X and Lipschitz maps φi : Ui → Rd(i) for some d(i) ∈ N so
that if f : X → R is any Lipschitz function, then for µ almost every x ∈ Ui,
there is a vector df(x) ∈ Rd(i) so that
lim sup
y→x
|f(y)− f(x)− df(x) · (φi(y)− φi(x))|
|y − x| = 0.
(Here and below we will write |x − y| rather than dX(x, y)). See also
[Kei04] for an improvement, [KM16] for a compact primer to this result,
and [BKO19] for a shorter proof using Guth’s multilinear Kakeya inequal-
ity for neighbourhoods of Lipschitz graphs. Any complete metric measure
space (X,µ) having such a collection of charts (Ui, φi) is called a Lipschitz
differentiability space.
There are many examples of spaces that have Poincare´ inequalities (and
hence a differentiable structure) but pathological geometric structure, such
as the Heisenberg group and Laakso spaces [Laa00]. Under certain condi-
tions, however, these conditions imply nice structure. In particular, recall
that a metric measure space (X,µ) is d-rectifiable if X may be covered up
to µ-measure zero by countably many Lipschitz images of subsets of Rd;
we will say X is d-rectifiable if H d|X is d-rectifiable. Also recall that a
metric measure space (X,µ) is Ahlfors d-regular if X = suppµ where µ is
Ahlfors regular, meaning there is A > 0 so that for all x ∈ X ,
A−1rd ≤ µ(B(x, r)) ≤ Ard for all x ∈ X, 0 < r < diamX.
POINCARE´ INEQUALITIES AND UNIFORM RECTIFIABILITY 3
Theorem 1.1. If (X,µ) is an Ahlfors d-regular Lipschitz differentiability
space so that X ⊆ Rn, then (X,µ) is d-rectifiable.
This is alluded to in [Kei03, p. 259-260], we sketch the proof (although
using later results). If (Ui, φi) is one of the chart maps in the differen-
tiable structure for (X,µ) and φ : U → Rd(i), then by [Che99, Theorem
14.1], since (X,µ) is Ahlfors d-regular, d(i) ≥ d. By Cheeger’s conjecture
[DPMR17, Theorem 1.1], φi[µ|Ui ] L d(i) whereL d(i) is Lebesgue mea-
sure on Rd(i) and φi[µ] is the push-forward measure. Since dimX = d and
φi is Lipschitz, dimφi(Ui) ≤ d, so if d(i) > d, thenL d(i)(φi(Ui)) = 0 and
Cheeger’s conjecture implies that
µ(Ui) = φi[µ|Ui ](φi(Ui)) = 0.
Thus, almost every x ∈ X is contained in the domain of a chart map (Ui, φi)
where d(i) = d, i.e. φi : Ui → Rd. By another result of Cheeger [Che99,
Theorem 14.2], µ is d-rectifiable1.
The main result of this paper is that, if we assume a d-Poincare´ inequality,
we in fact obtain better rectifiable properties of (X,µ) whenX is Euclidean.
Main Theorem. Let n > d ≥ 2 be integers and (X,µ) be a closed
Ahlfors d-regular space in Rn with constant A ≥ 1 supporting a weak
(1, d)-Poincare´ inequality with constants C, λ ≥ 1. Then X is uniformly
d-rectifiable (UR), meaning there are constants L, c > 0 so that for every
x ∈ X and 0 < r < diamX , there is an L-bi-Lipschitz image of a subset
of Rd contained in X ∩B(x, r) ofH d-measure at least crd. The constants
L and c depend on n,C, λ, and A.
Uniformly rectifiable sets were introduced by David and Semmes in [DS91],
and are a sort of quantitative version of a rectifiable set, in the sense that X
is UR if it is rectifiable by the same amount and Lipschitz constant in every
ball. They feature in various results that characterize when a certain quanti-
tative property holds on an Ahlfors regular set. For example, certain classes
of singular integral operators are bounded on an Ahlfors regular set if and
only if that set is UR [DS91]. The result above (and results about UR sets)
are quantitative in the sense that there exists a formula indicating the de-
pendencies of constants, but typically they are not “effective” in the sense
that they produce explicit formulas or inequalities relating the constants.
For many applications, however, this (ineffective) quantitative dependence
is sufficient.
One previous result similar to our Main Theorem is due to Merhej [Mer17],
who showed if additionally d = n− 1 and the unit normal vectors to the set
1It was pointed out to the author by the referee that in the statement of [Che99, Theorem
14.2], the statement assumesH k(α)(Vα) > 0, when really he needsH k(α)(Vα) <∞.
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have small BMO norm, then locally X is contained in a bi-Lipschitz image
of Rn−1 (rather than just containing big pieces of Rn−1 as in the definition
of UR). She also has a higher codimensional version of this result [Mer16],
which again requires some small oscillation of the tangents in the set X .
There are other similar results for sets that inherit a Poincare´ condition
from some stronger topoligcal assumptions: G. C. David showed that any
compact Ahlfors d-regular locally linearly contractible complete oriented
topological d-manifold is UR [Dav16, Theorem 1.13], and such spaces
support a weak (1, d)-Poincare´ inequality by [Sem96] (see also [HK98,
Theorem 6.11]). This is more general than our result in that it holds for
non-Euclidean metric spaces, although the topological condition is more
restrictive than being Loewner.
The proof of the Main Theorem goes roughly as follows: the Poincare´
inequality implies that there are many curves passing through the set by a
result of Heinonen and Koskela. Using Dorronsoro’s theorem, we can show
that, for many x ∈ X and r > 0, and for any (d− 1)-dimensional plane V ,
we can find parts of X that lie close to a line segment passing through x in
B(x, r) and have large angle from V . Inductively, this means we can actu-
ally find parts of X close to d many line segments passing through x that
have large angle from each other. We then use similar arguments to show
that, for most balls on X , X is approximately contained in a d-dimensional
plane in those balls (otherwise, we could also find parts of X close to a
(d+1)st-line passing through each x, but we knowX is d-rectifiable and so
it must be approximately d-flat somewhere, violating the existence of this
extra line). These two geometric properties imply that in fact X is close
to a d-dimensional plane in the Hausdorff metric, and this implies uniform
rectifiability by a result of David and Semmes. We point out that this aspect
of finding approximate line segments in many directions is in a way remi-
niscent of how Bate finds Alberti representations in differentiability spaces
[Bat15].
We would like to thank David Bate, Mihalis Mourgoglou, and Tatiana
Toro for discussing this problem with him at various points in time, and Guy
C. David for answering his questions about differentiability spaces while we
were both at the 2018 conference “ The Geometric Measure Theory and its
Connections” in Helsinki. We would also like to thank the anonymous ref-
erees for their patience with an atrocious first draft, comments that greatly
improved the readability of the paper, for noting a mistake in citing and
using Cheeger’s paper, and also for providing clues to fix the mistake.
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2. PRELIMINARIES
2.1. Notation. We will write a . b if there is a constant C > 0 so that
a ≤ Cb, a .t b if the constant depends on the parameter t, and a ∼ b and
a ∼t b to mean a . b . a and a .t b .t a respectively.
Given a metric space X with metric d, we will use Polish notation and
write d(x, y) = |x− y|. Whenever A,B ⊂ X we define
dist(A,B) = inf{|x− y|; x ∈ A, y ∈ B}, and dist(x,A) = dist({x}, A).
Let diamA denote the diameter of A defined as
diamA = sup{|x− y|; x, y ∈ A}.
We will also use |A| to denote the measure of a set when the measure
is clear from context. For example, if A ⊆ R, then |A| denotes the 1-
dimensional Lebesgue measure of A.
We let B(x, r) ⊆ X denote the closed ball centered at x ∈ X of radius
r > 0, and if X = Rn we will often write B = B(0, 1). If B is a generic
ball, we will write xB for its center and rB for its radius, soB = B(xB, rB).
We let G (n, d) denote the Grassmannian, that is, the set of d-dimensional
subspaces of Rn (that is, the d-dimensional planes containing the origin),
and A (n, d) denote the affine Grassmannian, which is the set of all d-
dimensional planes in Rn (not necessarily containing the origin).
Given a plane V ∈ A (n, d), we let piV : Rn → V denote the projection
into V , V ′ ∈ G (n, d) the d-dimensional plane parallel to V and containing
the origin, and V ⊥ ∈ G (n− d, n) the orthogonal complement of V ′. Given
two planes V,W ∈ G (n, d) with dimV ≤ dimW , we let
∠(V,W ) = |piW⊥ |V | = sup
x∈V ∩B
dist(x,W ).
that is, ∠(V,W ) is the norm of the linear operator piW⊥ : V → W⊥. Note
that if L is a line, then ∠(L,W ) is comparable to the usual angle between L
and W . If V,W ∈ A (n, d), we let ∠(V,W ) := ∠(V ′,W ′). Note that from
the above definition, if dimU ≤ dimV ≤ dimW , then
(2.1) ∠(U,W ) ≤ ∠(U, V ) + ∠(V,W ).
2.2. Curves and Modulus. In this section we introduce the notion of mod-
ulus of curve families. For a more in depth treatment, see [Hei01] or
[Vuo88]. Below X will denote a complete metric space with metric d and µ
a C-doubling measure, meaning that for any ball B ⊆ X , if 2B is the ball
with same center but twice the radius, then µ(2B) ≤ Cµ(B).
By a curve γ, we will mean any continuous image of a compact interval
I ⊆ X . Given γ, we will denote this function also as γ : I → X . We define
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the length of γ as
`(γ) = sup
t1<···<tk
∑
d(γ(ti), γ(ti+1))
where the supremum is over all sequences a = t1 < · · · < tk = b if the
endpoints of I are a and b. If I is not closed, we define the length of γ to
be the supremum over the lengths of all subcurves with closed domain. If
γ is of finite length, we say γ rectifiable, and then γ factors as γ = γs ◦ sγ
where sγ : I → [0, `(γ)] and γs is the arclength parametrization, that is,
a 1-Lipschitz function γs : [0, `(γ)] → X with `(γs|[0,t]) = t. We will
assume all rectifiable curves below are arclength parametrized. If all closed
subcurves are rectifiable, we say γ is locally rectifiable.
Given a metric space X , a Borel measure µ, a family of curves Γ in X ,
and a Borel function ρ, we say ρ is admissible for Γ if for each locally
rectifiable curve γ ∈ Γ,∫
γ
ρ :=
∫ `(γ)
0
ρ ◦ γ ≥ 1 for all γ ∈ Γ.
Note that this notation means we are integrating ρ composed with the
function γ and not ρ on the image of γ. However, the former is at least the
latter: since the arclength parametrization is 1-Lipschitz,H 1(γ(A)) ≤ |A|
for any A ⊆ [0, `(γ)] (see [Mat95, Theorem 7.5]), and so∫
γ
ρ =
∫ ∞
0
|{t ∈ [0, `(γ)] : ρ ◦ γ(t) > λ}|dλ
=
∫ ∞
0
|γ−1({x ∈ γ : ρ(x) > λ})|dλ
≥
∫ ∞
0
H 1({x ∈ γ : ρ(x) > λ})|dλ =
∫
γ
ρdH 1
although these two integrals may not equal, for example if γ doubles back
on itself. If γ is only locally rectifiable, we define
∫
γ
ρ to be the supremum
of
∫
γ′ ρ over all rectifiable subcurves γ
′.
We define the p-modulus of Γ to be
inf
{∫
ρpdµ : ρ admissible for Γ
}
.
We say (X,µ) is a p-Loewner space if, whenever E,F ⊆ X are two
disjoint continua, and Γ(E,F ) is the collection of curves in X starting in E
and ending in F , then
Modp(Γ(E,F )) &t 1 whenever ∆(E,F ) :=
dist(E,F )
min{diamE, diamF} ≤ t.
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2.3. Ahlfors regular spaces. The results in this section are also about
modulus, but are specific to Ahlfors regular spaces. In particular, X will
now denote a complete metric space that is the support of an Ahlfors d-
regular measure µ.
The following lemma is standard, but we give a proof for completeness.
Lemma 2.1. Let X be an Ahlfors d-regular Loewner space with measure
µ, d ≥ 2, B be a ball in X and E,F ⊆ B two disjoint continua so that
∆(E,F ) ≤ t. Let ΓC,B(E,F ) be those curves in Γ(E,F ) of length at
most CrB. Then for C large enough (depending on t, d, µ, and the Loewner
constants),
(2.2) Modd(ΓC,B(E,F )) &C,t 1.
Proof. Recall that there is a constant C0 depending on t and the Loewner
constants so that
Modd(Γ(E,F )) ≥ C0.
Let Γ1 be those curves in Γ(E,F ) that contain a point outside of AB for
some A ≥ 2 to be chosen shortly, and Γ2 be those curves in Γ(E,F ) con-
tained in AB but so that their length is at least CrB. Observe that
Γ(E,F ) ⊆ ΓC,B(E,F ) ∪ Γ1 ∪ Γ2.
We claim that for A large enough and C large enough depending on A
(and each depending on C0, d, and the Ahlfors regularity),
(2.3) max
i=1,2
Modd(Γi) <
C0
4
.
If we show this, then by the above containment and the subadditivity of the
modulus (see [Hei01, Equation (7.7)]),
Modd(ΓC,B(E,F )) ≥ Modd(Γ(E,F ))−Modd(Γ1)−Modd(Γ2) > C0
2
.
which proves the lemma. So now we focus on (2.3) and start by estimating
Modd(Γ1). Let
ρ1(x) =
1
rB + |x− xB|
1
logA
1AB
Then it is not hard to show that
∫
γ
ρ1 & 1 for all γ ∈ Γ1. Thus,
Modd(Γ1) ≤
∫
ρd1dµ . (logA)1−d.
See [Hei01, Theorem 7.18] for a proof of a similar estimate. Since d ≥ 2,
we can choose A large enough (depending on d and C0) so that
Modd(Γ1) <
C0
4
.
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Now we bound Modd(Γ2). Let ρ2 = 1CrB1AB. Then ρ2 is admissible for
Γ2, and so
Modd(Γ2) ≤
∫
ρd2 . (ArB)d(CrB)−d =
Ad
Cd
.
Hence, we can pick C depending on A and C0 (so just really on C0) so that
Modd(Γ2) <
C0
4
.
This proves (2.3), and thus finishes the proof.

The connection between the Poincare´ inequality an Loewner spaces is
via the following result.
Theorem 2.2. A complete, proper, Ahlfors d-regular metric measure space
(X,µ) admits a weak (1, d)-Poincare´ inequality if and only if it is a d-
Loewner space. The constants in the definition of the weak (1, d)-Poincare´
depend on the Ahlfors regularity constant and the Loewner constants im-
plicit in (2.2), and conversely the constants in (2.2) depend on the Poincare´
constants.
This follows from [HK98, Theorems 5.7 and 5.12]. Note that the first
of these theorems (the forward implication) requires X to be φ-convex; we
won’t define this, but it is satisfied when X is quasiconvex, which holds
when X has a weak (1, d)-Poincare´ inequality by a theorem of Semmes
(see the appendices of [Che99, KM16]).
2.4. Christ-David Cubes. We recall the following version of “dyadic cubes”
for metric spaces, first introduced by David [Dav88] for Ahflors regular sets,
but generalized in [Chr90] and [HM12].
Theorem 2.3. Let X be a doubling metric space. Let Xk be a nested se-
quence of maximal ρk-nets for X where ρ < 1/1000 and let c0 = 1/500.
For each k ∈ Z there is a collectionDk of “cubes,” which are Borel subsets
of X such that the following hold.
(1) For every integer k, X =
⋃
Q∈Dk Q.
(2) If Q,Q′ ∈ D = ⋃Dk and Q ∩Q′ 6= ∅, then Q ⊆ Q′ or Q′ ⊆ Q.
(3) For Q ∈ D , let k(Q) be the unique integer so that Q ∈ Dk and set
`(Q) = 5ρk(Q). Then there is ζQ ∈ Xk so that
(2.4) BX(ζQ, c0`(Q)) ⊆ Q ⊆ BX(ζQ, `(Q))
and Xk = {ζQ : Q ∈ Dk}.
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2.5. β-numbers and flat balls in Euclidean Loewner spaces. The ob-
jective of this section is to introduce β-numbers and gather together a few
lemmas about them we will need later. The most important of these is that,
given an Ahlfors d-regular subspace (X,µ) of Rn and a ball B centered on
X , we can find a large ball contained in B where X is approximately flat
(how large the ball is will depend on how flat we would like X to be in the
ball). To quantify flatness, we use Jones’ β-numbers.
Let X ⊆ Rn be as above. For V ∈ A (n, d), x ∈ X and r > 0, let
βX(x, r, V ) = sup
y∈B(x,r)∩X
dist(y, V )
r
, βX(x, r) = inf
V ∈A (n,d)
βX(x, r, V ).
Given a ballB(x, r) centered onX , we will also sometimes write βX(B(x, r))
for βX(x, r). It is not hard to show that, if B(x, r) ⊆ B(y, s) are centered
on X , then
(2.5) βX(x, r, V ) ≤ s
r
βX(x, s, V ).
The objective of this section is to prove the following lemma.
Lemma 2.4. Let (X,µ) be an Ahlfors d-regular d-Loewner subspace of Rn
and d ≥ 2. For all ε ∈ (0, 1/2), x ∈ X , and 0 < r < diamX , there is
r′ &ε r and x′ ∈ B(x, r/2) ∩X so that
βX(x
′, r′) < ε.
To prove this, we need to review some results about Hausdorff conver-
gence.
Recall that a sequence of compact sets Xj converge to another compact
set X in the Hausdorff metric in Rn if
lim
j→∞
max
{
sup
x∈X
dist(x,Xj), sup
x∈Xj
dist(x,X)
}
= 0.
Given closed nonempty but possibly unbounded sets Xj and X in Rn, we
will say Xj → X in the Hausdorff metric if for each R > 0 there is εj ↓ 0
so thatXj∩B(0, R+εj) converges toX∩B(0, R) in the Hausdorff metric,
or equivalently, if
lim
j→∞
max
{
sup
x∈X∩B(0,R)
dist(x,Xj), sup
x∈Xj∩B(0,R)
dist(x,X)
}
= 0 ∀ R > 0.
Lemma 2.5. Let µj be a sequence of uniformly Ahlfors d-regular measures
in Rn, Xj = suppµj , and suppose 0 ∈ Xj for all j. Suppose also that
inf diamXj > 0. Then we may pass to a subsequence so that Xj converges
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in the Hausdorff metric to a closed setX , µj converges weakly to an Ahlfors
d-regular measure µ with the same constants and suppµ = X .
The proof is not too bad, we just give some hints: first, µj|B(0,r) is uni-
formly bounded by Ahlfors regularity for all r > 0, so by a diagonalization
argument, we may pass to a subsequence so that µj converges weakly in-
sited every ball centered at 0 (and hence everywhere) to a Radon measure µ.
By testing against bump-functions, one can show µ is also Ahlfors d-regular
with the same constant as the µj . If X = suppµ, then it is not hard from
here to use the weak convergence of these two measures to show Xj → X
in Hausdorff distance.
Below is a compactness lemma we will need.
Lemma 2.6. Let d ≥ 2, µj be an Ahlfors d-regular measure in Rn, and
Xj = suppµj be so that (Xj, µj) admits a weak (1, p)-Poincare´ inequality
for some p > 1 with the same constants for all j, and suppose 0 ∈ Xj .
Then there is a subsequence that converges in the Hausdorff distance to an
Ahlfors d-regular set also satisfying a weak (1, p)-Poincare´ inequality.
Proof. By Lemma 2.5, we may pass to a subsequence so that Xj con-
verges in the Hausdorff metric to a set X ⊆ Rn and so that µj conveges
weakly to an Ahlfors d-regular measure µ supported on X . Thus, the tuples
(Xj, | · |, 0,H d|Xj) forms a sequence of uniformly Ahlfors d-regular com-
plete pointed metric spaces converging in the measured Gromov-Hausdorff
sense to (X, | · |, 0,H d|Xj) (this is a lot of terminology to unpack, so we
instead refer the reader to [Kei03, Section 2] as a reference). By [Kei03,
Theorem 3], (X,µ) also satisfies the weak p-Poincare´ inequality with con-
stants depending on the uniform Poincare´ constants for the (Xj, µj). 
Proof of Lemma 2.4. It suffices to prove the lemma in the case that x = 0
and r = 1. Suppose there was ε ∈ (0, 1/4) and a sequence of Ahlfors
d-recular d-Loewner spaces (Xj, µj) in Rn with the same constants so that
diamX ′jgeq1, 0 ∈ Xj , and for all x′ ∈ B(0, 1/2) ∩Xj and r′ ≥ 1/j,
βXj(x
′, r′) ≥ ε.
These spaces satisfy a weak (1, d)-Poincare´ inequality with the same con-
stants for all j by Theorem 2.2. We can pass to a subsequence so that
they converge in the Hausdorff metric to another d-regular set X satifsy-
ing a weak (1, d)-Poincare´ inequality and µj ⇀ µ for some Ahlfors d-
regular measure µ. By Cheeger’s theorem and Theorem 1.1, (X,µ) is d-
rectifiable. Since µH d|X  µ by Ahlfors d-regularity, this means X is
d-rectifiable. In particular,X has a tangent at some point x ∈ X∩B(0, 1/2)
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(see the discussion after [Vil17, Theorem 1.1] and [Vil17, Section 3]), so
there is a plane P passing through x and r > 0 small so that
(2.6) βX(x, r, P ) < ε/4.
There is εj so thatXj∩B(0, 1+εj) converges toX∩B(0, 1) in the Hausdorf
metric, so for j large enough,
sup
x′∈X∩B(x,r)
dist(x′, Xj) + sup
x′∈Xj∩B(x,r)
dist(x′, X) <
εr
4
.
In particular, for j large enough we can find xj ∈ Xj ∩ B(x, εr/4) and for
each y′ ∈ B(xj, r/2)∩Xj ⊆ B(x, r)∩Xj , there is y ∈ X with |y−y′| < εr4 .
For each such y,
|y − x| ≤ |y − y′|+ |y′ − xj|+ |xj − x| ≤ εr
4
+
r
2
+
εr
4
< r
so y ∈ B(x, r) ∩X . Thus,
dist(y′, P ) ≤ |y′ − y|+ dist(y, P ) (2.6)< εr
4
+
εr
4
=
εr
2
.
If we take the supremum over all y′ ∈ B(xj, r/2)∩Xj , then for 1/j < r/2,
by how we chose the Xj .
ε ≤ βXj(xj, r/2) < ε,
which is a contradiction.

3. PROOF OF THE MAIN THEOREM
From now on we let (X,µ) denote a closed Ahlfors d-regular Loewner
space in Rn. We can assume without loss of generality that µ = H d|X . We
will frequently denote the µ-measure of a set A ⊆ X by µ(A) = H d(X ∩
A) = |A|.
We will assume all implied constants that appear below depend on n, d,
and also on the Poincare´ and Ahlfors regularity constants for X , and hence
write ∼ instead of ∼d,n,A,C,λ.
The Main Theorem will follow from three main lemmas. The first lemma
is a black-box theorem due to David and Semmes [DS93, Theorem I.2.4].
First we need some new notation.
For x ∈ X , r > 0 and V ∈ A (n, d), we define the d-dimensional
bilateral β-number with respect to V to be
bβX(x, r, V ) = r
−1
(
sup
y∈X∩B(x,r)
dist(y, V ) + sup
y∈V ∩B(x,r)
dist(y,X)
)
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and then define
bβX(x, r) = inf
V ∈A (n,d)
bβX(x, r, V ).
Lemma 3.1 (The Bilateral Weak Geomeric Lemma (BWGL)). An Ahlfors
d-regular set E ⊆ Rn is UR if and only if, for each ε > 0 and R ∈ D
(where D are the Christ-David cubes for E)
(3.1)
∑
Q⊆R
bβE(2BQ)≥ε
|Q| .ε |R|.
Thus, the Main Theorem will follow once we showX satisfies the BWGL.
This will follow from the next two lemmas which will be the focus of the
paper.
Lemma 3.2 (Weak Geometric Lemma (WGL)). For R ∈ D and δ > 0,∑
Q⊆R
βX (BQ)≥δ
|Q| . |R|.
This is the so-called weak geometric lemma (WGL) in the argot of David
and Semmes [DS91, Chapter 5]. This property alone does not imply UR
(see [DS91, Section 20]), but it will when coupled it with the following
result:
Lemma 3.3 (Many Segments Property (MS)). For x ∈ X , r > 0, and
θ > 0, define
ηθX(x, r) = inf
L1,...,Ld
sup
y∈(L1∪···∪Ld)∩B(x,r)
dist(y,X)
r
where the infimum is over all lines L1, ..., Ld passing through x so that
∠(Li, Lj) ≥ θ/2 and set
ηθX(Q) = sup
x∈Q
ηθX(x, `(Q)).
There is θ & 1 so that for all δ > 0, we have
(3.2)
∑
Q⊆R
ηθ
X
(Q)≥δ
|Q| .δ |R| for all R ∈ D .
We will say an Ahlfors d-regular set satisfies the Many Segments Property
(MS) if it satisfies (3.2) for any δ > 0. We do not know if this property is
sufficient for UR, but as mentioned earlier, it does when coupled with the
WGL, as we’ll show now:
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Lemma 3.4. If X,µ and θ are as in Lemma 3.3, then for all δ > 0 there
are M > 1 and ε > 0 so that if B is a ball centered on X with rB <
M−1 diamX , βX(MB) < ε, and supx∈B∩X η
θ
X(x,MrB) < ε, then bβX(B) <
δ.
Proof. Let θ be as in Lemma 3.3 and δ > 0. Without loss of generality, we
can assume B = B. Suppose there is δ > 0 so that instead that for all j we
could find d-Loewner spacesXj ⊆ Rn (with the same constants) containing
0 so that diamXj ≥ j, βX(jB) < 1j2 and supx∈B∩Xj ηθX(x, j) < 1j2 , but
bβXj(B) ≥ δ. We can pass to a subsequence so that this converges in
the Hausdorff metric to an Ahlfors d-regular set X containing 0 and with
the property that for all x ∈ X there are d lines L1(x), ..., Ld(x) ⊆ X
containing x with angles at least θ/2 > 0 apart, and so that βX(rB) = 0
for all r > 0. In particular, X is contained in a d-dimensional plane, which
we can assume without loss of generality to be Rd. Moreover, bβX(B) ≥ δ.
Since X ⊆ Rd, this implies there is z ∈ B ∩ Rd with dist(z,X) ≥ δ. Let
δ′ − dist(z,X) and x ∈ ∂B(z, δ′) ∩ X . If V is the (d − 1)-dimensional
plane in Rd tangent to B(z, δ′) ∩ Rd at x, then there is at least one i so that
Li(x) is not parallel with V , so in particular,
∅ 6= Li(x) ∩B(z, δ′)◦ ⊆ Li(x) ∩ Rd\X
(where we are taking the interior with respect to Rd), whereas we know
Li(x) ⊆ X , so we get a contradiction. 
Corollary 3.5. For θ is as in Lemma 3.3, and for all δ > 0, there is N ∈ N
and ε > 0 so that if Q ∈ D , QN is the N -th generation ancestor of Q,
βX(BQN ) < ε, and ηθX(Q
N) < ε, then bβX(BQ) < δ.
This follows from the previous lemma and the fact that βX(BQN ) .N
βX(BQ) and ηθX(BQN ) .N ηθX(BQ), we leave the details to the reader.
We now finish the proof of the Main Theorem using the above results.
Observe that the map sending Q → QN is at most C(N)-to-1, and so by
the previous Corollary,∑
Q⊆R
bβX (BQ)≥δ
|Q| ≤
∑
Q⊆R
βX (BQN
)≥ε
|Q|+
∑
Q⊆R
ηθ
X
(QN )≥ε
|Q| .
∑
Q⊆RN
βX (BQ)≥ε
|Q|+
∑
Q⊆RN
ηθ
X
(BQ)≥ε
|Q|
. |RN | . |R|.
Thus, by the BWGL (Lemma 3.1), X is UR.
This finishes the proof of the Main Theorem assuming the WGL and MS
properties (i.e. Lemmas 3.2 and 3.3). The remainder of the paper focuses
on proving these two results, each of which will be the focus of the next two
sections respectively.
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4. PROOF OF MS
In this section we focus on proving Lemma 3.3. To show that most points
in X have d-many segments pointing in a linearly independent set of direc-
tions lying close to X , we will reduce this to showing that, through most
x ∈ X and any (d − 1)-dimensional plane V passing through x, we can
fine just one segment transversal to V that lies close to X . We will then use
this repeatedly to build up a set of d-many independent segments. We show
explicitly the reduction in the following subsection.
4.1. η-numbers. For x ∈ X , r > 0, V ∈ A (n, k) with 1 ≤ k ≤ n − 1,
and θ > 0, define
ηV,θX (x, r) = inf
L
sup
y∈B(x,r)∩L
dist(y,X)
r
where the infimum is over all lines L passing through x so that if eL is the
vector parallel to L, and V ′ ∈ G (n, k) is parallel to V , then
∠(L, V ) = dist(eL, V ′) ≥ θ.
Note that the quantity is unchanged if we instead require our planes to be
in G (n, k) for some k, since if V ′ is the plane through the origin parallel to
V , then ηV,θX = η
V ′,θ
X , that is, the definition only compares angles between
planes and not their position. We prefer to allow for affine planes as a matter
of convenience below.
We record a few basic properties of the η-numbers. Firstly, since all lines
pass through x in this definition, we immediately have
0 ≤ ηV,θX (x, r) ≤ 1.
Lemma 4.1. Let x ∈ X , V ∈ A (n, k) with 1 ≤ k < n, and θ > 0. Then
(4.1) ηV,θX (x, r) ≤
s
r
ηV,θX (x, s) for all 0 < r ≤ s.
If x, y ∈ X , then
(4.2) ηV,θX (x, r) ≤ ηV,θX (y, r) +
|x− y|
r
.
Finally,
(4.3) ηV,θX (x, r) ≤ ηV,θ
′
X (x, r) for θ ≤ θ′.
Proof. For (4.1), let L be any line passing through x. Then
rηV,θX (x, r) ≤ sup
y∈B(x,r)∩L
dist(y,X) ≤ sup
y∈B(x,s)∩L
dist(y,X)
and infimizing over all L, we obtain rηV,θX (x, r) < sη
V,θ
X (x, s).
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For (4.2), let L be the line that infimizes ηV,θX (x, r). Let L
′ = L + y − x.
Then L′ passes through y and also has angle at least θ with V . If z′ ∈
L′ ∩ B(y, r), then z := z′ − y + x ∈ B(x, r) ∩ L, and so there is z′′ ∈ X
with |z − z′′| ≤ ηV,θX (x, r)r. Thus,
dist(z′, X) ≤ |z′ − z′′| ≤ |z′ − z|+ |z − z′′| ≤ |x− y|+ ηV,θX (x, r)r.
Dividing both sides by r and taking the supremum over all z′ ∈ B(y, r)∩L′
gives (4.2).
Finally, to prove (4.3), let L be a plane infimizing ηV,θ
′
X (x, r), then it has
angle at least θ′ from V , and since θ′ ≥ θ, it also has angle at least θ from
V , and so
ηV,θX (x, r) ≤ sup
y∈B(x,r)∩L
dist(y,X)
r
= ηV,θ
′
X (x, r),
which proves (4.3).

4.2. Finding transversal segments. The main objective of this section is
the following lemma.
Lemma 4.2. Let V ∈ A (n, d− 1). For Q ∈ D , let
ηV,θX (Q) = sup
x∈Q
ηV,θX (x, `(Q)).
There is θ & 1 so that for all δ > 0,
(4.4)
∑
Q⊆R
η
V,θ
X
(Q)≥δ
|Q| .δ |R| for all R ∈ D .
Let us first show how this lemma implies Lemma 3.3:
Proof of Lemma 3.3. Let V be a maximally θ
2
-separated set in G(n, d − 1)
with respect to the distance
d(V, U) := ∠(V, U).
We will use the following property repeatedly below: for each U ∈ G (n, k)
and k ≤ d− 1, we can contain U in a plane U ′ ∈ G (n, d− 1) and thus we
can always find V ∈ V so that
∠(U, V ) ≤ ∠(U ′, V ) < θ
2
.
Let
BVδ = {Q ∈ D : ηV,θX (Q) ≥ δ}, Bδ =
⋃
V ∈V
BVδ , G = D\Bδ.
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Let x ∈ Q ∈ G and pick V0 ∈ V . Without loss of generality, we will
assume x = 0. Then ηV0,θX (Q) < δ, and so there is a line L1(x) passing
through x so that
sup
y∈L1(x)∩B(x,`(Q))
dist(y,X)
`(Q)
< δ.
By definition of V , there is V1 ∈ V so that ∠(L1(x), V1) < θ2 . Then Q ∈ G
implies ηV1,θX (Q) < δ, and so there is a line L2(x) passing through x so that
∠(L2(x), V1) ≥ θ, hence
∠(L2(x), L1(x))
(2.1)≥ ∠(L2(x), V1)− ∠(L1(x), V1) ≥ θ
2
.
and
sup
y∈L2(x)∩B(x,`(Q))
dist(y,X)
`(Q)
< δ.
Inductively, for 2 ≤ k ≤ d − 1, if Uk is the plane spanned by the lines
L1(x), · · · , Lk(x), then we can find Vk ∈ V so that ∠(Uk, Vk) < θ2 . Then
Q ∈ G implies implies ηVk,θX (Q) < δ, and so there is a line Lk+1(x) passing
through x so that ∠(Lk+1(x), Vk) ≥ θ, and so
(4.5) ∠(Lk+1(x), Uk) ≥ ∠(Lk+1(x), Vk)− ∠(Uk, Vk) ≥ θ
2
`(Q)
and
sup
y∈Lk+1(x)∩B(x,`(Q))
dist(y,X)
`(Q)
< δ.
By (4.5), the final lines L1(x), ..., Ld(x) we obtain have angle at least θ/2
between each other. Since we can find such lines for each x ∈ Q, this
implies ηθX(Q) < δ for all Q ∈ G , and∑
Q⊆R
ηθ
X
(Q)≥δ
|Q| =
∑
Q∈Bδ
Q⊆R
|Q| ≤
∑
V ∈V
∑
Q∈BV
δ
Q⊆R
|Q|
(4.4)
. |R|
where in the last inequality we used Lemma 4.2 and the fact that |V | .θ,n 1.

Thus, it remains to prove Lemma 4.2, which we prove in the next two
subsections.
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4.3. Proof of Lemma 4.2: Part I. We first prove a lemma that says, inside
any ball, we can find a large subset, for each point of which we have nice
estimates on the η-numbers.
Lemma 4.3. Let C be as in Lemma 2.1 and let c ∈ (0, 1). There is θ > 0
depending on c, the Ahlfors regularity, and the Poincare´ constants, so that
the following holds. Let V ∈ G (n, k) for some 1 ≤ k ≤ n − 1. Let
B be a ball centered on X with 0 < rB < diamX and suppose there is
x0 ∈ 12B ∩X with dist(x0, V + xB) ≥ crB. Then there is EVB ⊆ CB ∩X
so that |EVB | &c |CB| and
(4.6)
∫ rB
0
ηV,θX (x, r)
2dr
r
.c 1 for all x ∈ EB.
Here we are abusing notation and denoting |B| = H d(B ∩X).
Some of the ideas for this proof come from [Jon88], [Dav91, Section
III.4], and [JKV97].
Proof. Without loss of generality, we can just assume V ∈ G (n, n−1), and
this will imply the general case (since we can contain any V in a (n − 1)-
dimensional plane so that the assumptions of the lemma still hold). Let
θ > 0 to be decided later. For convenience, we will write η = ηV,θX below.
LetA1 ⊆ c4B∩X andA2 ⊆ B(x0, c4rB)∩X be two continua of diameter
at least c
4
rB (which exist since X is connected and diamX ≥ rB).
For technical reasons, it will be more convenient to work with loops
rather than curves. For a family of rectifiable curves Γ0 contained in X and
γ ∈ Γ0, let γ˙ = γ on [0, `(γ)] and γ˙(t) = γ(2`(γ)− t) for t ∈ [`(γ), 2`(γ)].
Then γ˙ is a curve of length 2`(γ) (although its image is the same as γ). Let
Γ˙0 = {γ˙ : γ ∈ Γ0}. Then one can show
Modd(Γ˙0) = 2
−dModd(Γ0).
Let Γ = Γ˙C,B(A1, A2). By Lemma 2.1 and the above observations,
(4.7) Modd(Γ) & 1.
Note that since the curves in Γ start and end in 1
2
B, they must be contained
in CB (otherwise their lengths would be at least 2(C−1)rB, which exceeds
CrB for C chosen large, and thus their length would be too big). Let
ρ(x) = r−1B exp
(
−
∫ rB
0
η(x, r)2
dr
r
)
1CB.
Claim 1: Some multiple (depending on the constants in the lemma) of ρ is
admissible for Γ, that is,
(4.8)
∫
γ
ρ &c 1 for all γ ∈ Γ.
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We now show how to finish the lemma assuming the claim: Let m > 0
and define
EVB = {x ∈ CB : ρ ≥ mr−1B }.
Since ρ ≤ r−1B 1CB,
1
(4.7)
. Modd(Γ)
(4.8)
.
∫
ρd ≤
∫
EVB
ρd +
∫
CB\EVB
ρd . |EVB |r−dB +mdr−dB |CB|
. |E
V
B |
|CB| +m
d
and so for m > 0 small enough, we have |E
V
B |
|CB| & 1, and EVB satisfies the
conclusions of the Lemma, which finishes the proof of the Lemma.
Now we focus on proving (4.8) and Claim 1. Let γ ∈ Γ (see Figure 1
for reference). Recall that γ ⊆ CB by the definition of Γ. We just need to
show
(4.9)
∫
γ
ρ & 1.
Let γ : [0, `(γ)]→ Rn denote its 1-Lipschitz arclength parametrization.
Without loss of generality, we’ll scale things so that [0, `(γ)] = [0, 1]
(recall that since γ ∈ Γ, we now have 1 = `(γ) ∼ rB) and translate so that
γ(0) = 0.
We recall the following theorem.
Theorem 4.4 (Dorronsoro, [Dor85], Theorem 6). Let 1 ≤ p < p(d) where
(4.10) p(d) :=
{
2d
d−2 if d > 2
∞ if d ≤ 2 .
For x ∈ Rd, r > 0, and f ∈ W 1,2(Rd), define
Ωf,p(x, r) = inf
A
(
−
∫
B(x,r)
( |f − A|
r
)p) 1p
where the infimum is over all affine maps A : Rd → R. Set
Ωp(f) :=
∫
Rd
∫ ∞
0
Ωf,p(x, r)
2dr
r
dx.
Then
Ωp(f) .d,p ||∇f ||22.
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V ⊥ pi(Fγ)
Fγ
V + xB
B(x0,
crB
4
)
c
4
B
B
γ
FIGURE 1. The geometric gist of showing that
∫
γ
ρ is large
is that since γ goes between c
4
B and B(x0, crB4 ) and x0 is
far from xB + V , it must have large projection into V ⊥, we
can then find a large subset Fγ where the projection is bi-
Lipschitz and hence lies in a Lipschitz graph. This implies
that the images of the affine maps that best approximate γ
over this set can’t make too steep an angle with V ⊥, and
so must have large angle with V . We can use Dorronsoro’s
theorem to estimate the distance of these affine images to
γ and hence to X , giving us an upper bound on the square
integral of η on Fγ and thus a lower bound on ρ on Fγ .
We can extend γ to the whole real line by setting γ(t) = γ(0) for t 6∈
[0, `(γ)] (recall that by our definition of Γ, γ(0) = γ(`(γ)), so our extension
is 1-Lipschitz on all of R). For an interval I in the real line, let
Ω(I) = |I|−1 inf
A
||γ − A||L∞(I).
where the infimum is over all affine functions A : R → Rn. Then it is not
hard to show using Dorronsoro’s theorem and that γ is 1-Lipschitz (see for
example [Azz16a, Lemma 2.5]) that,
(4.11)
∑
I⊆[0,1]
Ω(3I)2|I| . 1
where the sum is over all dyadic intervals in [0, 1]. Below, all intervals
I will refer to a dyadic interval. Let pi be the orthogonal projection into
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V ⊥, α > 0 (a small number to be chosen later), and I1 be those intervals
I ⊆ [0, 1] (not necessarily dyadic) for which
(4.12) diam(pi ◦ γ(I)) < α|I|.
Let A > 0 and let I2 be those maximal dyadic intervals I ⊆ [0, 1] for
which ∑
I⊆J⊆[0,1]
Ω(3J)2 > A.
Claim 2: If
Eγ = [0, 1]\
⋃
I∈I1∪I2
I, Fγ = γ(Eγ).
then
(4.13) |Eγ| ≥ |Fγ| ≥ c
and for some constant c′
(4.14) ρ ≥ c′1Fγ .
These two statements then imply Claim 1 (i.e. (4.9)), and thus finish the
proof of the Lemma. So now we focus on proving Claim 2.
We first prove (4.13). By Chebychev’s inequality and (4.11),
(4.15)
∣∣∣∣∣⋃
I2
I
∣∣∣∣∣ . 1A.
Let {Ij} be a subcollection of the intervals I1 so that no point in
⋃
I∈I1 I
is contained in more than two of the Ij and
⋃
I∈I1 I =
⋃
j Ij . Then∣∣∣∣∣pi ◦ γ
( ⋃
I∈I1
I
)∣∣∣∣∣ = ∣∣∣pi ◦ γ (⋃ Ij)∣∣∣ ≤∑ |pi ◦ γ(Ij)| (4.12)< ∑
j
α|Ij|
≤ 2α
∣∣∣⋃ Ij∣∣∣ ≤ 2α.(4.16)
Since γ ∈ Γ connects c
4
B to B(x0, crB4 ), and since we’re assuming now
rB ∼ 1, we know
(4.17) pi(γ([0, 1])) = |pi(γ)| ≥ c
2
rB & c.
(recall we are using γ to denote both the function and its image). This
means that for α small enough and A large enough (depending on c), and
since γ and pi are 1-Lipschitz,
|Eγ| ≥ |Fγ| ≥ |pi(Fγ)|
(4.15)
(4.16)≥ |pi ◦ γ([0, 1])| − 2α− C
′
A
(4.17)
& c.
This proves (4.13).
Now we focus on (4.14). It suffices to show the following claim:
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Claim 3: for  > 0 small enough, if x ∈ Fγ , x′ ∈ Eγ is such that γ(x′) = x,
I is any dyadic interval containing x′ and r > 0 is such that
(4.18) |I|/2 ≤ 8r/α < |I|
then
(4.19) η(x, r) .α Ω(3I).
Indeed, if this is the case, then for each x ∈ Fγ∫ rB
0
η(x, r)2
dr
r
≤
∫ 1
α/8
dr
r
+
∑
x′∈I⊆[0,1]
∫ |I|δ/8
|I|α/16
η(x, r)2
dr
r
.α 1 +
∑
x′∈I⊆[0,1]
∫ |I|α/8
|I|α/16
Ω(3I)2
dr
r
. 1 +
∑
x′∈I⊆[0,1]
Ω(3I)2 . A
ε2
where in the last line we used the fact that x′ ∈ Eγ implies no dyadic
interval I ⊆ [0, 1] containing x′ is in I2. This then implies ρ(x) & 1 for
each x ∈ Fγ , proving (4.14) and thus Claim 2. So now we focus on Claim
3.
Let x, x′, I, r be as in the claim. Let ε > 0, which will be fixed later and
depend on α. We can assume Ω(3I) < ε, for otherwise
η(x, r) ≤ 1 ≤ ε−1Ω(3I) .α Ω(3I).
To prov (4.19), we need to produce a line Lx,r passing through x whose
distance to γ (and hence to X) is no more than a constant times Ω(3I), and
also whose angle with V is at least θ (where θ we will choose below and
will depend on α).
Let AI : R → Rn be the affine map that achieves the infimum in Ω(3I),
and let LI = AI(R). Since x′ ∈ Eγ , we know I is not contained in an
interval from I1, and so diam(pi ◦ γ(I)) ≥ α|I|. Since Ω(3I) < ε, for
ε α we then have that
(4.20)
diamAI(I) ≥ diampi ◦ AI(I) ≥ diampi ◦ γ(I)− 2Ω(3I)|3I| > α
2
|I|
which implies
(4.21) |AI(a)− AI(b)| ≥ α
2
|a− b| for all a, b ∈ R
Then
(4.22) |x− AI(x′)| = |γ(x′)− AI(x′)| ≤ Ω(3I)|3I| < ε|3I|.
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Thus, we can choose ε 1 so that
A−1I (B(x, 2r)) ⊆ A−1I (B(AI(x′), 2r + |x− AI(x′)|))
(4.22)
(4.21)⊆ B(x′, 2(2r + ε|3I|)/α) (4.18)⊆ B(x′, 8r/α) (4.18)⊆ 3I
Then
sup
z∈LI∩B(x,2r)
dist(z,X) ≤ sup
z∈LI∩B(x,2r)
dist(z, γ) ≤ sup
y∈A−1I (B(x,2r))
|AI(y)− γ(y)|
≤ sup
y∈3I
|AI(y)− γ(y)| = |3I|Ω(3I)
(4.18)≤ 48
α
rΩ(3I)
Now, the line LI doesn’t pass through x necessarily, so let Lx,r be the line
parallel to LI passing through x. Then for ε < α48 ,
dist(Lx,r, LI)
(4.22)≤ |3I|Ω(3I) (4.18)≤ 48
α
rε < r
and so for each z ∈ Lx,r ∩B(x, r), the closest point to z in LI is contained
in B(x, 2r). Thus,
(4.23)
sup
z∈Lx,r∩B(x,r)
dist(z,X) ≤ |3I|Ω(3I)+ sup
z∈LI∩B(x,2r)
dist(z,X) ≤ 96
α
rΩ(3I).
Finally, by (4.20),
∠(Lx,r, V ) = ∠(LI , V ) = |pi|LI | & α.
and so if we pick θ  α, then ∠(LI , V ) ≥ θ. This and (4.23) imply (4.19),
finishing the proof of Claim 3 and thus the lemma.

4.4. Proof of Lemma 4.2: Part II. To finish the proof of Lemma 4.2, we
now need to improve the local estimate in the previous lemma to a Carleson
estimate. That is, we know inside each ball B there is a large set where∫ rB
0
ηV,θX (x, r)
2 dr
r
is L∞, but we would like to improve this to knowing that
the average of this integral in B (or in a cube, as we will really show) is
bounded.
First notice that sinceX is Ahlfors d-regular, for any V ∈ G (n, d−1) and
any cube Q ∈ D , the ball B′Q := c0CBQ satisfies the conditions of Lemma
4.3 (recall c0 from the definion of Christ-David cubes) for some c depending
on the Ahlfors regularity constants (in other words, an Ahlfors d-regular set
X cannot be locally concentrated around a (d− 1)-dimensional plane). Let
EQ = E
V
B′Q
⊆ c0BQ ∩X ⊆ Q.
We will use the following lemma.
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Lemma 4.5. [DS93, Lemma IV.1.12] Let α : D → [0,∞) be given and
suppose there is N > 0 and η > 0 so that for all R ∈ D ,∣∣∣∣∣
{
x ∈ R :
∑
x∈Q⊆R
α(Q) ≤ N
}∣∣∣∣∣ ≥ η|R|.
Then ∑
Q⊆R
α(Q) .N,η |R| for all R ∈ D .
Thus, our lemma will follow once we show the following claim.
Claim 1: if for δ > 0 and Q ∈ D we set
ηδ(Q) =
{
1 ηV,θX (Q) ≥ δ
0 ηV,θX (Q) < δ
then for each R ∈ D there is GR ⊆ R so that |GR| & |R| and∑
x∈Q⊆R
ηδ(Q) .δ 1 for all x ∈ GR.
Recall that |ER| ≥ c|R| for some constant c by Lemma 4.3 and the defini-
tion ofER. LetQj be the maximal cubes inR for which |Qj∩ER| < c2 |Qj|.
Then ∑
|Qj ∩ ER| < c
2
∑
|Qj| ≤ c
2
|R| ≤ 1
2
|ER|
so if we set FR = ER\
⋃
Qj , then
|FR| ≥ 1
2
|ER| ≥ c
2
|R|
and FR has the property that
(4.24) |ER ∩Q| ≥ c
2
|Q| whenever Q ∩ FR 6= ∅ and Q ⊆ R.
We require the following lemma.
Lemma 4.6. [AM16, Appendix] Let µ be a Cµ-doubling measure and let
D the cubes from Theorem 2.3 for X = suppµ with admissible constants
c0 and ρ. Let E ⊆ Q0 ∈ D , M > 1, δ > 0, and set
P = {Q ⊆ Q0 : Q ∩ E 6= ∅,∃ ξ ∈ B(ζQ,M`(Q))
such that dist(ξ, E) ≥ δ`(Q)}.
Then there is C1 = C1(M, δ, Cµ) > 0 so that, for all Q′ ⊆ Q0,
(4.25)
∑
Q⊆Q′
Q∈P
µ(Q) ≤ C1µ(Q′).
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LetPR be the cubes from Lemma 4.6 withM = 2, µ = H d|X ,E = FR,
and δ/4 in place of δ, and set
CR = {Q ⊆ R : Q ∩ FR 6= ∅ and Q 6∈PR}.
Claim 2: for φ > 0 small enough depending on δ, if Q ∈ CR, η = ηV,θX , and
Q˜ :=
⋃
{T ∈ D : `(T ) = `(Q) and T ∩ 3BQ 6= ∅}
then η(Q) < δ if
(4.26) −
∫
ER∩Q˜
∫ `(Q)/ρ
`(Q)
η(x, r)2
dr
r
< φ
where ρ is as in the definition of Christ-David cubes.
Before proving this, let’s show how it implies Claim 1: note that the sets
{Q˜ : Q ∈ Dk} have bounded overlap for each k, and if η(Q) ≥ δ, then the
reverse inequality in (4.26) holds, and so
∑
Q∈CR
ηδ(Q)|Q| ≤
∑
Q∈CR
η(Q)≥δ
|Q| (4.24)≤ 2
c
∑
Q∈CR
η(Q)≥δ
|ER ∩Q|
(4.26)≤ 2
cφ
∑
Q⊆R
Q∩FR 6=∅
∫
ER∩Q˜
∫ `(Q)/ρ
`(Q)
η(x, r)2
dr
r
. 2
cφ
∫
ER
∫ `(R)/ρ
0
η(x, r)2
dr
r
(4.6)
. φ |R|.
Thus,
(4.27)
∑
Q⊆R
Q∩FR 6=∅
ηδ(Q)|Q| ≤
∑
Q∈PR
|Q|+
∑
Q∈CR
ηδ(Q)|Q|
(4.25)
. φ |R|.
Let N be a large integer and
GR =
{
x ∈ FR :
∑
x∈Q⊆R
ηδ(Q) ≤ N
}
.
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Then
|FR\GR| ≤ 1
N
∫
FR\GR
∑
x∈Q⊆R
ηδ(Q)
=
1
N
∑
Q⊆R
Q∩FR 6=∅
ηδ(Q)|(FR\GR) ∩Q|
≤ 1
N
∑
Q⊆R
Q∩FR 6=∅
ηδ(Q)|Q|
(4.27)
. φ
|R|
N
.
Thus, for N large enough (depending on φ)
|GR| ≥ |FR|
2
≥ c
4
|R|
which proves Claim 1.
Thus, it remains to show Claim 2, which we now focus on. By (4.1),
(4.26) implies
(4.28) −
∫
ER∩Q˜
η(x, `(Q))2 . φ.
By Chebychev, this implies that if
SQ := {x ∈ ER ∩ Q˜ : η(x, `(Q)) < φ 14}
then
(4.29) |Q˜∩ER\SQ| ≤ φ−1/2
∫
ER∩Q˜
η(x, `(Q))2
(4.28)
. φ 12 |ER∩Q˜| . φ 12 |Q|
We will show that
(4.30) dist(x, SQ) <
δ
2
`(Q) for all x ∈ Q, Q ∈ CR.
If we prove this, then by (4.2), for φ
1
4 < δ
2
,
η(x, `(Q)) < φ
1
4 +
δ
2
`(Q)
`(Q)
< δ for all x ∈ Q
which proves Claim 2. So now we focus on (4.30).
Let x ∈ Q ∈ CR. Note that by the definition of CR and since Q ⊆ 2BQ,
this implies that there is x′ ∈ FR with |x−x′| < δ4`(Q). If dist(x′, SQ) = 0,
then
dist(x, SQ) = |x− x′| < δ
4
`(Q)
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and we’re done, so assume dist(x′, SQ) > 0. For δ > 0 small, x′ ∈ 2BQ ∩
X ⊆ Q˜. Since x′ ∈ FR ⊆ R, we can pick a maximal cube Q′ ⊆ R∩ Q˜\SQ
containing x′. Since Q′ ∩ FR 6= ∅, (4.24) implies
(4.31) |Q′| (4.24)≤ 2
c
|ER ∩Q′| ≤ 2
c
|ER ∩ Q˜\SQ|
(4.29)
. φ 12 |Q|.
By (4.29), for φ small, SQ ∩ T 6= ∅ for each cube T with `(T ) = `(Q)
intersecting 3BQ. Hence, we must have `(Q′) < `(Q). Thus, since Q′ is
maximal, its parent Q′′ must intersect SQ, and so by Ahlfors regularity,
dist(x′, SQ) ≤ diamQ′′ . `(Q′)
(4.31)
. φ 12d `(Q).
Thus, if we choose φ small enough so that dist(x′, SQ) < δ4`(Q), we then
have
dist(x, SQ) ≤ |x− x′|+ dist(x′, SQ) < δ
4
`(Q) +
δ
4
`(Q) =
δ
2
`(Q)
which proves (4.30) and thus finishes the proof of Lemma 4.2.
5. THE PROOF OF THE WEAK GEOMETRIC LEMMA
We now use very similar arguments to prove Lemma 3.1.
5.1. ξ-numbers. We introduce a new quantity similar to the η-numbers
that detects whether, given a d-plane V , if X is not close to the plane in
some ball, there is a line segment through the center of a ball lying close to
X and transversal to V .
For V ∈ A (n, d), β > 0 and θ > 0, we set
ξθ,βX,V (x, r) =
{
0 βX(x, r, V ) < β
ηV,θX (x, r) βX(x, r, V ) ≥ β
.
Lemma 5.1. For x ∈ X , θ, β > 0, and V ∈ A (n, d),
(5.1) ξθ,βs/rX,V (x, r) ≤
s
r
ξθ,βX,V (x, s) for r ≤ s
and for β′ ≥ β,
(5.2) ξθ,β
′
X,V (x, s) ≤ ξθ,βX,V (x, s)
Proof. If βX(x, s, V ) < β, then (2.5) implies βX(x, r, V ) < βs/r, and so
ξ
θ,βs/r
X,V (x, r) = 0 ≤
s
r
ξθ,βX,V (x, s).
Otherwise, if βX(x, s, V ) ≥ β, then
s
r
ξθ,βX,V (x, s) =
s
r
ηV,θX (x, s)
(4.1)≥ ηV,θX (x, r) ≥ ξθ,βs/rX,V (x, r).
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This proves (5.1). For (5.2), if βX(x, s, V ) < β′, then ξ
θ,β′
X,V (x, s) = 0 and
(5.2) follows; if βX(x, s, V ) ≥ β′ ≥ β, then
ξθ,β
′
X,V (x, s) = η
V,θ
X (x, s) = ξ
θ,β
X,V (x, s).

5.2. Finding balls that are close to a plane or have segments transversal
to the plane.
Lemma 5.2. There is β0 > 0 (depending on n, the Loewner constants, and
the Ahlfors regularity constants), so that for all 0 < β < β0, there is θ > 0
depending on β so that the following holds. If V ∈ G (n, d), then for all
Q ∈ D there is E ′Q,V ⊆ Q with |E ′Q| &β |Q| and
(5.3)
∫ `(Q)
0
ξθ,βX,V (x, r)
2dr
r
.β 1 for all x ∈ E ′Q,V .
Proof. Let ξ = ξθ,βX,V , where θ and β will be picked later. For Q ∈ D , let
βX(Q, V ) = sup
y∈3BQ∩X
dist(y, V )
`(Q)
, βX(Q) = inf
V ∈A (n,d)
βX(Q, V ).
Let Q ∈ D , let Qˇ be the maximal cube in Q containing the same center
as Q so that `(Qˇ) < c0`(Q)
3C
(where C is as in Lemma 4.3), let Qj be those
maximal cubes in Qˇ for which βX(Qj, V ) ≥ β2, and set S =
⋃
Qj . Note
that there could be no such cubes in which case S = ∅.
Case 1: If |S| < 1
2
|Qˇ|, then set E ′Q,V = Q\S, so then
|E ′Q,V | ≥
1
2
|Qˇ| & |Q|.
For x ∈ E ′Q,V and 0 < r < `(Q), we can find Q′ ⊆ Q containing x so that
ρ`(Q′) < r ≤ `(Q′). Since x ∈ Q′ ∩ E ′Q,V and B(x, r) ⊆ B(x, `(Q)) ⊆
3BQ, we have
βX(x, r, V )
(2.5)
. βX(x, `(Q′), V ) ≤ βX(Q′, V ) < β2.
Thus, for β > 0 small enough, βX(x, r, V ) < β and so ξ(x, r) = 0. In
particular, since 0 < r < `(Q) was arbitrary, we have∫ `(Q)
0
ξ(x, r)2
dr
r
= 0 for all x ∈ E ′Q,V .
Case 2: Alternatively, suppose |S| ≥ |Qˇ|
2
. Since βX(3BQj , V ) ≥ β, Lemma
4.3 implies there is a set
EV3BQj
⊆ 3CBQj ∩X ⊆ Q
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upon which ∫ 3`(Qj)
0
ηV,θX (x, r)
2dr
r
.β 1 for all x ∈ EV3BQj
for some θ small enough depending on β. Let jk be such that {3CBQjk} is
a 5r-subcovering of {3CBQj}. Since the balls {3CBQjk} are disjoint, if we
set
E ′Q,V =
⋃
EV3BQj
⊆
⋃
3CBQjk ∩X ⊆ 3CBQˇ ∩X ⊆ c0BQ ∩X ⊆ Q,
then
|E ′Q,V | =
∑
|E3BQjk | &
∑
|Qjk | ∼
∑
|15BQjk ∩X| ≥
∣∣∣⋃ 15BQjk ∩X∣∣∣
≥
∣∣∣⋃ 3CBQj ∣∣∣ ≥ ∣∣∣⋃Qj∣∣∣ ≥ 12 |Qˇ| & |Q|.
Now let x ∈ E ′Q,V and 0 < r < `(Q). Observe that if there is a cube
x ∈ R ⊆ Q with ρ`(R) < r ≤ `(R) and βX(R, V ) < β2, then since
B(x, r) ⊆ 2BR,
βX(x, r, V ) . βX(Q′, V ) < β2
and so for β small enough βX(x, r, V ) < β, hence ξ(x, r) = 0 for such r.
We will use this observation in the following cases.
Case 2.1: Suppose x 6∈ S, then for every cube R ⊆ Qˇ containing x,
βX(R, V ) < β
2, and the above observation implies η(x, r) = 0 for all
r ≤ `(Qˇ). Since η(x, r) ≤ 1 for `(Qˇ) ≤ r ≤ `(Q), this implies (5.3).
Case 2.2: If x ∈ S, then there is Qj containing x and so x ∈ EV3Qj ∩Qj .
Case 2.2.1: If Qj ⊂6= Q, then for r > `(Qj), there is Q′ ⊆ Q prop-
erly containing Qj so that ρ`(Q′) < r ≤ `(Q′). Since Qj was maximal,
βX(Q
′, V ) < β2, and the earlier observation implies ξ(x, r) = 0. Hence,
ξ(x, r) = 0 for all r such that `(Qj) < r ≤ `(Q). Thus, recalling that
x ∈ EV3BQj ,∫ `(Q)
0
ξ(x, r)2
dr
r
=
∫ `(Qj)
0
ξ(x, r)2
dr
r
≤
∫ `(Qj)
0
ηV,θX (x, r)
2dr
r
.β,X 1.
Case 2.2.2: If Qj = Q, then the above equation holds yet again.
This finishes the proof of the lemma.

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Lemma 5.3. Choose β and θ so that the conclusions of the previous lemma
hold for βρ/4 in place of β. For Q ∈ D and V ∈ G (n, d), let
ξθ,βX,V (Q) = sup
x∈Q
ξθ,βX,V (x, 2`(Q)).
Then for all δ > 0 and R ∈ D ,
(5.4)
∑
Q⊆R
ξ
θ,β
X,V
(Q)≥δ
|Q| .δ,β |R|.
Proof. This is shown in much the same way as Lemma 4.2, and we will refer
to notation and parts of the proof from there. Without loss of generality,
we can assume δ ∈ (0,min{β, 1}). Let ER = E ′R,V be from the previous
lemma (but with βρ/2 instead of β), so again |ER| ≥ c|R| for some constant
c depending on β. LetQj be the maximal cubes inR for which |Qj∩ER| <
c
2
|Qj| and set FR = ER\
⋃
Qj , so again we have |FR| ≥ c2 |R| and
(5.5) |ER ∩Q| ≥ c
2
|Q| whenever Q ∩ FR 6= ∅ and Q ⊆ R.
Define FR just as before, let PR be the cubes from Lemma 4.6. Define
CR and Q˜ be as before. Let φ > 0 and Q ∈ CR be so that
(5.6) −
∫
ER∩Q˜
∫ 6`(Q)/ρ
`(Q)
ξ
θ,βρ/4
X,V (x, r)
2dr
r
< φ.
Using (5.1) and (5.2), we see that for s ∈ [3`(Q)/ρ, 6`(Q)/ρ],
ξ
θ,β/2
X,V (x, 3`(Q))
(5.1)≤ s
3`(Q)
ξ
θ,β
3`(Q)
2s
X,V (x, s)
(5.2)≤ 2
ρ
ξ
θ,βρ/4
X,V (x, s).
This and (5.6) imply
(5.7) −
∫
ER∩Q˜
ξ
θ,β
2
X,V (x, 3`(Q))
2 . φ.
Claim: for φ small enough the above inequality implies
(5.8) ξθ,βX,V (Q) < δ.
Assume (5.7). Again, set
SQ = {x ∈ ER ∩ Q˜ : ξθ,
β
2
X,V (x, 3`(Q)) < φ
1/4}.
Hence, for φ small enough, we again have by Chebychev
|Q˜ ∩ ER\SQ| < φ 12 |Q|
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and with the same proof as before, for φ > 0 small enough (depending on δ
and β),
dist(x, SQ) <
δ
2
`(Q) for all x ∈ Q, Q ∈ CR.
Hence, for x ∈ Q ∈ CR, there is x′ ∈ SQ with
(5.9) |x− x′| < δ
2
`(Q).
Case 1: If βX(x′, 3`(Q), V ) < β2 , then (5.9) and δ < 1 implyB(x, 2`(Q)) ⊆
3BQ) and so
βX(x, 2`(Q), V ) ≤ 3
2
βX(x
′, 3`(Q), V ) <
3β
4
< β.
and so ξθ,βX,V (x, 2`(Q), V ) = 0 < δ.
Case 2: Alternatively, if βX(x′, 3`(Q), V ) ≥ β2 , then ξ
θ,β
2
X,V (x
′, 3`(Q)) =
ηV,θX (x
′, 3`(Q)), and so for φ > 0 small enough (depending on δ), because
x′ ∈ SQ,
ξθ,βX,V (x, 2`(Q), V ) ≤ ηV,θX (x, 2`(Q), V )
(4.2)≤ |x− x
′|
2`(Q)
+ ηV,θX (x
′, 2`(Q), V )
(4.1)
(5.9)≤ δ
4
+
3
2
ηV,θX (x
′, 3`(Q), V )
=
δ
4
+
3
2
ξ
θ,β
2
V (x
′, 3`(Q)) <
δ
4
+
3
2
φ
1
4 < δ.
This proves (5.8) and hence the claim. In particular,
(5.10) if ξθ,βX,V (Q) ≥ δ, then −
∫
ER∩Q
∫ 4`(Q)/ρ
`(Q)
ξθ,βX,V (x, r)
2dr
r
≥ ε.
Let
ξδ(Q) =
{
1 ξV (Q) ≥ δ
0 ξV (Q) < δ
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Then by our choice of ER,∑
Q∈CR
ξδ(Q)|Q| ≤
∑
Q∈CR
ξ
θ,β
X,V
(Q)≥δ
|Q| ≤ 2
c
∑
Q∈CR
ξ
θ,β
X,V
(Q)≥δ
|ER ∩Q|
(5.10)≤ 2
cε
∑
Q⊆R
Q∩FR 6=∅
∫
ER∩Q
∫ 6`(Q)/ρ
`(Q)
ξ
θ,βρ/4
X,V (x, r)
2dr
r
. 2
cε
∫
ER
∫ 6`(R)/ρ
0
ξ
θ,βρ/4
X,V (x, r)
dr
r
.φ |R|.
Just as before, for each R ∈ D we can now find GR ⊆ R so that |GR| &
|R| and ∑
x∈Q⊆R
ξδ(Q) .δ 1 for all x ∈ GR.
This completes the proof.

5.3. η and ξ small imply β is small.
Lemma 5.4. For all 0 < β < β0ρ/4, there are θ, ε0 > 0 so that the
following holds: for all ε ∈ (0, ε0), if V is a maximally ε-separated set in
G (n, d), and for Q ∈ D we define
ξθ,βX (Q) =
∑
V ∈V
ξθ,βX,V (Q).
and if ηθX(Q) < ε and ξ
θ,β
X (Q) < ε, then βX(BQ) . β.
Proof. Let θ′ > 0, which will be determined shortly and will depend on θ
(and so ultimately on X and β, but not on ε). Suppose ηθX(Q) < ε and
ξθ,βX (Q) < ε but βX(BQ) ≥ Aβ for some large constant A > 0.
By Lemma 2.4, there is a ballB′ ⊆ c0BQ centered onX so that βX(B′) <
θ′ and rB′ ≥ cθ`(Q) for some cθ > 0. Let x ∈ B′ ∩X be the center of this
ball, so by Theorem 2.3 x ∈ Q.
Since ηX(Q) < ε and x ∈ Q there are lines L1(x), ..., Ld(x) passing
through x so that
sup
y∈B(x,2`(Q))∩(L1(x)∪···∪Ld(x))
dist(y,X)
`(Q)
< ε.
Let V be the d-plane containing the lines Li(x). Let U ∈ V be so that
∠(V, U) < ε. If L is the line infimizing ηU,θX (x, 2`(Q)) and we pick ε < θ2 ,
then
∠(L, V ) ≥ ∠(L,U)− ∠(V, U) ≥ θ − ε > θ
2
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and so
(5.11) ηV,θ/2X (x, 2`(Q)) = sup
y∈L∩B(x,2`(Q))
dist(y,X)
2`(Q)
= ηU,θX (x, 2`(Q)).
Since βX(BQ) ≥ Aβ,
βX(x, 2`(Q))
(2.5)
& βX(BQ) ≥ Aβ.
Thus, for A large enough,
βX(x, 2`(Q), U) ≥ βX(x, 2`(Q)) ≥ β
so by the definitions of ξθ,βX and ξ
θ,β
X,U
η
V,θ/2
X (x, 2`(Q))
(5.11)≤ ηU,θX (x, 2`(Q)) = ξθ,βX,U(x, 2`(Q)) ≤ ξθ,βX (Q) < .
Thus, there is a line Ld+1(x) passing through x so that
∠(Ld+1(x), V ) = ∠(Ld+1(x), V ) ≥ θ
2
and
sup
y∈B(x,2`(Q))∩Ld+1(x)
dist(y,X)
`(Q)
< ε.
But for ε small enough (depending on θ, and cθ), this implies that βX(B′) &
θ (otherwise, if βX(B′) θ, then the d-plane that best approximatesB′∩X
would have to be close to V , but then it would not contain Ld+1∩B′). Since
βX(B
′) < θ′, this is impossible for θ′  θ, which gives a contradiction. 
Proof of Lemma 3.2. By Lemmas 3.3, Lemma 5.3, and 5.4, for β > 0 small
enough, there are ε > 0 and θ > 0 so that∑
Q⊆R
βX (BQ)≥Aβ
|Q| ≤
∑
Q⊆R
ηθ
X
(Q)≥ε
|Q|+
∑
Q⊆R
βX (BQ)≥Aβ, ηθX (Q)<ε
|Q|
(3.2)
. |R|+
∑
Q⊆R
ξ
θ,β
X
(Q)≥ε
|Q|
≤ |R|+
∑
V ∈V
∑
Q⊆R
ξ
θ,β
X,V
(Q)≥ε
|Q|
(5.4)
. |R|

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