We use unmanned aerial vehicles to interrogate the surface layer processes during a solar eclipse and gain a comprehensive look at the changes made to the atmospheric surface layer as a result of the rapid change of insolation. Measurements of the atmospheric surface layer structure made by the unmanned systems are connected to surface measurements to provide a holistic view of the impact of the eclipse on the near-surface behaviour, largescale turbulent structures and small-scale turbulent dynamics. Different regimes of atmospheric surface layer behaviour were identified, with the most significant impact including the formation of a stable layer just after totality and evidence of KelvinHelmholtz waves appearing at the interface between this layer and the residual layer forming above it. The decrease in surface heating caused a commensurate decrease in buoyant turbulent production, which resulted in a rapid decay of the turbulence in the atmospheric surface layer both within the stable layer and in the mixed layer forming above it. Significant changes in the wind direction were imposed by the decrease in insolation, with evidence supporting the formation of a nocturnal jet, as well as backing of the wind vector within the stable layer.
Introduction
As eloquently stated by the seventeenth-century mathematician Evangelista Torricelli, ' we live submerged at the bottom of an ocean of air' [1] . Less prosaically, but perhaps more specifically, we can say that humanity is immersed within the atmospheric boundary layer and therefore our lives are constantly influenced by its dynamics in ways that are both perceptible and imperceptible. The lowest 10% of the atmospheric boundary layer is the atmospheric surface layer, and the turbulence within this portion of the atmosphere enhances the surface layer's impact on atmospheric dynamics. Turbulent transport causes the atmospheric surface layer to act as a sink of both kinetic energy and momentum for the remaining boundary layer, as well as to act as a source of heat, water vapour and other scalars that become transported into the troposphere [2] . Most of this transport is carried out through persistent coherent motions, or 'coherent structures', which populate turbulent flows [3, 4] .
Turbulence is introduced into the atmospheric surface layer by the boundary conditions at the surface-atmosphere interface. It is the result of both mechanical production, caused by shear stress at the surface, and buoyancy-driven production, caused by temperature and humidity gradients introduced by the difference in thermodynamic properties at the air-surface interface. During summer daylight hours, most of the turbulent production is buoyancy driven, resulting in a convective boundary layer. The surface layer in a convective boundary layer is unstable and highly turbulent, and is dominated by coherent motions in the form of thermals and rising air which enhance vertical mixing throughout the boundary layer. The thermal gradients that cause this buoyant forcing arise as a result of the insolation, or amount of solar radiation, which heats the Earth's surface relative to the neighbouring air. During the typical diurnal cycle, the time scale of this insolation change is long, of the order of 1 h.
During a solar eclipse, the rate of insolation change is more rapid, creating an opportunity to study the dynamics of the atmospheric surface layer under atypical forcing, and making this astronomical event a meteorological one. The phase of an eclipse can be described using the terms first, second, third and fourth contact, which refer to the times at which the eclipse starts, totality starts, totality ends and the eclipse ends, respectively. The time between first contact and second contact, of the order of an hour, can have the same net insolation decrease as would occur from midday to sunset. The amount of insolation change is variable depending on the time of day it occurs, and whether the eclipse is partial or total. For a partial eclipse, there is no second and third contact; instead, one uses the time of maximum obscuration to separate the phases of the eclipse.
As a result of the potential insight into the atmosphere's response to the rate of change in forcing, there have been numerous studies reporting meteorological measurements made during both partial and total eclipse conditions. With the exception of a few remote sensing experiments [5] [6] [7] [8] , observations of atmospheric surface layer properties have largely been limited to surface observations. Generally, the decrease in insolation which occurs during the eclipse is accompanied by a corresponding decrease in temperature [9] [10] [11] . The minimum temperature occurs after third contact, or maximum obscuration, with time lags typically of the order of 10-20 min reported [12] [13] [14] , although a longer lag of 30 min was reported over the Antarctic [15] and attributed to the reduced insolation at this location. This time lag for the temperature minimum is caused by the difference in thermal inertia between the air and neighbouring surface. Soil temperatures also show a minimum [6, 16] , with the time lag of the minimum increasing with depth. Along with the temperature decrease of the air comes a commensurate increase in reported relative humidity (RH) [10, 11] .
Observations of the surface winds indicate less consistent behaviour. Although some studies report a decrease in wind corresponding to the decrease in temperature [9, 10, 17] , others note no change in the surface winds [7] . Increasing wind magnitude coupled with direction changes before and after an eclipse [6, 18, 19] , sometimes referred to as an eclipse wind, have been associated with the formation of a cold-core cyclone [20] , as proposed in the early twentieth century [21] . The formation of a cold-core cyclone has been supported in some studies [22, 23] , while other studies suggest that anecdotal reports of eclipse winds are due to an enhanced wind chill effect [14] .
One of the difficulties in interpreting surface winds, in particular their decrease and change in direction, is the potential suppression of turbulence which may occur due to re-stabilization in the atmospheric surface layer as the surface cools relative to the air [7, 10] . Most studies that report surface layer stability measurements indicate that there is an increase in stability of the boundary layer, although both fully stable conditions [6, 8, 12, 24] and marginally unstable conditions [8, 9, 16, 25] have been reported to occur during the eclipse. When stable conditions are reported, they persist for as long as 45 min after maximum obscuration [6, 7, 13] .
Such stabilization of the atmospheric surface layer is expected to cause a corresponding reduction in the atmospheric boundary layer height [10] due to suppression of the vertical motions and rising thermals which drive the boundary layer vertically. The suppression of these vertical motions is consistent with remote sensing observations reporting a reduction in boundary layer height [8, 26] , and a reduction in the frequency of surface plumes [5] . Other eclipse effects observed in the upper atmospheric boundary layer include the formation of a temperature inversion at 2000 m [18] and the formation of Kelvin-Helmholtz waves at a similar height [6] . Commensurate with increasing atmospheric surface layer stability are measurements of turbulence, indicating significant decay in the near-surface atmospheric surface turbulence [9, 17, 18, 24, 25, 27, 28] , with turbulence decay observed throughout the depth of the boundary layer [7] .
Clearly, the dynamics of the atmospheric surface layer change dramatically during a solar eclipse. However, understanding of these changes is limited by a dependence on surface observations and a lack of knowledge about the evolution of vertical gradients in the surface layer. This is caused by a gap in our ability to interrogate the region between surface measurements (typically, less than 10 m in height) and the lower limits of remote sensing tools (e.g. data from between 50 and 200 m up to 2000 m). Recently, unmanned aerial vehicles (UAVs) have been increasingly implemented to address this gap in the altitude range and conduct measurements of the atmospheric surface layer. Although fixed towers can provide data in this range, these towers are limited to sparsely located meteorological sites and have very limited portability. In this respect, UAVs offer distinct advantages over fixed towers for measurements of highly transient and rare events, such as an eclipse. In addition, within the short time scales of the eclipse a UAV can collect substantially more wind and turbulence data than fixed-point measurements, owing to their ability to sample spatially as well as temporally.
As mentioned above, the use of aerial vehicles for meteorological studies is not new. Manned aircraft have been used to conduct atmospheric research for decades, conducting weather reconnaissance; measuring mean wind, temperature and humidity profiles; measuring atmospheric turbulence; and tracking pollutant concentrations [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . Because of their ability to safely perform measurements within metres of the surface and through greatly reduced operational costs [45] , the use of UAVs for atmospheric turbulence research is developing rapidly. UAVs have been used to supplement traditional instrumentation in the study of a diverse range of topics including boundary layer evolution [46] [47] [48] [49] [50] [51] [52] [53] , aerosols and gas concentrations [54] [55] [56] , cloud microphysics [57] and turbulence [58, 59] .
The study reported here was conducted in Russellville, KY, USA, during the total eclipse of 21 August 2017. Several prior studies have reported observations from this eclipse, including a detailed diagnosis of the atmospheric boundary layer response by Turner et al. [60] , who observed turbulent kinetic energy decay and the formation of a stable boundary layer during and after the eclipse. In addition, surface flux measurements by Wood et al. [61] over different surfaces found evidence of stable conditions and turbulence suppression during and after totality, with a corresponding decrease in latent and sensible heat flux. Radiosonde measurements have also been reported, with the objective of measuring stratospheric gravity waves [62] , and pressure, temperature and humidity profiles measured by a UAV compared with large-eddy simulations of the eclipse event [63] . This article presents the results from multiple, instrumented UAVs measuring within the atmospheric surface layer to resolve the dynamics of the turbulence and coherent motions as they respond to the rapid insolation changes which occur during a total eclipse. In addition to being within the path of totality, at this location first contact initiated at 11.58 Central Daylight Time (CDT), when the insolation during the uninterrupted diurnal cycle is at a maximum, and hence also the impact of the eclipse. All times provided are in local time, i.e. CDT. On this day, the sky was virtually cloudless, further maximizing the response of the atmospheric surface layer to the eclipse.
Experiment description (a) Overview of measurement
The measurements were conducted at the Russellville-Logan County Airport (36.797326 • latitude, −86.812341 • longitude, 210 m a.s.l) located 6 km to the southeast of Russellville, KY, USA. The measurement area is shown in figure 1 . The airport is surrounded by heterogeneous land use, mostly consisting of farmland with associated scattered stands of trees and ponds within a 5 km radius of the airport. A larger stand of trees was located 1.5 km to the north of the airport. Mean winds for the day reported in METAR data from the nearby Bowling Green Airport were 1.4 m s −1 from the SSW, with mean temperatures of 27 • C, sea-level pressure of 102.0 kPa, and mean humidity of 71%.
First contact at this location occurred at 11.58 CDT, second contact at 13.26 CDT, third contact at 13.28 CDT and fourth contact at 14.53 CDT. Measurements were conducted between approximately 9.00 CDT and 15.00 CDT using five different types of systems. These systems consisted of two BLUECAT5 fixed-wing UAVs, one SOLO rotorcraft UAV, a portable weather station, ground temperature sensors and a sonic anemometer. The location of each system is indicated in figure 1 .
The portable weather station logged continuously at 1 Hz from 9.20 CDT to 14.57 CDT. Ground temperature data were logged at 1 Hz between 9.08 CDT and 15.19 CDT. The sonic anemometer was mounted on a 7 m tower with data logged continuously from 9.33 CDT to 15.00 CDT at 100 Hz.
The The SOLO rotorcraft UAV was flown between 10.23 CDT and 14.39 CDT. This aircraft was operated above the sonic anemometer, flying vertical ascents and descents at 2 m s −1 between 10 m and 100 m. Up to 10 ascent/descent combinations were flown in a single flight before the aircraft's batteries required changing. Once the batteries were changed, the aircraft was returned to flight. Fifteen of these flights were flown during the measurement day, with times between flights depending on battery availability and charge rates, with most flights separated by less than 5 min but flights 8 and 9 separated by 37 min.
The following subsections describe each measurement system in detail, with post-processing procedures described in appendix A.
(b) Fixed-wing aircraft Two BLUECAT5 fixed-wing aircraft were used to measure turbulence statistics during the measurement period. These aircraft are described in detail in Witte et al. [59] and only briefly described here. They were built around the commercially available flying wing Skywalker X8 airframe, heavily modified for atmospheric measurements. BLUECAT5 offered flight times of The airframe was equipped with a 3DR Pixhawk commercial autopilot for waypoint-following flight. The UAV was equipped with a 30 cm long, 3.175 mm diameter brass RCATS-120 Pitotstatic tube produced by RCATS Systems to provide the autopilot with an accurate true airspeed reading needed to maintain controlled flight. In addition, the Pitot-static tube was used to provide a reference static pressure for the turbulence measurement system. The true airspeed information was also used in the data reduction as a reference velocity signal for cross-correlating the autopilot telemetry signal with the turbulence measurement system velocity signal. This Pitot tube was mounted 25 cm in front of the nose of the aircraft away from the fuselage, 3 cm below the fivehole probe. The transducer used with the Pitot-static tube and autopilot was acquired using a Freescale Semiconductor mpxv7002dp differential pressure transducer with a 2 kPa range.
Six degrees of freedom position and rate information was provided by a VN-300 manufactured by VectorNav. The VN-300 provided a heading accuracy of 0.3 • and pitch/roll accuracy of 0.1 • with ground velocity accuracy of ±0.05 ms −1 . The inertial navigation system also was capable of an increased sample rate of up to 400 Hz for all variables; however, a 200 Hz sample rate was used for the experiments. The software required to run the VN-300 was installed on an on-board personal computer.
To measure turbulence in the atmospheric boundary layer, each BLUECAT5 UAV was equipped with a five-hole probe, pressure transducers and data acquisition unit controlled by the on-board computer. The five-hole probe was manufactured in-house with pressure measurements acquired using 4515-DS5A002DP (TE Connectivity, Switzerland) differential pressure transducers with a 0.5 kPa range. Analogue output from the sensors was digitized at 16-bit resolution using a rate of 4000 kHz to use the transducers' internal 2000 kHz low-pass filter as an anti-aliasing filter.
Before flight, each five-hole probe was calibrated using a 0.6 m × 0.6 m wind tunnel. The calibration followed a standard calibration technique outlined by Treaster & Yocum [64] following the Wildmann et al. [65] study, which showed better results than the Bohn & Simon method [66] .
An additional calibration was conducted to determine the frequency response of the five-hole probe. The results showed a slightly under-damped response, with a corresponding frequency response of 100 Hz. At the typical cruise speed of BLUECAT5, this frequency response translates to a spatial measurement resolution of approximately 0.2 m. Interference effects between the airframe and five-hole probe were mitigated by placing the probe measurement volume 18 cm in front of the nose of the aircraft, as determined via wind tunnel analysis. To measure temperature and humidity during flight, an iMet-XQ UAV (Intermet Systems, USA) sensor was used. The iMet humidity sensor supports a full 0-100% RH range at ±5% RH accuracy with a resolution of 0.7% RH. The on-board temperature sensor provides a ±0.3 • C accuracy with a resolution of 0.01 • C up to a maximum of 50 • C. The response times of these sensors are of the order of 5 and 2 s in still air, respectively, with the iMet-XQ UAV system sampling these sensors at 1 Hz. The iMet-XQ sensor was mounted on top of the aircraft with the thermistor exposed to the airflow but shielded by a three-dimensional printed ABS arch designed to protect it from heating via solar radiation.
All data were logged during flight and analysed a posteriori. For the analysis, all data were re-sampled to 200 Hz and aligned in time via cross-correlation of the signals measured by the different systems. The aircraft motion was removed from the measured five-hole-probe relative velocity vector to extract the wind vector using an approach developed for manned aircraft. [67] [68] [69] . Further details are available in Witte et al. [59] .
(c) Rotorcraft
The fixed-wing aircraft measurements were coordinated with measurements from a SOLO quadrotor manufactured by 3DRobotics. The aircraft was equipped with an iMet-XQ UAV sensor, mounted below one of the rotors to ensure sufficient aspiration of the sensors. It was located within a fixture designed to protect it from heating via solar radiation but still allow air flow over the sensor.
Wind speed and direction sensing were provided by a TriSonica-Mini sonic anemometer manufactured by Applied Technologies. The anemometer has an acceptance cone for vertical winds of ±20 • to the vertical, which was exceeded during these measurements and therefore only the horizontal wind components are used here. The sonic anemometer was calibrated a posteriori in a 0.6 m × 0.6 m wind tunnel to allow compensation for blockage effects from the sensor housing. The anemometer was mounted on a 0.38 m carbon fibre post above the main body of the rotorcraft with the optimal height determined by tethered testing in a laboratory. In these tests, the rotors were operated at full speed and the post height adjusted until readings were not affected by additional height adjustments.
Digital output from the sonic anemometer was logged at 10 Hz during flight and analysed a posteriori using orientation information from the aircraft's autopilot, also logged at 10 Hz. For the analysis, data from the iMet-XQ sensor were re-sampled to 10 Hz and all signals aligned in time via cross-correlation. The aircraft motion was then removed from the measured sonic anemometer relative velocity vector using the same procedures implemented for the fixed-wing aircraft. For two flights, the first and the ninth, the iMet-XQ failed to log data, and for these flights no humidity data were available and reported temperatures are those output from the sonic anemometer. Unfortunately, just prior to the measurement day, the vertical component of velocity failed, so only the horizontal (surface parallel) components of velocity were available for measurement. The temperature provided by the sonic anemometer was calculated based on the speed of sound, leading to a temperature measurement accuracy of ±2 • C. For the data reported here, the anemometer was set to output three analogue voltages digitized at 100 Hz by a standalone high-speed LGR-5329 multifunction data logger (Measurement Computing, USA). Both the anemometer and logger were powered by a single 4 S 3300 mAh lithium-polymer battery.
Supplemental temperature and humidity sensors were measured by three type k thermocouples and three Honeywell HH-4000 analogue humidity sensors also mounted on the tower at 3.5, 4.5 and 5.5 m. These data used the factory calibration and averaged to minimize bias errors.
(f) Soil temperature sensors
Soil temperature was monitored using four HOBO MX2303 temperature loggers manufactured by Onset Computer Corporation. The loggers were equipped with two thermocouple temperature probes and had a stated accuracy of ±0.2 • C. The four loggers were placed at four locations in loose, dry soil along a fence line parallel to the fixed-wing aircraft flight path. For each logger, one temperature sensor was placed at a depth of approximately 0.02 m below the surface. The second sensor was placed on the surface of the soil. However, the surface sensors were found to be contaminated by radiative heating and their data were not used. All sensors were calibrated in a laboratory a posteriori using the portable weather station temperature as a reference temperature.
Observations (a) Boundary conditions
The boundary conditions to the atmosphere are reflected in the information recovered from the ground-based sensors during the day of the eclipse, which is presented in figure 2 . The clearest indicator of the phase and impact of the eclipse is the measured solar radiation, shown in figure 2a. Typical for a cloudless, summer morning, the solar radiation increases gradually with the Sun's elevation at approximately 2 W/(m 2 min) during the uninterrupted diurnal evolution. The impact of the eclipse is readily evident in an almost linear decrease in measured solar radiation from a peak of 850 W m −2 at first contact to 0 W m −2 at second contact at a rate of 10 W/(m 2 min). There is no measured radiation during totality, but there is a 10 W/(m 2 min) linear recovery from third contact to fourth contact. For convenience, we will divide the atmospheric surface layer processes into six different phenomenological regimes, based on the relative behaviour of different contributing terms to the energy balance at the surface, and examine the response of surface parameters within each regime. In figure 2a , the estimated sensible and ground heat flux are presented alongside the solar radiation. Note that these terms are indirect estimates inferred from measured temperatures and are used to infer trends only, with details on how the estimates were obtained provided in appendix A. The response at the surface to the eclipse is reflected in the remaining quantities presented in figure 2, specifically temperature (figure 2b) and wind speed and direction (figure 2c).
We now examine the behaviour of these quantities for each regime. Regime I is the unaffected evolution of the boundary layer. As noted above, the solar radiation increased as the day progressed, following the expected behaviour for a typical cloudless morning. Correspondingly, the soil temperature increased and the ground heat flux was into the soil, driven by the relative temperature difference between the soil temperature at the surface and at depth. As the soil temperature increased faster than the air temperature, the soil became warmer than the air shortly after 10.00 CDT. Thus, the sensible heat flux, initially transporting heat from the air into the soil, transported heat from the surface into the air at increasing rates throughout regime I.
Despite the conduction and turbulent heat flux being away from the surface for the latter half of regime I, the radiative heating of the surface was greater, with the net effect being a gradual increase in the soil temperature throughout regime I at a faster rate than the air temperature increased, resulting in the formation of mixed layer conditions. Correspondingly, the wind speed increased from 1 m s −1 to 2.5 m s −1 at both 1.5 m and 7 m.
At first contact, regime II initiated, where all heat fluxes are close to being in balance, resulting in steady-state temperature conditions for both the air and surface. Within this regime, the solar radiation reached a maximum. This resulted in the soil temperature reaching a maximum approximately 12 min past first contact before beginning to decrease as a result of the thermal inertia of the soil. The remaining processes remained approximately constant throughout regime II, with sensible and ground heat flux at their maximums, and away from the surface. Regime II lasted for approximately 30 min before the solar radiation dropped below the combined rate of conduction and turbulent flux away from the surface, and the initiation of regime III.
Lasting until second contact, regime III was characterized by a strong decrease in both soil and air temperatures. This drop was caused by the decrease in solar radiation to zero, yet the surface was still warmer than the air for this regime, sustaining the sensible heat flux into the air until second contact. Although the rate of conduction into the soil reduces, it was still away from the surface. Throughout regime III, the rates at which energy was transferred into and away from the surface decreased significantly relative to regime II. Coinciding with the decrease in sensible heat flux, the wind speed also decreased, with the decrease being slightly faster close to the surface and reaching zero at 3 m, whereas the winds at 7 m remained at 1 m s −1 . Along with the drop in the wind speed were very rapid changes in wind direction.
Regime IV occurred between second and third contact and encompassed totality. Within this regime the solar radiation was zero, and the ground surface became equal, or near equal, to the air temperature, cutting off the mechanism driving sensible heat flux. The winds near the surface had calmed, although at 7 m they remained at 1 m s −1 . Although this wind velocity difference was within the sensitivity of the instruments and therefore insufficient to indicate wind shear at the surface, evidence of a vertical wind shear occurring during this regime is presented in § §3b and d.
Regime V is defined around the region when the soil and air temperature were at minimum, with both the soil and air temperature reaching a minimum at 13.39 CDT, 11 min after third contact. At this time, the solar radiation had increased back to approximately 15% of its first contact value; however, the sensible heat flux remained near zero, with soil and air temperatures very close to each other. The surface continued to lose heat into the soil through conduction, such that the minimum surface temperature reflects the layer of soil near the surface, again storing internal energy after losing it since first contact. Solar radiation increased linearly to 65% of its first contact value throughout regime V; this additional energy added to the surface reversed the loss in surface temperature, and hence the surface temperature increased throughout the remainder of the eclipse. The wind shear initiated at the end of regime III remained throughout regime V, although at the end of regime V the wind at 3 m once again became similar to that measured at 7 m.
We define regime VI as the recovery regime. As the eclipse evolved towards fourth contact, the solar radiation continued to increase and the soil temperature increased accordingly. As a result, within this regime, the sensible heat flux increased rapidly, indicating the resumption of mixed layer conditions and causing an increase in air temperature. Regime VI lasted until fourth contact at 14.53 CDT and the resumption of the undisturbed diurnal cycle. surface. However, without measurements of these properties at higher altitudes, we can only infer the source of many of these changes. The advantages of UAVs become evident in their ability to interrogate a wider range of altitudes within the surface layer than can be accessed via ground instrumentation. With this information, we can connect the regimes established during the discussion of boundary conditions to surface layer dynamics, most notably through the formation and suppression of coherent structures throughout the eclipse evolution. To make this connection, we present isocontours of potential temperature measured during each flight as a function of altitude and time in figures 3a for regimes I and II and 4a for regimes III-VI. We also present the corresponding mean profiles of potential temperature and wind velocity measured during these flights in figures 3b,c and 4b,c, respectively.
As described above, regime I was characterized by the development of mixed layer conditions typical of a cloudless day. The mean profiles of potential temperature (figure 3b) and wind (figure 3c) all reflect this behaviour, showing little dependence on height above ground as convective structures mix the surface layer vertically. These convective structures can be observed in the potential temperature fields (figure 3a) as vertical perturbations which get stronger as the temperature difference between the air and surface increases. Similar structures were also observed in the wind and moisture fields (although not shown here). Throughout regime I, the convective structures increased in strength, as measured by the size of the vertical structures and by the potential temperature difference between the structures and their surroundings. These mixed layer conditions continued throughout regimes II and III. During regime II, the convective structures were strongest, fed by a maximization of temperature difference between the air and surface. As the ground and air cooled within regime III the convective behaviour weakened (figure 4a), but mixed layer conditions persisted until second contact. During regime IV, the convective motions were completely suppressed (figure 4a) and stable conditions began to form, as indicated by a slight temperature inversion near the surface (figure 4b). Corresponding to the increased thermal stability was a decay in the wind speeds near the surface (figure 4c) as the downward mixing of momentum was shut off by the suppression of convective structures. As a result, winds at the surface were calm, while at 100 m they remained largely unchanged from those of regimes I-III.
Regime V was the most dynamic in the surface layer, and thus is the most interesting regime. As a result of the surface temperature reaching its minimum value in this regime, the temperature inversion strengthened, as shown by the mean potential temperature profiles (figure 4b). Such an inversion is analogous to nocturnal surface layer behaviour. Corresponding to the formation of this temperature inversion was the formation of a shear layer in the wind velocity (figure 4c) with flow reversal evident at 20 m between 13.30 CDT and 14.00 CDT. Above the stable layer, the wind speed reduced slightly, but the mean flow largely remained unaffected by changes at the surface. The stable layer grew in time, reaching approximately 50 m in height at 13.45 CDT, when the ground temperature and near-surface air temperature were at a minimum (figure 2b). At this time, there is evidence in figure 4a that waves formed at the interface between the stable layer and the residual layer above it. Note that the period of these waves is approximately 5 min, much greater than the Brunt-Väisälä period, which is estimated to be around 30 s for the temperature gradient and conditions observed during regime V, but of the order of what can be expected for an unstable Kelvin-Helmholtz wavelength corresponding to approximately six times the depth of the shear layer (approx. 300 m, or 5 min if advecting at 1 m s −1 ). Note that the periodic behaviour was not evident in the 50 m fixed-wing UAV measurements, but we attribute this to the wavelength of these motions being near the Nyquist wavelength of the transect distance. As the surface warmed towards the end of the regime, the temperature inversion weakened and mixed-layer conditions returned, signalling the end of regime V. Thus, regime V represents the formation of a short-lived nocturnal layer, lasting 45 min after third contact.
During regime VI, convective structures are once again evident in figure 4a , driven by the increased thermal gradients at the surface, and mixed layer conditions resume. The convective structures increased in strength towards fourth contact.
(c) Effect of eclipse on the atmospheric surface layer turbulence
The above discussion illustrates the changes which were observed in the large-scale dynamics within the surface layer throughout regimes I-VI. Now, we examine how these large-scale dynamics influenced the surface layer turbulence, as reflected in the turbulence statistics measured by the fixed-wing UAVs flying at 50 m and 100 m and shown in figure 5 . Where possible, we also include the same statistics measured at 7 m by the tower-mounted sonic anemometer.
The buoyant forcing by the large-scale convective eddies visualized in figures 3a and 4a can be quantified by the buoyant production term of the turbulent kinetic energy budget, shown in figure 5a. Although it oscillated significantly as a result of large-scale mixing events, the buoyant production displayed a general increase in time, within regime I, producing a corresponding increase in turbulent kinetic energy. The turbulent kinetic energy, which is shown in figure 5b , provides a concise quantification of the intensity of the turbulence, and increased within regime I, three-to fourfold at 7 m, 50 m and 100 m over an hour-long period from 10.30 CDT to 11.30 CDT as the convective eddies observed in figure 3a increased in intensity and introduced additional shearing and turbulence production. Note that the estimate of turbulent kinetic energy obtained by the sonic anemometer is likely to be an underestimate because of the inability of this sensor to measure the vertical component of the velocity fluctuations. As the turbulent kinetic energy increased, driven by large-scale convective events, there was additional shearing and vorticity introduced at the smaller scales of turbulence. As a result, the rate of dissipation of the turbulent kinetic energy due to viscous effects tended to increase alongside turbulent kinetic energy, as observed throughout regime I.
During regime II the conditions at the surface were in an approximately steady state and, although the buoyant production measured at 50 m and 100 m appears to have decreased, the corresponding turbulent kinetic energy remained near its maximum values. However, the layer which formed in regime V, a residual layer formed above the stable layer. As a result, the buoyant production, turbulent kinetic energy and its dissipation rate remained near zero until regime VI, at which point they began to recover as the insolation increased back to non-eclipse levels.
Given that the stable layer forming during regime V formed within the lowest 50 m (figure 4), it can be expected that the greatest damping of the turbulence would be within this lowest 50 m. Therefore, the reduction in turbulence at 50 m and 100 m is attributed to the lack of a production mechanism coupled with a high rate of dissipation. The residual layer conditions which formed above the stable layer were well mixed and, as a result, lack the mean temperature and humidity gradients required for buoyant and mechanical production of turbulence. Without a mechanism for sustaining its energy, the turbulence dissipation caused the turbulent kinetic energy to decay rapidly.
The eddy lifetime, shown in figure 5d , provides a coarse measure of the time it would take for the turbulent kinetic energy content at a particular location to decay without any additional energy addition. For most of regimes I-III, the eddy lifetime is of the order of 10 min, which is consistent with the observed rapid decay of turbulent kinetic energy caused by the drop in buoyant production during regime III. During regimes IV and V, an altitude dependence in eddy lifetime developed, produced by a small-altitude dependence in turbulent kinetic energy, most likely in the larger turbulent scales which are less constrained by proximity to the surface and decay more slowly. Within the stable layer, the eddy lifetime remains unchanged as there is suppression of the turbulent production. However, the slightly higher turbulent kinetic energy above 50 m caused an increase in eddy lifetime as the dissipation rate decreased.
When looking at the Kolmogorov scale behaviour during regimes III-V (figure 5f ), we observed an increase in this scale that initiated at the start of regime III owing to the decay of turbulence during that regime. This growth in Kolmogorov scale continued until the latter portion of regime V, at which point it began to decrease again as the buoyant production resumed and injected more kinetic energy into the smaller scales.
(d) Atmospheric surface layer wind direction changes
One of the more inconsistently observed meteorological phenomena associated with the eclipse is the formation of an eclipse wind. It has previously been proposed that this wind is caused by the formation of a cold-core cyclone centred around the umbra due to localized cooling of the surface [20, 21] . However, compelling evidence of the existence of this cyclone has been elusive. For example, Gray & Harrison [23] observed backing (anti-clockwise) change in the surface wind direction during the 1999 eclipse over Europe and attributed this phenomenon to the formation of a cold-core cyclone. However, they later revised this conclusion based on a later study of the 2015 eclipse over the British Isles [10] , whereby similar backing of the surface winds was observed and attributed to the formation of a nocturnal jet. In this section, we look more closely at the changes in the wind speed and direction observed at the measurement site. To provide an initial overview, wind speed and direction results from different altitudes are presented in figure 6a-e, for each of the regimes identified in the previous sections.
During regimes I and II ( figure 6a,b) , the winds were from the southwest at approximately 210 • and variable, consistent with the synoptic-scale winds with variability caused by convective boundary layer conditions. Between first and third contact, during regimes III and IV (figure 6c), as the decrease of insolation began to impact the atmospheric boundary layer and turbulent activity decreased, a large variation in wind direction was observed at all altitudes. The wind direction rotated clockwise (veered) by as much as 90 • before returning to 230 • , close to the original direction. The wind speed remained largely unchanged during the process at 50 m and 100 m, but dropped at 7 m and 3 m, as also observed in figure 2c. During regime V (figure 6d), during the formation of the stable layer, the winds were calm at the 3 m altitude, but at 50 m and 100 m remained near the pre-eclipse speed and direction. The variation in direction at 50 m and 100 m during regime V was much smaller than that during regimes I and II because of the suppression of turbulence production. As also observed in figure 2c the sonic anemometer at 7 m was able to pick up a 0.5 m s −1 wind; from figure 6d it is clearer that there was a variation in wind direction by 180 • , consistent with the formation of wind shear within the stable layer as observed in figure 4c. During regime VI (figure 6e), as the temperature difference between the surface and atmosphere returned to pre-eclipse conditions, the wind speed and direction at all altitudes became similar to those observed in regimes I and II.
The greatest impact on the large-scale winds was observed during regime III, in the form of a 90 • veering in direction. This is counter to the direction change expected to be associated with the formation of a nocturnal jet, but is potentially consistent with the passage of a large-scale cold-core cyclone past the measurement location of the form proposed by Aplin & Harrison [20] . However, if such were the case, the return to a synoptic-scale wind direction would be expected to occur in regimes V and VI, rather than during regime III. To investigate further, the wind speed and direction data from the Logan County Mesonet site are shown in figure 6f. The data from this site, located approximately 8.5 km from the Russellville Airport measurement site, show no commensurate variation in wind direction. This site reported surface wind directions consistently from the southwest throughout the day, although calming during regime IV while simultaneously backing 180
• . This, therefore, suggests that the large wind direction change during regime III was a localized variation, potentially due to the large thermals observed in figures 3a and 4a. Therefore, although it is possible that a cold-core cyclone forms, its impact on the winds is not noticeable in the present data.
To examine the possibility of nocturnal jet formation, as proposed by Gray & Harrison [10] , we isolated the wind direction changes during the eclipse in figure 7 . Noticeable are the local veering of the wind in regime III and the 180 • rotation of the surface winds during regime V. Also noticeable is the constant direction reported at 3 m as the wind magnitude dropped below the sensitivity of the anemometer located at that height.
Noting that the turbulent kinetic energy and corresponding thermals were suppressed during regimes III-VI, we infer that it is during these regimes that the atmospheric boundary layer is most likely to have decreased in depth and provide the conditions proposed to produce the nocturnal jet. Although the wind direction fluctuates significantly over these regimes, hidden within these fluctuations is evidence of a backing of the wind direction of 20 • from the start of regime III to the end of regime VI. A red line in figure 7 has been added from 210 • to 190 • over this time period to highlight this wind direction change. Although this is not strong evidence in support of the observations made by Gray and Harrison, the same trend did appear in the measurements made at both Russellville Airport and the Logan County Mesonet site. This is emhasized by what appears to be recovery of the wind direction after the eclipse reported by the Mesonet site. Unfortunately, the measurements had concluded at the Russellville site at the end of regime VI.
We now focus on the 180 • direction change measured during regimes IV and V. To investigate this direction change in greater detail, we present in figure 8 dynamic sinking of cold air during the eclipse event and could be interpreted as cyclonic activity. Interestingly, though, this rotation is confined to the stable layer, thus not supporting the cold-core cyclone model as proposed by Clayton [21] . Furthermore, the rotation around the horizontal axis appears much stronger than that around the vertical axis. Flight 12 (figure 8c) occurred towards the end of regime V as the stable layer weakened. Although the measured wind magnitude reduction extended to 80 m, the backing of the wind vector is still evident, although only in the lowest 20 m of the measurement, the approximate depth of the stable layer during that flight.
Conclusion
In summary, these UAV-enabled measurements provided unprecedented resolution of the atmospheric surface layer processes during a solar eclipse and thereby present a much more complete picture than previously held of the evolution of atmospheric surface layer behaviour during the corresponding rapid decrease and increase of insolation. Using the boundary conditions measured at the surface, six different regimes of behaviour were observed during the eclipse, which were particularly evident in the sensible heat flux. These regimes generally represent the different forms of response the surface layer has to the eclipse, and consist of typical diurnal evolution, damping of turbulent behaviour, formation of a stable nocturnal layer and recovery back to the typical diurnal evolution. Note that which regimes are observed at a particular location can be expected to vary depending on several factors, including: the time of day of the eclipse; time of the year; geography; and synoptic-scale weather. These factors will influence cloud cover, and relative surface and near-surface air temperature, which will produce different phenomenology and surface observations. During the clear summer conditions which occurred during the observations described here, the most significant response was the formation of a temperature inversion and 50 m deep stable layer following totality, which thinned as the solar radiation increased and warmed the surface. Notably, the existence of this layer resulted in observations made at ground level being very different from observations made at altitude. Included in these observations was a strong backing of the wind vector by 180 • within this layer, which is consistent with dynamic sinking of air towards the surface.
This formation of a stable layer near the surface bounded by a residual layer above was shortlived, lasting 45 min, and delayed by the retention of heat in the air until 15 min after totality. Although previously suggested through indirect inference, e.g. through examination of stability parameters, in the present study, its formation was confirmed through direct observation. Given that the existence of this layer may only occur when the change in insolation due to the eclipse is large enough to support its formation, it is very likely that much of the variability in reported eclipse wind behaviour can be attributed to whether or not such a layer has formed.
The properties of the turbulence above the stable layer were influenced by the elimination of production mechanisms at the surface, resulting in a rapid decay of the turbulence throughout the measurement domain and the formation of a residual layer above the stable layer. The corresponding decrease in convective activity would be expected to cause the atmospheric boundary layer to become shallower, and some evidence of backing in the wind direction is present in the observations of wind direction, consistent with prior eclipse studies which attribute this to the formation of a corresponding nocturnal jet.
Data accessibility. Data are currently available through the following cloud storage link: https://www.dropbox. com/sh/qjt1tmpxtfemdqw/AABiwiuoDO9Mn8XzBoAzd_6Ha?dl=0.
Measured quantities were pressure in pascals, P, temperature in • C, relative humidity in % RH, and wind velocity components U(x, y, z, t), V(x, y, z, t) and W(x, y, z, t) in m s −1 in the x, y and z directions, respectively. Here, unless mentioned otherwise, we will align x with the mean wind direction measured between 50 m and 100 m, z will be positive up away from the ground and y will be the remaining component parallel to the ground.
From the measured air temperature, the saturation pressure [71] was determined following:
which was, in turn, used to calculate the partial pressure of the water vapour P v = (%RH)P s and the partial pressure of the dry air P d = P − P v . The density of the air could then be calculated using
In addition, the water vapour mixing ratio was determined as
Dynamic viscosity of the air was found by first calculating the dynamic viscosity of the dry air These were combined to find the air viscosity following [72] and using
where X m = 1.61q,
and and virtual potential temperature θ v = (θ + 273.15)(1 + 0.61q) could be calculated. Unfortunately, the instrumentation available was insufficient to directly measure the different contributions to the surface energy balance. However, to gain a qualitative understanding of the contributions to the energy balance at the surface, and more specifically the sensible heat flux, which has been found to change significantly during eclipse events, the following simplified analysis was performed. The components of the surface energy balance [2, 73] are given as
where Q * s is the net radiation at the surface, Q H and Q E are the turbulent sensible and latent heat fluxes, Q G is the heat flux into the soil and Q s is the energy storage. Furthermore, the net radiation can be divided into longwave and shortwave contributions,
where K up is the shortwave upwelling radiation, K down is the shortwave downwelling radiation, I up is the longwave upwelling radiation and I down is the longwave downwelling radiation. Although all these components were not measured directly, an estimate of some of these contributions over the course of the day can be made using some simplifying assumptions. Using the parameterization provided by Burridge & Gadd [74] of
where c P is the specific heat at constant pressure, and σ cH , σ cM and σ cL are the cloud cover at high, middle and low altitudes, respectively, which allows an estimate of constant I up + I down to be made by letting σ cH = σ cM = σ cL ≈ 0 as the day was virtually cloudless. This allows Q * s to be estimated from the measured K down if we assume an albedo of 0.2, typical for grass, such that K up ≈ 0.2K down .
Using the Boussinesq hypothesis
the turbulent sensible heat flux could be estimated, where K H is the eddy diffusivity and ∂T/∂z is the vertical temperature gradient at the surface. The temperatures measured at the surface and by the portable weather station provide a measure of the change in ∂T/∂z during the day; however, K H remains an unknown. Furthermore, the accuracy of the measured moisture content was insufficient to allow recovery of the equivalent moisture gradient, and therefore we assume Q E = Q H /Bo, where Bo is the Bowen ratio. The heat flux into the soil can be found from the soil temperature measurements using
where k G is the thermal conductivity of the soil. Thus, an estimate of the contributions to equation (A 10) can be found if the three unknowns, K H , k G and Q s , can be approximated. Soil and air temperatures reached steady-state conditions twice during the measurement, shortly after first contact and shortly after third contact. At these times Q s ≈ 0, and therefore we can use the measured values of ∂T/∂z and solar radiation at these two times to solve for K H and k G , allowing the estimate of the evolution of Q H and Q G during the eclipse. Note that a value of Bo = 0.75 was assumed for the time near first contact and Bo = −1.5 for the time near third contact [61] ; however, the results were found to be relatively insensitive to the actual value of Bo used. Note also that the assumption of constant K H is likely to be a gross oversimplification given the significant changes observed in the surface layer turbulence which were observed during the eclipse event.
The rotorcraft data were processed in two ways. The first was to generate mean profiles of T(x, y, z, t), θ (x, y, z, t), U(x, y, z, t), etc. as a function of z only. This was done for each flight by averaging all data acquired within z = 1 m intervals.
The data from this system were also processed to produce time series of T(x, y, z, t), θ(x, y, z, t), etc. as a function of z and t only. To do this, we averaged successive ascent/descent and descent/ascent pairs within z = 1 m intervals, and then interpolated between these intervals in time using a piecewise spline interpolation function.
To calculate turbulence statistics from the fixed-wing aircraft, we divided each flight into individual transects or passes. For each pass, the x-component of the coordinate system was first rotated to align with the mean wind direction for that transect. Then, the fluctuating components of wind velocity and θ were calculated according to u(x, y, z, t) = U(x, y, z, t) − U , with the same calculations performed to find v(x, y, z, t) and w(x, y, z, t) and θ (x, y, z, t) = θ(x, y, z, t) − θ . Here, U is the linear trend of U(x, y, z, t) measured during the transect, and hence contributions to u(x, y, z, t), v(x, y, z, t), w(x, y, z, t) and θ (x, y, z, t) from wavelengths longer than approximately 1600 m are necessarily filtered out. The variance and covariance of these terms were then calculated according to
u n (x, y, z, t)v n (x, y, z, t), (A 15) where n are the discrete samples of u and v measured along the transect and N is the total number of samples acquired along the transect. The overline here is used to indicate a quantity averaged over a single transect. A similar process was used to calculate u 2 , v 2 , w 2 , uw, vw, uθ , vθ and wθ . With the Reynolds stresses calculated, the turbulent kinetic energy, k = 1/2(u 2 + v 2 + w 2 ) and buoyant production B = 9.81/(θ v wθ ) could be readily calculated.
Power spectra and autocorrelations were also calculated [75] . To do this, the coordinate system was rotated such that x was aligned with the direction of flight. To simplify the calculation, the measurements made along the transect were interpolated onto regularly spaced locations along the flight path. This allowed transformation of u(x) using a fast Fourier transform to obtain F(1/λ), where λ is the wavelength in the x-direction. In turn, this was transformed to wavenumber space such that κ = 2π/λ and the power spectrum P(κ) = |F(κ)| 2 and scaled such that u 2 = P(κ) dκ.
(A 16)
The inverse fast Fourier transform was then used to produce the autocorrelation and the longitudinal integral scale, L 11 , found by integrating the autocorrelation to the first zero crossing. With the power spectrum and autocorrelation calculated, the dissipation rate was estimated using a two-step process. The first step assumed that the entire measured spectrum was within where N is the number of discrete points in the calculated P(κ). A first estimate of the Kolmogorov scale η = (ν 3 /ε) 1/4 could then be found. Using this value, a more precise estimate of ε and η could be found by repeating this calculation using only points in the power spectrum falling within the range 0.005 > κη > 0.0001, which will be within the inertial subrange for the Reynolds numbers of the atmospheric turbulence observed during these measurements. The same procedures were used to calculate the statistics measured by the sonic anemometer at 7 m, with the following modifications. First, the time series was divided into 10 min intervals and Taylor's frozen flow hypothesis [70] was used to transform from the temporal domain to the spatial domain using the mean wind speed for each interval. Given that the mean wind speed was typically 2 m s −1 , a 10 min interval corresponds to 1200 m of data, roughly equivalent to a single transect of the fixed-wing aircraft. In addition, since the W component of velocity was not available, the turbulent kinetic energy was approximated ask ≈ 0.5(1.5u 2 + 1.5v 2 ). Note that in the predominantly convective conditions occurring during these measurementsk can be expected to be significantly lower than k.
