Abstract-Several new architectures are under investigation for cloud radio access networks, assuming distinct splits of functionality among the network elements. Consequently, the research on radio data compression for the fronthaul is based on assumptions that correspond to a wide variety of tradeoffs among data rate, signal distortion, latency, and computational cost. This letter describes a method for LTE downlink point-topoint signal compression based on linear prediction and Huffman coding, which is suitable for low cost encoding and decoding units with stringent restrictions on power consumption. The proposed method can work at various compression factors, such as 3.3:1 at an average EVM of 0.9%, or 4:1 at an average EVM of 2.1%.
I. INTRODUCTION
T HE transmission of in-phase (I) and quadrature (Q) samples between baseband unit (BBU) and remote radio unit (RRU) in cloud radio access networks (C-RAN) may require very high data rates [1] . For a given antenna and carrier, each baseband complex-valued IQ sample of an LTE signal is represented by 2b bits (b for I and b for Q). For example, assuming a MIMO system with two transmission antennas, a sampling frequency of 30.72 MHz (for 20 MHz LTE signals) and b = 15 would require 2 × 30.72 Msps × 30 bits ≈ 1.84 Gbps, for downlink. In this case, if a compression of 2:1 is applied to IQ samples, the downlink signal of the given example could be transported over legacy Gigabit Ethernet. Hence, fronthaul signal compression (FSC) is an important enabling technology in C-RAN.
Point-to-point [2] - [7] and distributed (e. g. [8] ) FSC methods have been proposed. In point-to-point FSC methods, as this work is focused on, there are many possible splits of functionality between BBU and RRU. The one adopted in [6] moved most of the modulation / demodulation processing from the BBU to the RRU. This allows the fronthaul to transport only the bits needed as input to QAM constellation mapping. A huge compression factor F = 30 (or 30:1) is then achieved, at the expense of having a significant parcel of the baseband processing at the RRU and lacking of radio standard transparency, which needs different implementations for various standards. In contrast, the focus here is on a time-domain method that is standard transparent. As indicated in [9] , a great amount of redundancy can be compressed out in time domain. Fig. 1 shows how time-domain methods can be used in a C-RAN architecture. This work focuses in downlink signals, so, the encoder at BBU side compresses the baseband IQ samples before transporting them over the fronthaul, and the decoder at RRU recovers the IQ samples with relatively low distortion.
Resampling is widely used in FSC [2] - [5] because the LTE signal is oversampled. For example, in 20 MHz LTE, only 1200 subcarriers are used out of 2048 subcarriers generated by IFFT. This corresponds to an oversampling factor of 1.7.
In [2] , the LTE signal is resampled by a factor of 2 3 , scaled in blocks and then quantized. The decoder performs all inverse operations and the IQ samples are recovered under certain distortion. A method similar to [2] was adopted in [3] with distinct encoding strategies after resampling.
In [4] , resampling, block scaling, vector quantization (VQ) and entropy coding were adopted. The VQ improves performance in terms of rate-distortion, but impacts the computational cost at the encoding stage, which is approximately two orders of magnitude higher than the proposed method (decoding is simpler but resampling is still required in [4] ).
Relatively low complexity FSC methods were shown in [7] . These methods encode the difference between the current and previous sample. They were tested with single-carrier signals and relatively large oversampling factors, but when applied to LTE signals, their performance was not competitive.
Instead of using resampling to reduce the LTE signal oversampling overhead, this work proposes a time-domain low complexity FSC method that specializes the well-known linear predictive coding (LPC, see e. g. [10] ), taking into account the frame-based LTE structure.
The remaining of this paper is organized as follows. Section II describes the proposed FSC scheme. Section III shows the performance of the proposed method and compares it with the baselines [2] and [4] . Finally, Section IV concludes the paper.
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is not available at the decoder [10] . In this work, the structure of LPC was changed by inserting switches in the LPC encoder and decoder, as shown in Fig. 2 . These switches help to decrease the maximum values of |e[n]| and thus reducing the quantization noise.
The quantizer creates an index I [n] of b e bits to representê[n]. Entropy coding, e. g. Huffman, can be used to reduce the average rate to a value L closer to the entropy of I [n] [10] . These well-known concepts of predictive and entropy coding were used to design the proposed PUSQH (predictive uniform scalar quantization with Huffman coding) method, which is described in the sequel.
PUSQH encodes individually each OFDM symbol without the CP (cyclic prefix). The real and imaginary (I and Q) components are also individually processed. More specifically, a given I or Q component of an OFDM symbol with N real-valued samples is denoted as x [n] , where N is the IFFT size, and encoded as depicted in Fig. 2 . The scalar quantizer representsê[n], n = P, . . . , N − 1 with b e bits, and is followed by a Huffman encoder. The N CP samples of the CP are not transmitted by the encoder. At the decoder, all inverse operations are performed to obtain the reconstructed symbolŝ =ŝ i + jŝ q , with the CP included.
The first P samples of x[n] are losslessly encoded, i. e.,
At the beginning of each OFDM symbol, these first P samples are used to initialize the predictor memory. This is indicated by the switches at position 1 in Fig. 2 . The prediction error e[n] is calculated for the remaining samples x[n], n = P, . . . , N − 1, quantized and transmitted asÎ [n] . The switches at position 2 indicates that after the predictor memory is filled with the first P samples, the remaining iterations use predictions that rely on the lossy encoding of e [n] .
The mentioned lossless coding of the first P samples is used to avoid the block effect among OFDM symbols, which is illustrated in Fig. 3 . The block effect creates relatively large prediction errors between OFDM symbols. Circumventing this effect is a crucial feature of PUSQH to achieve improved performance, since this large e[n] degrades the predictionx based on quantized samplesx. The block effect is eliminated here by simply transmitting the original first P samples (x[0] to x[P − 1]) as side information using the original resolution (e. g., 30-bits per complex sample). It is assumed that the system knows where each OFDM symbol starts and ends (the two endpoint indexes). This is a sensible assumption: for example, the CPRI specification supports for the downlink the option of cyclic prefix (CP) insertion at the RRU [11] .
There are many methods to calculate the coefficients a = [a 1 , . . . , a P ] of A(z). For example, given the estimated valuesR(τ ) of the autocorrelation function, the corresponding Toeplitz autocorrelation matrix R and vector r = [R(1), . . . ,R(P)] can be used as inputs to the LevinsonDurbin algorithm [10] , which obtains the filter coefficients a = R −1 r. If A(z) is calculated off-line, as it is in this work, its design does not impact the computational cost of realtime operation and can focus on performance. The following strategy takes into account the mentioned block effect and leads to improved performance:
for each I or Q sequence x[n]) and their averageR(τ ) = E[R(k, τ )] is used, where E[·] is the expected value.
The average output rate (R) achieved by the proposed method in bits per IQ component is shown in Eq. (1):
where L is the average number of bits when entropy coding is applied to I [n], N is the number of samples per OFDM symbol, P is the predictor order, b is the number of bits for uncompressed I or Q component and N CP is the number of samples in the CP. Indeed, the compression factor can be calculated as F = b/R. Regarding computational cost, the CP insertion is a simple operation and Huffman encoding/decoding can be efficiently implemented by a look-up table [12] . The cost of the remaining linear prediction stage can be estimated as follows.
In the PUSQH method, the compression of LTE signals is performed with P MAC operations followed by two additions for N − P samples out of N + N CP samples that composê s i orŝ q . Hence, in average, the proposed method requires
arithmetic operations per complex-valued sample in order to implement prediction.
The method in [2] requires C R ≈ 2 N f 2 + 2 3 arithmetic operations, where N f is the order of a symmetric FIR filter in the resampling implementation. The method in [4] have the same computational costs of [2] plus the VQ searching operations. Thus the method in [4] requires
arithmetic operations, where L VQ is the dimension of VQ and N SO is the number of searching operations. For example, adopting P = 4 for PUSQH, N f = 64 as in [3] for the baseline [2] , and L VQ = 2 and N SO = 288 for the baseline [4] , the computational cost per input complex-valued sample for the proposed method, [2] and [4] are such that C R ≈ 5C P and C VQ ≈ 60C P . These comparisons assumed that addition, multiplication and MAC operations have the same cost.
PUSQH is also very competitive with respect to latency. A method that relies on resampling using a FIR filter of order N f has to cope with a minimum latency of N f /2 imposed by the filter's group delay. Using PUSQH, the lossless transmission of the first P samples allows the decoder to output these samples as soon as they are received and, for n > P, the process continues without further delay. And for improved latency, the CP can be transmitted over the fronthaul, buffered at the RRU, and repeated at the end of the OFDM symbol. In the sequel, PUSQH is evaluated with respect to rate-distortion.
III. EVALUATION METHODOLOGY AND RESULTS
The proposed method was evaluated using the error vector magnitude (EVM) versus the average number of bits per component sample R or compression factor F, which are common figures of merit associated to FSC methods. The average RMS EVM was calculated here as indicated in Annex E of [13] . As a guideline, the overall link should have a maximum EVM of 17.5, 12.5, 8 and 3.5% to support QPSK, 16 , 64 and 256QAM [13] , respectively. Obviously the signal distortion introduced by FSC methods should be kept as low as possible because the downlink signal will be later corrupted by e. g. noise, channel impairments, phase noise in the upconverter and intermodulation distortion in the amplifier.
The adopted evaluation methodology took into account that an LTE frame uses several distinct signals. Care must be exercised when evaluating FSC methods that rely on training data such as entropy coding and predictors. Here, disjoint sets of training and test data with a variety of LTE signals were used, and it was avoided to design quantizers or predictors using a specific LTE signal and evaluate the FSC using only the same kind of signal.
When choosing the predictor order P, a convenient figure of merit is the open-loop prediction gain G olp = 10 log 10
in dB [10] , where the quantizer is not used (b e → ∞). As an example, for a 20 MHz LTE signal, this G olp increases linearly from P = 1 to 6, and then starts to saturate, as depicted in Fig. 4 . The value of G olp is convenient because it does not depend on the adopted quantizer. However, the actual performance is better inferred from the closed-loop gain G clp = 10 log 10
, which uses the power of closedloop prediction error [10] . For b e ≥ 6, the two gains are essentially the same, i. e., G clp ≈ G olp , as indicated in Fig. 4 . Table I lists results for distinct configurations for the LTE signals, with identifiers (ID) C1 to C8. The configurations C1 to C4 correspond to an LTE bandwidth (BW) of 20 MHz, while C5 to C8 have BW = 10 MHz. In LTE, RB stands for resource block and there are 100 and 50 available RBs when BW is 20 and 10 MHz, respectively. The simulations also take into account the number of active RBs (aRBs), which indicates the cell loading. For example, C4 and C8 correspond to a lightly loaded situation given that only 10 and 8 RBs are being used (out of 100 and 50), respectively. The other signals in Table I are fully loaded. The modulation order M adopted is 64, 16 or 4. The motivation to use predictor orders of P = 4 and P = 6 came from the prediction gains shown in Fig. 4 . In all cases of Table I the quantizer has b e = 6 bits.
The predictor A(z), quantizers and Huffman codes were designed from a training sequence with configuration C1 for tests with 20 MHz signals (C1-C4) and configuration C6 for testing with 10 MHz signals (C5-C8). The predictor was found to be relatively robust to mismatched conditions, when the configuration of the test signal differs from the one used for training with respect, e. g., to modulation and number of aRBs.
The proposed FSC scheme is contrasted to [2] and [4] in Fig. 5 , which was generated with an LTE test signal of configuration C1 (BW = 20 MHz) and corresponds to 10 LTE frames (1400 OFDM symbols). The parameters of LPC were changed as follows: the predictor order was varied from P = 4 to 7 and the number of quantization bits from b e = 2 to 8 bits. The results in Fig. 5 indicate that PUSQH outperforms [2] when R < 5.5 bits, while achieving similar rate-distortion performance for higher R. As expected from information theory, the VQ-based method of [4] has the potential of outperforming alternatives based on scalar quantization with respect to rate-distortion. But for EVM lower than 2%, [4] with L VQ = 2 brings no significant advantage while it increases the computational cost C VQ by more than an order of magnitude when compared to the proposed method. Increasing L VQ to 3, decreases R in approximately 0.5 bit for an EVM ≈ 1%, but in this case C VQ ≈ 600C P , which can be unfeasible in some C-RAN architectures. Fig. 5 also shows the proposed method without Huffman encoding (PUSQ) which has lower computational cost and lower performance than PUSQH, but it is still close to the performance of [2] for P = 6 and P = 7.
To obtain further insight on the impact of the PUSQH over the link, a complete downlink simulation was performed over the Extended Pedestrian A (EPA) fading channel model with a Doppler frequency of 5 Hz. A thousand sub-frames of a 20 MHz LTE signal were simulated with and without compression. See reference channel R.9 in annex A of [14] for more details of the LTE signal. The predictor order is P = 6 and the predictor error is quantized with b e = 6 and b e = 4 bits, corresponding to compression factors F ≈ 3.3 and F ≈ 4.8. Fig 6 shows that the compression factor can be controlled to avoid decreasing the throughput if needed. The method achieves performance of throughput very close to that of the uncompressed signal, specially for low F (e. g. F ≈ 3.3). But, when F ≈ 4.8, the impact is still low, e. g., for a channel with SNR = 30 dB, the loss of throughput with PUSQH is about 2.4 Mbps when compared to the uncompressed case.
IV. CONCLUSION
This work proposed a method for LTE signal compression that is based on predictive and Huffman coding. The performance of the new method was evaluated by simulations, showing competitive compression with the resampling methods. The LPC filter has significantly fewer taps than the ones typically used in resampling schemes. Lower computational cost and latency are other advantages of the proposed method.
Due to limited space, the method was evaluated here only for downlink, but it can be also used for uplink with few adaptations, as well as for OFDM signals in general.
