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 In this dissertation, we study the boundary of stability of a class of linear mechanical 
systems as a function of a parameter. We consider two different systems under this class: a 
constrained double pendulum connected by a rigid rod and a state-feedback-controlled 
mechanical system with time delay. In the first system, the destabilizing parameter is the distance 
between the supports of the two pendulums. In the second system, the destabilizing parameter is 
the time delay. 
 
 In the constrained double pendulum system, linear perturbation analysis is used to 
determine the natural frequency of the system. Our analysis reveals a zone of instability in what 
seemingly is an inherently stable configuration. This paradoxical behavior, which is not 
mentioned in the literature until now, is explained and a simple experiment confirms the 
instability predicted by the analysis. The approach is extended to a chain of pendulums 
consisting of n masses and n+1 links, which is a lumped parameter model for small vibrations of 
a catenary. Our work confirms the existence of asymmetric stable equilibrium configurations for 
a symmetric system. The problem of determining the critical distance for instability between two 
supporting points of a catenary has potential application in the design of novel mechanical 
switches, sensors, and valves.  
 
 In the second part of the dissertation, we consider a linear mechanical system where a 
time delay exists in the linear state feedback control input. We seek a closed-form solution for 
the problem of determining the critical time delay for instability of the closed-loop system. Such 
a closed-form solution, which to the best of our knowledge is inexistent in the literature, offers 
an exact value for the critical time delay whereas a numerical solution is only approximate. We 
show that in the single-input/multi-output (SIMO) case of the class of systems under 
consideration, the problem may be reduced by using singular value decomposition to that of 
finding the roots of a certain polynomial. The obtained closed-form solution accurately predicts 
the smallest time delay that would render the SIMO system unstable when the control gain 
matrices have a unit rank. This technique however cannot be extended to the multi-input/multi-
output case. Two numerical methods are therefore developed to solve this case. One method 









1.1 Overview of Dissertation 
 
 This dissertation is devoted to the problem of determining the boundary of stability of a 
mechanical system as a function of a parameter. More precisely, let the mechanical system have 
the following equation of motion in state-space form, 
 
  x x, u,f            (1.1) 
 
where  T21 xxx  ,  t1x  is the position vector,  t2x  is the velocity vector, u is the control 
vector, and   is a constant scalar parameter that affects the system stability. The function 
 x, u,f   in (1.1) is given by 
 






M Cx Kx Bu
f  
 
     
      (1.2) 
 
where M is a symmetric positive definite mass matrix, C and K are symmetric semi-positive 
definite damping and stiffness matrices, respectively, and B is the input matrix. We want to 
determine the critical parameter value C  for which (1.1)-(1.2) is on the verge of becoming 
unstable. 
 
 We consider two different systems that fall under this class of problems. In the first 
system, the potentially destabilizing parameter is the distance between the supports of two 
pendulums connected by a rod. In the second system, the parameter is the time delay in a state-
feedback-controlled mechanical system. The double pendulum system is a special case of (1.2) 
where C and u are zero. On the other hand, the time-delayed system is a special case of (1.2) 
where the state feedback control law in (1.2) takes the form 
 
        ttt TT 12 xGxFu        (1.3) 
 
where  is the positive time delay, F and G are the control gain matrices.  
 
  In the double pendulum system, (1.2) is obtained after linearizing the original nonlinear 
dynamics about the equilibrium point of interest. The (local) stability of the equilibrium point is 
determined by the location of the poles of the linearized system model in the complex plane. We 
show that the system poles are a function of the parameter  . Therefore, varying this parameter 
will cause the poles to move in the complex plane. The poles of the double pendulum system are 
confined to move on the imaginary axis, so the criterion for destabilization is having a pair of 
imaginary (complex conjugate) poles collide at the origin. In the time delay problem, the poles of 
the closed-loop system (1.1)-(1.3) move symmetrically about the real axis of the complex plane 
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due to their complex conjugate nature, so the criterion for destabilization is having a pair of 
imaginary poles of multiplicity two. 
 
 The organization and contributions of this dissertation are as follows. In Chapter 2, we 
discuss the stability problem of two pendulums connected by a rigid rod moving in a plane. 
Linear perturbation and eigenvalue analyses are used to determine the natural frequency of the 
system. The analysis reveals a counterintuitive phenomenon not found in the literature, viz., a 
zone of instability exists in what appears to be an inherently stable configuration of the double 
pendulum. This paradoxical behavior is resolved and a simple experiment confirms that the 
equilibrium position in the region indicated is unstable. Finally, the results are extended to a 
chain of pendulums consisting of n  masses and 1n  links, which is a lumped parameter model 
for small vibrations of a catenary. The significance of this work is, first, that the result or merely 
the fact that such a pendulum system may be destabilized is interesting and novel. Second, the 
interpretation and the demonstration of the instability by a simple experiment have merit in 
engineering and physics education. Third, the phenomenon that increasing the distance between 
two points beyond a certain limit in one direction causes a sudden large tilt of links can be used 
in designing mechanical switches and sensing devices. These devices could be activated when 
the strain between two points exceeds a maximum allowable limit. Part of the work in Chapter 2 
appeared in: P. Ramachandran, S. G. Krishna, and Y. M. Ram, “Instability of a constrained 
pendulum system”, American Journal of Physics, Vol. 79 (4), pp. 395-400, Apr. 2011.  
 
 In Chapter 3, we consider the stability problem of a mechanical system with time delay in 
the state feedback control law. The practical application of measuring the state and actuating the 
system, may have an inherent time delay associated with it. This time delay between the instant 
of measurement of the state and the time of actuation can render the system unstable. In the event 
of instability, at least one of the eigenvalues  i , of the transcendental eigenvalue 
problem has a positive real part, 0 . This chapter deals with the problem of determining a 
closed-form solution for the critical time delay where the system may lose or gain stability. It is 
well known from literature that the problem of finding a parameter   and a repeated eigenvalue 
  plays a crucial role in determining the stability of circulatory and continuous gyroscopic 
systems, such as buckling of columns by tangential forces and determining critical speeds in 
gyroscopic systems. It is remarkable that the problem of finding the critical time delay in 
mechanical controlled systems falls into this category. It is shown that for a single-input/multi-
output (SIMO) system, the problem may be reduced by using singular value decomposition to 
one of finding the roots of a certain polynomial. This technique however cannot be extended to 
the MIMO system. Therefore two numerical methods, Newton’s iterations, and bisection for 
multiple functions, are applied to analyze the stability for the MIMO case. The work in this 
chapter appeared in: P. Ramachandran, and Y. M. Ram, “Stability boundaries of mechanical 
controlled system with time delay”, Mechanical Systems and Signal Processing, Vol. 27, pp. 
523-533, Feb. 2012. 
 
1.2 Background Theory 
 
 In this section, we review the basic concepts and mathematical tools used in studying the 
stability problems in Chapters 2 and 3. 
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1.2.1 Eigenvalue Problem 
 
 A gamut of problems in classical physics and mechanics, ranging from structural stability 
to vibration and control, fit into the class of eigenvalue problem. The generalized form of the 
eigenvalue problem is 
 
   0BA             (1.4) 
 
where A  and B  are nn   matrices and   is a constant vector and  is the eigenvalue. 
 
 The existence of a trivial solution 0  for (1.5) is obvious and has no significance. The 
element of interest in an eigenvalue problem is the existence of non-trivial (non-zero) solutions. 
Taking stock that BA   is a matrix, we cite the well-known result of linear algebra that a 
system of equations of the form BA   has a unique solution if and only if A  is non-singular.  
 
Thus (1.5) has other non-trivial solutions provided BA   is singular, i.e., 
 
   0det  BA           (1.5) 
 
1.2.2 The Concept of Stability 
 
 To illustrate the underlying idea of stability in dynamic systems, consider a single degree 
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 The equilibrium position O with 0a  is the only stable equilibrium configuration in the 
sense that small perturbations result in oscillations confined to the immediate vicinity of the 
equilibrium position. For 0a , the position O is again the only equilibrium configuration, but it 
is unstable: an arbitrary small perturbation is followed by a rapid divergence of the particle 
position from O . The transition between stability and instability of the isolated equilibrium 
position O takes place when the parameter a  vanishes. For 0a , the parabola coincides with 
the axisx   and an infinite number of equilibrium configurations corresponding to 0x  appear 
as is the case in neutral equilibrium. 
 
 The location of poles provides a qualitative insight into the response characteristics of a 
system. In particular, the system poles directly define the components in the transient response. 
Linearizing (1.1) about an equilibrium point 0x , we get 
 
   xAx             (1.7) 
 
where 0xxx  is the state vector and     0, xxxxA   f is the system matrix. The local 
stability of a linearized system is determined by the location of the eigenvalues of A  on the 


















Figure 1.2 Response components of a system from pole locations 
 
1. A real pole in the left-half of the complex plane defines an exponentially decaying 
component in the homogenous response. The rate of decay is determined by the real part of 
the pole; i.e., poles far from the origin in the left-half plane correspond to components that 
decay rapidly; while those near the origin correspond to a slowly decaying component. 
2. A real pole in the right-half plane corresponds to an exponentially increasing component in 
the transient response; thus rendering the system unstable. 
3. Complex conjugate pole pair in the left-half of the s - plane combine to generate a response 
with decaying oscillations. 
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4. A pole pair lying on the imaginary axis generates an oscillatory component with constant 
amplitude. A special case of this is a pole at the origin. 
5. Repeated pole pairs on the imaginary axis or a complex pole pair on the right-half plane lead 
to a response with increasing oscillations. 
 
1.2.3 State Feedback Control (Pole Placement) 
 
 State feedback in a mechanical system typically comprises of using the velocity and 
position measurements of the mass in a control law to provide the appropriate control signal. 
With the system defined by the state variable model as in Figure 1.3, 
 
 BuAxx  ,          (1.8) 
 
we are particularly interested in controlling the system with a control signal u  given by 
 
 2211 xFxFFxu  ,          (1.9) 
 
where 1x  is the position, 2x  the velocity, and  21 FFF   is called the gain. The objective of 
(1.9) is to drive the state  tx  to zero. 
 
Substituting (1.9) in (1.8) we obtain the closed-loop system 
 
  xBFAx            (1.10) 
 
The eigenvalue problem associated with (1.10), as discussed in Section 1.2.1, is 
 
    0BFAI det         (1.11) 
 
A well-established method to assign the system poles at the desired locations for a single input 
system is the Ackermann’s formula. This formula is given by 
 
  An PψeF 1           (1.12) 
 
where ne  is a unit row vector with all elements 0 except the 
thn  element, which is 1, and 
 
  Tn BABAABBψ 12   ,       (1.13) 
 
       022111     nnnnnn ssspspssP     (1.14) 
 




















































Instability of a Constrained Pendulum System 
 
 The motion of a catenary is governed by a non-linear partial differential equation, where 
the non-linearity features in both the spatial and time variables. The modeling and response may 
be simplified considerably when the catenary is approximated by a chain of pendulums. Linear 
perturbation analysis is employed to gain insight in the case where the chain consists of two 
point masses and three rigid links. The results examined indicate a certain zone of instability in 
what looks like a stable system. The paradoxical phenomenon is explained and a simple 
experiment confirms the result. 
 
2.1 Stability of a Catenary 
 
 At first glance, the dynamics of a catenary seem deceptively simple. It is true that very 
powerful numerical techniques exist today that could solve the most complicated cable problems, 
linear or nonlinear. Although the most fundamental properties of cables are well known, the 
theory of vibrations of suspended cables, supported at one or both ends, has been increasingly 
refined throughout the years. There is, however, an inadequacy in part of the theory which has 
apparently gone unnoticed or unresolved till now.  
 
 Stated briefly, the inadequacy has arisen because practically all previous theories that are 
valid for cables have centered around the analysis of continuous systems. Lagrange used a 
discrete string of beads model of the taut string as an illustration of the application of his 
equations of motion. At that time, however, the theory of partial differential equations was still in 
its infancy, and his work, among the first on the solution of vibration problems by difference 
equations, was done in 1760 and was included in his celebrated Mecanique Analytique of 1788. 
 
 Consider a uniform cable of length l  and mass per unit length m  that hangs in static 
equilibrium in a vertical plane through supports that are located at the same level as shown in 















Figure 2.1 Configuration of the (a), (b) stable equilibrium and (c) unstable equilibrium 
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 It is clear that the stable equilibrium configuration in Figure 2.1(b) becomes unstable and 
the cable falls due to its own weight as the ratio of sag h  to span a  is increased. At some ratio 
ah , both the stable and the unstable equilibriums coincide. It is intuitive that the instability of 
the elastica will result in the cable slipping through and the supports failing to hold the cable. 
This can become a safety issue in construction sites and pipeline repair factories, in which the 
cable or pipe materials are stacked temporarily on supports. 
 
 Many researchers, both in the field of engineering and mathematics, have attempted to 
solve the stability problem of catenary systems with large deflection and have overlooked some 
critical phenomena. This chapter addresses the problem through linear perturbation analysis 
using discrete models. The results presented here, for which experimental confirmation has been 
obtained, are of considerable practical importance particularly in cases where the phenomenon of 
increasing the distance between two points beyond a certain limit in one direction causes a 
sudden large tilt of links. This phenomenon can be exploited to design mechanical switches and 
sensing devices. These devices could be activated when the strain between two points exceeds a 
maximum allowed level. Specifically, consider a scotch-yoke mechanism held in position by the 
weight of two pulleys and the distance between the cranks held by an electromagnet. During a 
power failure, the electromagnet is discharged resulting in an increase in the distance between 
the two points. Taking advantage of the instability, the large displacement to a stable equilibrium 
can be utilized in fail-closed valve (i.e., a valve that would go to a closed position on system 
failure). 
 
2.2 Literature Review 
 
 An ordinary rigid planar pendulum suspended in the uniform gravitational field is a very 
useful and versatile physical model famous for its outstanding role in the history of physics. The 
pendulum is also interesting as a paradigm of contemporary nonlinear physics and, more 
importantly, because the differential equation of the pendulum is frequently encountered in 
various branches of modern physics. Thus, the pendulum is a rather simple classic nonlinear 
mechanical device, which models many physical systems and the analogies we gain provide an 
intuitive understanding of complex phenomena. 
 
 Irvine and Caughey (1974) developed a linear theory for the free vibrations of a uniform 
suspended cable in which the ratio of sag to span was about 1:8 or less. Both in-plane and out-of-
plane motions were considered. It was shown that the analysis of the symmetric in-plane modes 
is heavily dependent on a parameter which allows for the effects of cable geometry and 
elasticity. Caldwell and Boyko (1991) explored the plausible linearization methods for a simple 
pendulum.  The ‘equal-areas’ and the ‘minimax’ criteria were conferred and their unsuitability at 
extenuating circumstances were established.  
 
 The dynamics of a taut inclined cable with a riding accelerated mass was studied by 
Tadjbakhsh and Wang (1992) in which the dynamics of small deformations were superimposed 
on the static catenary state. It was shown that the problem of determining the natural frequencies 
of such a system may be decomposed into two parts: (a) determining the equilibrium 
configuration from the non-linear static equations, and then (b) finding the dynamics of small 
deformations superimposed on the static state. 
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 Cromer (1994) approached the problem of many oscillations of a rigid rod – pendular, 
bifilar, torsional, coupled, nonlinear, and chaotic and provided interesting insights from an 
experimental and theoretical standpoint.  The finite diameter of the pin upon which the rod 
oscillates was found to have an observable effect on the period. It was also shown from the 
energy integral method that the large angle oscillations of the bifilar pendulum departed by a 
measurable amount from the large angle oscillations of the physical pendulum. 
 
 Butikov (2001) showed that when the frequency and/or amplitude of vibration of the 
suspension point of an inverted pendulum that is constrained to vibrate along the vertical line is 
large enough, the inverted pendulum shows no tendency to turn down. The physical reason for 
this phenomenon was shown to be that the mean torque of the force of inertia is greater than the 
torque of the force of gravity at rapid oscillations. An effective potential function for the 
pendulum with the axis vibrating at a high frequency was developed and the upper boundary of 
the dynamic stability was investigated. Finally, the behavior of the parametrically-excited 
pendulum with its nonlinear large-amplitude motions was showcased. 
 
 Rafat, Wheatland, and Bedding (2008) investigated a variation of the simple double 
pendulum in which the two point masses were replaced by square plates. The equations of 
motion obtained using the Lagrangian formalism followed by an analysis of its behavior at 
different energy ranges, i.e., low and high energy exhibited a richer behavior than the simple 
double pendulum and provided a convenient demonstration of nonlinear dynamics and chaos. 
Maianti, Pagliara, Galimberti, and Parmigiani (2009) extended the work of Cadwell and Boyko 
by describing the mechanics of two pendulums coupled by a stressed spring. For small 
oscillations, it was found that the system at its highest symmetry configuration rendered the two 
pendulums independent and that the normal frequencies degenerate. 
 
 Chen, Li, and Ro (2009) conducted a linear stability analysis of a heavy flexible beam 
resting on frictionless point supports. A dynamic analysis was conducted in order to determine 
the nature of stability of various equilibrium configurations and the corresponding natural 
frequencies. It was concluded that a stable equilibrium exists only when the support span is 
within a range of a dimensionless ratio between the weight density and the flexural rigidity of the 
elastica. When the span decreased beyond the minimum value, the elastica slipped away from the 
side, and on the other hand, when the span increased, the elastica slipped through between the 
two supports. 
 
2.3 Equations of Motion of a Largely-Deflected Double Pendulum System 
 
 The constrained double-pendulum system consists of two point masses m , pin-connected 
by three inflexible weightless links of lengths l , as shown in Figure 2.2(a). The distance between 
the pivots AO  and BO  of the pendula is  , the gravitational field is g , and the angles  tk , 
3,2,1k , of the links from the vertices are defined in the figure. For convenience we define a 
dimensionless distance ld  . It is clear from Figure 2.2(a) that 31  d ; 0d  indicates 
that the two links cross each other such that the pivot point BO is to the left of pivot AO . Figure 
2.2(b) shows the system in a stable equilibrium position. The static angles k  of the links are 
defined in the figure.  
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Considering the in-plane motion of the system, the potential energy of the dynamic system in 
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      (2.3) 
 
while the kinetic energy takes the form 
 
 


























The constraints are 
 




   0coscoscos 3212   l        (2.6) 
 
implying, that the horizontal and vertical distances between AO  and BO  are   and zero, 
respectively.  
 
The Lagrangian associated with the problem is 
 
 21 ˆˆ  mgmgVTL          (2.7) 
 
where ̂  and ̂  are time dependent Lagrange multipliers. The Lagrange multipliers are the 
physical measures that impose the constraint on the system. 
 















































Figure 2.2 Definition of the (a) dynamic and (b) static configurations 
 
For  1k , we obtain 
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     (2.9a) 
 
Differentiating similarly for 3,2k , we obtain 
 
 






































       (2.9c) 
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The system of equations (2.5), (2.6) and (2.9) consists of five equations with five unknowns: 
 tk , 3,2,1k , which determine the dynamics of the three links, and  t̂ ,  t̂  the two 
Lagrange multipliers. The stability parameter   as described in (2.5) determines the 
configuration and response characteristics of the system. 
 
2.3.1 Equations of Static Equilibrium 
 
 The equations of static equilibrium are trivially obtained from their dynamic counterparts, 
(2.9), (2.5), and (2.6), by omitting time derivative terms and substituting k  for k ,   for ̂  
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D ,     
22
  ,     13   ,     1μ ,     1tan  ,  (2.11) 
 
corresponding to the configuration of static equilibrium shown in Figure 2.2(b).  
 
2.4 Linearized Equations of Motion 
 
To describe small oscillations about the equilibrium position, we denote  
 
    tt kkk   , ,3,2,1k       t ˆ ,  t ˆ    (2.12) 
 
where k ,  , and   are infinitesimal quantities. The parameters in (2.12) are substituted in 
(2.9), the static equations in (2.10) are subtracted from the results, and the higher-order terms in 




 0cosˆsinˆ 33   gg  
 
Substituting   
 




         0cossin 3333    gg  
 
Since 33sin   , 1cos 3   for small oscillations, the above equation reduces to, 
 
       0sincoscossin 333333    gg  
 
Subtracting the static equations from above and simplifying yields, 
 
 




























Neglecting higher-order terms   
 
  3333 sincos   gg   
 
 


























Thus, the linearized equations of motion for (2.9) are 
 
 
       
       


























Linearization of the constraints gives 
 




0sinsinsin 332211          (2.15) 
 
by virtue of (2.5) and (2.6).  
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The linear system of equations (2.13), (2.14), and (2.15) may be written in matrix form 
 










































gK ,    (2.18) 
 
 
































lM .     (2.20) 
 
It is not difficult to show that (2.16) is equivalent to (1.1) and (1.2) when C = 0 and u = 0. 
 
The double pendulum system represents a classical case of  determining the stability boundaries 
as a function of a parameter in the degenerate case of an uncontrolled-undamped system. The 
solution of (2.16) takes the form 
 
   stet vε            (2.21) 
 
where s defines the system poles. 
 
Substituting (2.21) in (2.16) gives 
 
   0vKM 2s          (2.22) 
 
It is well known that the poles of a polynomial with real coefficients are either purely real or 
appear in complex conjugate pairs. The existence of a single complex pole without a 
corresponding conjugate pole would generate complex co-efficients in the polynomial. The 
matrix M  is symmetric positive definite and K  is symmetric semi-positive definite. The 
stability boundary associated with (2.22) is determined by the condition that the real part of s  
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vanishes. But when the system is marginally stable, the poles of (2.22) are inherently imaginary. 
This implies that destabilization by a structural parameter may occur, when the roots belonging 
to two distinct pairs meet on the imaginary axis and then move away from the axis. In 
otherwords, the system is on its stability boundary when two poles collide on the imaginary axis, 




The poles of (2.22) have double symmetry, i.e., they are symmetric about the real and imaginary 




The proof comprises 2 parts. Let us first prove that the poles are symmetric about the real axis. 
 
Suppose that  
 
  is    ψμv i        (2.23) 
 
is a matrix pencil of (2.22). Substituting (2.23) in (2.22) gives 
 
     0ψμKM  ii 2         (2.24) 
  
Separating the real and imaginary parts, we obtain 
 




       0ψKMμM  ii 222        (2.26) 
 
We will now show that, 
 
  is    ψμv i        (2.27) 
 
is a matrix pencil of (2.22) as well. 
 
Substituting (2.27) in (2.22) gives 
 
     0ψμKM  ii 2         (2.28) 
 
Separating the real and imaginary parts, we get 
 








       0ψKMμM  ii 222        (2.30) 
 
by virtue of (2.25) and (2.26). It thus follows that if s  is an eigenvalue of (2.22) so is s , i.e., the 
eigenvalues are symmetric about the x  axis. 
 
Let us now prove that the poles are indeed symmetric about the imaginary axis as well i.e., s  
and v  satisfy (2.22) as well. 
 
Substituting s  in lieu of s  gives 
 
      0vKMvKM  22 ss .       (2.31) 
 
by virtue of (2.22). The poles of (2.22) therefore have the double symmetry property; they are 
symmetric about the real and the imaginary axis. Furthermore, when the system is degenerated in 
the sense that it has only one degree of freedom, the two poles necessarily collide at the origin of 


















Fig 2.3 Property of double symmetry for a single degree of freedom system 
 
Note that in forming K  in (2.18), the homogenous constraints (2.14) and (2.15) were multiplied 
by g . It thus follows from the formulation (2.16)-(2.20) that, similar to the vibrations of a simple 
pendulum, the natural frequency of small oscillations in the double pendulum is independent of 
the mass m  and is proportional to lg . 
 
Using separation of variables, the solution of (2.16) takes the form 
 
   tt sinvε            (2.32) 
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where v  is a constant vector. Substituting (2.32) in (2.16) gives a standard eigenvalue problem 
 
   0vMK  2 .         (2.33) 
 
From the solution of the equations of static equilibrium given by (2.11), equations (2.18)-(2.20) 





































































lM .       (2.35) 
 













  ,         (2.36) 
 
     T12111311 sincos2tansin211sin21  v    (2.37) 
 
 
2.5 Stable and Unstable Position of a Largely-Deflected Double Pendulum 
System 
 
 The range of possible distance between the pivot points AO   and BO  is 31  d , 
where negative d  indicates that the pivot BO  is on the left hand side of AO . In such a case, Link 
1 and Link 3  cross each other, as in Figure 2.6. Figure 2.4 shows the frequency equation (2.36) 















2.5.1 Natural Frequency of a Simple Pendulum 
 
 When 1d , the slope of Link 1 in the static position is 01  . The frequency equation 
(2.36) gives for this case lg2 . This is an anticipated result since both pendulums, the one 
consisting of Link 1 with its attached mass and the one consisting of Link 3 with its attached 
mass, vibrates individually with a common natural frequency lg . The role of connecting 
Link 2 is limited to synchronizing the motion of the two pendula and not to average their 





















Figure 2.4 Graph of 2  versus d . 
 
2.5.2 Natural Frequency of a Physical Pendulum 
 





          (2.38) 
 
In this case, the double pendulum system is reduced to the physical pendulum shown in Figure 
2.5. 
 















where M  is the total mass of the physical pendulum,   is the distance between the pivot O  and 
the center of gravity G , and I  is the moment of inertia of the pendulum about its pivot O . For 
the physical pendulum of Figure 2.5, mM 2 ,  6cos  l  and 22mlI  . Substituting these 













Figure 2.5 The physical pendulum obtained when 0d . 
 
 
2.5.3 The Paradox 
 
 Note that the frequency graph in Figure 2.4 indicates that  2  is negative in certain 
region. This implies that in this range there are no oscillations about equilibrium. More precisely, 
the frequency graph implies that the system is unstable when 
 
 5874.021 32  CRdd ,        (2.40) 
 
where CRd  is the critical distance of d  that separates the zone of stable and unstable motion. 
When CRdd   the corresponding angle of static equilibrium for Link 1 is  
 
   

























by virtue of Equation (2.11). The configuration of the double pendulum system for this case, on 
its right proportions, is shown in Figure 2.6.  
 
At glance, it appears that such a configuration is stable. Could it be possible that the linear 
perturbation analysis failed to properly characterize the physical behavior of the system? A 
system with no stable equilibrium state would consist of a perpetuum mobile.  
 
2.5.4 The Paradox Resolved 
 
 Let us accept the results of the linear perturbation analysis and assume that when CRdd   
the static configuration of the pendulum system with horizontal Link 2 is unstable. Then, a small 











































 If our intuition regarding stability did not mislead us entirely, and the system is not 
strongly unstable, then when d  is slightly smaller than CRd , the stable static position should be 
in the neighborhood of the unstable configuration with horizontal Link 2.To examine this 
hypothesis we inspect the free-body-diagram for 1d  shown in Figure 2.7(a). If the system is in 
static equilibrium then the sum of the moments of all external forces about any point should 
vanish. Let C  be the intersection of the extensions of Link 1 and Link 3 and let G  be the center 
of gravity for the pendulum system, i.e., G  is the mid-point of Link 2, as shown in the figure.  
 
 Since moment summation about C  vanishes only when G  is aligned vertically with 
point C  it follows that a necessary condition for static equilibrium is that C  lies directly above 
or below G . This implies that the only possible static equilibrium positions when 0d  are 
when Link 2 is horizontal, i.e., the lower configuration P  or the upper configuration Q , shown 
in Figure 2.7(b). 
  
 But when CRdd  , it is possible that there is a non-symmetric static equilibrium. We 
solved the static equilibrium equations (2.10) for the case 6.0d  and found the two 
neighboring solutions, listed in Table 2.1. The configurations associated with these solutions, 
labeled P  and Q , are illustrated in Figure 2.6. The frequency plot in Figure 2.4 corresponds to 
configuration P  in Figure 2.8.  
 
 We note that the center of gravity QG  in configuration Q  is lower than PG  which means 
that the unsymmetric configuration Q  is the stable one. It thus follows that when the pendulums 
are perturbed from configuration P  they move to the stable configuration Q  and oscillate about 
it. The plot of Figure 2.4 in the range CRdd   indicates that the system has moved from 



















Figure 2.8 Contrary to intuition, configuration P  is unstable, while Q  is stable 
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 In summary, when CRdd   the pendulum system is stable for each finite perturbation. 
But if the negative distance d  is increased in absolute value sense beyond CRd  then the 
equilibrium configuration where Link 2  is horizontal is no longer stable. If d  is slightly smaller 
than CRd  the effect of the instability is that the pendulums oscillate about a slightly perturbed 
unsymmetric configuration. Inspection of Figure 2.8 suggests that the instability in the system is 
substantial. A change in the distance between the pivots of 0126.0 CRDD  caused a shift of 
6.16  in the static position of Link 2. 
 
Table 2.1: Stable and unstable configurations for 6.0d  
 
 
1  2  3    
Stable configuration Q   78.62  40.73   00.138 2306.1  3669.1  





We wish to find the frequency of oscillation about the stable equilibrium when 6.0d . The 
frequency plot in Figure 2.4 does not provide the answer to this problem. We substitute the data 
from Table 2.1, corresponding to the stable configuration Q , in K  and M  defined by equations 





0759.02           (2.42) 
 
and the corresponding eigenvector is, 
 
  T16073.6092.8507.4584. v      (2.43) 
 
This relatively small natural frequency of oscillations is, from an engineering point of view, 
alarming. It indicates that the stable equilibrium Q  is weak. In this example, as in general, the 
non-linear part of the problem of determining the stable equilibrium position is the dominant one 
in complexity. 
 
2.6 Equations of Motion of the Discrete Model of a Catenary 
 
In this section, we extend the double pendulum system model to higher dimensions by 
considering a catenary. To this end, consider a catenary of total length l  and total mass M  
pinned by two horizontally leveled pegs, AO  and BO , distance d  apart, as in Figure 2.9. A chain 
of pendulum with n  masses and 1n  inflexible weightless links presents a lumped parameter 
model for the catenary of dimension n . The length of each link in the model is  1 nlh  and 
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the value of each mass is nMm  . When the model is large enough, its few lowest natural 
frequencies approximate accurately the corresponding natural frequencies of the catenary.  
 
2.6.1 Equations of Motion 
 
The potential energy in the system is 
 







      (2.44) 
 
and the kinetic energy is 
 















jnmhknmhT   .   (2.45) 
 
The symmetric equations (2.16)-(2.20), governing small vibrations in the double pendulum 
system is highly structured. The stiffness matrix corresponding to the lumped parameter model 




















































   iiii in  sincos1  , 1,...,2,1  ni  .    (2.47) 
 


















































This example demonstrates the development of the mass matrix corresponding to the lumped-
parameter model of the catenary of order 4n . 
 
 
     
     
     






























hM .  (2.51) 
 
Note that 11M  is symmetric for all model order n  since    ijji   coscos .   
 
The static equilibrium data, k , 1,...,2,1  nk ,   and  , used in evaluating K  and M  are 



















































f ,   (2.52)  
 
the counterparts of (2.10). The solution of (2.52) defines the stiffness and mass matrices (2.46) 
through (2.50), which determine the natural frequencies of the system via the eigenvalue 
problem (2.33). 
 
 In general, the difficult part of the problem is that of solving the set of nonlinear equation 
(2.52). For a symmetric chain, it is possible to obtain a closed-form solution, as done in Irvine 
(1981) p. 102. For a non-symmetric chain, Newton’s method for solving a set of nonlinear 
equations may be used. The initial guess for the angles k  could be taken from the slopes of the 
appropriate points in the analytical solution of the shape of the corresponding continuous 
catenary.  
 
We will now show that the nonlinear system (2.52) may be solved by using a one-parameter 
iterative process. Adding  1f  and 1nf  gives 
 
     0sin2cossincossin 11111    nn nn    (2.53) 
 







 .           (2.54) 
 





 nn n   .        (2.55) 
 











 ,  1,...,2,1  nk      (2.56) 
 
Note that the solution obtained is symmetric in the sense that kkn  2 . In particular, if n  
is odd the middle link is horizontal since  
 
 2tanlim 112   

n
.        (2.57) 
 
It thus follows that (2.54)-(2.56) determine a stable static equilibrium of the catenary. By the 
symmetry of the angles noted above the vertical constraint 03 nf  is satisfied inherently. The 
horizontal constraint 02 nf  would not be generally satisfied, unless by chance. 
 
We may thus choose 1  as an iterative parameter and obtain   from (2.55). Then k , 
1,...,3,2  nk  may be obtained by (2.56). All equations in (2.52) are then satisfied apart from 
the horizontal constraint, 02 nf . The system of equations (2.52) may thus be solved by a 




For the sake of illustration, we consider a catenary of length 3l  which is pinned at AO  and 
BO , leveled horizontally distance 2d  apart, as shown in Figure 2.9 . A Cartesian coordinate 
system is used to describe the shape  xy  of the catenary.  
 




















where C  is a constant. The value of C  is determined by the requirement that the length of the 







































Figure 2.10 The first three natural frequencies of a symmetric catenary of length 
















2 cosh212 ,      (2.59) 
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where s  is a curved coordinate that runs along the center line of the catenary and represents its 







sinh  .          (2.60) 
 
The first three natural frequencies of a symmetric catenary, which is hanged by pines at AO  and 
BO , distance 2d  apart, as functions of its length, 52.2  l , are shown in Figure 2.10.  
 
2.6.3 Validation of the Results 
 
One would expect the characterization of small oscillations of the catenary to be a classical result 
in Mechanics and Applied Mathematics. It appears that such a characterization is absent in the 
old classics such as Ziegler (1968) and Timoshenko (1961). We could not find it in modern 
books such as Irvine (1981) either. At this current state of the art, the archive journal literature in 
vibration is a vast ocean and relevant results could be easily missed. A search of the Web of 
Science exposed many papers dealing with modeling and analysis of more complex related 
problems. But we could not find a reference that gives a simple and direct validation of the 
results obtained in section 2.6.2. We, therefore, conduct here an asymptotic analysis that reduces 
the catenary to simpler systems. 
 
The first reduction of the problem is when 0d . Examples 2.3 and 2.4 deal with this case for 












































gK .    (2.61) 
 





2 .          (2.62) 
 
The system vibrates like a simple pendulum of length 1h .  
 
Remark 1: To avoid singularity in both K  and M , which hampers numerical computations, 




The case where 2n  and 0d  was addressed in Section 2.5.2. It was verified that the system 


























































gK .  (2.63) 
 








1  ,  h
g22





3  .   (2.64) 
 
The corresponding mode shapes are shown in Figure 2.11. Note that these mode shapes are 

















Figure 2.11 Mode shape for a pendulum chain, 3n  
 
Consider now a double pendulum of equal rods hhh  21  and unequal masses mmm 22 21  . 

















































.      (2.65) 
 29
cm 16.5Δ  
cm 21Δ  
The first and the third frequency in (2.64) are natural frequencies of the pendulum (2.65). If the 
motion in (2.65) is restricted such that 21    then the natural frequency of the constrained 
system is hg2 , the second frequency in (2.64).  
 




 An experiment was conducted to verify the results of Section 2.5. Two small holes, at a 
distance mm 305l apart, were made in a steel bar with physical dimensions of 
3mm 418320  . Two loops of in-extensible strings of negligible mass, each of approximately 
effective length l , were inserted into the holes of the bar at one end and in small hooks that are 






























   
(b) 
 
Figure 2.12 Experiments showing the (a) stable symmetric state and (b) stable asymmetric state 
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The board confines the steel bar to be in an in-plane configuration. Its smoothness was designed 
to reduce frictional effects that were not considered in the theoretical model. It might be argued 
that the bar-string system used in the experiment is different from the constrained double 
pendulum system that we have studied. However, the two systems are statically equivalent and 
their dynamics for small perturbations are related to each other by a scale factor. . Suppose that 
the mass of the steel bar is mM 2  and that its moment of inertia about its center of gravity is 
GI .  
 
Then, when the bar-string system is perturbed from its equilibrium, its total potential energy is   
 
 mghV 2 ,          (2.66) 
 
where h  is the vertical elevation of the center of gravity. Equation (2.66) also describes the total 
potential energy of the constrained double pendulum system when it undergoes similar 
perturbation. In addition, the two systems have the same geometrical constraints, (2.5) and (2.6). 
Since the equations of equilibrium are determined by minimization of the potential energy 
subject to the constraints, we conclude that the equations of equilibrium for the two systems are 
the same. Consequently the two systems have the same static equilibrium configurations. 
 





2 mlmvTP           (2.67) 
 
where v  is the linear velocity of the center of gravity for the pendulum system, i.e., the mid point 
of link 2, and θ  is the angular velocity of link 2. The quantity v  is related to   by a scale factor 
due to the constraints. Let  v , where   is the proportionality constant having physical 














mTP .         (2.68) 
 












mT GB .         (2.69) 
 
Since the dynamic equations are obtained by minimization of the action, TV  , subject to the 
constraints, and since 22mlIG  , the pendulum system is slower than the bar-string system, but 
from all other aspects the two systems are identical dynamically. It is therefore expected that the 
bar-string and the double pendulum system have the same equilibrium and the same kind of 
equilibrium state.  
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 When the distance between the pivots was mm 165  the steel bar was approximately 
horizontal, as shown in Figure 2.12 (a). Small deviation from horizontal position is attributed to 
frictional effects and imperfections in the string’s length and leveling of the pegs. This case 
corresponds to 587.0541.0  CRdd . This result is in agreement with the theory. 
 
 When the distance was increased in negativity to mm 210 , the steel bar tilted at an 
angle of about 40  with the horizon and remained in an asymmetric equilibrium, as shown in 
Figure 2.12 (b). This case corresponds to 587.0688.0  CRdd . The counterintuitive result 
predicted by the theory has thus been confirmed. The horizontal configuration of the bar is 
unstable. 
 
2.8 Concluding Remarks 
 
 The constrained double pendulum system is a one-degree-of-freedom system. We could 
in principle, reduce the number of equations, from the five used, to one differential equation, by 
substitution of the variables of four of the equations in the remaining one. The gain would be a 
marginal increase in computational speed of the extraction of the eigenvalue. However, by 
adopting such a strategy, apart from the obvious added complexity involved in substitution, we 
would lose insight of the governing equations and the dynamics of the internal variables, i.e., the 
reactions of the supports ̂  and ̂ , and the oscillations of 2  and 3 . Obviously, the simple 
extension of the results to a chain of pendulums of higher dimension, done in section 2.6, would 
become very much involved, if not impossible. That is why we adopted the methodology of 





Stability Boundaries of a Mechanical Controlled System with Time Delay 
 
 The problem of determining the critical time delay where a class of state-feedback-
controlled mechanical system may lose or gain stability in a closed-form manner is considered 
here. It is shown that for SIMO systems the problem may be reduced by using singular value 
decomposition to the problem of finding the roots of a certain polynomial. This technique cannot 
be extended to the MIMO controlled system. Two numerical methods are developed to solve this 





 State feedback control involves measuring the system states and feeding the signal into 
the processor following which the processor conditions the signals according to the control law. 
The resulting control signal is then fed into the actuators which apply the control on the system.  
We consider the case where there exists a time delay between the measurement of states and 
application of the control input to the system. Such a delay can occur in engineering applications 
where sensors and actuators are non-collocated or where the control signal is computed remotely 
and then wirelessly transmitted to the actuators (e.g., unmanned air, ground, and underwater 
vehicles). 
 
The dynamics of a mechanical MIMO controlled system with time delay is governed by the set 
of second order differential equations, 
 




        ttt TT xGxFu  , mnGF, .     (3.2) 
 
The mass matrix M  is symmetric positive definite and the damping and stiffness matrices, C and 
K , are symmetric semi-positive definite matrices. The control vector u  consists of the sum of 
the products of the control gain matrices F , G , and the state x , x , respectively. The control 
force Bu  is the product of the input matrix B  and u . The scalar time delay   denotes the lag 
between the measurement of the state and the application of the corresponding control force. It is 
not difficult to show that (3.1) is equivalent to (1.1) and (1.2). The main results of this chapter 
pertain only to systems described by (3.1) and (3.2).   
 
Separation of variables 
 
   tet vx            (3.3) 
 
applied to (3.1) and (3.2) yields the transcendental eigenvalue problem, 
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     0vGFBKCMvR   TTe  2, .     (3.4) 
 
It is well known that depending on   the system may be unstable. In this case at least one of the 
eigenvalues  i , of (3.4) has positive real part, 0 . The chapter deals with the 
problem of finding the critical time delays that the system may lose or gain stability.  
 
For the critical time delay  , where the system is in transient from stable to unstable states or 
vice versa, the eigenvalues of (3.4) are purely imaginary. In principle the problem could be stated 
as finding   and   satisfying:  
 
      0,det,1   Rf ,     0, 22  f ,     0, 23  f , (3.5) 
 
where bars denote complex conjugation. The second equation   ,2f  in (3.5) expresses the 
condition that   is purely imaginary and the third equation,   ,3f , ensures that   is real. The 
difficulty in solving the equations in (3.5) stems from the reality that   ,2f  and   ,3f  are 
generally not differentiable with respect to complex variables. As a result, iterative methods of 




The poles of (3.4) are closed under conjugation. Equivalently we may say that the poles of (3.4) 
are symmetric about the real axis of the complex plane. 
 
The characteristic polynomial associated with the transcendental eigenvalue problem (3.4) is a 
Quasi-polynomial. It is not obvious that the poles of a quasi-polynomial exhibit a similar 
behavior as is the case with a simple polynomial. We will now show that the poles of (3.4) 




Suppose that  
 
  is    ψμv i        (3.6) 
 
is a matrix pencil of (3.4). Substituting (3.6) in (3.4) gives 
 
            0ψμGKFCM   ieeii TiTi  2    (3.7) 
 
Using Euler’s formula for trigonometric and complex exponential functions 
 
  sincos iei   
 




   










sincos sin   2

























sin cos   




since (3.8) and (3.9) are the real and imaginary parts of (3.4) respectively. 
 
We will now show that, 
 
  is    ψμv i        (3.10) 
 
is a matrix pencil of (3.4) as well. 
 
Substituting (3.10) in (3.4) gives 
 
            0ψμGKFCM   ieeii TiTi  2    (3.11) 
 
Using Euler’s formula for trigonometric and complex exponential functions and separating the 
real and imaginary parts, we get 
 
 
   










sincos sin   2

























sin cos   




by virtue of (3.8) and (3.9). It thus follows that if s  is an eigenvalue of (3.4) so is s , i.e., the 
eigenvalues are symmetric about the x  axis.  
 
 Generally, when (3.1) includes all non-vanishing matrices with   and the norms of F  
and G  are sufficiently small, the system is stable for symmetric positive definite M , C  and K . 
The stability boundary is determined by the condition that the real part of s  vanishes. In this 
chapter, we will give a closed form solution for determining   that makes   0Re s  for the 
SIMO case where both F  and G  have unit rank. The general MIMO system is also analyzed and 





3.2 Literature Review 
 
 The early paper by Satche (1949) presented a graphical stability test based on an elegant 
extension of the Nyquist method, while the more recent papers have focused with the 
development of an analytic stability criteria. Thowsen (1982) proposed a necessary and sufficient 
condition for delay independent asymptotic stability of linear differential difference equations 
with retardation. The conditions are easily tested when the system order and the number of 
delays are not too high. Kamen (1980) studied the asymptotic stability of delay difference 
equations of the retarded type in terms of zero criteria for polynomials in two independent 
complex variables. It was observed that the asymptotic stability independent of delay can be 
expressed in terms of a (finitely) implementable algebraic criterion involving a two-variable 
polynomial.  
 
 Brierley et al. (1981) gave a new criterion for asymptotic stability of solutions of certain 
linear differential-difference equations (independent of the delay duration) is given in terms of 
solutions of a complex Lyapunov matrix equation. Mori (1985) derived several sufficient 
conditions which guarantee stability of linear time-delay systems. The results are expressed by 
succinct scalar inequalities and necessitate a certain tradeoff between sharpness and simplicity. A 
new stability criteria to characterize a bound for the delay time (how large the deviation of the 
delay time can be compared to the nominal zero value) of a linear time-delay system with or 
without uncertainties was presented by Su (1994). The criteria utilizes a matrix inequality with 
an optimization variable, such that less inequalities may be used and extra freedom is given to 
optimize the result, when the Razumikhin type theorem is applied to obtain the bound and the 
bound for the delay time. While it was shown that the optimization function is unimodal and line 
search algorithms should be applied to find the optimal value for the systems with no 
uncertainties, no analytical proof was provided. 
 
 Algorithms to check the asymptotic stability of delay independent systems were proposed 
by Su (1995). The algorithms obtained are computationally tractable since they only check the 
eigenvalues of two specially constructed matrices and some simple mathematical computations. 
Walton and Marshall (1987) gave a direct approach to the analysis of systems with single or 
commensurate delays. The finite polynomials arising in this direct method were shown to have 
useful sensitivity properties. Olgac and Jalili (1999) outlaid the use of multiple delayed 
resonators as a viable technique to suppress tonal oscillations completely at several locations on 
Multi-Degree of Freedom (MDOF) mechanical structures. The stability of the entire system was 
addressed utilizing a stability chart strategy. A peeling-off procedure was presented to simplify 
the stability assessment by converting the problem of multiple delayed resonators to a single 
delay representation. The agreement between stability charts and simulated time responses were 
shown by numerical examples. 
 
 Olgac and Sipahi (2002) presented a structural method for assessing the stability of linear 
time invariant systems with time delayed state feedback. The method involved a substitution for 
the exponential type transcendental terms in the characteristic equation to facilitate the 
determination of the root crossing points over the imaginary axis and the corresponding delays, 
following which the D-Subdivision method was deployed for the intervals of the delay, which 
renders the stability outlook of the system. It was concluded that time-delayed linear time-
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invariant systems can have only finite number of purely imaginary characteristic roots and that 
these roots are generated by infinitely many discrete values of delays. The method solves all of 
these frequencies and the corresponding delays. Also, at each one of these finite number of 
imaginary roots, the root tendencies are invariant with respect to delay, i.e., increasing the delay 
causes the same root crossing direction. They move either to unstable or stable half plane at the 
given frequency regardless of the value of time delay which creates them. 
 Ram (2008) shed light on the fact that the problem of finding a parameter t  and a 
repeated eigenvalue   of a transcendental eigenvalue problem plays a crucial role in 
determining the stability of circulatory and gyroscopic continuous systems, such as buckling of 
columns by tangential forces and determining critical speeds in gyroscopic systems. It is 
remarkable that the problem of finding the critical time delay in mechanical controlled systems 
falls into this category. 
 
3.3 Critical Time Delay in SIMO Controlled Systems 
 
The SIMO controlled system is the case where 1m . We denote 
 
 Bb  ,   Ff  ,  Gg  ,     ttu u ,       (3.14) 
 
so that (3.1) and (3.2) take the form 
 
         tuttt bKxxCxM  ,       (3.15) 
 
and 
        tttu TT xgxf  .       (3.16) 
 
applicable to the SIMO system. The corresponding transcendental eigenvalue problem is 
 
    0vgfbKCM   TTe  2 ,      (3.17) 
 













,          (3.18) 
 























































  0yHBA   e ,        (3.20) 
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with the obvious definitions of A , B  and H . Note that H  is a rank-one matrix. 
 
Equation (3.20) has a non-trivial solution 0y   if and only if the transcendental characteristic 
equation is singular,  
 




 TVΣUH  ,  00 diagΣ       (3.22) 
 
be the singular value decomposition of  the rank-one matrix H .  
 
Then (3.21) gives 
 




    VBAUQ   T ,        (3.24) 
 










,        (3.25) 
 
where  1Q  is the leading principal submatrix of  Q . Note that  P  is a rational 
polynomial,  
 








    QdetN ,    1det Q D .      (3.27) 
 
It follows from (3.25) that 
 
      Pe  lnln .        (3.28) 
 
For any complex variable s  we have 
 
  ksiss 2arglnln  , ,...2,1,0k .      (3.29) 
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Since   is purely imaginary (3.28) and (3.29) give 
 
     1 PP .          (3.30) 
 
Equation (3.31) may be written in the form 
 
 
       
    
   












         0  DDNN .        (3.32) 
 
In general the polynomials  N  and  D  are not simply expressible in terms of the 
coefficients of  N  and  D . To circumvent this difficulty we define  N  and  D  by their 
coefficients  
 
   0122121222 ... nnnnnN nnnn    ,     (3.33) 
 




   0122121222 ...ˆ nnnnnN nnnn    ,     (3.35) 
 
   0122323222221212 ...ˆ ddddddD nnnnnn    .   (3.36) 
 
Then, when   is imaginary, we have 
 
     NN ˆ ,      DD ˆ .       (3.37) 
 
It thus follows that equation (3.32) and   
 
          0ˆˆ   DDNNR ,       (3.38) 
 
have common imaginary roots. We may thus find the roots of  R . Each imaginary root k  of 
 R  determine critical delays kr  via 
 
 






 2arg  ,  ...1,0,1...r      (3.39) 
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Figure 3.1 The two-degree-of-freedom system for Examples 3.1, 3.3 and 3.4 
 
The dynamics of the system shown in Figure 3.1 is governed by the system of differential 

































































































































































































































1 Q  
 
Equation (3.26) gives 
 













P .  
 
Equations (3.35) and (3.36) give  
 
  15.035.0ˆ 234  N ,    115.55ˆ 23  D . 
 
From equation (3.38) we have 
  
  0120745.375.6 2468  R , 
 
which has the purely imaginary roots 
 
i 3985.22,1  . 
 
By (3.39), the critical time delay is 
 

 ri21503.0  , ,...1,0,1...,r  
 
3.4 Numerical Implementation of the Algorithm for SIMO Systems 
 
 For the algorithm developed in Section 3.3 to be implemented, it is required to evaluate 
the coefficients of the rational polynomial  P  in (3.26), i.e., the coefficients of  N  and 
 D . In Example 3.1,  P  was developed symbolically by expanding the determinants of 
 Q  and its leading principal submatrix  1Q  using the analytical definition. Such an approach 
is not practical when dealing with systems of modest dimensions. We will now advise a 
procedure that allows determination of these coefficients numerically.  
 


























,       (3.40) 
 



























        (3.41) 
 
where k  are the roots of   0det 1 Q  and Ψ  is the leading principal submatrix of AVUT .  
 


































































Figure 3.2 The five degrees of freedom system for Examples 3.2, 3.6 and 3.7 
 









































































































































g .  
 
Table 3.1 Polynomial’s coefficients, 012 kr , 10,...,2,1k  
 
k  
kn  kd   k  kr  
0  3125 625  0  9375000  
1 2500 500  2  53531250
2  9750 1125  4 99453125
3  5125 1300  6  67489375
4  4775 110  8  25205275
5  1300  450  10  5601270  
6  755  29  12  758264  
7  110  39  14 62983  
8  47  1 16  3136  
9  3  1  18  86  
10  1   20 1 
 
By using (3.40) and (3.41) we obtained the polynomials  N ,  D  and  R . Their 
coefficients are listed in Table 3.1. 
 
There are four purely imaginary roots to   0R , 
 
i.λ , 4961221  , i.λ , 9677343  , 
 
with corresponding smallest positive time delays 
 
7135.111  ,  0120.031  , 
 
obtained by (3.39). The system is unstable at the smallest positive time delay, which in this case 
is given by 31 .  
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3.5 Critical Time Delay in MIMO Controlled Systems 
 
As stated in Section 3.1, the critical time delays are the real values of  , in conjunction with 
purely imaginary  , that render    0,det R . For the reason mentioned in Section 3.1, the 
straightforward approach of expressing the constraints on   and   via 032  ff  defined in 
(3.5) is not employable. To overcome this difficulty, we separate the complex equations in (3.4) 
into their real and imaginary components, and transfer the problem of determining the critical 




Given:   ,P   
Find: real    and purely imaginary   such that   is a repeated eigenvalue of  
 
  0zP  , ,        (3.44) 
  
with multiplicity 1p .  
 
In Section 3.6, we address the numerical implementation of the algorithm developed in this 
section for the MIMO control system.   
 
Since the Jacobian matrix associated with (3.5) is singular in the neighborhood of the solutions, 
the convergence of the Newton’s method is linear. In Section 3.7 we develop a bisection 
algorithm for solving the problem. The problem involves multiple functions and bisection for 
trapping a solution that is developed for this case. 
 
The transcendental eigenvalue problem for MIMO system is given by (3.4),  
 
      0vGFBKCMvR   TTe  2, .     (3.45) 
 
Since   
 
 TT GFBH            (3.46) 
 
has 1m  singular values. It is generally not possible to write the determinant of   ,R  to 
express e  in terms of a rational polynomial in  , as done in (3.26). Consequently a closed 
form characterization of all critical time delays is not possible in this case. 
 
In this section we develop a numerical method for finding the critical time delay for MIMO 




  i , ρψv i ,        (3.47) 
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where  ,  ,  , ψ  and ρ  are all real. Since   is purely imaginary, 0  and (3.45) may be 
written in the form 
 
         0ρψGFBKCM  iiii TT sincos2 .  (3.48) 
 
The conditions that real and imaginary parts of equation (3.48) vanish simultaneously may be 
expressed as follows  
 
















P  ,         (3.50) 
 
       TT BFBGKMP  sincos, 21  ,    (3.51) 
 













z .          (3.53) 
 
Lemma 3.1 
For any real   the eigenvalue s  in  ,sP  has the double-symmetry property, i.e., if s  is an 




By (3.51) and (3.52) 
 
     ,, 11 ss  PP      ,, 22 ss  PP ,      (3.54) 
 




































21       (3.55) 
  
the matrix  ,sP  and  ,sP  are similarly congruent and share common eigenvalues.  
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For real   we may in principle express  scos  and  ssin  in  ,sP  by their Taylor series 
expansions and obtain a polynomial characteristic equation in s  with real coefficients. Hence, 
the eigenvalues are closed under conjugation.       □ 
 
Remark 
For non-real   the eigenvalues of  ,sP  are symmetric about the imaginary axis but not about 
the real axis.  
 
Lemma 3.2 
Each real eigenvalue   of   ,P , associated with real  , is a repeated eigenvalue with 




The proof of the lemma follows from the double-symmetry property of   established in Lemma 
3.1.             □ 
 
At this juncture, we may employ the method developed by Ram (2008) on finding the repeated 
roots in transcendental eigenvalue problems to determine the values of   and its associated 
repeated eigenvalue   of the transcendental eigenvalue problem (3.45). For the sake of self 









 ,     (3.56) 
 
and solve the two equations in (3.56) for the two unknowns   and   by Newton’s method as 
follows. We start with an initial guess for   and  . Then we obtain the corrections   and   



















 J          (3.57) 
 























22J .     (3.58) 
 
The process of obtaining corrections via (3.57) to the updated values of   and   is repeated 
iteratively until the norm of  T   is sufficiently small.  
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We note that while by our definition  ,  ,  , ψ  and ρ  are real, the eigenvalue problem (3.45) 
does not assure this characteristic. If however we start with an initial guess of   and  , the 
corrections obtained by (the real) equation (3.57) are real at all stage. As a result, the Newton’s 
method described is confined to determine the solutions along the real axis only. In this way, the 
difficulty of finding non-physical solutions of complex   and   is circumvented.  
 




By applying the Newton’s method described, with tolerance of convergence 141  e with 
respect to  T  , we determined a critical time delay and its associated eigenvalue for the 
system in Example 1. Starting with initial guess 2  we obtained after 33 iterations 
 
 3985.2   6290.10 . 
 
This solution corresponds to 
 
 i3985.2   

 ri21503.0  ,  4r , 
 
as in Example 3.1.           
 
The relatively large number of iterations required to determine the solution indicates that the rate 


















hinting to the possibility that 0   and consequently that the Jacobian matrix is singular at 




We repeat Example 3.3 but now starting with a non-real initial guess, i 2 , 2 . After 
eleven iterations the program converged to the non-real solution 
 
i3529.07690.1    i7355.00080.3   
 
which has no physical consequence.   
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Here   and   obtained are not far away from the initial guess and the number of iterations, 11, 

















indicating Jacobian’s regularity in the neighborhood of the solution, and in particular that 
generally 0   when complex arithmetic is done.      □ 
 
The following Lemmas give an explanation to the linear convergence phenomenon hinted in 
Example 3.3.  
 
Lemma 3.3 




When s  is real we may in principle express  scos  and  ssin  in  ,sP  by their Taylor series 
expansions and obtain a polynomial in   with real coefficients. Hence, if for real s , the 
parameter   is a root of   0,  s  so is  .       □ 
 
Lemma 3.4 
The real solution ks , k  of   0,  s  is two-fold, 
 
















The proof is a direct consequence of the complex conjugate closure of s  and   in the 
neighborhood of a real solution, established in Lemmas 3.1 and 3.3    □ 
 
3.6 Numerical Implementation of the Algorithm for MIMO Systems 
 
 In order to employ the algorithm for detecting the double eigenvalue of (3.49), it is 
required that the determinant of   ,P  and its derivative be differentiated with respect to   
and  . A numerically-viable method for obtaining the derivatives of the determinant of a matrix 
is now given. 
 
Let  L  be a matrix of dimension nn . Let  kL  be the matrix  L  with its k-th column 
replaced by its derivative with respect to  . Let  krL  be the matrix  L  with its k-th and r-th 
columns replaced by their derivatives with respect to  , respectively. The matrix  kkL  is  L  





























































then   
 
 25 64  L . 
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Example 3.6  
 


















































































With starting values of 2  and 1 , tolerance of convergence 121  e , the program 
based on the algorithm described gave after 79 iterations the following solution 
 
 9164.2   5172.46 . 
 
This solution correspond to  i9164.2  and the smallest positive time delay 8809.0 . 
 
3.7 Bisection - A Practical Approach 
 
 We now describe a practical numerically robust method which could be used to 
determine the entire stability boundary of the system. The method is applied to the 
transcendental eigenvalue problem (3.4), which we write for simplicity as  
 




  KCME   2 ,    TT GFBH   ,      e, .  (3.62) 
 
For any given purely imaginary value of   we may determine the eigenvalues   ,  in the 
generalized eigenvalue problem (3.61) by using a standard eigenvalue problem solver. The 




 ln .          (3.63) 
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In general the   produced by (3.63) is expected to be complex. A physical solution corresponds 
to real  . Hence by varying   along a certain range on the imaginary axis we may determine a 
function    where the physical solutions are characterized by   0Im  . In MIMO systems 
  mHrank  and there are m  such functions corresponding to the m  finite eigenvalues k  of 
(3.61). It should be noted that each k  generates via (3.63) an infinite set of time delays  . 
However the elements in such an infinite set are different from each other by the real part only, 
while the imaginary part is the same. It thus follows that the function  kIm  is uniquely 
determined. Moreover, by the continuity of the eigenvalue   with respect to the system’s 
parameters the function  Im  is continuous. By plotting  Im  versus   we may visualize the 
physical solutions which coincide with the roots.  
 
 To determine the actual value of a single physical solution within the interval     ,  we 
may use a bisection strategy applied to the multiple continuous functions,  kIm , mk ,...,2,1 . 
The criterion for the interval     ,  to include a single solution is 
 














 are the time delays at the boundaries of     , . The non-classical criterion 
(3.64) is advised to circumvent the elaborated process of pairing the time delays at one end of 
    ,  with their counterparts at the other end of the interval. If the criterion (3.64) is not met, 
then there is no single root within the tested interval.  
 




We analyze the system of Example 3.6. For this case where 2m  the eigenvalue problem (3.61) 
has two finite eigenvalues for any chosen  . Each eigenvalue leads via (3.63) to a time delay 
denoted by 1  and 2 . We change   along the imaginary axis in the interval  i6 ,0  and obtain 


































































It is clearly visualized from Figure 3.4 that there are five vanishing points which define initial 
boundaries for root-finding by the bisection method. We used the initial intervals,  
 
  5.15.0 ,  35.2 ,  5.33 ,  45.3 ,  5.44 , 
 
and located the five solutions of k  and their corresponding k  shown in Table 3.2. Figure 3.4 
zooms on the interval containing the roots of the functions. 
 
Table 3.2 Critical time delays and their associated purely imaginary eigenvalues. 
 
k  1 2  3  4  5  
k  i1192.1  i9164.2  i2511.3  i6573.3  i3572.4  
k  8804.0  8809.0  4293.0  4647.1  6702.0  
 
 
The solution found in Example 3.6 is that of 22  ,  in the table. 
 
3.8 Concluding Remarks 
 
 The boundaries of stability for SIMO controlled systems have been determined explicitly 
by the roots of a certain polynomial that we explained how to find. For MIMO controlled system 
we have transformed the problem into one of finding repeated roots of a certain equation. In the 
numerical method implementing Newton’s iteration scheme, it was shown that the Jacobian 
matrix associated with the problem is singular in the neighborhood of the solution leading to 
linear convergence of the algorithm, rather than quadratic one. The bisection method applicable 
for multiple functions was advised. The method is practical and robust enough to characterize the 
complete stability boundary of mechanical control systems with time delay. 
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Chapter 4 




 The objective of this dissertation was to study the boundary of stability of a mechanical 
system as a function of a parameter and expand it to address some of the issues associated with 
mechanical system stability. Two different classes of systems were considered to elucidate the 
findings. The first system in Chapter 2, which is a double pendulum connected by a rigid rod 
moving in a plane, is a classical degenerate case of an uncontrolled undamped system. Linear 
perturbation and eigenvalue analyses are used in characterizing the behavior of the system. 
Chapter 3 investigates the critical time delays that an actively controlled mechanical system may 
lose or gain stability. Two variations, a single-input/multi-output (SIMO) system and a multi-
input/multi-output (MIMO) system that follow the state feedback control law are considered. 
 
The prime contributions of the results in Chapter 2 are: 
 
 A zone of instability exists in what appears to be an inherently stable configuration of the 
double pendulum. 
 
 The counterintuitive phenomenon of an asymmetric stable equilibrium for a symmetric 
system was revealed. 
 
 The paradoxical behavior was explained mathematically and a simple experiment was 
designed to confirm the results. 
 
 The results were extended to a chain of pendulums consisting of n  masses and 1n  
links, which was a lumped parameter model of a catenary. 
 
The leading contributions of the results in Chapter 3 are: 
 
 It was shown that, for a SIMO system, the problem of determining a closed form solution 
for the critical time delay maybe reduced using singular value decomposition (SVD) to 
one of finding the roots a certain polynomial. 
 
 The technique however could not be exploited for polynomial reduction for the MIMO 
case. Two numerical methods, Newton’s iterations, and bisection for multiple functions, 
are applied to analyze the stability for the MIMO case. 
 
4.2 Recommendations for Future Work 
 
 The data as indicated in Table 2.1 shows that even for small values of CRdd  , the 
instability in the system is substantial. There is a measurable change in the stable equilibrium 
configuration of the system subjected to infinitesimally small perturbations. This feature can be 
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harnessed practically to design sensing devices that indicate a change in system variables. The 
constrained pendulum investigated is the minimum model order required to formulate a discrete 
model of the catenary. Given the counterintuitive phenomenon that it has exposed, another 
plausible recommendation for future work would be to extend the results to higher dimensions 
and find the stability configurations in each case. Chapter 3 involves the determination of an 
analytical solution for the critical time delay of a SIMO system. The technique when extended to 
a MIMO system was challenged because of the size of matrices involved. An obvious 
recommendation would be to devise a method that renders a closed form solution for the time 
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