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ABSTRACT 
The processing equipment used in the manufacture of .sem·iconductor devices 1s 
becoming more and more complex. The equipment typically has large numbers of 
controllal?le input factors that must be adjusted to yield a product having many 
different performance characteristics. Oftentimes a basic understanding of the 
operation of the system exists, but a complete empirical model ·is rarely developed. 
This type of model would be useful not only in reducing the time needed to set-up a 
process, but would help to establish an optimum operation point that m.ay not be 
apparent. 
An example this type of process is silicon epitaxy. A single wafer epitaxial reactor is 
available for develo"pment use at AT&T Microelectronics. It will serve as a vehicle for 
investigating empirical model building techniques. This project involves the us·e of an 
experime.ntal design technique that can establish models for various system .responses. 
The input variables and output responses are discussed and models are formed to relate 
them, 
The resulting models can be related to cµrrent theory that exists for epitaxial 
deposition-, and to the experimentally established base of knowledge about the 
operation of the reactor. The models will be used in a production environment to 
resolve questions about reactor set-up and optim.ization. 
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INTRODUCTION 
The production of integrated circuits consists of ~ sequence of individual fabr.ication 
steps or processes.; Each step in today's m.anufacturing· lines may require complex 
processing equipment. The equipment will typically have a large number of _input 
factors or independent variables that can be·adjusted. The desired output at each step 
can have many different performance characteristics or responses. ~1uch time and 
effort tends to be requ.ired to bring product in to specification. This is mainly because 
engineers do not have a f u 11 understanding of the input variables and their affect on 
these responses. This causes an undesirable loss of. production time for machine set-up. 
It also adds the possibility that the resulting operation point may not yield the 
optimum output. 
The first step in manufacturing integrateq circuit devices is the deposition ·of an 
epitaxial layer on a polished silicon substrate. Epitaxy is a chemical vapor deposition 
process where the substrate· acts as a seed crystal for the ·growth of a thin single crystal· 
layer. Impurities or dopants are intentionally added to the growing layer so that the 
layer will have certain desired electr.ical characteristics. This processing step is a good 
. 
example of the general problem described above. Epitaxial reactors currently on the 
market do indeed have many parameters that must be varied simultaneously to achieve 
desired results. 
Two of the epitaxial layer ch<:l,racteristics that are of prime importance to the devices. 
being manufactured are measures· of the thickness and dopant concentration 
uniformity. These are measures of how much variation exists across the layer. It is 
important to he able to control these parameters, since variations can influence various 
electrical properties of the devices later fabricated in the epitaxial layer. 
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Keeping the layer unifor.m will also improve the quality perception of the epitaxial 
process as measured by the various statistical indices commonly monitored in a 
manufacturing environment. A frequently used too.I for monitoring process 
performance is the capability index, Cp. Cp is a ratio of the specification spread 
(allowable process spread) divided by the actual process spread (six sigma). The 
specification spread is -simply the upper specificatiori limit minus the lower specification 
limit. The process spread is always six standard deviations or sigma of the process 
parameter. Cp indicates how narrow the spread of the process is with respect to the 
specification spread. Clearly, the larger the value of Cp, the better. 
The thickness and concentration uniformity of an epitaxial layer are affected by several 
i.nput variables. Some of these variables are controllable process variables such as ·the 
temperature of the substrate or gas flow: Others are sources of noise, such as humidity 
in the factory, which may be difficult or expensive to control. To further complicate 
the epitaxial deposition process, some of the variables can affect both measures, and the 
optimum settings for thickness may not ·achieve optimum concentration results. Other 
variables interact with each other so that a change in one may cau·se the adjustment of 
another to behave differently. 
Unfortunately, epitaxial reactor suppliers do not help the -situation, in that they rely oh 
a serial "one variable at a time" approach to setting up and adjusting a process. This 
' 
method usually succeeds, but is tirr1e consuming and expensive 'for a manufacturing 
environment in terms of lost productivity time. Little work has been done to attempt 
to develop models that would assist in understanding the epitaxial deposition process. 
The key to this is the development of experiments that can study the many control 
parameters simultaneously. The effective utilization of expefiments to understand and 
"·optimize'' a process is based on maximizing the amount of information obtained, in a 
J 
I 
reasonable number of test runs. 
This project will attempt to look at this problem on a sing_le wafer epitaxial reactor that 
is currently available for developm.ent use at the AT&T Microelectronics, Silicon 
rv1aterials Operation in Allentown, Pa. The reactor is manufactured by A.SM Epitaxy, 
Inc. in Tempe, Az. 
The variables that may effect the uniformity responses will be investigated. An 
experimental design technique that can look at t.hese variables in a structured_ way will 
be discussed. The experiment will be run and the resulting data will be .used to develop-
models for the uniformities that can be obtained in the reactor. The models will be 
d isp laye_d graphically lJSirtg response surf aces. Response surf aces are used to identify 
detailed response variations and optimum response points within the ranges of the 
input variables. 
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EPITAXY FOR CMOS DEVICES 
Epitaxial growth is a key step in the f abricat.ion of twin-well and other Ctv10S 
technologies. Generally, the starting material is either an n+ or p+ s·ubstrate with a· 
lightly doped epitaxial layer of the same conductivity type. Th~ aim of epitaxy is to 
grow high purity silicon !aye.rs of controlled thickness with accurately determined 
dopant concentrations distributed homogeneously throughout the layer. After the 
epitaxial layer is grown, p-wells and n..awells (tw·in well process) are defined and 
implanted for then and p-type transistors. The epitaxial layer thus forms the blanket 
layer in which the transistors will be fabricated. 
1. Latc·h-up 
The use of an epitaxial layer for C.NIOS technology is driven by the impact of the layer 
on latch-up.1 The phenomenon ·of latch-up is depicted in figure la for a typical p-well 
C~·10S process. Inherent in bulk C~10S processes is a four-layer p+/n/p/n-i path 
running from VDD to ground. This pnpn path contains three p-n junctions that 
become a pair of cross-coupled pnp and npn bipolar transistors. This parasitic device 
serves to short the. V DD and V SS lines, usually resulting in chip se.lf-destruction or at· 
. 0 
least system failure with the requirement to power down.""' 
The resistors Rw and RSJ shown in figure lb shunt the base and emitter of their 
respective transistors. Rs strongly depends on the su·bstrate used. The use of an 
epitaxial layer on a highly doped substrate strongly lowers Rs, thus lowering the 
forward gai·n of the parasitic de.vice and widening the safe operating area for the 
circuit. 3 An epitaxial layer is considered one of the most effective latch-up prevention 
strategies. 
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The advantage that the epitaxial layer presents to the device designer does not come 
without cost. Silicon epitaxy is an expensive process not only in terms of capital 
expenditures for equipment, but also because of th.e specifications placed on many 
cliff ere n t ,tS pee ts of U1e layer. Man uf act uring operations often claim th at the costs 
associated with t.he evaruation of the epitaxial layer equal the costs of depositing the 
I aye r its e If. Se v e r al of t h e- l aye r spec if i cat ions t h at are i m po r t an t to t h e d e v i c e an d to 
und·erstanding this experiment will be discussed. 
2. Cone.en tration 
A parameter that character_izes the switching behavior of an MOS device is the 
threshold voltage. This is defined as the voltage at which an ivfOS device begins to 
conduct ("turn on"). The threshold voltages for both pol?,rity devices are determined 
primarily by the doping of the region in which the transistor is fabricated. If a single 
well is. used, one of the two devices will be d·ependent on the do.ping level of the 
epitaxi.al layer. The layer doping must, therefore, be constant across the wafer. For a 
twin well CMOS process, some oft.his dependence is removed since th_e well doping now 
determines the threshold voltage in both devices. The well doping level is generally an 
order of magnitude higher than that of the epitaxial layer. However, the well doping 
must compensate for the doping in the e-pitaxial layer, thus a constant level is still 
demanded (whether it be nor p-type}. 
To control the conductivity type and carrier concen.tration (electrical resistivity) of the 
layer, dopants are intentionally addc.d to the gas flow during the entire growth process. 
Typically dopants are introdu~ed using their hydrides. Diborane (B2H6) is used to 
incorporate boron, phosphine (PH3} to incorporate phosphorus, and arsine (AsH3) to 
incorporate arsenic. The incorporation of.dopant atoms from the gas· phase in to the 
6 
layer depends on many factors, including substrate tem.perature, deposition rate, 
dopant mole volume relative to the source gas mole volume, and the geometry of the 
4 5 
reactor. ' 
In addition to intentional dopants incorporated into the layer, unintentional clopants 
are introduced from the substrate. The starting substr~te for CMOS devices will be 
highly doped (>lel9 atoms/cc) with boron (p+) or antimony (n+). The unintentional 
do pan ts are introduced in the growing layer by two cl istinct means, solid state diffusion 
and vapor phase autodoping. The solid state diffusion effect represents the diffusion of 
impurity atoms from the substrate into the growing film at elevated temperatures. 
Vapor phase autodoping arises from the evaporation of dopants from· the substrate into 
the gas stream, and the subsequent reincorporation into the growing layer. Autodoping 
results from atoms evaporated from the front of the substrate, as well as 'the edges and 
backside. These effects man if est as an enhanced transition region bet ween the layer 
and the substrate. 
3. Thickness 
The thickness chosen for the epitaxial layer 1s constrained by autodoping 
considerations .. A thicker layer is required to insure that the autodoping tail from the 
substrate does not interfere with the implanted wells for the devices. It is important 
that a lowly doped region exist between these two areas. this region must, however, be 
as thin as possible to reduce leakage currents. The lightly doped epitaxial layer \viJ.I 
have high concentrations of miriority carriers. These carriers ·diffuse long disiances· to 
the space charge layers of pn junctions where the are collected as undesirable reverse-
bias leakage currents. The heavily doped substrate has few minority electrons and th us 
will not contribute significantly to ·leakage currents. 6 Clearly, tight control of epitaxial 
7 
layer thic~ness is desired. 
4. Defects 
An epitaxial layer that is free from crystalline defects is required to ensure proper 
operation of a MOS device. Little explanation is needed to understand that defects in 
the lattice will strongly effect the flow of carriers in a device. The crystal perfection is 
a function of the properties of the substrate and the epitaxial process itself. The most 
common types of defects that occur as a result of epitaxial deposition are growth 
features including stacking faults, tripyramids, hillocks and mounds, and the 
occurrence of slip. 
The various growth_ fe_atures m~y result from minor flaws in the substrate surface that 
act as points of preferential nucleation. Local regions of silicon dioxide, nitride or 
carbide on the surf ace also provide sites for n.udeation of such faults. The epitaxial 
process affects their formation as welL Lower deposition temperatures or higher 
growth rates can serve to aggravate this problem. 516 They may _also result from 
impurities and particulates within the reac.tor that land on the substrate. 
Of more importance to the single wafer reactor, is the undesired occurrence of slip. ·slip 
-is a displacement of crystal planes past each other as a result of stress. This results 
from a temperature gradient that can exist between the back and front of the wafer 
during the process. 6 The problem can develop from gradients existing d-uring the 
deposition itself or.during ·t_ransitions. The problem can be serious on the. single wafer 
reactor because the wafer is ·heated from both -the front and backside. It is complicated 
by the rapid heat-up and cool-down rates that are required for wafer throughput. The 
features. of the reactor will be discussed in the next section. 
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A front-to-rear temperature difference of only a few degrees causes a differential 
expansion of the wafer. In effect, the wafer can curl up on the susceptor. If the wafer 
edge loses contact with the susceptor, the edge temperature drops, causing still further 
bowing. The resulting temperature gradient results in sufficient stress to create slip in 
the substrate and epitaxial layer. 
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ASM EPITAXY - SINGLE WAFER EPITAXIAL REACTOR 
To fully appreciate the objectives of this project, it 1s essential to have an 
understanding of the operation and configuration of ·the ASfv1 reactor, A grneral system 
description foliows.7 Creater detail about systems that affect the procrss variables 
being studied will be discussed in later sections. 
The ASM Reactor is a single wafer processing system for growing single crystal, eloped 
epitaxy on a silicon substrate. It is a departure from currently available production 
reactors, all of which process a batch of wafers in a chamber with much larger volume. 
This presents an advantage in terms of several layer characteristics that can now be 
improved since the environment inside the reattion chamber is now tailored to one 
wafer instead of many wafers. Tight control of both the. thermal distribution and gas 
flow across the wafer allows more uniform layers to be deposited. The improvements 
are seen in both thickness and dopant distribution (concentration.). 
Unfortu.nately, wafer throughput is sacrificed if this reactor 1s compared to a batch 
reac_tor. Unless the. time it takes to process a wafer can be reduced, there will be a 
trade-off between through-put and improved uniformities. A faster cycle can be 
achieved by i·ncorporating rapid heating and cooling of the wafer and a high growth rate 
of the epitaxial layer. When considering the trade-off issue, wafer diameter also 
becomes important. The load size in a batch reactor decreases as. wafer size increases. 
The react.or as a wh·ole can be divided into several subsections. There is a two part 
wafer handling section that serves to hold and transport waf~rs, a reactor section that 
houses the processing charnber, and various external systems needed to handle ·gas and 
power distribution as well as reactor hazardous exhaust. 
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l. Wafer Handling Section 
Figure 2 is a diagram of thr wafer handling section. It consists of the wafer 
input/output chambers and the wafer transfer chamber. 
The system is full_y load locked, whi·ch means that the cassettes holding the 1vvafe.rs to be 
processed are housed in c-hambers that are isolated from the operator and the clean 
room environment, as well as the rest of the reactor. F·ull cassette-to-cassette 
automation is employed permitting the loading and processing of up to .50 wafers (2.5 
per cassette) without operator intervention. The cassette elevators present individual 
wafers .to the wafer transfer chamber. 
The wafer transfer chamber is also under the protection of its own inert atmosphere. 
The wafer transfer arm provides the movement of the wafer from. either cassette 
through the transfer chamber to the process chamber. The transfer arm receives the 
wafer with a quartz wand or paddle .. A unique non-contact wafer handling mechanism is 
a major contributor to obtaining a clean, high quality layer. The paclcllr mnvrs above 
the wafer surface and directs streams of filtered nitrogen at the· wafer ~1111 1(·e through 
channels in the quartz. The differential in pressure that develops (the Bernoulli 
principle) causes the wafer to be lifted toward the paddle without. actual co·ntact. An 
automatically operated gat.e valve isolates the w.af er transfer ·chamber from the process 
chamber during all reactive process phases. 
2. Reactor Section 
The process chamber (Fig. 3) is constructed of quartz and provides the rectangular 
envelope in which the e_pitaxial reaction occurs. The process chamber houses ·a silic0.n 
carbide. coated graphite susceptor, and a susceptor ring assembly. A cvlindrical 
11 
projection .called the tubulation extends from the bottom center of the process chamber 
to provide an interface with the wafer rotat.ion assembly. 
Each end of the process chamber is sealed against a flange with an o-nng. The inlet 
end of thr chamber is sealed against an injection manifold for reactant gasses. and the 
gate valve that opens for wafer loading. The gasses are directed into the chamber 
through a series of slots at a high velocity, making a single pass across the wafer. 'The 
outlet end of the c.hamber is sealed against an exhaust flange. 
The process chamber has a relatively small cross-sectional area. This profile provides 
max·imum contact between the process _gases and the wafer surface while minimizing 
the a.mount of _gas required. Downstream of the susceptor, the process chamber height 
increases to allow rear access for quartz and graphite parts. 
The susceptor acts as a platform for the wafer during processing. The transfer arm 
places a wafer on the susceptor inside the process chamber. The susceptor ha~"i low 
th.ermal mass to allow rapid heating and cooling. Rotation of the wa.fer is rrq11ired 
during the deposition process since the amount of silicon in the gas stream will clearly 
become depleted as it pas_ses across the susceptor. Rotation ensures that the wafer 
is evenly exposed to the flow of gases in the chamber. A quartz shaft extends from a 
rotation motor into the proc"ess chamber to support the susceptor and provide the 
rotation. A thermocouple passes up through the quartz rotation shaft to me3.,-;;ure 
temperature at the center of the sus·ceptor. 
The susceptor ring (Fig. 4), also silicon carbide coated graphite, surrounds the susc('ptor 
and is supported independently on quartz pins. This ring houses three thermocouples 
to measure ·temperatures at the front, side and rear of the susceptor (relative to the gas 
flow). These thermocouples are slaves to the master at the center of the susceptor. 
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Zoned temperature control allows· each position to have a calculated offset from the 
master thermocouple- indication and maintains the desired wafer profile temperature. 
Heat from lamp arrays passes through the quartz process chamber to h.eat t.he 
susceptor and wafer. The upper and lower .lamp array assemblies contain the infrared 
quartz lam·ps (tungsten halogen) which provide the heat. Each lamp is backed by gold-
plated reflectors. The reflectors are cooled by internal water flow passages, and each 
lamp is cooled by dedicated air flow passages. 
:3. External Systems 
Overall system operation is coo rd in ated by a system controller using a microprocessor. 
All wafer handling and process control functions, including recipe execution are 
controlled by this system. This includes the gas flows, temperatures, and times of the 
deposition process. This computer also monitors system sensors and interlocks to 
perform controlled shut-down during system abort or alarm aetivi.ties. Primary 
operator interface is through a touchscreen. 
A power module is attached to the system. This is the cabinet housin·g the electrical 
components needed to distribute, control and condition the 480 volt input power. The 
most important portion of this ci_rcuitry are the components that pr9vide co~trol of the 
re·actor lamps. These components include SCR (silicon controlfed rectifier) paeks, fuses, 
and lamp current monitoring circuitry. 
Gasses are delivered to the process chamber through a series of valves and mass .flow 
controllers· all. contained in the gas panel. The flow of the individual gasses is turned on 
and off by pneu m·atically operated valves. A pneumatics panel receives electrical 
signals from the system controlle.r and converts them to pneumatic control signals. The 
lJ 
amount of flow is controlled by first regulating the gas to appropriate pressures. The 
gas 1s then passed through mass flow controllers that are automatic valves controlled 
by a thermal flow sensor. 
Since the epitaxial deposition process is not 100% efficient, the exhaust from the 
process chamber contains unreacted process gases. A gas scrubber is required that uses 
water to remove ·the unreacted silicon (trichlorosilane) from the gas stream by 
converting it to a complex mixture of solid silicon oxides. At the same time. the IICI 
dissolves in the water creating aqueous hydrochloric acid. This gas scrubber is 
important to the process since the scrubber is the vehicle that establishes the pressure 
in the process chamber. It is critical that this pressure be stable to assure uniform 
g.rowth of the epitaxial layer. The scrubber being used (Vector Technical Group 1 Inc. 
ES-350 Fume Scrubber) establishes this pressure with an adjustable negative· draw 
venturi valve system. Water is recirculated into the input tubing thus creating a 
venturi effect. This sets ·up a slight, constant draw on the process chamber (O.~ ± 0.1 
inc hes water). 
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EPITA..XIAL DEPOSITION PROCESS CYCLE 
This section describes the epitaxial deposition process that is used in ·this experimrnt. It 
is an example of a typical pTocess used for CMOS devices. It differs only in that a 
single wafer deposition process must have a short cycle time to keep ovrrall wafer 
throughput as high as possible. For this reason, temperature ramps and layer growth 
rates are much faster than norma)ly encountered in batch processes.5 
Before each wafer is loc\ded, the empty chamber is subjected to a conditioning cycle. 
The susceptor is heated to 1190 ° C and HCl is injected into the chamber. The HCl flow 
is continued for 1 minute to remove all deposits that were grown on the susceptor, 
susceptor ring, and chamber during the previous wafers layer deposition. This is 
necessary mainly to control particulates, but also to ensure that any material deposited 
does not influence later wafers. 5 ,.7 This influence may be the outgassing of doping 
material into the ga.s stream or perhaps a change in deposition near the edge of the 
wafer because of silicon build-up on the susceptor ring. After the susceptor is stripped, 
a thin layer of silicon is deposited on the su~ceptor (offe micron thick) to further ensure 
that the next wafer sees a uniform, clean-starting condition. 
The deposition process takes place at atmospheric pressure. The reactor available is not 
configured to operate at reduced. pressures because there are _no real advantages for the 
growth of CMOS epitaxial layers. The advantages that operation in a reduced pressure 
mode does ·present are mostl_y for the fabrication of bipolar devices; 6 An epitaxial layer 
for a bipolar device is grown over several diffused patterns, or buried layers, requi.red to 
create isolation, collector, emitter, or base functions. The buried layer complicates the 
epitaxial process because of vertical and lateral autodoping, pattern shifting, and 
pattern distortion. Reduced pressure operation substantially reduces these problems. 
1.5 
For a CMOS process, reduced pressure operation would only serve to add 
. l 5 7 part1cu ates. ' 
The wafer is loaded into the process chamber when the chamber is at an elevated 
tern peratu re. A significant amount of time is saved by not cooling to room tern pera.t ure 
before -loading an unprocessed wafer. Clearly, a higher system idle temperature will. 
result in a shorter overall cycle time. Unfortunately, a limit will be reached. Dropping 
a cold wafer on a hot susceptor or unloading .the hot wafer into a cold environment will 
thermally stress the wafer and be a potential cause of slip. Slip is avoided completely 
when the reactor is operat.ed with an idle temperature as high as 900 ° C. 
\Vhen the transfer arm is removed and the gate valve sealed, hydrogen is flowed into 
the chamber and a temperature ramp is begun. The wafer temperature is ramped from 
900 ° C to 1150 ° C in 90 seconds. Experiments monitoring oxygen· residual in the 
process chamber have shown ·that this time will be adequate to purge any nitrogen 
which may have entered the chamber <luting the l_oad cycle.7 It is important to remove 
all residual nitrog~n from the chamber before the layer deposition is begun. 
A wafer etch is started by flowing HCl into the chamber. The etch serves as a fast 
method of removing the native oxide that has grown on the wafer surface. This oxide 
layer would inhibit single crystal growth of the epitaxia·l layer. The etch also se·rves to 
remove any small particles that may- be on the starting wafer. 5 Initially there is a 1.5 
second purge of the HCl lines to stabilize flow (bypass·ing the chamber) .. HCI is then 
flowed into the process chamber for one minute while maintaining a wafer temperature 
of 1150 ° C. Along with removing the native oxide, this will remove one ten th ·to one 
half micron of silicon. 
The wafer must now be ramped to the appropriate deposition temperature (11--10 ° C 
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typically). During· _this time the gases to be used for layer deposition must be purged to 
establ-ish flow rates (this is actually begun <luring the wafer etch). It is also important 
to remove most of the HCI residual from the chamber so that the layer growth can be 
uniform throughout the deposition cycle. All this can be accomplished in 30 seconds. 
The epitaxial layer is now grown by flowing trichlorosilane and dopant gas, along with 
the hydrogen carrier gas, into the process chamber. The TCS flow is adjusted so that a 
layer growth rate of 4 to 5 microns per minute ·is reali·ze.d. Crowt h rates abov.e th is- are 
inefficient since the increase in growth rate diminishes rapidly for increases in flow 
above this point. Surface quality also degrades for higher growth rates.·5· The dopant 
flow is adjusted to achieve desired layer concentration results, and time of deposition is 
adjusted to achieve des.ired l.1yer thickness results. 
All reactive gases are now turned off and the wafer temperature is ramped down to 
900 ° C in the presence of hydrogen. All reactive gases must be purged from the 
chamber during this time. As with the heat-up ramp, this takes 90 seconds. The flow 
into the chamber is switched to nitrogen and in 15 seconds the wafer is unloaded. 
The overall cycle time for one wafer is roug"hly 10 minutes for a seven micron layer. 
This time includes the susceptor conditioning. For a manufacturing environment, 1t 1s 
eventually desirable to reduce this ti"me. This. would be done by custom ·tailoring etch 
times, gas purges, and ramp rates when final processing.conditions are established. 
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EXPERIMENTAL PLANNING 
:\t this point more information is needed to fully understand. the operation of the single 
wafer reactor. The system can he used to prod u_ce satisfactory product, but ope ration 
is inefficient and the full potential of the reactor inay not yet be "realized. This 
situation- is certainly not limited to this reactor or to chemical vapot deposition 
equipment, but is widespread throughout the semiconductor industry. 8 ~1any complex 
systems with numerous potential causatiye input variables are used to produce product 
with large numbers of performance features. Excessive system noise serves to furthflr 
confound the situation. 
~Iuch thought is req·uired at this point to crea·te well designed experim·ents. This stage 
1s the most -important and often most time consuming portion of th-e overall 
exp~rimental process. 8 There must be clearly defined, measurable objectives. All prior 
k now 1 edge of the sys t e m m us t be inc or po rated . The exp e rime n t m us t be prop e rl .v sized 
so that the region of operation is adequately investigated, and enough data is obtained 
to yield statistically significant results. All sources of external noise should be 
minimized, and all normal variation must be estimated. 
Because of the many uncertainties involved, any group of -experimental runs usually 
becomes only one part of an iterative ·sequence. The knowledge gained from one 
experiment may not be the final result, but rathe.r the basis for the next experiment_. 
For example, the first stage may help show exactly which oft.he many input. variables 
affect the output response. A follow-up experiment may attempt to investigate the 
interactions between the main input variables. 
The following ·section describes the planning th at was involved in the single \vafe r 
reactor uniformity experiment. 
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l: Objectives 
As discussed previously) two characteristics of an epitaxial layer that are of prime 
i m po r t an c e to t h e cl e v i c r be i n g l\1 b r i c ate d are t h i c k n e ss u n if or m i t y an cl con c e n t rat ion 
uniformity. For reference) figure .5 shows typic·al results for layer thickness and 
concentration .distributions. The readings are obtained using measuerment techniques 
to be discussed in later sections. ~rfeasurements are takeff across several wafer 
diameters at positions corresponding to the wafer center, half radius) and 10mm from 
the edge. Contours are mathematically fit to the data for visual effect. 
Unfortunately, there are nt_1merous proc~ss variables that may be adjusted to attempt 
to optimize these characteristics .. \t this point, acceptable uniformities are achieved by 
serially adjusting one variable at a time. This one-at-a-time approach is extremely time 
consu m 1ng, and can of ten be in error. Th is method assumes implicitly th at all the 
.effects that .the variables have on uniformity are ind_ependent. No attempt is made to 
est·ablish what might happen if. variables are changed, not individually, but together. 
Any interactions between variables will be missed. Experience shows, however. that 
these interactions do exist in many syste.ms .used in manufacturing, and in particular, 
on the reactor being studied. 
It would be valuable to have a mathematical model for the uniformity "response" of the 
reactor. A satisfactory operating point has been established 1 but several uncertainties 
rem a1 n. Is the operating point a true opt i m um? If not, at what v a I u es sh o u Id t he 
inputs be set? Is there instability at the o.ptimum point in that small changes in one or 
more variables cause large changes in system r~sponse? Can a prediction be made 
about what t'he uniformity response will be if an thput variables were changed? For 
example, can temperatures or gas flows be reduced without significant changes'? If the 
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model can incorporate all the principal variabl.es and there· effects on uniformity 
throup;hout an appropriate ra,nge of adjustment, these questions can be answered. 
:\lso .of concern wiH be the methods .used to interpret the modrl obtained. A large 
n u m be r of i n p u t var i ab le s w i 11 r r quire v is u al i z at ion in a m ti! ti-cl i m r n s ion al opera t ion 
space. :\. graph.ical method is required to assist in the display of the results. 
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2. Input Variables 
Obtaining an accurate model for a system 1s not possible unless one has a good 
understanding of all the input variables that might have a potential affect on system 
response. Oftentimes an entire experiment should be designed to sort through all the 
possible sources and eliminate those that produce insignificant changes. This type of 
"screening" experiment will handle many inputs, and in a relatively small numher of 
runs d~termine which have main effects on the response. 8 
Fortunately, a good idea of which variables are important exists from the work done to 
date on this reactoLS, 9 The inputs can be roughly divided into three groups; 
mechanical adj.u·stments, variables that change the flow of gases across the wafer, and 
variables that change wafer temperature. 
a. i\1ech an ical Adjustments 
There are a senes of adjustments that are critical during the set-up of the reactor. 
These adjustments concern proper alignment of the chamber, graphite and injector slot 
openrngs. Care must be taken so that the desired gas flow pattern and wafer 
temperature can be o·btained. 
1) Gas Injector Slots - The gases are injected into the process chamber through 
three slots (left, center and right) located in the input flange. The slots span· the 
entire width of the process cha·mber. The opening of the slots can be adjusted. 
An appropriate opening dimension for each slot has been es.tablished at, the 
factory, so that a uniform gas flow across the chamber width can be established. 
This is a coars~ adjustment. Figure 6 sh9ws the thickness distribution for a 
layer grown on a non-rotating susceptor. This profile indicates that the slot 
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adjustment is adequate, even though. the left side of the wafer (with respect to 
gas flow) is thicker. 9 Note th·at the depletion effects (in the direction of gas flow) 
result in a variation of the same order of magnitude. 
~) Process Chamber Front Flange Position - Clearly, the input encl of the 
chamber must be positioned correctly with reguard to the gas input. 'T'his will 
ensure that a uniform laminar flow is established. Again
1 
testing at the factorv 
has resulted in appropriate specifications. 
3) Graphite Positioning - The height of the top surface of the susc6'ptor and 
susceptor ring must be even with the bottom o( the process chamber (see figure 
3). This will ensure that there are no perturbations in the flow stream as the 
gas passes across the wafer. Note that the susceptor is indented to accept the 
wafer. In addition, the susceptor and susceptor ring must be centere<l properly 
so that the wafer rotates concentrically. 
4) Thermocouple Positioning - It is ·critical that the each thermocouple ·be 
inserted properly so accurate temperature readings are obtained. This is 
· especially important for the thermocouple that is inserted into the center of the 
susceptor. 
All the above set-up parameters must be done properly to avoid major layer uniformity 
problems. Procedures have been established to ensure this, and the assumption will. be 
made that the machine has been set-up properly. Current uniformi.ty results obtained 
tend to confirm this. 
b. Adjustments Affecting Gas Flow 
Each of the gases used during the deposition step itself must be considered as i_1, possible 
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source that may influence layer uniformity. In addition, the rotation rate of the 
susceptor ·can be controlled, and may br critical to ensure that depletion effects are 
averaged. 
1) Hydrogen Flow - Hydrogen, the carrier gas, makes up the bulk of gas flo\V into 
the process chamber. The manufacturer of the reactor recommends that this 
... 
flow be one of the adjustment vehicles for thickness uniformity.' 
~) Dopant Gas Flow -e Very low flows of dopant gas are used in the deposition 
process. The total flow of dopant gas entering the system is roughly two orders· 
of magnitude less than the hydrogen flow. If there is good mixing of the dopant 
with the hydrogen flow, it can be assumed that variation in dopant flow will not-
affect layer uniformity. Indeed, experience has shown that this is the case for 
the types of flows required for C;\!OS devices.5 Changes in dopant flow only 
shift the overall level of dopant concentration in the laye-r. 
3) Silicon Flow - Changing the flow of silicon into the process chamber can be 
thought of as a change in the growth rate of the epitaxial layer. Generally, more 
silicon flow implies faster layer growth. Again, the manufacturer recommends 
this as a way to adjust thickness uniformity. 
4) Susceptor Rot~tion Rate - It is possible to vary the rotation rate of the 
susce.pto.r. As stated previously, there will be a variation in growth from -the 
front of the susceptor (edge toward gas inject) and the rear edge from the 
depletion effect. The concentration of silicon and dopant will be reduced as it 
passes across the wafer. There will also be a slight variation across the chamber 
.because of the coarseness of the inject slot adjustment. These variations are 
averaged across the wafer by wafer rotation. The speed must be high enough to 
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accomplish this averaging. Experiments have shown that the rotation rate 
chosen (30 rpm·) is more than adequate for the layer thickness and growth rate 
used for the current optimum operating point. Figures 7 and 8, show three 
wafers grown at varying rotation rates (with all else constant). There is little or 
no variation in the thickness or concentration distributions when the rotation 
speed is changed from 20 to 40 rpm.· 
Of ·the above gas flow adjustments affecting growth; silicon flow and h.ydrogen flow 
should be .considered as input variables. The ability to accurately control and vary the 
flow of th.ese process gases to the process chamber is essential. At this point a more 
detailed description of how this is done is useful. 
As stated previously, the gas panel controls the flow of g~es to the process chamber 
with mass flow controllers. A mass flow controller precisely measures and controls the 
mass flow rate of gas. The main components are a control valve and a mass flow 
sensor. 
The mass flow rate of gas is monitored by sensing the temperature change of a flowing 
gas stream subject to heat. Heat is s·upplied by a resistance element, that is woun<l 
around the center portion of a tube that samples t'he total gas flow. Externally wound 
resistance sensors are located upstream and downstream of this heater element. The 
sensors measure the inlet and outlet temperature of the gas stream. The temperature 
sensors are connected to form a resistance circuit so that the difference in resistance 
between the two sensors 1s a direct measurement of the difference in temperature 
between the sensors. The difference in resistance between the sensors appears as a 
voltage, which is directly related to the thermal properties of the gas and the ma...-,s flow 
rate. 
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To provide control, the d iff e ren tial sign al is com pared with an extern ally applied 
voltage that corresponds to the desired flow rate. Any imbalance will drive the gas. 
control valve in the appropriate direction. 
The above description applies to all gases that can be delivered to the reactors gas 
panel as a gas (ie. hydrogen or hydrogen chloride gas). \Vhen a gas such as 
trichlorosilane is used, which is in a liquid form, a liquid flow controller is used. This 
controller will measure.and control the mass flow rate (grams/ minu·te) by vary'ing the 
flow of a carrier gas (hydrogen) through a bubbler containing the liquid source 
tric h lorosilane. 
Now, hydrogen carrier gas is passed through _a mass flow measuring portion of the liquid 
controller tha·t operates the same as a mass flow controller. The hydrogen gas then 
leaves the reactor and runs into a bubb·ler, which is simply a type of container for the 
trichlorosilane having two valves. The first valve is on a dip tube that passes down into 
the liquid and opens near the bottom of the container. The hydrogen carrier gas ente.rs 
the bubbler here. The second valve connects to a tube opening in the top of the 
container, above the liquid level. The hydrogen bubbles up through the liquid 
trichlorosilane, exiting through the s~cond valve. At this point the hydrogen is 
sat u ra~ed with t rich lorosilane. 
The vapor-laden gas now passes back to the liquid source controller and through 
another mass flow sensor now measuring trichlorosilane flow. This flow is compared to 
the required set point. A control valve will vary the flow of hydrqgen carrier gas to 
achieve the requested set point. 
This system will automatically compensate for several problems created by the bubbler. 
As the temperature of the liquid trichlorosilane changes or the level of the liquid drops, 
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the rate of saturation of the earner gas will change. The liquid source controller will 
vary the hydrogen flow accordingly. 
c. \Vafer T~rrtperature Adjustments 
The incorporation of dopant atoms into the epitaxial layer being grown 1s strongly 
4 6 temperature dependent. ' Overall changes in wafer temperature, as well as changes 
across the wafer will infll)ence concentration uniformity. ivfaking these adjustments is 
not straightforward. An explanation is needed of how power is distributed to the lamps 
an d the ext en t to wh i c· h th is can be v a-r i e d . 
The upper and lower lamp array assemblies contain the quartz heat lamp sources for 
the reaction chamber. The lamp arrays are mounted above and below the process 
chamber. Each lamp is.backed by gold-plated reflectors. 
The upper lamp array contains nine 6 K.\V linear lamps mounted on a gold plated plate. 
The lamps are positioned par al le I to the direction of process gas flow. 
The lower lamp array contains eight 6 KW linear lamps (see Fig. 9) mounted 
perpendicular to the direction of process gas flow. Because the rotation mechanism 
shaft interrupts the center of the -bottom lamp array, four additional 1 l(\V spotlamps 
are· mounted in gold-plated parabolic reflectors directed at the center portion of the 
susceptor. 
The he-ating system consists of these two arrays of quartz lamps radiantly heating the 
susceptor and wafer. The linear lamps used in the array are rated at 480-volts AC; the 
four spotlights are rated at· 120-volts AC each and are connected in series across the 
480-volt supply line. 
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The control and distribution of power to. the lamps is handled by a temperature 
controller. This system uses four digital controllers; one master and three slaves. The 
user of the reactor enters four separate temperature set points. One set point 
corresponds to the desired temperature at t_he center of the wafer. The other t.hree 
correspond to offsets from that temperature at the front side and r.ear of the susceptor 
(relative to the process gas flow). These four temperature set points are input to the 
temperature controller from the system controller. They are then passed to the 
corresponding master (center) and slave (front, side and rear.) di_gital controllers. 
The master and slave controllers take these signal;; and co.mpare them to the 
temperature information received from the thermocouples in the susceptor :1nd 
susceptor ring (Fig. 4). The temperature controller will then send appropriate signals 
to the l_amps depending on the differential between the process temperature set points . 
and the measured temperatures. 
The 21 lamps are divided into te-n zones, each of which is controlled by a separate SCR 
pack. The division is shown in figure 10. The SCR packs are the interface between t:he 
tern perat u re controller and the lamps. Note th at zones 1,2,6,7 ,8 and 9 are all cont rolled 
by the master di.gital controller that makes comparisons to t~e thermocouple at the 
center of the susceptor. These six zones would be adjusted as a group if there were a 
difference between the required master contro-ller set point and the actual reading from 
the c_enter thermocouple. A s·imilar situation arises for zones -1 and .5 which are both 
controlled by the front. slave controller. 
Further control of the zones within each group may be required (particularly .the center 
group). lndividu~l adjustment of the ten zones is possible by manually varying ten 
"ratio" potentiometers. This ratio control allows fine tuning of the wafer substrate 
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processing temperature by raising or lowering the power applied to one zone versus 
another. These adjustments are initially set-up by the equipment supplier. This is done 
based on data collected from a wafer with mu·ltiple thermocouples mounted directly to 
the surface. 
In summ.ary, there are a num·ber of adjustments that could be considered as input 
variables to use to adjust wafer temperature. The overall 9eposition temperature can 
be varied by adjusting the temperature set point fed to the master digital controller 
(monitore·d by the center thermocouple). Temperature offsets f~om this tempe_rat_ure 
can be sent to each of the three slave digital controllers (monitored by the three edge 
thermocouples). In addition, ratioing adjustments can be made to .the individual lamp 
zones that are controlled by the master digital controller. ·The most critical of these 
adjustments are as follows.: 
I) Deposit-ion Temperature - Adjustme·nt of the overall wafer temperature as 
read by the center thermocouple is easily done with a set point change in the 
program rec I pe. 
2) Edge Temperature Offset - The three separate adjustments seem to be 
unnecessary when one remembers that the wafer is rotating. This is indeed the 
case. The three individual adjustments are needed only when the machine is 
initially set-up. A wafer is placed on the susceptor with t_he rotation turned off. 
After growing an epitaxial layer, the wafer edge is inspected for the presence of 
slip. Adjustments are made to the individual offsets until a slip-free wafer is 
obtained. Note that this is achieved for the current operating point: when the 
offsets are .as follows: 
Front Offset +.5.°C 
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Side Off set 
Rear Offset 
-2.5 ° C 
-.50 ° C 
:\t first, it may seem odd th.at slip is eli.minated by actually inducing a, gradient 
across the wafer, but it should be remembered that slip is not caused by linear 
temperature gradients across the wafer, but rather by second order effects such 
a..s front to back deltas. In actuality, the offsets may simply be comprnsating for 
a cooling of the front of the susceptor from the incoming gases. 
From this point, fine tuning will be done by varying the three offsets ~ a unit. 
To raise the temperature at the edge of the wafer., the front, side and rear 
offsets will each be raised by the same amount. The user accomplishes this with 
simple changes to the process recipe. 
3) Center Temperature Offset - Figure 10 shows each of the lamps in the 
system. If a 12,5mm wafer is observed in the process chamber, it is apparent that 
only the very edge of the wafer is physically between the edge zone lamps. 
Offsets· to the edge temperature will directly affect the temperature of the outer 
20 to 30 mm of the wafer relative to the center. The distribution of power to a 
large portion of the center of the wafer will be held constant, since the lamps in 
that area are controlled by the master digital controller. The master control·ler 
will uniformly raise and lower the overall power distribution to this center 
portion (lamp zones 1,2,6,7,8 an.d 9) with changes in deposition temperature. It 
would be advantageous to have the ability to adjust this distribution. From 
figure 5, showing the current optimum thickness and concentration profiles, it 
would seem necessary to adjust the power applied to the very center of the 
wafer (center ± 10mm ). Here, ratioing adjustments become useful. Lamp zone 
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9 (figure 9 and 10) consists of fqur spotlamps directed at the wafers center. A 
potentiometer is available to allow 'increasing and decreasing the power to this 
zone relative to the other center lamp ZOI}es. Note that this is not a simple 
adjustment for a production environment. It can not be done wi.th a simple 
software program change. Unfortunately the adjustment may be necessary for 
the fine tuning of uniformity, 
In summary, there appear to be five input variables to be concerned about for adjusting 
thickness and concentration uniformity. 
l)H2- Hydrogen Flow 
2) SI - Silicon Flow 
3) OT - Deposition Tern pera'tu re 
4) EO - Edge Offset (Temperature) 
5) CO - Center Offset (Power) 
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3. Responses 
The responses that will be studied are thickness and concentration· uniformity. It is not 
yet apparen_t how the individual thickness and concentration readings are obtained, nor 
how uniformity values are to be cal cu lated. The answer to these questions will he Ip· to 
determine the fype of substrate and epitaxial layer that are best suited to this 
experiment. 
The layer uniformities obtained in the single wafer reactor will be extrem.e·ly good. 
There will be small variations in the th·ickness ~nd concentration readings across the 
layer. It is therefore important that the measurement technique used be as accurate as 
possible. This will eliminate unwanted measurement error varialion from the responses. 
a. Epitaxial Layer Thickness Measurement 
Infrared Spectroscopy is currently used to measu.re the thickness of an epitaxial layer . 
. If the _proper combination of epitaxial layer and substrate are used, infrared 
measurements are accurate and easy to obtain. This technique .requires that the 
substrate be highly doped so that it is opaque to infrared radiation. The epitaxial layer 
that is deposited on the substrate must be lightly doped so that it transmits any 
ra_diation that has imp_inged on it. 
\Nhen infrared radiation ·strikes the surface of _a sample, part of the radiation is 
reflected from the surface of the epitaxial layer. The remainder of the infrared beam 
_passes through the layer and is completely reflected from the substrate interface 
(assuming there is a sizable difference ·between the doping levels of the layer and 
substrate). The reflectance of the sample is measured as a function of wavelength using 
an infrared spectrophotometer. When the two parts .of the beam reach this detector 
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they interfear, resulting in an infrared spectrum consisting of intrrference fringes 'vvhost> 
spacing depends on the thickness of the epitaxial layer. 
This technique is most accurate for layers greater than 2 microns thick, grown on 
high.ly doped p-type substrates. 10 The lightly doped epitaxial layer can be eloped to 
either conductivity type. Acceptable values fo·r concentration levels are I"-._; I El 9 atoms 
per cubic centimeter or higher for the substrate, and less than I"-._; 1El7 atoms per cubic 
centimeter for the epitaxial layer .. 
An automated gauge is available to accomplish these measurements. In a:bout two 
minutes, the gauge will take 17 thickness readings at different positions on the wafer. 
The positions are located at the center, half_ radius and 10mm from the edge. Four 
scans are taken across the wafer at -45" increments. Note that the equipment gives 
readings that are to the nearest one-hundredth of a micron. 
b. Epitaxial Layer Concentration ~·1easurement 
A Fou.-r Point Probe resistance measurement currently yields the most accurate resul.ts. 
The technique results in a resistivity reading that can be converted into layer 
concentration. Again, there are requirements for ep.itaxial layer and substrate typrs. 
Here, the layer and substrate must be of opposite conductivity type so that a junction 
is formed at the interface. 
A collinear four-probe array is used to determine material resistivity. 11 A direct current 
is passed through the layer be.tween the ou'ter probes, and the resulting potential 
difference is measured between the inner probes. This is done in a dark e·nclosure to 
eliminate photoconductive and photovoltaic effects. The resistance is calculated from 
the ratio of the measured voltage to current values using several correction factors. 
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The correction factors are as follows: 
1) Epitaxial layer thickness (layer depth to the junction). 
2) Probe tip spacing geometry. 
3) Shape of the .area being measured ( distance from wafer edg~ ). 
4) Environmental temperature. 
Note that the layer thickness is required as a correction factor m the resistivity 
measurement. These measurements must be obtained first. 
The concentration of the layer can then be calculated from the resistivity measurement. 
The conversion is established for different d.0pant types from an empirical data base. 12 
The resulting concentration or dopant density is a measure of atoms per cubic 
centimeter. 
This technique is. most accurate on layers greater than 3 microns thick. Thinner layers 
can actually be .penetrated by the ·probe tips. It is also recommended ·that the 
concentration of the layer be gre~ter than ,..__., lEl.5- to help reduce earner injection. 
~1inority carriers can be injected during -the measurement because of the electric field 
in the layer. This is a problem in lightly doped layers having long (relat-ive to probe 
spacings) minority carrier lifetim~s.1.3 
A manual Four Point Probe is available for these measurements. The wafer must be 
positioned manually, taking about one minute per reading, Because of this, the number 
of readings taken was limited to 9. The location of the measurements is the same as 
those for thickness, except that only the two diamet~rs at 4.5 ° relative to the flats were 
scanned. The diameter scans containing the primary and secondary flats were avoided. 
The flats provide a necessary indication of crystal orientation for device fabrication, but 
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there presence influences resistivity readings taken at those locations. 
c. Choice of Epitaxial Layer and Substrate Types 
First, it is necessary to choose the size of the wafers. The single wafer reactor is 
configured to handle both 125mm and 1.50mm substrates. The measurement equipment 
will also handle both sizes. Unfortunateiy, this decision must be made base<l on wafer 
avail ability, since only 125m m substrates are available. 
Combining ·the preferred choices in the above sections shows that a heavily doped p-
type substrate should be used (doped > le19/cc), and an n-type epitaxial layer should 
be grown (doped r-v 1E16/cc). Th~ thickness of the layer should be greater than "-., 5 
microns. The choice of substrate is attractive since the sub_strates currently available 
for experimentati·on are p-type. 
One complication anses with this choice. It is important that the ,vafer does not 
influence the results of the layers grown i·n this experiment. -Boron, which is the p-type 
dopant used, is a mobile species that diffuses rapidly at the temperatures used in the 
deposition process. This impl-ies tha.t outdiffusion and autodoping will be an issue. 
Diffusion through the interface is not a problem if it -is uniform across the w<1.fer. 
Simply keeping the epitaxial layer doping high enough(> 1£16/cc n-type) will keep the 
autodoping tail to a mini-mum. The shorter time. at temperature in the single ,vafer 
.reactor also helps red·uce the effect. The problem. that arises, however, is because of 
additional doping through the gas phase at the edge of the wafer. Boron from the edge 
and backside of the wafer will contribute most heavily at the epitaxial layer edge. For 
this reason, an oxide/nitride b.ackseal is used. The oxide is a pad needed because of 
mechanical incompatibilities of the silicon and nitride_, and the nitride serves a,s the 
seal. This backseal wraps around the edge contour of the wafer thus ·sealing all areas of 
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concern. 
d. Uniformity Calculations 
Each wafer will have. 17 thickness readings and 9 concentration read.ings available. A 
uniformity reading will be a measure (percentage) of how much variation there is in 
those readings. Reguardless of how this variation is approached, some normalization of 
the data will be required. Since the deposition time and dopant flow are not variables 
affecting uniformity, they will be held constant in the experiment. The layers grown 
will therefore have a variation in the overall level of thickness an.cl concentration. This 
factor is removed if the average thickness or concentration across the whole wafer is 
used to normalize the uniformity results. 
Some thought is required to determine the appropriate measure of uniformity. At first 
glance, it would seem appropriate to look at the total range of the 9 or 17 data points 
(maximum reading - minimum reading). A second measure would. be to consider the 
standard deviation of the sample data. This value is important for current statistical 
process control measures such as the previously defined index, Cp. It will be a measure 
of the spread of the data points. The uniformity values calculated using either method 
wil! be greater than zero (one-sided). 
These measures may be useful, but several problems immediately come to mind. Data 
is being collected across the diameter of. the wafer. The result is a· series of 5 point 
scans (4 for thickness and 2 for concentration). Suppose we think about one of these 
scans displayed as a plot of the ·measurements versus position. The same value for each 
of the above uniformities may result whether the shape of that plot is V-shaped (smile), 
or upside-down V-shaped (frown). Similarly, suppose the plot is shaped like a W, and 
an adjustment is made to an input variable that causes the edge measutements to drop 
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without affe.cting the center and half radius measurements. This 1s an important 
result. The standard deviation uniformity would become smaller, but the range 
uniformity would be unchanged. 
A more detailed measure of uniformity is required. It is useful to t·ake advantage of the 
symmetry that exists in both the thickness and concentration results. The rotation of 
the wafer causes the edge readings to be similar and the half radius readings to be 
similar. The differences between the data collected at the edge, half radius and center 
can be used for the uniformity response calculations. These measures remove all 
ambiguity. 
In addition, it may be interesting to consider the average thickness and average 
concentration as respons.es. The models that result will serve as a check on the data 
and the methods used in this experiment since there is a 11better feel" for the results 
that are expected. The response 9f average thickness can be divided by the deposition_ 
time used on each wafer to become a measure of epitaxial layer growth rate. 
A summary of the responses that will be considered follows: 
For wafer thickness data: 
TSIG 
TRNG 
TEC 
THC 
(standard deviation) X 100 
wafer mean 
sd X 100 
Thk 
{ maximum reading - minimum reading) X 
wafer mean 
( mean edge reading - center reading) X 100 
wafer niean 
{ mean % radius reading - center reading) X 
wafer mean 
J6 
100 {rriax - rnin) X 
-
Thk 
{E - C) X 100 
Thk 
100 {H - C) X 100 
Thk 
100 
TEil 
DRTE 
_ (mean ·edge reading - mean Y2 radius reading) X 100 
wafer mean 
wafer mean 
deposition time 
Thk 
dep time 
For wafer concentration data: 
CSIG (standard deviation) X 100 
wafer rnean 
sd X 100 
Cone 
(maximum reading - minimum reading) X 100 
wafer mean 
(E - II) X 100 
Thk 
( ma:r - min) X 100 
r1onc 
CEC ( mean edge reading - center r
eading) X 100 
1uaf er mean 
(E - C) X 100 
CHG 
CE.ff 
CONG 
( mean Y2 radius reading - renter reading) X 100 
wafer mean 
(mean edge reading - mean Y2 radius reading) X 
wafer mean 
wafer mean Cone 
The responses of most interest will be the cliff ere.nee calculations. 
37 
Cone 
(Fl - C) X 100 
Cone 
100 (E - 1n X 100 
Cone 
4. Range of Interest 
Chosing the input variables· was a large task. The manufacturer spent m·urh time 
ch1ring the development stages of the project determining just how the system behaves. 
Furth.er efforts were required to confirm that the system ur:ider study arts in a similar 
manner. More information is needed, however, to be able to continue with the 
proposed experiment. An investigation must be done to determine tin, range over 
which a given input variable should be studied. 
It is. important that the range of adjustment be wide enough to fully cover the r·egion 
where uniformity changes occur. This will also ensure that variances and errors are 
· · · l · h ·. I . 14 15 If h . . b·1· . h I II l t' m101m1zec 10 t e regression ana ys1s. ' . t. ere 1s vana 1 1ty 10 t. e c at:1 co ectrc or 
the response, a broader range of response values is desired. This is accomplished if the 
range of values for the input variables is broader. 
On the other hand, there may be a limit to how wide the range can be. Limits rnay be 
reached because of machine restrictions, or because of problems with wafer 
s-petifications other than uniformity. It is also important to restrict adjustm.ents to the 
range where the desired uniformity changes do occur. Going further may add a region 
where no change occurs, or add higher order effects that the experiment cannot discern. 
Each of the five main input variables must be looked at individually to determine 
appropriate adjustment ranges. Several -wafers were processed at this point to 
accomplish this. The restrictions on each variable, and the effect that changes in level 
have on uniformity will be cl"iscussed incli_viclually. The results are displayed in figures 
11 through 1.5. 
The· figures are plots of normalized thickness or con cent rat ion versus position across 
J8 
the wafer. Each plot contains profiJe·s for three wafers grown at the low, center and 
high settings of the corresponding in.put variable. Because of layer symmetry, the edge 
points and .half radius points use the average of all data taken from the wafer at those 
positions. To normalizf the v:1,lues obtained, the readings at each posit.ion are divided 
by the \vafer nH',U1. In addition, the edge and half radius points· are normalized to the 
center so that the center reading \viii correspond at zero for each wafer. This method of 
displaying the results requires that one thin.k in terms of differences from the C'('nter of 
the wafer. 
_For each wafer (in equation for·m): 
Center Poi.nt = 0 
Half Radius Point = ( mean 1/2 radius rearhng - center reading) X 100 
U'afer mean TIJC or CHC 
Edge. Point (mean edge reading - center reading) X 100 
wafer a11erage TEC or CEC 
Note that the- plots presented are actually from the data collected in the experimental 
matrix. Experiments done before running the matri·x showed the same results. This will 
be discussed in later sections.-
a. Hydrogen Flow (Overall Allowable Range - 0 to 200standard liters per rninute) 
(Current Operation - 80 slm) 
Restrictions - If the flow of hydrogen is increased while silicon flow is held constant. a 
decrease in layer growth rate. will result. At the current operating point, the epitaxial 
growth occurs at "'-'-1.4 microns per r_ninute. It is not desirable to reduce this ralue 
much below 3 µ/min because of the added increase to cycle time .. :\ta flow of l~O slm. 
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the growth rate is ~ 2.8 /t/min. The lower flow limit can he determined from 
uniformity resu_lts. 
Thickness - :\.s the flo\v is raised, the edge ar1d haJf radius thicken rrlative to the cenU'r. 
Li.ttle change occurs for flows below the current center point. Despitr the low end 
results, it was decided to include lower hydrogen flow va!°ues because <)f the 
manufacturers rec·ommendations on the possible range of adjustment that ha.') 
.., 
h·istorically been used.' Perhaps interactions are present, and moving away from the 
current operating point will show a region where h yd roge n flcnv ch an ges h ct Y t' more 
influence. The low flow value chosen is 40 slm. 
Concentration - Uniformity profile unchanged. 
Figure 11 shows the results·of changing hydrogen flow from -tO to 120 standard liters 
per minute. 
b. Silicon Flow (Overall Allowable Range - 0 to 25 grams per minute) 
(Current Operating Point - 1.5 grams/min) 
Restrictions - Again , growth rate Is an i m port an t consider at ion for c v cl e time . If t he 
h . f h f df d . SA h . growt rate 1s too ast, owever, sur ace e ects ten to increase. ht t ·e maximum 
flow of 25 grams/min, the growth r~te is "'4.8 /t/m_in without defect problems. :\t .j 
grams/min, the growth rate is r-v3.0 p/min. 
Thickness - Little change. Perhaps the edge thickness increases relative to the center as 
silicon flow is increased . 
Concentration - The edge and half radius increase relative to the center as sil-icon flow 
is lowered from the current set point. ·A similar change may be occurring in the 
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opposite direct.ion. Perhaps curvature exists and a minimum uniformity value occurs 
within the overall range .. 
Fi.gure 12 shows the results of changing silicon flow from .5 to 25 grams per minute. 
c. Deposition Temperature (Overall Allowable Range - 1000 to 12.50 ° C) 
(Current Operating Point - 11-10 ° C) 
Restrictions - Lamp lifetime is an important consideration. If one lamp burns out, 
there may be significant changes in ·wafer characteristics.
9 Both changes in wafer 
uniformities and slip become issues. It is important to keep this occurrence to a 
minimum. Overall power to the lamps becomes "high" around 1180 ° C' to 1200 ° C. 
Problems develop. when using trichloros·ilane as d.eposition temperature drops. 
Textbooks normally state that a minimum temperature of 1100 ° C i~ required for the 
decomposition reaction to occur. 6 Indeed, tests in this reactor tend to confirm this. as 
the quality of the epitaxial layer surface degrades below 1100 ° C. The. wafer surface 
begins to develop he.avy texture. 
Thickness - Increasing the deposition temperature increases the thickness of the edge 
and half radius relative to the center. 
Concentr·ation. - Increasing deposition temperature decreases the concentration of the 
edge and half radius relative to the center. 
Figure 13 shows the results of changing deposition temperature from 1100 to 1180 ° C. 
d. Edge Off set ( Overall Al,lowable Range - Deposition Te.m perature ± 1.50 ° C) 
(Current Operation - Defined as O ° C Offset) 
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Restrictions - Wafer sl'ip occurs if the edge offset is too far from the center temperature 
value. Tests were done to ensure that the range covered is wide enough to see the 
desired changes without slip. Slip developed for an offset above +:~o ° C. By -:30 ° C,slip 
is not present, but a,ll desired changes occur to uniformity. 
Thickness - Increasing the edge offset increases the edge and ha'lf radius thickness 
relative to the center (with the edge changing faster than the half radius). 
Concentrati9n - Increasing the edge offset decreases the edge and half radius 
concentration relative to the center (with the edge changing faster than the half 
radius). 
Figure 14 shows th.e results of changing the edge offset from -:30 to ,30 ° C. 
e. Center Offset (Overall Allowable Range - 10 Turn Potentiometer). 
(Current Operation - Defined a,s O turns of the Pote ntiom ete.r) 
Restrictions - The appropriate range was established by looking at tht· JI\ 1 (·ent power to 
zone 9 lamps ~ the deposition temperature \\·as changed from 1100 to 1180 ·" C range 
establi-shed previously. The deposition temperature was then .set at 1140 ° C, and the 
zone 9 ratioing potentiometer was varied to attempt to duplicate these power results. 
Remember that this amounts to adjusting the distribtitio_n of powe_r at the wafers 
center. The tern perat'u re con trnl system will at tern pt to hold the tern per at u re read bv 
the center thermocouple constant. The resulting range (± 7 half turns of the 
pote·ntiometer) was checked for desired uniformity changes. 
Thickness - Increasing the center offset (clockwise turns of the potentiometer) increases 
the thickness at the center of the wafer relative to ·the edge and ·half radius. The 
relative position. of the edge versus the half radius thickness remains constant. 
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Concentration - Increasing the center offset decreases the center concentration relative 
to the rest of the wafer. 
Figure 15 shows the results of changing the center offset from -7 to +7 half turns of the 
potentiometer. 
A summary of the variables and there ranges is as follows: 
Variable Symbol Range Units 
Hydrogen Flow H2 40 to 120 standard liters per minute 
Silicon Flow ·SI 5 to 25 grams per minute 
Deposition Temp. DT 1100 to 1180 degrees centigrade 
Edge Offset EO -30 to +30 degre·es centigrade .from DT 
Center Offset co -7 to +7 half turns of potentiometer 
Note that there is a symmetry about the cen·ter point for each variable. This will be 
important for the experimental design. 
At this point, it 1s important to clarify what is actually occurring as temperature 
adjustments are being made. It 1s interesting to view the effects of these changes on 
the distribution of power applied to the lamps. Figure 16 is a bar graph showing the 
percent power that is being applied to each of the lamps when DT, EO and CO are at 
their center values. Full 100% power implies that 480 volts is being applied. The lamp 
order corresponds to the actual positioning of the lan1ps in the reactor (figure 10). 
Figures 17 and 18 represent the high and low values for OT, Overlaying them shows 
that a uniform change in power to the lamps occurs. 
4J 
Figures 19 and 20 represent the high and low values for EO. Overlaying them shows a 
significant swing in power from the edge lamps to the center lamps. 
Figures 21 and 22 represent the high and low values for CO. Overlaying them shows 
the desired change in distribut"ion of power to the center lamps around zone 9. No'tire 
that the top lamp bank must compensate for lowering zone 9 by increasing power to the 
center I-amps. This is to maintain the deposition temperature set point. 
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.5. Empirical Modeling and Response Surfaces 
a. A Proposal· for an Ernpiri'cal Nlodel 
The data discussed to now have no mean·ing in themselves; they are meaningful only in 
relation to a conceptual model of the phenomenon studied. The interpretation of the 
dat-a will differ dependi.ng on what model is thought appropriate. The mechanism 
underlying the de-position pro-cess in the single wafer reactor is not understood well 
enough to allow an exact model to be postufated from theory. An empirical model will 
therefore be useful, particularly.si·nce the response is being approximated over a limited 
range of the variables. 16 
The question now concerns how complex a model is necessary. The degree qf 
complexity that should be incorporated in an empirical modd can seld.om be guessed 
with certainty a priori. One suggested approach is to allow for a f3,irly general model 
that can be simplified in a vanety of ways once the experimental results show what 
. 1 ·f. . l I l .5 s1mp 1 1cat1ons are reasona) e. 
l-Iopefully, straight line functions of each variable will be adequate. Experience with 
similar deposition processes shows, however, that provisions should be made for fitting 
quadratic relationships. In th.is case, the model for the response (y) for each variable (x) 
will be of the form: 
Clearly, there will be interactions between the input variables. Little thought is 
required to realize that a change in hydrogen flow or silicon flow will each result in a 
change in layer growth rate. Similarly, raising the edge offset may have a different 
effect depending on the position of the center offset. The model should include a 
I 
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product ter_m for each pair of variables. The overall model for the .5 variables in our 
system will have the form: 
s E, E, 
!} bo + ~ bi Xi + ~ ~ bij Xi Xj 
i = 1 i=l J=i+ l 
This defines what is called a general second order (or quadratic) surface in five 
variab Jes._ Higher order terms i_n vol v in g cu bes, p rod·u c ts of a variable and a sq u :trr<l 
variable or triple products would unnecessarily complicate the model. The model 
already contains 21 terms. Experie·nce dictates that these terms will be insignificant for 
h f b . d' d 8 1.5 t e type o process erng stu 1e . ' 
Table 1 is a list-ing of each of the terms rn the proposed model. It is often useful to 
normalize the range of adjustment for each variable so that it corresponds to ± 1, \Vith 
0 as the center point. This will make it easier to compare the values of the coefficients 
obtained in the calculation of the model. The second column in table 1 ·lists the 
expansion for each term in the model. 
b. Graphical Re·presen tat ion 
Ana°lyzing the results that will he obtained is not a simple task. Five variables will 
require that one be able to visualize relationships in multi-dimensional space. It is 
helpful to have a graphical representation that can be used to map ou_t relationships. 
Generally, results are more readily understood in geometric terms than in m.ath-ematical 
terms. 
The relationsbip between a response and a quantitative input variable is simply 
displayed as a line. The relationship between a response and two inputs can be 
represented by a curved surface'. This can be displayed in two or three dimensions. I.n 
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two dimensions, one variable is plotted against another an_d different values of the 
response are displayed as a series of contours. In three dimensions, the response is a 
curved surface, known as a response surface. Figure 23 shows a typical example of 
these surfaces. 1.5 They represent contours for a hypothetically fitted setond order 
equation. 
Computer resources are available to produce a form of t·hese plots. Although these 
techniques are limited to viewing two variables at a time, they can be used to help 
answer all the questions about the operation of the system. Each contour plot will 
represent a section of a k-dimension.al surface (k=5 in our system} They will. be 
necessary for understanding the two variable interaction terms in the model. In 
addition, since our system has .multiple responses, the corresponding· c_ontour lines. or 
surfaces for each response can be overlaid to.find an operating point that best optimizes 
the responses together. 
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6. Experimental Design 
At this point, the preliminary work is complete and the problem of experimental design 
must be considered. Five variables have been investigated, ·~nd appropriate ranges of 
adjustment .have been established. Each variable has associated with it a high, low and 
·center operation point. The basic problem of experimental design is deciding what 
pattern.of design po·ints will be~t reveal aspects of the situation of interest_l.5 
Once the pattern of design points is established, an attempt will be made to produce a 
map of the· entire region of operation of the system.. This i·s done using regression 
analysis techniques. Regression analysis, or modeling with least squares is simply the 
method of fitting curves to dat-a points. Computers are available to do this analysis. A 
complete discussion of the techniques are beyond the scope of this paper, but a brief 
discussion of the basic principles is given in the Appendix. 
a. A Full Factorial Design 
Consider a brute force approach to choosing design points. If three levels of each of the 
five variables are to be considered, and all possible comb i·n at ions of these we re run 
individually, a- total of 3x3x3x3x3 = 3.5 = 243 runs would be required. This approach is 
correct in that the region of operation is uniformly covered and the 243 data points that 
result will give a complete description of the operation of the system. The data can be 
used to develop the full mathematical model that is desired. This is called a general full 
factorial experimental design at three levels. In this approach, the number of levels is 
chosen (3) for each of the five variable and experiments are run with all possible 
combinations. Unfortunately, the 243 runs that is required is unbearable on our 
system. Clearly, an alternative approach is necessary. 
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How can the number of runs Qe reduced while still producing enough information to 
allow the accurate calculation of the model? Much information ca~ still be found if only 
two levels of each variable are considered. This would require 2x2x2x2x2 = 25 = :32 
runs. Regression analysis can be used with the resulting data, but it is. not required to 
g_et a feel for the re·sults that can be obtained in a two level factorial design. To 
understand what this experiment will reveal in terms of a model, con·sicler the case of 
three variables and. one response. The runs that will be done can be consid.erecl as 
points on a plot of one variable against the other (Fig. 24a). Each axis represent:-; one 
variable in the experiment. As an alternative, the runs can be listed .in a design matrix 
(Fig. 24b). ln this matrix, a minus sign represents the low level for the variable and a 
plus sign the high level. 
The design matrix 1s a helpful way of displaying the experiment. It can be used to 
determine the "e.ffects" of the input variables on the response. The effect of a factor 
means the change in response because of a ch·ange in the i_nput from a low to a high 
level. From the three variable plot, it can be seen that for each variable there are four 
runs· at the low level and 'four at the high. An average can be taken of the four 
responses at each level. The main effect for each variable is then the difference _between 
the two averages. 
main effect Y+ - Y- for each variable independently 
Notice that all the observations are being used to supply information for each of the 
main effects. Each level is represented by half of the matrix runs. This design makes 
efficient use of the data. Each effect is actually determined with the precision of four 
replicated difference tests. The matrix is said. to be balanced with respect to the 
variable levels. 
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The interaction effects can also be determined. As with main effects, a measure of the 
interaction is supplied by a difference. Here we are comparing the response of one 
variable when a second variable is high to the response when the second variable is low. 
Otherwise stated, the interaction effect is the average response when any two variables 
are at the same level versus the average response when they are at different levels. We 
are essentially comparing diagonal planes in the three variable plot. Agai·n, the design 
matrix is convenient since the appropriate interaction signs can be determined simply 
by multiplying the signs of their respective variables. It should also be noted that, 
although it is not of concern in our experiment, the three factor interaction can be 
obtained in a similar manner. 
interact ion effect -Y+ Y- for each interaction independently 
Here the positive y i!Ilplies that the product of the levels of the individual variables 
yie Ids a high !eve I. 
For N experi-ments, N - 1 columns in the matrix can be obtained. Each column in the 
design matrix provides one item of inf orm·ation or degree of freedom th at 1s 
independent from the rema1n1ng columns. Column independence resul"ts fro.m a 
property called orthogonality. In factorial designs each column is orthogonal to the 
remaining columns. This implies that the response due to one variable is assessed 
independently of the other variables. This property c.an also be seen as 
perpe n dicu lari ty in variable plots w.h ere the d iff ere nces used in effect c ale u lations are 
seen as differences between p.lanes. Each pair of difference planes for one variable or 
interaction are perpendicular to those for another variable. 1.5 
This experiment has resulted in a series of numbers representing_ the relative effects of 
the variables and their interactions. These effects can be used to form a model as long 
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as the coded factor levels (± l) are used in the design matrix. This requires that the 
actual values for the low and high levels are normalized to± 1. The model that can be 
determined from the two level· factorial .experiment contains a constant, each variable 
and the interaction terms. The constant term is simply the overall average response. 
The coefficients of each variable and the interactions are one half of the values obtained 
as effects. The one half factor results because the model is two-sided. The effects are 
actually being viewed as change about a midpoint, one-half the total effect in each 
d. . 8 1rect1on. 
This discussion has centered around a convenient analysis technique prese_nted by .the 
two level factorial experiment. In practice, regression analysis methods wou.ld be used. 
See part (a) of the Appendix for a further discussion. 
b. Augmenting the Model - Center Points and "Star Points" 
What is missing by only considering two levels of each variable are the square terms in 
th·e model. In some way, a third level of each variable must be incorporated to allow 
the consideration of curvature. If three values for the. response are obtained for three 
levels of each variable, a parabola can be fit using mathematical regression analysis. 
Part (b) of the Appendix contains a brief discussion of how this would be done. 
A useful starting· point is simply to add center points to the design matrix. This is 
advisable whenever the variables m a two level design have continuous, quantitative 
values. 8 Here, center points supply an overall curvature check. This check is supplied 
by the contrast: 
c ( average response z'n factorz'al runs) - ( average response fn runs at center point) 
It may be shown th at, if the true response is of second degree, c supp lies an unbiased 
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estimate of the sum of the pure quadratic effects, namely: 16 
k 
C -+ "' b .. LJ ii where bii are the coefficients of the quadratic terms 
i= 1 
Note th at the coefficients can not yet be determined individually. 
In addition to curvature check, multiple center points allow the experiment" to yield a 
pure estimate of the basic variation in the data. This is most meaningful if the. center 
point runs are randomly distributed throµgh t.he design matrix. An element of 
randomness will then be introduced, ensuring that variations with time are taken ·into 
account. 
A question arises concernmg how many center points that should be added. The 
answer varies from text to text, but all agree that .enough should be added to 
adequately estimate the pure experimental error. A robust design is desired. This 
implies a design that is insensitive to bad data values and random fluctuations. In 
general, the more center replicates the better. Several texts agree on a value of ten for 
h f. . bl 8 16 t e 1ve varia e case. ' 
In addition to runs at the center ~:)f the design matrix, two additional runs would be 
requi.red for each variable to explicitly determine the values of the individual quadratic 
coefficients. These two runs would hold all the vari"ables at their center values, while 
changing the variable in question between the high and low value. These points ar.e 
referred to as "star points". Again, this can best be visualized by looking at the case of 
three variables. Figure 25a shows the position of the star points on a plot of all three 
variables. The experimental design matrix is shown in figure 25b. In the matrix, the-
center values of each variable are noted as "O", while the star values are "±a". 
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'The positioning of the points (±<Y) relative to the poi.nts in the full factorial 1s 
somewhat important. "Rotatability" of the experimental design 1s obtained if o 1s 
taken to be the fourth root of the number of points in the factorial matrix. 16 For three 
variables and eight factorial runs o = 1.682 1 and in our case of five variables and 32 
factorial runs, o ~ 2.378. Rotatability is an interesting mathematical feature that 
implies that each of the noncentral points in the experimental design fall on a sph~r.e in 
k dimensional space. This is of concern only because the same experimental error 
. . 
variance is used fo'r each point. When. the design is rotatable, any rotation of the of the 
design space will achieve the same results as far as the variance is concerned (see·part(c) 
of the Append ix). 
In certain c ire u ms tan ces, it 1s not possible to achieve rot at ability. In. practice, 
approximate sphericity is all that is needed. \Vhenever rotatability conflicts with some 
other important consideration a departure can be made. 16 This will be the case in this 
experiment. 
On its own 1 the star points are not useful. They can be used to obtain a model 
containing a constant 1 each variab.Je and the square of each variable 1 but ·give no 
estimation of the inte·raction terms. Their power comes when- combined with a full 
factorial. Figure 26 1s a diagram including the fu.11 factorial and star points for the 
three variable case. 
c. Experimental Error and Lack of Fit 
To this point 1 an important part of the experimental process has been neglected. This 
involves the role of error. Error is introduced into the experiment through two main 
avenues; .pure experimental error and err.or because of lack of fit of the data to the 
model. 
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Experimental error anses when the observed results obtained under the same 
conditions vary fro·m run to run. This may arise from many sources including 
measurement variation, fluctuations in a machine component such as a flow controller, 
or even fluctuations in room humidity. This type of variation if often unavoidable. To 
get an estimate of this factor, replicates of certain experiments in. the matrix must be 
done. This is usually .done at the center point of the design matrix. 
Error because of lack of fit arises from a model that does not adequately describe the 
data being studied. It can. be determined in a variety of ways involving residuals. 
Several of these methods have been discussed with reguard to regre~sion analysis in 
par·t ( c) of the Appendix. 
d. A Summary - Th~ Experimental M·a.trix for the Uniformity Study 
The experimental design described above is called a Central Composite Design ( CCD ). 
It will allow the evaluation of all main effects, all two-factor interactions, all quadratic 
effects, and the variance. The CCD will be useful for exploring the region of design 
space about the current optimum point. The ·model can be use·d to produce contour 
maps of the region, which will be the tool needed to understand how t.he variables 
influence the response. The only disadvantage is that the number of runs is still 
moqerately high. 
A software package is .available to assist with the set up and design of this 
· 
1 7 Th · h . l f b d . d f f. expenmen t. e expenmen t on t e smg .e wa er reactor must e es1gne or 1ve 
variables. The full factorial portion will therefore require 25 = 32 runs. Ten runs are 
necessary to complete the star points. There will be ten replicates at the center point. 
This total of 52 runs come together to form the desired Central Composite Design. 
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The order that these runs should be carried out should be as random as possible so that 
no biases are introduced into the experiment. One such example of a bias might be a 
gradual change ove.r time such as a change in room humid.ity. Randomi.zation assures 
that a variation such as this does not affect one portion of the experirnent more than 
another. This becomes a slight problem for the set of variables chosen. All the 
variables are easily adjus.ted in the reactor software except for CO, the center offset. 
This is changed by adjusting a potentiometer. The design software used allows 
flexibility in t.he structure of the matrix to compensate for this. All the runs at the 
same setting of CO will be done in a group. 
This creates another problem reguarding the center points 1n the matrix. 
Unfortunately, the center points will be grouped togeth~r. As discussed, this is 
unacceptable, so one center run will be done at the beginning and one at the end of the 
design matrix. Care will be taken to ensure that the additional poten t-iometer 
adjustments are correct. 
The last issue reguards the position of the star points. The limits for man"y of the 
variables were chosen because they were "hard" limits. Further change, either higher 
or lower, would result in various undesirable conditions. If these hard limits are chosen 
to correspond to a, the normalized positions of the factorial points would he reduced by 
a factor of 2.378. A drastic reduction in the experimental space would result. To avoid 
this, the property of rotatability must be sacrificed. The design software al-lows the use 
of a Face Centered Cubic CCD. Here, the two-level factorial design points are at the 
vertices of the cube defined by all the variable endpoints, while the axial points are in 
the middle of all the cube's faces. Both the factorial points and the star points will 
therefore have values ± 1. The resulting design will still ~ave good prediction variance 
inside the volume of the cube. 17 
55 
Table 2 displays a list of runs in the experimental design. The values for the variables 
are listed i·n t·heir normalized ± 1 or O values. Table 3 displays the same list except 
with the actual values of. the variable settings. Remember that the first and last center 
poi n t r u n s ( I is t e d as .r u ns l 9 and 3 5) were act u ally done as the re al first and last r u n . 
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EXPERIMENTAL EXECUTION - DATA COLLECTION 
The planning of the experiment is now complete and the time has come to execute the 
experiment and collect the data. It was decided that each of the 52 runs should be done 
in the same time period to avoid any potential problems. that could be created by 
shutting the reactor down and restarting. Before running the matrix, the machinr was 
allowed to idle at the 900 ° C sta_nd-by temperature for about one hour. ·This insured 
that all the components surrounding the chamber reached a steady state temperature. 
Several test runs were t_hen made to make sure that the machine was operating 
properly, and the tQickness and concentration results were as expected. It was 
previously established that a deposition time of two minu·tes would yield thickness 
vaJues between 6 and 12 microns. A dopant flow was also established to yield 
concentration results between 1 and 2 e16 atoms/cc. These two values were held 
constant. The entire matrix was then run without stopping. The above procedure took 
about 18 hours. 
As usual', a few unexpected problems were encountered. The first was discovered 
immediately after the runs were finished. The wafer from matrix run number --19 had a 
one-'half inch chip removed from the northeast edge (primary flat being north). The 
piece was found in the .exhaust end of the process chamber. Run number 49 had the 
lowest hydrogen flow and the highest silicon flow. These conditions would imply the 
highest possible growth rate. In addition, all the temperature variables were at their 
.. 
highest set points. Clearly, this ru·n contained the most· "stressful" thermal conditions 
that a wafer must endure. 
The worry was about when the chip occurred. If it occurred before deposition, the 
thickness and concentration results may be questionable. This run was therefore 
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repeated at a later time so that uniformity results could be compared. The results 
obtained ·were similar, indicating that the data obtained on the original run is valid. 
The second problem was discovered when thickness measurements were taken. Eight of 
the runs in the matrix had a low value for silicon flow and a high value of hydrogen flow 
(ie. runs 5,7,14,15,36,42,46 and 48). These conditions led to the lowest growth rate of 
about 1.5 mi_crons/minute. Unfortunately, when the range for growth rate was 
established by varying silicon flow, the hydrogen flow was held at the center value. The 
further reduction in growth rate when hydrogen flow is increased should h~ve been 
anticipated. The result was that the layers grown in these e·ight run·s were about three 
microns thick. This is a problem since the resolution of the thickness gauge comes into 
play as the layers are thinne_r. The complications multiply since the thickness results 
are needed· to obtain concentration results. 
It was dee ided th at t"he eight runs shou Id be repeated with a longer deposit ion time. 
Interestingly, the eight runs form a two level, full factorial experiment. The silicon and 
hydrogen flows are held constant. The eight runs were all possible combinations of each 
of the three temperature variables at their high and low levels. Several center poin.ts 
were added to the matrix. By comparing the center runs with the runs in the original 
matrix, it was determined that it would be "safe" to use the data from the new runs. 
Now th at each run in the matrix was fin ally complete, all the data cou·ld be collected 
and entered into computer files. Seventeen data points were collected for thickness and 
nine data points for resistivity on each wafer. The resistivity values were converted to 
concentration. The individual values were then used to calculate e·ach of the l'.2 
responses to be modeled. 
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tv10DEL BUILDING 
1. Coefficients 
All the responses have been calculated for each run in the experimental matrix. A 
model can now be fit to eac'h response through the use of regression analysis techniques. 
This portion of the project could not be done without the aid of a computer. 
Calculations are performed as ou_tlined in the appendix, yielding the results· listed in 
tables --1 through 13, For completeness, one table of coefficients is given for each of the 
proposed responses. 
Each of the tables has a list of t·he terms in the model. Remember that the terms are 
normalized, so that the range of adjustment for each variable is from -1 to +l. 
Conversion to the real term can be. done by obtaining the appropriate multiplier from 
table 1. This must be done if, for example, -the .model were to be written in equation 
form. 
The column labeled "Coefficient" is the main result of the experiment. They are, of 
course, the coefficients for each term in the model as calculated by the regressi·on 
analysis. 
Each of the coefficients has an associated error. As shown in the appendix, the error 
values are calculated based on the residuals between the actual value of each response 
and the value predicted by the model. The error value for each coefficient is listed in 
the column labeled "Standard Error". Thi·s is applied to each coefficient as a± error 
(Coefficient ± Standard Error). 
A t-value for each coefficient is listed in the next column. This value is calculated by 
dividing the value for the coefficient by the standard error. This quantity has a known 
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distribution with v degrees of freedom. The probability points of this d·istribution are 
widely reported in statistical tables. The t-value itself, or the probability points of the 
distribution can be used to determine which terms in the model .are more sign:ificant 
than others. 
The corresponding probability point is obtained from a t-table with v = 1· degree of 
freedom. Remember that 52 degrees of freedom are available. Each term in model 
(including the average or intercept term) uses one degree of freedom. The :31 remaining 
·degrees of freedom are used to calculate errors. The probabilities are listed in the 
column la be led II Sign ific an ce 11 • The in terp re tat ion of these values is as follows. If the 
true value for the coefficient shou~d be 0, we would obtain the value we calculated in 
the regression analysis x % of the time. Here, x = Significance X 100 %. This implies 
that the larger the val'ue for significance, th~ less significant is the correspondi_ng 
coefficient. 
•) .•) 
Each table also lists an R:... and adjusted R'"' value for the model as a whole. As ·shown 
•) 
in the .Ap.pendix, these values reflect how good the model fits th.e data. The Ft· statistic 
is defined as-the fraction of the variation about the mean that is explained by the fitted 
model. The adjusted value is also based on the number of terms in the model being 
fitted. It should be noted here that all ·of the R2 values (with the exception of two 
discussed later) are higher than 92%. T-hi~ is a very good result when attempting to 
model data. 14 
Table 16 lists the most significant terms for each response. The terms are listed in 
order, starting with the most· significant. The cutoff has been chosen as at-value of 2.0. 
This corresponds to a probability point of 5 %. For this t-value, therefore, .we are 9.5 % 
sure that the term is non-zero. A positive or negative value in table 16 indicates which 
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direction the response will go for an increase in the value of the term .. For ex·ample, .a 
positive .sign indicates that the response will move in a positive direction as the term is 
increased. 
2. Response Surfaces 
Figures 27 through 61 are the contour plots and response surfaces for each of the 
significant terms in the individual models. In the plots, the variables of concern are 
changed while holding the remaining three variables constant at thei.r center value (0). 
Contour plots are shown in t\vo-dimensions by drawing curves along the constant values 
for the response. The response surface adds a th.ird dimension by essentially lifting the 
bottom axis of the contour plot up out of the page and making the z-axis correspond to 
values of the response. 
The plots are valuable because they help locate optimum factor settings. In addition, 
the relative proximity of the contour lines makes it easy to predict the rate at which 
the response will vary when individual variables are changed. Thus a measure of how 
sensitive a process may be to variations can be obtained. 
Some attempt can be made to mathematically determine the optimum set points, but 
this would be based on finding mrnimum, maximum, and zero points in the model 
throughout "space". Unfortµnately, we are limiting each variable to a small region tn 
that space, This is not a simple problem. In any case, the response surfaces will give us 
the results we n-eed. 
3. Determining Optimum Operation Points 
Table 17 lists the values that each model indicates should correspond to an optimum 
uniformity response. The values were obtained by observing each one of the response 
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surface ·and contour plots. They were determined by exam1nmg each vari·able 
individually, with consideration given to the significant interaction effects. An asterisk 
indicates that the value listed for that variable is important to the optimization of that 
response. This corresponds ·with table 16 listing the significant terms in each model. 
According to the models, if one wants to optimize any of the responses· individually, the 
set of condit·ions listed can be used. This i_s quite straightforward. Complications will 
result if one attempts to optimize all of the responses at the same time. This can be 
done in several ways, all of which require the formation of a function relating the 
responses in some way. For example, suppose we do want to optimize all ten of the 
uniformity responses. Let us assume also that each of the individual responses are 
equally important. The function may then be that each variable should be set at the 
average of all ten response optimums. It is interesting to note that if this approach is 
used, the operating point which results is very close to our current center point. The 
values would be (current uperating point in parenthesis): 
H2 = 81.4 slm (80) 
SI= 13.8 gm/min (1.5) 
DT = 1140.1 ° C ( 1140) 
EO = -0.4 ° C (0) 
CO= -1.0 half turns (0) 
This result indicates that a good understanding of the variables involved doe·s exist. 
There was therefore justification to attempt this modeling project. 
It is usually the case, that a particular product being run will be more demanding for 
either concentration or thickness uniformity. This is whe·re the individual difference 
uniformity responses become useful. Thickness and concentration can be optimized 
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individually through the three difference responses. Since one of the three is 
redundant, optimizing any pair of two will yield the desired point for improvement. 
From table 17 it appears that TEC and THC can be used for thickness, and CEC and 
CEH for concentration. The pairs were chosen because the individ·ual optimum points 
were similar. Assume again that the optiinizin_g function i"s the average of the two pairs 
of individual optimums. 
For thickness: 
H2 = 67.5 slm (80) 
SI= 8.5 gm/min (1.5) 
DT= 1149.0 °C (1140) 
E O = 16. 0 ° C ( 0) 
CO = -5.0 half turns (0) 
For con ce n trat ion: 
H2 = 62.5 slm (80) 
SI= 17.5 gm/min (15) 
OT = 1122.5 ° C (1140) 
EO = -8.0 ° C (0) 
CO . 3.25 half turns (0) 
Clearly, the optimum po_int .for t-hickness is very different from the optimum point for 
concentration. For the case of this-particular epitaxial structure (n/p+), there will be a 
trade-off of achievable results. 
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ANALYSIS AND CONCLUSIONS 
There are several interesting points brought out in the models that have been created 
in this experiment. As is usually the case, certain questions ha·ve surfaced which may 
call for further experimentation. In general, however, the results were as expecte.d and 
the .relations formed confirmed the early ideas on how the system op.erates. 
Several significant interaction terms appeared in the regression analysis of the response 
data. Some of interactions represent a large change in the effectiveness of one variable 
as a second variable changes from one extreme to the other. Others involve two 
variables that are working together to achieve the same result that each could 
individually. 
One major result that is slightly out of the ordinary concerns the strong dependence of 
thickness uniformity on the various temperatu·re adju·stments. Historically. the 
epitaxial growth process is dune under conditions where flows dominate. These points 
will be discussed in the following sections. 
I. Growth Rate (ORTE) and Concentration (CONC) 
The growth rate and concentration were modeled, as stated previously, to add a "sanity 
check" to ·the experiment. Fortunately, they have behaved in the models as we had 
expected . 
. a. Growth Rate - The growth rate of the epitaxial :layer should be directly affected by 
the mole fraction of silicon in the sfstem. Growth rate should increase when silicon 
flow is increased or hydrogen flow is decreased. This is th_e case in the model (ORTE). 
The values for the coefficients of the hydro_gen and silico_n flows are by far the most 
significant, being twice that of any other terms. Their behavior can be seen in figure 
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27. Clearly, the two flows work together to establish a growth rate. A partieular choice 
for growth rate can be established With many combinations of SI and H2. 
The dependence of growth rate on the mole fraction of silicon is approximately linear. 
The growth rate does increas_e· with increasing concentration of silicon throughout the 
range in vest igated. The increases are slightly less, however., for the highest silicon flows 
or the lowest hydrogen flows. This slight curvature is reflected in the model by the 
presence of small but significant square terms for hydrogen and silicon. 
Also in the model is a si_gnificant term for deposition temperature .. Figure 28 shows 
that higher deposition temperatures yield higher gro:wth rates. It is unusual that the 
temperature dep.endence is relatively strong as shown by the high value for the 
coefficient. This w.ill be discussed in la.ter .sections. 
b. Concentration - The incorporation of dopant in the growing epitaxial layer should be 
dependent on two factors. 6 The chemical reaction in question involves the dopant gas 
(phosphine) being absorbed on the surface, decomposing, and being incorporated into 
the growing layer. 6 First, this reaction must compete with the decomposition of the 
silicon, indicating that the silicon flow or growth rate of the layer will be a factor. 
Second,_ will be a dependence on temperature. The chemical reacti"on is dependent on 
the tern per at u re -of the substrate. For n-type do pan ts, the incorpo~ation rate decreases 
with increasing temperature. The opposite is true for p-type dopants. 5 
Again, t.hese predictions are directly confirmed in the model (CONC). The 
concentration is most strongly influenced by the .amount of silicon in the gas flow. An 
increase in silicon flow causes ·a decrease in concentration level. This dependence on 
growth rate also shows up as a significant interaction term involving silicon flow and 
hydrogen flow (see Fig. 29). The strong presence of deposition temperature in the 
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model (Fig .. 30) .confirms the second of the expected dependences. 
2. Standard Deviation and Range Uniformities 
Four responses involving the standard deviation (TSIG, CSIG) and range (TR'.\fG, 
CRNG) of the data from each wafer were modeled. Of all the models studied, these 
. ...) 
four had the lowest calculated R ... values. This implies that the model 1s a relatively 
poor fit for the data. There are possible explanations for this result. 
As discussed i-n the Experimental Planning section, t-hese measures of uniformitv .are 
not accurate. The responses do not have a direct relation to the changes being made. 
For range, the two points used to calculate the range are not always the same. The 
data is fixed in space but the response is not. For standard deviation, there are many 
different distributions t~at can give the same value for the response. Attempting to 
model data with these types of ambiguities is difficult and should be avoided. 6,l-t 
The six difference responses remove these problems and indeed have yielded models 
with better fit. The models calculated for the standard deviation and range 
uniformities will not be used for understanding the operation of the machine. 
3. Difference Responses 
The three difference responses for concentration and 'the three for thickness tend 'to 
result in the same types of models. They will be discussed as a group in the follovving 
sections. 
a. Concentration (CEC, CHC, CEH) - The difference responses are sensitive to variation 
from one position (or radius) on the wafer to another. In the model for concentration 
(CONC) discussed previously, the most significant terms were growth rate (silicon and 
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hydrogen flows) and deposition temperature. The cakulations in the model were based 
on large swings in growth rat{~ or temperature ;,1,s.evidenced from one wafer to the next 
in the experimental matrix. It is not possible to have large gr9wth rate changes on the 
same wafer. \\'ith temperature offsets, however, wide temperature swings can be 
created. It is expected, then, that temperature differences across the wafer will have 
t.he strongest effect on concentration uniformity. All three models confirm this, as the 
edge offset and ·cent ,·r offset clearly dominate. This is shown in figures 4.5, 48 and .51 for 
CEC. CHC, and CEH respectively. 
Hydrogen flow and silicon flow are not significant, but they are present in all thrre 
models as a significant interaction term (see Figs. 43, 46 and 49). This implies that the 
overall growth rate still contributes to the concentration results, perhaps corresponding 
to small shifts in growth rate across the wafer. 
The interaction between the edge and center offsets is present. This can he explained 
in a way similar to the case of hydrogen and silicon. In that case, both variables change 
the overall growth rate. For the offsets, both adjust the shape of the temperature 
distribution across the wafer. Raising the edge offset has an effect that is simi.lar to 
lowering the center offset. 
The least significant of the "important" terms in the model is an i·nt.eraction between 
deposition temperature and edge offset (see F"igs. 34, 37 and 40). In these interactions. 
a change in edge offset has more effect at Low overall depositio.n temperatures than it 
does at higher temperatures. This can be explained by thinking about the t_heoret.ical 
models that are proposed for growth kinetics in epitaxy. This will be discussed in the 
following section. 
b. Thickness (TEC, THC, TEH.) - 1'1ost industrial epitaxial processes take place ·in a 
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region of operation where flows (hydrogen or silicon) -control the growth characteristics 
of the epitaxial layer. 18 Throughout this experiment_, and in the resulting models, 
thickness uniformity is most ::itrongly effected by temperatures. The edge offset 
temperature has by far the largest effect on thickness across the wafer. The effect of 
varying the edge offset is seen in combination with the center offset in figures 4-t, -_18 
and .52 .for TEC, THC and TEH respectively. The center offset is also important along 
with seve_ral interaction terms involving temperature (DT*EO and H2*EO). Silicon and 
hydrogen flow show up only as an interaction term (indicating growth rate) of lesser 
significance. The process does not seem to operate in a flow regime but instead relies 
mainly on temperature differences. 
Th~s may be explained by investigating the theoretical models that have been developed 
for growth rate in a chemical vapor deposition process. 14119 Grove has developed a 
model based on the assumption that reactants are transported to the substrate surface 
where a chemical reaction ta-kes place leading to the formation of the film. 18 The 
essentials of this model will be discussed. 
This model yVas developed for the linear region of film growth where increases in the 
mole fraction of silicon will cause an increase in growth rate. Note that as m·ore and 
more silic·on is added to the overall flow, a point will be reached where the growth rate 
increase significantly declines, and then actually drops off because of the HCl by-
product of the decomposition of trichlorosilane. As previously stated, the growth rates 
observed in the single wafer reactor indicate that operation is in an appro_ximate-ly 
linear region. ·The only difference between this reactor and Grove's model are the 
higher growth rates that are obtainable. 
The model is dep.icted 1n figur'e 52 where the concentration of the silicon gas is shown 
68 
and the flux of the silicon from the bulk of the gas to the surface of the growing film F 1, 
and the flux correspond.ing to the silicon consumed in the film-growth reaction are 
indicated. Flux is de.fined as the number of atoms or molecules crossinp; a unit area in a 
unit time_ .. The choice of the gas species that serves as the silicon bearing compound 
does not af.f ect the basic principles described by the model. 
The flux F 1 can be approximated by the linear formula: 
F 1 = he ( Cc - Cs) 
CG and CS are the concentrations -of the silicon (molecules per cubic centim·eter) in the 
bulk of the gas _and at the surface, respectively, and he is the "gas-phase mass-transfer 
coefficient". The flux consumed by the chemical reaction taking place at the surface of 
the growing film F,) is approximated by the formula: 
-
Here ks 1s the "chemical surface-reaction rate constant". In both cnsrs, flux is 
described as being proportional to a driving force. For mass-tra·nsfer, the driving 
force is a concentration difference; For a first-order chemical reaction it is the 
concentration of the reacting species. Note that although there is also a flux of 
products away from the substrate, c·rove neglects it in this model for simplicity. 
In steady state F 1 = F 2 = F. Using this .condition, the above equations can be used to 
obtain the surface concentration -of the silicon at the gas film ·interface: 
ks 
I+-hc 
This formula shows that the surface concentration will go to zero if he < < ks. This 
condition is referred to as "mass-transfer control". Conversely, if he ~-> ',:> hs, the 
surface concentration ap·proaches C0 . This condition is referred t.o as "surface-reaction 
111 contro , 
The growth rate of a silicon epitaxial film, V (cm/sec). is given by: 
V F 
N1 is the number of silicon atoms ·incorporated into a unit volume of the fifm (ie . .5e22 
atoms/cc for silicon). Substituting from the above equations: 
V 
kshe Cc 
ks+ he N1 
Noting tha.t CG = YCT where y is the mole fraction of the reacting species and CT is 
the total number of molecules per cubic centimeter in the gas, we obtain: 
V 
kshe 
ks+ he 
Note two important effects predicted by this equation. First, it predicts t.hat the 
growth rate should be proportional to the mole fraction of reacting species rn the gas 
phase. This 1s indeed the case of the experimental observations on the single wafer 
reactor. Second, the growth. rate at a given mole fraction, Y, is determined by the 
smaller value of he or ks. This corresponds to the two limiting cases of mass-transfer 
controlled and surface-reaction controlled conditions. In the limiting cases the growth 
rates are given by: 
V 
Cr 
-- ks Y surface - reaction controlled 
N1 
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V 
Cr 
-- he Y mass - transfer· control Ni J 
The chemical surf ace reaction rate constant, ks, describes the kinetics of the ch em ical 
reaction at the substrate surface. Chemical reactions are often thermally activated, 
and if this is the case, can usually be represented by an Arrhenius type equation, in 
which ks varies exponentially with temperature. In this 1s the case, ks can be written 
as: 
-Ea 
ks ko e kT 
Here, k0 is a temperature independent frequency factor, and Ea is t·he activation energy 
of the reaction. The mass-transfer coefficient, ha, on the other hand, is relatively 
temperature insensitive, and depends primarily on the gas flow (fluid dynamics) in the 
reactor. 
In summary, the theory predicts that for low~r temperatures, he > ks and growth rate 
can be .explained by ks. Since· ks increases with temperature, the reactant gas supply 
reac.hing the surface (which is controlled by he), eventually cannot keep up with the 
demand of the reac.tion, and the reaction rate tends to level off, For higher 
temperatures he < ks, and mass-transfer dominates. The value of he 1s relativelv 
tem·perat ur"e insensitive. 
The results obtained in the models for the single wafer react.or demonstrate this 
be h av i or. In the m a j or it y of the region in vest i gated , t em per at u re differences do m in ate 
layer growth. This would indicate operation in a surface reaction control regime. Some 
evidence exists as significant interaction terms that may indicate a transition from this 
region to one of mass transfer control. 
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Figures :l3, 37, and ·11 are the contour plots for each thickness difference as a function 
of the edge offset temperature and· deposition temperature. Remember that we are 
hoping to cause a change in thickness uniformity by cha!].ging the growth rate across 
the wafer. A change in the edge offset temperature at low values of overall deposition 
temperaturecauses a large swing in uniformity results. This can be thought of in terms 
of a large change in growth rate between different portions of the wafer resulting from 
temperature differences at a low overall deposition temperature·. Conversely, at high 
values of overall temperature, the same swing in edge off set causes a much sm a lier 
uniformity change. This may correspond to operation through a portion of the s.urface. 
reaction control region. 
Figures 32, 36 and -11 are contour plots for each thickness differ·ence as a function of 
edge offset temperature and hydrogen flow. Here, when the eqge offset is low, implying 
that the edge of the wafer is cool relative to the center, changes in hydrogen flow have 
little or no effect on uniformity. However, when the edge offset ·is increased and the. 
edges are hot relative to the center, a variation in hydrogen flow then causes a 
significant· change in uniformity results. At the higher edge temperature, a flow 
appears to dominate and have the ability to -influence growth rate. 
These interaction plots together may indicate that we are indeed operating in a surface 
reaction control region for much of the operation space. A transition appears to occur 
into a mass transfer control region for higher temperatures. Grove's model predicts 
that the relatively high temperatures we are using should imply operation in a mass 
transfer regime. The single wafer reacto{ may behave differently since it uses much 
higher growth rates than Grove considered. More experimentation involving flows ~nd 
temperatures will confirm this result. 
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Reguardless. of the theory which may explain support the model, relationships have 
empirically been developed which can be of great help in setting-up and adjusting the 
reactor studied. The models will be used as a guide in future production operation at 
AT&T ~licroelectronics. tv1ore importantly, the techniqtres used in the experiment have 
a wide set of application~ spanning many operations in the semiconductor industry. 
Experimental design will be used for other studies in the near future. 
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TABLES 
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1 1 1 1 
2 H2 2 ((H2-8e+Ol)/4e+Ol) 
3 SI 3 ((SI-l.5e+Ol)/le+Ol) 
4 OT 4 ((DT-l.14e+03)/4e+Ol) 
5 EO 5 (E0/3e+Ol) 
6 co 6 (C0/7) 
7 H2**2 7 ((H2-8e+Ol)/4e+Ol)**2 
8 H2*SI 8 ((H2-8e+Ol)/4e+Ol)*((SI-l.5e+Ol)/le+Ol) 
9 H2*DT 9 ((H2-8e+Ol)/4e+Ol)*((DT-l.14e+03)/4e+Ol) 
10 H2*EO 10 ((H2-8e+Ol)/4e+Ol)*(E0/3e+Ol) 
11 H2*CO 11 ((H2-8e+Ol)/4e+Ol)*(C0/7) 
12 SI**2 12 ((SI-lo5e+Ol)/le+Ol)**2 
13 SI*DT 13 ((SI-lo5e+Ol)/le+Ol)*({DT-l.14e+03)/4e+Ol) 
14 SI*EO 14 {(SI-lo5e+Ol)/le+Ol)*(E0/3e+Ol) 
15 SI*CO 15 ((SI-loSe+Ol)/le+Ol)*(C0/7) 
16 DT**2 16 ((DT-lol4e+03)/4e+Ol)**2 
17 DT*EO 17 ({DT=lol4e+03)/4e+Ol)*(E0/3e+Ol) 
18 DT*CO 18 {{DT=lol4e+03)/4e+Ol)*(C0/7) 
19 E0**2 19 (E0/3e+Ol)**2 
20 EO*CO 20 (E0/3e+Ol)*(C0/7) 
21 C0**2 21 (C0/7)**2 
Table 1: Terms in the Response Model 
(Normalized and Expanded Forms) 
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I 
H2 SI DT EO co 
1 +l +l +1 +l -1 
·2 -1 +l -1 +l -1 
3 +l +l +l -1 -1 
4 -1 -1 -1 -1 -1 
5 +l -1 -1 -1 -1 
6 -1 +l +1 +l -1 
·7 +l -1 -1 +l -1 
8 0 0 0 0 ~1 
9 -1 +l +l -1 -1 
10 +l +l -1 -1 -1 
11 -1 -1 +l +l -1 
12 +l +l -1 +l -1 
13 -1 -1 +l -1 -1 
14 +l -1 +l -1 -1 
15 +l -1 +l +l -1 
1.6 -1 -1 -1 +l -1 
17 -1 +l -1 -1 -1 
18 0 0 +l 0 0 
19 0 0 0 0 0 
20 0 0 0 0 0 X 
21 0 0 0 0 0 ·rl H 
22 0 0 .0 +l 0 -P ro 23 0 0 -1 0 0 ~ 
24 0 -1 0 0 o· ~ 
25 +l 0 0 0 0 bD 
·rl 26 -1 0 0 0 0 (/) 
27 0 +l 0 0 0 G) Q 
28 0 0 0 oj 0 
rl 29 0 0 0 0 0 ro 
30 0 0 0 0 0 -P ~ 
31 0 0 0 0 0 G) E 32 0 0 0 -1 0 ·rl 
33 0 0 0 0 0 H G) 
34 0 0 0 0 0 P-t X 35 0 0 0 0 0 ~ 
36 +l -1 -1 +l +l r:d 
37 +l +i +l -1 +l Q) N 38 +l +l -1 -1 +1 ·rl 
39 -1 :-1 +l -1 +l rl ro 
40 -1 -1 -1 -1 +l E H 41 -1 +l -1 +l +l 0 
42 +l -1 -1 c..l +l z 
43 +l +l +l +l +l Q) 
,.c:: 44 -1 -1 -1 +l +l 8 
45 -1 +l -1 -1 +l 
46 +l -·1 +l -1 +l .. C\l 47 -1 -1 +l +l +l 
48 +l -1 +l +l +l Q) rl 
49 -1 +l +l +l +l ,D 
50 -1 +l +l +l ro -1 8 
51 0 0 0 0 +l 
52 +l +l -1 +l +l 
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H2 SI DT EO co 
1 120.0 25. n · 1180 30 -·7. 0 
2 40.0 25.0 1100 3.0 -7.0 
3 120.0 25.0 1180 -30 -7.0 
4 40.0 5.0 1100 -30 -7.0 
5 120.0 5.0 1100 -30 -7.0 
6 40.0 25.0 1180 30 -7.0 
7 120.0 5.0 1100 30 -7.0 
8 80.0 15.0 1140 0 ~7.0 
9 40.0 25.0 1180 -30 -7.0 
10 120.0 25.0 1100 -30 -7.0 
11 40.0 5.0 1180 30 -7.0 U) Q) 
12 120.0 25.0 1100 30 -7.0 ~ 
13 40.0 5.0 1180 -30 -7.0 rl co 
14 120. 0 5.0 1180 -30 -7.0 > 
15 120.0 5.0 1180 30 -7.0 -P 
16 40.0 5.0 1100 30 -7.0 ~ ~rl 
17 40.0 25.0 1100 -30 -7.0 0 p... 
18 80.0 15.0 1180 0 0.0 
19 80.0 15.0 1140 0 0.0 -P Q) 
20 80.0 15.0 1140 0 0.0 CJ) 
21 80.0 15.0 1140 0 0.0 rl 
22 80.0 15.0 1140 30 0.0 co ~ 
23 80.0 15.0 1100 0 0.0 -P () 
24 80. o· 5.0 1140 0 0.0 ~ 
25 120.0 15.0 1140 0 0.0 
26 40.0. 15.0 1140 0 0.0 ~ 
27 80.0 25·. 0 1140 0 0.0 ·rl 
28 80.0 15.0 114.0 0 0.0 H 
-P 
29 80.0 15.0 1140 0 o~o co ~ 
30 80.0 15.0 1140 0 0.0 
31 80.0 15.0 1140 0 0.0 ~ bi) 
32 80.0 15.0 1140 -30 0.0 ·rl (/) 
33 80.0 15. 0 1140 0 0.0 Q) 
34 80.0 15.0 1140 0 0.0 ~ 
35 80.0 15.0 1140 0 0.0 rl co 
36 120.0 5.0 1100 30 7.0 -P 
37 120.0 25.0 1180 -30 7.0 ~ Q) 
38 120.0 25.0 1100 -30 7.0 s 
·rl 
39 40.0 5.0 1180 -30 7.0 H 
40 40.0 5.0 1100 -30 7.0 <l) P-1 
41 40.0 25.0 1100 30 7.0 ~ 
42 120.0 5.0 1100 -30 7.0 ~ 
43 120.0 25.0 1180 30 7.0 Q) ~ 
44 40.0 5.0 1100 30 7.0 8 
45 40.0 25.0 1100 -30 7.0 
46 120.0 5.0 1180 -30 7 .·O .. ("""I 
47 40.0 5. 0 1180 30 7.0 
48 120.0 5.0 1180 30 7.0 
Q) 
rl 
49 40.0 25.0 1180 30 7. ·o p co 
50 40. 0 25.0 1180 -30 7.0 8 
51 80.0 15.0 1140 0 7.0 
52 120. 0 25.0 1100 30 7.0 
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Regression Analysts for TSIG 
Coeficient Std. Error 
Int.ercpt 
B2 
SI 
DT 
EO 
co 
H2-2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sI-2 
SI *DT 
SI*EO 
SI*CO 
DT-2 
DT*EO 
DT*CO 
Eo-2 
EO*CO 
co-2 
0.45534900 
-0.47659000 
0.15266000 
-0.36905800 
0.24084900 
0.08034750 
0.12344900 
0.18300100 
0.14255700 
-0.03182520 
0.00976702 
0.03967290 
-0.16157700 
-0.13701800 
0.14482300 
0.10588300 
-0.05015840 
-0.09337920 
0.52321500 
-0.12027300 
0.04093610 
No. of Exps. - 52 
R-2 - 0.776356209257 
0. 1249·30 
0.0865"58 
0.086558 
0.086558 
0.086558 
0.086558 
0.320780 
0.089222 
0.089222 
0.089222 
0.089222 
0.320780 
0.089222 
0.089222 
0.089222 
0.320780 
0.089222 
0.089222 
0.320780 
0.089222 
0.320780 
R-2 Adj= 0.632069892649 
Number Deg. of freedom= 31 
Table 4: Regression Analysis for TSIG 
t-value 
3.6450 
5.5060 
1.7640 
4.2640 
2.7830 
0.9283 
0.3848 
2.0510 
1.5980 
0.3567 
0.1095 
0.1237 
1.8110 
1.5360 
1.6230 
0.3301 
0.5622 
1.0470 
1.6310 
1.3480 
0.1276 
(Thickness Unifo.rmity - Standard Deviation} 
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Signi f. 
0.00097 
0.00001 
0.08764 
0.00017 
0.00910 
0.36040 
0.70300 
0.04879 
0.12020 
0.72380 
0.91360 
0.90240 
0.07985 
0.13480 
0.11470 
0.74360 
0.57800 
0.30340 
0.11300 
0.18740 
0.89940 
Regression Analysis for TRNG 
Coeficient Std. Error t-value Signi f. 
Intercpt 1.85410000 0.34867 5.318000 0.00001 
H2 -1.36839000 0.24158 5.664000 0.00000 
SI 0.51326200 0.24158 2.125000 0.04169 
DT -1.06430000 0.24158 4.406000 0.00012 
EO 0.14656700 0.24158 0.606700 0.54850 
co 0.37940700 0.24158 1.571000 0.12640 
H2 .... 2 0.16466700 0.89526 0.183900 0.85530 
H2*SI 0.39177100 0.24901 1.573000 0.12580 
H2*DT 0.43546700 0.24901 1.749000 0.09023 
H2*EO 0.05671420 0.24901 0.227800 0.82140 
H2*CO -0.01515680 0.24901 0.060870 0.95190 
SI .... 2 0.00448234 0.89526 0.005007 0.99600 
SI*DT -0.42198400 0.24901 1.695000 0.10020 
SI*EO -0.62089400 0.24901 2.493000 0.01820 
SI*CO 0.49563400 0.24901 1.990000 0.05543 
DT .... 2 0.39871100 0.89526 0.445400 0.65920 
DT*EO 0.07841870 0.24901 0.314900 0.75490 
DT*CO -0.24101500 0.24901 0.967900 0.34060 
E0 .... 2 1.38521000 0.89526 1.547000 0.13190 
EO*CO -0.48441100 0.24901 1.945000 0.06085 
C0 .... 2 0.02554940 0.89526 0.028540 0.97760 
No. of Exps. - 52 -
R .... 2 - 0.769864158387 -
R .... 2 Adj - 0.621389421862 -
Number Deg. of Freedom= 31 
Table 5: Regression Analysis for TRNG 
(Thickness Uniformity - Maximum - Minimum) 
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Regression Analysis for CSIG 
Coeficient Std. Error 
Intercpt 
H2 
SI 
DT 
EO 
co 
H2-2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sr-2 
SI*DT 
SI*EO 
SI*CO 
DT-2 
DT*EO 
DT*CO 
Eo-2 
EO*CO 
co-2 
0.46331300 
0.00148120 
-0.05475530 
-0.11379400 
0.40181400 
0.15540100 
0.16379800 
-0.10686400 
0.30760800 
0.28296000 
-0.00768759 
0.01577180 
-0.14218900 
-0.03155330 
0.03320440 
--'0.05392620 
0.23464800 
-0.08233210 
0.74499200 
-0.34682000 
0.23489200 
No. of Exps. - 52 
R-2 - 0.917519432631 
0.076075 
0.052708 
0.052708 
0.052708 
0.052708 
0.052708 
0.195330 
0.054330 
0.054330 
0.054330 
0.054330 
0.195330 
0.054330 
0.054330 
0.054330 
0.195330 
0.054330 
0.054330 
0.195330 
0.054330 
0.195330 
R-2 Adj= 0.864306163361 
Number· Deg. of Freedom= 31 
Table 6: Regression Analysis for CSIG 
6.09000 
0.02810 
1.03900 
2.15900 
7.62300 
2.94800 
0.83860 
1.96700 
5.66200 
5.20800 
0.14150 
0. 08074 
2.61700 
0.58080 
0.61120 
0.27610 
4.31900 
1.51500 
3.81400 
6.38400 
1.20300 
Signif. 
0.00000 
0.97810 
0.30690 
0. 0 3871 
0.00000 
0.00603 
0.40810 
0.05820 
0.00000 
0.00001 
0.88840 
0.93620 
0.01359 
0.56560 
0.54550 
0.78430 
0.00015 
0.13980 
0.00061 
0.00000 
0.23830 
(Concentration Uniformity - Standard Deviation) 
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Regression Analysis for CRNG 
Coeficient Std. Error t-value Signi f. 
Intercpt 1.3400800 o·. 207 26 6.4660 0.00000 
H2 -0.1262010 0.14360 0.8789 0.38620 
ST -0.1168100 0.14360 0.8135 0.42220 
DT -0.3898240 0.14360 2.7150 0.01074 
EO 0.7695610 0.14360 5.3590 0.00001 
co 0.5071820 0.14360 3.5320 0.00131 
H2-2 0.5660880 0.53215 1.0640 0.29560 
H2*SI -0.2081780 0.14802 1.4060 0.16950 
H2*DT 0.8013810 0.14802 5.4140 0.00001 
H2*EO 0.5955290 0.14802 4.0230 0.00034 
H2*CO -0.0643013 0.14802 0.4344 0.66700 
sr-2 0.1065960 0.53215 0.2003 0.84260 
SI*DT -0 .·3708000 0.14802 2.5050 0.01771 
SI*EO -0.0567055 0.14802 0.3831 0.70430 
SI*CO 0.0901031 0.14802 0.6087 0.54710 
DT-2 -0.2613640 0.53215 0.4911 0.62680 
DT*EO 0.5190200 0.14802 3.5070 0.00141 
DT*CO -0.1447860 0.14802 0.9782 0.33560 
Eo-2 1.9059200 0.53215 3.5820 0.00115 
EO*CO -1.0720000 0.14802 7.2430 0.00000 
co-2 0.5748460 0.53215 1.0800 0.28840 
No. of Exps. - 52 -
R-2 - 0.906108163561 -
R-2 Adj - 0.845532785214 -
Number Deg. of Freedom= 31 
Table 7: Regression Analysis for CRNG 
( c·oncentration Uniformity - ·Maximum - Minimum) 
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Regression Analysis for DRTE 
Coe·ficient Std. Error 
Intercpt 
H2 
SI 
DT 
EO 
co 
H2 ... 2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sr-2 
SI*DT 
SI*EO 
SI*CO 
DT ... 2 
DT*EO 
DT*CO 
E0 ... 2 
EO*CO 
C0 ... 2 
4.34112e+OO 
-9.44698e-Ol 
8.60684e-Ol 
3.34985e-Ol 
3.45535e-02 
-4.18738e-02 
-4.53573e-Ol 
3.03603e-Ol 
-1.96133e-Ol 
-4.89034e-02 
3.01906e-03 
-3.86958e-Ol 
1.09544e-Ol 
1.53125e-05 
-3.44409e-02 
1.44587e-Ol 
-4.15409e-02 
l.52453e-02 
4.80733e-03 
-7.96875e-05 
2.70123e-02 
No. of Exps. = 52 
R ... 2 - 0.983851988252 
R ... 2 Adj= 0.973433916157 
0.047397 
0.032839 
0.032839 
0.032839 
0.032839 
0.032839 
0.121700 
0.033849 
0.033849 
0.033849 
0.033849 
0.121700 
0.033849 
0.033849 
0.033849 
0.121700 
0.033849 
0.033849 
0.121700 
0.033849 
0.121700 
Number Deg. of Freedom= 31 
Table 8: Regression Analysis for DRTE 
t-value 
9.159e+Ol 
2.877e+Ol 
2.621e+Ol 
l.020e+Ol 
1.052e+OO 
l.275e+OO 
3.727e+OO 
8.969e+OO 
5.794e+OO 
1.445e+OO 
8.919e-02 
3.180e+OO 
3.236e+OO 
4.524e-04 
l.017e+OO 
l.188e+OO 
1.227e+OO 
4.504e-Ol 
3.950e-02 
2.354e-03 
2.220e-Ol 
(Growth Rate - Thickness/Deposition Time) 
B2 
Signif. 
0.00000 
0.00000 
0.00000 
0.00000 
0.30080 
0.21170 
0.00078 
0.00000 
0.00000 
0.15860 
0.92950 
0.00334 
0.00288 
0.99960 
0.31680 
0.24380 
0.22900 
0.65560 
0.96900 
0.99810 
0.82580 
Regression Analysis for CONC 
Coeficient Std .. Error 
Intercpt 
H2 
SI 
DT 
EO 
co 
H2-2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sr-2 
SI*DT 
SI*EO 
SI*CO 
DT-2 
DT*EO 
DT*CO 
Eo-2 
EO*CO 
co-2 
l.23972e+l6 2.1148e+l4 
-5.08426e+l4 l.4652e+l4 
-3.09370e+l5 l.4652e+l4 
-l.97476e+l5 l.4652e+l4 
-2.73775e+l4 l.4652e+l4 
2.76597e+l4 l.4652e+l4 
l.55788e+l5 5.430le+l4 
-l.4812le+l5 l.5103e+l4 
l.25919e+l3 l.5103e+l4 
5.3275le+l3 l.5103e+l4 
6.12719e+l2 l.5103e+l4 
l.34083e+l5 5.430le+l4 
5.4462le+l4 l.5103e+l4 
8.39689e+l3 l.5103e+l4 
-8.34906e+l2 l.5103e+l4 
-l.73137e+l4 5.430le+l4 
6.27345e+l3 l.5103e+l4 
-8.91759e+l3 l.5103e+l4 
l.64183e+l4 5.430le+l4 
-l.15323e+14 l.5103e+14 
4.17985e+l3 5.4301e+l4 
No. of Exps. = 52 
R-2 - 0.966120797901 
R-2 Adj= 0.94426324816 
Number Deg. of Freedom = ·31 
Table 9: Regression Analysis for CONC 
(Concentration) 
8J 
t-value 
58.62000 
3.47000 
21.11000 
13.48000 
1.86800 
1.88800 
2.86900 
9.80700 
0.08337 
0.35270 
0.04057 
2.46900 
3.60600 
0.55600 
0.05528 
0.31880 
0.41540 
0.59040 
0.30240 
0.76360 
0.07698 
Signi f. 
0.00000 
0.00155 
0.00000 
0.00000 
0.07117 
0.06846 
0.00735 
0.00000 
0.93410 
0.72670 
0.96810 
0.01925 
0.00108 
0.58220 
0.95630 
0.75200 
0.68080 
0.55920 
0.76440 
0.45090 
0.93920 
Regression· Analysis for TEC 
Coeficient Std. Error t-value Signi f. 
Intercpt -1.2792900 0.26068 4.90800 0.00003 
H2 -0.1736920 0.18061 0.96170 0. 34360 
SI -0.7500130 0.18061 4.15300 0.00024 
DT 0.2267880 0.18061 1.25600 0.21860 
EO 2.6565700 0.18061 14.71000 0.00000 
co -0.7641110 0.18061 4.23100 0.00019 
H2-2 0.8953450 0.66932 1.33800 0.19070 
H2*SI 1.0900700 0.18617 5.85500 0.00000 
H2*DT -0.3517680 0.18617 1.89000 0.06821 
H2*EO -1.2541700 0.18617 6.73700 0.00000 
H2*CO 0.2996380 0.18617 1.61000 0.11760 
sr-2 0.2976420 0.66932 0.44470 0.65960 
SI*DT 0.0902979 0.18617 0.48500 0.63110 
SI*EO 0.7520890 0.18617 4.04000 0.00033 
SI*CO -0.2468790 0.18617 1.32600 0.19450 
DT-2 -0.1797840 0.66932 0.26860 0.79000 
DT*EO -1.5315300 0.18617 8.22700 0.00000 
DT*CO 0.3869110 0.18617 2.07800 0.04605 
Eo-2 0.0462824 0.66932 0.06915 0.94540 
EO*CO 0.5942770 0.18617 3.19200 0.00323 
co-2 0.3077150 0.66932 0.45970 0.64890 
No. of Exps. - 52 -
R-2 - 0.93668695998 -
R-2 Adj - 0.895839837386 -
Number Deg. of Freedom= 31 
Table 10: Regression Analysis for TEC 
(Thickness Unifbrmity - Edge to Center) 
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Regression Analysis for THC 
Coeficient Std. Error 
Intercpt 
H2 
SI 
DT 
EO 
co 
H2-2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sr-2 
SI*DT 
SI*EO 
SI*CO 
DT-2 
DT*EO 
DT*CO 
E0-2 
EO*CO 
co-2 
-1.72904000 
0.02504190 
-0.48017200 
0.01904980 
0.85260900 
-0.36575900 
0.47668100 
0.32749300 
-0.06954320 
-0.44852500 
0.11535800 
0.22723600 
0.00832638 
0.34109600 
-0.10486600 
-0.13537300 
-0.45483100 
0.24661100 
0.03821230 
0.25173900 
0.19969500 
No. of Exps. - 52 
R-2 - 0.920737420982 
0.108580 
0.075228 
0.075228 
0.075228 
0.075228 
0.075228 
0.278790 
0.077543 
0.077543 
0.077543 
0.077543 
0.278790 
0.077543 
0.077543 
0.077543 
0.278790 
0.077543 
0.077543 
0.278790 
0.077543 
0.278790 
R-2 Adj= 0.8696002732.29 
Number Deg. of Freedom= 31 
Table 11: Regress·ion Analysis for THC 
t-value 
15.9200 
0.3329 
6.3830 
0.2532 
11.3300 
4.8620 
1.7100 
4.2230 
0.8968 
5.7840 
1.4880 
0.8151 
0.1074 
4.3990 
1.3520 
0.4856 
5.8660 
3.1800 
0.1371 
3.2460 
0.7163 
Signi f. 
0.00000 
0.74150 
0.00000 
0.80180 
0.00000 
0.00003 
0.09729 
0.00020 
0.37670 
0.00000 
0.14690 
0.42120 
0.91530 
0.00012 
0.18600 
0.63070 
0.00000 
0.00333 
0.89190 
0.00280 
0.47920 
(Thickness Uniformity - HalS Radius to Center) 
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Regression Analysis for TEH 
Coeficient Std. Error t_,value Signi f. 
Intercpt 0.44974800 0.16267 2.76500 0.00951 
H2 -0.19873300 0.11271 1.76300 0.08771 
SI -0.26984100 0.11271 2.39400 0.02289 
DT 0.20773900 0.11271 1.84300 0.07488 
EO 1.80396000 0.11271 16.01000 0.00000 
co -0.39835200 0.11271 3.53400 0.00131 
H2-2 0.41866500 0.41768 1.00200 0.32390 
H2*SI 0.76258000 0.11617 6.56400 0.00000 
H2*DT -0.28222500 0.11617 2.42900 0.02112 
H2*EO -0.80565000 0.11617 6.93500 0.00000 
H2*CO 0.18428000 0.11617 1.58600 0.12280 
sr-2 0.07040560 0.41768 0.16860 0.86720 
SI*DT 0.08197150 0.11617 0.70560 0.48570 
SI*EO 0.41099300 0.11617 3.53800 0.00129 
SI*CO -0.14201300 0.11617 1.22200 0.23080 
DT-2 -0.04441060 0.41768 0.10630 0.91600 
DT*EO -1.07670000 0.11617 9.26800 0.00000 
DT*CO 0.14030000 0.11617 1.20800 0.23630 
Eo-2 0.00807033 0.41768 0.01932 0.98510 
EO*CO 0.34253800 0.11617 2.94800 0.00602 
co-2 0.10801900 0.41768 0.2-5860 0.79760 
No. of Exps. - 52 -
R-2 - 0.94151847842 -
R-2 Adj - 0.903788464498 -
Number Deg. of Freedom= 31 
Table 12: Regression Analysis for TEH 
(Thickness Uniformity - Edge to Half Radius) 
86 
Regression Analysis for CEC 
Coeficient Std. Error t-value Signi f. 
Intercpt -0.4393660 0.23806 1.84600 0.07452 
H2 -0.6847000 0.16494 4.15100 0.00024 
SI 0.0265927 0.16494 0.16120 0.87300 
DT -0.5700770 0.16494 3.45600 0.00161 
EO -3.5406000 0.16494 21.47000 0.00000 
co 1.1524300 0.16494 6.98700 0.00000 
H2-2 -0.0283550 0.61125 0.04639 0.96350 
H2*SI 0.7052780 0.17002 4.14800 0.00024 
H2*DT -0.0732388 0.17002 0.43080 0.66960 
H2*EO 0.0820109 0.17002 0.48240 0.63290 
H2*CO 0.0617321 0.17002 0.36310 0.71900 
sr-2 0.5076110 0.61125 0.83040 0.41260 
SI*DT 0.1577510 0.17002 0.92790 0.36070 
SI*EO 0.0981311 0.17002 0.57720 0.56800 
SI*CO 0.1107220 0.17002 0.65120 0.51970 
DT-2 0.1715230 0.61125 0.28060 0.78090 
DT*EO 0.4615480 0.17002 2.71500 0.01074 
DT*CO -0.1015290 0.17002 0.59720 0.55470 
Eo-2 -0.4718150 0.61125 0.77190 0.44600 
EO*CO -0.5.600860 0.17002 3.29400 0.00247 
co-2 -0.5304610 0.61125 0.86780 0.39220 
No. of Exps. - 52 -
R-2 - 0.949245298398 -
R- 2 Adj - 0.916500329623 -
Number Deg. of Freedom= 31 
Table 1J: Regression Analysis for CEC 
(Concentration Uniformity - Edge to Center) 
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Regression Analysis for CHC 
Coeficient Std. Error 
Intercpt 
H2 
SI 
DT 
EO 
co 
H2-2 
H2*SI 
H2*DT 
H2*EO 
H2*CO 
sr-2 
SI*DT 
SI*EO 
SI*CO 
DT-2 
DT*EO 
DT*CO 
Eo-2 
EO*CO 
co-2 
0.33254700 
-0.08993260 
-0.03861430 
-0.06400300 
-1.12001000 
0.62028700 
0.05955320 
0.29572200 
0.00577866 
0.01790840 
0.04916980 
0.39375400 
0.04721850 
0.01566360 
0.02034800 
-0.12044200 
0.20518100 
-0.08871940 
-0.29543100 
-0.24733500 
-0.22427100 
No. of Exps. = 52 
R-2 - 0.947053211401 
0.083894 
0.058126 
0.058126 
0.058126 
0.058126 
0.058126 
0.215410 
0.059914 
0.059914 
0.059914 
0.059914 
0.215410 
0.059914 
0.059914 
0.059914 
0.215410 
0.059914 
0.059914 
0.215410 
0.059914 
0.215410 
R-2 Adj= 0.912893992951 
Number Deg. of Freedom = 3·1 
Table 14: Regression Analygis for CHG 
t-value 
3.96400 
1.54700 
0.66430 
1.10100 
19.27000 
10.67000 
0.27650 
4.93600 
0.09645 
0.29890 
0.82070 
1.82800 
0.78810 
0.26140 
0.33960 
0.55910 
3.42500 
1.48100 
1.37100 
4.12800 
1.04100 
Signi f. 
0.00040 
0.13200 
0.51140 
0.27930 
0.00000 
0.00000 
0.78400 
0.00003 
0.92390 
0.76700 
0.41810 
0.07720 
0.43660 
0.79550 
0.73640 
0.58010 
0.00175 
0.14880 
0.18010 
0.00026 
0.30590 
(Concentration Uniformity - Half Radius to Center) 
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Regression Analysis for CEH 
Coeficient Std. Error t-value Signi_f. 
Intercpt -0.7719130 0.16683 4.6270 0.00006 
H2 -0.5947680 0.11559 5.1460 0.00001 
SI 0.0652070 0.11559 0.5641 0.57670 
DT -0.5060740 0.11559 4.3780 0.00013 
EO -2.4205900 0.11559 20.9400 0.00000 
co 0.5321470 0.11559 4.6040 0.00007 
H2-2 -0.0879082 0.42836 0.2052 0.83880 
H2*SI 0.4095570 0.11914 3.4370 0.00169 
H2*DT -0.0790175 0.11914 0.6632 0.51210 
H2*EO 0.0641026 0.11914 0.5380 0.59440 
H2*CO 0.0125623 0.11914 0.1054 0.91670 
sr-2 0.1138570 0.42836 0.2658 0.79220 
SI*DT 0.1105320 0.11914 0.9277 0.36070 
SI*EO 0.0824675 0.11914 0.6922 0.49400 
SI*CO 0.0903738 0.11914 0.7585 0.45390 
DT-2 0.2919650 0.42836 0.6816 0.50060 
DT*EO 0.2563670 0.ll914 2.1520 0.03932 
DT*CO -0.0128097 0.11914 0.1075 0.91520 
Eo-2 -0.1763840 0.42836 0.4118 0.68330 
EO*CO -0.3127500 0.11914 2.6250 0.01333 
co-2 -0.3061900 0.42836 0.7148 0.48010 
No. of Exps. - 52 -
R-2 - 0.945066128151 -
R-2 Adj - 0.909624920506 -
Number Deg. of Freedom= 31 
Tabl~ 15: Regression Analysis for CEH 
(Concentration Uniformity - Edge to Half Radius·) 
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TSIG TRNG CSIG CRNG DRTE CONC 
-H2 -H2 EO -EO*CO -H2 -SI 
-DT -DT -EO*CO H2*DT SI -DT 
H2*SI -SI*EO H2*DT EO DT -H2*SI 
SI H2*EO H2*EO H2*SI SI*DT 
DT*EO E0**2 -H2*DT -H2 
E0**2 co -H2**2 H2**2 
co DT*EO SI*DT SI**2 
-SI*DT -DT -SI**2 
-DT -SI*DT 
TEC THC TEH CEC CHC CEH 
EO EO EO -EO -EO -EO 
-DT*EO -SI -DT*EO co co -H2 
-H2*EO -DT*EO -H2*EO -H2 H2*SI co 
H2*SI -H2*EO H2*SI H2*SI -EO*CO -DT 
-co -co SI*EO -DT DT*EO H2*SI 
-SI SI*EO -co -EO*CO -EO*CO 
SI*EO H2*SI EO*CO DT*EO DT*EO 
EO*CO EO*CO -H2*DT 
DT*CO DT*CO -SI 
Table 16: Ordered Listing of Significant Terms 
for Each Response (95% Probability Value) 
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TSIG TRNG CSIG CRNG 
H2 105* 112* 80* 82* 
SI 12 13 16 16 
DT 1155* 1158* 1145* 1148* 
EO -5. o· -4.0 -8.0* -7.0* 
co -1.0 -1.0 -2.0* -2.0* 
TEC THC TEH CEC CHC CEH 
H2 55 80 85* 65* 90 60* 
SI 10* 7* 17 12 15 20 
DT 1158 1140 1120* 1125 1140 1120* 
EO 10.0* 22.0* -8.0* -6.0* 12,0* -10. * 
co -5.0* -5.0* 3.5 3.0* -3.5* 3.5* 
Table 17: Optimum Set Point Values for Each Response 
(Graphically Determined from Response Surfaces) 
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APPENDIX 
A BRIEF DISCUSSION OF REGRESSION ANALYSIS 
a. Simple Linear Regression 
Consider the case of fitting to data a straight line passing through the origin. Although 
elementary, the example illustrates all the basic principles of least squares. 
A.ssume that the actual response is y for a variable x. 
Suppose that we want a model of the form: 
A 
Yi bxi 
There will be an error associated with the choice of any model.- This error 1s the 
difference between the actual value of y and the value of y as predicted by the model. 
This error is called a residual. 
residual A Yi - Yi 
The method of least squares takes the "best fitting" mode_l to be the one that comes 
closest to the data in the sense of minimizing the quantity: 
n 
s E (Yi - Yd 2 n nurnber of data points 
i= 1 
This quantity is the sum of -the squared residuals (SSR). 
A plot of S vs. b can be used to reveal a minimum point. The value of bat that point is 
the "least squares estimate of b" 
Alternatively, the "normal equation" can be used. Th"is anses because the vec_tor of 
147 
residuals, obtained when the least squares estimate is used, has the unique property of 
being normal ( at right angles) to the vector of x values. A proof for this is given by 
Box, Hunter and Hunter. 15 Otherwise stated, if S is differentiated with re~pect to b, 
and set equal to zero·, the n.orm al equation results. 
~ (y - y)x 0 
~ (y - bx)x 0 
~ yx - b ~ +2 0 
b 
~ xy 
"" ') u x~ 
where y bx 
The solution.of this ratio of sums yields the coefficient b. 
The case of two variables is an expansion of this method. Suppose the model is of the 
form: 
There will be two corr.espond"ing normal equations. 
The calculations proceed ·in the same manner. The method can be generalized and 
extended from this point .to any number of variables. 15 
b. Multiple Linear Regression 
148 
Suppose now that we wish to fit a quadratic equation to the data. 
In using the concept of least squares to arrive at estimates b0, b1, and b2, we minimize 
the expression: 
Tl 
S E ( y i - b O - b 1 Xi - b '2 xr) 2 
i = 1 
Three normal equations evolve in this analysis. Differentiating S in turn with respect to 
b0, b1, and b2, and equating to zero, generates a set of three normal equations. 
n 
i = 1 
n 
b0 E xi + b1 
i = 1 
n 
i = 1 
n 
i = 1 
i = 1 
n 
i = 1 
n 
E Yi 
i = 1 
n 
E xr 
i= 1 
n n 
~ ') 
LJ X'[ Y-i 
i = 1 i = 1 
The v~lues for each of the sums are generated from the data. The result then is a set of 
three equations which can be solved simultaneously for b0, b1, and b2. 
Matrix methods can also be used to facilitate these solutions, 15 
c. Error.Analysis 
Continuing from the simple case discussed in part a of the appendix, a discussion of the 
various errors involved with regression analysis can be discussed. An estimate of the 
experimental error variance (s2) can be obtained assuming that the model chosen is 
adequate. This is obtained by dividing the residual sum of squares, S, by the number of 
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degrees of freedom, v, which are available for error calculations. In a designed 
experiment, there is one degree of freedom for .each data point. This represents the 
limit on the number of pieces of information that can be obtained from the experiment. 
One degree of freedom is used for the calculation of the average of the data points. The 
remainder are used for the p-arameters being estimated, or for error estimation. In 
general, v wiH equal the number of data points or observations less the number of 
parameters being estimated. 
s 
n p 
The estimated standa-_rd deviation s 1s the square root of the experimental error 
variance. 
Now, each of the coefficients can be evaluated to obtain an associated error. Again, on 
the assumption that the model chosen is adequate, the .estimated variance of a 
coefficient b is: 
var( b) 
n 
E 2 X· i 
This equation is derived from the equation for b resulting from the normal equation. A 
derivation is shown in the text by Bow, Hunter and Hunter. 15 The estimated standard 
deviation or standard error of b, (se(b )), is ·then the square root of var(b ). This value 
can be applied to the coefficient. 
b --+ b ± se(b) 
We now have obtained a coefficient and a standard error. A level of confidence or 
confidence interval must be determined for b. Any hypothesis that the true value of 
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the parameter was equal to some specific value /3 could be tested by looking at the 
quantity: 
t 
b - /3 
se(b) 
This quantity, called the t distribu_tion, has a known distribution with v degrees of 
freedom. At-distribution has the same basic shape as a nor_mal distribution, but ·w_ider. 
As the number of degrees of ·freedom approaches infinity, the t-distribution becomes 
iden.tical to the normal distribution. The probability points of the t distribution are 
widely reported in statistical tables. 15 
Using this distribution assumes that the experim~nt was performed with a random run 
sequence. 15 If this is the case, the distribution becomes very useful i·n helping to 
establish confidence in the coefficients we have calculated. Suppose we ask the 
question, what is. the probability of calculating a certain value for b when the true value 
should be zero? 
Now /3 0, and the t - valu_e b 
se(b) 
The probability desired is now· obtained from a t-table using the t-value and the 
number of degrees of freedom. This value 1s referred to as the significance of the 
coefficient. 
Other methods can be employed to measure how good the model fits the actual data. 
We have- already discussed the sum of squares of the residuals S = SSR. This value can 
be broken down in to a pure error term and a term due to the lack of fit of the model. 
The pure error is established through the use of replicates in the experiment. lf genuine 
run replicates ar~ made under a given set of experimental conditions, the variation 
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between their associated observations may be used to estimate the st.andard d·eviation 
of the effects no matter what the true model _may be. This last point makes them 
valuable. The pure error sum of squares is calculated from the differences between the 
actual values of y and the average valu~ of yin the replicated runs. 
SS ( pure error) 
r 
~ (Yi - Yr) 2 
i = 1 
Here .r is the number of replicates. The total su~ of the square residuals will then 
include two portions 1 the lack of fit term as calculated previously, and a new pure error 
term. 
SSR SS (pure error) + SS ( lack o J fit) 
When replicates -are added to an experiment, the degrees of freedom for the pure error 
are the number of replicates 1ess one. Again., one is used for the calculation of the 
average. The degrees of freedom for the lack of fit are the number of runs less t·he 
number of terms in the model and the number of degrees of freedom for the replicates. 
In addition to the sum of squares of the residuals, the sum of the squ_ares can also be 
found for· the values of y calculated by the model and for the actual values of y. These. 
will be differences from the mean. The total sum of squares found from the actual d_ata 
is equal to the sum of squares of the values of y predicted by the model and the sum of 
squares of the residuals. 
SST SSM + SSR 
n 
-~ (Yi - Y) 2 
n ,,.. n 
E (Yi - Y )2 + ~ (Yi - Y-d 2 
i = 1 i=l i=l 
The three sum of squares values can be used to obtain several statistics which help to 
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describe goodness of fit of the model to the data. An R2 statistic is defined as the 
fraction of the variation about the mean that is explained by the fitted model. It will 
be a useful measure of the accuracy of the mode_l obtained in this experiment. 
SST - SSR 
SST 
1 
_ SSR 
SST 
•) 
Note that no model can explain pure error, so the maximum possible value for R ... will 
be obtained when SSR = SS(pure error). 
') 
This statistic is often reported as an adjusted R"" value. An adjustment is made based 
on the number of terms in the model being fitted. 
adjusted R2 1 _ _.._( l _ R__,_
2 )_(..__n_-_c_._) 
n - p 
Here, 
n = number of tests 
c = 1 if a constant term is present in the model 
p = number of terms in the equation including the constant term 
153 
VITA 
John D. LaBarre 
Born on February 24:1 1962 ·in Bethlehem, Pennsylvania the son of Dolores 0. ~fcArdle. 
Currently residing in Walnutport, Pennsylvania with wife, Lynn A. and son, John 
Kenneth. 
Attended Lehigh University 1980 to 1984. Received Bachelor of Science Degree in June, 
1984 with a maj'or in Electrical Engineering. Cumulative grade point average at 
graduation - 3.6. 
While at Lehigh, was Vice President of Eta Kappa Nu, an Electrical Engi.neering 
Society. Received The Joseph C. Gabuzda Award for achievements in Electrical 
Engineering. 
Employed by AT&T·Mictoe-lectron·ics in Allentown, Pennsylvania from June 1'984 to the 
present as a Development Engineer i·n the Epitaxial Deposition Area of the Silicon 
Materials Operation. 
154 
