We consider the problem of adaptive fault diagnosis in hypercube multiprocessor systems. Processors perform tests on one another and later tests can be scheduled on the basis of previous test results. Fault-free testers correctly identify the fault status of tested processors, while faulty testers can give arbitrary test results. The goal is to identify correctly the status of all processors, assuming that the number of faults does not exceed the hypercube dimension.
Introduction
The growing size of commercially available multiprocessor systems increases their vulnerability to component failures. This enhances interest in the issue of reliability of such systems. One of the major problems in this area, known as the fault diagnosis problem, is to precisely locate all faulty processors in the system, i.e., to answer the question which processors are faulty and which are fault free. The classical approach to fault diagnosis was originated by Preparata, Metze and Chien 16] . Processors perform tests on their neighbors in the system, and diagnosis is based on the collection of test results. It is assumed that fault-free processors always give correct test results, while tests conducted by faulty processors are totally unpredictable: A faulty tester can output any test result, regardless of the status of the tested processor. Faults are assumed permanent, i.e., the fault-status of a processor does not change during testing and diagnosis. In 16] a worst-case scenario is adopted: it is assumed that at most t processors are faulty and that they are placed in locations most detrimental for diagnosis. This model and many of its variations have been extensively studied in the literature (see the survey 8], where further bibliography can be found). In the early development of fault diagnosis researchers mostly focused on one-step, or nonadaptive diagnosis, already de ned in 16] . In this type of diagnosis it is assumed that all tests are determined in advance and they cannot be rescheduled during the diagnosis process. Nakajima 13] was the rst to modify this assumption. He proposed a new approach called adaptive diagnosis in which the next test can be determined after seeing the results of previous ones. The exibility of this approach increases the e ciency of diagnosis. In 10, 18, 3, 4, 2] the parallel time (number of rounds) of adaptive diagnosis was investigated, assuming that only tests involving disjoint pairs of processors can be conducted in the same round. It was shown that while locating t < n 2 faults requires worst-case time at least t in the nonadaptive setting, adaptive diagnosis can locate less than n 2 faults among n in constant time. On the other hand, Blecher 6] showed that the number of tests required to identify t < n 2 faults in the worst case, decreases from tn for nonadaptive diagnosis to n + t ? 1 in the adaptive setting. He also showed that the latter is a lower bound. Probabilistic adaptive diagnosis has been studied in 15] . In all the above papers dealing with adaptive diagnosis, it was assumed that the underlying system is modeled by a complete graph. This assumption signi cantly limits the applicability of diagnosis algorithms that were developed, as large completely connected systems are di cult and costly to implement. Thus it is important to study the bene ts of the adaptive approach to diagnosis of realistic architectures. One of them is the hypercube whose implementations have been commercially produced for a long time (cf. 17, 14] ). Many researchers studying fault diagnosis focused their attention on the hypercube. In 1] a nonadaptive diagnosis of the hypercube was proposed in the classical model from 16]. In 7] and 5] probabilistic diagnosis of the hypercube was investigated. In 9] adaptive diagnosis of the hypercube was studied for the rst time. The authors proposed a diagnosis algorithm called HADA which had a better performance than previously known diagnosis strategies, both regarding the number of tests and the number of testing rounds. While nonadaptive diagnosis from 1] and adaptive diagnosis from 19] used 2 n+1 n tests and 2n rounds for the n-dimensional hypercube with at most n faults, the worst-case performance of HADA was 2 n (blog nc + 2) tests and n + 4 rounds. Thus especially the number of tests was signi cantly decreased. A heuristic improvement of HADA, called IHADA, was also given in 9]. Notice that n is the largest number of faults that can be always diagnosed in the n-dimensional hypercube (cf. 16]). In this paper we propose a hypercube diagnosis algorithm whose e ciency is drastically better than that of any previously known strategies. Our method uses at most 2 n +2n tests in the worst case, for the n-dimensional hypercube with at most n faults. This is asymptotically optimal, in view of the theoretical lower bound 2 n +n?1 on the number of tests to diagnose 2 n processors with at most n faults, even assuming complete interconnections (cf. 6]). Since our improvement over existing methods is by a non-constant factor, the savings in the number of tests increase as the size of the hypercube grows. For example, for the 8-dimensional hypercube we use 79% less tests than HADA. We can also modify our algorithm by slightly increasing the number of tests to 2 n + (n + 1) 2 (still a much better performance than 2 n log n, and still asymptotically optimal), and carry out diagnosis for any hypercube in at most 11 rounds in the worst case, as opposed to over n rounds in the best previously known strategy. For almost all hypercubes this upper bound can be reduced even further (se Table 3 ). For example, for the 16-dimensional hypercube (which was the basis of the Connection Machine, cf. 12]) our method uses 2 times less testing rounds and 6 times fewer tests than HADA. The paper is organized as follows. In section 2 we x terminology and state some preliminary results used in the sequel. In section 3 we formulate our basic diagnosis algorithm, prove its correctness and establish its e ciency.
In section 4 we separately analyze the case of small hypercubes (n < 9), as diagnosis for them di ers from the general method. In section 5 we show how to modify our algorithm to decrease the number of rounds by slightly increasing the number of tests. Section 6 contains conclusions. In nonadaptive (one-step) diagnosis, all tests in the test assignment must be scheduled in advance. In adaptive diagnosis, the next test may be chosen on the basis of previous test results. It follows from 16] that the minimum number of tests su cient for nonadaptive diagnosis of n processors with at most t < n 2 faults, is nt. In fact, every processor must be tested by at least t other processors. The authors constructed t-diagnosable systems in which diagnosis is based on test assignments with nt tests. On the other hand, Blecher 6] proved that this minimum number of tests is n + t ? 1 in case of adaptive diagnosis in a complete graph. Another measure of e ciency of adaptive fault diagnosis is the number of rounds (or parallel time) used for testing. It is assumed that tests involving disjoint pairs of processors can be carried out in parallel, in the same round, while tests in which at least one processor is common must be scheduled in di erent rounds. In 2, 3, 4] it was shown how to diagnose a completely connected n-node system with at most t < n 2 faults, using a constant number of rounds, independent of n and t. For any positive integer n, the hypercube of dimension n (or brie y the n-hypercube) is the graph H n = (V n ; E n ) in which V n is the set of all binary sequences of length n, and E n = ffu; vg : u; v 2 V n and u; v di er in exactly one position g. The n-hypercube has 2 n nodes, each of degree n. Consequently, the largest number of faults that can be diagnosed in H n is n. Throughout the paper, the phrase \diagnosis of H n " will stand for diagnosis assuming at most n faults. A nonadaptive diagnosis of H n must use 2 n n tests, i.e., tests must be carried out along every link of the hypercube, in both directions. Such a diagnosis was shown in 1]. On the other hand, every adaptive diagnosis of any system with 2 n nodes and at most n faults must use at least 2 n + n ? 1 tests because this is the lower bound from 6], even for the complete graph. Thus 2 n +n?1 is a theoretical lower bound for the number of tests of any diagnosis of H n . The n-hypercube, for n > 1, is a Hamiltonian graph, i.e., it has an elementary cycle containing all its nodes. Such a cycle can be e ciently constructed using the re ected Gray code (cf. 11]). We will call it the RGC-ring. The n-hypercube can be represented as the product graph H k H n?k , for any 0 < k < n. Consequently, there is a natural embedding of the product H k R n?k in H n , where R n?k is the RGC-ring in H n?k . This embedding will play an important role in our algorithm. There are 2 k disjoint copies of R n?k in this graph, each corresponding to one node of H k . Rings corresponding to adjacent nodes of H k will be called adjacent. For any node v in a ring R, the k neighbors of v, each belonging to a distinct ring adjacent to R will be called foreign neighbors of v. We orient all copies of R n?k in the same direction, called clockwise. In our algorithms we conduct all tests in all copies of R n?k in the clockwise direction. Rings that do not contain any 1-arrow in the obtained syndrome are called healthy, all others are called unhealthy. An unhealthy ring is guarded if it is adjacent to a healthy ring. Otherwise it is unguarded.
Diagnosis in the general case
In this section we present a diagnosis algorithm of the n-hypercube, for n 9. We prove its correctness and show that it uses at most 2 n + 2n tests in the worst case. The case of n-hypercubes for n < 9 has to be handled somewhat di erently and is postponed to the next section.
We start with a general overview of the algorithm. Fix n 9 and let r = blog nc + 1. Thus 2 r > n. Let k = n ? r. We consider the subgraph H k R r of H n , where R r is the RGC-ring in H r . In the rst step we conduct all tests in all rings R r in the clockwise direction. This requires 2 n tests. Next we look at all test results. In a healthy ring, either all nodes are faulty or all are fault free. However, since 2 r > n, the rst possibility is excluded. This enables the diagnosis of all nodes in healthy rings. Every unhealthy ring contains at least one faulty processor, hence there are at most n unhealthy rings. Lemma 3.1 There is at most one unguarded ring.
Proof: Suppose there exist at least 2 unguarded rings. If they are adjacent, they do not have common adjacent rings. Since all rings adjacent to each of them are unhealthy, this gives a total of at least 2k unhealthy rings.
Two unguarded rings can have at most 2 common adjacent rings, because every two nodes in H k can have at most two common neighbors. If the 2 unguarded rings are not adjacent, the total number of unhealthy rings includes both of them and all rings adjacent to any of them. This gives a total of at least 2 + (2k ? 2) = 2k unhealthy rings.
Hence the existence of at least 2 unguarded rings implies the existence of at least 2k unhealthy rings. This is a contradiction because 2k = 2(n ? r) = 2n ? 2blog nc ? 2 > n; in view of n 9. 2
The second step is to diagnose all nodes in all guarded rings. For each such ring we use nodes of the adjacent healthy ring as testers. We will show that all nodes in guarded rings can be diagnosed in such a way that the total number of tests is at most twice the total number of faulty nodes in those rings. After the second step, the only nodes not yet diagnosed are those in the unique unguarded ring. How many nodes in this ring can have all foreign neighbors faulty? Since sets of foreign neighbors must be disjoint, the existence of at least two such nodes would imply the existence of at least 2k faulty nodes which yields a contradiction, as in the proof of Lemma 3.1. Hence we have the following lemma.
Lemma 3.2 In the unguarded ring (if it exists)
there is at most one node x all of whose foreign neighbors are faulty.
2
The third step is to diagnose all nodes of the unique unguarded ring, except possibly x, using already diagnosed fault-free neighbors as testers. By Lemma 3.2, all these nodes have at least one foreign neighbor already diagnosed as fault free. Again we will show how to schedule tests in such a way that the total number of tests is at most twice the total number of faulty nodes in this ring. After the third step, all nodes, except possibly x, are diagnosed. It should be noted that in some cases node x will be diagnosed already in step 3. We will show such situations below. The fourth step is to diagnose node x, if it exists and has not been diagnosed previously. There are two cases. Either n faults have been already discovered previously, in which case x must be fault free, or at most n ? 1 faults have been discovered, in which case x has an already diagnosed fault-free neighbor (in H n ). This neighbor can be used to diagnose x. Thus a high-level description of the algorithm can be formulated as follows.
Algorithm HYP-DIAG 1. Construct the subgraph H k R r of H n , where r = blog nc+1, k = n?r, and R r is the RGC-ring in H r . Perform all tests in all rings R r in the clockwise direction. Identify all healthy rings. Diagnose all their nodes as fault free.
2. Diagnose all nodes in all guarded rings using nodes of adjacent healthy rings as testers.
3. Diagnose all nodes of the unique unguarded ring (if it exists), except, possibly, the unique node with all foreign neighbors faulty. Use already diagnosed fault-free neighbors as testers.
4. Diagnose the last node, if not diagnosed before.
It remains to show how to implement steps 2 and 3 of the above algorithm, using few tests. Every node of a guarded ring has an already diagnosed fault-free neighbor. This neighbor will be used to test a given node. The only thing to decide is which nodes should be tested. Consider the syndrome obtained from the clockwise test assignment in the ring. Call a maximal sequence of consecutive 0-arrows a 0-string and a maximal sequence of consecutive 1-arrows a 1-string. The beginning (resp. end) of the rst arrow of a 0-or 1-string is called the rst (resp. the second) node in this 0-or 1-string. The end of the last arrow of a 0-or 1-string is called the last node in this 0-or 1-string. The following procedure describes how to schedule tests and perform diagnosis of guarded rings. In phase 1, nodes in 0-strings are diagnosed clockwise, starting from the second node in each 0-string. In phase 2, nodes in 1-strings are diagnosed counterclockwise, starting from the last node in each 1-string.
Procedure Guarded-Ring-Diag 
Example
Consider a 16-node guarded ring with the syndrome shown in Figure 1 . We show how to run Procedure Guarded-Ring-Diag for this ring. The diagnosis of the unique unguarded ring (if it exists), except, possibly the unique node x with all foreign neighbors faulty, can be done using a procedure very similar to Procedure Guarded-Ring-Diag. The only di erence is that node x may not have an already diagnosed fault-free tester, as all its foreign neighbors are faulty. If this is the case, the node x should simply be skipped when the procedure indicates that it should be tested. In this way, all nodes except, possibly, x are diagnosed, and the estimate of the number of tests remains valid. It should be noted that in some situations node x will also be diagnosed using this procedure. This will happen, e.g., when x is in the same 0-string as a fault-free node y, clockwise from y, and y is not the rst node in this 0-string. At some point of phase 1, y will be diagnosed as fault free, and all nodes in the same 0-string, clockwise from y, will be diagnosed as fault free as well. This will include node x. The above observations yield the following lemma.
Lemma 3.4 All nodes of the unguarded ring, that have foreign fault-free neighbors, can be diagnosed in such a way that the number of tests is at most twice the number of faults among these nodes.
2
We are now ready to prove the main result of this section. Theorem 3.1 Algorithm HYP-DIAG diagnoses all nodes of an n-hypercube, for n 9, using at most 2 n + 2n tests in the worst case.
Proof: The correctness of HYP-DIAG was proved before. It remains to estimate its eciency.
Step 1 uses 2 n tests. The total number of tests in steps 2 and 3 does not exceed twice the number of discovered faults, by Lemmas 3.3, 3.4. There are two cases. Either the total number of faults discovered in steps 2 and 3 is n, or it is less than n. In the rst case all faults have been already discovered, the last non diagnosed node in the unguarded ring must be fault free (no additional testing is required) and hence the total number of tests is at most 2 n + 2n. In the second case, after step 3 there remains at most one non diagnosed node x and this node has a diagnosed fault-free neighbor y. The total number of tests used till the end of step 3 is at most 2 n + 2(n ? 1). One more test (y; x) su ces to diagnose x, giving a total of at most 2 n + 2n ? 1 tests. 2 
Diagnosis of small hypercubes
In this section we show e cient diagnosis of n-hypercubes, for n < 9. Since, for n = 1; 2, we have 2 n = 2n, diagnosis of at most n faults is impossible in these cases. Hence we can assume that 3 n 8. We consider all these six values of n separately. Recall that R r is the RGC-ring in H r .
Case 1. n = 3.
Construct the subgraph H 1 R 2 of H 3 , and perform all clockwise tests in both 4-node rings R 2 . 1.1. Both rings are healthy. Then all nodes must be fault free. No additional tests are needed. The total number of tests is 2 n . 1.2. One ring is healthy and the other is unhealthy. All nodes in the healthy ring are fault free. Diagnose all nodes in the unhealthy ring using these fault-free nodes as testers. The total number of tests is 2 n + 4 < 2 n + 2n. 1.3. Both rings are unhealthy. In this case each of the rings contains one or two faults and the syndrome in each ring corresponds to one of the possiblities shown in Figure 2 . Notice that syndromes (c), (d) and (e) must correspond to 2 faults. Hence at least in one ring the syndrome must be (a) or (b). In this case nodes A and C must be fault free (otherwise there would be at least 3 faults in one ring), and node B must be faulty. Diagnose the remaining node D in each ring, using node C as tester. The total number of tests is 2 n + 2 < 2 n + 2n.
In both rings syndromes are (a) or (b).

In one ring the syndrome is (a) or (b) and in the other it is (c), (d) or (e).
The ring corresponding to syndrome (a) or (b) must contain exactly one fault and hence this ring can be diagnosed without further testing: the unique fault is B in both cases. Call this ring rst and the other second. It remains to discover the two faults in the second ring. Use the 3 fault-free nodes in the rst ring to test their neighbors in the second ring. The remaining node in the second ring can then be diagnosed without further testing because this ring must contain exactly two faults. The total number of tests is 2 n + 3 < 2 n + 2n. Fig. 2 ). If there are 3 such syndromes then nodes A and C must be fault free (otherwise there would be at least 3 faults in one ring), and node B must be faulty. Diagnose the remaining node D in each unhealthy ring, using node C from the same ring as tester. The total number of tests is 2 n + 3 < 2 n + 2n. If there are 2 syndromes (a) or (b) and 1 syndrome (c), (d) or (e), the rings corresponding to syndromes (a) or (b) must contain exactly one fault and hence these rings can be diagnosed without further testing: the unique fault is B in both cases. It remains to discover the two faults in the last ring. Use 3 fault-free nodes in any of the (already diagnosed) adjacent rings to test their neighbors in the last ring. The remaining node in the last ring can then be diagnosed without further testing because this ring must contain exactly two faults. The total number of tests is 2 n + 3 < 2 n + 2n.
All rings are unhealthy.
There is exactly 1 fault in each ring. This fault can be diagnosed without further testing: It is the second node of the unique 1-string. The total number of tests is 2 n .
Case 3. n = 5. There must be at least 1 fault in each of them, and consequently none of them can contain more than 2 faults. Now each of these rings can be diagnosed separately using at most one extra counterclockwise test for each of them. We omit the details. The total number of tests is 2 n + 4 < 2 n + 2n. 3.3. There are healthy rings and unhealthy rings.
Two rings adjacent to a healthy ring are guarded, hence there is at most one unguarded ring. In the unguarded ring, at most one node can have all foreign neighbors faulty. Diagnosis can be done as in the general case, using a total of at most 2 n + 2n tests. Step 1 of algorithm HYP-DIAG have already been done in each of these 5-hypercubes.) Using Lemmas 3.3 and 3.4 it can be shown that the number of additional tests does not exceed twice the number of discovered faults in each of these 5-hypercubes. Hence the total number of tests is at most 2 n + 2n, in this case as well.
Case 5. n = 7.
The diagnosis and the entire reasoning is identical to the general case, because Lemma 3.1 holds for the graph H 4 R 3 .
Case 6. n = 8. Theorem 4.1 All nodes of an n-hypercube, for 3 n 8, can be diagnosed using at most 2 n + 2n tests in the worst case.
5 Faster diagnosis
In the previous sections we showed methods to diagnose hypercubes using at most 2 n + 2n tests but we did not attempt to reduce the number of testing rounds. While steps 1 and 4 of Algorithm HYP-DIAG use 2 and 1 rounds, respectively (in step 1 all rings can be tested in parallel, even nodes in round 1 and odd nodes in round 2), the number of rounds in steps 2 and 3 can be larger, up to 2n, if all tests are scheduled sequentially. In this section we show that at an extra expense of not too many tests we can signi cantly decrease the number of testing rounds. We will show two alternative ways of implementing steps 2 and 3 of Algorithm HYP-DIAG. One will yield an algorithm using 2 n + O(n log n) tests and O(log n) rounds, and the other will yield an algorithm using at most 2 n + (n + 1) 2 tests and at most 11 rounds, in the worst case. In fact, this number of rounds can be decreased to 7, for large hypercubes. We rst assume that n 9, i.e., the assumption of the general case from section 3 is satis ed. Speeding up steps 2 and 3 of Algorithm HYP-DIAG relies on parallelization of testing of guarded rings and then of all but one nodes of the unique unguarded ring. The following lemma shows how testing time of diagnosis of a single guarded ring can be saved at a small extra expense of the number of tests.
Lemma 5.1 1. A guarded ring in an n-hypercube can be diagnosed in at most dlog ne rounds, using at most s(dlog ne + 2) tests, where s is the number of faults in the ring. 2. A guarded ring in an n-hypercube can be diagnosed in 1 round, using at most s(n + 2) tests, where s is the number of faults in the ring.
Proof: 1. Call the rst n nodes of a 0-string its tail and the remaining nodes its head. Notice that all nodes in the head of every 0-string must be fault free. (Any faulty node in the head would imply that all nodes preceding it in this 0-string are also faulty, thus exceeding the upper bound.) Also, if a node v in the tail of a 0-string is diagnosed as faulty, all preceding nodes must be faulty, and if v is diagnosed as fault free, all nodes following it in this tail must be fault free. This yields a simple binary search method of diagnosing the tail of each 0-string in dlog ne rounds using dlog ne tests. Thus tails of all 0-strings can be diagnosed in parallel in dlog ne rounds, using sdlog ne tests. (The number of 0-strings is at most s.)
Simultaneously, all nodes in 1-strings can be diagnosed in parallel, in a single round, using one test for each end of a 1-arrow. Since there are at most 2s ends of 1-arrows, this can be done in one round, using 2s tests. The conclusion of part 1 follows. 2. In order to complete diagnosis of a guarded ring in 1 round, separate tests have to be used in parallel for all nodes in all tails of 0-strings, in addition to tests for all ends of 1-arrows. There are at most s tails, each of length n. This gives a total of s(n + 2) tests. 2
Lemma 5.1 shows how to perform fast diagnosis of a single guarded ring. However, if all guarded rings have to be diagnosed, it may happen that the same healthy ring is a \guard" for many unhealthy rings, i.e., each node of this healthy ring is used to test several foreign neighbors. Clearly, all these tests must be performed sequentially, thus slowing down the testing process. We must show that \guards" can be selected in such a way that none of them is overloaded. We will use the following combinatorial lemma. Step 3.
Diagnose all nodes of the special ring (if it exists), except, possibly, the unique node with all foreign neighbors faulty. Use already diagnosed fault-free neighbors as testers, as described in the proof of Lemma 5.1, part 1.
Step 4.
Diagnose the last node, if not diagnosed before. Lemma 5.1, part 1, and Lemma 5.3 yield the following proposition.
Proposition 5.1 Algorithm FAST-HYP-DIAG diagnoses an n-hypercube in O(log n) rounds, using 2 n + O(n log n) tests.
Proof: Since the statement is asymptotic, we may assume that n 12.
Step 1 uses 2 n tests and 2 rounds.
Step 2 is performed in at most 7 phases, each of which uses O(n log n) tests and O(log n) rounds.
Step 3 uses O(n log n) tests and O(log n) rounds. (The argument is similar to that in the proof of Lemma 5.1, part 1.) Finally, step 4 uses 1 test and 1 round. This implies the proposition.
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The above proposition shows how to decrease the number of rounds from linear to logarithmic in n, at a relatively small expense of additional tests. However, Lemma 5.3 has a more important consequence: the possibility of keeping the number of rounds constant. The following is the fastest version of Algorithm HYP-DIAG.
Algorithm EXPRESS-HYP-DIAG Step 1.
As in Algorithm FAST-HYP-DIAG.
Step 2.
Assign a healthy adjacent ring to every normal ring, as in Lemma 5.3. Test and diagnose all nodes in all normal rings in at most 7 rounds, using nodes of adjacent healthy rings as testers. In every round, a healthy ring tests all nodes of one adjacent normal ring in parallel, as described in the proof of Lemma 5.1, part 2.
Step 3.
Diagnose all nodes of the special ring (if it exists) in parallel, except, possibly, the unique node with all foreign neighbors faulty. Use already diagnosed fault-free neighbors as testers, similarly as for normal rings.
As in Algorithm FAST-HYP-DIAG. The following is the main result of this section.
Theorem 5.1 If n 9, an n-hypercube can be diagnosed in at most 11 rounds, using at most 2 n + (n + 1) 2 tests.
Proof: We rst show that for n 12, Algorithm EXPRESS-HYP-DIAG has the performance stated in the theorem.
Step 1 uses 2 rounds and 2 n tests. Steps 2 and 3 are executed in at most 8 rounds (at most 7 rounds for step 2 and 1 round for step 3) and use a total of at most n(n + 2) tests, in view of Lemma 5.3 and Lemma 5.1, part 2. (The argument in case of the unique unguarded ring is similar as for the guarded rings). Finally, Step 4 uses 1 round consisting of 1 test. The total number of tests is at most 2 n + n(n + 2) + 1 = 2 n + (n + 1) 2 .
For 9 n 11 Lemma 5.3 cannot be used. However, in these cases, r = blog nc + 1 = 4, hence k = n ? 4. Every ring has n ? 4 adjacent rings, hence the number of unhealthy rings tested by the same healthy ring cannot exceed n ? 4. Thus Step 2 can be executed in at most n ? 4 rounds, giving a total of n 11 rounds for the entire algorithm. The estimate on the number of tests does not change.
It should be noted that, for su ciently large n, the estimate on the number of rounds can be lowered even further. It follows from the proof of Theorem 5.1 that the number of rounds is at most + 4, for de ned in the proof of Lemma 5.3. While 7, for all n 12, we have in fact 6, for all these n, except 13, and, moreover, 4 for n 22, and = 3 for n 38. This permits diagnosis of all n-hypercubes, for n 38, in only 7 rounds. (The upper bound 2 n + (n + 1) 2 on the number of tests remains unchanged). While the result for such extremely large hypercubes is only of theoretical interest, a 16-hypercube have been actually built (cf. 12]). It is interesting to compare the performance of Algorithm EXPRESS-HYP-DIAG to that of HADA from 9], for this large existing example. While our algorithm uses 10 rounds and 65825 tests in the worst case, HADA uses n + 4 = 20 rounds and 2 n (blog nc+2) = 393216 in the worst case. Thus Algorithm EXPRESS-HYP-DIAG uses 50% less time and 83% fewer tests than HADA in this case. We nally turn attention to the case of small n-hypercubes, for 3 n 8. The method given in Cases 1 and 2 of section 4 shows that diagnosis for n = 3 can be done in 3 rounds, using 2 3 + 4 tests, while diagnosis for n = 4 can be done in 4 rounds, using 2 4 + 8 tests. A splitting method similar to that in Case 4 of section 4 yields diagnosis in 6 rounds for n = 5, in 8 rounds for n = 6; 7, and in 10 rounds for n = 8. For all these values of n, the number of tests is at most 2 n +2 n?1 in worst case. We omit the tedious case-by-case analysis. Based on the above results and on Theorem 5.1, the following table compares the worst-case performance of our diagnosis to that of HADA from 9]. The estimate of performance of HADA is based on Theorem 2 from 9]. It should be noted that in 9] the authors estimate the number of links used for testing, rather than the number of tests. A closer inspection of HADA shows that, in the worst case, two tests are conducted along almost every link used for testing. In particular, the worst-case number of tests in HADA is 2 n (blog nc + 2), for an n-hypercube. On the other hand, the worst-case number of testing rounds in HADA is n + 4 (cf. Corollary 1 in 9] ). We use HADA for comparison, rather than IHADA, because the worst-case analysis of this heuristic improvement of HADA has not been attempted in 9], due to its technical di culty. The table in Figure 3 shows that our algorithm uses less time and fewer tests than HADA for all hypercubes, and this di erence increases with n (cf. Theorem 5.1).
Conclusion
The main result of this paper are two adaptive diagnosis algorithms for n-dimensional hypercubes. Algorithm HYP-DIAG uses very few tests: at most 2 n + 2n tests in the worst case. We also presented a modi cation of this algorithm, called EXPRESS-HYP-DIAG. At a small additional expense of the number of tests (2 n + (n + 1) 2 instead of 2 n + 2n) we were able to reduce the number of testing rounds to at most 11, for every hypercube. (For almost all hypercubes this upper bound can be reduced even further.) Thus EXPRESS-HYP-DIAG has an excellent performance, both with respect to testing time (measured by the number of testing rounds) and to testing cost (measured by the number of tests). The latter parameter is asymptotically optimal due to the theoretical lower bound 2 n + n ? 1, following from 6].
The performance of EXPRESS-HYP-DIAG should be also contrasted with the performance of all previously known hypercube diagnosis algorithms; each of them used more than n rounds and 2 n log n tests in the worst case.
