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the   statistical   environment   R,   GridR,   which   allows 
using the collection of methodologies  available as R 
packages   in  a  grid  environment.  The  aim of  GridR, 
which was initiated in the context  of the EU project 
Advancing   Clinico­Genomics   Trials   on   Cancer 
(ACGT), is to provide a powerful framework for the 
analysis   of   clinico­genomic   trials   involving   large 
amount of data (e.g. microarray­based clinical trials). 
As   a   proof   of   concept,   an   example   of   microarray­
based   analysis   taken   from   the   literature   was 
reproduced using GridR. As GridR will ultimately be 
made   available   to   the   ACGT   community   as   a   web 




  In   recent  years,   the   rapid  development  of  high­
throughput genomics and post­genomics technologies 
has   provided   clinicians   fighting   cancer   with   new 
discovery   paths   and   has   opened   the   possibility   to 





the clinically  relevant   information from all  available 
data.   Considering   the   current   size   of   clinical   trials 
(hundreds of patients), there is a clear need, both from 
the viewpoint  of   the  fundamental   research  and from 
that of the treatment of individual patients, for a data 
analysis  environment   that   allows   the  exploitation  of 
this enormous pool of data  8. This is the aim of the 
Advancing   Clinico­Genomics   Trials   on   Cancer 
(ACGT) project 8.
ACGT   aims   at   developing   an   open­source   IT 
infrastructure   to   provide   the   biomedical   community 
with   the   tools   needed   to   integrate   complex   clinical 
information   and   make   a   concrete   step   towards   the 
tailorization of treatment to the patient.
On   the   data   side,   the   ACGT   environment   is 
designed to be versatile and will allow the integration 
of   high­throughput   databases   with   data   both   from 
existing   (e.g.   microarrays,   imaging)   and   future 
technologies   (e.g.   high­throughput   proteomics).   The 
design   of   the   platform   considers   the   integration   of 
private (i.e. trial­specific) databases with public ones, 
thus   making   publicly   available   datasets   potentially 
immediately   available   for   hypothesis   validation   and 
meta­analyses.
On  the  methodology  side,   the  ACGT  platform  is 
designed   to   be   modular,   allowing   to   integrate 
additional   data   analysis   tools   (software,   both   open­
source and commercial,  web services)  as  plugins,  as 
they become available.
Considering   that   the  amount  of  data  generated   is 
expected to rise to several gigabytes of data per patient 
in   a   close   future   access   to   high­performance 
computing resources will be unavoidable. Hence, Grid 
computing  8  appears   as   a   promising   technology. 
Access   and   use   of   Grid­based   resources   is   thus   an 
integral part of the design of the infrastructure.






the   one   in   ACGT.   In   caBIG,   the   bottom­up, 
technology­oriented,  approach  was  chosen,   in  which 
the focus was put on the integration of a large number 
of   analysis   tools   but   with   weak   concern   on   data 
privacy   issues.   CancerGrid   on   the   other   hand 
addresses   the   very   needs   of   the   British   clinical 
community.  As  a  result   some  aspects  of   the  project 
may   not   fully   overlap   with   the   European   and 
international scope of ACGT.
In ACGT, with two on­going international clinical 
trials   actually   conducted   in   the   framework   of   the 
project, the approach is top­down, with clinicians’ and 
biomedical   data   analysts’   needs   at   the   heart   of   all 
technical decisions, considering data privacy issues as 
central as data analysis needs.
Finally   it   should   be   mentioned   ­although   these 
aspects are not described in the present text­ that the 
ACGT   project   addresses   legal   and   ethical   issues 
related   to   clinical   trials   in   distributed   computing 
environment.   Defining   a   sound   legal   and   ethical 
framework for the use of clinical  data is essential  to 
gain public acceptance and support for such initiatives.
R in clinico-genomic context
The   present   article   describes   the   initial 
implementation   of   GridR,   one   of   the   important 
analysis  tools  to be used in the ACGT environment. 
GridR is based on the  open­source statistical package 
R  8.  The  R environment  provides  a  broad   range  of 
state­of­the­art   statistical,   graphical   techniques   and 
advanced   data   mining   methods   (including 
comprehensive   packages   for   linear   and   non­linear 
modelling,   cluster   analysis,   prediction,   hypothesis 




itself  is   based   on   the   S   language  8  which   is   also 
implemented   in   the   commercially   available   Splus 
system.)
The  associated  project  BioConductor  8  addresses 
the   needs   of   the   biomedical   and   biostatisticians 
community   for   genomic   data­analysis   oriented   R 
packages.
Numerous   methods   available   as   R/BioConductor 
packages and considered experimental a few years ago 
have been stabilized and became accepted standard in 
the   analysis   of   high­throughput   genomic   data. 
Integrating R/BioConductor in an open­source clinical 
data­analysis   environment   is   thus   completely 
meaningful.
In the ACGT analysis environment, R is used as a 
user   interface   and   as   an   analysis   tool.   R   as   user 
interface   is   supposed   to   serve   as   programming 
language interface to the ACGT environment. Used as 
analysis   tool,   the   goal   is   to   achieve   a   seamless 








The rest  of   the  paper   is  organized  as   follows.   In 
Sec.  2  we sketch the ACGT architecture and give an 
overview over the key components.  Sec.  3  describes 
the   general   scenario   of   statistical   analysis   in   the 
context of clinico genomic trials and introduces a use 
case.   In   Sec.  4  we   describe   the   grid   enabled   R 
environment GridR in ACGT, which will be evaluated 
in Sec.  5,  based  on  the use case  “Farmer  scenario”. 




The   ACGT   requirements   in   terms   of   data 
management,   efficient   utilization   of   computational 
resources,   and   security   can   be   matched   by   the 
adoption   of   a   Grid   infrastructure.   The   adopted 
architecture   builds   upon   the   Grid   fabric   and   it   is 
further enhanced by the deployment of Web Services 
and Semantic Web technologies.  These  technologies, 
although initially  separated,  are currently  converging 
in a complementary way. 
Figure 1: The ACGT layered initial architecture.
The  adopted   architecture   for  ACGT   is   shown   in 
more detail in Figure 1. A layered approach has been 
followed for providing different levels of abstraction 
and   a   classification   of   functionality   into   groups   of 
homologous software entities  8.  In this approach we 




the   Grid   and   domain   specific   security   requirements 
like pseudonymization and anonymization. Apart from 
the security requirements, the Grid infrastructure and 
other   services   are   located   in   the   first   (lower)   two 
layers:   the   Common   Grid   Layer   and   the   Advanced 
Grid Middleware Layer. The upper layer is where the 
user   access   services,   such   as   the   portal   and   the 
visualization tools, reside. Finally, the  Bioinformatics 
and   Knowledge   Discovery   Services  are  the 
“workhorse” of ACGT and the corresponding layer is 
where   the   majority   of   ACGT   specific   services   lie. 
Some characteristic examples of these services are:
• Mediator  Services that  offer  uniform access  to 
distributed   and   heterogeneous   clinical   and 
biomedical databases.
• Ontology   Services   that   provide   a 




• Workflow Enactment  Services  that  support  the 
efficient management and execution of complex 
biomedical workflows.
• Metadata   Repositories   and   the   corresponding 
services for the persistence and management of 
services’ metadata descriptions.
• An assortment  of  data  mining  and  knowledge 
discovery tools and services that fulfill the data 
analysis requirements of ACGT. In essence the 







In   order   to   illustrate   the   working   principles   of 
GridR, we have selected the article by Farmer et al. 8, 
a  simple  clinical   research  project  available  from the 
literature and for which all data were available online 
8.   This   also   provides   a   validation   of   GridR   in   a 
realistic usage.
In   the   “Farmer   scenario”,   microarray   data 
(Affymetrix   U133A   gene   expression   microarrays) 
obtained   from   breast   cancer   tumor   samples   of   49 
patients are used to associate subtypes of breast cancer 
to   patterns   of   gene   expression   and   molecular 
signatures. R and BioConductor packages are used to 





article,   namely   the   principal   component   analysis 
(PCA). On the other hand steps related to the quality 
control   of   the   arrays   are   shown,   which   were   not 
presented   in   the  original  paper.  Figure  2  shows   the 
plots   related   to   those   steps;   in   particular   the   plot 
illustrating the PCA is seen to be identical to that in 8.
Figure 2: Farmer Scenario plots
4.Use case
The   given   scenario   can   be   described   from   the 
technical point of view as follows. A researcher wants 
to perform interactive, grid­enabled data mining in the 
R   environment.   On   his   local   machine   (client)   he 
develops   algorithms   using   R   as   user   interface.   In 
clinical context, the data to be analyzed are usually so 
large (~800MB in the present, limited, scenario) that a 
transfer   to   the   client   might   be   ineffective   or   not 



















machine.   The   current   implementation   of   the   server 
side   GridR   components   that   are   related   to   the   grid 
environment   is   based   on   several   external   software 
components,   namely   the   Globus   Toolkit   4   grid 
middleware 8, an installation of the R environment on 
the   grid   machines  which   will   execute   the   functions 
remotely   and   a   GRMS­Server   installation   from   the 
Gridge   toolkit  8  on   a   central   machine   in   the   grid 
environment   that   is   responsible,   for   instance,   for 
resource   management.   On   the   client   side,   GridR 
consists of a set of R functions and involves the Cog­
kit  8,  which is  responsible  for  proxy generation and 
data transfer and a GRMS­Client 8. 
The   client   side   part   is   structured   around   the 
components  “RemoteExecution”   (JobSubmission  and 
JobDescription   Generator)   and   “Locking”.   The 
RemoteExecution   component   is   responsible   for   the 
execution of R code as a job in the grid environment 
by  transforming  the R code to  execute   into a set  of 
files,  creating a job description file  in the respective 
job description language and submitting the job to the 
resource   management   system   by   the   GRMS­client. 
During this process, the locking component takes care 
of the consistency of files/variables.
These  components  are  based  on  R functions  (see 
Table  1  and  Table  2),   so  no  changes   in   the  core  R 
implementation   are   necessary.   The   functions   are 
based,   among   other,   on   the   following   R 
functionalities:
• callbacks   ­   functions   that   are   executed 
automatically  by R after   the  user  has  issued a 
command   (this   is   used   when   checking   for 
results)
• active   bindings   ­   a   variable   is   replaced   by   a 
function   call   which   is   handling   the   locking 
system   and   allows   working   interactively   with 
that   variable.   When   the   variable   is   read,   the 
predefined   function   is   called   and   returns   the 
value associated to the variable (or an error code 
if   the   variable   is   locked).   When   a   value   is 
assigned   to   the  variable   the   function   is  called 
with   the  value  as  parameter   for   storage   in  an 
internal structure.
• parsing   of   error   code   ­   checks   for   missing 
values,   variables   and   functions   in   the   code 
which is executed remotely
Name Action
grid.init Initializaion   of   all   variables 
necessary for the grid execution
grid.exit Unlocks   all   variables 























Table 2: List of internal used functions
R as client
An   R   programming   language   interface  that 
supports the access to the ACGT services is provided 
in  the ACGT  environment.  This  means that  R users 










as   input   to   one   of   those   predefined   functions 
(grid.apply) in their local code. 
Figure   3  shows   the   execution   of   a   simple   sum 
function   with   the   GridR   client   side   components. 
Details on the steps of execution will be described in 
the following section.
Figure 3: Simple GridR Example
5.Evaluation and Testing
The implementation of GridR was validated on the 
basis  of   the   “Farmer   scenario”,   implementing   some 
typical analysis steps of a microarray experiment.
In the present case, R was used in conjunction with 
the   BioConductor   packages   affy,   affyPLM   and 
marray, which are specialized packages for microarray 
analysis, to build the individual modules of validation.
Besides   loading   the   expression   data   matrix   and 
associated clinical data, those modules contribute in:
• Producing   some   figures   required   for   the 
quality   control   of   the   chips   (e.g.   RNA 
degradation plots)




per   gene   and   performing   a   principal 
component   analysis,   to   verify   that   samples 
with similar subtypes group together.
• Extracting symbols of genes most correlated to 
molecular   markers   relevant   to   the   analysis 
(androgen   receptor,   AR,   and   estrogen 
receptor, ESR1).
The analysis  steps  are wrapped into functions  for 





• Function  loading.  The   GridR   functions   are 
loaded from a file or package into the workspace 
of the R client.
• Grid  initialization.  The   grid   environment   is 
initialized by calling the function grid.init. This 
function   sets   the  paths   to   the   cog­kit   and   the 
grms­client as well as the remote host that will 
be taken as execution machine.
• Code  writing.  The   R   code   which   is   to   be 
executed in the grid is written and wrapped as 
single R function in the local R environment




(fx.bin).   Then   the   R   script   which   is   actually 
executed   on   the   remote   machine   is   generated 
(script.R), which is followed by the creation of 
the  job  description for   the grid­job­submission 
by   GRMS   (job.xml).   The   job   description   file 
contains   information   for   the   resource 
management   system,  e.g.  which  application   to 
execute   in   the  grid   (R   in   the  present   case),   a 
dedicated   execution   machine,   which   files   to 
stagein  (­out)   from (to)   the  grid   to   (from)   the 











During   the   remote   execution   the   created   R 
script is executed on the remote machine, which 
reads   the   parameters   and   the   function   from 
fx.bin, executes y=f(x) and writes the result into 
a file (y.dat).  
• Waiting for result. While the remote execution 
is  active  and   the  R  client  waits   for   result   (by 
checking if the file y.dat is created) the variable 
y is locked. 
• Result processing.  If file y.dat was created on 
the remote machine and, together with the result 
files,   transferred  back   to   the  client,   the   file   is 
loaded. The exit status is checked and – if the 
job was successful – the value is assigned to y 
and   the  variable   is  unlocked.  Further  more,   if 
e.g.  one  of   the  result   files   is  a  Postscript   file, 
ghostview is started for result visualization.
Figure 4: Steps of execution
6.Discussion,  Related  Work,  Conclusion 
and Future Work
In this paper we have presented the integration of R 
in   a   Grid   environment.  In   the   biomedical   and 
biostatisticians   community   R   is   widely   used   and 
turned out as de facto standard. GridR, as  one of the 
important   analysis   tools   in   the   ACGT   environment, 
enables users to run experiments in the grid and profit 
from the advantages of grid technology by provides a 
grid   enabled   environment   for   R.   The   presented  use 
case   showed   the   execution   of   a   complex   analysis 
scenario. It should be considered a proof of concept, as 
measurements  and statistics  about the practical  gains 
in terms of computational power still need to be done 
in   the   context   of   large   clinical   trials.   However,   it 
becomes clear that the availability of GridR will be of 
great   use   to   clinicians   and   clinical­data   analysts 
interested in computationally heavy data­mining, such 
as   resampling   techniques,   full   cross­validation   of 
classifiers or meta­analyses. 
The   expected   benefits   for   the   users   are   twofold 
based on the duality of using the R as a client tool and 
executing the R scripts on the Grid. Firstly, we argue 
that   the   R   environment   is   a   popular   tool   among 
biostaticians   and   something   that   a   lot   of   users   are 
familiar   with.   Therefore   using   R   as   a   user   access 
environment   to   interact   with   the  ACGT  platform   is 
beneficial for the acceptance and the active use of the 
project’s   infrastructure.  Secondly,   the   “gridification” 
of   the   R   execution   layer   implies   that   the   users’ 
analysis tasks are executed in an efficient and secure 
way   relieving   the   client   side   of   the   computational 
burden  and   the  need   to  download  all   the   input  data 
sets.   This   architecture   also   leaves   room   for   many 
possible   optimizations   in   the   future,   e.g.   the 




To our  knowledge   there  has  not  been  so  far  any 
attempt for grid enabling the R environment itself and 





toolkit  8  so   that   it   uses   the   Grid   computational 
resources   for   data   analysis   tasks.     The   Weka4WS 
toolkit 8 is a similar work to support the data analysis 
on the Grid by offering a WSRF compliant interface to 
the  machine   learning  algorithms  provided  by  Weka. 
The  DataMiningGrid  project  8  aims   to  deliver  Grid 
interfaces and middleware components to facilitate the 
discovery   and   execution   of   data   mining   tools   in 
distributed Grid environments.  One of   the results  of 
this  project   is  a  “Data  Mining  Application  Enabler” 
which grid­enables existing data mining applications. 
Nevertheless,   the   focus   is   on   generic,   mostly 
command   line,   applications   (e.g.   Bash   or   Python 
scripts, C applications, etc.) although R scripts could 
be   also   handled   in   the   same   way:   as   inputs   to   the 
command line R application.
In  8  a short overview over support for concurrent 






GridR as user interface
Stage in
GridR as tool
(Simple   Network   Of   Workstations),   based   on   the 
adoption   of   an   article   about   benefits   and   problems 
with   parallel   processes   in   R  8,   and   rpvm   provide 
interfaces in order to support the parallel computation 
on   clusters.   In   contrast   to   the   message­passing 




Some   rudimentary   support   for   building   client 








interface   to   the   whole   ACGT   environment. 
Additionally   the   provision   of   a   WSRF   compliant 
interface to the GridR service functionality will give 
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