A distributed antenna system whose goal is to provide data communication and positioning functionalities to mobile stations (MSs) is studied. Each MS receives data from a number of base stations (BSs) and uses the received signal not only to extract the information but to determine its location as well. This is done based on time-of-arrival or time-difference-of-arrival measurements, depending on the assumed synchronization conditions. The problem of minimizing the overall power expenditure of the BSs under data throughput and localization accuracy requirements is formulated with respect to the beamforming vectors used at the BSs. The analysis covers both frequency-flat and frequencyselective channels and accounts for robustness constraints in the presence of parameter uncertainty as well. The proposed algorithmic solutions are based on rank-relaxation and difference-ofconvex programming. Index Terms-Data communication, localization, orthogonal frequency-division multiplexing (OFDM), time difference of arrival (TDOA), time of arrival (TOA).
. Network under consideration consists of N B BSs with multiple antennas and N M single-antenna MSs. Each MS may receive data from all the BSs and uses the received pilot signals also to determine its position. arrival [4] , or received signal strength [4] methods are known to be effective solutions.
The design of signal processing operations in a wireless network is conventionally targeted to exclusively account for communication-based performance criteria. For location-aware wireless networks, it is then relevant to revisit the conventional system design to accommodate also the localization requirements. Work along these lines can be found in [11] [12] [13] . In [11] [12] [13] , optimal pilot and data power allocation are investigated for a single BS in an orthogonal frequency-division multiplexing (OFDM) system under constraints on the data rate and on the accuracy of TOA estimate. The latter criterion can be indirectly related to localization precision [5] [6] [7] [8] [9] . This paper 1 considers the location-aware system in Fig. 1 , in which multiple BSs, with multiple antennas, communicate with a number of single-antenna MSs. Each MS may receive data from all the BSs and uses the received signals also to estimate its location. The problem of interest is optimizing the beamforming vectors at the BSs to minimize the overall power expenditure under data rate and localization accuracy constraints for all the MSs. The main contributions of this paper are as follows.
• We first investigate beamforming optimization with rate and localization constraints under the assumption of frequency-flat channels and perfect knowledge of the system parameters, such as channel state information (CSI), at the BSs. Localization accuracy is measured by the Cramér-Rao bound (CRB), and both TOA-and TDOAbased positioning methods are considered, hence accounting for both synchronous and asynchronous setups (see, e.g., [14] ). The proposed algorithms solve the resulting nonconvex problems via rank-1 relaxation [15] , [16] and difference-of-convex (DC) programming [17] . • A robust beamforming design strategy is proposed to combat the uncertainty on the system parameters at the BSs. The approach is based on a min-max formulation of the optimization problem (see, e.g., [6] [7] [8] and [18] ). • We extend the system design to frequency-selective channels under the assumption of OFDM transmission. In particular, a novel solution based on subcarrier grouping is proposed that is able to trade rate for localization accuracy. • We provide extensive numerical results to assess the impact of the localization and data rate constraints, including a case study concerning long-term evolution (LTE)-based system. The rest of this paper is organized as follows. Section II presents the system model and formulates the problem of interest. In Section III, we evaluate the localization metrics for the TOA-and TDOA-based positioning methods and then describe the proposed beamforming strategies. In Section IV, a robust transmission strategy with respect to the uncertainty on the system parameters is proposed. Section V considers frequency-selective channels assuming OFDM transmission and investigates the corresponding optimal beamforming design problem. Finally, numerical results are given in Section VI, and conclusions are drawn in Section VII.
Notation: [·] T and [·] * denote transpose and complex transpose, respectively; |A| and tr{A} are the determinant and the trace of a square matrix A, respectively; [·] n×n is the upper left n × n submatrix of its argument; [·] n,m denotes the element at the nth row and the mth column of its argument; [·] (a:b,c:d) is the submatrix of its argument, which corresponds to from the ath to the bth rows and from the cth to the dth columns; A B means that matrix A − B is positive semidefinite; x is the Euclidean norm of vector x; I n ∈ R n×n is the identity matrix; 0 n and 0 n×m are the n-dimensional vector and the n × m matrix of all zeros, respectively; E[·] denotes the expectation operator; λ max (A) and v max (A) are the maximum eigenvalue and the corresponding eigenvector of a square matrix A, respectively.
II. SYSTEM MODEL
The network under consideration is shown in Fig. 1, and Fig. 1 ). The positions p B,j of the BSs are known to all the nodes in the network. Each MS i receives data from the BSs and uses the signals received from all the BSs also to estimate its location p M,i . To make localization possible, we assume N B ≥ 3 so that position p M,i can be determined by each MS i via triangulation based on time measurements from the received signals.
A. Signal Model
We start by detailing the system model for frequencyflat channels. Frequency-selective channels are treated in Section V. Each transmission block of duration T is divided into a training phase of n p symbols with total duration of T p and a phase for data transmission of length n d symbols with total duration of T d . Throughout, unless stated otherwise, we will use subscripts or superscripts p and d for variables related to pilots and data. Different BSs occupy orthogonal time-frequency resources, e.g., by using time-division multiple access or frequency-division multiple access. Overall, in its dedicated resource, each BS j transmits the signals, i.e.,
in the training and data blocks, respectively, where w ji is the M j × 1 beamforming vector used for communication from BS j to MS i, and s (p)
are the training and data signals used for communication between BS j and MS i. In (2), T s is the symbol period; g(t) is a (real) Nyquist pulse with unit energy, whose Fourier transform is G(f ); the pilot symbol sequences m (p) ji (l), for l = {0, 1, . . . , n p − 1} with i ∈ N M , are orthogonal with unit amplitude and known to all nodes; and the data sequence m (d) ji (l) for l = {0, 1, . . . , n d − 1} consists of the encoded data symbols from BS j to MS i, which are assumed to be zero-mean independent random variables with correlation
The channel between BS j and MS i is assumed here to be frequency flat and constant within each transmission interval. Accordingly, the received signal at MS i from BS j during the entire training phase of duration T p can be written as
where h ji is the M j × 1 complex channel vector between BS j and MS i, which accounts for small-scale fading; τ ji is the effective propagation delay between BS j and MS i given as
with c being the propagation speed and b i being the time reference mismatch between the BSs and MS i (see further discussion below), the noise z (p) ji (t) is complex white Gaussian with zero mean and two-sided power spectral density N 0 , and ζ ji models the path loss between BS j and MS i, which is given as
where η is the path loss exponent, and Δ is a reference distance (see, e.g., [19] ). The signal y 
Finally, we define the effective complex channel gain between BS j and MS i for the signal intended for MS k as
This definition is motivated by the fact that the received signal (3) and, similarly, y 
and hence, the complex gain α (4) . The BSs are assumed to have a common time reference (e.g., via GPS). Instead, each MS i has a time reference that is mismatched with respect to the common BSs' time reference by an offset b i . This offset is generally unknown to the MSs and the BSs. We will first consider the case in which offset b i is zero, which corresponds to a setup where the MSs also have a common time reference with the BSs (e.g., via GPS) in Section III-A1. Then, in Section III-A2, we will cover the general case in which the time reference mismatch b i is generally nonzero and unknown to all nodes. For this second case, we assume, for generality, that each MS i has available some a priori knowledge about offset b i in the form of a probability density function (pdf) f (b i ).
To gain some initial insight into the problem, we first assume, here and in Section III, that the central unit that performs the optimization of the beamforming vectors knows the CSI ζ ji h ji for all j ∈ N B and i ∈ N M along with internode distances d ji and angles φ ji . The more practically relevant case with only imperfect CSI and parameter knowledge of the central unit is treated in Section IV, building on the analysis in Section III.
B. Performance Metrics and Problem Formulation
The system design is concerned with guaranteeing acceptable performance both in terms of data transmission and localization accuracy. These two requirements are discussed in the following sections.
1) Transmission Rate: Prior to decoding data sequence m the training period T p . While the maximum achievable rate generally depends on the specific channel estimate realization (see, e.g., [20] ), here, we are interested in evaluating a measure of the achievable rate that can be calculated based on the CSI available at the BSs. This is to allow for the beamforming optimization at the central unit connected to the BSs. To this end, we write transmission rate r ji (W j ) (in bits per second per hertz) between BS j and MS i as
is the signal-to-interference-plus-noise ratio (SINR) between BS j and MS i, and W j = {w ji } i∈N M collects all beamforming vectors of BS j. Note that, when calculating (9a), we have assumed that each MS i treats the interference coming from the undesired signals intended for the other MSs as additive noise. 2 Moreover, the normalization by N B is due to the assumption of orthogonal transmissions by the BSs, which implies that each BS occupies only 1/N B of the time-frequency resources.
2) Localization Accuracy: Each MS i estimates its location p M,i through the observation of the received signals (3) from all the BS j ∈ N B during the training period. To evaluate localization accuracy, we adopt the squared position error (SPE) as the localization performance metric. This is defined for MS i as (see, e.g., [14] and [21] )
wherep M,i is the position estimate at MS i. We observe that the SPE ρ i (W ) depends on all beamforming vectors w ji for all j ∈ N B and i ∈ N M , which are collectively denoted as W = {W j } j∈N B .
3) Problem Formulation: We denote R i and Q i as the rate and SPE localization requirements for MS i, respectively. The problem of optimizing the beamforming vectors W is then formulated as follows:
Note that the rate constraint (11b) for MS i imposes that the total rate received from all BSs is larger than the required rate R i . This constraint is appropriate if the BSs are connected to a common content delivery network and, hence, can all provide the required information to the MSs. This is for instance the case in distributed antenna systems [22] . The localization constraint (11c) for MS i imposes that the SPE is smaller than the required localization accuracy Q i .
III. BEAMFORMING DESIGN
Here, we first derive bounds on the SPE for TOA-and TDOAbased localization. Then, using these bounds, we address the design of the beamforming vectors W as per problem (11) .
A. Bounds on the SPE
For any unbiased estimator of the position of MS i, the SPE can be bounded by the CRB as (see, e.g., [14] )
where J i (W ) is the equivalent Fisher information matrix (EFIM) for the estimation of the position p M,i (see, e.g., [6] [7] [8] [9] and [21] ). The EFIM J i (W ) depends on whether the MS has a common time reference with the BSs or not. The first case, which can be modeled by setting b i = 0 in (4), is first discussed in Section III-A1, whereas the more general case is addressed in Section III-A2. 1) TOA-Based Localization: We first assume the availability of a common time reference for MS i and all BSs by setting b i = 0 in (4) . In this case, localization can be performed by MS i through the estimation of the time delays, which are related to the BS-MS distance through (4), via triangulation. Hence, using conventional nomenclature, we refer to the localization under the assumption of a common time reference at the MS and BSs as being based on the estimation of the TOAs (see, e.g., [5] [6] [7] [8] [9] ). Under this assumption, as shown in Appendix A1 following [21] , the EFIM can be calculated as
2) TDOA-Based Localization: We now consider the case where the time reference mismatch b i between MS i and BSs is possibly nonzero and unknown to the MS and the BSs. Due to the presence of this mismatch, the MSs cannot directly estimate the delays, and hence, TOA-based localization is not applicable. Instead, the classical approach in this case is to perform localization based on the estimate of the differences between the delays of all pairs of BSs. Therefore, we refer to localization in the presence of an MS-BS time reference mismatch as being based on TDOAs [10] .
From the a priori pdf f (b i ), we can calculate the prior
can then be calculated as
, and we have defined the matrix
EFIM (15) can be derived by following similar steps as in Appendix A1, which is derived in Appendix A2. Remark 1: To allow for an easier comparison of the localization accuracies achievable with TOA-and TDOA-based localization, we can rewrite (15) as
for all p, m ∈ N B . As expected, it can be seen that, if the time reference mismatch b i is perfectly known, i.e., if
B. Beamforming Design for TOA-Based Localization
In this section, we elaborate on the solution of problem (11) for TOA-based localization. We recall that the rate function r ji (W j ) in constraint (11b) is given as (9a), whereas the SPE function ρ i (W ) in constraint (11c) is bounded by CRB (12) with EFIM (13) .
Defining the covariance matrix Σ ji = w ji w * ji , problem (11) can then be written as
While the objective function is linear, problem (18) is complicated by the presence of nonconvex constraints (18b) and (18d). Using rank-1 relaxation (see, e.g., [15] and [16] ) and following the approach in [6] and [8] to convert the localization constraint (18c) to a linear matrix inequality (LMI), 3 we propose the algorithm detailed in Algorithm 1 for the solution of problem (18) . The algorithm is based on the majorization minimization (MM) method for DC programming (see, e.g., [17] ). Specifically, the algorithm first obtains a stationary point Σ opt ji for all j ∈ N B and i ∈ N M for the rank-relaxed problem (18) without constraint (18d) using the MM algorithm and then extracts a feasible solution for the original problem (18) using the standard rank-reduction approach (see, e.g., [15] and [16] ). The details on the derivation of the algorithm and its properties can be found in Appendix B.
Algorithm 1:
Beamforming design for joint data transmission and TOA-based localization for frequency-flat channels 1. Initialize matrices Σ (1) and M i to an arbitrary positive semidefinite matrices. 2. (MM algorithm) Update matrices Σ (n+1) as a solution of the following convex problem:
3 Using the approach in [6] and [7] , it is also possible to formulate the localization constraint (18c) as a second-order cone constraint.
Stop if j∈N
ji F < δ th with a predefined threshold value δ th . Otherwise, n ← n + 1 and go back to step 2. 4. (Rank reduction) Extract the beamforming solutionŵ ji = λ max (Σ opt ji )v max (Σ opt ji ) from the optimal covariance matrix Σ opt ji obtained as the previous step for all j ∈ N B and i ∈ N M . 5. Check whetherŵ ji is feasible or not. If so, w opt ji =ŵ ji . Otherwise, rescaleŵ ji ← (1 + δ inc )ŵ ji for any positive integer δ inc untilŵ ji is feasible.
C. Beamforming Design for TDOA-Based Localization
For TDOA-based localization, the only difference with respect to the TOA case previously treated is the localization constraint (11c), where the EFIM J i,TDOA in (15) appears instead of J i,TOA in (13) . Unlike J i,TOA , the EFIM J i,TDOA is not linear over the covariance matrix Σ ji . As a result, we cannot use the approach in [6] and [8] employed in Appendix B to convert the localization accuracy constraint into a convex LMI.
To deal with the previously identified problem, we propose two different approaches. In the first approach, we observe that the following inequality between the EFIMs of TOA-and TDOA-based localization holds:
This immediately follows from (17) using the inequali-
Therefore, based on (21), we can obtain a feasible solution for the problem under study by solving problem (18) with
in lieu of (18c). This problem can be addressed via Algorithm 1, where we substitute (19c) with constraint (23) , shown at the bottom of the page. As per Appendix B, this scheme provides a feasible solution but is expected to be effective only when the prior information J b i is sufficiently large so that bound (21) is tight. When this is not the case, we propose to use an alternative algorithm as described below.
The idea behind the second proposed approach is to use a block coordinate iterative method, whereby the beamforming covariance matrices Σ j = {Σ ji } i∈N M of each BS j are optimized in an iterative fashion over the BS index j while fixing the other matrices Σ j i for j = j and j ∈ N B . The resulting algorithm, based on the MM approach, is detailed in Algorithm 2. The method uses the approximation of evaluating the denominator of (15) for the localization constraint (11c) by its value obtained at the previous step (see (25) ). Similar to Algorithm 1, Algorithm 2 can be proved to always provide a feasible solution via scaling (see the steps in Algorithm 2), as discussed in Appendix B.
Algorithm 2:
Beamforming design for joint data transmission and TDOA-based localization for frequency-flat channels 1. Initialize matrices Σ (1) and M i to an arbitrary positive semidefinite matrices.
BS by BS as a solution of the following convex problem:
Note that for each BS j's matrix Σ
3. Stop if the beamforming matrices Σ (n+1) are feasible solutions for all constraints. Otherwise, n ← n + 1 and go back to step 2. 4. Extract w opt ji by following steps 4 and 5 in Algorithm 1.
IV. ROBUST BEAMFORMING DESIGN
In practice, internode distances d ji , angles φ ji , and instantaneous CSI h ji , for all j ∈ N B and i ∈ N M are not perfectly known to the central unit that performs the optimization of the beamforming vectors. Therefore, it is important to revisit the beamforming design discussed in the previous section by assuming that the mentioned parameters are only approximately available at the optimizer. Specially, as in [6] [7] [8] , we assume that internode distances d ji and angles φ ji are known within bounded uncertainty sets S d ji and S φ ji , respectively, as
In (26),d ji andφ ji are the nominal distance and angle parameters, and d ji and φ ji are small positive numbers that define the uncertainty range for distances and angles, respectively. We observe that (26a) implies the uncertainty set for the path loss
As mentioned, the uncertainty model (26) accounts for the lack of exact knowledge about an MS's position at the central unit. However, as will be clarified by the problem formulation given below, it may also be used to represent the presence of an arbitrary number of MSs with distances and angles as in (26), all of which have the same localization requirement and wish to receive the same information. As for the CSI, we assume that the central unit is aware only of the second-order statistics R ji = E[h ji h * ji ]. Since the second-order statistics of the channel depend on the MS position (see Section VI), this choice is again appropriate for both the scenarios with a single MS with uncertain position and with multiple MSs within the uncertainty region (26) with common localization and rate requirements.
We propose to formulate the optimization problem by adopting a min-max robust approach (see [18] ) as follows:
In problem (27), to make rates and EFIMs computable based only on the available second-order statistics R ji , we defined the achievable data rater ji (W j , ζ ji ) and EFIMJ i (W , ζ i , φ i ) for both TOA-and TDOA-based localization by substituting |α
for all p, m, l, t ∈ N B . In the following, we solve this problem for TOA-and TDOA-based localization.
A. TOA-Based Localization
We first observe that any solution of problem (27) with (28a) and the TOA EFIM (28b) for constraints (27b) and (27c), respectively, must have d * ji =d ji + d ji , and hence, ζ * ji = ζ L ji . In other words, the worst-case distance d * ji is the largest distance in the uncertainty set S d ji . To see this, it is sufficient to note that the achievable data rate of each MS, namely,r ji (W j , ζ ji ) in (27b), is a monotonically nondecreasing function of ζ ji and, hence, a nonincreasing function of d ji , and so is the CRB tr{J
In contrast, the maximization over the angles φ ji is only relevant to the localization constraint (27c) and is not a convex problem, which makes it difficult to obtain a closed-form solution for φ ji . Instead, to find the worst-case angle φ * ji in the uncertainty set S φ ji , we adopt the relaxation method proposed in [6] and [8] , whereby the matrix
As shown in [6] and [8] , the matrix Q φ (φ ji ) guarantees that the following inequality relationship:
holds for all ζ ji ∈ S ζ ji and
. These inequalities ensure that the right-most side of (30) provides a conservative measure of the SPE for all positions within the uncertainty set (26) .
Given the previous discussion, the robust optimization problem (27) is reformulated as
We propose to resolve problem (31) by using the rank-1 relaxation combined with the MM algorithm as done for problem (11) in Section III-B. The detailed algorithm can be easily derived as for Algorithm 1 and is not reported here.
B. TDOA-Based Localization
Consider now problem (27) with the TDOA EFIM (28c) for the localization constraint (27c). Since the CRB tr{J −1 i,TDOA (W , ζ i , φ i )} is a monotonically nondecreasing function of ζ ji , similar to the TOA case, d * ji =d ji + d ji is the solution of problem (27) , and therefore ζ * ji = ζ L ji . Moreover, the maximization over the angles φ ji is not a convex problem. To cope with this issue, similar to the TOA case, we obtain a universal upper bound on the CRB that holds for all φ ji ∈ S φ ji and φ j i ∈ S φ j i . This bound is akin to (29) derived in [8] and is based on the matrix
The following lemma summarizes the main conclusion of the analysis. Lemma 1: IfQ i,TDOA (W , ζ i ) 0, the following inequality holds for all ζ ji ∈ S ζ ji and φ ji ∈ S φ ji :
for all p, m, l, t ∈ N B . Proof: The proof is in Appendix C. Based on Lemma 1, the robust optimization problem (27) for TDOA-based localization can be written as in (31) with the constraint tr{Q −1 i,TDOA (W , ζ * i )} ≤ Q i in lieu of (31c). We propose to address this problem by a block coordinate iterative method similar to the technique introduced in Section III-C. The details can be easily derived based on the discussion therein and are not reported here.
V. FREQUENCY-SELECTIVE FADING CHANNELS
We now turn to the investigation of system operating over frequency-selective fading channels via OFDM transmission. We first detail the system model in Section V-A. We then formulate the problem of beamforming optimization in Section V-B and propose an algorithm for its solution in Section V-C. Throughout, we focus on TOA-based localization assuming perfect knowledge of the system parameters. Extensions to TDOA-based localization and robust optimization can be performed in a similar fashion discussed in the previous section and are left to future work.
A. Signal Model
We assume OFDM transmission with N subcarriers, which is taken to be even for simplicity. We assume that the duration of the cyclic prefix is larger than the channel delay spread plus the time delay uncertainty, which ensures the zero interblock interference (see, e.g., [19] ). We denote the pilot or data symbols transmitted from BS j to MS i at a subcarrier n as S ji ,n ] = δ i−i δ n−n . In accordance with various wireless standards, one pilot OFDM signal is followed by T d data OFDM symbols, as shown in Fig. 2 . The sampling period is T s , and the bandwidth is 1/T s .
We consider the following standard multipath frequencyselective channel model between BS j and MS i (see, e.g., [9] , [11] [12] [13] ):
where L i is a known upper bound on the number of discrete multipath components between all BSs and MS i, τ ji is the delay between BS j and MS i, and h ji,l is the M j × 1 complex channel vector accounting for the spatial response of the lth path. For all channels between BS j and MS i, we define the M j × L i channel matrix given as H ji = [h ji,0 · · · h ji,L i −1 ]. We allow the same beamforming vector w ji,b to be used in each bth block of N/N C subcarriers, as shown in Fig. 2 , where N C is the number of blocks. As will be discussed below, the number of subcarriers in each block should be larger than the number of multipaths, i.e., N/N C > L i , to enable localization (see Remark 2) . The N/N C × 1 vector containing the received signal at the bth block during the pilot phase is given by (see, e.g., [11] [12] [13] )
is the effective channel gain by the transmission for MS k on the lth path between BS j and MS i for j ∈ N B and i, k ∈ N M [cf. (7) ]; α
ji,b is the additive white Gaussian noise with power N 0 ; and F L i ,b is the bth N/N C × L i matrix, i.e.,
The received signal Y (d) ji,b during the data phase is similarly defined.
B. Performance Metrics and Problem Formulation
As throughout this paper, we are interested in minimizing the power expenditure under data rate and localization accuracy constraints.
1) Transmission Rate: Treating the interference as additive noise, the achievable transmission rate r ji (W j ) (in bits per second per hertz) between BS j and MS i is given by (cf. (9a))
is the SINR between BS j and MS i at the nth subcarrier in the bth block, and we set
2) Localization Accuracy: Focusing on the case with TOAbased localization, i.e., with b i = 0 in (4), the EFIM of MS i's position can be calculated as (cf. (13) )
being the orthogonal projection onto the orthogonal complement of the column space of
The derivation is similar to Appendix A and is derived in Appendix D.
Remark 2: The condition of N/N C > L i for all i ∈ N M is necessary to enable localization. In fact, if N/N C ≤ L i , the EFIM in (39a) is singular.
3) Problem Formulation: With (38a) and (12) with (39a) for the rate and localization constraints, respectively, the problem of optimizing all the beamforming vectors W = {W j } j∈N B can now be formulated as (11) , where the objective function (11a) is substituted with j∈N B ,i∈N M ,b∈N C w ji,b 2 .
C. Beamforming Design
We propose an approach to solve the optimization problem in Section V-B3 that follows the method introduced in Section III-B and derived in Appendix B. The details of the algorithm can be found in Algorithm 3. 
ji,b F < δ th with a predefined threshold value δ th . Otherwise, n ← n + 1 and go back to step 2. 4. Extract w opt ji,b by following steps 4 and 5 in Algorithm 1.
VI. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed beamforming strategies for frequency-flat and frequencyselective channels. We also consider a case study using LTE-based system parameters. Unless stated otherwise, the size of the area is δ = 200 m, and the reference distance Δ in (5) is chosen so that the path loss at a distance of 100 m is ζ 2 = −110 dB. Moreover, we assume noise level N 0 = −121 dBm/Hz and a path loss exponent of η = 4. Identical requirements for data rate and localization accuracy of R and Q are applied to all MSs.
A. Frequency-Flat Fading Channels
We assume training and data phases with n p = 10, T d /T = 2/3 and an effective bandwidth of β = 200 kHz. The frequency-flat channel between BS j and MS i is modeled as h ji = s ji (φ ji ) with steering vector s ji (φ ji ) = [1 e jπ cos φ ji · · · e jπ(M −1) cos φ ji ] for j ∈ N B and i ∈ N M , hence, assuming that each BS is equipped with an M -element uniform linear antenna array with half-wavelength spacing. We optimize the beamforming vectors using Algorithm 1 for TOAbased localization and using the best between Algorithm 2 and the first method based on (21) discussed in Section III-C for TDOA-based localization.
In Fig. 4 , we consider a network with (M, N B , N M ) = (4, 4, 2), where N B = 4 BSs are placed at the vertices of the square region in Fig. 1 , while MS 1 is located in the center of square area, and MS 2 moves on the x-axis away from MS 1 (see Fig. 3 ). We impose R = 1.2, Q = (0.1δ) 2 or both constraints simultaneously for TOA-and TDOA-based localization without priori knowledge of time reference mismatch (i.e., Fig. 3 . Setup for the numerical results in Fig. 4 . (4, 4, 2) . N B = 4 BSs are placed at the corners of the square region, whereas MS 1 is located at the center, and MS 2 moves on the x-axis away from MS 1 (see Fig. 3 ).
J b i = 0). As shown in Fig. 4 , as MS 2 moves apart from MS 1, the transmit power expenditure decreases when only the data rate constraint is imposed, due to the enhanced capability of beamforming to reduce the interference between the signals for the two MSs. In contrast, when only the localization constraint is imposed, transmit power increases as the separation of the two MSs becomes larger. This is because, as seen in (13) and (15) , no part of the transmitted signal (1a) is to be treated as interference if the goal is localization. When imposing both rate and localization constraints, it is seen that transmit power is larger than the worst-case power between both cases with only rate or localization constraints.
In Fig. 4 , it can also be observed that the minimum power in the presence of both rate and localization constraints when using TDOA-based localization does not converge to the minimum power with the localization constraint only as MS 2 moves away from MS 1. This is unlike TOA-based methods in which minimum power is not affected as the MSs become further apart. This can be explained since TDOA-based localization requires the BSs to transmit more power as it can be seen from the curves correspondingly to the localization constraint only. This increased power creates additional interference, which must be properly managed to guarantee the rate constraint. As a result, the rate constraint affects the optimal beamforming design and the minimum power even when the MSs are apart.
In Fig. 5 , we investigate the effect of the time reference mismatch on the minimum power for a network with R = 1.2 and Q = (0.1δ) 2 , respectively, similar to the topology in Fig. 3 . For the case |x M,2 − x M,1 |/δ = 0.3, we show the performances of the first approach proposed in Section III-C, namely, Algorithm 1 with the LMI constraint (23) in lieu of (19c) and of Algorithm 2. It can be seen that for sufficiently large J b i , the approach based on Algorithm 1 with (23) is to be preferred, whereas if J b i is smaller, Algorithm 2 performs best. Moreover, we observe that the required transmit power decreases when the prior information J b i increases. In accordance with Remark 1, for large J b i , it converges to that of TOA-based localization.
We next consider a setup where both BSs and MSs are randomly and uniformly distributed in the square area in Fig. 1.  Figs. 6 and 7 show the total power and the normalized per-BS power as a function of the number N B of BSs and the number N M of MSs, respectively. In Fig. 6 , a network with (M, N M ) = (4, 2) is considered under R = 1.2, Q = (0.1δ) 2 or both constraints. It is observed that the total average transmit power decreases with the number of BSs, since more BSs increase the degrees of freedom available for optimization. Fig. 7 considers a network for (M, N B ) = (5, 4) under R = 2, Q = (0.1δ) 2 or both constraints. The normalized average transmit power is shown to increase with the number N M of MSs. This is easily explained since, as N M increases, satisfying the rate constraints becomes more demanding in terms of power due to the increasingly more complex interference management task. Moreover, since more localization constraints are imposed for the additional MSs, more power is required. The same quantitative behavior is observed for TDOA-based localization (not reported here). 
B. Robust Beamforming Design
Here, we evaluate the performance of the proposed robust transmission strategy for frequency-flat channels with TOAbased localization proposed in Section IV-A. In Fig. 8 , we investigate the impact of imperfect network parameters with R = 2 and Q = (0.1δ) 2 . We have N B = 4 BSs, each of which has M = 4 transmit antennas and which are placed at the corners of the square region in Fig. 1 . The nominal positions of the MSs are randomly and uniformly distributed in the square area. Moreover, for each nominal position (d ji ,φ ji ) of MS i, we uniformly generate pairs of the actual parameters (d ji , φ ji ) whose components lie in the uncertainty sets S d ji and S φ ji in (26), respectively. We set d ji = δ/2 and φ ji = 2 (degrees) in (26) , where is a parameter defining the size of the uncertainty sets. For the CSI, we define the correlation matrix
where φ ji is uniformly distributed in the uncertainty set. This matrix accounts for the average correlation of MSs. We consider the performance of the ideal scheme (labeled as "ideal") that is designed based on the known parameters (d ji , φ ji , h ji ) as described in Section III-B and of the robust scheme introduced in Section IV-A. For reference, we also consider a "nonrobust" scheme that uses the approach discussed in Section III-B using the nominal parameters (d ji ,φ ji ,ĥ ji = s ji (φ ji )) as the actual parameters. For the latter case, we evaluate the required transmit power by solving problem (18) assuming the nominal parameters and then finding the minimal common power scaling of the soobtained beamformers that guarantees the satisfaction of the rate and localization constraints. Fig. 8 shows the required power as a function of . Clearly, larger implies larger required power for the nonrobust and robust schemes due to the larger uncertainty sets. Moreover, the proposed robust strategy is seen to be effective in significantly reducing the power with respect to the nonrobust approach. The effect is particularly marked for a larger number of MSs given the need for a more accurate design of the beamformers to handle interference. It is also observed that the performance with the robust strategy of TDOA-based localization introduced in Section IV-B has the same trend as TOA-based localization according to (not shown here due to space limits).
C. Frequency-Selective Fading Channels
For frequency-selective channels, we assume that all BS-MS pairs have three multipaths, i.e., L i = 3. Moreover, we model each lth path between BS j and MS i as h ji,l = |h ji,l |s ji (φ ji + φ ji,l ), where h ji,l for l = {0, 1, 2} are complex-valued zeromean Gaussian random variables with exponential power decay, and φ ji,l is a random angle uniformly distributed over the interval [−10, 10] (degrees). Fig. 9 shows the required transmit power as a function of the number of frequency blocks N C . We set T s = 5 μs and consider an OFDM system with N = 32 and (M, N B , N M ) = (4, 4, 2) , where N B = 4 BSs are placed at the vertices of the square region in Fig. 1 , whereas MS 1 is located at the center of the square area, and MS 2 is on the x-axis 50 m away from MS 1. We impose the constraints R = 3 and Q = (0.3δ) 2 . As can be seen, as N C increases, when considering only the data rate constraint, the transmit power expenditure decreases. This is due to the enhanced capability of beamforming to manage the interference in each smaller block. Conversely, when only the localization constraint is imposed, the transmit power increases with N C . This is because, as seen, localization becomes impossible when the number of blocks is not small enough due to the excessive number of unknown parameters affecting the received signal (see Remark 2) . Finally, when imposing both constraints, it is observed that the normalized transmit power is larger than the worst-case power between both constraints similar to the discussion on Fig. 4 .
D. Case Study: LTE System With Localization Constraints
To gain additional insights into the effects of localization constraints on the design of wireless systems, we evaluate the minimum transmit power required with the LTE-based system parameters summarized in Table I [23] and assuming E-911 requirements for localization accuracy [24] . We consider a network with N B = 4 BSs placed at the corners of the square region in Fig. 1 , whereas MS 1 is located at the center of the square area. For frequency-selective channels, we use the same channel model as in Section VI-C with L i = 3. The reference distance Δ is chosen so that the path loss at a distance of 5 km is ζ 2 = −135 dB, and we assume noise level N 0 = −112.5 dBm/Hz. The data rate requirements correspond to the peak downlink data rates for LTE with a single-antenna receiver [23] . Table I(b) shows the minimum power when imposing only the rate constraint R, only the E-911-based localization requirement of Q = (0.02δ) 2 , and both constraints. It is seen that the normalized transmit power is slightly increased by imposing the localization accuracy constraints in addition to the data rate requirements.
VII. CONCLUSION
In this paper, we have investigated the beamforming design for location-aware distributed antenna systems under data communication and localization accuracy constraints. A number of iterative optimization algorithms were proposed that apply to frequency-flat and frequency-selective channels with TOAand TDOA-based localization measurements and that operate in the presence of possibly imperfect knowledge of system parameters such as CSI. The algorithms are based on rank-1 relaxation and DC programming. Moreover, for frequencyselective channels, we have proposed a novel OFDM-based transmission strategy that provides a tradeoff between rate and localization accuracy via grouping of the subcarriers. Extensive numerical results illustrate the interplay of the constraints on rate and localization accuracy. Among interesting open issues for future work, we point to the development of effective global optimization algorithms to directly tackle the nonconvex beamforming design problems formulated in this work, which were handled here via efficient suboptimal strategies.
APPENDIX A CALCULATION OF EQUIVALENT FISHER INFORMATION MATRICES FOR FREQUENCY-FLAT FADING CHANNELS
Here, we calculate EFIM (13) and (15), respectively. The derivation follows the same main steps as in [21] with the main differences that [21] focuses on wideband impulsive signals over multipath real channels, whereas here, we focus on the stream signal (1a) over flat-fading complex channels. For simplicity, we assume that the real training sequences are employed.
1) Calculation of EFIM (13) for TOA-Based Localization: First of all, for TOA-based localization, i.e., b i = 0, we define the unknown parameter vector for MS i as [21] , assuming that MS i is localizable, i.e., that p M,i can be determined by τ ji for j ∈ N B via triangulation, the mapping [21] , where the Jacobian matrix 
Applying the Schur complement, J i,TOA (W ) = A − BC −1 B T (see, e.g., [25] ), we can finally obtain the EFIM J i,TOA (W ) as (13) .
2) Calculation of EFIM (15) for TDOA-Based Localization: The derivation of EFIM (15) for TDOA-based localization is similar, and the main difference here is the need to consider the time reference mismatch b i between the BSs and MS i in (3). We define the unknown parameter vector for MS i with the addition of the mismatch b i as
T and the mapping θ i toθ i as a bijection assuming that MS i is localizable as previously stated. Note that the quantity τ ji in (4) represents the effective delay, including the timing offset, between BS j ∈ N B and MS i ∈ N M . Then, we have the relationship of
where the block matrices G ji ∈ R 
By applying the Schur complement (see, e.g., [25] ), we can finally obtain the EFIM of TDOA as (15) .
APPENDIX B DERIVATION AND PROPERTIES OF ALGORITHM 1
Recall that we are interested in solving problem (18) . By utilizing the positive semidefiniteness of EFIM (13), the localization constraint (18c) can be reformulated as a (convex) LMI constraint (see, e.g., [6] and [8] ) by introducing the auxiliary matrix M i 0 and applying the Schur complement condition for positive semidefiniteness (see, e.g., [25] ) as follows:
Now, problem (18a)-(18e), with (46) in lieu of (18c), must be solved over both Σ ji and M i . As mentioned, the resulting problem is convex except for constraints (18b) and (18d). For the former, we observe that its left-hand side can be written as DC functions. Therefore, constraint (18b) can be handled by invoking the MM algorithm [17] , which solves a sequence of convex problems obtained by linearizing the nonconvex part of the constraint. It is known that the MM algorithm converges to a stationary point of the optimization problem [26] . Moreover, each iteration of the MM algorithm provides a feasible solution of the relaxed problem since the rate used in constraint (18b) is always a lower bound of the actual rate due to the concavity of the log function.
It hence remains to discuss the rank constraint (18d). Here, following the approach commonly used in related problems, we relax this constraint. Having obtained a stationary point Σ opt ji of the relaxed problem via the MM algorithm, we obtain the beamforming vectorŵ ji by the principal eigenvector approximation of the covariance matrix obtained asŵ ji = λ max (Σ opt ji )v max (Σ opt ji ), ∀ j ∈ N B and ∀ i ∈ N M (see, e.g., [15] and [16] ). Ifŵ ji is feasible, we finally decide the optimal beamforming vector as w opt ji =ŵ ji . Otherwise, we rescalê w ji ← (1 + δ inc )ŵ ji for a positive integer δ inc until theŵ ji is feasible. Note that, due to the monotonicity of the rate (18b) and EFIM (18c) with respect to δ inc , it is always possible to find a scaling factor δ inc such that w opt ji provides a feasible solution to the original problem (18) .
where By applying the Schur complement (see, e.g., [25] ), we can finally obtain the EFIM as (39a).
