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ABSTRACT
We present an exhaustive, quantitative comparison of all of the known extinction curves in the Small
and Large Magellanic Clouds (LMC and SMC) with our understanding of the general behavior of Milky
Way extinction curves. The RV dependent CCM relationship and the sample of extinction curves used
to derive this relationship is used to describe the general behavior of Milky Way extinction curves. The
ultraviolet portion of the SMC and LMC extinction curves are derived from archival IUE data, except
for one new SMC extinction curve which was measured using HST/STIS observations. The optical
extinction curves are derived from new (for the SMC) and literature UBVRI photometry (for the LMC).
The near-infrared extinction curves are calculated mainly from 2MASS photometry supplemented with
DENIS and new JHK photometry. For each extinction curve, we give RV = A(V )/E(B−V ) and N(HI)
values which probe the same dust column as the extinction curve. We compare the properties of the
SMC and LMC extinction curves with the CCM relationship three different ways: each curve by itself,
the behavior of extinction at different wavelengths with RV , and behavior of the extinction curve FM
fit parameters with RV . As has been found previously, we find that a small number of LMC extinction
curves are consistent with the CCM relationship, but majority of the LMC and all of the SMC curves do
not follow the CCM relationship. For the first time, we find that the CCM relationship seems to form
a bound on the properties of all of the LMC and SMC extinction curves. This result strengthens the
picture of dust extinction curves exhibit a continuum of properties between those found in the Milky
Way and the SMC Bar. Tentative evidence based on the behavior of the extinction curves with dust-to-
gas ratio suggests that the continuum of dust extinction curves is possibly caused by the environmental
stresses of nearby star formation activity.
Subject headings: dust, extinction – galaxies: individual (SMC) – galaxies: individual (LMC) –
galaxies: ISM – ultraviolet: ISM
1. introduction
One of the main tools used in the study of dust grain
properties is extinction curves, particularly ultraviolet
(UV) extinction curves. The UV is where dust extinction
is strongest and shows the large variations from region to
region in the Milky Way (Witt, Bohlin, & Stecher 1984;
Aiello et al. 1988; Fitzpatrick & Massa 1990; Clayton,
Gordon, & Wolff 2000), Large Magellanic Cloud (LMC)
(Clayton & Martin 1985; Fitzpatrick 1986; Misselt, Clay-
ton, & Gordon 1999), and Small Magellanic Cloud (SMC)
(Lequeux et al. 1982; Pre`vot et al. 1984; Gordon & Clayton
1998).
The work of Cardelli, Clayton, & Mathis (1989) found
that most of the variation in Milky Way extinction curves
could be described by an empirically relationship based
on the single parameter RV = AV /E(B − V ). This was
a major step forward in our understanding of dust prop-
erties and was possible only due to the existence in the
literature of near-infrared photometry for a subset of stars
in the Fitzpatrick & Massa (1990) sample. This allowed
Cardelli, Clayton, & Mathis (1989) to determine RV val-
ues and transform the Fitzpatrick & Massa (1990) extinc-
tion curves to an absolute scale (i.e., normalized to AV in-
stead of E(B−V )). These AV normalized curves had vari-
ations which were correlated with RV allowing Cardelli,
Clayton, & Mathis (1989) to empirically derive the RV de-
pendent CCM relationship. Since the RV value is a rough
measure of average dust grain size, this gave a physical
basis for the variations in extinction curves. It is worth
noting that significant, small deviations from the CCM
relationship are seen for individual sightlines (Mathis &
Cardelli 1992).
The one caveat on the result of Cardelli, Clayton, &
Mathis (1989) is that the strength of UV dust extinction
limits the measurement of UV dust extinction curves to
low to moderate reddening sightlines. This results in a
significant bias in measured UV extinction curves in the
Milky Way to regions surrounding the Sun. In the one of
the largest, detailed study of UV dust extinction curves in
the Milky Way to date, Fitzpatrick & Massa (1990) pre-
sented curves for 78 sightlines and the average distance
probed was 1.3 kpc. The CCM relationship was derived
from a subset of the Fitzpatrick & Massa (1990) sample
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and, as such, this relationship might only be valid for dust
in our region of the Milky Way. Clayton, Gordon, & Wolff
(2000) tested the validity of the CCM relationship for a
larger region of the Milky Way by measuring UV extinc-
tion curves along very low-density sightlines. The 26 ex-
tinction curves in their sample had an average distance of
5.2 kpc. They found that 19 of the 26 extinction curves in
their sample were qualitatively consistent with the CCM
relationship. The remaining 7 curves had shapes which are
not described by the CCM relationship and were qualita-
tively similar to those seen in the part of the Large Mag-
ellanic Cloud (LMC) (Misselt, Clayton, & Gordon 1999)
associated with the LMC2 supershell (near the 30 Dor star
formation region). These 7 curves were all clustered in
the same region in the sky and this sightline through the
galaxy displays evidence for shocked dust (Clayton, Gor-
don, & Wolff 2000).
The CCM relationship seems to be a good description of
Milky Way extinction curves with a few exceptions. This
raises the question: Does the CCM relationship describe
the dust outside of the Milky Way? In other words, are
the extinction curves in other galaxies quantitatively sim-
ilar to those in the Milky Way? Only in the Magellanic
Clouds can this question be answered as these are the only
two galaxies with reliably measured UV extinction curves.
A full answer this question requires RV values for all the
Magellanic Cloud extinction curves and this has only been
possible with the recent release of the 2MASS observations
of the Magellanic Clouds. This is the motivation for this
paper. Even without all the needed RV measurements,
previous work has gone a long way in answering the above
question. It was quickly realized with the first few mea-
sured extinction curves in the LMC and SMC the that
Clouds had curves which were similar to Milky Way curves
as well as curves which were quite different. For example,
the sightlines towards the LMC star Sk -69 108 (Nandy
& Morgan 1978) and the SMC star AzV 456 (Lequeux et
al. 1982) display Milky Way-like extinction curves. On the
other hand, sightlines near 30-Dor in the LMC (Clayton &
Martin 1985; Fitzpatrick 1986) and in the star forming Bar
of the SMC (Pre`vot et al. 1984) show definite non-Milky
Way-like extinction curves especially in their 2175 A˚ bump
and far-UV rise strengths.
In order to move from a qualitative to a quantitative
comparison of Magellanic Cloud and Milky Way extinction
curves, RV values are needed for each extinction curve.
This allows for the normalization of the extinction curves
by AV instead of the usual E(B − V ) which the Cardelli,
Clayton, & Mathis (1989) work proved was vitally im-
portant in understanding the true differences between ex-
tinction curves. While, the studies of Gordon & Clayton
(1998) and Misselt, Clayton, & Gordon (1999) concen-
trated on deriving all the UV extinction curves possible
with International Ultraviolet Explorer (IUE) archival data
in the SMC and LMC, respectively, they also presentedRV
values for a subset of the SMC and LMC curves. Ideally,
the RV values for each extinction curve should be derived
from near-infrared photometry of both the reddened and
comparison stars which make up each curve. This ensures
that the measured extinction curve and RV value corre-
spond to the same dust column and both are similarly cor-
rected for foreground Milky Way dust. Due to the paucity
of near-infrared photometry for their reddened and (espe-
cially) comparison stars, a majority of the RV values pre-
sented in Gordon & Clayton (1998) and Misselt, Clayton,
& Gordon (1999) were based on assumed near-infrared in-
trinsic colors. In addition, the reddened stars’ colors were
not corrected for Milky Way foreground dust. This inter-
jected a significant error in the RV values. For example,
the foreground extinction can be up to 25% of the total
extinction for the LMC extinction curves (Misselt, Clay-
ton, & Gordon 1999). This results in significant differences
between RV values reported in these two studies and pre-
vious work (Morgan & Nandy 1982). The release of the
2MASS data for the Magellanic Clouds makes it possible
to correctly and accurately compute RV values for all the
known extinction curves in the Magellanic Clouds (Gordon
& Clayton 1998; Misselt, Clayton, & Gordon 1999) using
the 2MASS near-infrared photometry of the reddened and
comparison stars.
We combine archival International Ultraviolet Explorer
(IUE) ultraviolet spectra, optical photometry, and the
2MASS (Skrutskie et al. 1997) and DENIS (Epchtein et al.
1999; Cioni et al. 2000) near-infrared photometry with new
Hubble Space Telescope (HST) Space Telescope Imaging
Spectrograph (STIS) ultraviolet spectroscopy and optical
photometry to derive ultraviolet through near-infrared ex-
tinction curves for 24 sightlines in the Magellanic Clouds
in §2. In the same section, we also measure the RV and
H I column for all 24 extinction curves. In §3, we quanti-
tatively compare Milky Way and Magellanic Cloud extinc-
tion curves as well as discuss various average Magellanic
Cloud extinction curves and the existence or lack thereof
of the 2175 A˚ bump in the SMC Bar.
2. data
We present data on all the sightlines in the Magellanic
Clouds which have UV extinction curves. The sightlines
include 23 based on IUE data which have been published
previously (Gordon & Clayton 1998; Misselt, Clayton, &
Gordon 1999) and one based on STIS data which are pub-
lished for the first time in this paper. For each sightline,
we have gathered UV spectra and optical and near-infrared
photometry for both the reddened and comparison stars.
From these data, we have constructed UV to near-IR ex-
tinction curves using the standard pair method and mea-
sured RV and N(HI) values for each sightline.
2.1. Optical and Near-Infrared Photometry
The optical and near-infrared photometry for the red-
dened and comparison stars is given in Table A1. UBVRI
photometric data for all of the SMC stars as well as two of
the LMC stars (Sk -67 36 and Sk -68 26), were obtained on
observing runs during 1998 August and September, 1999
January, and 2001 August. The data were acquired at
the 1.5-m telescope of the Cerro Tololo Inter-American
Observatory (CTIO). A C31034A GaAs photomultiplier,
UBVRI filter set #3, and the standard photoelectric data
acquisition system were used. Extinction and transfor-
mation relations, including non-linear transformation re-
lations were applied to the instrumental data. The final
magnitudes and color indices are on the photometric sys-
tem defined by Landolt (1992). The UBV optical photom-
etry for the remainder of the LMC stars was taken from
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Misselt, Clayton, & Gordon (1999).
The JHK near-infrared photometry for most of the SMC
and LMC stars was taken from the results of the 2MASS
project (Skrutskie et al. 1997). The JHK photometry
for the SMC stars AzV 456 and AzV 462 was taken
from Bouchet et al. (1985). For two of the three LMC
stars without 2MASS photometry, we used the DENIS
(Epchtein et al. 1999; Cioni et al. 2000) JK photometry
converted to the 2MASS system (Cutri et al. 2000). For
the one LMC star without 2MASS or DENIS photome-
try due to a nearby saturating star, we used JHK images
of Sk -68 26 and its surrounding region which were taken
using the Cerro Tololo InfraRed IMager (CIRIM) at the
CTIO 1.5m. These images were taken on 15 Dec 1999 in
non-photometric weather and each band was observed 4
times offsetting between positions for a total exposure time
of 4 seconds. The field-of-view of the coadded images was
approximately 200′′× 200′′. In this region, 5 of the bright
stars have 2MASS observations and we used these stars
to calibrate the JHK fluxes for Sk -68 26 using differential
photometry. The uncertainty in these measurements was
calculated as the standard deviation of the mean of the
the 5 measurements of the JHK magnitudes of Sk -68 26,
one measurement per 2MASS star.
2.2. Ultraviolet Spectra
The UV spectra for all but two of the stars in this paper
were taken from archival IUE observations. The specific
IUE observations we used are given by Gordon & Clayton
(1998) for the SMC stars and Misselt, Clayton, & Gordon
(1999) for the LMC stars. The individual IUE observa-
tions were downloaded from the MAST archive at Space
Telescope Science Institute (STScI) and were coadded to
produce a single spectrum from 1150 to 3225 A˚ with a
resolution of approximately 400. The calibration of these
spectra was improved using the results of Massa & Fitz-
patrick (2000) who found that the signal-to-noise of IUE
low-dispersion data could be significantly improved over
that provided in the IUE archive.
The UV spectra for the final two stars (AzV 23 and 404)
were taken with the STIS instrument on HST as part of
our GO program #8198. The spectra were taken using
the 52x0.5′′ slit with the G140L and G230L gratings. The
individual observations were coadded to produce spectra
extending from 1140 to 3140 A˚ with a resolution of approx-
imately 1000. These two spectra are presented in Fig. 1.
The excellent match between the reddened and compar-
ison spectral types can be easily seen in this figure. In
addition, the superior nature of STIS ultraviolet spectra
as compared to IUE spectra can be seen by comparing
this figure with Fig. 1 of Gordon & Clayton (1998) which
displays IUE spectra for similar spectral type stars.
2.3. Extinction Curves
The extinction curves for sightlines in the Magellanic
Clouds were derived using the standard pair method. The
reddened/comparison star pairs used are listed in Ta-
ble A2. We rederived the 23 extinction curves presented
in Gordon & Clayton (1998) and Misselt, Clayton, & Gor-
don (1999) to take into account the new calibration of
IUE low-dispersion data (Massa & Fitzpatrick 2000) and
the new optical and near-infrared photometry. The effects
of the new calibration of the IUE spectra on the UV ex-
tinction curves was small, mainly reducing the noise in the
curves. The one new extinction curve in the SMC for the
AzV 23 sightline is presented in Fig. 1 at it’s full spectral
resolution.
We calculated all 24 extinction curves and their associ-
ated uncertainties as outlined in Gordon & Clayton (1998).
In addition, we removed the effects of the Lyα H I absorp-
tion using our measurements of the H I column (see §2.6).
These extinction curves give the difference in extinction
between the two sightlines to the reddened and comparison
stars. The Milky Way foreground component is effectively
removed as long as the reddening due to this component
towards the reddened and comparison star pairs are simi-
lar (Misselt, Clayton, & Gordon 1999). This results in an
extinction curve that only measures dust in the Magellanic
Clouds. All 24 extinction curves are plotted in Figs. 2-4.
2.4. FM Parameters
We fit each curve with the FM parameterization of the
shape of the UV extinction curve (Fitzpatrick & Massa
1990). The FM parameterization is
E(x−V )/E(B−V ) = C1+C2x+C3D(x, γ, xo)+C4F (x)
(1)
where x = λ−1,
D(x, γ, xo) =
x2
(x2 − x2o)
2 + x2γ2
, (2)
and
F (x) = 0.5392(x− 5.9)2 + 0.05644(x− 5.9)3 (3)
for x ≥ 5.9 and F (x) = 0 for x < 5.9. We determined
the FM parameters for the extinction curves by numeri-
cally minimizing the χ2 in a manner similar to that used
by Fitzpatrick & Massa (1990). First, xo and γ were fixed
and the values of C1, C2, C3, and C4 were determined
by minimizing the χ2. Next, C1, C2, C3, C4, and γ were
fixed and the value of xo was determined by minimizing
the χ2. Finally, C1, C2, C3, C4, and xo were fixed and the
value of γ was determined by minimizing the χ2. These
two steps were repeated until the χ2 no longer changed
by a significant amount. This three step method gives a
smaller χ2 than doing a single χ2 minimization while si-
multaneously fitting all 6 parameters. It is worth noting
that there are probably only 5 independent parameters in
the FM equation. While all evidence points to C1 and
C2 being correlated in the Milky Way and the Magellanic
Clouds (Fitzpatrick & Massa 1988; Misselt, Clayton, &
Gordon 1999), we have not assumed this correlation.
For the 4 SMC Bar extinction curves, we set xo = 4.6
and γ = 1.0 as the weak to nonexistent 2175 A˚ bumps in
these curves precludes fitting all three bump parameters.
This allows for a more realistic measurement of the bump
strength or an upper limit for these weak bump sightlines.
The uncertainties in the FM parameters for low E(B −
V ) sightlines are dominated by the uncertainty in E(B−V )
and the random uncertainties of each wavelength point.
The uncertainties in the extinction curves were calculated
using eq. 2 of Gordon & Clayton (1998). From this equa-
tion, it can be seen that an uncertainty in E(B − V )
affects the extinction curve in a correlated way. Uncer-
tainties in E(B − V ) do not add random noise to each
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Fig. 1.— The STIS spectra of AzV 23 and 404 are plotted in (a). The resulting extinction curve for AzV 23 is shown in (b). The region
near Lyα has been corrected for H I absorption.
Fig. 2.— The SMC extinction curves are plotted. The best fit FM90 curve (solid line) and its uncertainties are plotted (dashed lines). The
CCM curve for the measured RV value (dotted line) and its uncertainties (dot-dashed lines) are plotted.
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Fig. 3.— The LMC extinction curves in the LMC-2 sample are plotted. The best fit FM90 curve (solid line) and its uncertainties are
plotted (dashed lines). The CCM curve for the measured RV value (dotted line) and its uncertainties (dot-dashed lines) are plotted.
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Fig. 4.— The LMC extinction curves in the LMC-average sample are plotted. The best fit FM90 curve (solid line) and its uncertainties
are plotted (dashed lines). The CCM curve for the measured RV value (dotted line) and its uncertainties (dot-dashed lines) are plotted.
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wavelength point, but shift the entire extinction curve
up and down. The random uncertainties at each wave-
length point contribute a smaller uncertainty, except in
the case of xo and γ. The contribution of uncertainties
in E(B − V ) (σ[E(B − V )]) to the FM parameter un-
certainties were calculated by fitting the two additional
curves for each measured extinction curve which describe
the effects of the E(B − V ) uncertainty. These curves
are (1 + σE(B − V )/E(B − V ))E(x− V )/E(B − V ) and
(1− σE(B − V )/E(B − V ))E(x − V )/E(B − V ). The
E(B − V ) uncertainties in each FM parameter were then
one half the difference between the parameters for these
two curves.
The FM parameter uncertainties due to the random un-
certainties (σ(random)) were calculated using a Monte
Carlo approach. Determining the random component of
the FM parameter uncertainties is not usually done, but
we found that the random component dominates the xo
and γ uncertainties. This method consisted of generating
100,000 possible FM fits similar to the best FM fit and
determining which ones fit equally well within 3σ using
the F-test where the σ is only that due to random flux un-
certainties. The resulting 1σ(random) uncertainties were
determined by dividing by three. The reported FM un-
certainties (see Table A3) were determined by summing in
quadrature the E(B − V ) associated (σ[E(B − V )]) and
random (σ(random)) uncertainties. The E(B − V ) un-
certainties dominate the C1, C2, C3, and C4 uncertainties,
while the random uncertainties dominate the xo and γ un-
certainties.
2.5. RV values
The value of RV = AV /E(B − V ) for each sightline
was determined using a χ2 minimization method. This
method relies on the invariance of the RIJHK portion of
the extinction curve (Rieke & Lebofsky 1985; Martin &
Whittet 1990). The RV value for each extinction curve is
the value which minimizes the χ2 between the measured
RIJHK extinction and the Rieke & Lebofsky (1985) curve.
The equation giving ∂χ2/∂RV = 0 was solved and the an-
alytic solution for RV was found. From this equation,
the uncertainty for RV was derived. See the appendix
for details of this derivation. The RV values and uncer-
tainties are tabulated in Table A2. Our method of using
the RIJHK extinction curve itself to determine RV values
is different from what is usually done. Usually the ob-
served VRIJHK or just VK photometry of the reddened
star is compared to assumed intrinsic colors (Morgan &
Nandy 1982; Cardelli, Clayton, & Mathis 1989; Gordon
& Clayton 1998; Misselt, Clayton, & Gordon 1999). In
the Magellanic Clouds, the reddened stars are usually first
corrected for the average Milky Way foreground redden-
ing (Morgan & Nandy 1982). Instead, we have used the
measured VRIJKH photometry for the matched compar-
ison star and avoided having to assume intrinsic colors of
the reddened star. This naturally removes the foreground
Milky Way reddening and ensures that the measured RV
value corresponds to the same dust column as the extinc-
tion curve. The CCM relationship for these RV values for
each measured extinction curve is given in Figs. 2-4. The
effects of the uncertainty in RV on the CCM relationship
is shown in these plots using dashed curves.
2.6. H I columns
We determined the H I column for each extinction curve
using a variant of the method outlined in Bohlin (1975).
This method relies on fitting the wings of the Lyα ab-
sorption profile. As we are only interested in a measure-
ment of the difference in the H I column between the red-
dened and comparison stars, we made this measurement
in the ratio spectrum for each reddened and comparison
star pair. The uncertainty in this measurement was esti-
mated by eye, varying the H I value until it was noticeable
incorrect. Two examples of this are shown in Fig. 5. Basi-
cally, the strength of a model Lyα profile is adjusted until
the division of the ratio spectrum by the model spectrum
yields a straight line. The central wavelength of the Lyα
line for the LMC and SMC is corrected for the heliocen-
tric velocity of the LMC and SMC (280 and 130 km/s,
respectively). The central region of the Lyα line is ig-
nored as it is contaminated by geocoronal emission. This
measurement is straightforward for the STIS data. For
IUE data, this measurement is much more uncertain as
the contamination by geocoronal emission is much larger
and the spectra blueward of Lyα are very noisy. The red
wing of Lyα was mainly used in the measurement of H I
columns for the IUE data. The measured H I values and
uncertainties are tabulated in Table A2.
3. discussion
3.1. Comparison of Magellanic Cloud and Milky Way
Extinction Curves
Now that we have produced full ultraviolet to near-
infrared extinction curves (in units of A(λ)/A(V )) for all
the known Magellanic Cloud reddened/comparison star
pairs, we can quantitatively compare them to Milky Way
extinction curves. The RV dependent CCM relationship
and the CCM sample extinction curves provides a nice,
compact form for representing the properties of Milky Way
dust found in the local interstellar medium. Thus, we can
compare Milky Way and Magellanic Clouds dust by seeing
if the CCM relationship is applicable to any of the indi-
vidual extinction curves or describes aspects of the sample
behavior of these curves.
To test if the CCM relationship accurately describes any
of the individual extinction curves, we compare the full
measured UV to NIR extinction curves to the appropriate
CCM curve for the measured RV . This is done in Figs. 2-4
and includes curves showing the uncertainty in the mea-
sured curve as well as the uncertainty in the CCM curve
due to uncertainty in the measured RV value. It should be
remembered that the CCM relationship gives the average
behavior at a particular RV and that individual curves can
have small deviations from this average behavior and still
follow the CCM relationship.
It is clear from Fig. 2 that the four curves located in the
star-forming bar of the SMC (AzV 18, 23, 214, & 398) do
not follow the CCM relationship. For the one curve located
outside of the SMC bar (AzV 456), the CCM curve does a
better job following the measured curve, but there still are
significant deviations at the 2175 A˚ bump and in the far-
UV (> 7µm−1). Thus, there are no measured extinction
curves in the SMC which follow the CCM relationship.
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Fig. 5.— The ratio spectra for the AzV 23/404 pair (a) and Sk -69 108/Sk -67 78 pair (b) are shown (solid line) with the best fit H I
profile (dot-dashed line). The ratio spectrum divided by the best fit model Lyα profile is shown as a dashed line. The vertical dotted lines
give the center of the Lyα line for the SMC (a) and LMC (b) velocities and ±12A˚ region which is excluded from the fit. The dotted line gives
a nominal continuum.
In the LMC, there is one curve in the LMC2 sample
(Sk -69 280) and three curves in the LMC-average sample
(Sk -66 19, Sk -68 23, & Sk -69 108) which follow the CCM
relationship within their uncertainties (Figs. 3-4). Thus,
there is evidence that the CCM relationship is at work in
the LMC, but only in a limited sense as it describes only
4 out of the 19 measured extinction curves.
The most direct way to quantify how applicable the
CCM relationship is in the Magellanic Clouds is to plot
R−1V versus Aλ/AV . This was how the CCM relationship
was originally presented by Cardelli, Clayton, & Mathis
(1989). Fig. 6 shows such plots for λ = 1200, 1500, 2200,
& 2800 A˚ and U and J bands. Since the CCM relationship
represents the average extinction behavior as a function of
RV , saying extinction measurements do not follow CCM
is to say that they are beyond the scatter of the extinction
curves which were used to derive the CCM relationship.
In Fig. 6, the small open circles without error bars give
data for the extinction curves used to derive CCM and can
be used to determine the scatter which is consistent with
the CCM relationship. These plots show that at far-UV
wavelengths (λ = 1200 & 1500 A˚) the CCM relationship
forms a lower bound to the values of A(λ)/A(V ) at a par-
ticular value of RV . At longer wavelengths (λ ≥ 2200 A˚),
the Magellanic Clouds measurements are indistinguishable
from the CCM relationship within their uncertainties.
A final way to probe how well the CCM relationship
works in the Magellanic Clouds is to examine behavior of
the FM parameters as a function of RV . The FM parame-
ters describe the UV extinction curve with only 6 param-
eters allowing for more sensitive tests to be performed.
The FM parameters C1, C2, C3, and C4 have a factor
of RV embedded in them, we have plotted the equivalent
RV -independent coefficients versus R
−1
V in Fig. 7. These
RV -independent coefficients can be derived by examining
eq. 1 converted from E(x − V )/E(B − V ) to A(x)/A(V )
units. The equation expressed this way is
A(x)/A(V ) =
E(x− V )
E(B − V )
1
RV
+ 1 (4)
= (C1/RV + 1) + (C2/RV )x+ (C3/RV )D(x, γ, xo) + (C4/RV )F (x).(5)
The behavior of the (C1/RV + 1), C2/RV , C3/RV , and
C4/RV coefficients do not follow the CCM relationship di-
rectly, but the CCM relationship does form a bound on
the values of these coefficients as a function of RV . For
example, all the values of C2/RV lie on or above the line
defining the CCM relationship. In the plots of the other
three coefficients, the CCM relationship forms an upper
bound on their behaviors. In the case of xo and γ, CCM
does not predict much of a dependence on RV and we do
not see one for the Magellanic Clouds either. The values
of xo and γ for the Magellanic Clouds have a much larger
scatter than seen in the extinction curves defining CCM.
For xo this scatter is consistent with the uncertainties in
xo. For γ, the scatter is larger than can be accounted for
by measurement uncertainties. Thus, it is either real or
the result of measurement uncertainties we have not ac-
counted for in our error analysis.
By examining the behavior of the Magellanic Cloud ex-
tinction curves with RV three different ways and compar-
ing that behavior to that predicted by the RV dependent
CCM relationship, we find evidence that the general be-
havior of Milky Way extinction curves is seen in the Mag-
ellanic Clouds. Not only are 4 LMC extinction curves
indistinguishable from Milky Way extinction curves, but
the general behavior of Milky Way extinction curves forms
a bound on the general behavior of Magellanic Cloud ex-
tinction curves.
3.2. Super-CCM relationship?
While a small number of Magellanic Cloud extinction
curves do seem to be well described by the CCM relation-
ship, the majority do not. Yet there is strong evidence that
the CCM relationship serves as a bound on the behavior
of all the Magellanic Cloud extinction curves. This fact
raises the question: Is there some more general relation-
ship dependent on RV and at least one other parameter
which describes the average behavior of the Milky Way
and Magellanic Cloud extinction curves?
An indication that such a relationship might exist was
presented by Clayton, Gordon, & Wolff (2000) for low
density sightlines in the Milky Way which display some
of the same deviations from CCM seen in the Magellanic
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Fig. 6.— Plots of Aλ/AV versus R
−1
V
are shown where A12 = A(1200 A˚), A15 = A(1500 A˚), A22 = A(2200 A˚), A28 = A(2800 A˚),
AU = A(3500 A˚, U band), AJ = A(1.25 µm, J band). The LMC and SMC measurements are given by the circles (solid = Average and open
= LMC2) and squares (solid = Bar and open = Wing) with error bars, respectively. The line gives the CCM relationship and the open circles
without error bars the original Fitzpatrick & Massa (1990) data used by CCM (λ < 3000 A˚ plots only).
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Fig. 7.— The FM fit parameters are plotted versus R−1
V
. The LMC and SMC measurements are given by the circles (solid = Average and
open = LMC2) and squares (solid = Bar and open = Wing) with error bars, respectively. The line gives the CCM relationship and the open
circles without error bars the original Fitzpatrick & Massa (1990) data used by CCM.
Comparison of SMC, LMC, & MW Extinction Curves 11
Fig. 8.— The strength of the 2175 A˚ bump (A(bump)/A(V ) = C3/(γ2RV )) is plotted versus the steepness of the ultraviolet extinction
(C2/RV ). The LMC and SMC measurements are given by the circles (solid = Average and open = LMC2) and squares (solid = Bar and open
= Wing) with error bars, respectively. The line gives the CCM relationship and the open circles without error bars the original Fitzpatrick
& Massa (1990) data used by CCM.
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Clouds. They found that the strength of the 2175 A˚ bump
((piC3)/(2γ)) and the steepness of the ultraviolet extinc-
tion (C2) were anti-correlated along the low density sight-
lines as well as for the average curves in the Magellanic
Clouds (Gordon & Clayton 1998; Misselt, Clayton, & Gor-
don 1999). We present a similar plot in Fig. 8 for the
Magellanic Cloud extinction curves with the equivalentRV
independent measures of the 2175 A˚ bump strength and
ultraviolet extinction steepness. This plot gives evidence
for an anti-correlation between the strength of the 2175 A˚
bump and the steepness of the ultraviolet extinction.
One possible second parameter could be the measured
gas-to-dust ratio (N(HI)/A(V )). To test this we have
plotted in Fig. 9 the gas-to-dust ratios versus the 2175 A˚
bump strength and ultraviolet steepness values for the
Magellanic Cloud extinction curves. The scatter in these
two plots is quite large as are the uncertainties on the in-
dividual points. There might be real correlations in both
plots, but higher quality data are needed. There would be
reason to expect a correlation between the gas-to-dust ra-
tio and the behavior of extinction curves. The gas-to-dust
ratio is known to correlate with metallicity on a galaxy
wide basis (Issa, MacLaren, & Wolfendale 1990). On a
local scale, it could be a measure of the formation and
destruction history of dust grains. For example, the dust
self-shielding will decrease with increasing gas-to-dust ra-
tio making it easier for dust grains to be destroyed by the
ambient radiation field. If the dust grains responsible for
the 2175 A˚ bump are easier to destroy than those respon-
sible for the underlying ultraviolet extinction, a behavior
like that seen in Fig. 9 would be expected.
3.3. SMC Bar extinction curves and the 2175 A˚ bump
The extremely weak or absent 2175 A˚ bump in the four
SMC Bar extinction curves makes these curves unique. In
all other measured extinction curves, the 2175 A˚ bump
is quite prominent. The obvious question is whether the
weak 2175 A˚ bump in the SMC Bar is due to Milky Way
contamination or is intrinsic to the SMC. While only one
of the four curves has a bump which is detected at greater
than 3σ, the other three are all 2σ detections. The con-
struction of the curves using SMC comparison stars should
remove all the Milky Way foreground, but small differ-
ences between the reddened and comparison stars fore-
ground could result in a weak 2175 A˚ bump. A foreground
contamination like this would result in a positive bump
as often as a negative bump. Interestingly, one out of
the four SMC Bump curves (AzV 214) has a 2σ detec-
tion of a negative bump and a negative far-UV curvature
(C4). The foreground contamination (in percent of total
E(B−V ) with 1σ uncertainties) needed to produce spuri-
ous bump detections at the observed levels would have to
be (25± 14)%, (39± 10)%, (10± 5)%, and (23± 13)% for
AzV 18, 23, 214, and 398, respectively. These foreground
contaminations are not unlikely given the low E(B − V )
values for these sightlines, especially given the large un-
certainties. While it is difficult to definitively decide, the
current evidence suggests that the carriers of the 2175 A˚
bump could be completely absent from the dust in the
SMC Bar sightlines.
3.4. Sample Average Curves
Since the Magellanic Cloud extinction curves display
significantly different shapes than that seen in the Milky
Way, average extinction curves of the LMC-average,
LMC2-supershell, and SMC-Bar samples are of interest.
These average curves capture the large scale variations in
dust properties at higher signal-to-noise than the individ-
ual curves.
While past work has produced such average curves (Gor-
don & Clayton 1998; Misselt, Clayton, & Gordon 1999),
we can create more accurate average curves as the result
of our determinations of RV values. We have averaged the
individual curves in each sample in A(λ)/A(V ) units in-
stead of E(λ−V )/E(B−V ) units as was done in previous
work. E(λ − V )/E(B − V ) units are a relative measure
of dust properties whereas A(λ)/A(V ) units are an abso-
lute measure of the dust properties and, as a result, more
accurately represent the effects of dust. For the LMC2
supershell sample, we have not used the results for Sk -
69 256 in producing the LMC2 supershell average. It’s
extremely low RV value of 0.64 is likely the result of poor
JHK photometry, contamination by nearby hot dust, or
contamination by a red companion.
The sample average curves are given in Figure 10 and
tabulated in Table A4. The averages were calculated
weighting by the uncertainties at each wavelength for each
individual curve and in 0.25 µm−1 wide bins. The aver-
age values of RV and N(H I)/A(V) were also calculated
weighting by the individual uncertainties and are tabu-
lated in Table A2. The average curves were fit with the
FM parameterization and the best fit 6 FM parameters
are given in Table A3. The FM fits were done for wave-
lengths < 8.4 µm as this is the bluest wavelength in com-
mon between the IUE and STIS data. This fitting limit
only affected the SMC Bar average.
For the SMC Bar, we find that RV = 2.74 ± 0.13 and
N(H I)/A(V) = 13.18± 1.02 which is consistent with the
results of Bouchet et al. (1985) and Gordon & Clayton
(1998). However, we do not find that the gas-to-dust ra-
tio for AzV 456 (Sk 143) is similar to that of the Milky
Way. For the Milky Way, N(H I)/A(V) ∼ 1.55 (Bohlin,
Savage, & Drake 1978; Diplas & Savage 1994) and we
find N(H I)/A(V) = 7.40 ± 1.20 for AzV 456 whereas
Bouchet et al. (1985) found N(H I)/A(V) ∼ 2.6 assum-
ing RV = 2.72 (the average RV for the entire SMC). The
differences between our measurement and Bouchet et al.
(1985) can be traced to our lower E(B − V ) and a lower
RV value. These differences illustrate the difficulties of
measuring such quantities for low reddening sightlines.
For the LMC2 supershell sample, we find that RV =
2.76±0.09 and N(H I)/A(V) = 6.97±0.67. Our gas-to-dust
ratio is roughly consistent with results of Koornneef (1982)
and Fitzpatrick (1985) who found N(H I)/A(V) ∼ 6.3 and
8.7, respectively. Our value of RV is lower than that of
Clayton & Martin (1985) who found RV ∼ 3.5 but con-
sistent with Misselt, Clayton, & Gordon (1999). For the
LMC average sample, we find that RV = 3.41 ± 0.06 and
N(H I)/A(V) = 3.25 ± 0.28. These values are signifi-
cantly different from those for the LMC2 supershell sam-
ple. The different gas-to-dust ratios is in conflict with the
conclusions of Fitzpatrick (1986) who state that there are
no gas-to-dust measurable differences between the non-
30 Dor and 30 Dor samples. But, examination of their
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Fig. 9.— The behavior of the gas-to-dust ratios (N(HI)/A(V )) versus (a) 2175 A˚ bump strength (A(bump)/A(V )) and (b) ultraviolet
steepness (C2/RV ) is shown. The LMC and SMC measurements are given by the circles (solid = Average and open = LMC2) and squares
(solid = Bar and open = Wing) with error bars, respectively. The line gives a simple linear fit to the data.
Fig. 10.— The sample average extinction curves are plotted along with the “average” Milky Way curve (CCM with RV = 3.1).
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Fig. 6 shows that the non-30 Dor points fall consistently
below 30 Dor gas-to-dust ratio implying that we are not
in conflict with earlier work. The lower gas-to-dust ratio
is especially interesting as it supports a systematic trend
of more extreme extinction curves (smaller 2175 A˚ bump
and steeper far-UV rise) with rising gas-to-dust ratio (see
§3.2).
4. conclusions
We have presented a quantitative, exhaustive compari-
son of all the known Magellanic Cloud extinction curves
with a representative sample of Milky Way extinction
curves. Like previous studies (Nandy & Morgan 1978;
Lequeux et al. 1982; Pre`vot et al. 1984; Clayton & Martin
1985; Fitzpatrick 1986; Gordon & Clayton 1998; Misselt,
Clayton, & Gordon 1999) we find that both the LMC and
SMC have examples of extinction curves qualitatively sim-
ilar to those found in the Milky Way. Unlike previous stud-
ies, we are able to take this comparison one step further
and make quantitative comparisons as we determined RV
values for all Magellanic Cloud extinction curves. This al-
lows for the comparison of Magellanic Cloud and Milky
Way extinction curves to be done using measurements
based on absolute dust properties (A(λ)/A(V )) instead of
relative dust properties (E(λ − V )/E(B − V )). The im-
portance of this difference is well illustrated by the work of
Cardelli, Clayton, & Mathis (1989) where the comparison
of Milky Way curves in A(λ)/A(V ) units allowed for the
derivation of the RV dependent CCM relationship. We
conclude that 4 extinction curves in the LMC are indis-
tinguishable from Milky Way extinction curves and Milky
Way extinction curves form a bound on the behavior of
Magellanic Cloud extinction curves.
The majority of the Magellanic Cloud extinction curves
are significantly different than Milky Way extinction
curves and this is likely a result of Magellanic Cloud ex-
tinction curves probing quite different environments than
the CCM sample of Milky Way extinction curves. The
CCM sample is based on fairly quiescent sightlines and
most of our extinction curve measurements in the Magel-
lanic Clouds are biased towards quite active regions as they
are based on OB supergiants. The systematic behavior of
the curves studied in this paper hint at the existence of
a multiparameter relationship (possibly dependent on RV
and N(HI)/A(V )) describing both quiescent (CCM-like)
and active extinction curves.
The different biases between the majority of the mea-
sured Milky Way and Magellanic Cloud extinction curves
point to a weakness in our understanding of dust proper-
ties. The Magellanic Cloud extinction curves are biased
towards active star forming regions (OB supergiant sight-
lines) and low dust columns. The Milky Way sightlines
are less biased towards active star forming regions as they
are mainly measured along sightlines towards OB main
sequence stars. They are limited in their variety of dust
properties probed as the measurements are generally lim-
ited to our local region of the Milky Way. Evidence that
the type of dust seen in the Magellanic Clouds does exist in
the Milky Way is seen along Milky Way low density sight-
lines (Clayton, Gordon, & Wolff 2000). Higher dust col-
umn sightlines and sightlines towards main sequence stars
need to be measured in the Magellanic Clouds to allow us
to truly explore the possible range of dust properties.
The results of this work and those of Clayton, Gordon, &
Wolff (2000) imply that the common usage of discussing
Milky Way, LMC, and SMC dust as separate is inaccu-
rate. In reality, a continuum of dust properties exists be-
tween that seen in the quiescent and active regions (eg.,
see Fig. 8). The usual average curves can then be arranged
into a rough version of this sequence and it would be Milky
Way (CCM) – LMC Average – SMC Wing (AzV 456) –
LMC2 Supershell – SMC Bar. Ordering all the individual
known extinction curves would produce an even greater
mixing of Milky Way, LMC, and SMC curves. This work
describes a qualitative view of the continuum of dust ex-
tinction curves. Quantifying the variation between quies-
cent and active region extinction curves would give valu-
able clues to the identities of dust grain properties.
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APPENDIX
rv value and uncertainty equations
The derivation of the equations to determine value of RV and its uncertainty are given in this appendix. To the
knowledge of the authors, these equations have not appeared in the literature before and are included in this paper as
they may be of use to others. The equations below are equivalent to determining RV from individual colors and averaging
the results weighted by the appropriate uncertainties.
The equation giving the χ2 between the measured extinction curve and the Rieke & Lebofsky (1985) curve is
χ2 =
∑
i
[
y(λi)− y(RV , λi)
σ(λi)
]2
(A1)
where
y(λi) = E(λi − V )/E(B − V ) (A2)
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σ(λi) = σE(λi − V )/E(B − V ) (A3)
y(RV , λi) = [A(λi)/A(V )− 1]RV (A4)
and A(λi)/A(V ) is given in table 3 of Rieke & Lebofsky (1985). Differentiating χ
2 with respect to RV and setting the
result to zero gives
RV =
∑
i [A(λi)/A(V )− 1]∑
i [y(λi)/σ(λi)
2]
. (A5)
Using eq. 6.19 of Bevington & Robinson (1992) gives the uncertainty in RV as
σ(RV )
2 =
∑
i [A(λi)/A(V )− 1]∑
i
{
[A(λi)/A(V )− 1]
2 /σ(λi)2
} . (A6)
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Table A1
Stellar Photometry
star V B-V U-B V-R V-I J H Ks
SMC
AzV 18 12.420± 0.044 0.041± 0.006 −0.794± 0.021 0.069 ± 0.005 0.123 ± 0.008 12.368 ± 0.032 12.336 ± 0.030 12.261 ± 0.033
AzV 23 12.244± 0.004 0.084± 0.002 −0.672± 0.008 0.092 ± 0.003 0.188 ± 0.006 12.011 ± 0.032 11.923 ± 0.025 11.913 ± 0.035
AzV 70 12.413± 0.013 −0.154± 0.013 −1.003± 0.016 −0.046± 0.011 −0.124 ± 0.017 12.711 ± 0.032 12.765 ± 0.033 12.832 ± 0.039
AzV 214 13.416± 0.013 0.038± 0.007 −0.803± 0.007 0.065 ± 0.004 0.129 ± 0.007 13.357 ± 0.035 13.374 ± 0.039 13.312 ± 0.048
AzV 289 12.396± 0.026 −0.118± 0.009 −0.984± 0.013 −0.032± 0.005 −0.111 ± 0.014 12.657 ± 0.024 12.670 ± 0.038 12.718 ± 0.035
AzV 380 13.534± 0.007 −0.109± 0.010 −0.918± 0.009 −0.013± 0.008 −0.037 ± 0.009 13.747 ± 0.031 13.781 ± 0.045 13.841 ± 0.057
AzV 398 13.889± 0.026 0.100± 0.022 −0.820± 0.021 0.107 ± 0.007 0.150 ± 0.032 13.687 ± 0.029 13.590 ± 0.038 13.374 ± 0.042
AzV 404 12.197± 0.009 −0.098± 0.006 −0.825± 0.005 0.000 ± 0.004 −0.017 ± 0.003 12.394 ± 0.033 12.438 ± 0.038 12.409 ± 0.037
AzV 456 12.888± 0.019 0.109± 0.009 −0.785± 0.015 0.085 ± 0.002 0.162 ± 0.006 12.820 ± 0.020 12.800 ± 0.025 12.800 ± 0.019
AzV 462 12.566± 0.017 −0.126± 0.012 −0.914± 0.014 −0.039± 0.004 −0.124 ± 0.005 12.890 ± 0.020 12.940 ± 0.025 12.950 ± 0.019
LMC
Sk -65 15 12.140± 0.020 −0.100± 0.020 −0.920± 0.040 · · · · · · 12.417 ± 0.025 12.409 ± 0.026 12.423 ± 0.030
Sk -65 63 12.560± 0.020 −0.160± 0.020 −1.020± 0.040 · · · · · · 12.933 ± 0.033 12.941 ± 0.036 13.024 ± 0.045
Sk -66 19 12.790± 0.020 0.120± 0.020 −0.780± 0.040 · · · · · · 12.496 ± 0.031 12.382 ± 0.028 12.359 ± 0.040
Sk -66 35 11.550± 0.020 −0.070± 0.020 −0.880± 0.040 · · · · · · 11.732 ± 0.027 11.725 ± 0.024 11.700 ± 0.034
Sk -66 88 12.700± 0.020 0.200± 0.020 −0.650± 0.040 · · · · · · 12.170 ± 0.027 12.089 ± 0.030 11.945 ± 0.033
Sk -66 106 11.720± 0.020 −0.080± 0.020 −0.910± 0.040 · · · · · · 11.919 ± 0.028 11.931 ± 0.033 11.918 ± 0.031
Sk -66 118 11.810± 0.020 −0.050± 0.020 −0.860± 0.040 · · · · · · 12.072 ± 0.026 11.984 ± 0.035 12.013 ± 0.036
Sk -66 169 11.560± 0.020 −0.130± 0.020 −1.000± 0.040 · · · · · · 11.862 ± 0.033 11.895 ± 0.038 11.882 ± 0.040
Sk -67 2 11.260± 0.020 0.080± 0.020 −0.690± 0.040 · · · · · · 11.054 ± 0.024 11.010 ± 0.034 10.895 ± 0.030
Sk -67 5 11.340± 0.020 −0.120± 0.020 −0.950± 0.040 · · · · · · 11.621 ± 0.028 11.623 ± 0.031 11.636 ± 0.032
Sk -67 36 12.029± 0.003 −0.090± 0.007 −0.853± 0.008 −0.003± 0.006 −0.013 ± 0.011 12.095 ± 0.031 12.116 ± 0.026 12.174 ± 0.035
Sk -67 78 11.260± 0.020 −0.040± 0.020 −0.730± 0.040 · · · · · · 11.439 ± 0.058 · · · 11.258 ± 0.031
Sk -67 100 11.950± 0.020 −0.090± 0.020 −0.860± 0.040 · · · · · · 12.158 ± 0.031 12.235 ± 0.031 12.204 ± 0.038
Sk -67 168 12.080± 0.020 −0.170± 0.020 −1.000± 0.040 · · · · · · 12.491 ± 0.029 12.461 ± 0.033 12.528 ± 0.036
Sk -67 228 11.490± 0.020 −0.050± 0.020 −0.820± 0.040 · · · · · · 11.574 ± 0.033 11.576 ± 0.035 11.529 ± 0.037
Sk -67 256 11.900± 0.020 −0.080± 0.020 −0.890± 0.040 · · · · · · 11.938 ± 0.032 12.047 ± 0.039 11.955 ± 0.031
Sk -68 23 12.810± 0.020 0.220± 0.020 −0.610± 0.040 · · · · · · 12.180 ± 0.027 12.047 ± 0.028 11.958 ± 0.034
Sk -68 26 11.630± 0.003 0.116± 0.002 −0.776± 0.001 0.115 ± 0.003 0.238 ± 0.007 11.410 ± 0.060 11.280 ± 0.040 11.150 ± 0.050
Sk -68 40 11.710± 0.020 −0.070± 0.020 −0.790± 0.040 · · · · · · 11.706 ± 0.027 11.716 ± 0.037 11.760 ± 0.030
Sk -68 41 12.000± 0.020 −0.140± 0.020 −0.960± 0.040 · · · · · · 12.204 ± 0.027 12.284 ± 0.036 12.242 ± 0.032
Sk -68 129 12.770± 0.020 0.030± 0.020 −0.840± 0.040 · · · · · · 12.566 ± 0.032 12.572 ± 0.034 12.514 ± 0.041
Sk -68 140 12.720± 0.020 0.060± 0.020 −0.830± 0.040 · · · · · · 12.479 ± 0.018 12.432 ± 0.018 12.380 ± 0.020
Sk -68 155 12.720± 0.020 0.030± 0.020 −0.820± 0.040 · · · · · · 12.723 ± 0.033 12.630 ± 0.039 12.669 ± 0.035
Sk -69 108 12.100± 0.020 0.270± 0.020 −0.490± 0.040 · · · · · · 11.530 ± 0.029 · · · 11.263 ± 0.015
Sk -69 206 12.840± 0.020 0.140± 0.020 −0.760± 0.040 · · · · · · 12.408 ± 0.033 12.382 ± 0.037 12.257 ± 0.043
Sk -69 210 12.590± 0.020 0.360± 0.020 −0.590± 0.040 · · · · · · 11.796 ± 0.036 11.711 ± 0.033 11.587 ± 0.038
Sk -69 213 11.970± 0.020 0.100± 0.020 −0.750± 0.040 · · · · · · 11.698 ± 0.033 11.713 ± 0.035 11.642 ± 0.037
Sk -69 228 12.120± 0.020 0.050± 0.020 −0.760± 0.040 · · · · · · 12.029 ± 0.034 11.998 ± 0.034 11.937 ± 0.037
Sk -69 256 12.610± 0.020 0.030± 0.020 −0.830± 0.040 · · · · · · 12.799 ± 0.032 12.728 ± 0.047 12.732 ± 0.044
Sk -69 265 11.880± 0.020 0.120± 0.020 −0.630± 0.040 · · · · · · 11.680 ± 0.029 11.628 ± 0.045 11.598 ± 0.037
Sk -69 270 11.270± 0.020 0.140± 0.020 −0.520± 0.040 · · · · · · 11.009 ± 0.036 10.989 ± 0.037 10.936 ± 0.036
Sk -69 279 12.790± 0.020 0.050± 0.020 −0.840± 0.040 · · · · · · 12.701 ± 0.036 12.613 ± 0.051 12.550 ± 0.043
Sk -69 280 12.660± 0.020 0.090± 0.020 −0.740± 0.040 · · · · · · 12.492 ± 0.031 12.451 ± 0.037 12.410 ± 0.037
Sk -70 116 12.050± 0.020 0.110± 0.020 −0.720± 0.040 · · · · · · 11.679 ± 0.034 11.585 ± 0.035 11.520 ± 0.031
Sk -70 120 11.590± 0.020 −0.060± 0.020 −0.880± 0.040 · · · · · · 11.831 ± 0.033 11.803 ± 0.028 11.835 ± 0.036
Comparison of SMC, LMC, & MW Extinction Curves 17
Table A2
Extinction Curve Data
reddened comparison E(B − V ) RV N(H I) N(H I)/A(V)
star star [mag] [1× 1021] [1× 1021]
SMC - Bar sample
AzV 18 AzV 462 0.167 ± 0.013 3.30± 0.38 8.50± 0.50 15.41 ± 2.33
AzV 23 AzV 404 0.182 ± 0.006 2.65± 0.17 8.50± 0.50 17.65 ± 1.64
AzV 214 AzV 380 0.147 ± 0.012 2.40± 0.30 2.50± 0.50 7.08± 1.77
AzV 398 AzV 289 0.218 ± 0.024 3.14± 0.34 8.00± 2.00 11.69 ± 3.43
average · · · 2.74± 0.13 · · · 13.18 ± 1.02
SMC - Wing sample
AzV 456 AzV 70 0.263 ± 0.016 2.05± 0.17 4.00± 0.50 7.40± 1.20
LMC - LMC2 supershell sample
Sk -68 140 Sk -68 41 0.200 ± 0.028 3.27± 0.24 4.00± 1.00 6.12± 1.81
Sk -68 155 Sk -67 168 0.200 ± 0.028 2.83± 0.23 5.00± 1.00 8.82± 2.28
Sk -69 228 Sk -65 15 0.150 ± 0.028 3.35± 0.33 3.50± 0.50 6.97± 1.79
Sk -69 256 Sk -68 41 0.170 ± 0.028 0.64± 0.19 2.50± 0.50 23.10 ± 9.24
Sk -69 265 Sk -68 40 0.190 ± 0.028 1.68± 0.19 5.00± 0.50 15.71 ± 3.35
Sk -69 270 Sk -67 228 0.190 ± 0.028 2.34± 0.22 3.50± 1.00 7.86± 2.64
Sk -69 279 Sk -65 63 0.210 ± 0.028 3.33± 0.26 4.00± 1.00 5.73± 1.69
Sk -69 280 Sk -67 100 0.180 ± 0.028 3.12± 0.27 6.00± 1.00 10.68 ± 2.62
Sk -70 116 Sk -67 256 0.190 ± 0.028 3.41± 0.27 3.50± 0.50 5.39± 1.19
averagea · · · 2.76± 0.09 · · · 6.97± 0.67
LMC - Average sample
Sk -66 19 Sk -66 169 0.250 ± 0.028 3.44± 0.21 7.00± 1.00 8.15± 1.57
Sk -66 88 Sk -66 106 0.280 ± 0.028 3.67± 0.19 5.50± 0.50 5.35± 0.78
Sk -67 2 Sk -66 35 0.150 ± 0.028 3.62± 0.35 1.00± 0.50 1.84± 1.00
Sk -68 23 Sk -67 36 0.310 ± 0.021 3.35± 0.13 1.50± 0.50 1.45± 0.50
Sk -68 26 Sk -66 35 0.186 ± 0.020 3.43± 0.24 3.50± 0.50 5.48± 1.05
Sk -68 129 Sk -68 41 0.170 ± 0.028 3.36± 0.30 4.00± 1.00 7.01± 2.20
Sk -69 108 Sk -67 78 0.310 ± 0.028 3.15± 0.16 3.00± 0.50 3.07± 0.61
Sk -69 206 Sk -67 5 0.260 ± 0.028 3.68± 0.21 8.00± 2.00 8.36± 2.33
Sk -69 210 Sk -66 118 0.410 ± 0.028 3.32± 0.12 10.00± 2.50 7.35± 1.93
Sk -69 213 Sk -70 120 0.160 ± 0.028 3.96± 0.36 1.50± 0.50 2.37± 0.92
average · · · 3.41± 0.06 · · · 3.25± 0.28
aExcluding Sk -69 256
Table A3
FM Parameters
reddened FM parameters
star c1 c2 c3 c4 xo γ
SMC - Bar sample
AzV 18 −4.938∓ 0.634 2.267± 0.204 0.362± 0.190 0.176± 0.084 4.600± 0.000 1.000± 0.000
AzV 23 −5.170∓ 0.289 2.382± 0.092 0.489± 0.125 0.462± 0.057 4.600± 0.000 1.000± 0.000
AzV 214 −4.495∓ 0.687 2.264± 0.222 −0.123± 0.065 −0.435± 0.197 4.600± 0.000 1.000± 0.000
AzV 398 −5.382∓ 0.808 2.328± 0.276 0.314± 0.167 0.263± 0.128 4.600± 0.000 1.000± 0.000
average −4.959∓ 0.197 2.264± 0.040 0.389± 0.110 0.461± 0.079 4.600± 0.000 1.000± 0.000
SMC - Wing sample
AzV 456 −0.856∓ 0.246 1.038± 0.074 3.215± 0.439 0.107± 0.038 4.703± 0.018 1.212± 0.019
LMC - LMC2 supershell sample
Sk -68 140 −1.547∓ 0.509 1.247± 0.197 1.151± 0.303 0.357± 0.148 4.464± 0.039 0.855± 0.014
Sk -68 155 −2.689∓ 0.487 1.580± 0.230 0.923± 0.170 0.117± 0.049 4.617± 0.021 0.693± 0.012
Sk -69 228 −2.443∓ 0.662 1.373± 0.275 0.716± 0.234 −0.115± 0.065 4.721± 0.049 0.643± 0.011
Sk -69 256 −1.139∓ 0.493 1.101± 0.205 0.746± 0.271 0.257± 0.133 4.817± 0.062 0.751± 0.013
Sk -69 265 −3.083∓ 0.612 1.509± 0.237 0.360± 0.101 −0.313± 0.152 4.363± 0.036 0.536± 0.009
Sk -69 270 −3.926∓ 0.755 1.821± 0.281 3.725± 0.837 0.208± 0.091 4.509± 0.034 1.290± 0.021
Sk -69 279 −2.669∓ 0.551 1.350± 0.196 0.978± 0.248 0.017± 0.009 4.602± 0.032 0.708± 0.012
Sk -69 280 0.468∓ 0.282 0.809± 0.142 1.209± 0.306 0.232± 0.130 4.470± 0.032 0.667± 0.011
Sk -70 116 −1.707∓ 0.567 1.153± 0.192 6.557± 1.504 0.193± 0.080 4.387± 0.047 1.878± 0.031
averagea −1.475∓ 0.152 1.132± 0.029 1.463± 0.121 0.294± 0.057 4.558± 0.021 0.945± 0.026
LMC - Average sample
Sk -66 19 −0.724∓ 0.282 0.902± 0.116 3.036± 0.465 0.276± 0.118 4.567± 0.027 1.132± 0.030
Sk -66 88 −0.960∓ 0.276 1.051± 0.115 2.095± 0.310 0.113± 0.042 4.580± 0.016 0.916± 0.015
Sk -67 2 −3.914∓ 0.851 1.781± 0.347 3.680± 0.744 0.884± 0.239 4.566± 0.014 0.996± 0.016
Sk -68 23 −0.152∓ 0.070 0.696± 0.053 4.647± 0.572 0.453± 0.108 4.493± 0.014 1.135± 0.019
Sk -68 26 −1.076∓ 0.343 1.082± 0.130 4.085± 0.621 0.121± 0.045 4.622± 0.015 1.076± 0.018
Sk -68 129 −2.318∓ 0.507 1.388± 0.243 1.632± 0.340 0.468± 0.162 4.569± 0.019 0.790± 0.013
Sk -69 108 −1.262∓ 0.327 0.992± 0.102 5.046± 0.621 0.384± 0.101 4.519± 0.010 1.079± 0.017
Sk -69 206 −1.243∓ 0.342 1.217± 0.144 1.169± 0.204 0.016± 0.007 4.500± 0.020 0.689± 0.011
Sk -69 210 −1.559∓ 0.187 1.182± 0.087 1.583± 0.166 0.307± 0.074 4.641± 0.007 0.720± 0.011
Sk -69 213 −2.791∓ 0.703 1.594± 0.300 1.816± 0.337 0.527± 0.177 4.564± 0.018 0.735± 0.014
average −0.890∓ 0.142 0.998± 0.027 2.719± 0.137 0.400± 0.036 4.579± 0.007 0.934± 0.016
aExcluding Sk -69 256
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Table A4
Sample Average Curves
SMC LMC2 LMC
λ x Bar Supershell Average
[µm] [µm−1] [A(λ)/A(V )]
2.198 0.455 0.016± 0.003 0.101 ± 0.003 0.030± 0.003
1.650 0.606 0.169± 0.020 0.097 ± 0.020 0.186± 0.020
1.250 0.800 0.131± 0.013 0.299 ± 0.013 0.257± 0.013
0.810 1.235 0.567± 0.048 · · · · · ·
0.650 1.538 0.801± 0.113 · · · · · ·
0.550 1.818 1.000± 0.046 1.000 ± 0.048 1.000± 0.048
0.440 2.273 1.374± 0.127 1.349 ± 0.113 1.293± 0.113
0.370 2.703 1.672± 0.123 1.665 ± 0.046 1.518± 0.046
0.296 3.375 2.000± 0.095 1.899 ± 0.127 1.786± 0.127
0.276 3.625 2.220± 0.093 2.067 ± 0.123 1.969± 0.123
0.258 3.875 2.428± 0.093 2.249 ± 0.095 2.149± 0.095
0.242 4.125 2.661± 0.095 2.447 ± 0.093 2.391± 0.093
0.229 4.375 2.947± 0.099 2.777 ± 0.093 2.771± 0.093
0.216 4.625 3.161± 0.102 2.922 ± 0.095 2.967± 0.095
0.205 4.875 3.293± 0.104 2.921 ± 0.099 2.846± 0.099
0.195 5.125 3.489± 0.105 2.812 ± 0.102 2.646± 0.102
0.186 5.375 3.637± 0.107 2.805 ± 0.104 2.565± 0.104
0.178 5.625 3.866± 0.112 2.863 ± 0.105 2.566± 0.105
0.170 5.875 4.013± 0.115 2.932 ± 0.107 2.598± 0.107
0.163 6.125 4.243± 0.119 3.060 ± 0.112 2.607± 0.112
0.157 6.375 4.472± 0.124 3.110 ± 0.115 2.668± 0.115
0.151 6.625 4.776± 0.131 3.299 ± 0.119 2.787± 0.119
0.145 6.875 5.000± 0.135 3.408 ± 0.124 2.874± 0.124
0.140 7.125 5.272± 0.142 3.515 ± 0.131 2.983± 0.131
0.136 7.375 5.575± 0.148 3.670 ± 0.135 3.118± 0.135
0.131 7.625 5.795± 0.153 3.862 ± 0.142 3.231± 0.142
0.127 7.875 6.074± 0.160 3.937 ± 0.148 3.374± 0.148
0.123 8.125 6.297± 0.368 4.055 ± 0.153 3.366± 0.153
0.119 8.375 6.436± 0.271 3.969 ± 0.160 3.467± 0.160
0.116 8.625 6.992± 0.201 · · · · · ·
