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Abstract
Among the various theoretical tools for investigating microscopic material properties, ab initio (first
principles) methods based on density functional theory and pseudopotentials have had a very good
track record over the last two decades in terms of accuracy, reliability, and efficiency. The application
of these methods to nanostructures to investigate their structural, electronic, and optical properties
has, however, not been quite straightforward due to the large computational demand and new physics
inherent in the nanometer and sub-nanometer size region. One particularly useful extension to overcome
the computational demand imposed by localized nanostructures has been the introduction of methods
based on a real-space implementation, such as the higher order finite difference pseudopotential method.
In this review, first the basic theoretical tools of density functional theory, ab initio pseudopotentials, and
higher-order finite difference method are briefly reviewed. Next, applications of the real-space higherorder finite difference ab initio pseudopotential method to different properties of various nanostructured
materials are presented. These applications include (i) structural and electronic properties of small
semiconductor (Si, Ge, GeTe) clusters, (ii) calculation of quasiparticle and exciton binding energies in Si
quantum dots containing up to 1,000 atoms, and (iii) a new efficient real-space approach for calculating
the microscopic dielectric screening matrix, its inverse, and the resulting exciton Coulomb energies in
hydrogenated Si clusters up to ∼ 1 nm diameter in size.
Key Words: First principles, pseudopotentials, density functional theory, real-space methods, nanostructures, semiconductor clusters, Si quantum dots, dielectric screening

1.

Introduction

Computational materials science (CMS) is an interdisciplinary research area of physics, chemistry, and
scientific computing [1]. Generally speaking, CMS can be thought of describing efforts in achieving a microscopic understanding of the interrelationships between composition, structure, and various materials
properties through classical and quantum mechanical modeling. There are various aspects in trying to
achieve this general goal. For example, prediction of electronic, structural, and dynamical properties of real
materials through all sizes regimes (from atoms to clusters to bulk materials) in various phases (gas, liquid,
and solid) and physical environments forms an important aspect of CMS. In order to understand properties of real materials, researchers sometimes have to perform computational experiments on hypothetical
materials, and this approach, which is not readily accessible in laboratory experiments, may prove to be
quite useful in microscopic elucidation of material properties. Another aspect and goal of studies in CMS
is to assist in the prediction of new materials with technologically useful applications. Finally, development
of new and efficient algorithms and analytical methods for investigating properties of simple and complex
materials forms an equally important research focus area in CMS.
With respect to theoretical tools of CMS, one can broadly divide them into two groups; empirical and
ab initio (first principles) methods. In empirical methods, one employs classical (such as pair potentials)
443

ÖĞÜT

or quantum mechanical modeling (such as tight-binding) using various functional forms with adjustable
parameters fitted to experimental observations or accurate calculations. Calculations based on empirical
methods are generally quite fast from a computational point of view, but they may often lack the degree of
accuracy and reliability needed to examine individual microscopic material properties. In ab initio methods,
on the other hand, one uses quantum mechanical modeling with no adjustable parameters and few welljustified and tested approximations, and the atomic numbers of the constituent atoms are the only input to
the calculations. These methods offer a level of accuracy one needs to understand most physical properties
in a wide range of materials. However, compared to empirical methods, the high degree of accuracy and
reliability of ab initio calculations is compensated by the large computational demand that they impose.
One important class of such methods that have been very extensively used in the last two decades are the
ab initio density functional methods.

1.1.

Density Functional Theory

Density functional theory (DFT) provides a tractable way of solving the quantum equations of motions for
a system of interacting electrons under an external potential, such as the electron-ion interaction potential
vion in a solid. In 1964, Hohenberg and Kohn proved a famous theorem, which states that the ground
state energy of an electron gas with a nondegenerate ground state under an external potential is a unique
functional of the electron charge density ρ(r) and that this energy functional assumes its minimum value
(ground state energy) for the correct (ground state) ρ(r) [2]. A year later, Kohn and Sham [3] expressed
this charge density in terms of orthonormal single particle wavefunctions {ψn (r)} as
X
|ψn (r)|2
(1)
ρ(r) =
n,occ.

where the sum is over occupied single particle orbitals. This allowed them to write the ground state energy
of the electron gas as
ZZ
Z
Z
ρ(r)ρ(r0 )
1
1X
?
2
drdr0 + Exc [ρ(r)]
(2)
ψn (r)∇ ψn (r) + ρ(r)vion (r)dr +
E[ρ(r)] = −
2 n
2
|r − r0 |
In this expression, the first term is the kinetic energy of a non-interacting electron gas at the same density,
the second term is the potential energy due to the electron-ion interaction. The third term is the classical
Hartree energy, and the last term is the so-called exchange-correlation energy. Treating ψn (r) and ψn? as the
variational parameters, one arrives at a single particle Schrödinger equation,


1
(3)
− ∇2 + veff [r, ρ(r)] ψn (r) = n ψn (r)
2
where the effective potential veff [r, ρ(r)] is given as
Z
veff [r, ρ(r)] = vion (r) +

ρ(r0 )
dr + vxc [ρ(r)]
|r − r0 |

(4)

δExc
is the exchange-correlation potential. Due to the dependence of veff on ρ(r), which
where vxc [ρ(r)] = δρ(r)
depends on the solutions ψn (r) of the Schrödinger equation, equations (1), (3), and (4), known as the
Kohn-Sham (KS) equations, have to be solved self-consistently.
In actual implementation of DFT for investigating material properties, there is a large number of different approaches with respect to algorithms, basis functions, representation of the electron-ion interaction,
computational space, and approximation to the exchange-correlation potential. Of all the different DFT
methods, the ab initio pseudopotential total energy method is perhaps the most widely used state-of-the-art
“method of choice” [4]. This method, which can be implemented in both momentum and real space, has
a very good track record for investigating structural, electronic, and optical properties of a large variety of
materials. In fact, an examination of major breakthroughs in ab initio materials modeling over the last two
decades shows that pseudopotentials have played an invaluable role in this respect.
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1.2.

Ab Initio Pseudopotentials

The pseudopotential method relies on the separation (in both energy and space) of electrons into core
and valence electrons and that most physical and chemical properties of materials are determined by valence
electrons in the interstitial region. One can therefore combine the full ionic potential with that of the core
electrons’ to give an effective potential (called the pseudopotential), which acts on the valence electrons only.
On top of this, one can also remove the rapid oscillations of the valence wavefunctions inside the core region
such that the resulting wavefunction and potential are smooth. Figure 1 shows a schematic representation of
a pseudopotential and a pseudowavefunction along with the corresponding all-electron counterparts. Beyond
a chosen cutoff radius rc , the all-electron and pseudofunctions (potential and wavefunction) are identical,
while inside the core region both the pseudopotential and pseudowavefunction are smoothly varying. After
the construction of these pseudofunctions for a single atom and ensuring that their scattering properties are
almost identical to those of the all-electron functions, they can be used in any chemical environment without
any significant loss of transferability [5].

Ψ(r)

V(r)
rc

r

rc

__
1

r

r

All electron
Pseudo

Figure 1. Schematic representation of a pseudopotential (left, dark curve) and a pseudowavefunction (right, dark
curve) along with the all-electron potential (with the 1/r tail) and wavefunction (light curves). Notice that the
all-electron and pseudofunctions are identical beyond the radial cutoff rc and the pseudofunctions are smooth inside
the core region.

There are various advantages of the pseudopotential method. By eliminating the core electrons from the
problem, the number of particles for which the KS equations have to solved is decreased. For example, a
pseudopotential calculation for bulk silicon (with 10 core and 4 valence electrons) requires the calculation of
4 occupied bands at each k-point, while an all-electron approach would require the calculation of 14 occupied
bands. More importantly, the smooth spatial variation of the pseudopotential and pseudowavefunction allows
the use of computationally convenient and unbiased basis, such as plane wave basis sets or grids in space.

1.3.

Real Space Methods

The traditional approach to obtaining the electronic structure of a periodic solid with ab initio pseudopotentials has been to solve the KS equations in momentum space using a plane wave basis set [6]. There
are many advantages of plane wave basis sets. For example, due to their completeness and orthonormality,
they allow convenient and unbiased representation of the charge density and wavefunctions for calculating
operator matrix elements. In addition, when plane waves are used with iterative diagonalization methods like
Car-Parrinello [7] and conjugate gradient methods [4] there is a tremendous gain in efficiency in calculating
self-consistent charge densities of large systems. For non-periodic and localized systems, such as defects,
surfaces, clusters, quantum dots, using a plane wave basis set requires an artificial periodicity in order to
implement standard electronic structure algorithms. This artificial periodicity is introduced through the use
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of large unit cells called supercells. In a supercell calculation for a cluster, for example, the cluster is placed
in a supercell large enough so that the electronic wavefunctions almost vanish near the supercell boundaries.
This makes it possible to minimize the cell-cell interaction (with negligible dispersion of the molecular orbitals) while enabling the use of a plane wave basis to describe an isolated cluster via an “artificially periodic
array” of clusters.
While the supercell approach works well for localized systems, typically a very large supercell is needed,
which results in the plane wave basis replicating not only the relevant electronic states, but also “vacuum”
regions imposed by the supercell. A much more efficient method to implement for investigating the electronic
structures of localized systems is to solve the KS equations entirely on a real space grid using various methods
[8, 9] such as the higher-order finite difference method. In the simplest and computationally convenient
approach for a real-space method, one imposes a three-dimensional Cartesian grid of uniform spacing h.
The system of interest (cluster, quantum dot, defect) is placed in a sphere of radius R, large enough so that
the wavefunctions vanish outside of this sphere. The KS equations are solved on the discrete grid points
labeled (xi , yj , zk ). A key aspect of the calculations in this method is related to the availability of higherorder finite difference expansions for the Laplacian ∇2 , which appears in the kinetic energy term of the KS
equation. One can express the second order derivative of the wavefunction with respect to x−coordinate as
m=M
X
∂2ψ
=
Cm ψ(xi + mh, yj , zk ) + O(h2M +2 ).
2
∂x

(5)

m=−M

This expression is accurate up to O(h2M +2 ), and the expansion coefficients Cm are readily available in the
literature up to any order [8]. Typically, M = 6 is more than enough to describe the second order derivative
of a smooth pseudowavefunction. When Eq. (3) is cast into a matrix equation of size N (where N is
the number of grid points), all the potential terms reside on the diagonal, and the only off-diagonal terms
come from the expansion coefficients Cm , resulting in a very sparse matrix which can be solved via various
iterative matrix diagonalization schemes. In addition, the Hartree potential in Eq. (4) can be cast into a
linear set of equations as the solutions of the Poisson equation ∇2 VH = −4πρ(r), where the boundary terms
are determined from multipole expansion of the charge density.
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Figure 2. A schematic representation of a uniform Cartesian real-space grid for a cluster of atoms. The wavefunctions
ψijk are calculated on the grid points inside the sphere, and outside they are set to zero.
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For localized systems, there are many important advantages of real space methods in comparison to
the plane wave supercell approach. First, the method results in real symmetric sparse matrices (sparsity
determined by the order M of the finite difference expansion), which makes it possible to use various efficient
diagonalization schemes to solve the eigenvalue problem [10]. Second, since all the calculations are performed
in real space, there is no need for fast Fourier transform resulting in easy parallelizability of the algorithms
through a domain decomposition approach where each processor is responsible for a small portion of the
physical domain [11]. Third, since the system is not repeated periodically, charged systems can be dealt with
in a straightforward fashion by adding and subtracting the relevant charge without the use of a neutralizing
background charge needed to avoid the divergence of Coulomb energy in a supercell approach.
Over the last 7 years, we have applied our ab initio pseudopotential higher-order finite difference method
for investigations of structural, electronic, and optical properties of various semiconductor systems. For
clusters and quantum dots of electronic materials such as Si, Ge, GaAs, GeTe, we investigated atomic
structures, polarizabilities photoemission spectra, optical absorption, and dielectric screening [12, 13, 14,
15, 16, 17, 18, 19, 20]. In addition, we implemented a cluster approach for investigations of point defects
such as vacancies, divacancies, impurities in Si and Ge [21, 22, 23]. These investigations have shed light
on various microscopic properties of these nanostructures and their bulk defects. The rest of this paper
will concentrate on some applications of the method to various semiconductor clusters, optical absorption
in Si quantum dots, and a new formalism for calculating and storing inverse dielectric matrices of confined
systems.

2.

Semiconductor Clusters

A cluster is a finite assemblage of interacting atoms in a thermodynamically metastable state, i.e. clusters
are stable only in isolation. Being an intermediate state between free atoms and bulk solids, atomic clusters,
with their reduced dimensionality and large surface-to-volume ratio, have unique structural and electronic
properties [24, 25]. The strong size dependence of these properties potentially makes it possible to finetune them for particular applications. As such, studies aimed at understanding the underlying physics and
chemistry of clusters as a function of size are both fundamentally and technologically important. In trying
to achieve this goal, one comes across many challenges. On the experimental side, for example, the lack
of a direct probe of the atomic structure (such as X-ray diffraction and scanning tunneling microscopy
for bulk materials) makes it necessary to use indirect methods like Raman spectroscopy or photoemission
experiments. On the theoretical side, existence of open and unusual structures of semiconductor clusters (as
opposed to their bulk form) requires the use of quantum (ab initio) forces, which is computationally more
demanding compared to empirical approaches. In addition, numerous degrees of freedom and the existence
of multiple local minima in the potential energy surfaces make structural optimization a very complex issue.
For systems with up to 10-20 atoms, the highly nontrivial issue of determining the minimum-energy
structures of clusters from first principles can be handled using methods such as genetic algorithms [26] or
simulated annealing. In particular, in our studies of various semiconductor clusters, we have used Langevin
molecular dynamics (LMD) coupled to a simulated annealing procedure. In a typical LMD simulated annealing procedure, one starts the calculations at a high temperature (near 3000 K) from a random initial
configuration of atoms, which are allowed to interact via quantum forces and with a fictitious heat bath and
evolve according to the Langevin equation:
Mj R̈j = −∇Rj E ({Rj }) − γMj Ṙj + Gj

(6)

In this expression Mj and Rj denote the mass and position of the j th atom. The last two terms on the
right hand side of Eq. (6) are the dissipation and fluctuation forces, respectively. The fluctuation forces are
determined by random Gaussian variables {Gi } with a white noise spectrum,
α
α 0
0
hGα
i (t)i = 0 and hGi (t)Gj (t )i = 2γMi kB T δij δ(t − t ).

(7)

The angular brackets denote ensemble or time averages, and α stands for the Cartesian component. The
coefficient of temperature T ensures that the fluctuation-dissipation theorem is obeyed, i.e., the work done on
the system is dissipated by the viscous medium. During the simulation, the system is cooled slowly, typically
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in steps of 500 K, at each temperature the simulation running for ∼ 50-100 time steps. The stochastic nature
of Gi helps the system escape from metastable states, sampling out reasonable low-energy structures, which
are further refined at zero temperature.
Proceeding in this way, we have calculated the ground state structures of various semiconductor clusters
such as Sin , Gen (Fig. 3) and Gen Tem (Fig. 4). The primary difference between Si and Ge clusters lies in
the bondlengths, typically the bondlenghts of Ge clusters being a few percent larger than those of Si clusters.
Also, the structures for group III-V semiconductor clusters (such as Gan Asm ) are observed to be similar to
those of Si and Ge clusters [13]. As can be seen from these figures, these structures do not have much common
with their bulk counterparts. Group IV-VI semiconductor clusters Ge n Tem are observed to generally adopt
lower-symmetry structures compared to Si, Ge, and GaAs clusters [15]. At a given composition, the potential
energy surfaces of Gen Tem clusters possess local minima corresponding to higher-symmetry structures. The
symmetry breaking for the global minimum is accompanied by a considerable gain in electronic energy and
(usually) a widening of the energy gap, reminiscent of the Peierls distortion [27] observed in solid and liquid
GeTe [28, 29, 30].

n=3

n=7

n=4

n=5

n=8

n = 6 (I)

n=9

n = 6 (II)

n = 10

Figure 3. Minimum-energy structures of Sin and Gen clusters. The two structures for n = 6 are energetically
degenerate.

2.1.

Photoemission Experiments

One of the earliest experiments performed to examine the electronic structures of small semiconductor
clusters examined negatively charged Sin and Gen (n ≤ 12) clusters [31]. The photoemission spectra obtained
in this work were used to gauge the energy gap between the highest occupied state and the lowest unoccupied
state. While the first theoretical estimates for these gaps showed substantial disagreements with the measured
values, later theoretical calculations emphasizing the importance of atomic relaxations upon charging brought
a new perspective and very good agreement with experimental results [32]. In particular, it was observed
that atomic relaxations as a result of charging might change dramatically the electronic spectra of certain
clusters, and even reverse the relative stability of the energetically competing ground state structures of the
neutral clusters [12].
−
The photoemission spectrum of Ge−
10 illustrates some of these key issues. Unlike Si10 , the experimental
−
spectrum of Ge10 does not exhibit a gap. Cheshnovsky et al. interpreted this to mean that Ge10 does not
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GeTe

Ge2Te2

Ge3Te3

Ge4Te 2

Ge2Te

Ge3Te2

Ge4Te 3

Ge4Te4

GeTe2

Ge2Te3

Ge3Te4

Ge5Te5

Figure 4. Minimum-energy structures of Gen Tem clusters. Large empty balls represent Te atoms, while small filled
balls represent Ge atoms.

exist in the same structure as Si10, while our calculations find the same tetracapped trigonal prism (TTP)
as the ground state structure of both Si10 and Ge10 (Fig. 5). The photoemission spectra for these clusters
can be simulated by isothermal LMD, where the heat bath resembles a buffer gas in the experimental set-up.
The simulated photoemission spectrum for Si−
10 is in very good agreement with the experimental results,
reproducing both the threshold peak and other features in the spectrum. If a simulation is repeated for Ge−
10
using the TTP structure, the resulting photoemission spectrum is not in good agreement with experiment.
However, there is no reason to believe that the TTP structure is correct for negatively charged Ge10 . In
fact, we found that the bicapped antiprism (BAP) structure (Fig. 5) is slightly lower in energy for Ge−
10
compared to the TTP structure. The resulting spectra for both the TTP and BAP structures are shown in
Fig. 6, and compared to the photoemission experiment. The calculated spectrum for the BAP structure is
in very good agreement with the experimental result. Hence, while Si10 remains in the TTP structure in
both its neutral and negatively charged state, charging reverses the relative stability of the TTP versus BAP
structures in Ge10 , explaining the photoemission experiments. This observation suggests that interpretations
of experimental results on charged clusters in terms of neutral cluster properties should be made cautiously
by keeping in mind the possibility of substantial structural changes upon charging.
449

ÖĞÜT

TTP

BAP

-6 -5 -4 -3 -2 -1 0
Energy (eV)

(b)

-6 -5 -4 -3 -2 -1 0
Energy (eV)

Photoelectron counts

(a)

DOS (Arbitrary units)

DOS (Arbitrary units)

Figure 5. Tetracapped trigonal prism (TTP) and bicapped antiprism (BAP) structures of Ge10 .

(c)

6 5 4 3 2 1 0
Binding Energy (eV)

Figure 6. Calculated density of states for Ge−
10 with (a) the TTP structure; (b) the BAP structure. (c) shows the
experimental photoemission spectrum of Ge−
10 (Ref. [31]).

3.

Optical Properties of Si Quantum Dots

Optical properties of semiconductor quantum structures with reduced dimensions have been the subject
of many experimental and theoretical studies. One of the motivations for these studies has been stimulated by the discovery of visible luminescence from porous Si [33]. Over the last decade, this observation
resulted in a great deal of interest in accurate calculations of excitation energies and quantum confinement
(QC) effects in such important nanostructures as hydrogenated silicon clusters as well as other confined
semiconductor quantum dots [16, 18, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]. Until 1997, almost all existing
theoretical calculations on Si quantum dots were of semi-empirical nature. Such an approach postulates
the transferability of bulk electronic interaction parameters to the nanocrystalline environment, the validity
of which is not clear. More specifically, QC-induced changes in self-energy corrections, which may affect
the magnitude of the optical gaps significantly, were neglected in semi-empirical calculations by implicitly
assuming a “size-independent” correction which corresponds to that of the bulk. It naturally follows that
a reliable way to investigate the optical gaps of quantum dots would be to perform ab initio calculations
on these systems. However, there were two major bottlenecks for the application of first principles studies
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to quantum dots. First, accurate ab initio calculations are limited, due to large computational demand, to
small systems which usually do not correspond to the sizes of the nanoparticles for which experimental data
are available. Second, even accurate ab initio calculations performed within the local density approximation
(LDA) would suffer from the well-known underestimate of the band gap [44].
The first bottleneck, i.e. the large computational demand required in modeling quantum dots from first
principles, can be overcome by straightforward application of new electronic structure algorithms, such as
real space methods, to these confined systems using massively parallel computational platforms. As for the
second problem, i.e. the underestimate of the band gap due to LDA, while sophisticated formalisms like the
GW approximation [44] would be quite accurate, the confined nature of the quantum dots makes it possible
for a simpler formulation of the fundamental quasiparticle gaps. For an n-electron system, the quasiparticle
gap εqp
g can be expressed in terms of the ground state total energies E of the (n+1)-, (n−1)-, and n-electron
systems as
εqp
g

=

E(n + 1) + E(n − 1) − 2E(n)

(8)

=

εband
g

(9)

+ Σ,

εband
g

is the usual single-particle LDA band gap (defined as the eigenvalue difference between the
where
lowest unoccupied and the highest occupied orbitals), and Σ is the self-energy correction.
The calculations for optical absorption in Si quantum dots were performed in real space using the higherorder finite difference pseudopotential method. Quantum dots were modeled by spherical bulk-terminated
Si clusters that were passivated by hydrogen atoms at the boundaries (Fig. 7). We considered quantum dots
up to 3 nm in diameter, the largest dot Si705H300 having more than 1000 atoms [16].

Figure 7. Atomic structure of Si525 H276 quantum dot. The filled and empty circles represent the Si and H atoms,
respectively. The diameter of this quantum dot is ≈ 2.7 nm.

Size dependences of the quasiparticle gap and self-energy correction are shown in Fig. 8. Both the gap
values and self-energy corrections are enhanced substantially with respect to bulk values, and are inversely
qp
proportional to the dot diameter d as a result of QC. Specifically, εqp
g (d) − εg,bulk and Σ(d) − Σbulk scale as
−1.2
−1.5
and d
, respectively. The quasiparticle gaps shown in Fig. 8 are significantly higher compared to
d
the gap values obtained in earlier semi-empirical calculations [45, 46, 47, 48]. The main reason for this is the
significant enhancement of electron self-energies due to QC, which cannot be properly taken into account
in semi-empirical approaches. As shown in Fig. 8, even for a quantum dot with d = 20 Å, the self-energy
correction is twice the bulk value of 0.68 eV.
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ÖĞÜT
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Figure 8. Calculated quasiparticle gaps (solid dark curve) and self-energy correction (light dashed curve) of Si
quantum dots as a function of their diameter.

For direct comparison with experimental absorption data, exciton Coulomb and exchange energies need
to be included. Compared to the Coulomb energy, exciton exchange energies are much smaller for the
quantum dots studied here, and will therefore be neglected. QC in nanostructures enhances the bare exciton
Coulomb interaction, and also reduces electronic screening, so that the exciton Coulomb energy ECoul
can be comparable to the quasiparticle gap. Therefore, in order to extract the optical gaps, this term
needs to be included properly. An accurate calculation of ECoul requires the microscopic calculation of
dielectric response function (r1 , r2 ). However, such a calculation for a quantum dot is quite cumbersome
due to the large computational demand (see the next section). Using a model dielectric function based on
the wavevector dependent dielectric functions of individual quantum dots [16], we calculated the screened
= εqp
exciton Coulomb energies in Si quantum dots. The resulting optical gaps εopt
g
g − ECoul along with
the quasiparticle gaps and experimental absorption data from Si nanocrystallites [49] are shown in Fig. 9.
Although the calculated quasiparticle gaps are ∼ 0.4 to 0.6 eV larger than the experimental absorption
data, the calculated optical gaps are in excellent agreement with experiment. An interesting observation
can be made about the good agreement of previous semi-empirical calculations with experiment [45, 47]. In
the above semi-empirical approaches, it is the underestimate of both the quasiparticle gaps and the exciton
Coulomb energies (through the use of a static dielectric constant of either the bulk or the quantum dot), that
puts the calculated values in good agreement with experiment. As a matter of fact, the bare gaps of Refs.
[45] and [47] without the exciton Coulomb energies are in better agreement with the experiment. These
results demonstrate that (i) the quasiparticle gaps in Si quantum dots are actually higher than previously
thought, and (ii) the exciton Coulomb energies, because of the wavevector dependence of the dielectric
response function (r1 , r2), are higher than previously calculated, resulting in optical gap values that are in
good agreement with the experimental absorption data.

4.

Ab Initio Dielectric Screening in Si Nanocrystals

As discussed in the previous section, optical excitations in confined systems differ greatly from those in
extended systems due to quantum confinement and surface effects; the increase in the 1.17 eV band gap of
bulk Si to several volts in Sin Hm nanocrystals being an important example. The first step in the calculation
of the optical gap usually involves the calculation of the quasiparticle gap, which is the energy needed to
create a non-interacting electron-hole pair. The second component is due to the direct Coulomb (ECoul )
and exchange (Eex ) electron-hole interactions comprising the exciton binding energy. While this second
term is quite negligible in bulk materials (∼ 15 meV in crystalline Si), its value can increase by one to two
orders of magnitude, hence become comparable to the quasiparticle gaps for nanoscale quantum structures
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Figure 9. Calculated quasiparticle and optical gaps, and optical absorption data from Si:H microcrystallites taken
from Ref. [49].

[37, 38, 42]. As a result, it is necessary to calculate exciton binding energies accurately in confined systems.
An important part of such calculations involves obtaining the inverse screening dielectric matrix −1 (r, r0).
The calculation of the full inverse screening dielectric matrix −1 (r, r0) from first principles is computationally very demanding for confined systems. As a result, earlier approaches to estimating the exciton
Coulomb energy in a Si quantum dot have used drastic approximations such as the static dielectric constant
of either bulk Si [45, 47] or the quantum dot itself [43]. More recent studies have incorporated the spatial
dependence of screening inside a quantum dot by using position-dependent model dielectric functions within
generalized Penn [16] or Thomas-Fermi models [50], as well as a tight-binding approach [51]. The two main
difficulties associated with ab initio calculations
of the full −1 (r, r0 ) arise in the inversion of  and in calcuR
lations of such functions as g(r, r00) = dr0−1 (r, r0)f(r0 , r00). Both of these operations scale as N 3 , where
N is the number of grid points. Storing the entire  or −1 matrix may not be possible due to memory
requirement when N is large, as is the case for confined systems. Here, we present a new efficient method
of obtaining and storing ab initio −1 (r, r0 ) for confined systems, and use it to calculate perturbatively the
exciton Coulomb energies in hydrogenated Si quantum dots as large as Si35 H36 [20].
After obtaining the highest occupied molecular orbital (HOMO) and LUMO from the ground state
calculation, the exciton Coulomb energy ECoul can be written in a first-order perturbative formalism as
Z
h
dr1|ψe (r1)|2 Vscr
(r1 )
Z
Z
h
(r)
= dr1|ψe (r1 )|2 dr−1 (r1 , r)Vunscr
ZZ Z
|ψe (r1 )|2 |ψh (r2 )|2
drdr1dr2.
=
−1 (r1 , r)
|r − r2 |

ECoul =

(10)

h
h
and Vunscr
are screened and unscreened potentials due to the hole, ψe and ψh are the
In this expression, Vscr
electron (LUMO) and hole (HOMO) wavefunctions, and −1 is the inverse of the static dielectric matrix. If
we formally define ˜−1 as

Z

−1 (r1 , r)

1
1
dr ≡ ˜−1 (r1 , r2)
,
|r − r2 |
|r1 − r2|

(11)
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then the exciton Coulomb energy can be written as
ZZ
|ψe (r1 )|2 |ψh (r2 )|2
dr1dr2.
ECoul = ˜−1 (r1 , r2)
|r1 − r2 |

(12)

As a first step in computing ECoul from Eq. (12), (r, r0) needs to be calculated. Within density functional
linear response theory,  can be shown to have the following form [52]:


Z
δ 2 Exc
1
+
χ0 (r1, r0 )
(13)
(r, r0) = δ(r − r0 ) − dr1
|r − r1| δρ(r)δρ(r1 )
where Exc is the exchange-correlation functional, and χ0 (r, r0) is the independent particle polarizability:
χ0 (r, r0 ) =

X

(fi − fj )

i,j

ψi∗ (r)ψj (r)ψj∗ (r0 )ψi (r0 )
εi − εj

(14)

as expressed in terms of the Kohn-Sham wavefunctions ψi (r), the Kohn-Sham eigenvalues εi and occupation
numbers fi . With real wavefunctions and integer occupation numbers (as suitable for confined semiconductor
systems), the expression for the static dielectric response function can be simplified by also taking spindegeneracy into account as
(r, r0) = δ(r − r0 ) + 4

X
v,c

(Jvc (r) + Kvc (r))

ψv (r0 )ψc (r0 )
εc − εv

(15)

where the summations v, c are over the valence and conduction orbitals, and the integrals Jvc (r) and Kvc(r)
are defined as
Z
ψv (r1 )ψc (r1 )
(16)
dr1
Jvc (r) =
|r − r1|
Z
δ 2 Exc
δ 2 Exc
ψv (r1 )ψc (r1 ) = 2 ψv (r)ψc (r)
dr1
(17)
Kvc (r) =
δρ(r)δρ(r1 )
δρ (r)
For calculating exciton Coulomb energies and many other physical quantities, the inverse of the (r, r0)
matrix is needed. As mentioned earlier, in terms of computational cost, this matrix inversion scales as N 3 .
In addition, the storage required by the full matrix naturally scales as N 2 . Both the computational cost
and the storage requirement become critical problems above N ∼ 104 . The form of the dielectric response
function in Eq. (15) allows us to reduce this computational cost and storage requirement significantly by
observing that (r, r0) is separable in r and r0 . This makes it possible to express the matrix  in terms
of identity matrix I and rank Nvc = Nv × Nc matrices U and V , where Nv and Nc are the number of
valence and conduction orbitals, respectively. The matrices U and V are defined as U = 2(Jvc + Kvc ) and
V = 2ψv ψc /(εc −εv ) for which the rows are labeled (from 1 to N ) by grid points, and the columns are labeled
(from 1 to Nvc) by valence and conduction orbital pairs. This leads to the following matrix expression for
the response function,
(18)
 = I + UV T ,
where V T is the transpose of matrix V . Expressing the  matrix in this fashion allows us to calculate its
inverse in terms of the inverse of the matrix X = I + V T U as follows:
−1 = (I + U V T )−1 = I − U X −1 V T

(19)

We note that X is a Nvc × Nvc matrix, which implies that compared to direct inversion of the  matrix,
this method of finding −1 is faster by a factor of (N/Nvc )3 , which can be as large as several orders of
magnitude depending on the physical domain size (N ∝ R3 ), the grid spacing h (N ∝ h−3 ), and the number
of occupied orbitals (Nv ∝ natom). In addition, the full (r, r0 ) or −1 (r, r0) no longer needs to be stored.
Instead, two N × Nvc < N 2 arrays (U and RV ) need to be saved. Another advantage of the separability of 
is in the calculation of functions g(r, r00 ) = dr0 −1 (r, r0 )f(r0 , r00). The calculation of the effective screening
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Energy (eV)

function ˜−1 (r1 , r2) in Eq. (11) is one example. Even if one were able to store the entire −1 matrix, the
calculation of ˜−1 would still be an N 3 operation. With the current expression in Eq. (19), this operation
can be performed with two matrix-vector multiplications and scales as Nvc N 2 . A striking example of the
savings in computational time and memory can be given for the case of SiH4 . Due to convergence problems
associated with the LUMO of this cluster, we used a domain size of R = 20 a.u, a grid spacing of h = 0.5
a.u, and Nc = 26 unoccupied states. This results in an  matrix of dimension N ∼ 270, 000 and Nvc = 104.
Storing the entire  matrix would require ∼ 600 GB of memory. Instead, the new method requires a modest
450 MB of memory, and is faster by a factor of ∼ 3500. While this example is certainly an extreme case
due to the special convergence problems in SiH4 , the computational savings for most confined systems will
be quite significant, since Nvc will usually be considerably smaller than N [20].
The calculated exciton Coulomb and binding energies Eb = ECoul − Eex for all clusters considered (SiH4 ,
Si2 H6 , Si5 H12 , Si10 H16 , Si14H20 , Si35 H36 ) are shown in Fig. 10, along with spin-triplet excitation values from
Quantum Monte Carlo (QMC) and GW-Bethe-Salpeter (GW-BS) calculations [37, 38]. Also shown are the
average effective dielectric constants  defined as the ratio of the unscreened Coulomb energy to the screened
Coulomb energy [ = ECoul ( = 1)/ECoul]. As expected, the unscreened Coulomb energies are quite large
due to quantum confinement, ranging from about 5 eV in silane to 3.2 eV for a quantum dot of diameter
1.1 nm (Si35 H36 ). Furthermore, we find that the screening in these quantum dots is very ineffective, as
demonstrated by the large values of screened exciton Coulomb energies in Fig. 10. Although  increases
steadily in going from SiH4 to Si35H36 (as expected from quantum confinement models), the actual values
of  (from 1.1 to 1.4) are very small compared with the bulk dielectric constant of 11.4. Comparison of the
exciton Coulomb energies with binding energies Eb shows, as expected, that the attractive direct Coulomb
interaction is at least one order of magnitude than the repulsive exchange interaction. Finally, the results
obtained using the simple perturbative formalism of Eq. (10) agree very well with exciton binding energies
for spin-triplet excitations calculated from the more sophisticated QMC and GW-BS formalisms.
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4.2
3.8
3.4
3.0
2.6
2.2

Unscreened
Screened
Binding
QMC-BS

1.4

ε

1.3
1.2
1.1

5

10 15 20 25 30
Number of Si atoms

35

Figure 10. Calculated unscreened and screened exciton Coulomb energies, exciton binding energies, and average
effective dielectric constants  (defined in the text) along with results from Quantum Monte Carlo (QMC) and
Bethe-Salpeter (BS) calculations.

We also examined the spatial variation of the screening function ˜−1 (r1 , r2) in order to address dielectric
screening in quantum dots with better empirical models based on ab initio calculations. Clearly, a computa455

ÖĞÜT

tionally convenient model dielectric function is one that depends only on the particle separation r = |r1 −r2 |.
−1 (0, r2) as a function of the distance from the origin. Since the
We therefore set r1 = 0, and plotted 1/˜
actual ˜ is not spherically symmetric (only the symmetry-related positions have the same value), we averaged
˜−1 (0, r2) over the positions r2 with |r2| = r. The resulting function (r) = 1/˜−1 (0, r) is plotted in Fig. 11

2.6

ε(r)

2.2

Si35 H36

1.8

Si5 H12
SiH4

1.4
1.0

0

2

4

6

8

10

r (a.u)
Figure 11. The averaged screening functions (r) = 1/˜
−1 (0, r) for the three quantum dots SiH4 , Si5 H12 , and
Si35 H36 . Their effective radii are 3.2 a.u., 5.4 a.u., and 10.4 a.u., respectively.

The effective screening functions (r) are seen to increase rapidly and peak at a distance typically smaller
than the effective radius of the quantum dot. After this peak, the screening function (r) approaches unity,
as it should, since the quantum dot is in vacuum. This type of behavior is substantially different from those
predicted by empirical Thomas-Fermi model dielectric screening functions used in some earlier calculations.
For example, the extension of Resta’s model (developed for bulk semiconductors) [53] to quantum dots [50]
results in an effective (r) that becomes equal to the static dielectric constant of the quantum dots outside a
radius R∞ . When such models are used in exciton Coulomb energy calculations, they predict much smaller
exciton Coulomb energies than those calculated from ab initio screening dielectric matrices [54]. In addition,
since these models treat the quantum dot as a homogeneous region outside of R∞ , it becomes necessary to
take into account extra empirical terms due to surface polarization [50, 51, 55]. Our method, which makes
it possible to obtain the full inverse dielectric matrix, avoids all these problems, and results in large exciton
Coulomb energies due to ineffective screening inside the quantum dot and the presence of a surface.
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[13] I. Vasiliev, S. Öğüt, and J.R. Chelikowsky, Phys. Rev. Lett., 78, (1997), 4805.
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ÖĞÜT
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