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Abstract; A fourth order numerical method for solving the general second order differential equation y ” = f (x, y, y ‘) is suggested. This 
method is self starting, P-stable (when applied to y”= f(x, y)), and it involves only two function evaluations per step. Easily 
calculable and simple truncation error estimates are given, which can be used for automatic error control in computations. The 
method is illustrated on numerical examples. 
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1. Introduction 
In this paper our object is to develop a self-starting, fourth order hybrid single-step method that enjoys 
certain stability properties and which computes the solution of the general second order nonlinear 
differential equation 
y”=f(x,y,y’), a<x<b (la) 
subject to the initial conditions 
Y(Xcl> ‘YO? z(xo)=zo, (lb) 
where z(x) =y’(x) and x0 = a. Assume that for x E [a, b] and - cc <y, z < oo,f(x,y, z) is continuous and 
there exists a constant L such that for - cc < y*, z* < cc, 
If(X*Y*, z*) -f(x,y, z)I G L(lY* -yl+ II* - zl). 
These conditions guarantee the existence of the unique solution of the initial value problem (1) (see Collatz 
141). 
Rutishauser [12] introduced the concept of relative error function (relative error per unit length of the 
integration interval) defined by 
F= logy(x) -logY(x) 
x - x0 
where y(x) is the exact solution of the initial value problem 
y”-(a+/?)y’+@y=O, Y(Xo> =yo, z(xo) = IO. (2) 
and y(x) is an approximation toy(x) provided by the numerical integration method. The exact solution of 
(2) at the mesh point xI, = x0 + kh is given by 
Y, = AkY,, (3) 
where 
y, = (Y(X,),z(X,))T, A = ehB, 
1 1 cw+p . 
When a numerical method is applied to integrate (2) the approximation Fk = ( _F(xl,), I( x~))~ to Y, is 
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generated by 
K+, = CT-,, k=O, I,2 )...) (4) 
where C is a 2 x 2 matrix depending on the method. The asymptotic (as x + 03) behaviour of F is given by 
F 
cc 
= ah - logA ;
h 
x=kh 
9 
where (Y is the eigenvalue with greatest real part of the matrix B, and X is the eigenvalue with greatest 
absolute value of the matrix C. Following Rutishauer [ 121, we shall require that when the method is applied 
to integrate (2) F, should not deteriorate when p -+ a, a property not shared by the classical 
Runge-Kutta-Nystrom method. 
Ordinary differential equations of the special form 
Y” =f(x,y), Y(%> =yo, 4x0) =zor (6) 
with periodic solutions arise in a wide variety of important physical problems, viz. atomic and nuclear 
scattering problems, molecular-dynamics calculations for liquids and gases, and stellar mechanics. When 
conventional methods are applied to obtain the solution of (6) the increment in x must be limited to a 
value of the order of the reciprocal of the frequency of the periodic solution. Any attempt to use a larger 
increment results in the calculations becoming unstable and producing completely erroneous results. It is 
well known that the Stormer-Cowell class of linear multistep methods suffers this deficiency when the 
stepnumber exceeds two. P-stability is an appropriate requirement for the numerical solution of periodic 
initial value problem (6). Several multistep and singlestep methods have been proposed for the integration 
of problems of type (6) for which the frequency of the solution is known a priori, see for example, Gautschi 
[7], Stiefel and Bettis [13], Jain et al. [IO]. However, the numerical methods in the situations when the 
frequency is not available have received much less attention. For this type of problems Lambert and 
Watson [ 1 l] have discussed a class of P-stable linear two-step methods of order two. Also the order of a 
P-stable linear multistep method cannot exceed two and the method must be implicit as shown by 
Dahlquist [S]. In view of this, recently Cash [I] developed two-step hybrid P-stable formulae of order 4 and 
6 for problems in which frequency is not known a priori. Cash [I] also pointed out that in practical 
problems it will be necessary to use a starting procedure and this is a nontrivial problem for multistep 
methods. To overcome this deficiency, in Section 2, we develop a self-starting, fourth-order hybrid 
singlestep method for solving the general second order differential equation (1). In Section 4, it is shown 
that the proposed method possesses the property described by Rutishauser [ 121, and is P-stable for periodic 
initial value problem (6). Moreover, the method does not require the knowledge of frequency. Like methods 
of de Vogelaere [6], and Coleman [2], it requires only two function evaluations per step. 
A computer program for solving a differential equation of type (6) by de Vogelaere’s method has been 
developed by Coleman and Mohamed [3]. This program has the ability to choose the steplength at each 
stage of the calculation in accordance with local error criterion. Since the local and global error vary 
approximately as h5 and h4, respectively, it is reasonable to hope for some control of the global error by 
controlling the local error per unit step (see Coleman [2]). While estimates of the global error can 
sometimes be obtained, it is not possible in general to simultaneously estimate and control the global error. 
We therefore adopt the more modest goal of controlling the local error; the extent to which our control of 
the local error per unit step controls the global error than depends on the stability of the differential 
equation. For the method proposed in this paper simple formulae for estimation of truncation error (of 
order O(h5)) are given in Section 3, which allow arbitrary changes of steplength without .further function 
evaluations. Minor modifications in the computer program of Coleman and Mohamed [3] yield a simple 
program for the numerical solution of differential equation (1) with fully automatic error control. 
Numerical results are given in Section 5. 
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2. Derivation 
To provide a basis for the derivation of the new method we first describe the methods of de Vogelaere 
[6], and Coleman [2] for solving the differential equation (6). The mesh points are denoted by x, (n = 0, 1. 
2,. _ . ), and y, and z, are, respectively, approximations to the exact solution y( x”) and its derivative y’( x,,) 
at the mesh point x,. We also use the abbreviation f, =f(x,, y,). Given y,,,, zZn, fi, and fin_ ,, the de 
Vogelaere algorithm with steplength h proceeds as follows: 
Yzn+l =y2, + hZln + ih2@f2n -f2n-1), (7) 
f 2n+ I =f(x 2n+l7Y2n+l 7 ) 
Y2n+2 =Y2” + 2hz2, + fh2(4f2n+ 1 + 2f2Jr (8) 
f 2n+2 =f(x 2n+23YZn+2 )? 
Z2n+2 = Z2n + iNf2, + 4f2n+l +f2n+2). (9) 
The local truncation errors in Y~,,+~ and z2n+2 are respectively $sh5yj’;’ and - &h5yjz’, and that iny,,,, , is 
$h4y;;‘. 
Since f2,_, is needed in (7) the algorithm is not self starting. To overcome this difficulty and to increase 
the order of y,,,, i, Coleman [2] calculates y2”+, by 
Y,,+ 1 =Y,, + hz,, + fh2(7f2, + 6f2,+ 1 -f2n+2), (10) 
where~,,+~ and z2n+2 are as in (8) and (9). The local truncation error in y,,,+, (given by (10)) is &h’y$‘;‘. 
It may be remarked here that these two methods are not applicable to the general differential equation 
(1) and that these methods are not P-stable for the periodic initial value problem (6) and therefore are not 
suitable for (6) (see Lambert and Watson [ 111). In fact de Vogelaere’s method has the interval of absolute 
stability as ( - 2, 0) and it has no interval of periodicity. The method described by Coleman [2] has interval 
of periodicity as [ - 2.4, 01. In this paper we consider the hybrid method for the second order differential 
equation (6) of the type: 
Y n+l =L:,+hz,+h2i qfi,+,+h2d,+p, 
i-o 
Z n+l = z, + h c P,L+, + h2P2L+p, 
r=O 
= i Y,Y,+, ’ 
1 
Y n+P + h 1 Y,+~z,,+, + h2 C Y,+4L+i, 
i - 0 i=O i-o 
(11) 
where a,, j3, and y, are constants to be determined suitably. These formulae when applied to the test 
equation 
y” = xzy 
(12) 
yield a difference equation. In order that the characteristic equation associated with the difference equation 
yields a P-stable method we compare it with equation (3.1), corresponding to j = 2, for example discussed 
in Hairer [8, p. 3751 to get a system of nine nonlinear equations. Suppose we further require the method to 
be or order 4. Then solving the order equations (obtained by Taylor series) along with the nine P-stability 
conditions we get p = f and other constants as 
I 
qJ= a, a, = 0, a2= f, PO=:> P,=i, k$=+, 
y,=$, y,=$ ) y2=$, yj=--$, y4=y5=o. 
For application of the method (11) to general second order differential equation (1) we take z, + ,,2 as the 
differentiation of approximation y,,, ,,2 since y,,+ ,,2 does not involve 1; ‘s. 
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Our method thus can be described as: 
Given Y,,,, zZ,,, we calculateYz,,+z and z2,,+* from the following equations: 
y2,+ I = t1y2, +y2n+21 + Mz2, --ZZn+2L (13) 
LZn+ I = tbzn + Z2n+2 I+ s4f2, -_L+21. (14) 
Y2n+2 =Y2” + 2hz2, + fh2(4.f2,+, + 2hn), (8) 
L2n+2 =z2n + fh(fi, +4L+, +hn+2). (9) 
The local truncation errors in yzn+,, zZnt,, y2n+2 and z2n+2 are &h”y:y’, hh4yi::,“, &h’y$,“‘, and 
&hS (vi) 
Y2n 3 respectively. 
This method is applicable to the general second order differential equation (1); when the method is 
applied to the periodic initial value problem (6) there is no need for calculating z2,,+ ,. 
If f is a non-linear function in Y and y’ some iterative method is required to solve equations (8) (9) (13) 
and (14) defining the method. 
3. Automatic error control 
The leading term in the truncation error for Y~,,+~ in the step from x2,, to x~,,+~ is given by 
shsf2;. 
Let 
Y&+, =~2n+2 - hz2n+2 + hh2(7f2n+2 + 6f,,+, -fzn)r 
and h, be the steplength used in the step from x~,,_~ to x2”, and in the preceding step. Now, 
yz*,_, -yz,_, = d&f;;-, - Ah:fA + 0( h6). 
If the steplength is now changed to h, = Ch,, then 
Y2*n+ I -~2,,+1= h&f;;+, - &h:f,L’:, +O(h6). 
The required truncation error estimate is given by 
&i;h5f2; = l&3%+, -Y2n+,)-c4(yL, -Yzn-,)I 
(23 + 7C) 
and the truncation error per unit step is, therefore, estimated by 
8[ (Y&+, -Yzn+,) - C4(Yz*,-, -Yzn-,)I 
h,(23 + 7C) 
In particular, for a fixed steplength the estimate of the truncation error per unit step is given by 
A[( Y2*n+ I -Yzn+,)- (YL, -Y2n-,)I. 
(15) 
(16) 
(17) 
(18) 
(19) 
With minor alterations, the computer program of Coleman and Mohamed [3] has been used to implement 
the proposed method with fully automatic error control. 
4. Stability analysis 
The exact solution of (2) at x = x,, + 2hk is given by 
Y =AZkY 2k 01 
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where A = ehB. If A = (a,,), then it is easily seen that 
a,, = 1 -2c$h2-4~/3(~+/3)h3/3-2a~(~*+a~+/3*)h4/3 
-4&X + p)(cX’+ p*)IJ715 + . . . ) 
Ul2 =2h[l+(cy+/3)h+2(cY*+crp+~*)h*/3+(cu+P)(cy*+@)h3/3 
+2(a4+a3/3+a*p*+ap3+/34)h4/15+ *..I, 
a21 = -da,,, 
U - 1+ 2(a+p)h+2(a*+a~+/3*)h*+4((Y+~)(a*+p*)h3/3 22 - 
+ 2( a4 + cx’p + a’p’ + a/F + p4p4/3 
(204 
+4((yS+(y4~+(y3p*+(yZp3+(up4+BS)h5/15+ ... . (204 
TO investigate the order of method given by the equations (8), (9), (13) and (1~9, we apply it to equation (2). 
Eliminating y,,, , and zZn+ , from (8) and (9) by using (13) and (14), we get 
y2n+2[l+~aph*-f~p(ly+~)h~]+z2n+2[-~((Y+p)h2+f((Y2+P2+~~)h~] 
=Y2n[1-3Lyph*--~p((y+P)h3]+Z2n[2h+j(a!+P)h2+f(cr2+P2+cup)h3] 
=_y2n[-aph- +x/?(cY+/3)h2] +z ,[l+(a+p)h+$x2+P2+c@J2]. (21) 
The method given by (8), (9), (13) and (14) can now be written as 
F2h-2 = Cp2;,, k= 0, 1,2 ,.... 
The elements of matrix C = (c,,) are easily obtained as 
c - 1 -2a~h2-~Cy~(~+P)h3-~~~(~*+~*+cr~)h4+g,,(~,P)h5, II - (224 
c,2=~h[1+(~+~)h+2(~2+~2+~~)h2+f(~+~)(~2+~2)h3]+g,Z(~,~)h5~ (22b) 
C 21 = -2cy~h[1+(~+~)h+~(a2+~*+~~)h2+~(~+~)(~*+~*)h3]+g,,(~~~)h5~ 
where 
$x4, --a) = 
86 N.S. Kambo, R. Jain, R. Gael / A fourth order method 
From (20) and (22), we obtain 
lim C-A - =K, 
h-+0 h5 
where the elements of matrix 
k,, k,, 
K=k k [ 1 21 22 
are given by 
k,, =g,,(a, P) + &da + P&y’+ P’>, 
k,, = g,,( a, fi) - A( a4 + a’p + cx2p2 + a/l3 + fi”), 
k,, = g,,(a, /3) + f$ab( a4 + a’,0 + a2P2 + aP3 + P”), 
k,, = g,,(a, P) - &(a + P>( a4 + ff’p’ + P”). 
In particular if (Y = -/3, then k,, = k,, = 0 and k,,, k,, f 0. Since K does not depend on h, the proposed 
numerical method is of order four according to Rutishauser [12]. The result for a general equation follows 
for example by the general arguments used by Henrici [9]. 
We now discuss the stability of the method by applying it to the differential equation (2) for which the 
solutions are exponential. Following Rutishauser [12], F, for this method is easily seen to be given by 
fa’(a-P)h4+O(h5) 
Fm= (a-p)+cxj?h+O(h’)’ 
(23) 
Clearly, F, does not deteriorate when /3 + (Y. Moreover F, = &a’ h4 when /3 -+ + LX. 
In our derivation of the method we imposed the restriction that it be P-stable. To see it directly we apply 
the method to the test equation (12). The characteristic equation thus obtained is easily seen to be 
(1 - $+ Q?)x2- 2(1 +~~+~h2)X+(l-~fh+~~)=O, 
where h= (Ah)‘. The roots of this equation lie on the unit circle and are complex for all h< 0, i* - 3. 
Thus the method is P-stable with the exception of h= - 3. 
5. Numerical examples 
To illustrate the application of the method proposed, the following differential equations were solved. 
Example 1. 
y” - 2y’ + y = 0, 
subject to the initial conditions 
Y(X0) = 0, y’(x,)= 1, x,=0. 
The exact solution is y(x) = x eX. 
Example 2. Lambert and Watson’s example 2 [ 11, p. 2011. 
y;‘+AZy, =f”(x)+A2f(x); y;‘+A2y2=f”(x)+AZ~(x), 
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Table 1 
Relative error function F x IO6 for Example 1 
x 
h = 0.25, N = x/h 
our 
method 
Runge-Kutta 
method 
h = 0.5, N = x/h 
our 
method 
Runge-Kutta 
method 
1 33 474 529 4 990 
2 20 401 308 4 370 
4 12 402 199 4510 
8 9 478 144 5 470 
16 9 667 123 7780 
32 6 1070 97 13000 
64 6 1900 95 31500 
128 6 3780 91 J(X) negative 
Table 2 
Error in E = (yf + y;)‘/* for Example 2 when a = 0 
X/N 320 160 40 20 
Our method 
25 
30 
35 
40 
45 
50 
8.99( - 12) 3.37( - 10) 8.62( - 8) 8.21(-7) 
1.24(-l]) 2.85( - 10) 4.75( - 8) 9.26( - 7) 
2.17(-11) 5.52(- 11) 8.61(-8) 8.73( - 7) 
8.91( - 12) 3.61( - 10) 1.83( - 8) 7.76( - 7) 
1.54(- 11) 1.09( - 10) 4.67( - 8) 6.77( - 7) 
1.92(-11) 3.50( - 10) 7.62( - 8) 5.87( - 7) 
Coleman’s method 
25 2.86( - 9) 
30 2.86( - 9) 
35 2.86( - 9) 
40 Overflow 
45 Overflow 
50 Overflow 
Lambert and Watson’s second order method 
25 2.00( - 10) 
30 1.92( - 10) 
35 1.54( - 10) 
40 1.13(- 10) 
45 9.54( - 11) 
50 4.38(-11) 
Cash’s fourth order method 
25 7.66( - 16) 
30 1.09(- 15) 
35 l.ll(-15) 
40 2.09( - 15) 
45 2.80( - 16) 
50 4.10( - 16) 
A number listed as a(b) means CI x 10”. 
overflow overflow 
1.74( - 9) 8.42( - 8) 
3.37( - 10) 1.87( - 8) 
1.1q-9) 2.11(-8) 
4.83( - 10) 4.05( - 8) 
9.67( - 10) 4.82( - 8) 
7.34 - 10) 4.98( - 8) 
2.82( - 14) 8.11(-11) 
2.1q - 14) 6.62( - 11) 
2.17( - 14) 7.93(-11) 
1.43( - 14) 2.8q - 12) 
2.27( - 14) 5.77(-II) 
9.39( - 15) 7.96( - 11) 
7.66( + 7) 
5.58( + 7) 
4.23( + 7) 
3.30( + 7) 
2.60( + 7) 
2.13(+7) 
7.07( - 7) 
5.18(-7) 
3.93( - 7) 
3.07( - 7) 
2.46( - 7) 
2.01( - 7) 
3.45( - 9) 
3.67( - 9) 
3.37( - 9) 
2.96( - 9) 
2.56(- 9) 
2.20( - 9) 
subject to the initial conditions 
Yl(%) = a +_f(-%>, Y;(q)) =.0x,), 
Y*(X,) =f(x,)> A(%) = ha +f’(xo), x0 = 0, 
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Table 3 
Example 1 (xF = 20) 
EPS supplied 
10-3 
1O-4 
1O-6 
10-s 
lo-‘0 
EM Number of function evaluations 
4.43( 4) - 29 
1.35( 5) - 68 
1.07( 7) - 226 
1.19(-9) 695 
1.22(-l]) 2180 
Table 4 
Example 2 (x, = 20~) 
EPS 
supplied 
x Our method 
EM Number of 
function 
evaluations 
Coleman’s method 
EM Number of 
function 
evaluations 
10-9 25 8.971( - 11) 394 2.300(-11) 1796 
30 8.939( - 11, 406 6.308( - 11) 2208 
35 8.941( - 11) 412 1.712( - 12) 2634 
40 8.907( - 11) 418 5.975( - 11) 3336 
45 8.936( - 11) 420 2.523( - 13) 4004 
50 8.898( - 11) 424 4.078( - II) 4280 
Table 5 
Example 3 ( xF = 20) 
EPS 
supplied 
K Et.4 Number of 
function 
evaluations 
1O-3 0.1 3.18( -4) 3 
0.2 9.31( -4) 4 
0.5 8.91( -4) 10 
1.0 5.89( -4) 23 
2.0 6.40( - 4) 45 
5.0 9.06( - 4) 103 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..__.._.................................................... 
10-6 0.1 4.45( - 6) 11 
0.2 1.48( - 6) 22 
0.5 5.87( - 7) 58 
1.0 4.92( - 7) 132 
2.0 5.94( - 7) 263 
5.0 7.61(-7) 618 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..___......................................................... 
10-E 0.1 8.47( - 8) 32 
0.2 1.97( - 8) 65 
0.5 1.02( - 8) 178 
1.0 7.10(-9) 386 
2.0 6.89( - 9) 793 
5.0 8.01( - 9) 1935 
wheref(x)= e -o.o5X. The exact solution is 
y,(x) = a cos Xx + e-0.05x, y2( x) = a sin Xx + e-o.o5X 
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Example 3. 
y”+ p-1 y=o ( 1 X2 
89 
subject to the initial conditions 
Y(G) = xojl(~%)~ YTXCI) = & Mwll.xo~ xg = 1 .o. 
The exact solution is 
Y(x) = xj,(kx) where j,(x) = 
These examples were solved on ICL 2960 computer in double precision. 
In Table 1, a comparison is made between our method and the fourth order Runge-Kutta method given 
in [4, p. 5371 when applied to Example 1. The function F given in Section 1 is computed in the interval [0, 
1281 by taking the number of iterations as N = x/h where h = 0.25 and 0.50. It may be noted that for the 
Runge-Kutta method F increases as x increases while for our method F decreases as x increases, indicating 
thereby the superiority of our method for this type of problems. It may be remarked here that methods of 
Lambert and Watson, Cash, Coleman and de Vogelaere’s are not applicable to Example 1. 
Table 2 shows the error in E = (yf + y, ) ’ ‘I2 at x = 20n when the methods of Coleman, Lambert and 
Watson, Cash, and of this paper are used to solve Example 2, with a = 0 and N = 20,40, 160, 320. It can be 
seen from this table, that Coleman’s method becomes unstable for sufficiently large values of Xh. In 
contrast, our method remains orbitally stable for all values of Xh used. It may also be noted that the 
methods of Lambert and Watson and Cash are not self starting. 
Examples 1, 2 and 3 were solved on the interval [x0, xF] by using the local error control strategy. The 
step length at each stage of the calculation is so chosen that the estimated local error per unit step is less, 
but not too much less, than EPS, the number supplied by the user. As pointed out by Coleman it would be 
misleading to assess the method by comparing the error at x = xF. A more useful quantity is 
M= Max IY,,,,, 
- Ycaic.1 
E 
[x0. x&-l MaxK IY~,,,,~> 1 
which represents the maximum error on the interval [x,, xF]. Then the quantity 
E, = E&Q - x0) 
represents a ‘global error per unit step’ on [x,, xF]. 
Tables 3, 4 and 5 refer, respectively, to Examples 1, 2 and 3. As can be seen from Table 4, for a 
particular EPS, the number of function evaluations for Coleman’s method is very large in comparison to 
our method. These tables also demonstrate the extent to which the local error control strategy controls the 
global error. The initial value of h supplied is not important. 
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