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Abstract. We consider the long-time behavior of a population of mean-field oscillators
modeling the activity of interacting excitable neurons in large population. Each neuron
is represented by its voltage and recovery variables, which are solution to a FitzHugh-
Nagumo system, and interacts with the rest of the population through a mean-field
linear coupling, in the presence of noise. The aim of the paper is to study the emergence
of collective oscillatory behaviors induced by noise and interaction on such a system.
The main difficulty of the present analysis is that we consider the kinetic case, where
interaction and noise are only imposed on the voltage variable. We prove the existence
of a stable cycle for the infinite population system, in a regime where the local dynamics
is small.
1. Introduction
1.1. A mean-field model of interacting FitzHugh-Nagumo neurons. We are in-
terested in this paper in the behavior as t→∞ of the following McKean-Vlasov process{
dXt = δ
(
Xt − X
3
t
3 − Yt
)
dt−K (Xt −E[Xt]) dt+
√
2σ dBt
dYt =
δ
c (Xt + a− bYt) dt
, t ≥ 0, (1.1)
where (Xt, Yt) ∈ R2, Bt is a standard Brownian motion on R, a ∈ R and b, c, δ,K, σ are
positive parameters. The evolution (1.1) is a prototype of a nonlinear stochastic differential
equation (the nonlinearity coming from the fact that Xt interacts with its own law through
its expectation E [Xt]). It is named kinetic by analogy to the classical kinetic interacting
particle systems, noise and interactions are only applied on the ”momentum” Xt, and not
on the ”position” Yt.
The system (1.1) is the natural macroscopic limit (as n → ∞) of the following system
of coupled mean-field diffusions (Xi,t, Yi,t), i = 1, . . . , n, n ≥ 1 dXi,t = δ
(
Xi,t − X
3
i,t
3 − Yi,t
)
dt−K
(
Xi,t − 1n
∑n
j=1Xj,t
)
dt+
√
2σ dBi,t
dYi,t =
δ
c (Xi,t + a− bYi,t) dt
, t ≥ 0 ,
(1.2)
where (B1, . . . , Bn) are i.i.d. standard Brownian motions. The motivation comes from
neuroscience: (1.2) models the evolution of n neurons of FitzHugh-Nagumo type, each
represented by its voltage Xi and recovery variable Yi, that are coupled through a linear
mean-field interaction (this corresponds to a coupling via electrical synapses, see [6]).
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1.2. Emergence of collective structured dynamics for excitable systems. In (1.2),
the intrinsic dynamics of each neuron is of FitzHugh-Nagumo type [14, 25, 2]: when
K = σ = 0, δ = 1, the system (1.2) reduces to a collection of copies of the isolated system
d(Xt, Yt) = F (Xt, Yt)dt , (1.3)
where F is given by
F (x, y) :=
(
f(x, y)
g(x, y)
)
:=
(
x− x33 − y
1
c (x+ a− by)
)
, x, y ∈ R. (1.4)
Although the transitions in the FitzHugh-Nagumo model are complex in general (see [25]),
two main dynamical patterns emerge for (1.3): a resting state (corresponding to a unique
stable point for (1.3)) and a spiking regime (corresponding to a limit cycle for (1.3), see
[25] and Figure 1 below). In this sense, the system (1.3) is a prototype of an excitable
dynamics [19]: it is possible to choose appropriately the parameters a, b, c (and we will do
so in the following) so that the unperturbed system (1.3) is in a resting state but such
that the addition of a small perturbation makes the system fall into a oscillatory regime
(spiking activity).
Figure 1. Phase diagrams for the system (1.3) for two choices of parameters a, b and c
(the voltage X is represented along the x-axis and the recovery variable Y on the y-axis).
Stable (resp. unstable) points and limit cycles are represented in blue (resp. red). The
nullclines of the FitzHugh-Nagumo system (1.3) are represented in dashed lines.
Our aim is to analyse the joint influence of noise and interaction on the emergence of
collective periodic behaviors for such a system of coupled excitable units. The point of the
paper is to address this issue at the level of (1.1), that is for an infinite population n =∞.
Note that this problem can be equivalently considered at the level of the Fokker-Planck
PDE associated to (1.1): the law µt = L(Xt, Yt) of the McKean-Vlasov process (1.1) is a
weak solution to the following nonlinear kinetic Fokker-Planck PDE
∂tµt = σ
2∂2x2µt − ∂x
([
δ
(
x− x
3
3
− y
)
−K
(
x−
∫
R2
z1µt(dz1,dz2)
)]
µt
)
− δ
c
∂y ((x+ a− by)µt) , t ≥ 0 , (1.5)
whose solution t 7→ µt(dx,dy) takes its values in the set of probability measures on R2.
Equivalently the unique solution µ to (1.5) such that µ|t=0 = µ0 is the law of the pro-
cess (1.1) with µ0 = L(X0). Well-posedness results concerning both (1.5) and (1.1) (in
appropriate L2-spaces with exponential weights) are addressed in [23, 21].
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Remark 1.1. Observe here that we have in (1.1), (1.2) and (1.5) an interplay between
three parameters: the strength of interaction K > 0, the intensity of noise σ > 0 and
the scaling parameter δ > 0 of the local dynamics. In fact, a simple time change in (1.1)
shows that only two of these parameters are really relevant: we analyse below the long-time
dynamics of (1.1) in terms of δ and σ
2
K .
Our aim is to analyse the emergence of synchronicity in the mean-field system (1.1) (or
equivalently (1.5)) under the joint influence of noise and interaction: the main result of
the paper (see Theorem 1.4 below) concerns the existence of a stable invariant cycle for
(1.5) in a regime where the interaction and noise are nontrivial and large w.r.t. to the
intrinsic dynamics :
0 <
σ2
K
<∞ and δ  1. (1.6)
The first condition of (1.6) is a natural regime for the emergence of collective oscillations
for (1.1): informally, when K = 0 (that is in absence of interaction) for every isolated
units (1.3) in an excitable state (first frame of Figure 1), the addition of noise alone make
them leave the resting state (leading to a variety of uncorrelated stochastic dynamical
patterns, e.g. canard-type excursion, mixed-mode oscillations, etc., see [19, 4] for further
references). It is only when one adds further some nontrivial interaction K > 0 that these
excursions may happen collectively, leading in the n → ∞ limit to global oscillations of
the system. Note that our main result is sufficiently versatile to track carefully how much
noise (for a given K) one has to put in the system in order to see oscillations: we refer to
Section 1.4 where we describe bifurcations of (1.1) in terms of σ (from σ = 0 to σ →∞).
Different asymptotics have been considered in previous works for the same model. We
refer to Section 1.6 below for more details.
1.3. Slow-fast dynamics approach. The second hypothesis δ  1 in (1.6) comes from
the fact that our approach relies on a perturbative slow-fast analysis. We prove namely
that when δ  1, the system (1.1) admits solutions that are close to having Gaussian
distributions. We present here the heuristic of this reduction, which will be made rigorous
in the next sections.
For the variable Xt in (1.1), when δ is small (and K and σ remain of order 1), the
interaction and noise terms constitute a fast part of the dynamics, while the intrinsic
dynamics term δF constitutes a slow one. When δ = 0, the fast dynamics part of (1.1)
simply reduces an Ornstein Ulhenbeck process (of constant expectation) with Gaussian
invariant measure. Hence, when δ is now positive but small, it is natural to approximate at
first order in δ, the distribution of Xt by a Gaussian distribution N (E[Xt], σ2/K), where
E[Xt] evolves slowly in time.
Now if Xt is at first order Gaussian, so is Yt since its dynamics is linear. So, at first
order in δ, (Xt, Yt) should have a Gaussian distributionN (mt,Γδ), where Γδ is a symmetric
covariance matrix, and mt = (E[Xt],E[Yt]) satisfies
m˙t = δ
(
E[Xt]− E[X
3
t ]
3 −E[Yt]
1
c (E[Xt] + a− bE[Yt])
)
. (1.7)
Considering that Xt ≈ N (xt, σ2/K), we obtain E[X3t ] ≈ E[Xt]3 + 3σ
2
K , which leads to the
approximation
m˙t ≈ δFσ2
K
(mt), (1.8)
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with
Fu(x, y) :=
(
fu(x, y)
g(x, y)
)
:=
(
(1− u)x− x33 − y
1
c (x+ a− by)
)
, x, y ∈ R. (1.9)
Note that (1.9) is once again of FitzHugh-Nagumo type, only modified by the prefactor
(1− u) in front of the x variable.
To compute Γδ, we denote Zt = (Z
x
t , Z
y
t ) a first order approximation of the centered
process (Xt −E[Xt], Yt −E[Yt]), defined by the following system of equations:{
dZxt = −KZxt dt+
√
2σ dBt
dZyt =
δ
c (Z
x
t − bZyt ) dt
. (1.10)
Remark that due to the fact that this dynamics is linear, if the distribution of Z0 is a
Gaussian, then the distribution of Zt remains Gaussian, and straightforward calculations
lead to
d
dt
Var[Zyt ] =
2δ
c
Cov[Zxt , Z
y
t ]−
2bδ
c
Var[Zyt ], (1.11)
d
dt
Cov[Zxt , Z
y
t ] =
δ
c
Var[Zxt ]−
(
K +
bδ
c
)
Cov[Zxt , Z
y
t ]. (1.12)
The equilibrium solution of this system of equations is given by Var[Zxt ] =
σ2
K , Var[Z
y
t ] =
σ2
K
δ
b(Kc+bδ) and Cov[Z
x
t , Z
y
t ] =
σ2
K
δ
Kc+bδ , and we thus define
Γδ =
σ2
K
(
1 δKc+bδ
δ
Kc+bδ
δ
b(Kc+bδ)
)
. (1.13)
Remark 1.2. A similar slow-fast analysis was made in [21] for the elliptic case (that is
with nontrivial interaction K2 > 0 and noise σ2 > 0 on the Y -variable){
dXt = δf(Xt, Yt) dt−K1 (Xt −E[Xt]) dt+
√
2σ1 dB1,t
dYt = δg(Xt, Yt) dt−K2 (Yt −E[Yt]) dt+
√
2σ2 dB2,t
, (1.14)
where K1,K2, σ1, σ2 > 0 and B1,t B2,t independent. For this elliptic case both Xt and Yt
have fast terms in their dynamics, and thus the distribution of (Xt, Yt) is at first order a
Gaussian N (mt,Γ), with Γ =
(
σ21
K1
0
0
σ22
K2
)
and m˙t ≈ F σ21
K1
(mt), with the same function
Fu, defined by (1.9). In particular, the fact that F σ21
K1
does not depend on (K2, σ2) in the
elliptic case is again a strong argument in favor of the validity of the approximation (1.8)
in the kinetic case. However, it is not possible to make K2, σ2 → 0 in the arguments of
[21], as they rely strongly on the non-degeneracy of the noise on both variables. Secondly,
contrary to [21], where the slow-fast reduction is based on the geometric properties of the
PDE (1.5) (in a suitable L2-space with exponential weights), we focus mostly here on the
properties of the system (1.1), relying on Wasserstein type estimates.
1.4. Collective oscillations in the FitzHugh-Nagumo model under noise and
interaction. Supposing that the analysis made above is rigorous, i.e. that the coupled
mean-field system (1.1) admits solutions (Xt, Yt) that are at first order Gaussian distri-
bution N (mt,Γδ), then (at least at first order) the analysis of (1.1) can be reduced to
the analysis the dynamics of its expectation mt, for which we provided the first order
approximation (1.8). Since (1.8) is nothing else than another FitzHugh-Nagumo system
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(slowed-down by a factor δ), everything reads now in terms of the bifurcations of the
system (recall (1.9)) (
x˙t
y˙t
)
= Fu(xt, yt) (1.15)
as u increases from u = 0 (isolated system (1.3)) to u = σ
2
K > 0 (coupled system with
noise and interaction). In particular, as we will see below, a crucial observation is that
it is possible to choose carefully the parameters a, b, c so that (1.15) has a unique stable
state for u = 0, whereas the same system exhibits oscillations for values of u chosen in a
bounded interval (see Figure 2 below): this is the signature of the emergence of periodic
dynamics due to noise and interaction in (1.1).
The analysis of the bifurcations of the system (1.15) was already made in [21], Section 3,
since it is also the dynamics obtained by slow-fast reduction of the elliptic case. We present
this analysis here, for the sake of completeness. With no loss of generality (Remark 1.1),
we can suppose K = 1. It is then possible to read from Figure 2 the behavior of the
system (1.1) as the noise intensity u = σ2 increases: in absence of noise (u = 0), each
neuron has a fixed-point dynamics. As u increases, we observe the emergence (through a
saddle-node bifurcation of cycles) of a stable cycle coexisting with an unstable cycle and
stable fixed-point (see the case u = 0.086) for (1.15). As u increases further, the unstable
cycle collides with the stable fixed-point, resulting in only one stable limit cycle coexisting
with an unstable fixed-point (see the case u = 0.2). For large noise, oscillations disappear
(see u = 0.8). We refer to [21], Section 3.4 for more details on these transitions, in terms
of Hopf bifurcations, and also for a study of the bistable case.
As an illustration of the accuracy of this analysis for the particle system (1.2), we
reproduce in Figure 3 the dynamics of the empirical measure of (1.2), for δ = 0.2, a = 13 ,
b = 1, c = 10, K = 1, σ2 = 0.2 (which corresponds to u = 0.2 in Figure 2) and n = 105:
the mean-value of the empirical density follows precisely the limit cycle given by (1.15)
in the case u = 0.2. One notable difference between the present simulation in the kinetic
case and the simulations in [21] in the elliptic case (see [21], Figure 7) is the shape of
the empirical density in both cases: due to the absence of noise on the y-coordinate, the
variance along the y-direction is here significantly smaller than in the elliptic case.
1.5. Main results. In the remaining of the paper, we fix the parameters (a, b, c, σ,K)
such that the system
1
δ
(
x˙t
y˙t
)
= Fσ2
K
(xt, yt), (1.16)
admits a limit cycle (recall that this is possible even if it is not the case for the system
(1.3), see Section 1.4 and [21], Section 3.4).
Remark 1.3. Note that the existence of such limit cycle does not depend on δ: if, in the
case δ = 1, we denote this stable periodic solution by (γt)t∈[0,Tγ) (Tγ being the period of the
limit cycle for δ = 1), the behavior of (1.16) for general δ > 0 may be deduced by a simple
time change: the corresponding periodic orbit becomes
(
γδt
)
:= (γδt)t∈[0,Tγ/δ), with period
Tγ
δ . When no confusion is possible, we will drop the superscript δ in γ
δ in the following.
We adopt also the definition
Sδ := R/
(
(Tγ/δ)Z
)
(1.17)
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Figure 2. Phase diagrams for the system (1.15) for parameters a = 1
3
, b = 1, c = 10 for
different choices of u. Stable (resp. unstable) points and limit cycles are represented in
blue (resp. red). The nullclines of the FitzHugh-Nagumo system (1.15) are represented
in dashed lines.
endowed with the quotient topology induced by the euclidean distance on R. Such topology
can be generated by the following metric: for all ϕ¯ ≡ ϕ
[
Tγ
δ
]
, ψ¯ ≡ ψ
[
Tγ
δ
]
,
dS(ϕ¯, ψ¯) := max
(
|ϕ− ψ| , Tγ
δ
− |ϕ− ψ|
)
. (1.18)
We denote qm the distribution given by
qm(z) = q
δ
m(z) :=
1
2pi det(Γδ)
exp
(
1
2
(z −m) · Γ−1δ (z −m)
)
, z ∈ R2, (1.19)
and
Gδ :=
{
qδ
γδt
: t ≥ 0
}
. (1.20)
Below, W2 is a distance of Wasserstein-type that is precisely defined in Definition 2.2. The
main result of the paper is the following:
Theorem 1.4. Choose parameters a, b, c, K and σ2 such that (1.16) admits an stable limit
cycle. Then there exists a δc > 0 such that for all δ ≤ δc there exists a periodic solution
νpert to (1.5), defining an invariant cycle Cδ which satisfies supt distW2(νpert ,Gδ) = O(δ).
Moreover there exist positive constants C1 and C2 that do not depend on δ, a positive
constant C(δ) and a positive rate λ(δ) such that if µ0 ∈ P2 satisfies∫
R2
z6 dµ0(z) ≤ C1, and distW2(µ0, Cδ) ≤ C2δ, (1.21)
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Figure 3. Time evolution of the empirical density of the particle system (1.2), in the
case δ = 0.2, a = 1
3
, b = 1, c = 10, K = 1, σ2 = 0.2 and n = 100000. The corresponding
evolution of the empirical mean-value is represented.
then for t 7→ µt the solution to (1.5) with initial condition µ0 we have:
distW2(µt, Cδ) ≤ C(δ)e−λ(δ)tdistW2(µ0, Cδ). (1.22)
Remark 1.5. The constants λ(δ) and C(δ) obtained in the proof of Theorem 1.4 satisfy
λ(δ) −→
δ→0
min
{
λ,
b
c
}
, and C(δ) −→
δ→0
∞, (1.23)
where λ is the exponential rate of attraction of the limit cycle of (1.16), in the case δ = 1.
Remark 1.6. We focus in this work on the proof of the existence of a stable cycle for (1.5)
when (1.16) admits one, but it is clear that one can prove the existence of a stable fixed
point for (1.5) when (1.16) admits one by following the same arguments (in fact simpler
arguments, no need of Floquet theory in that case).
1.6. Comments and existing literature.
On the mean-field FitzHugh-Nagumo model. The structure of the proof we provide in this
paper, relying on a fixed-point theorem, is inspired from the classical proofs of the theory
of persistence of normally hyperbolic invariant manifold [12, 13, 18, 3, 28, 32], which we
could not apply directly here due to the singularity of our problem (when δ = 0 the
dynamics of Yt is trivial and thus there can not be any stable compact invariant manifold
for (1.5)).
Several recent other works have analyzed the long-time behavior of the FitzHugh-
Nagumo Fokker-Planck PDE (1.5). The paper [23] considers the situation of small in-
teraction (i.e. δ > 0 and σ > 0 fixed with K → 0). Along with some well-posedness
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estimates concerning (1.5), the main result of [23] concerns the existence of stationary
states for (1.5) in the limit of small interaction. The case where K → ∞ with δ and σ
fixed is analyzed in [24]. The authors prove concentration in large time around singular
solutions (clamping) in such a case. In a regime similar to ours, one should finally men-
tion the recent [31] which analyzes the possible microscopic mechanisms responsible for
the emergence of collective oscillations.
As already said, this paper addresses the case of an interaction modeling electrical
synapses. A common framework in neuronal models concerns interactions through chem-
ical synapses [6], which is not covered by this work. The question of the possibility of
extension of the present results to this case is open. In this direction, a recent work [7]
addresses synchronization issues of interacting neurons with Hodgkin-Huxley dynamics
with chemical synapses.
On the dynamics of the particle system (1.2). Obtaining a rigorous proof of the existence
of periodic behaviors in infinite population limit of mean-field interacting particle models is
a problem that has been studied in different situations, as chemical reaction models, rotors
models, spin models, Hawkes processes, etc., see for example [26, 27, 16, 15, 17, 9, 8, 10],
each proof relying, as in the present work, on a drastic phase reduction of the model.
Transposing the dynamics of the nonlinear process (1.1) to the dynamics of the particle
system (1.2) is a nontrivial task, that we do not address here (see nonetheless Figure 3
for a numerical evidence of the accuracy of the present analysis w.r.t. the particle system
(1.2)). A standard way to couple i.i.d. copies (X
(i)
t , Y
(i)
t ) (i = 1, . . . , n) of (1.1) with the
particles (Xi,t, Yi,t) in (1.2) is to choose identical initial condition and noise Bi so that the
following standard propagation of chaos estimates [29, 23, 22, 21] holds:
sup
i=1,...,n
E
[
sup
0≤t≤T
∣∣∣(Xi,t, Yi,t)− (X(i)t , Y (i)t )∣∣∣2
]
≤ Ce
CT
n
. (1.24)
This propagation of chaos result may be equivalently expressed in terms of the convergence
of the empirical measure µn,t :=
1
n
∑n
j=1 δ(Xj,t,Yj,t) of the particle system (1.2) to the
solution of (1.5), on any time interval [0, T ]. From (1.24), we see that (1.1) gives a correct
approximation of (1.2) at least up to times T of order c lnn, for c > 0 small enough.
The question of the relevance of this mean-field approximation for times T  lnn is a
long-standing issue in the literature (see e.g. [5, 11] and references therein). In the case
of collective periodic behaviors that is of particular interest in neuroscience, one should
mention in particular [5, 20] (for phase oscillators), [10] (for point processes with Hawkes
dynamics) and [1] (for Curie-Weiss dynamics modeling social interactions).
1.7. Organization of the paper. In Section 2, we prove some controls on the moments of
(1.1) as well as some estimates of proximity of solutions of (1.5) to the Gaussian manifold
(1.20). Section 3 gathers the main estimates (relying in particular on Floquet theory)
concerning (1.1). The main result (Theorem 1.4) is proven in Section 4. A technical
lemma is postponed to the appendix.
2. Moment estimates and proximity to Gaussian distributions
Take R0 > 0 such that the periodic solution γ
δ of (1.16) is strictly included in the open
euclidean ball B(0, R0). Note that, by Remark 1.3, R0 does not depend on δ. For any
initial condition to (1.1) such that (E [X0] ,E [Y0]) ∈ B(0, R0), define the exit time
Te(R0) = T
δ
e (R0) = inf{t ≥ 0 : (E[Xt],E[Yt]) /∈ B(0, R0)}. (2.1)
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Here, we note that Te(R0) is independent of the particular coupling of (X0, Y0), provided
its marginals are fixed.
Lemma 2.1. There exist positive constants δ0, κ
x
0 and κ
y
0 such that if δ ≤ δ0 the following
is true: for any initial condition (X0, Y0) to (1.1) such that
E[X60 ] ≤ κx0 , and E[Y 60 ] ≤ κy0, (2.2)
then the solution (Xt, Yt) of (1.1) satisfies
sup
t∈[0,Te(R0)]
E[X6t ] ≤ κx0 , and sup
t∈[0,Te(R0)]
E[Y 6t ] ≤ κy0. (2.3)
Proof. For n > 0 denote the stopping time τn = inf{t ≥ 0 : X2t + Y 2t = n2}, and denote
X
(n)
t = Xt∧τn and Y
(n)
t = Yt∧τn . By Itoˆ formula we get
1
6
(X
(n)
t )
6 =
1
6
(X
(n)
0 )
6 +
∫ t∧τn
0
[
δ(X(n)s )
5
(
X(n)s −
(X
(n)
s )3
3
− Y (n)s
)
+KE[Xs](X
(n)
s )
5
−K(X(n)s )6 + 5σ2(X(n)s )2
]
ds+ σ
∫ t∧τn
0
(X(n)s )
5 dBs. (2.4)
Using the following inequalities, for positive constant c1, . . . , c4 that we do not give explic-
itly to keep notations simple,
x6 − x
8
3
≤ c1 − x
8
4
, x5y ≤ x
8
4
+ c2y
6, Kx5E[Xt]−Kx6 ≤ c3E[Xt]− Kx
6
3
,
5σ2x4 − 2Kx
6
3
≤ c4 − Kx
6
3
, (2.5)
we obtain,
1
4
d
dt
E[(X
(n)
t )
6] ≤ c1δ + c4 + c3E[Xt] + c2δE[(Y (n)t )6]−
K
3
E[(X
(n)
t )
6]. (2.6)
On the other hand,
c
6δ
(Y
(n)
t )
6 =
c
6δ
(Y
(n)
0 )
6 +
∫ τn
0
(Y (n)s )
5
(
X(n)s + a− bY (n)s
)
ds, (2.7)
and using the inequalities, for positive constants c6, c7,
xy5 ≤ c6x6 + b
3
y6, and ay5 − 2b
3
y6 ≤ c7 − b
3
y6, (2.8)
we get
c
6δ
d
dt
E[(Y
(n)
t )
6] ≤ c7 + c6E[(X(n)t )6]−
b
3
E[(Y
(n)
t )
6]. (2.9)
Using (2.6) and (2.9) and the Gro¨nwall inequality we deduce that in fact E[X6t ]+E[Y
6
t ] <
∞ and the estimates made above are in fact valid for n = ∞. In particular, for t ∈
[0, Te(R0)] we have
1
4
d
dt
E[X6t ] ≤ c1δ + c4 + c3R0 + c2δE[Y 6t ]−
K
3
E[X6t ], (2.10)
c
6δ
d
dt
E[Y 6t ] ≤ c7 + c6E[X6t ]−
b
3
E[Y 6t ]. (2.11)
Define now κx0 =
4
K (c1 + c3R0 + c2), and κ
y
0 =
4
b (c7 + c6κ
x
0) and
t0 = inf{t ≥ 0 : E[(X(n)t ] ≥ κx0 or E[Yt] ≥ κy0}. (2.12)
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For all t ∈ [0, t0 ∧ Te(R0)] supposing that E[X60 ] ≤ κ0 and E[Y 60 ] ≤ κ0, we get from (2.10)
and (2.11) that
E[X6t ] ≤ max
{
κx0 ,
3
K
(c1δ + c4 + c3R0 + c2δκ
y
0),
}
, (2.13)
E[Y 6t ] ≤ max
{
κy0,
3
b
(c7 + c6κ
x
0)
}
. (2.14)
and these maxima are equal to κx0 and κ
y
0 respectively as soon as δ ≤ min{1, 1/R0}.
Moreover it is clear with this choice of κx0 that ifXt satisfies E[X
6
t ] = κ
x
0 , then
d
dtE[X
6
t ] < 0,
and the same applies for Yt. So t0 ∧ Te(R0) = Te(R0), which concludes the proof. 
Definition 2.2. For a probability distribution ν on R2, m =
∫
R2 z dν(z) its expectation,
we denote ν˜ the centered version of ν:
∫
R2 φ(z) dν(z) =
∫
R2 φ(z + m) dν˜(z) (for all test
function φ). For two distributions ν1 and ν2 on R2, denote by C(ν1, ν2) the set of all
couplings pi of ν1 and ν2, that is the set of all probability measures pi(d(x1, y1),d(x2, y2))
on R2 × R2 with marginals ν1(d(x1, y1)) and ν2(d(x2, y2)). If pi ∈ C(ν1, ν2), we denote by
pi ∈ C(ν˜1, ν˜2) the corresponding coupling of the centered measures:∫
R2×R2
φ(z1, z2)pi(dz1,dz2) =
∫
R2×R2
φ(z1 +m1, z2 +m2)pi(dz1,dz2)
For β ∈ (0, 1), we consider the following Wasserstein-type distance W = W (δ, b, β) on
P(R2),
W (ν1, ν2) := inf {Λ(pi), pi ∈ C(ν1, ν2)} , (2.15)
where for a fixed pi ∈ C(ν1, ν2), zi = (xi, yi) ∈ R2, i = 1, 2
Λ(pi) := max
(
δβ
∣∣∣∣∫
R2×R2
(z1 − z2)pi(dz1, dz2)
∣∣∣∣ ,√∫
|x1 − x2|2 pi(dz1, dz2), b
√∫
|y1 − y2|2 pi(dz1,dz2)
)
. (2.16)
The factor δβ in the definition of the distance W (and later the definition of the distances
Wθ, see section 4) will be useful to obtain the contraction property, at the end of the proof
of Lemma 4.2.
Remark 2.3. (1) The definition (2.16) is of course equivalent to
Λ(pi) = max
(
δβ |E [(X1, Y1)]−E [(X2, Y2)]| ,
√
E
[
|X˜1 − X˜2|2
]
, b
√
E
[
|Y˜1 − Y˜2|2
])
,
(2.17)
where {(X1, Y1) , (X2, Y2)} ∼ pi, for X˜ = X −E [X].
(2) Note that the first term in (2.16) is independent of the coupling pi ∈ C(ν1, ν2), so
that we can also write
W (ν1, ν2) = max
{
δβ
∣∣∣∣∫
R2
zν1(dz)−
∫
R2
zν2(dz)
∣∣∣∣ ,W (ν˜1, ν˜2)} . (2.18)
(3) Remark that W is equivalent to the standard Wasserstein-2 distance W2: for δ
small enough
min
(
1, b−1
)
W ≤W2 ≤ 3δ−βW. (2.19)
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Denote by (X˜t, Y˜t) the centered version of (Xt, Yt), that satisfies dX˜t = δ
(
Xt − X
3
t
3 − Yt
)
dt− x˙t dt−KX˜t dt+
√
2σ dBt
dY˜t =
δ
c
(
X˜t − bY˜t
)
dt
, (2.20)
where mt = (xt, yt) = (E[Xt],E[Yt]). Observe that, by (1.1), mt solves{
x˙t = δ
(
xt −
∫
x3dµt
3 − yt
)
y˙t =
δ
c (xt + a− byt)
. (2.21)
Lemma 2.4. There exists positive constants δ1 and κ1 such that, for all initial condition µ0
such that m0 = (x0, y0) =
(∫
xµ0(dx,dy),
∫
yµ0(dx,dy)
) ∈ B (0, R0) and ∫ x6µ0(dx,dy) ≤
κx0 and
∫
y6µ0(dx, dy) ≤ κy0 (recall Lemma 2.1), the following is true: if δ ≤ δ1 and
W (µ˜0, q0) ≤ κ1δ, then
sup
t∈[0,Te(R0)]
W (µ˜t, q0) ≤ κ1δ. (2.22)
Proof. We suppose that δ ≤ δ0 where δ0 is given by Lemma 2.1. For an arbitrary ε > 0,
consider a coupling pi0 ∈ C(µ˜0, q0) such that
Λ(pi0)
2 < W (µ˜0, q0)
2 + ε. (2.23)
In the following, we consider
{(
X˜0, Y˜0
)
, (Zx0 , Z
y
0 )
}
with law pi0. For this initial condition,
we consider both (Xt, Yt) solution to (1.1) with initial condition (X0, Y0) = (X˜0 +x0, Y˜0 +
y0) and (X˜t, Y˜t), solution to (2.20) with initial condition (X˜0, Y˜0). Consider also the process
(Zxt , Z
y
t ) solution to the system (1.10) with initial condition (Z
x
0 , Z
y
0 ) with distribution q0.
The calculations made in Section 1.3 show that (Zxt , Z
y
t ) has also distribution q0, so that,
by construction, the law pit of
{(
X˜t, Y˜t
)
, (Zxt , Z
y
t )
}
belongs to C(µ˜t, q0). We have
1
2
d(X˜t − Zxt )2 = −K(Xt − Zxt )2 dt+ (X˜t − Zxt )
(
δ
(
Xt − X
3
t
3
− Yt
)
− x˙t
)
dt. (2.24)
By Lemma 2.1 and (2.21), there exists a positive constant C0 such that for all t ∈
[0, Te(R0)],
E
[(
δ
(
Xt − X
3
t
3
− Yt
)
− x˙t
)2] 12
≤ C0δ . (2.25)
Note that the constant C0 only depends on the parameters (a, b, c) of the model and on
R0 through the constants κ
x
0 and κ
y
0 defined in Lemma 2.1. In particular, C0 does not
depend on ε. We then have, for all t ∈ [0, Te(R0)],
1
2
d
dt
E[(X˜t − Zxt )2] ≤ C0δ(E[(X˜t − Zxt )2])
1
2 −KE[(X˜t − Zxt )2]. (2.26)
If now we choose the constant κ1 to be κ1 :=
C0
K and assume that W (µ˜0, q0) ≤ κ1δ, then
by (2.23), we have E[(X˜0 − Zx0 )2] ≤ C
2
0
K2
δ2 + ε. Consequently, by Lemma A.1,
sup
t∈[0,Te(R0)]
E[(X˜t − Zxt )2] ≤
C20
K2
δ2 + ε. (2.27)
In a same way,
c
2δ
d(Y˜t − Zyt )2 = (Y˜t − Zyt )(X˜t − Zxt ) dt− b(Y˜t − Zyt )2 dt, (2.28)
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and from the estimate (2.27) we have just obtained above, we get for t ∈ [0, Te(R0)]
c
2δ
d
dt
E[(Y˜t − Zyt )2] ≤
(
C20δ
2
K2
+ ε
) 1
2
(E[(Y˜t − Zyt )2])
1
2 − bE[(Y˜t − Zyt )2]. (2.29)
From W (µ˜0, q0) ≤ κ1δ, we obtain that E[(Y˜0 − Zy0 )2] ≤ 1b2
(
C20
K2
δ2 + ε
)
, so that by
Lemma A.1, we have
sup
t∈[0,Te(R0)]
E[(Y˜t − Zyt )2] ≤
1
b2
(
C20
K2
δ2 + ε
)
. (2.30)
Estimates (2.27) and (2.30) are a fortiori true for the infimum over all couplings W (µ˜t, q0).
Letting ε↘ 0, this concludes the proof, taking δ1 = δ0. 
3. Floquet Theory and contraction close to γ
We introduce in this paragraph the minimal notions from Floquet theory [30] that are
necessary for our purpose. For the simplicity of exposition, this is first done in the case
δ = 1 from which the general case δ > 0 may be deduced up to minor modifications (see
section 3.2 below).
3.1. The case δ = 1. Recall the definition of Fu in (1.9). Denote by Π(s, t) the principal
matrix solution associated to the periodic solution γ = γ1 of (1.16), when δ = 1, that is
the solution to
∂tΠ(t, s) = DFσ2
K
(γt)Π(t, s), Π(s, s) = Id. (3.1)
Π(t, s) is invertible, with
Π(t, s)Π(s, t) = Id, (3.2)
and satisfies (recall that t 7→ γt has period Tγ):
Π(t, u)Π(u, s) = Π(t, s), Π(t+ Tγ , s+ Tγ) = Π(t, s). (3.3)
Denote Q(0) the matrix such that
Π(Tγ , 0) = e
−TγQ(0). (3.4)
Since
Fσ2
K
(γt) = Π(t, s)Fσ2
K
(γs), (3.5)
one of the eigenvalues of Q(s) is simply 0, with corresponding eigenvector Fσ2
K
(γ0). By
hypothesis γ is stable and thus the other eigenvalue is positive (see [30], Chapter 12), we
denote it λ and e0 a corresponding eigenvector. Define N(t, 0) = Π(t, 0)e
tQ(0), so that
P (t, 0) = N(t, 0)e−tQ(0). N(t, 0) is clearly periodic: N(t+ Tγ , 0) = N(t, 0).
We can now define
Q(s) = Π(s, 0)Q(0)Π(0, s), and N(t, s) = Π(t, t− s)N(t− s, 0)Π(0, s), (3.6)
so that
Π(t, s) = N(t, s)e−(t−s)Q(s), (3.7)
and N satisfies N(t + Tγ , s) = N(t, s) and Q(s) has the same spectral decomposition as
Q(0). In particular es = N(s, 0)e0 is an eigenvector associated with the eigenvalue λ for
Q(s). It is easy to see that Q(t) = Π(t, s)Q(s)Π(s, t) and N(t, u)N(u, s) = N(t, s).
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We consider ps and p
⊥
s the linear form associated to the projection on Fσ2
K
and es
respectively, i.e. ps, p
⊥
s : R2 → R and satisfies ps(es) = p⊥s (Fσ2
K
(γs)) = 0 and ps(Fσ2
K
(γs)) =
p⊥s (es) = 1. It is easy to see that p⊥t (N(t, s)·) = p⊥s (·) and that, for all t > s,∣∣∣p⊥t (Π(t, s)u)∣∣∣ ≤ e−λ(t−s)p⊥s (u). (3.8)
We consider also a constant CΠ such that |Π(t, s)u| ≤ CΠ|u| for all t > s.
For α > 0 and all s ∈ [0, Tγ), we define Es(α) as
Es(α) := {u ∈ γs + span(es) :
∣∣∣p⊥s (u− γs)∣∣∣ ≤ α}. (3.9)
3.2. The general case δ > 0. All that have been exposed in the previous paragraph for
the limit cycle γ1 in the case δ = 1 can be easily transposed for γδ when δ > 0, with
the following definitions: Πδ(t, s) := Π1(δt, δs), Qδ(s) := δQ1(δs), N δ(t, s) = N1(δt, δs),
eδs := e
1
δs, p
δ
s := p
1
δs, p
δ,⊥
s := p
1,⊥
δs and
Eδs(α) := {u ∈ γδs + span(eδs) :
∣∣∣pδ,⊥s (u− γδs)∣∣∣ ≤ α}, s ∈ [0, Tγ/δ) . (3.10)
Note in particular the spectral gap λ when δ = 1 is changed into δλ: (3.8) becomes∣∣∣pδ,⊥t (Πδ(t, s)u)∣∣∣ ≤ e−λδ(t−s)pδ,⊥s (u). (3.11)
We now give a classical result of projection γ. For a similar result in a more general
situation, see for example [28].
Lemma 3.1. There exist α0 > 0 such that for all z in the α0-neighborhood of γ
δ, there
exists a unique θ =: projδ(z) ∈ Sδ such that z ∈ Eδθ(1). Moreover, for all z, h such that z
and z + h are in the α0-neighborhood of γ
δ, if θδ = projδ(z),
projδ(z + h) = θδ +
1
δ
pδ
θδ
(h)
1 + pδ
θδ
((
DFσ2
K
(γδ
θδ
) + 1δQ
δ(θδ)
)
(z − γδ
θδ
)
) + 1
δ
O(h2) , (3.12)
where the rest O(h2) is uniform in δ ≤ 1. In particular, under the previous hypotheses,
there exists a constant Cproj > 0, independent of δ, such that
dSδ
(
projδ(z + h),projδ(z)
)
≤ Cproj
δ
|h| . (3.13)
Proof. Assume first that the result holds in the case δ = 1. Then it is easy to see that the
unique candidate for the projection in the case δ > 0 is given by projδ(z) := proj
1(z)
δ ∈ Sδ.
In particular, one deduces (3.12) and (3.13) from the case δ = 1 and the change of variables
formulas in § 3.2. We now prove the result for δ = 1, which basically follows from the
Implicit Functions Theorem. Let
(z, θ) ∈ R2 × Sδ 7→ f(z, θ) := pθ (z − γθ) . (3.14)
Relying on the identities pθ(z − γθ) = p0(N(0, θ)(z − γθ)) and
d
dθ
N(0, θ) =
d
dθ
(N(θ, 0)−1) = −N(0, θ)
(
DFσ2
k
(γθ)N(θ, 0) +N(θ, 0)Q(0)
)
N(0, θ)
= −N(0, θ)
(
DFσ2
K
(γθ) +Q(θ)
)
, (3.15)
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we obtain
∂θf(z, θ) = −pθ
(
Fσ2
k
(γθ)
)
− pθ
((
DFσ2
K
(γθ) +Q(θ)
)
(z − γθ)
)
= −1− pθ
((
DFσ2
K
(γθ) +Q(θ)
)
(z − γθ)
)
. (3.16)
Taking z0 = γθ + αeθ with α small enough, we have f(z0, γθ) = 0 and ∂θf(z0, γθ) 6= 0, so
that the existence, local uniqueness and smoothness of the projection proj(z) in a tubular
neighborhood of γ follows from the Implicit functions Theorem and the compactness of
γ. Moreover, denoting θ = proj(z) and θh = proj(z + h)− proj(z), we have θh = O(h) by
smoothness of the projection, and
pθ+θh(z + h− γθ+θh) = 0
= pθ(z + h− γθ)− θhpθ(γ˙θ)− θhpθ
((
DFσ2
K
(γθ) +Q(θ)
)
(z − γθ)
)
+O(h2)
= pθ(h)− θh
(
1 + pθ
((
DFσ2
K
(γθ) +Q(θ)
)
(z − γθ)
))
+O(h2), (3.17)
which implies (3.12). 
In the following γ = γδ stands for the limit cycle for δ > 0. We will denote
distδΠ(z, γ) :=
∣∣∣pδ,⊥proj(z) (z − γproj(z))∣∣∣ . (3.18)
Now a variation of constants (see [30], page 84) shows that the solution to
z˙t = δDFσ2
K
(γθ0+t)zt + g(t), (3.19)
for a smooth mapping g(t), satisfies
zt = Π
δ(θ0 + t, θ0)zt +
∫ t
0
Πδ(θ0 + t, θ0 + s)g(s) ds. (3.20)
So, since
m˙t − γ˙θ0+t = δ
∫
R2
F (z +mt) dµ˜t(z)− δ
∫
R2
F (z + γθ0+t)q0(z) dz, (3.21)
we have
mt − γθ0+t = Πδ(θ0 + t, θ0)(m0 − γ0) + δ
∫ t
0
Πδ(θ0 + t, θ0 + s)g(s), (3.22)
with
g(s) = Fσ2
K
(ms)− Fσ2
K
(γθ0+s)−DFσ2
K
(γθ0+s)(ms − γθ0+s)
+
∫
R2
F (z +ms) dµ˜s(z)−
∫
R2
F (z +ms)q0(z) dz. (3.23)
For an initial condition µ0 of (1.5) with m0 =
∫
R2 z dµ0(z) ∈ Eδθ(1), we define Tr,θ(µ0)
the return time
Tr,θ(µ0) = inf{t > 0 : mt ∈ Eδθ(1)}. (3.24)
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Lemma 3.2. There exist positive constants κ2 and δ2 such that for any µ0 satisfying
the hypotheses of Lemma 2.1 and Lemma 2.4, the following is true: if δ ≤ δ2 and
distδΠ(m0, γ) ≤ κ2δ, then
sup
t≥0
distδΠ(mt, γ) ≤ κ2δ. (3.25)
In particular Te(R0) =∞.
Proof. First remark that, by regularity of F and compactness of the limit cycle γ, there
exists positive constants C1 and αF such that for all s ∈ [0, Tγ/δ] and m such that
|m− γs| ≤ αF , we have∣∣∣∣Fσ2
K
(m)− Fσ2
K
(γs)−DFσ2
K
(γs)(m− γs)
∣∣∣∣ ≤ C1|m− γs|2. (3.26)
Consider a κ2 > 0 and suppose that δ is small enough such that (1 + CΠ)κ2δ < αF .
Suppose then that m0 ∈ Eδθ0(κ2δ) for θ0 = proj(m0) ∈ Sδ and consider the time
t1 := inf{t ≥ 0 : |mt − γθ0+t| ≥ (1 + CΠ)κ2δ}. (3.27)
Since γ is strictly included in B(0, R0), for δ taken small enough we have t1 ≤ Te(R0). For
t ≤ t1 we obtain
|mt − γθ0+t| ≤ CΠ|m0 − γθ0 |+ CΠδ
∫ t
0
|g(s)| ds, (3.28)
and
|g(s)| ≤ C1|ms − γθ0+s|2 +
∣∣∣∣∫
R2
F (z +ms) dµ˜s(z)−
∫
R2
F (z +ms)q0(z) dz
∣∣∣∣ . (3.29)
Now, recalling the notations used in the proof of Lemma 2.4, we have∣∣∣∣∫
R2
F (z +ms) dµ˜s(z)−
∫
R2
F (z +ms)q0(z) dz
∣∣∣∣2
=
(
E
[
Xs − X
3
s
3
− Ys
]
−E
[
Zxs + xs −
(Zxs + xs)
3
3
− Zys − ys
])2
+ (E [Xs + a− bYs]−E [Zxs + xs + a− Zys − ys])2 , (3.30)
where {(Xt, Yt) , (Zxt , Zyt )} is the ε-coupling introduced in Lemma 2.4. First, note that,
by (2.27), we have for t ≤ t1 ≤ Te(R0), E[Xt − xt − Zxt ]2 ≤ E
[∣∣∣X˜t − Zxt ∣∣∣2] ≤ κ21δ2 + ε.
Moreover, using Lemma 2.1 and Lemma 2.4,
E[X3t − (Zxt + xt)3] = E
[
X˜3t − (Zxt )3
]
+ 3xtE
[
X˜2t − (Zxt )2
]
,
≤ CR0,σ2/KE
[∣∣∣X˜t − Zxt ∣∣∣2] 12 ≤ C2 (δ2 + ε) 12 ,
for some constant C2 > 0, independent of ε. This altogether implies that, for some
constant C3 > 0,
|g(s)| ≤ C1|ms − γθ0+s|2 + C3
(
δ2 + ε
) 1
2 . (3.31)
Taking ε↘ 0 (g(s) does not depend on ε), one obtains
|g(s)| ≤ C1|ms − γθ0+s|2 + C3δ. (3.32)
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We deduce that, for t ≤ t1, since m0 − γθ0 = p⊥θ0(m0 − γθ0),
|mt − γθ0+t| ≤ CΠκ2δ
(
1 + δt
(
C1(1 + CΠ)
2κ2δ +
C3
κ2
))
, (3.33)
and thus, choosing κ2 ≥ 4C3CΠTγ and δ ≤ 14TγC1κ2CΠ(1+CΠ)2 we obtain that
t1 ≥ 2Tγ
δ
. (3.34)
Note that choosing also δ ≤ α0(1+CΠ)κ2 , (recall the definition of α0 in Lemma 3.1) ensures
that mt stays in the α0-neighborhood of the limit cycle γ. In particular, the projection
θt = θ
δ
t = proj
δ(mt) (3.35)
is well-defined for all t ∈ [0, 2Tγδ ).
Let us now prove that θ˙δt = 1 + O(δ) for t ≤ t1, which implies in particular that
Tr,θ(µ0) ∈
[
Tγ
δ − c1, Tγδ + c1
]
for some c1 > 0 that does not depend on δ (but may depend
on κ2). Now, recalling Lemma 3.1, for s ≤ t1 we have θ˙s = 1δpθs(m˙s) +O(δ), with
pθs(m˙s) = δ + pθs(m˙s)− pθs
(
δFσ2
K
(γθs)
)
, (3.36)
and
1
δ
(
m˙s − δFσ2
K
(γθs)
)
= Fσ2
K
(γθ0+s)− Fσ2
K
(γθs) + Fσ2
K
(ms)− Fσ2
K
(γθ+s)
+
∫
R2
F (z +ms) dµ˜s(z)−
∫
R2
F (z +ms)q0(z) dz
= Fσ2
K
(γθ0+s)− Fσ2
K
(γθs) +O(δ), (3.37)
where we have used the fact that t ≤ t1 and Fσ2
K
is smooth, and similar arguments as
above to tackle the difference of integral terms. Moreover, by (3.13) and the definition of
γ = γδ, |γθ0+s − γθs | = |γ1δ(θ0+s) − γ1δθs | = |γ1proj1(γθ0+s) − γ
1
proj1(ms)
| ≤ Cproj,γ |ms − γθ0+s|
for some constant Cproj,γ . By (3.34), this last quantity is of order O(κ2δ), uniformly in
s ∈ [0, 2Tγδ ). We obtain pθs(m˙s) = δ +O(δ2), and thus θ˙s = 1 +O(δ).
It remains now to prove that |mt − γproj(mt)| ≤ κ2δ for all t ≤ Tr,θ(µ0), taking a larger
value for κ2 if needed. But we have on one hand, recalling (3.11), (3.22) and the estimates
made above,∣∣∣p⊥θ0+t (mt − γθ0+t)∣∣∣ ≤ κ2δ(e−λδt + CΠδt(C1(1 + CΠ)2κ2δ + C3κ2
))
. (3.38)
Now, remarking that, for η = 1−e
−2λTγ
2Tγ
, e−λu + ηu ≤ 1 for u ∈ [0, 2Tγ ], we have∣∣∣p⊥θ0+t (mt − γθ0+t)∣∣∣ ≤ (1− η2δt)κ2δ, (3.39)
if we take κ2 ≥ 4C3CΠη and δ ≤ η4C1CΠ(1+CΠ)2κ2 .
On the other hand, using the fact that p⊥θt(γ˙θt) = 0, that for all w∣∣∣(pδ,⊥θt − pδ,⊥θ0+t) (w)∣∣∣ = ∣∣∣(p1,⊥δθt − p1,⊥δθ0+δt) (w)∣∣∣ ≤ δCproj,γ |w| |θ0 + t− θt| ,
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and the fact that |mt − γθ0+t| ≤ (1 + CΠ)κ2δ, we have∣∣∣p⊥θt(mt − γθt)− p⊥θ0+t(mt − γθ0+t)∣∣∣ ≤ ∣∣∣p⊥θt(γθ0+t − γθt)∣∣∣+ ∣∣∣(p⊥θt − p⊥θ0+t) (mt − γθ0+t)∣∣∣
≤ Cproj,γδ2
(|θ0 + t− θt|2 + κ2|θ0 + t− θt|) . (3.40)
If vt := θt − (θ0 + t) we have, using (3.12)
δv˙t − pθt(m˙t) + δ = pθt(m˙t)
 1
1 + pθt
((
DFσ2
K
(γθt) +
1
δQ
δ(θt)
)
(mt − γθt)
) − 1

(3.41)
The term within the brackets is controlled by C |mt − γθt |, for some universal constant
C > 0. By the regularity of t 7→ γδt = γ1tδ and the Lipchitz-continuity of proj(·) (recall
(3.13)), there is a constant Cγ,proj > 0
|γθ0+t − γθt | =
∣∣∣γproj(γθ0+t) − γproj(mt)∣∣∣ ≤ Cγ,proj |γθ0+t −mt| .
Hence, |mt − γθt | ≤ |mt − γθ0+t| + |γθ0+t − γθt | ≤ C ′γ,proj |mt − γθ0+t|. Putting things
together with |mt − γθ0+t| ≤ (1 + CΠ)κ2δ (recall (3.34)), we obtain finally that
|δv˙t − pθt(m˙t) + δ| ≤ Cproj,γκ2δ|pθt(m˙t)|. (3.42)
So recalling that pθt(m˙t) = δ + O(κ2δ
2), we have v˙t = O(κ2δ), and thus vt = tO(κ2δ),
since v0 = 0. This means that for t ∈
[
0,
2Tγ
δ
]
and some positive constant C4,∣∣∣p⊥θt(mt − γθt)− p⊥θ0+t(mt − γθ0+t)∣∣∣ ≤ C4κ22δ3t. (3.43)
Finally, we obtain, combining (3.39) and (3.43),
distΠ(mt, γ) ≤
(
1− η
2
δt+ C4κ2δ
2t
)
κ2δ, (3.44)
which implies that |mt − γproj(mt)| ≤ κ2δ for all t ≤ Tr,θ(µ0), taking δ ≤ η2C4κ2 . This
completes the proof, since µTr,θ(µ0) satisfies then the same hypotheses as µ0 (recall Lemma
2.1, Lemma 2.4 and the fact that Tr,θ(µ0) ≤ Te(R0)), the result for all t is obtained by
recursion. 
For two solutions (X1,t, Y1,t), (X2,t, Y2,t) of (1.1) with initial conditions (X1,0, Y1,0) and
(X2,0, Y2,0), with respective distributions µ1,t and µ2,t and expectations m1,t = (x1,t, y1,t)
and m2,t = (x2,t, y2,t), we will use the notations
∆Xt = X1,t−X2,t, ∆Yt = Y1,t− Y2,t, ∆X˜t = X˜1,t− X˜2,t, ∆Y˜t = Y˜1,t− Y˜2,t,
∆mt = m1,t −m2,t, ∆θt = θ1,t − θ2,t = proj(m1,t)− proj(m2,t). (3.45)
We choose T such that
e−λT ≤ 1
4
, e−
b
c
T ≤ 1
16
. (3.46)
Lemma 3.3. There exist δ3 > 0 and κ3 ≥ 1 such that for all δ ≤ δ3, the following is true:
if for i = 1, 2,
∫
x6dµi,0 ≤ κx0 ,
∫
y6dµi,0 ≤ κy0 (recall Lemma 2.1), W (µ˜i,0, q0) ≤ κ1δ and
distΠ(mi,0, γ) ≤ κ2δ, then for all t ∈
[
0, 2Tδ
]
we have
W (µ1,t, µ2,t) ≤ κ3W (µ1,0, µ2,0) . (3.47)
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Moreover, under the same assumptions, there exist positive constants κ4, κ5, κ6 such that
for any coupling {(X1,0, Y1,0), (X2,0, Y2,0)} ∼ pi0 ∈ C(µ1,0, µ2,0) of the initial condition, the
solutions (X1,t, Y1,t), (X2,t, Y2,t) of (1.1) driven by the same Brownian motion satisfy(
E
[(
∆X˜t
)2]) 12 ≤ e−(K−κ4δ)t(E [(∆X˜0)2]) 12 + κ5δ1−βΛ(pi0) , (3.48)
and(
E
[
(∆Y˜t)
2
]) 1
2 ≤ e− bδc t
((
E
[
(∆Y˜0)
2
]) 1
2
+ κ6δ
(
E
[
(∆X˜0)
2
]) 1
2
)
+
κ5
b
δ1−βΛ(pi0).
(3.49)
Proof. Fix an arbitrary coupling {(X1,0, Y1,0), (X2,0, Y2,0)} with law pi0 ∈ C(µ1,0, µ2,0) and
consider the solutions (Xi,t, Yi,t), i = 1, 2 to (1.1) with initial condition (Xi,0, Yi,0), i = 1, 2
driven by the same Brownian motion. The law pit of {(X1,t, Y1,t), (X2,t, Y2,t)} belongs to
C(µ1,t, µ2,t).
Step 1: control on ∆mt. This part is based on the a priori control obtained in
Lemmas 2.1, 2.4 and 3.2. We have
∆m˙t = δ
∫
R2
F (z +m1,t) dµ˜1,t(z)− δ
∫
R2
F (z +m2,t) dµ˜2,t(z)
= δDFσ2
K
(γθ2,0+t)∆mt + δh(t), (3.50)
where
h(t) :=
(
DFσ2
K
(m2,t)−DFσ2
K
(γθ2,0+t)
)
∆mt
+
∫
R2
DF (z +m2,t)∆mt dµ˜1,t(z)−
∫
R2
DF (z +m2,t)∆mtq0(z) dz
+
∫
R2
(
F (z +m1,t)− F (z +m2,t)−DF (z +m2,t)∆mt
)
dµ˜1,t(z)
+
∫
R2
F (z +m2,t) dµ˜1,t(z)−
∫
R2
F (z +m2,t) dµ˜2,t(z),
=: h1(t) + . . .+ h4(t). (3.51)
One obtains from (3.20) that
∆mt = Π
δ(θ2,0 + t, θ2,0)∆m0 + δ
∫ t
0
Πδ(θ2,0 + t, θ2,0 + s)h(s) ds. (3.52)
Since m2,0 ∈ Eδ0(κ2δ) by assumption, adapting the proof of Lemma 3.2, we can find
a constant C(T ) such that
∣∣m2,t − γθ2,0+t∣∣ ≤ C(T )δ, and ∣∣m2,t + γθ2,0+t∣∣ ≤ 2R0 for
all t ≤ 2Tδ . Hence, we deduce that
|h1(t)| ≤
∣∣∣∣DFσ2
K
(m2,t)−DFσ2
K
(γθ2,0+t)
∣∣∣∣ |∆mt| = ∣∣∣∣(x2,t)2 − (γxθ2,0+t)2∣∣∣∣ |∆mt|
≤ 4C(T )R0δ |∆mt| =: c1δ |∆mt| .
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Moreover, using the notations of Lemma 2.4,
|h2(t)| ≤
∣∣∣∣∫
R2
DF (z +m2,t) dµ˜1,t(z)−
∫
R2
DF (z +m2,t)q0(z) dz
∣∣∣∣ |∆mt|
=
∣∣∣∣∫
R2
(x+ x2,t)
2 dµ˜1,t(x, y)−
∫
R2
(x+ x2,t)
2q0(x, y) dxdy
∣∣∣∣ |∆mt|
=
∣∣∣∣E [(X˜1,t)2 − (Zxt )2]∣∣∣∣ |∆mt|
≤
(
E
[
(X1,t)
2
] 1
2
+ |x1,t|+ E
[
(Zxt )
2
] 1
2
)
E
[∣∣∣X˜1,t − Zxt ∣∣∣2] 12 |∆mt|
≤
(
(κx0)
1
6 +R0 +
σ
K
1
2
)
κ1δ |∆mt|
=: c2δ |∆mt| .
Concerning h3, a Taylor expansion shows that there a numerical constant C such
that |h3(t)| ≤ C (|x1,t|+ |x2,t|) |∆mt|2 ≤ c3δ |∆mt|, for some constant c3. It re-
mains to treat the last term h4:
|h4(t)|2 =
∣∣∣∣∣∣∣E
∆X˜t −

(
X˜1,t + x2,t
)3
3
−
(
X˜2,t + x2,t
)3
3
−∆Y˜t

∣∣∣∣∣∣∣
2
+
∣∣∣∣1cE [∆X˜t − b∆Y˜t]
∣∣∣∣2 , (3.53)
and relying on Lemma 2.1, Lemma 2.4 and the identity
(x1 + n)
3 − (x2 + n)3 = (x1 − x2)
(
(x1 + n)
2 + (x1 + n)(x2 + n) + (x2 + n)
2
)
, (3.54)
we obtain that
|h4(t)| ≤ c4
((
E
[(
∆X˜t
)2]) 12
+ b
(
E
[(
∆Y˜t
)2]) 12)
, (3.55)
for some constant c4 > 0. Putting everything together, we obtain, for t ≤ 2Tδ ,
|∆mt| ≤ CΠ
(
|∆m0|+ c4δ
∫ t
0
((
E
[(
∆X˜s
)2]) 12
+ b
(
E
[(
∆Y˜s
)2]) 12)
ds
)
+ CΠ(c1 + c2 + c3)δ
2
∫ t
0
|∆ms| ds . (3.56)
With these notations at hand, for the rest of the proof, we define
κ3 := CΠ(1 + 4c4T )e
2CΠ(c1+c2+c3)T + 1 (3.57)
The reason for this particular choice of κ3 will become clear at Step 4 below. For
this choice of κ3, define (recall the definition of d (·, ·) in (2.16))
t2 := t2(κ3, δ) := inf {t ≥ 0 : Λ(pit) > κ3 Λ(pi0)} . (3.58)
Note that t2 depends on κ3 and δ but also on the choice of the particular coupling
pi0 of the initial condition. For the rest of the proof, we use the shortcut :
Λt := Λ(pit) . (3.59)
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Step 2: control on ∆X˜t. We have
1
2
d
(
∆X˜t
)2
= −K
(
∆X˜t
)2
dt
+
(
∆X˜t
)(
−∆x˙t + δ
(
∆Xt − (X1,t)
3 − (X2,t)3
3
−∆Yt
))
dt, (3.60)
so that
1
2
d
dt
E
[(
∆X˜t
)2] ≤ −(K − δ)E [(∆X˜t)2]
+
(
E
[(
∆X˜t
)2]) 12 ( |∆x˙t|+ δ |∆xt|+ δ |∆yt|+ δ(E [(∆Y˜t)2]) 12 )
− δ
3
E
[
∆X˜t
((
X˜1,t + x1,t
)3 − (X˜2,t + x2,t)3)] . (3.61)
Now, remarking that, for x1, x2, n1, n2 ∈ R and ∆x := x1 − x2, ∆n := n1 − n2,
−∆x ((x1 + n1)3 − (x2 + n2)3)
= −∆x (x31 − x32 + 3(x21n1 − x22n2) + 3(x1n21 − x2n22) + n31 − n32)
= − (∆x)2 (x21 + x1x2 + x22 + 3n1(x1 + x2) + 3n21)
−∆x∆n (3x22 + 3x2 + n21 + n1n2 + n22)
≤ 12n21 (∆x)2 −∆x∆n (3x22 + 3x2 + n21 + n1n2 + n22), (3.62)
we get, recalling Lemma 2.1, for a positive constant C1,
E
[
∆X˜t
((
X˜1,t + x1,t
)3 − (X˜2,t + x2,t)3)]
≤ C1
(
E
[(
∆X˜t
)2]
+ |∆xt|
(
E
[(
∆X˜t
)2]) 12)
. (3.63)
Proceeding similarly, we obtain, for some constant C2,
1
δ
|∆x˙t| =
∣∣∣∣∣E
[
∆Xt − (X1,t)
3 − (X2,t)3
3
−∆Yt
]∣∣∣∣∣
≤ C2
((
E
[(
∆X˜t
)2]) 12
+
(
E
[(
∆Y˜t
)2]) 12
+ |∆mt|
)
. (3.64)
Gathering all these estimates, we get, for positive constants κ4 and C3, for t ≤ t2,
1
2
d
dt
E
[(
∆X˜t
)2] ≤ −(K − κ4δ)E [(∆X˜t)2]
+ C3δ
(
E
[(
∆X˜t
)2]) 12 ((
E
[(
∆Y˜t
)2]) 12
+ |∆mt|
)
≤ −(K − κ4δ)E
[(
∆X˜t
)2]
+ C3κ3δ
(
b−1 + δ−β
)
Λ0
(
E
[(
∆X˜t
)2]) 12
,
(3.65)
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where we recall the definition of Λt in (3.59) and the definition of t2 in (3.58). By
Lemma A.1, this implies that for all t ≤ t2,(
E
[(
∆X˜t
)2]) 12 ≤ max{(E [(∆X˜0)2]) 12 , C3κ3(b−1 + δ−β)
K − κ4δ δΛ0
}
. (3.66)
So taking δ small enough (depending on κ3), we deduce in particular that, since
β ∈ (0, 1) by hypothesis, for t ≤ t2
E
[(
∆X˜t
)2] 12 ≤ Λ0. (3.67)
Step 3: control on ∆Y˜t. A simple calculation leads to
c
2δ
d
(
∆Y˜t
)2
=
(
∆X˜t ∆Y˜t − b
(
∆Y˜t
)2)
dt, (3.68)
so that, for t ≤ t2, using (3.67),
c
2δ
d
dt
E
[(
∆Y˜t
)2] ≤ −bE [(∆Y˜t)2]+ Λ0(E [(∆Y˜t)2]) 12 , (3.69)
which implies in particular, by Lemma A.1, that for all t ≤ t2,(
E
[
(∆Y˜t)
2
]) 1
2 ≤ max
{(
E
[(
∆Y˜0
)2]) 12
,
Λ0
b
}
≤ Λ0
b
. (3.70)
Step 4: proof of (3.47). Let us first prove that, for the choice of κ3 in (3.57), we
have, for δ ≤ δ3 for some δ3 sufficiently small
t2(κ3, δ) ≥ 2T
δ
. (3.71)
Suppose that δ3 is chosen sufficiently small so that (3.67) is true and such that
δ3 ≤ 1. Suppose that (3.71) does not hold for some δ ≤ δ3: t2 < 2Tδ . For this δ, for
t ≤ t2 < 2Tδ , incorporating (3.67) and (3.70) into (3.56) and applying Gro¨nwall’s
Lemma gives, for t ≤ t2 < 2Tγδ ,
δβ |∆mt| ≤ CΠ
(
δβ |∆m0|+ 2c4δ1+βtΛ0
)
eCΠ(c1+c2+c3)δ
2t ,
≤ Λ0CΠ (1 + 4c4T ) e2CΠ(c1+c2+c3)T = (κ3 − 1) Λ0, (3.72)
where we have used δ3 ≤ 1. Collecting (3.67), (3.70) and (3.72), we obtain that
for all t ≤ t2, Λt < κ3Λ0. By continuity, there exists some  > 0 such that
Λt < κ3Λ0 for t ∈ [t2, t2 + ), which contradicts the definition of t2. Hence, (3.71)
follows. In particular, since W is an infimum over all possible coupling, for t ≤ 2Tδ ,
W (µ1,t, µ2,t) ≤ κ3Λ0 = κ3Λ(pi0). Since this is true for all possible coupling of the
initial condition, (3.47) follows.
Step 5: Let us now prove (3.48): from (3.65) and applying Lemma A.1, we deduce
that, for all t ≤ 2Tδ ,(
E
[(
∆X˜t
)2]) 12 ≤ e−(K−κ4δ)t(E [(∆X˜0)2]) 12 + C3κ3 (b−1 + δ−β)
K − κ4δ δΛ0, (3.73)
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which implies (3.48) with κ5 =
2C3κ3b(1+b)
K as soon as δ ≤ K2κ4 . Let us now turn to
the proof of (3.49): from (3.69), we have, for all t ≤ 2Tδ ,
c
2δ
d
dt
E
[(
∆Y˜t
)2] ≤ −bE [(∆Y˜t)2]
+
(
e−(K−κ4δ)t
(
E
[(
∆X˜0
)2]) 12
+ κ5δ
1−β Λ0
)(
E
[(
∆Y˜t
)2]) 12
, (3.74)
so that, by Lemma A.1 again implies(
E
[
(∆Y˜t)
2
]) 1
2 ≤ e− bδc t
((
E
[
(∆Y˜0)
2
]) 1
2
+
δ
cK − (cκ4 + b)δ
(
E
[
(∆X˜0)
2
]) 1
2
)
+ κ5δ
1−β Λ0
b
, (3.75)
which leads to (3.49) with κ6 =
2
cK , as soon as δ ≤ cK2(cκ4+b) .
This concludes the proof of Lemma 3.3. 
Lemma 3.4. There exists a δ4 > 0 and positive constants κ7, κ8, κ9 such that if δ ≤ δ4,
if the hypotheses of Lemma 3.3 are satisfied, and if moreover we have the initial bounds
W (µ˜1,0, µ˜2,0) ≤ κ7δ2|∆θ0| and
∣∣∣p⊥θ1,0(m1,0 − γθ1,0)− p⊥θ2,0(m2,0 − γθ2,0)∣∣∣ ≤ κ8δ 32 |∆θ0|, then
for all t ∈ [0, 2Tδ ] we have
||∆θt| − |∆θ0|| ≤ κ9δ 12 |∆θ0|, (3.76)
and for all t ∈ [Tδ , 2Tδ ] we have
W (µ˜1,t, µ˜2,t) ≤ κ7δ2|∆θt|, (3.77)
and ∣∣∣p⊥θ1,t(m1,t − γθ1,t)− p⊥θ2,t(m2,t − γθ2,t)∣∣∣ ≤ κ8δ 32 |∆θt|. (3.78)
Proof. Define κ7 = 16κ5 |γ˙|, fix a κ8 > 0 whose value will be chosen later, and suppose
that W (µ˜1,0, µ˜2,0) ≤ κ7δ2|∆θ0| and
∣∣∣p⊥θ1,0(m1,0 − γθ1,0)− p⊥θ2,0(m2,0 − γθ2,0)∣∣∣ ≤ κ8δ 32 |∆θ0|.
In what follows, we also fix some ε > 0 and consider some coupling {(X1,0, Y1,0) , (X2,0, Y2,0)} ∼
pi0 ∈ C(µ0,1, µ2,0) of the initial condition such that
Λ(pi0) < W (µ1,0, µ2,0) + ε. (3.79)
Remark first that, since m1,0 − m2,0 = m1,0 − γθ1,0 + γθ1,0 − γθ2,0 + γθ2,0 − m2,0 and
mi,0 − γθi,0 = p⊥θi,0(mi,0 − γθi,0)eθi,0 for i = 1, 2, we have
|∆m0| ≤
∣∣γθ1,0 − γθ2,0∣∣+ ∣∣∣(p⊥θ1,0(m1,0 − γθ1,0)− p⊥θ2,0(m2,0 − γθ2,0)) eθ2,0∣∣∣
+
∣∣∣p⊥θ1,0(m1,0 − γθ1,0)(eθ1,0 − eθ2,0)∣∣∣ , (3.80)
so that
|∆m0| ≤
(
|γ˙|∞ + CΠ
(
κ8δ
1
2 + CΠκ2δ)
))
δ|∆θ0| ≤ 2δ|γ˙||∆θ0|, (3.81)
for δ small enough (depending on κ8). By definition of κ7, this means in particular that
W (µ1,0, µ2,0) = max
(
δβ |∆m0| ,W (µ˜1,0, µ˜2,0)
)
≤ 2|γ˙|δ1+β|∆θ0|, (3.82)
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provided that δ ≤
(
2|γ˙|
κ7
) 1
1−β
. Now remark that
||∆θt| − |∆θ0|| ≤ |θ1,t − (θ1,0 + t)|+ |θ2,t − (θ2,0 + t)| , (3.83)
and relying on similar arguments as in Lemma 3.2, we have |θi,t − (θi,0 + t)| ≤ C4δt,
for t ∈ [0, 2Tδ ], i = 1, 2, and some positive constant C4. So, for |∆θ0| ≥ δ− 12 , we have
||∆θt| − |∆θ0|| ≤ 2C4Tδ 12 |∆θ0|. Suppose now that |∆θ0| ≤ δ− 12 . From Lemma 3.1 and
Lemma 3.2 we deduce that
∆θt =
1
δ
(
pθ2,t(∆mt) +O(δ|∆mt|+ |∆mt|2)
)
=
1
δ
(
pθ2,0+t(∆mt) +O(δ|∆mt|+ |∆mt|2)
)
.
(3.84)
The first point is to be able to replace the term pθ2,0+t(∆mt) by pθ2,0(∆m0), namely to
prove that there exists some constant C ′5, independent of ε such that for all t ∈
[
0, 2Tδ
]∣∣pθ2,0+t(∆mt)−pθ2,0(∆m0)∣∣ ≤ C ′5 (δ2|∆θ0|+ ε) . (3.85)
Indeed, noting first that pθ2,0+t(Π
δ(θ2,0 +t, θ2,0)∆m0) = pθ2,0(∆m0), we obtain from (3.56)
and (3.47) that for t ∈ [0, 2Tδ ]∣∣pθ2,0+t(∆mt)− pθ2,0(∆m0)∣∣ = ∣∣pθ2,0+t(∆mt)− pθ2,0+t(Πδ(θ2,0 + t, θ2,0)∆m0)∣∣
≤ CΠ(c1 + c2 + c3)κ3δ2−βtW (µ1,0, µ2,0)
+ CΠδ
∫ t
0
c4
((
E
[(
∆X˜s
)2]) 12
+ b
(
E
[(
∆Y˜s
)2]) 12)
ds .
(3.86)
By definition of the coupling pi0 in (3.79) and the assumption W (µ˜1,0, µ˜2,0) ≤ κ7δ2|∆θ0|,
we have
(
E
[(
∆X˜0
)2]) 12 ≤ κ7δ2|∆θ0|+ε and b(E [(∆Y˜0)2]) 12 ≤ κ7δ2|∆θ0|+ε. Hence,
using (3.48), (3.49), the integral term in (3.86) can be bounded above by
C5δt
(
δ2|∆θ0|+ ε
)
for some constant C5 > 0, independent of ε. Thus, (3.85) is a direct consequence of (3.82).
Secondly, remark that
∆θ0 =
1
δ
(
pθ2,0(∆m0) +O(δ|∆m0|+ |∆m0|2)
)
, (3.87)
and that (3.72) implies that |∆mt| ≤ C6|∆m0| for some constant C6. Gathering these
estimates, (3.84) and (3.85), we obtain (recall that |∆m0| ≤ 2δ|γ˙||∆θ0| and |∆θ0| ≤ δ− 12 ):
∆θt −∆θ0 = O
(
δ
1
2 |∆θ0|+ ε
δ
)
. (3.88)
Since obviously neither ∆θt nor ∆θ0 depend on ε, one can make ε ↘ 0 in the previous
estimate and obtain (3.76) with a κ9 that does not depend on κ8, for δ small enough
(depending on κ8).
It remains to prove (3.77) and (3.78). Using (3.79), (3.82) and the assumption on the
initial condition X0 into (3.48), we obtain(
E
[(
∆X˜t
)2]) 12 ≤ (e−(K−κ4δ)tκ7 + 2κ5|γ˙|) δ2|∆θ0|+ ε(e−(K−κ4δ)t + κ5δ1−β) .
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Using (3.76), we have
|∆θ0| ≤ |∆θt|
1− κ9δ
1−β
2
(3.89)
which gives(
E
[(
∆X˜t
)2]) 12 ≤ (e−(K−κ4δ)t + 2κ5
κ7
|γ˙|
)
κ7δ
2 |∆θt|
1− κ9δ
1−β
2
+ ε
(
e−(K−κ4δ)t + κ5δ1−β
)
.
(3.90)
Choosing δ ≤ 12κ9 , we have(
E
[(
∆X˜t
)2]) 12 ≤ (e−(K−κ4δ)t + 2κ5|γ˙|
κ7
)
2κ7δ
2 |∆θt|+ ε
(
e−(K−κ4δ)t + κ5δ1−β
)
.
(3.91)
Recalling that κ7 = 16κ5 |γ˙| and choosing δ ≤ K2κ4 and δ ≤ KT6 ln 2 (so that e−
K
2
T
2 ≤ 18), we
obtain for t ∈ [Tδ , 2Tδ ],(
E
[(
∆X˜t
)2]) 12 ≤ κ7
2
δ2 |∆θt|+ ε
(
e−(K−κ4δ)t + κ5δ1−β
)
. (3.92)
Concerning (3.49), by similar arguments, we have
b
(
E
[
(∆Y˜t)
2
]) 1
2 ≤
[
e−
bδ
c
t (1 + bκ6δ) +
2κ5 |γ˙|
κ7
]
2κ7δ
2|∆θt|
+ ε
(
κ5δ
1−β + e−
bδ
c
t (1 + bκ6δ)
)
, (3.93)
which gives, by definition of κ7 and T (recall (3.46)) and choosing δ ≤ 1bκ6 , for t ∈
[
T
δ ,
2T
δ
]
:
b
(
E
[
(∆Y˜t)
2
]) 1
2 ≤ κ7
2
δ2|∆θt|+ ε
(
κ5δ
1−β + e−
bδ
c
t (1 + bκ6δ)
)
. (3.94)
Similar estimates are a fortiori valid for the infimum W (µ˜1,t, µ˜2,t) and letting ε↘ 0, we
obtain the result (3.77).
Now, recalling Lemma 3.2,∣∣∣p⊥θ1,t(m1,t − γθ1,t)− p⊥θ2,t(m2,t − γθ2,t)∣∣∣ ≤ 2CΠκ2δ, (3.95)
so that (3.78) is directly valid for |∆θt| ≥ 2CΠκ2δ 32 . Suppose now that |∆θt| ≤ 2CΠκ2δ 32 .
Relying again on Lemma 3.2, and using the fact that p⊥θ2,t(γ˙θ2,t) = 0, we have for t ∈
[
0, 2Tδ
]
,
p⊥θ1,t(m1,t − γθ1,t)− p⊥θ2,t(m2,t − γθ2,t) = p⊥θ2,t(∆mt) + δ2O(|∆θt|) + δ2O(|∆θt|2), (3.96)
and since |θ2,t − (θ2,0 + t)| ≤ C4δt and
|∆mt| ≤ δ−βW (µ1,t, µ2,t) ≤ δ−βκ3W (µ1,0, µ2,0) ≤ 2δ|γ˙||∆θ0|, (3.97)
we obtain
p⊥θ1,t(m1,t − γθ1,t)− p⊥θ2,t(m2,t − γθ2,t) = p⊥θ2,0+t(∆mt) +O
(
δ
3
2 |∆θt|
)
. (3.98)
Similarly,
p⊥θ1,0(m1,0 − γθ1,0)− p⊥θ2,0(m2,0 − γθ2,0) = p⊥θ2,0(∆m0) +O
(
δ
3
2 |∆θt|
)
, (3.99)
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and using the decomposition (3.52) and relying on similar estimates as made above,
p⊥θ2,0+t(∆mt) = e
−λδtp⊥θ2,0(∆m0) +O
(
δ
3
2 |∆θt|
)
. (3.100)
So, using again (3.76), there exists a constant C7 that does not depend on κ8 such that∣∣∣p⊥θ1,t(m1,t − γθ1,t)− p⊥θ2,t(m2,t − γθ2,t)∣∣∣ ≤ (2e−λδt + C7κ8
)
κ8δ
3
2 |∆θt|, (3.101)
which implies (3.78), taking κ8 ≥ 2C7, and recalling (3.46). 
4. Fixed point
Recall the definitions of the constants κi, i = 0, . . . , 8 appearing in Section 2 and
Section 3. For δ ≤ δ4 (recall Lemma 3.4), consider the space F = F(δ) composed of the
functions f : Sδ → P2 that satisfy
(1)∫
R2
x6f(θ)(dz) ≤ κx0 and
∫
R2
y6f(θ)(dz) ≤ κy0, for all θ ∈ Sδ, (4.1)
(2)
W (f˜(θ), q0) ≤ κ1δ, for all θ ∈ Sδ, (4.2)
(3) ∫
R2
zf(θ)(dz) ∈ Eθ(κ2δ), for all θ ∈ Sδ, (4.3)
(4)
W (f˜(θ1), f˜(θ2)) ≤ κ7δ2|θ1 − θ2|, for all θ1, θ2 ∈ Sδ, (4.4)
(5)∣∣∣∣p⊥θ1 (∫
R2
zf(θ1)(dz)− γθ1
)
− p⊥θ2
(∫
R2
zf(θ2)(dz)− γθ2
)∣∣∣∣ ≤ κ8δ 32 |θ1 − θ2|,
for all θ1, θ2 ∈ Sδ. (4.5)
We define, for θ ∈ Sδ, the distance Wθ = Wθ(δ, b, β) on probability measures ν that satisfy∫
R2 zν(dz) ∈ Eθ(κ2δ) as follows:
Wθ(ν1, ν2) := max
{
δβ
∣∣∣∣p⊥θ (∫
R2
z dν1(z)−
∫
R2
z dν2(z)
)∣∣∣∣ ,W (ν˜1, ν˜2)
}
, (4.6)
where W is defined in (2.15). We consider the distance distF on F defined as
distF (f1, f2) = sup
θ∈Sδ
Wθ(f1(θ), f2(θ)). (4.7)
Remark that, on F , 1CΠW ≤ Wθ ≤ CΠW and this distance is thus equivalent to the
distance supθ∈Sδ W2(f1(θ), f2(θ)). F is then a closed subspace of C(Sδ,P2) (where P2 is
endowed with the standard Wasserstein-2 distance), and is thus complete when endowed
with distF .
For t ∈ [0, 2Tδ ] we consider the map gt,f : Sδ → Sδ as
gt,f (θ) = proj
(∫
R2
zµt(dz)
)
, (4.8)
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where µt is the solution of (1.5) with µ0 = f(θ). Lemma 3.4 shows that, for δ small
enough, gt,f is a bijection for any f ∈ F . We consider the map Φt : F → C(Sδ,P2) defined
as
Φt(θ) = µ t
δ
, (4.9)
where µ is the solution of (1.5) with µ0 = f
(
g−1t,f (θ)
)
.
Lemma 4.1. If δ ≤ δ4 and f ∈ F , then Φt(f) ∈ F for all t ∈ [T, 2T ].
Proof. This is a direct consequence of Lemma 2.1, Lemma 2.4, Lemma 3.2, Lemma 3.3
and Lemma 3.4. 
Lemma 4.2. There exist δ5 > 0 and κ10 > 0 such that if δ ≤ δ5 and f1, f2,∈ F , then for
all t ∈ [T, 2T ] we have
distF (Φt(f1),Φt(f2)) ≤
(
max
{
e−λt, e−
b
c
t
}
+ κ10
(
δβ + δ1−β
))
distF (f1, f2). (4.10)
Proof. Fix a t ∈ [T, 2T ]. For θ ∈ Sδ, consider solutions µi,s to (1.5) starting from µi,0 =
fi(θi,0) and such that θi, t
δ
= θ, i = 1, 2. Our aim is to bound Wθ
(
µ1, t
δ
, µ2, t
δ
)
. To do this
we consider also the solution µ3,s starting from f1(θ2,0). Remark first that
Wθ
(
µ˜1, t
δ
, µ˜2, t
δ
)
= W
(
µ˜1, t
δ
, µ˜2, t
δ
)
≤W
(
µ˜1, t
δ
, µ˜3, t
δ
)
+W
(
µ˜3, t
δ
, µ˜2, t
δ
)
. (4.11)
On one hand,
W
(
µ˜1, t
δ
, µ˜3, t
δ
)
= W
(
˜
Φt(f1)
(
θ1, t
δ
)
,
˜
Φt(f1)
(
θ3, t
δ
))
≤ κ7δ2
∣∣∣θ1, t
δ
− θ3, t
δ
∣∣∣ , (by Lemma 4.1)
= κ7δ
2
∣∣∣θ2, t
δ
− θ3, t
δ
∣∣∣
≤ Cprojκ7δ
∣∣∣m2, t
δ
−m3, t
δ
∣∣∣ , (using (3.13))
≤ Cprojκ7δ1−βW
(
µ2, t
δ
, µ3, t
δ
)
≤ Cprojκ3κ7δ1−βW (µ2,0, µ3,0) , (by Lemma 3.3)
≤ CΠCprojκ3κ7δ1−βWθ(f2(θ2,0), f1(θ2,0)) , (4.12)
while on the other hand, Lemma 3.3 implies that
W
(
µ˜3, t
δ
, µ˜2, t
δ
)
≤ max
(
e−(K−δκ4)
t
δ , e−
b
c
t(1 + bκ6δ)
)
W (µ˜3,0, µ˜2,0)
+ κ5δ
1−βW (µ3,0, µ2,0)
≤
(
e−
b
c
t + 2CΠκ5δ
1−β
)
Wθ(f1(θ2,0), f2(θ2,0)), (4.13)
where we have taken δ small enough. So, for δ small enough,
Wθ
(
µ˜1, t
δ
, µ˜2, t
δ
)
≤
(
e−
b
c
t +O
(
δ1−β
))
distF (f1, f2). (4.14)
PERIODICITY IN THE KINETIC MEAN-FIELD FITZHUGH-NAGUMO MODEL 27
Similarly, we have the decomposition, since θ1, t
δ
= θ2, t
δ
= θ,∣∣∣p⊥θ (m1, t
δ
−m2, t
δ
)∣∣∣ = ∣∣∣∣p⊥θ1, t
δ
(
m1, t
δ
− γθ
1, t
δ
)
− p⊥θ
2, t
δ
(
m2, t
δ
− γθ
2, t
δ
)∣∣∣∣
≤
∣∣∣∣p⊥θ1, t
δ
(
m1, t
δ
− γθ
1, t
δ
)
− p⊥θ
3, t
δ
(
m3, t
δ
− γθ
3, t
δ
)∣∣∣∣
+
∣∣∣∣p⊥θ3, t
δ
(
m3, t
δ
− γθ
3, t
δ
)
− p⊥θ
2, t
δ
(
m2, t
δ
− γθ
2, t
δ
)∣∣∣∣ . (4.15)
On one hand, using similar bounds as above, we get∣∣∣∣p⊥θ1, t
δ
(
m1, t
δ
− γθ
1, t
δ
)
−p⊥θ
3, t
δ
(
m3, t
δ
− γθ
3, t
δ
) ∣∣∣∣
≤ κ8δ 32
∣∣∣θ1, t
δ
− θ3, t
δ
∣∣∣
≤ CΠCprojκ3κ8δ 12−βWθ(f2(θ2,0), f1(θ2,0)). (4.16)
On the other hand, either
∣∣∣θ3, t
δ
− θ2, t
δ
∣∣∣ ≥ δ− 12 , and in this case relying on Lemma 2.4 we
have ∣∣∣∣p⊥θ3, t
δ
(
m3, t
δ
− γθ
3, t
δ
)
− p⊥θ
2, t
δ
(
m2, t
δ
− γθ
2, t
δ
) ∣∣∣∣
≤ 2κ2δ
≤ 2κ2δ 32
∣∣∣θ3, t
δ
− θ2, t
δ
∣∣∣
≤ 2CΠCprojκ2κ3δ 12−βWθ(f2(θ2,0), f1(θ2,0)), (4.17)
or
∣∣∣θ3, t
δ
− θ2, t
δ
∣∣∣ ≤ δ− 12 , and with similar arguments as used in the proofs of Lemma 3.3
and Lemma 3.4, we have∣∣∣∣p⊥θ3, t
δ
(
m3, t
δ
− γθ
3, t
δ
)
− p⊥θ
2, t
δ
(
m2, t
δ
− γθ
2, t
δ
) ∣∣∣∣
=
∣∣∣p⊥θ2,0+t (m3, tδ −m2, tδ)∣∣∣+O (δ ∣∣∣θ3, tδ − θ2, tδ ∣∣∣)+O
(∣∣∣θ3, t
δ
− θ2, t
δ
∣∣∣2)
=
∣∣∣p⊥θ2,0+t (m3, tδ −m2, tδ)∣∣∣+O (δ 12W (f2(θ2,0), f1(θ2,0))) . (4.18)
Relying on the decomposition (3.52) and its following estimates (considering some coupling
{(X3,0, Y3,0) , (X2,0, Y2,0)} ∼ pi0 ∈ C(µ3,0, µ2,0) of the initial condition such that Λ(pi0) <
W (µ3,0, µ2,0) + ε),∣∣∣∣p⊥θ2,0+t (m3, tδ −m2, tδ)
∣∣∣∣
≤ e−λt
∣∣∣∣p⊥θ2,0(m3,0 −m2,0)∣∣∣∣+ CΠ(c1 + c2 + c3)κ3tδ1−βW (f1(θ2,0), f2(θ2,0))
+ CΠc4δ
∫ t
δ
0
(
E
[(
X˜3,s − X˜2,s
)2] 12
+ bE
[(
Y˜3,s − Y˜2,s
)2] 12)
ds
≤
(
δ−βe−λt + C
(
1 + δ1−β
)
(1 + ε)
)
Wθ(f1(θ2,0), f2(θ2,0)), (4.19)
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for some positive constant C, where we have relied on Lemma 3.3 to deal with the integral
term. Making ε going to 0 and gathering these estimates we get for δ small enough:
δβ
∣∣∣p⊥θ (m1, t
δ
−m2, t
δ
)∣∣∣ ≤ (e−λt +O (δ 12 + δβ))distF (f1, f2), (4.20)
which concludes the proof. 
We now have all the ingredients needed to prove Theorem 1.4.
Proof of Theorem 1.4. By Lemma 4.1 we have ΦT (F) ⊂ F . Moreover, recalling (3.46),
Lemma 4.2 implies that ΦT admits a unique fixed-point f0 in F . The point is now to show
that Φt(f0) = f0 for all t ≥ 0. It is clear that ΦkT (f0) = f0 for all k ∈ N, by the semi-
group property, and it remains then to prove that Φt(f0) = f0 for t ∈ (0, T ). But, fixing
t ∈ (0, T ), Φt(f0) ∈ F by Lemma 4.1 and we have Φt(f0) = Φt(ΦT (f0)) = ΦT (Φt(f0)), so
that Φt(f0) = f0 by uniqueness of the fixed-point of ΦT on F .
This proves that Cδ = {f0(θ) : θ ∈ Sδ} is a one-dimensional invariant manifold for
(1.5), and the estimates made in the proof of Lemma 2.4, showing that if µ0 = f0(θ0)
then θt = 1 + O(δ), imply that Cδ defines in fact a periodic solution for (1.5). Moreover
from(4.2) and (4.3) we deduce that for all θ ∈ Sδ we have W (f˜0(θ), q˜0) ≤ κ1δ, and∣∣∫
R2 zf0( dz)− γθ
∣∣ = O(δ), which means that W2(f(θ), qγθ) = O(δ).
To prove the contraction property, first remark that, by equivalence of distances, if
distW2(µ, Cσ) ≤ cδ with c small enough, then for θ0 = proj(m0) we have m0 ∈ Eθ0(κ2δ)
and W (µ˜0, q0) ≤ κ1δ, and for f defined as
f˜(θ) = µ˜0, and
∫
R2
zf(θ)(dz) = γθ +N(θ, θ0) (m0 − γθ0) , (4.21)
we have f ∈ F . Now, on one hand, for t ∈ [0, T ], Lemma 3.3 implies that if yδt is the
periodic solution defining Cδ, with yδ0 = f0(θ0), then W (µt, yδt ) ≤ κ3W (µ0, yδ0), and thus
for ∈ [0, T ]:
distW2(µt, Cδ) ≤ 3κ3δ−βW (µ0, f0(θ0)) ≤
3κ3
CΠ
δ−βWθ0(µ0, f0(θ0)). (4.22)
On the other hand, since µt = Φt(f)(θt) and relying on the proof on Lemma 4.2 and on a
basic recursion, we get that for t ≥ T :
distW2(µt, Cδ) ≤
3κ3
CΠ
δ−βWθt(Φt(f)(θt), (f0)(θt)) ≤
3κ3
CΠ
δ−βe−λ(θ)tWθ0(µ0, f0(θ0)), (4.23)
where we have defined (using the bound e−at + xt ≤ e−(a−xeat)t):
λ(θ) := min
(
λ,
b
c
)
− κ10e
2T min(λ, bc)
T
(δβ + δ1−β). (4.24)
It remains thus to bound Wθ0(µ0, f0(θ0)) by distW2(µ0, Cδ). To do this we show that for
a constant c we have Wθ0(µ0, f(θ0) ≤ cW (µ0, f0(θ)) for all θ ∈ Sδ. But we have on one
hand, since m0 ∈ Eθ0(κ2δ),∣∣∣p⊥θ0 (m0 − γθ0)∣∣∣ ≤ Cproj |m0 − γθ0 | ≤ Cproj |m0 − γθ|+ Cproj |γθ − γθ0 | , (4.25)
and an application of Lemma 3.2 leads to
θ0 − θ = 1
δ
pθ (m0 − γθ) + 1
δ
O
(
|m0 − γθ|2
)
. (4.26)
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So, for a constant C that does not depend on δ, |γθ − γθ0 | =
∣∣γ1δθ − γ1δθ0∣∣ ≤ C |m0 − γθ|,
and thus ∣∣∣p⊥θ0 (m0 − γθ0)∣∣∣ ≤ C ′ |m0 − γθ| , (4.27)
for some constant C ′ that does not depend on δ. On the other hand,
W
(
µ˜0, f˜0(θ0)
)
≤W
(
µ˜0, f˜0(θ)
)
+W
(
f˜0(θ), f˜0(θ0)
)
, (4.28)
and W
(
f˜0(θ), f˜0(θ0)
)
≤ κ7δ2|θ − θ0| ≤ C ′′ |m0 − γθ|. Gathering all these estimates, we
obtain Wθ0(µ0, f(θ0) ≤ cW (µ0, f0(θ)), with c = max(C ′, 1 + C ′′).
Finally, for all t ≥ 0 and θ ∈ Sδ we get:
distW2(µt, Cδ) ≤ C(δ)e−λ(δ)tW2(µ0, f0(θ)), (4.29)
with C(δ) = 3c
C2Π min(1,b
−1)δ
−β max
(
κ3e
λ(δ)T , 1
)
, which concludes the proof. 
Appendix A. Technical Lemma
Lemma A.1. Let v be a continuously differentiable function on [0,+∞) such that v(t) ≥ 0
for all t ≥ 0. Suppose that there exists α, β, k > 0 and ζ ≥ 0 such that
v′(t) ≤ −αv(t) +
(
e−ktζ + β
)√
v(t). (A.1)
Then, for all t ≥ 0,
v(t) ≤ max
(
v(0),
(ζ + β)2
α2
)
, (A.2)
and if 2k > α or ζ = 0, then
v(t) ≤
(
e−αt/2
(√
v(0) +
ζ
2k − α
)
+
β
α
)2
. (A.3)
Proof of Lemma A.1. The first is a consequence of the fact that v(t) is always non-
increasing unless
√
v(t) ≤ e−ktζ+βα ≤ ζ+βα . We now prove the second inequality: let
t ≥ 0 such that v(t) > 0 and consider the maximal interval I := (t−, t+) (which is non
empty by continuity of v) containing t such that v(u) > 0 on I. Consider the function
f(u) :=
(
α
√
v(u) + α2k−αe
−kuζ − β
)
eαu/2. For all u ∈ I we have
f ′(u) =
αeαu/2
2
√
v(u)
(
αv(u)−
(
e−kuζ + β
)√
v(u) + v′(u)
)
≤ 0, (A.4)
so that f is nonincreasing on I. Consider now the solution w of the equation w′(t) =
−αw(t) + (e−ktζ + β)√w(t) such that w(t−) = v(t−). Then, relying on the same calcu-
lations, g := u 7→
(
α
√
w(u) + α2k−αe
−kuζ − β
)
eαu/2 is constant on I, and equal to g(t−).
This means that f(u) ≤ f(t−) = g(t−) = g(u) and, by definition of f and g, this implies
that
v(u) ≤ w(u) =
(
e−αu/2
α
g(t−)− e
−ku
2k − αζ +
β
α
)2
=
(
e−α(u−t
−)/2
√
v(t−) +
e−α(u−t−)/2e−kt− − e−ku
2k − α ζ +
(
1− eα(u−t−)/2
) β
α
)2
. (A.5)
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We have now two possibilities: either t− = 0 and then
v(u) ≤
(
e−αu/2
√
v(0) +
e−αu/2 − e−ku
2k − α ζ +
(
1− e−αu/2
) β
α
)2
, (A.6)
or t− > 0, and by continuity of v we have v(t−) = 0. In this case, recalling that 2k > α or
ζ = 0, we obtain
v(u) ≤
(
e−αu/2
2k − αζ +
β
α
)2
. (A.7)
This proves Lemma A.1. 
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