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Abstract
Density functional theory (DFT) is currently the most widely applied electronic struc-
ture theory in Chemistry. It is favoured for its computational efficiency, coupled with
good accuracy. Although formally exact, approximations are required when practi-
cally applied. In the Kohn-Sham formalism, these approximations are contained within
the exchange-correlation functional. Well established exchange-correlation functionals,
such as the ubiquitous B3LYP, provide reasonable accuracy, but their continued use
is increasingly based on the collective experience with the functional that has been
accumulated, rather than the results that can be achieved. This thesis considers the
circumstances under which conventional functionals fail and how a recent modification—
coulomb attenuation—can resolve such issues.
An outline of basic electronic structure theory is provided in chapter 1, particularly
the formulation of the Hartree-Fock approach. This is extended to more sophisticated
wavefunction based methods. Chapter 2 provides a formal proof for the validity of DFT
as well as a framework for its implementation. A recently developed exchange-correlation
functional (CAM-B3LYP) based on a varying quantity of exact exchange is outlined.
Also discussed is the time-dependent DFT (TDDFT) approach to the determination of
excitation energies, its failures and how such failures can be predicted and eliminated.
The subsequent chapters consider the application of CAM-B3LYP to the description of
weak interactions and excited states.
Chapter 3 considers some key problems facing modern DFT—dispersion, fractional
spins and fractional charges—in terms of the force and the Feynman electron density
distortion, in addition to the conventional viewpoint of the energy. Two model systems,
H2 and H
+
2 are employed to illustrate how increasing quantities of exact exchange can
increase the fractional spin error while decreasing the fractional charge error, respec-
tively. This is reflected in the improved description offered by CAM-B3LYP for H2 and
the corresponding poor performance for H+2 .
Chapter 4 takes a more detailed look at the dispersion interaction. C6 dispersion
coefficients are calculated using a range of functionals—CAM-B3LYP showing a clear
improvement over GGA and hybrid functionals. Dispersion corrected potential energy
surfaces and interaction energies are determined with CAM-B3LYP providing compa-
rable accuracy to other, existing long-range corrected functionals.
Chapters 5 and 6 consider the application of CAM-B3LYP to the excited states of
large systems of chemical and biological importance, respectively. In the former, the
difficulty of comparing theoretically determined excitation energies with experimentally
observed absorption spectra is of particular focus. In the latter, the failure of con-
ventional functionals to correctly predict the energy and character of charge-transfer
excitations is highlighted. For both cases, it is shown that CAM-B3LYP can provide
a significant improvement over conventional functionals, all but eradicating the charge-
transfer issue in the latter case.
Chapter 7 further investigates the charge-transfer issue experienced by conventional
functionals and illustrates how the error can manifest itself as an inaccuracy in the
character of an excited state rather than the energy. CAM-B3LYP provides an accurate
description of both aspects. Triplet excitation energies are determined from TDDFT and
the ∆SCF approach—the latter providing improved results for conventional functionals.
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Chapter 1
Introduction
The ultimate goal of the quantum chemist is the exact solution of the non-relativistic
electronic Schro¨dinger equation, involving the description of all electrostatic interac-
tions between particles and the motion of the particles, including all quantum effects.
Traditionally, the many-electron wavefunction was used as the central quantity in ab
initio calculations. This led to the development of Hartree-Fock theory and, later, more
complete electronic structure theories.
Alternatively, the density can be used in the formally exact density functional theory
(DFT). The comparative simplicity of the density with respect to the wavefunction
makes this theory much less computationally intensive. It is this advantage, coupled
with the possibility of high quality results, which drives the development of DFT.
Given the computational similarity of the theories, an outline of the Hartree-Fock
procedure and other wavefunction methods will be given before discussing DFT in detail
in chapter 2.
1.1 Hartree-Fock Theory
The energy, E, of any molecular system is described by the non-relativistic Schro¨dinger
equation1
HˆΨtot = EΨtot (1.1)
1
where the Hamiltonian operator, in atomic units (me = ~ = e = 4pi0 = 1), is
Hˆ = −1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
−
M∑
A=1
∇2A
2MA
+
M∑
A=1
M∑
B>A
ZAZB
RAB
. (1.2)
In any system, the mass of the nuclei are far greater than the mass of the electrons,
to the extent that for our purposes, the nuclei can be considered as fixed in space.
Successive calculations can be done at altered nuclear configurations, building up a
potential energy surface. This decoupling of the electronic and nuclear motions, known
as the Born-Oppenheimer2 approximation, allows the total wavefunction to be written
as a product of the nuclear wavefunction and a single electronic wavefunction
Ψtot = ΨN(R)Ψe(r; R) (1.3)
where the wavefunctions are functions of all electronic (r) and nuclear (R) coordinates.
The parametric dependence of the electronic wavefunction on the nuclear coordinates
has been included, which accounts for the variation of the electronic wavefunction with
different nuclear configurations. As a consequence of the fixed nuclear framework in the
Born-Oppenheimer approximation, the kinetic energy of the nuclei is zero and the elec-
trostatic repulsion between the nuclei is a constant. The result is a theory in which the
electronic energy is found as a solution to the time-independent electronic Schro¨dinger
equation
HˆeΨe(r) = EeΨe(r) (1.4)
where Hˆe is the electronic Hamiltonian and Ee is the electronic energy. The electronic
Hamiltonian
Hˆe = −1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
, (1.5)
comprises terms describing the kinetic energy of the electrons, the interactions between
the electrons and the nuclei and the interaction between the electrons, respectively. The
nuclear-nuclear term has been omitted for clarity and will be done so for the remainder
of the thesis. The Born-Oppenheimer approximation is only valid if a change in nuclear
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position does not coincide with a change in electronic state. If two states are sufficiently
close in energy that a change in nuclear coordinates does cause a change of state then the
Born-Oppenheimer approximation breaks down and the energies of the states are poorly
described. All our calculations therefore concern the energy of the electrons within a
fixed nuclear framework.
Hartree-Fock theory3–7 approximates the electronic wavefunction as a single deter-
minant.8,9 The use of a determinant ensures the wavefunction is antisymmetric with
respect to the interchange of the space-spin coordinates of a pair of electrons, thereby
satisfying the Pauli principle.10 The wavefunction is
ΨSD =
1√
n!
∣∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χn(x1)
χ1(x2) χ2(x2) · · · χn(x2)
...
...
. . .
...
χ1(xn) χ2(xn) · · · χn(xn)
∣∣∣∣∣∣∣∣∣∣∣∣
(1.6)
which is an antisymmetrized product of one-electron orthonormal spin orbitals. Each
orbital χi(xi) is the product of a spatial ψi(r) and spin σ(s) component.
To determine the energy of a Slater determinant it is helpful to separate the electronic
Hamiltonian into a sum of one- and two-electron operators,
Hˆe =
N∑
i=1
hˆ(ri) +
N∑
i=1
N∑
j>i
1
rij
. (1.7)
The energy of a Slater determinant is then given by the expectation value,
Ee = 〈ΨSD| Hˆe |ΨSD〉 (1.8)
=
N∑
i=1
〈χi| hˆ |χi〉+ 1
2
N∑
i=1
N∑
j=1
〈χiχj| 1
rij
|χiχj〉 − 〈χiχj| 1
rij
|χjχi〉 (1.9)
=
N∑
i=1
hii +
1
2
N∑
i=1
n∑
j=1
(Jij −Kij). (1.10)
The first term in (1.10), due to one-electron operators, describes the kinetic energy of
the electrons and the attractive Coulombic interaction between the electrons and the
3
nuclei,
hii = −〈χi| 1
2
∇2 |χi〉+ 〈χi| vext |χi〉 . (1.11)
where
vext(ri) = −
N∑
A=1
ZA
|ri −RA| (1.12)
The second term in (1.10), due to the two-electron operator, has two contributions
known as the Coulomb (J) and exchange (K) integrals. The former of these describes
the classical repulsive interaction between the electrons and the latter accounts for the
avoidance of like-spin electrons due to the Pauli principle. As such, the Coulomb energy
is a positive contribution, while exchange lowers the energy as it forces the electrons
to avoid each other. These two-electron integrals can be written using the following
convenient notation,
Jij −Kij = (ii|jj)− (ij|ji) (1.13)
where
(ij|kl) =
∫∫
χi(x1)χj(x1)
1
r12
χk(x2)χl(x2) dx1dx2. (1.14)
The Hartree-Fock procedure consists of minimising the energy of a Slater determinant
with respect to changes in the orbitals, subject to the constraint that the orbitals remain
orthonormal. This is done through the use of Lagrange multipliers and gives the Hartree-
Fock equations,
Fˆχi =
∑
j
εjiχj (1.15)
where ε is a matrix of Lagrange multipliers and Fˆ is the Fock operator,
Fˆ = hˆ+ Jˆ − Kˆ, (1.16)
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in which the Coulomb and exchange operators are defined as,
Jˆχj(x1) =
∑
i
∫
χi(x2)χi(x2)
r12
dx2χj(x1) (1.17)
Kˆχj(x1) =
∑
i
∫
χi(x2)χj(x2)
r12
dx2χi(x1). (1.18)
The Coulomb operator is local, requiring only knowledge of the orbital it is operating
on at a particular point in space corresponding to the location of the electron. The
exchange operator, requiring a knowledge of the entire orbital at all points in space, is
a non-local operator.
The Fock operator is invariant to unitary transformations so the orbitals can be
transformed in such a way that ε is diagonal, giving the canonical form of the Hartree-
Fock equations,
Fˆχ′i = εiχ
′
i (1.19)
where the χ′i are transformed orbitals. The Hartree-Fock equations are a set of one-
electron equations whose eigenvalues εi are physically interpreted as orbital energies.
The Fock operator is a one-electron Hamiltonian operator. The solutions to the Hartree-
Fock equations are found iteratively as, through the electron-electron terms, the Fock
operator is defined in terms of the orbitals which are being determined.
For closed shell systems, a restricted formalism is used in which electrons of opposite
spin are paired so that they have equivalent spatial components
χi(x) =
 ψi(r)α(s)ψi(r)β(s) , (1.20)
where ψi(r) = ψi(r). Restricted Hartree-Fock is unable to account for static correlation
in stretched H2 where the limitations placed on the spatial component of the α and β
electrons gives rise to the unphysical H+—H− electronic configuration. Alternatively,
unrestricted Hartree-Fock does not make the assumption that the spatial components
of paired electrons must be equal and are instead allowed to differ. The unrestricted
treatment of stretched H2 allows the correct dissociation into two hydrogen atoms, at
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the expense of spin contamination. By expanding the unknown wavefunction in a set of
known basis functions (see section 1.4) we arrive at the Roothaan-Hall equations.11,12
In a similar manner to the Roothaan-Hall equations, the unrestricted picture is solved
through the Pople-Nesbet equations.13
The total Hartree-Fock energy is not simply a sum of orbital energies. The Fock oper-
ator has terms describing repulsion to all other electrons via the Coulomb and exchange
operators and a sum would double count the electron-electron repulsion. Therefore, the
total Hartree-Fock energy is
Ee =
N∑
i
εi − 1
2
N∑
ij
(Jij −Kij). (1.21)
The Hartree-Fock procedure determines the lowest energy from a single determinant
wavefunction. As the energy is determined as the expectation value of the Hamiltonian,
the procedure is variational. Only the exact ground state wavefunction (Ψ0) will return
the exact ground state energy (E0). Any other choice of wavefunction (Ψ˜) will produce
an energy greater than this,
〈Ψ˜| Hˆ |Ψ˜〉 ≥ 〈Ψ0| Hˆ |Ψ0〉 = E0. (1.22)
However, for all but one-electron systems, the Hartree-Fock approach is flawed as each
electron is treated as being in an average field of all other electrons. The result is
that in the Hartree-Fock picture, electrons are permitted to come too close to one
another. The Hartree-Fock energy is therefore above the exact energy of the system. To
quantify this error the term “correlation energy” is defined as the difference in energy
between the Hartree-Fock solution and the exact non-relativistic solution, within the
Born-Oppenheimer approximation. The term “correlation energy” can be misleading
as, through the exchange terms, like-spin electrons are to some extent correlated. In
order to improve upon Hartree-Fock theory, a more accurate wavefunction is required,
accounting for the interaction of electrons correctly. The first approach we consider is
Configuration Interaction (CI).
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1.2 Configuration Interaction
As the Hartree-Fock wavefunction is able to obtain most of the electronic energy, it is
a good a starting point and can be systematically improved by the addition of excited
state determinants
|ΨCI〉 = |ΨHF〉+
∑
ia
ciaτˆ
a
i |ΨHF〉+
∑
i<j
∑
a<b
cijabτˆ
ab
ij |ΨHF〉+ · · · . (1.23)
The first term is just the regular Hartree-Fock wavefunction and the second and third
terms correspond to singly (singles) and doubly (doubles) excited determinants respec-
tively. The excitation operator τˆai changes the orbital occupancy of the wavefunction
so that an electron that was in an occupied orbital i is now in a virtual orbital a. The
coefficients cia are termed the ‘amplitudes’ and are determined by minimising the CI en-
ergy. The double, τˆabij , (and higher) excitation operators behave similarly, but for more
electrons. The CI wavefunction may be more conveniently expressed as
|ΨCI〉 = (1 + Tˆ1 + Tˆ2 + · · · ) |ΨHF〉 . (1.24)
where
Tˆ1 =
∑
ia
ciaτˆ
a
i (1.25)
Tˆ2 =
1
4
∑
ij,ab
cijabτˆ
ab
ij (1.26)
are the excitation operators giving rise to the singly and doubly excited determinants.
If all possible excited Slater determinants are included, the full configuration interaction
(FCI) limit is achieved, which gives the exact solution within the basis set used. However,
even for the smallest systems, the number of terms involved in such an approach is
unmanageable. It is therefore necessary to truncate the wavefunction at a reasonable
level of excitation.
The inclusion of singles only has no effect on the ground state energy. Solution
of the Hartree-Fock eigenvalue problem requires that the off-diagonal elements of the
Fock matrix be zero. That is, 〈ΨHF| Hˆτˆai |ΨHF〉 = 0, meaning there is no coupling
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between the ground and excited state determinants. It is therefore necessary to include
at least singles and doubles (CISD) to give some improvement for the ground state
energy, which is the point at which the theory is often truncated. The energy is found
through a constrained minimisation such that the CI wavefunction remains normalized.
However, it is the amplitudes which are optimised, rather than the reference Hartree-
Fock wavefunction, to give the lowest energy possible. Therefore, as the orbitals are not
affected by the minimisation procedure, the orbitals used in a CI calculation are the
equivalent Hartree-Fock orbitals.
When considering relative energies, it is important for the theory being employed
to be size extensive. That is, the energy of a system of two non-interacting monomers
is equal to the sum of the isolated monomer energies. Although FCI is size extensive,
any truncated form is not. This is most usefully illustrated by the example of two
non-interacting H2 molecules. While CISD is able to give all required excitations for a
single, isolated hydrogen molecule, when the dimer is considered, it is not able to describe
the situation where all four electrons over both molecules are excited. Therefore, this
description will not reproduce twice the energy of a single hydrogen molecule. A theory
truncated at fourth order (CISDTQ) would be necessary to provide a size-extensive
description in this case. This failure of truncated CI theory limits its usefulness and it
is therefore beneficial to consider coupled cluster theory (CC), which is size extensive
at all levels of truncation.
1.3 Coupled Cluster Theory
In coupled cluster theory, the linear sum of terms which make up the CI wavefunction
is replaced by a product,14–16
|ΨCI〉 = (1 +
∑
µ
cµτˆµ) |ΨHF〉 (1.27)
|ΨCC〉 =
∏
µ
(1 + tµτˆµ) |ΨHF〉 (1.28)
where µ indicates the number of excitation operations. Expressing the wavefunction
in this form means that regardless of truncation, there will be numerous operators
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exciting each electron in the system. The form of the CC wavefunction is equal to the
Taylor series expansion of the exponential form (as, by definition, τˆ 2µ = 0), allowing the
wavefunction to be rewritten as
|ΨCC〉 = exp(tµτˆµ) |ΨHF〉 = eTˆ |ΨHF〉 (1.29)
where the cluster operator
Tˆ =
∑
µ
tµτµ (1.30)
= Tˆ1 + Tˆ2 + Tˆ3 + · · · . (1.31)
Tˆ1 contains all the single excitations, Tˆ2 contains all the double excitations etc. If the
theory is truncated at second order (CCSD), as is common, doubly excited determi-
nants are obtained in two ways. Firstly, through connected doubles, arising from the
application of the Tˆ2 operator and secondly, through disconnected doubles arising from
products of the Tˆ1 operator. Therefore, it is possible—to some extent—for truncated
coupled cluster theory to account for higher excitations through disconnected operators.
By including these higher order terms, coupled cluster theory ensures size-extensivity.
For the previous case of two separated H2 molecules, CCSD accounts for the indepen-
dent excitation of both electrons on each molecule through the Tˆ 22 operator or equivalent
products of single operators.
CCSD represents one of the most commonly used and trusted wavefunction methods.
It is possible to systematically improve the description of the wavefunction by inclusion
of higher order terms, although beyond CCSD(T),17 where the triples are considered
perturbatively, the expense of the calculations becomes prohibitive for all but small
systems. CCSD itself can be too computationally demanding for anything but the
smallest systems so it can be common to use an approximation to this theory, known as
CC2.18,19 Throughout this thesis, coupled cluster methods will be used as a reference
against which DFT can be compared.
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1.4 Basis Sets
To solve the Hartree-Fock equations (1.19), the orbitals in the Slater determinants must
be constructed from a finite set of basis functions
ψi(r) =
∑
a
caiηa(r). (1.32)
As the set of functions used for this is necessarily finite, it is an approximation to the
actual orbital. If an infinite number of functions (a complete basis) were used then this
would not represent an approximation. The choice of function type is a balance between
similarity to actual electronic structure and computational cost. Slater type orbitals
η(r) = Nxnymzle−ζr (1.33)
reproduce the hydrogenic orbitals but certain necessary integrals can not be solved
analytically for this form. Gaussian type orbitals20
η(r) = Nxnymzle−αr
2
(1.34)
do not have the correct ‘cusp’ at the nucleus and drop off too rapidly at large distances,
but they are computationally much more favourable than Slater functions. To obtain the
correct shape of the wavefunction, more Gaussian-type functions are required. However,
despite this drawback, their use is still computationally superior than using Slater-type
functions. The form of the basis sets shown here is known as Cartesian, given their
dependence on the three Cartesian coordinates x, y and z. For orbitals whose angular
momentum is L ≥ 2, this form requires a greater number of functions than when using
spherical harmonics
η(r) = NrLe−αr
2
Y ML (θ, φ). (1.35)
Therefore, by transforming from Cartesian to the spherical harmonic basis, the calcula-
tion requires fewer basis functions and will, as a result, be computationally faster.
The choice of the number of functions, as well as the the function type is important.
10
A minimal basis set consists of one basis function for each atomic orbital. However,
it is useful to have additional functions to be able to describe non-uniform electronic
distributions. An atom may be bonded to its nearest neighbours by different types of
bonds, each of which may require different functions in order to be described sufficiently
well at the same time. Wavefunction-based theories require additional functions of
higher angular momentum to be able to accurately describe the electron-electron cusp
in the wavefunction.
By expanding (1.19) in (1.32), projecting from the left with a basis function and
integrating, we arrive at the Roothaan-Hall equations11,12
∫
ηb(r1)Fˆ
∑
a
caiηa(r1) dr1 = εi
∫
ηb(r1)
∑
a
caiηa(r1) dr1 (1.36)∑
a
cai
∫
ηb(r1)Fˆ ηa(r1) dr1 = εi
∑
a
cai
∫
ηb(r1)ηa(r1) dr1 (1.37)
Fc = Scε (1.38)
where S is the overlap matrix
Sij =
∫
ηi(r)ηj(r) dr. (1.39)
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Chapter 2
Density Functional Theory
The electron density is obtained from a multiple integral of the square of the modulus
of the wavefunction
ρ(r1) = N
∫
· · ·
∫
|Ψ(x1,x2, . . . ,xN)|2 ds1dx2 · · · dxN , (2.1)
where only the spatial part of the first electron is omitted from the integration. Due
to the indistinguishability of electrons, ρ(r1)dr1 represents the chance of finding any
electron in the volume element dr1. Before considering a formal proof for the validity
of the electron density as a quantity for calculating the electronic energy its use can
be justified from the following arguments: The electron density integrates to give the
number of electrons in a system
∫
ρ(r)dr = N, (2.2)
and it also exhibits cusps at the nuclei, whose slope is directly related to the atomic
charge. Therefore, the electron density contains complete information on the number of
electrons, as well as the charge and positions of the nuclei. As noted by Bright-Wilson,21
this is all that is required to construct the electronic Hamiltonian of equation (1.5).
The motivation for using the electron density rather than the wavefunction lies in its
simplicity. The wavefunction depends on four coordinates (three spatial and one spin)
for each electron. As the size of a system increases, the complexity quickly becomes
unmanageable. However, as a function of only four coordinates in total, the electron
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density is much more appealing. In fact, its appeal is so great that early attempts at
using it as a basis for a theory of electronic structure were made before any proof that
this was possible had been provided. Thomas-Fermi-Dirac22–25 theory constructs the
energy from components which can be expressed in terms of the density
ETFD = CT
∫
ρ
5
3 (r)dr + ENe + J + CX
∫
ρ
4
3 (r)dr, (2.3)
where ENe is the nuclear-electron energy. The electron-electron energy Vee is approxi-
mated as the classical Coulomb interaction, J plus exchange. The first and last terms
are the kinetic and exchange energy terms which are the exact results for the uniform
electron gas, but here applied locally. The approximation for the kinetic energy in TFD
theory is so poor that it fails to even bind molecular systems. The terms in the TFD
energy expression will be elaborated upon later in this chapter.
2.1 The Hohenberg-Kohn Theorems
To verify the suitability of the electron density as a quantity for determining the elec-
tronic energy, it is necessary to show that the density uniquely determines the Hamil-
tonian for that system. This is the motivation behind the first Hohenberg-Kohn theo-
reom.26 Consider two Hamiltonians, Hˆ1 and Hˆ2 whose external potentials differ by more
than a trivial additive constant but which have ground state wavefunctions Ψ1 and Ψ2
respectively, both of which have the same density. Both wavefunctions must therefore
correspond to systems with the same number of electrons.
We know that the expectation value of a Hamiltonian with the exact wavefunction
gives the energy of that system. If any other wavefunction is used, the variational prin-
ciple states that the energy that results will be higher than when the exact wavefunction
is used,
E1 = 〈Ψ1| Hˆ1 |Ψ1〉 (2.4)
E1 < 〈Ψ2| Hˆ1 |Ψ2〉 . (2.5)
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Using the simple identity Hˆ1 = Hˆ2 + [Hˆ1 − Hˆ2], we have
E1 < 〈Ψ2| Hˆ1 |Ψ2〉 = 〈Ψ2| Hˆ2 |Ψ2〉+ 〈Ψ2| [Hˆ1 − Hˆ2] |Ψ2〉 . (2.6)
As the kinetic and electron-electron energy terms are defined only by the number of
electrons, the Hamiltonians only differ in the external potentials v1 and v2(equation
(1.12)). Exchanging the labels in equation (2.6) leads to the following two results,
E1 < E2 +
∫
ρ(r)[v1(r)− v2(r)] dr (2.7)
E2 < E1 +
∫
ρ(r)[v2(r)− v1(r)] dr (2.8)
giving the following contradiction
E1 + E2 < E2 + E1. (2.9)
Through this proof by reductio ad absurdum, it has been shown that two potentials,
which differ by more than an additive constant, can not lead to the same electron
density. Thus, the density uniquely determines the Hamiltonian and it can be used
to calculate the energy. It is therefore possible to construct the energy in terms of
functionals of the density,
E[ρ] = T [ρ] + VNe[ρ] + Vee[ρ] (2.10)
where the terms relate to the kinetic energy of the electrons, the nuclear-electron and
electron-electron potentials, respectively. It is usual to collect the kinetic energy and
the electron-electron terms together into one functional, F [ρ(r)],
E[ρ] =
∫
ρ(r)v(r)dr + F [ρ]. (2.11)
The second Hohenberg-Kohn theorem concerns the introduction of a variational
principle based on the density. As shown by the first theorem, any density ρ will
uniquely determine the Hamiltonian, which is equivalent to determining the external
potential, v, and therefore its own wavefunction Ψ. By using a trial wavefunction Ψ˜
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which gives density ρ˜, we see that
〈Ψ˜| Hˆ |Ψ˜〉 =
∫
ρ˜(r)v(r)dr + F [ρ˜] = E[ρ˜] ≥ E[ρ]. (2.12)
In an analogous manner to the Hartree-Fock energy minimisation, the energy can there-
fore be minimised with respect to variations in the density. However, the variations must
be constrained to those that maintain the number of electrons in the system through
equation (2.2). Again, this is achieved through the use of a Lagrange multiplier. Min-
imising the energy subject to the necessary constraint and then substituting in the
energy expression of equation (2.11) gives the Euler equation
δ
δρ(r)
(
E[ρ]− µ
[∫
ρ(r)dr−N
])
= 0
δE[ρ]
δρ(r)
− µ = 0
v(r) +
δF [ρ]
δρ(r)
= µ
v(r) +
δVee[ρ]
δρ(r)
+
δT [ρ]
δρ(r)
= µ. (2.13)
We have therefore arrived at a position where we can express the electronic energy
in terms of the density through the use of the functional F [ρ] and we can minimise
this energy variationally. However, there is no indication of the form of this unknown
functional, so although we know that obtaining the energy is a possibility, at this point
there is no procedure for doing it.
2.2 The Levy constrained search
The density in the Hohenberg-Kohn analysis must be obtained from a valid antisym-
metric ground state wavefunction associated with a Hamiltonian of the form in equation
(1.5). This condition is known as v-representability. The conditions for v-representability
are not known and it is possible to obtain physically reasonable trial densities which are
non-v-representable.27 The Levy constrained search28,29 removes the need to consider
v-representable densities by minimising over N -representable densities—those that are
obtained from N -electron wavefunctions. The exact energy is the result of the min-
15
imisation of the expectation value of the N -electron Hamiltonian over all N -electron
wavefunctions
E0 = min
Ψ
〈Ψ| Tˆ + Vˆee +
N∑
i
v(ri) |Ψ〉 (2.14)
This minimisation can be done in two parts: firstly minimising over all wavefunctions
yielding one particular N -representable density, followed by minimisation over all N -
representable densities
E0 = min
ρ
(
min
Ψ→ρ
〈Ψ| Tˆ + Vˆee +
N∑
i
v(ri) |Ψ〉
)
. (2.15)
The external potential is only dependent upon the density and can therefore be omitted
from the minimisation over wavefunctions to give
E0 = min
ρ
(
min
Ψ→ρ
〈Ψ| Tˆ + Vˆee |Ψ〉+
∫
v(r)ρ(r)dr
)
. (2.16)
It is now possible to extend the definition of F [ρ] in equation (2.11) to
F [ρ] = min
Ψ→ρ
〈Ψ| Tˆ + Vˆee |Ψ〉 . (2.17)
The minimisation of the energy now only needs to be considered for N -representable
densities, the conditions for which are known: the density should integrate to the number
of electrons, be everywhere positive and satisfy
∫ |∇ρ1/2|2 dr < ∞ for finite systems.
However, the form of the function F [ρ] is still unknown.
2.3 Kohn-Sham Theory
The precise form of the quantity F [ρ(r)] introduced in the last section is unknown.
However, specific parts of the energy are known. Kohn-Sham (KS) theory30 therefore
adopts a philosophy of collecting all known terms and all unknown terms, and making
the former as large as possible, to minimise the size of the latter. Therefore, if and when
approximations are introduced to calculate the unknown parts of the functional, any
errors will have as small an effect on the energy as possible.
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If we consider a fictitious system of non-interacting electrons it is possible to write
the kinetic energy in terms of one-electron orbitals as
TS[ρ] =
∑
i
〈ψi(r)| − 1
2
∇2 |ψi(r)〉 (2.18)
and the density as
ρ(r) =
N∑
i
|ψi(r)|2. (2.19)
In the KS scheme TS is used to approximate the kinetic energy of the real, fully inter-
acting system.
A large part of the electron-electron repulsion energy can be obtained from the
classical Coulomb repulsion of the density
J [ρ] =
1
2
∫∫
ρ(r1)ρ(r2)
r12
dr1dr2. (2.20)
We now define a new term, the exchange-correlation energy functional, which is the
difference between the kinetic energies of the real, interacting system and that of the
fictitious, non-interacting system together with the difference between the Vee of the real
system and the Coulomb energy
EXC[ρ] = T [ρ]− TS[ρ] + Vee[ρ]− J [ρ], (2.21)
which allows us to express the energy as
E[ρ] =
∫
ρ(r)v(r)dr + TS[ρ] + J [ρ] + EXC[ρ]. (2.22)
The first three terms can all be written down exactly, while all approximations are now
contained within the final term, the exchange-correlation energy.
Minimising the energy of equation (2.22) with respect to changes in the density,
subject to the constraint that the number of electrons remains constant, gives the Euler
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equation,
v(r) +
δTS[ρ]
δρ(r)
+
δJ [ρ]
δρ(r)
+
δEXC[ρ]
δρ(r)
= µ (2.23)
which we write as
veff(r) +
δTS[ρ]
δρ(r)
= µ (2.24)
where
veff(r) = v(r) +
δJ [ρ]
δρ(r)
+
δEXC[ρ]
δρ(r)
. (2.25)
Equation (2.24)—which yields the exact density of the real system—is the same Euler
equation as in equation (2.13) for a system of non-interacting electrons moving in an
external potential, veff(r) (that is to say, a system of electrons for which T = TS and
Vee = 0). It follows that the density of the real system can be obtained by determining
the density of a non-interacting system moving in an effective potential, veff(r). This
can be done exactly as the Hamiltonian is uncoupled,
Hˆ = −
N∑
i
1
2
∇2i +
N∑
i
veff(ri) (2.26)
and so the exact solution is just a single determinant of orbitals obtained from a set of
one-electron equations
(
−1
2
∇2 + veff(r)
)
ψi(r) = εiψi(r). (2.27)
These orbitals can then be used to determine TS (equation (2.18)) and the density (equa-
tion (2.19)). The energy is then evaluated using equation (2.22). Through the introduc-
tion of orbitals, it has been possible to derive the exact form for most of F [ρ]. However,
the form of the exchange-correlation functional remains unknown. Kohn-Sham theory is
exact; the exact form of the exchange-correlation functional would allow the calculation
of the exact electronic energy. Understandably, the principal focus of research in DFT is
on developing new exchange-correlation functionals, while assessing and understanding
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the strengths and weaknesses of existing forms. It is therefore common to refer to any
particular form of the exchange-correlation functional simply as a “functional”.
2.4 Exchange-Correlation Functionals
As seen in the attempts of Thomas, Fermi and Dirac, the uniform electron gas (UEG) can
be used as a basis for theories employing the electron density as the principal quantity.
The development of exchange-correlation functionals will be considered with this as a
starting point. The UEG is a system of infinite volume, with an infinite number of
electrons balanced by a background positive charge. Applying the UEG result locally
yields
ELDAX [ρ] = −
3
4
(
3
pi
) 1
3
∫
ρ
4
3 (r) dr. (2.28)
In order to develop a corresponding functional of the density for the correlation energy
of a UEG, Ceperly and Alder31 performed quantum Monte-Carlo simulations on the
UEG. Their results have been parameterised into several forms, most notably by Vosko,
Wilk and Nusair (VWN).32 The molecular application of the UEG exact expression for
the exchange energy, ELDAX , and the essentially exact UEG correlation energy, E
LDA
C ,
gives the local density approximation (LDA). It is useful when applied in Physics to
problems involving bulk metallic systems whose structure resembles that of a uniform
gas of electrons. However, in Chemistry, this model is not as relevant for molecules
where electron density is more localised and it generally overbinds molecular systems.
In order to improve upon the UEG model, higher order density-dependent terms
are introduced. Information about the gradient of the density will take some account
of the variation of the electron density within a molecule. The generalised gradient
approximation (GGA) takes as the form of the exchange-correlation functional
EXC[ρ] =
∫
F (ρ(r),∇ρ(r)) dr. (2.29)
Functionals such as those due to Perdew, Burke and Ernzerhof (PBE)33 and Perdew and
Wang34,35 are designed to satisfy conditions of the exact EXC under various limits. More
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success in chemistry has been found by fitting the functional form to known molecular
properties. However, functionals derived from this approach are susceptible to problems
when applied to cases outside of the type included in the set of molecules used for the
fitting procedure. Becke used atomic properties to fit a gradient correction to ELDAX in his
1988 exchange functional (B88X).36 He subsequently incorporated a gradient corrected
correlation functional developed by Perdew and Wang.34 Similarly, the BLYP GGA
functional is a combination of B88X and the gradient corrected correlation functional
of Lee, Yang and Parr (LYP).37
Hybrid functionals augment the functional form of GGAs with a proportion of exact
exchange as defined in Hartree-Fock, evaluated using Kohn-Sham orbitals (see the final
term of equation (1.9)). The justification for this can be seen through a consideration
of the adiabatic connection.38–42 This involves the connection between the Kohn-Sham
non-interacting reference system and the fully interacting real system. The Levy con-
strained search functional
F [ρ] = min
Ψ→ρ
〈Ψ| Tˆ + Vˆee |Ψ〉 , (2.30)
can be re-written with the electron-electron operator scaled by a parameter λ which
connects the non-interacting Kohn-Sham system (λ = 0) to the fully interacting, real
system (λ = 1). The Hamiltonian
Hˆλ = Tˆ + Vˆ
λ + λVˆee (2.31)
has its density fixed at that of the interacting system through the choice of the external
potential, Vˆ λ. Equation (2.30) is then generalised to
Fλ[ρ] = min
Ψ→ρ
〈Ψ| Tˆ + λVˆee |Ψ〉 = 〈Ψλ| Tˆ + λVˆee |Ψλ〉 . (2.32)
It is known that for the non-interacting (λ = 0) and the fully interacting (λ = 1) systems
F0[ρ] = TS[ρ] (2.33)
F1[ρ] = T [ρ] + Vee[ρ], (2.34)
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respectively. This allows the expression of the exchange-correlation energy in equation
(2.21) as
EXC[ρ] = F1[ρ]− F0[ρ]− J [ρ] =
∫ 1
0
∂Fλ[ρ]
∂λ
dλ− J [ρ]. (2.35)
Employing the Hellmann-Feynman theorem,43,44 this becomes
EXC[ρ] =
∫ 1
0
〈Ψλ| Vˆee |Ψλ〉 dλ− J [ρ] (2.36)
It is therefore possible to write the exchange-correlation energy exactly as
EXC[ρ] =
∫ 1
0
Wλ dλ (2.37)
where
Wλ = 〈Ψλ| Vˆee |Ψλ〉 − J [ρ]. (2.38)
It is clear that the exact form of Wλ would yield the exact exchange-correlation energy
through a simple integration. An accurate description ofWλ is therefore highly desirable.
Becke approximated the form as Wλ = a + bλ
45 and used the exact conditions for W0
and W1 to determine the values of a and b. Firstly, for λ = 0,
W0 = a = 〈Ψ0| Vˆee |Ψ0〉 − J [ρ] = EX (2.39)
which is the value of exact orbital exchange evaluated using the KS orbitals. For λ = 1,
W1 = a+ b = 〈Ψ1| Vˆee |Ψ1〉 − J = Vee − J. (2.40)
This was approximated as ULDAXC , which is the potential energy of exchange-correlation
taken from the LDA. Integrating Becke’s approximation to the adiabatic connection
then gives
EXC =
1
2
EX +
1
2
ULDAXC . (2.41)
This is known as Becke’s “half and half” functional, which shows that the incorpora-
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tion of some amount of exact exchange into exchange-correlation functionals is often
desirable. Such functionals are known as hybrid functionals. There are numerous hy-
brid functionals in the literature. By combining the result of equation (2.41) with the
correlation functional LYP, the BH-HLYP functional is obtained. The functional with
the most widespread use is B3LYP46 whose ubiquitous presence is a result of it being
embraced by the chemical community for its generally good, all-round performance.
The functional includes exchange and correlation terms based on the density as well as
gradient corrections for both, but also a portion of exact exchange. The most commonly
used form, due to Stephens et al.47 is
EXC = (1− a0)ELDAX + a0EX + aX∆EB88X + aCEVWNC + (1− aC)∆ELYPC . (2.42)
The local terms for exchange and correlation come from the LDA. Becke’s 1988 gradient
correction is used for the exchange and the correlation is gradient corrected as in the
work of Lee, Yang and Parr. The value of a0 is set to 0.2 so the functional contains
20% exact exchange. Other common hybrid exchange-correlation functionals include
the PBE0 functional48,49 and the B97-1 functional50,51 which incorporate 25% and 21%
exact exchange, respectively.
2.5 Theory of particular relevance to this work
Remaining relevant background theory will be discussed throughout the thesis when it is
most pertinent for it to be considered. However, there are certain aspects of modern DFT
which require a detailed outlining prior to any further discussion, given their relevance
to the majority of the work. Firstly, the discussion will be of long-range corrected
functionals, and the specific case of CAM-B3LYP52 whose performance is central to this
thesis. Secondly, an outline of the theory of time-dependent density functional theory
(TDDFT) and its application to the determination of excited states is given. This is
followed by an examination of the failure and correction of TDDFT results, which is
also of central importance to this thesis. Each section involves a discussion of the initial
theory, its shortcomings, the improvements that have been made and finally, how they
relate to the work that will be presented.
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2.5.1 Long-range corrected functionals
Hybrid functionals, particularly B3LYP, have become hugely popular for determining a
wide range of chemical properties. However, their performance suffers in cases where
the inter-electron distance becomes large. The most pertinent of these failures is in the
description of charge-transfer (CT) excitation energies (see section 2.5.2). The long-
range problem can be traced to insufficient exact exchange at large r12. To improve this
situation, the electron-electron term can be split as53,54
1
r12
=
1− erf(µr12)
r12
+
erf(µr12)
r12
. (2.43)
Through this, it is possible to treat the long-range and short-range exchange in different
ways. The first term in equation (2.43) accounts for the short-range part and is treated
using DFT exchange. This is appropriate given the generally acceptable performance
of DFT functionals for short-range dependent properties. The form of the exchange for
this part is based on the 1-particle density matrix
EX[ρ] = −1
4
∫∫
1
r12
ρ21(r1, r2)dr1dr2. (2.44)
By assuming the LDA, this can be expressed more conveniently in terms of the den-
sity53,55,56
ELDAX = −
∑
σ
1
2
KLDAσ
∫
ρ
4
3
σ (r)dr (2.45)
where KLDAσ = 2(3/pi)
1
33/4, which may be related to the Fermi momentum,
kLDAσ =
(
9pi
KLDAσ
) 1
2
ρ
1
3
σ . (2.46)
The expression for the exchange energy (equation (2.45)) has been extended to allow for
the use of GGA exchange functionals57,58 by assuming that the one particle GGA density
matrix can be obtained by evaluating the LDA matrix with the modified momentum
kGGAσ =
(
9pi
KGGAσ
) 1
2
ρ
1
3
σ . (2.47)
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The second term of equation (2.43) concerns the long-range interaction and is treated
through exact orbital exchange.
ELRX = −
1
2
∑
i,j
ψi(r1)ψj(r2)
erf(µr12)
r12
ψj(r1)ψi(r2) dr1 dr2. (2.48)
The parameter µ determines the rate at which the treatment of exchange ‘switches’ be-
tween short-range DFT exchange and long-range exact orbital exchange. Consequently,
a value of µ = 0 would give no exact exchange, resulting in a pure GGA functional.
Conversely, µ = ∞ would give a Hartree-Fock treatment of exchange at all distances.
Tawada et al.58 determined a value of µ = 0.33 a−10 . The resulting approach was suc-
cessful in the treatment of van der Waals interactions,59 charge-transfer excitations58
and polarizabilities in extended pi-systems.57 However, the performance of functionals
based on this long-range correction is poor for properties such as atomisation energies,
which were treated well with conventional hybrid functionals. This can be traced to
the treatment of exact exchange within the long-range correction. The parameter µ
controls the proportion of exact exchange by taking values between zero and one as the
inter-electron distance increases. The result is a short-range region where there is little
or no exact exchange incorporated into the calculation. In this case, the performance
of the functional will reflect that of a pure GGA, rather than a hybrid functional. The
benefits exhibited by functionals such as B3LYP as a result of adding exact exchange
have been lost.
CAM-B3LYP
To resolve the issue with inappropriate amounts of exact exchange at short and long
distance, Yanai et al.52 introduced additional parameters to the partitioning in (2.43)
to increase the flexibility of the exchange term,
1
r12
=
1− [α + βerf(µr12)]
r12
+
α + βerf(µr12)
r12
. (2.49)
The authors named this approach as the “Coulomb-attenuating method” and outlined
the details for a version of B3LYP called CAM-B3LYP. For this functional, the short-
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range exchange is governed by the first term in equation (2.49) and has the form,
ESRX = −
1
2
∑
σ
∫
ρ
4
3
σ (r)K
GGA
σ ×
[
(1− α)− β
(
8
3
aσ[
√
pierf
(
1
2aσ
)
+ 2aσ(bσ − cσ)]
)]
(2.50)
where
aσ =
µ
2kGGAσ
(2.51)
bσ = exp
(
− 1
4a2σ
)
(2.52)
cσ = 2a
2
σbσ +
1
2
(2.53)
and KGGAσ is defined as in the Becke 1988 gradient corrected exchange functional,
KGGAσ = K
LDA
σ +
2βBx
2
σ
1 + 6βBxσarcsinhxσ
(2.54)
where βB = 0.0042.
Correspondingly, the long-range exchange is governed by the second term in equation
(2.49) and has the form
ELRX = αEX −
β
2
∑
σ
∑
ij
φi(r1)φj(r2)
erf(µr12)
r12
φj(r1)φi(r2) dr1 dr2. (2.55)
The authors found that using the same µ value as Tawada et al. and values of α = 0.19
and β = 0.46 gave atomisation energies, ionization potentials and total atomic energies
in good agreement with B3LYP. They also found that the performance for charge-
transfer excitations was greatly improved compared to B3LYP.
2.5.2 Time-dependent density functional theory (TDDFT)
Given the reliance on the variational principle, DFT cannot be applied to arbitrary
electronic states. It is only valid to apply it to the lowest state of a particular space-spin
symmetry. The development of time-dependent density functional theory (TDDFT) has
allowed such excited states to be probed. Through the linear response formalism, which
is outlined below, it is possible to determine vertical electronic excitation energies from
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the ground state to any excited state—the difference between the energies of the excited
state surface and the ground state surface, at a given geometry. Following an outline
of the theory, a discussion of failures within TDDFT will be given, along with potential
solutions.
In a similar fashion to the treatment by Hohenberg and Kohn, the Runge-Gross
theorem60 establishes the basis of a time-dependent density functional theory (TDDFT)
by considering a time-dependent non-interacting reference system whose electron density
exactly matches that of the real, interacting system. Analogous to the first and second
Hohenberg-Kohn theorems, the time-dependent density determines the time-dependent
external potential and a variational principle can be established. To derive an expression
for the excitation energy, we can start from the time-dependent Kohn-Sham (TDKS)
equations
i
∂
∂t
ψi(r, t) = Fˆψi(r, t) (2.56)
where FˆKS is the time-dependent KS operator. Although TDKS theory is formally exact,
the form of the time-dependent exchange-correlation functional is unknown. The adia-
batic local density approximation,61–63 based on the assumption that the density varies
only slowly with time, allows us to use the time-independent ground state exchange-
correlation functional rather than a time-dependent one.
The formulation of TDDFT with which we will be concerned is based on linear-
response theory.62–65 The response of the ground state density to a time-dependent
electric field will give the excitation energies. By expanding the time-dependent Kohn-
Sham equations in a basis of time-independent single-particle wavefunctions we have
∑
q
FpqPqr − PpqFqr = i ∂
∂t
Ppr (2.57)
where Fpq and Ppq are the KS operator matrix and the density matrix, respectively and
the indices p, q . . . denote general orbitals. Note that if we were to consider the ground
state, which does not vary with time, the left hand side of equation (2.57) would be
equal to zero.
An oscillating, time-dependent electric field is applied to the system causing a per-
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turbation
Ppq = P
0
pq + P
1
pq (2.58)
Fpq = F
0
pq + F
1
pq. (2.59)
The perturbation to the KS Hamiltonian consists of two terms
F 1pq = gpq + ∆F
0
pq. (2.60)
The first of these corresponds to the applied perturbation, the time-dependent electric
field of frequency ω
gpq =
1
2
(fpqe
−iωt + f ∗pqe
iωt) (2.61)
where the one-electron operator fpq describes the applied perturbation. The second
term,
∆F 0pq =
∑
st
∂F 0pq
∂Pst
P 1st, (2.62)
gives the change in the KS operator due to the change in the density. The perturbation
to the density matrix is written in terms of perturbation densities, dpq, as
P 1pq =
1
2
[dpqe
−iωt + d∗qpe
iωt]. (2.63)
Inserting equations (2.58) and (2.59) into equation (2.57) and considering only the first-
order perturbation on the TDKS equation (2.57) we have
∑
q
(F 0pqP
1
qr − P 1pqF 0qr + F 1pqP 0qr − P 0pqF 1qr) = i
∂
∂t
P 1pr. (2.64)
Inserting equations (2.60) and (2.63) into (2.64) gives
∑
q
[
F 0pqdqr − dpqF 0qr +
(
fpq +
∑
st
∂F 0pq
∂Pst
dst
)
P 0qr − P 0pq
(
fqr +
∑
st
∂F 0qr
∂Pst
dst
)]
= ωdpr.
(2.65)
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Terms multiplied by eiωt give the complex conjugate of equation (2.65). The idempo-
tency condition
∑
q
(P 0pqP
1
qr + P
1
pqP
0
qr) = P
1
pr (2.66)
restricts the form of dpq such that only occupied-virtual and virtual-occupied pairs are
non-zero. The unperturbed Fock matrix is diagonal, so only occupied-occupied and
virtual-virtual pairs will contribute. If we set xai = dai and yai = dia, where a,b,c. . . and
i,j,k . . . denote unoccupied and occupied orbitals respectively, we obtain the following
pair of equations,
F 0aaxai − xaiF 0ii +
[
fai +
∑
bj
(
∂Fai
∂Pbj
xbj +
∂Fai
∂Pjb
ybj
)]
P 0ii = ωxai (2.67)
F 0iiyai − yaiF 0aa − P 0ii
[
fia +
∑
bj
(
∂Fia
∂Pbj
xbj +
∂Fia
∂Pjb
ybj
)]
= ωyai (2.68)
The elements of the time-dependent Kohn-Sham matrix are given by
Fpq =
∫
ψp(r)Fˆψq(r)dr (2.69)
=
∫
ψp(r)
(
−1
2
∇2 + vext(r) +
∫
ρ(r′)
|r− r′|dr
′ +
δEXC[ρ(r)]
δρ(r)
)
ψq(r)dr. (2.70)
Given that
∂ρ(r′)
∂Prs
= ψr(r
′)ψs(r′) (2.71)
it follows that
∂Fpq
∂Prs
=
∫∫
1
|r− r′|ψp(r)ψq(r)ψr(r
′)ψs(r′) drdr′ +
∫
∂2EXC
∂ρ(r)ρ(r′)
ψp(r)ψq(r)ψr(r
′)ψs(r′) dr
(2.72)
= (pq|rs) + (pq|fˆXC|rs). (2.73)
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Making use of the following relations
F 0pp = εp (2.74)
P 0pp = 1 (2.75)
we arrive at the TDDFT equations A B
B∗ A∗
 X
Y
 = ω
 1 0
0 −1
 X
Y
 (2.76)
where the elements of matrices A and B are
Aia,jb = δijδab(εa − εi) + (ai|bj) + (ai|fˆXC|bj) (2.77)
Bia,jb = (ai|jb) + (ai|fˆXC|jb). (2.78)
The TDDFT equations are solved to give the excitation energies ω. The derivation
shown is applicable to all forms of exchange-correlation functional but the form of the
elements of matrices A and B given in equations (2.77) and (2.78) are valid only for
local or GGA functionals. In order to accommodate hybrid functionals, it is necessary to
account for the additional term in the KS Fock operator originating from exact orbital
exchange. For a hybrid functional, the form of the matrices A and B is
Aia,jb = δijδab(εa − εi) + (ia|jb) + (1− cHF)(ia|fˆxc|jb) + cHF(ij|ab) (2.79)
Bia,jb = (ia|bj) + (ia|fˆXC|bj) + cHF(ia|bj), (2.80)
where cHF denotes the proportion of exact exchange included.
Failures within TDDFT
The most notable failures of GGA and hybrid functionals for calculating excitation
energies are those that are Rydberg or charge-transfer in character. Firstly, the failure
to describe Rydberg transitions will be discussed, as well as a scheme for solving this
problem. Secondly, the charge-transfer failure will be discussed and the role of exact
orbital exchange in resolving this issue will be considered.
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As the number of electrons of a system passes through an integer number, the
exchange-correlation potential exhibits a discontinuity.66 On the electron deficient side,
the potential approaches zero asymptotically while on the electron abundant side, the
potential approaches a limiting value of ∆XC.
67 In both cases, the potential exhibits a
−1/r dependence. GGA functionals do not exhibit any discontinuity and can therefore,
at best, average over it. In regions of non-negligible electron density they are known to
approximately average over the discontinuity68 and should therefore approach a limiting
value of ∆XC/2.
69,70 The result of this is that occupied orbital energies are shifted up
in energy. For example, in exact DFT it is known that the energy of the HOMO orbital
is equal to the negative of the ionisation potential. However, in a GGA, this becomes
HOMO ≈ −I + ∆XC
2
. (2.81)
Asymptotically, the GGA potential does not approach ∆XC/2 but decays rapidly to
zero. The result is that the potential is insufficiently deep to bind orbitals that would
otherwise be bound in the real system. Excitations to these orbitals, now lying in the
continuum, are significantly underestimated. This has significant consequences for the
description of Rydberg excitations. To solve this problem, the long-range form of the
potential can be forced to decay with the correct −1/r behaviour to the correct limiting
value71
lim
r→∞
vXC(r) = −1
r
+
∆XC
2
, (2.82)
where ∆XC/2 is approximated asymptotically as the sum of the ionisation potential
and the energy of the HOMO. While fixing the asymptotic behaviour of the potential
in this manner fixes errors in Rydberg excitations, it does not address the problem of
charge-transfer excitations.
It has been shown that conventional functionals frequently underestimate the ener-
gies of charge-transfer excitations.72–76 The origin of this failure has been discussed77–79
and is illustrated here by considering the case of an electron moving from an occupied
orbital i on a donor molecule (D) to a virtual orbital a on an acceptor molecule (A)
which are spatially well separated by a distance R. In such a case, the exact excitation
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energy is
ωexact = IPD − EAA − 1
R
(2.83)
where IP and EA stand for the ionisation potential and electron affinity, respectively.
The−1/R dependence arises from the Coulomb attraction between the resultant charged
species. For GGA functionals, when the donor and acceptor molecules are sufficiently
separated, all two-electron integrals in the matrices A and B will approach zero and the
TDDFT equation reduces to an orbital energy difference
ωTDDFTGGA = ε
A
a − εDi . (2.84)
The error in the charge-transfer excitation will therefore be
ωTDDFT − ωexact = εAa − εDi − (IPD − EAA), (2.85)
which is approximately equal to the average of the integer discontinuities of the donor
and acceptor molecules.78 It can be seen that the closer the orbital energy values are
to the ionisation potential and the electron affinity, the lower the error in the charge-
transfer excitation energy will be. By augmenting GGA functionals with exact orbital
exchange, the quality of HOMO and LUMO orbital energies is improved and therefore,
the excitation energies are better.
For such hybrid functionals, the two-electron integrals in A corresponding to exact
Hartree-Fock exchange are non-zero. Again, all integrals in B approach zero. The
excitation energy is therefore
ωTDDFThybrid = 
D
i − Aa −
cHF
R
. (2.86)
It is clear that at large separation, excitation energies from GGA functionals have no
R dependence and excitation energies from hybrid functionals have the incorrect R
dependence. It should be noted that at infinite separation, the expression for the ex-
citation energy from a hybrid functional reduces to the one for a GGA. This analysis
clearly shows that for the correct description of charge-transfer excitations it is nec-
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essary for an exchange-correlation functional to incorporate some exact Hartree-Fock
exchange, as it is this term which introduces the required 1/R dependence. The correct
R dependence can only be achieved with 100% exact exchange. By incorporating exact
orbital exchange to fix the quality of the charge-transfer excitations, the correct asymp-
totic form of the potential is also achieved, meaning this approach not only corrects
charge-transfer underestimation but also Rydberg excitations. Accurate predictions for
charge-transfer excitations have been reported when using CAM-B3LYP80–83 (despite it
not having 100% long-range exact-exchange).
Predicting charge-transfer failures
As shown in the preceding section, the failure of conventional functionals to predict
charge-transfer excitation energies within TDDFT is a major problem. In order to
address this, Peach et al.84 introduced a diagnostic tool for predicting the likelihood
of underestimation of excitation energies with different classes of exchange correlation
functionals. They based this tool on the quantity
Oia = 〈|φi| | |φa|〉 (2.87)
which measures the extent of spatial overlap between any occupied-unoccupied orbital
pairs involved in a given excitation. The moduli in equation (2.87) prevents orthogonal
orbital pairs giving zero overlap. Each overlap is weighted by
κia = Xia + Yia, (2.88)
whereXia and Yia are solutions to the TDDFT equations (2.76). The resulting diagnostic
quantity is
Λ =
∑
ia κ
2
iaOia∑
ia κ
2
ia
, (2.89)
normalised such that it takes values of 0 ≤ Λ ≤ 1. A value of Λ = 0 signifies a
transition between two orbitals which are infinitely separated. A value of Λ = 1 signifies
a transition between two orbital which are spatially identical. The study by Peach et al.
found that for GGA functionals, an excitation energy with a value of Λ < 0.4 is likely
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to be significantly underestimated. For hybrid functionals, the performance is slightly
better and values of Λ < 0.3 indicate excitation energies which are likely to be incorrect.
The nature of this diagnostic tool is such that a value above the given threshold does not
guarantee an accurate description of the relevant excitation energy. Indeed, the same
workers found just such a case in a subsequent paper.85
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Chapter 3
Dispersion, fractional spins and
fractional charges
The errors arising due to dispersion, fractional spins and fractional charges are con-
sidered through two prototypical examples, H2 and H
+
2 . These examples are con-
sidered from the standard viewpoint of the energy and also the non-conventional
viewpoint of the force. It is shown how the variation of the force is determined by
the degree to which the density of each system is distorted through the electrostatic
theorem of Feynman. For both fractional spins (illustrated by H2) and fractional
charges (illustrated by H+2 ), the proportion of exact exchange incorporated into
exchange-correlation functionals has a significant effect on the quality of the re-
sults. In the former, functionals with large quantities of exact exchange—including
CAM-B3LYP—perform poorly whereas in the latter they provide an improved de-
scription over conventional local functionals and hybrid functionals with smaller
quantities of exact exchange. Errors in forces and density distortions are related
to erroneous terms in the Kohn-Sham equation.
Three areas where exchange-correlation functionals in modern DFT are particularly
susceptible to failure is in the accurate description of dispersion, fractional spins and
fractional charges.86–88 The associated errors manifest themselves in poor descriptions
of the dissociation of molecules (present chapter), weakly-bound complexes (see chapter
4) and charge-transfer excitation energies (see chapters 5, 6 and 7) among others.89–91
The dispersion problem refers to the lack of a long-range C6R
−6 interaction energy in
non-overlapping systems (a more detailed discussion is provided in section 4.1). Systems
with (locally) fractional spins tend to suffer from an overestimation of the energy and
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this is investigated through stretched H2, which consists of two atoms, each with half an
alpha and half a beta electron. Systems with fractional charges tend to suffer from an
underestimation of the energy and this is investigated through stretched H+2 , consisting
of two atoms, each with half an electron. To facilitate the analysis, the internuclear
forces, potential energy curves and density distortions are employed to build up a picture
of each molecule at large internuclear separations. The errors which arise are interpreted
in terms of both the energy and the force. The electrostatic theorem of Feynman is used
to relate the forces and the density distortions, which can then be related to errors in
the Kohn-Sham orbital equations.
Nuclear forces are determined using conventional analytic gradient techniques—i.e.
the true energy derivative,
FA = − ∂E
∂zA
, (3.1)
where, for a diatomic system consisting of two nuclei A and B, the force on nucleus A
(FA) is a function of the z component of the nuclear coordinate of A and the electronic
energy is E. Nuclear forces are also determined using the electrostatic theorem.43,44
The electrostatic theorem states that the force arises due to the classical interaction
with other nuclei and the electron density,
F elA = −
ZAZB
R2
− ZA
∫
ρ(r1)z1A
r31A
dr1, (3.2)
where r1A is the distance from nucleus A to electron coordinate r1, of which the z-
component is z1A and ZA is the nuclear charge of A. By calculating forces in this man-
ner, it is possible to obtain physical insight by understanding the forces in terms of
the electron density. When considering nucleus A, a positive force corresponds to an
attractive interaction. The electrostatic theorem is formally exact, but breaks down
for non-variational methodologies and/or finite basis sets. It is therefore necessary to
consider only variational methods (full CI, Hartree-Fock and DFT) and extensive basis
sets to minimise any associated errors.
There have been few previous studies where the force has been of central interest in
the same way in which it is here. One such study was conducted by Allen and Tozer92
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Table 3.1: Electrostatic forces (a.u.) and associated BSSE corrections for He2 calculated
with BD(T)/Dc147 with f-functions removed. FSAPT acts as a reference.
R/a0 F
el BSSE Correction Corrected F el FSAPT
8.0 4.66 0.18 4.84 5.10
8.5 3.13 0.13 3.20 3.30
9.0 2.04 0.08 2.12 2.20
and concerned the forces in stretched He2 as calculated using the coupled cluster based
approach of Brueckner doubles with perturbative triples (BD(T))93–95 and the Dc147
basis set.96 The results obtained in that study have been reproduced and are shown
in table 3.1. It can be seen that, due to the incompleteness of the Dc147 basis set,
the application of a basis set superposition error (BSSE) correction was necessary. A
detailed discussion of BSSE is provided in the next chapter (section 4.2). However,
its effect can be understood as the overlapping of basis functions causing an artificial
lowering of the energy. In this case, as the basis functions overlap in the region between
the two helium atoms, this lowering of energy is accompanied by an artificial increase in
the force experienced between the two nuclei. It should therefore be expected that the
application of a BSSE correction will not only increase the energy, but also reduce the
internuclear force. However, as can be seen from the data in table 3.1, the correction to
the force in fact increases its magnitude. The improvement of the force is therefore due
to a fortuitous inaccuracy in the BSSE correction which arises from the incompleteness
of the basis set. By reintroducing the f-functions which were omitted in the study of
Allen and Tozer, it is possible to generate new data, closer to the basis set limit, which
is shown in table 3.2. The BSSE correction now, correctly, reduces the force. It is now
the case that the uncorrected forces which initially appeared good, are worsened. The
reference values here are the same as those used by Allen and Tozer and are based on
accurate SAPT interaction energies fitted to an interatomic potential.
The inaccuracy of the electrostatic force lies in the quality of the electron density
used. To improve the accuracy of the electrostatic force, two approaches can be used:
increasing the basis set size and increasing the internuclear distance. Both are equivalent
to decreasing the required correction due to BSSE and thus improving the accuracy of
the electron density. It is clear from this analysis that extremely accurate densities are
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Table 3.2: Electrostatic forces (a.u.) and associated BSSE corrections for He2 calculated
with BD(T)/Dc147 with f-functions included. FSAPT acts as a reference.
R F el BSSE Correction Corrected F el FSAPT
8.0 4.85 −0.52 4.33 5.10
8.5 3.14 −0.33 2.81 3.30
9.0 2.08 −0.20 1.88 2.20
required to draw meaningful conclusions from the electrostatic theorem. This is more
achievable with H2 and H
+
2 given the simplicity of these systems. To guarantee densities
of high accuracy, an extensive basis set is employed throughout. Given the size of this
basis set, the errors arising from basis set overlap are below the precision quoted and
therefore, BSSE corrections need not be considered.
We now turn to the question of what can be learnt from the evaluation of H2 and H
+
2
at large internuclear separations, employing a variety of electronic structure methods.
For H2 and H
+
2 , the force from the electrostatic theorem (equation (3.2)) reduces to
F elA = −
1
R2
−
∫
ρ(r1)z1A
r31A
dr1. (3.3)
The first term in equation (3.3) is the force due to the nucleus B, whilst the second
term is the force due to the total electron density. For large internuclear separations, it
is appropriate to partition space into two regions. The force on nucleus A can then be
defined in terms of the electron density around each individual nucleus
F elA = −
1
R2
−
∫
ρA(r1)z1A
r31A
dr1 −
∫
ρB(r1)z1A
r31A
dr1 (3.4)
= − 1
R2
+ F el,ρAA + F
el,ρB
A (3.5)
where ρA(r1) and ρB(r1) are electron densities obtained by partitioning space into two
equal regions either side of the bond midplane. The forces F el,ρAA and F
el,ρB
A are the
classical attraction of the nucleus A towards the electron density of fragments A and B,
respectively. These forces can be determined numerically using the standard numerical
integration schemes in DFT programs—extensive testing has been performed to con-
firm the numerical integration grid is sufficiently large to give numerical forces from
the electrostatic theorem which are indistinguishable from the analytically determined
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equivalent. Calculations are performed with the Cadpac97 and Dalton98 programs, using
a restricted and unrestricted formalism for H2 and H
+
2 , respectively. A range of function-
als, with varying amounts of exact exchange are chosen: BLYP (GGA, 0% exchange),
B3LYP (hybrid, 20% exchange), CAM-B3LYP (coulomb-attenuated, 19% increasing to
65% exchange) and CAM-B3LYP (α + β = 1) (coulomb-attenuated, 20% increasing to
100% exchange). For H+2 , only the exchange components of the functionals are consid-
ered and the results are denoted B, B3, CAM-B3 and CAM-B3 (α+β = 1), respectively.
Full CI results are also presented which are exact (within the basis set) and correspond to
CCSD calculations for H2 and Hartree-Fock for H
+
2 . All calculations are performed with
the d-aug-cc-pV6Z basis set where g and h functions have been removed for technical
reasons and, given the preceding discussion, BSSE corrections are not required.
Figures 3.1 and 3.2 show the full potential energy curves for H2 and H
+
2 , respectively.
From this viewpoint of the energy it is clear to see the fractional spin error causes an
overestimation in the energy whereas the fractional charge error causes an underesti-
mation. As the amount of exchange increases from BLYP to B3LYP to CAM-B3LYP
to CAM-B3LYP (α + β = 1), the fractional spin error increases whereas the fractional
charge error decreases. The origin of these errors will now be investigated using the
definitions outlined above for the exact force (FA), the full electrostatic force (F
el
A ) and
the electrostatic force due to the electron density around one nucleus (F el,ρAA ).
3.1 Dispersion and Fractional spins: H2
For H2, the comparison of the force (FA), the electrostatic force (F
el
A ) and the electro-
static force due to the electron density around nucleus A (F el,ρAA ) at R = 13 a0 is shown
in table 3.3. For all methods considered, the electrostatic force is almost exactly equal
to the exact force, confirming the validity of the electrostatic theorem. The FA values
correspond to the slopes of the potential energy curves at R = 13 a0.
At large values of R, the density around nucleus B, ρB(r), contains one localised
electron, thus the attraction of nucleus A to this electron and the repulsion from nucleus
B approximately cancel
F el,ρBA ≈
1
R2
(3.6)
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Figure 3.1: Potential Energy Curves for H2 (using d-aug-cc-pV6Z).
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Figure 3.2: Potential Energy Curves for H+2 (using d-aug-cc-pV6Z).
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Table 3.3: H2 Forces (a.u.) at 13 a0.
Method FA F
el
A F
el,ρA
A
CCSD (Exact) 7.37× 10−7 7.34× 10−7 7.69× 10−7
BLYP 7.65× 10−5 7.64× 10−5 7.24× 10−5
B3LYP 7.00× 10−4 6.99× 10−4 6.89× 10−4
CAM-B3LYP 2.07× 10−3 2.07× 10−3 2.05× 10−3
CAM-B3LYP(α + β = 1) 3.21× 10−3 3.21× 10−3 3.16× 10−3
yielding
FA ≈ F elA ≈ F el,ρAA . (3.7)
The net force exerted on nucleus A must therefore arise due to a distortion of the electron
density around A away from spherical. There is a generally good agreement between
F elA and F
el,ρA
A —confirming that the force on nucleus A is arising from a distortion of the
electron density around that nucleus. In order to illustrate this distortion it is useful to
consider not the density, but rather the density difference, defined as
∆ρ(r) = ρAB(r)− ρA(r)− ρB(r), (3.8)
where ρAB(r) is the density of the diatomic and ρA(r) and ρB(r) are spherical, atomic
densities associated with nuclei A and B, respectively. These latter two densities are
determined from calculations on the diatomic at R = 107 a0.
The force calculated using CCSD—which is exact for H2—is 7.37×10−7au at R = 13
a0. At this distance the only interaction is due to dispersion. The exact dispersion force
can be calculated using experimental dispersion coefficients,99
F dispA (R = 13a0) = 6C6R
−7 + 8C8R−9 + · · · = 7.38× 10−7a.u., (3.9)
showing excellent agreement with CCSD. The non-zero force exerted on nucleus A is
the result of the distortion of the density which can be observed in figure 3.3. Feynman
conjectured44 that the only source of the R−7 component of the dispersion interaction
is the attraction of the nucleus to the distorted electron density that surrounds it,
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Figure 3.3: H2 CCSD density distortion
which has been verified for H2 by Hirschfelder and Eliason.
100 Note that all subsequent
density difference plots for H2 will be plotted on a different scale, which is two orders
of magnitude larger than that used for the CCSD case in figure 3.3. This is required
due to the significantly larger distortion observed when less accurate electronic structure
methods are used. For comparison, the CCSD density difference is replotted on the new
scale in figure 3.4(a), where it can be seen that the distortion is barely visible.
From the results in table 3.3, it can be seen that when employing DFT methods,
the force becomes increasingly overestimated (too attractive) with increasing amounts of
exact exchange. This is reflected in the increased gradients of the potential energy curves
plotted in figure 3.1. At R = 13 a0, the CCSD curve is essentially flat, corresponding to
isolated atoms whereas—at the other extreme—CAM-B3LYP(α+β = 1) still exhibits a
noticeable slope. The origin of this trend in increasing force is evident from the density
difference plots of figure 3.4 where it can be seen that there is an increasing degree of
distortion of the density. The fractional spin error manifests itself as an overestimated
force due to an exaggerated density distortion.
In the vicinity of nucleus A, the exact potential experienced by an electron should be
− 1
rA
, given the molecule is essentially dissociated. For the DFT functionals considered,
there is an additional erroneous term equal to − ξ
2rB
, where ξ is the amount of long-range
exact exchange. The result of this additional term is that an electron near nucleus A
is attracted to a fractional positive charge on atom B equal to 1− ξ
2
, which causes the
exaggerated distortion of the electron density. For both Hartree-Fock and CAM-B3LYP
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(a) CCSD (Exact) (b) BLYP
(c) B3LYP (d) CAM-B3LYP
(e) CAM-B3LYP (α+ β = 1)
Figure 3.4: H2 ∆ρ plots illustrating the density distortion.
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(α+β = 1), which both correspond to 100% exact exchange at this distance, this results
in attraction to a 0.5 positive charge on atom B, reflecting the standard explanation that
the wavefunction incorrectly contains 50% ionic character. For these two methods, the
forces in table 3.3 are essentially equal to −0.5
R2
.
The fractional spin error outweighs any error due the functionals missing the disper-
sion interaction. DFT calculations on He2, which does not exhibit a fractional spin error,
would yield a density distortion much smaller than the exact distortion and hence, no
R−7 dispersion force. This was explicitly illustrated in Ref 92 in the context of Hartree-
Fock-Kohn-Sham calculations.
3.2 Fractional charges: H+2
From the values in table 3.4, the similarity between FA and F
el
A for H
+
2 again confirms
the validity of the electrostatic theorem. However, there is now a significant difference
in F el,ρAA . As there is only one electron, the density around nucleus B only contains half
an electron. As a result, the repulsion of nucleus B is no longer approximately cancelled
by the density around B but rather
F el,ρBA ≈
1
2R2
(3.10)
and so there is a net force exerted on nucleus A of
FA ≈ − 1
2R2
+ F el,ρAA . (3.11)
The force on nucleus A can no longer be attributed just to the electron density around
A. In the exact case (now Hartree-Fock), close to dissociation at R = 13 a0, the force
exerted on each nucleus is close to zero (see table 3.4). In order to produce a total force
near zero, the force due to the density around nucleus A must almost exactly cancel
the repulsive −1/2R2 term arising from the proton/half-electron system at B. Indeed,
the Hartree-Fock value of F el,ρAA = −2.99 × 10−3 ≈ 1/2R2 and the significant density
distortion in figure 3.5(a) reflects this. The significant distortion in this case is simply
a result of the attraction to nucleus B which is now shielded by only half an electron.
This distortion is necessary to counteract the repulsive force experienced between the
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Table 3.4: H+2 Forces (a.u.) at 13 a0 (using d-aug-cc-pV6Z)
Method FA F
el
A F
el,ρA
A
Hartree-Fock (Exact) 4.59× 10−5 4.41× 10−5 2.99× 10−3
BLYP −1.47× 10−3 −1.48× 10−3 1.48× 10−3
B3LYP −1.17× 10−3 −1.17× 10−3 1.78× 10−3
CAM-B3LYP −4.91× 10−4 −4.93× 10−4 2.46× 10−3
CAM-B3LYP(α + β = 1) 4.20× 10−5 3.98× 10−5 2.99× 10−3
two positively charged nuclei.
From the results in table 3.4 it can be seen that for the BLYP GGA functional,
the net force is FA = −1.47× 10−3a.u., which represents a repulsive force of essentially
− 1
4R2
(as would arise from the interaction of two half-plus fragments). The force on
nucleus A due to the density surrounding it is therefore F el,ρAA ≈ 14R2 . The density
does therefore distort towards nucleus B as shown in figure 3.5, but not sufficiently to
overcome the repulsion from fragment B, giving a net repulsive interaction. Interestingly,
the use of LDAX and other GGA exchange functionals yield identical forces and density
distortions.
Increasing the amount of exact orbital exchange causes the forces to become less
repulsive and then attractive. The CAM-B3LYP (α + β = 1) forces are in excellent
agreement with the exact Hartree-Fock values. This increase in force is a result of the
increased density distortion, as shown in figure 3.5. The fractional charge error therefore
manifests itself as an underestimated force due to an underestimated density distortion.
In the vicinity of nucleus A, an electron should experience an effective potential of
− 1
rA
− 1
rB
, the latter term being responsible for the distortion of the density. The Kohn-
Sham operator, in this case, contains an additional erroneous term of − 1
2rB
(ξ − 1). For
small ξ, the − 1
rB
term is partly cancelled, reducing the distortion. As ξ increases, this
term vanishes and the correct, larger distortion is obtained.
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(a) Hartree-Fock (Exact) (b) B88X
(c) B3 (d) CAM-B3
(e) CAM-B3 (α+ β = 1)
Figure 3.5: H+2 ∆ρ plots illustrating the density distortion.
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Summary
The key problems of dispersion, fractional spins and fractional charges have been con-
sidered from the viewpoint of the force. Through the use of the electrostatic theorem,
these forces have been related to distortions of the density. The example of H2 shows
how the dispersion force arises from a distortion of the density—the sometimes over-
looked interpretation of Feynman. H2 was also used to illustrate the fractional spin error
which, in the case of DFT functionals containing long-range exact exchange, results in
an overestimation of the force due to an exaggerated density distortion. Conversely,
the example of H+2 shows how long-range exact exchange is necessary for systems with
fractional charges where the force is underestimated due to an underestimated density
distortion. The fact that exact exchange is detrimental in the former case yet necessary
in the latter case presents a challenging problem which, through a consideration of the
force and density distortion, has been provided with new physical insight.
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Chapter 4
C6 coefficients from DFT and the
DFT-D approach
Continuing the theme of weak interactions, this chapter considers the performance
of a variety of functionals in determining the C6 dispersion coefficient, with CAM-
B3LYP providing greater accuracy than conventional GGA and hybrid function-
als. The potential energy surfaces of rare-gas diatomics are constructed using
DFT with an empirical dispersion correction based on the C6 dispersion coeffi-
cient. Dispersion corrected interaction energies of biologically relevant systems are
also determined. CAM-B3LYP shows a performance of comparable accuracy to
other long-range corrected functionals for determining dispersion corrected inter-
action energies. The role of the attenuation parameters within CAM-B3LYP for
the accurate treatment of the dispersion interaction is illustrated. The need for
flexibility in the form of the dispersion correction is highlighted.
4.1 Calculating C6 coefficients
The weak non-electrostatic interactions between atoms and molecules are covered by the
‘van der Waals’ label. The attractive component of this interaction is the ubiquitous
dispersion or London interaction. Traditionally, this interaction is considered as arising
from the interaction of induced dipole moments; instantaneous fluctuations in electron
density on one species gives rise to a dipole moment which then induces a dipole moment
on a neighbouring species.101,102 This attractive interaction is present between well-
separated molecules, even in the absence of permanent multipole moments.103 The
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dispersion energy can be defined in terms of an interatomic or intermolecular distance
R and a dispersion coefficient C2n as
Edisp = −
∑
n=3
C2nR
−2n. (4.1)
For intermolecular systems, this assumes a C2n coefficient for an entire molecule. It is
possible to consider the intermolecular interaction as a sum of interatomic interactions
and this is discussed in section 4.2. It is common to truncate this expression at the first
term, requiring only one dispersion coefficient, C6. This is the only coefficient that will
be considered in the present work. Other terms contribute less because of higher-order
distance dependence so neglecting them is not significant in many cases.
The role of the dispersion interaction in chemistry must not be understated. It
is responsible for crucial biological104–107 self-assembly. The structure of proteins and
the stacking of DNA base pairs are just two examples of where the dispersion inter-
action plays a significant role in conferring conformation and stability. The dispersion
interaction is also responsible for the condensation of and binding between noble gas
atoms—examples of which will be considered here.
Although a number of routes exist to the determination of C6 coefficients,
108–110 they
are determined here through the Casimir-Polder identity111
Cij6 =
3
pi
∫
αi(iω)αj(iω)dω, (4.2)
where i and j denote the species that the dispersion interaction is between. The fre-
quency dependent polarisability α(iω) at imaginary frequency ω is calculated in terms
of Cauchy coefficients S−2l using the Cauchy expansion,
α(iω) =
∞∑
l=1
S−2liω2(l−1). (4.3)
Since the C6 coefficients considered are isotropic they can be calculated from isotropic
polarisabilities,
α =
1
3
(αxx + αyy + αzz). (4.4)
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Figure 4.1: The B3LYP frequency dependent polarisability of helium determined using the
Cauchy expansion (dashed) and computed directly (solid).
The Cadpac programme provides C6 coefficients as standard output and was therefore
used in the preliminary calculations. As there was no implementation of CAM-B3LYP in
Cadpac available, we then used Dalton and equation (4.3) to determine C6 coefficients.
However, the Cauchy expansion only holds up to the value of the first excitation energy
with non-zero oscillator strength.112 This breakdown is illustrated in figure 4.1. The
result is that the frequency dependent polarisabilities and C6 coefficients could not be ac-
curately calculated in this manner. The Dalton code was therefore modified to print the
frequency dependent polarisability on a predetermined Gauss-Legendre quadrature grid
and the C6 coefficients were accurately obtained using equation (4.2) and the relevant
16-point quadrature scheme similar to that used by Amos et al.113
Once the required tests and modifications to confirm consistency in the calculation
of C6 coefficients had been successfully completed, the performance of CAM-B3LYP was
examined. This functional has not previously been used to determine C6 coefficients.
Although the comparison of most significance is that of CAM-B3LYP with the original
B3LYP functional, a number of other functionals are also tested for a broader com-
parison. The functionals of Keal and Tozer114,115 are employed given the recent good
performance of KT1 in modelling pi − pi stacking,116 and also the B971 functional,51
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Table 4.1: Static polarisabilities for the S1 set. All values in a.u.
B3LYPa B3LYPb CAM-B3LYPb DOSDa
He 1.51 1.51 1.53 1.38
Ne 2.87 2.88 2.87 2.67
Ar 11.60 11.61 11.48 11.07
H2 5.55 5.55 5.59 5.43
CO 13.70 13.29 13.21 13.08
CO2 17.34 17.41 17.32 17.51
N2 12.04 12.04 12.01 11.74
HCl 18.59 17.98 17.71 17.39
HF 6.23 5.88 5.82 5.60
H2O 10.14 10.01 9.82 9.64
a Ref. 118.
bThis work
given its performance for van der Waals interactions.117 All calculations use the d-aug-
cc-pVTZ basis set. A C6 coefficient must, by definition, exist between a pair of atoms
or molecules; when a C6 coefficient is reported for an atom, we assume this refers to
the homo nuclear dimer i.e. i = j in equation (4.2). The initial test deals with such
homogeneous coefficients while the latter two sets will see the inclusion of mixed pairs.
4.1.1 The S1 set
As a preliminary test the B3LYP/pVTZ+ results presented by Ioannou et al.118 for static
isotropic polarisabilities, S−4 Cauchy coefficients and C6 coefficients were reproduced.
The results of Ioannou et al. are for a set of molecules denoted S1 and consisting of He,
Ne, Ar, H2, CO, CO2, N2, HCl, HF and H2O at near exact geometries (diatomics from
Ref. 119, CO2 and H2O from Refs. 120 and 121, respectively). Given the confirmation
of consistency with the available results, all further calculations employ the d-aug-cc-
pVTZ basis set. The verification of the B3LYP results as well as a comparison with
CAM-B3LYP is shown in tables 4.1, 4.2 and 4.3. Total errors for C6 coefficients for each
functional are shown in table 4.4. The errors presented are the mean error (d), mean
percentage error (%d), mean absolute error (|d|) and mean absolute percentage error
(|%d|). These errors are determined relative to reference data determined from dipole
oscillator strength distribution (DOSD) calculations.118
The S1 set is small but balanced. The inclusion of He presents a problem with error
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Table 4.2: Cauchy Coefficients (S−2l, l = 2) for the S1 set. All values in a.u.
B3LYPa B3LYPb CAM-B3LYPb DOSDa
He 2.0 2.0 2.0 1.6
Ne 3.6 3.7 3.7 3.0
Ar 32.7 32.7 31.5 28.8
H2 21.7 21.7 21.8 20.0
CO 52.2 51.9 50.6 46.3
CO2 49.2 49.3 48.5 51.0
N2 32.5 32.3 31.8 30.1
HCl 79.7 78.3 73.9 67.1
HF 15.2 15.1 14.5 14.4
H2O 42.0 40.9 38.0 35.4
a Ref. 118.
bThis work
Table 4.3: C6 coefficients for the S1 set. All values in a.u.
B3LYPa B3LYPb CAM-B3LYPb DOSDa
He 1.63 1.63 1.66 1.46
Ne 6.89 6.90 6.90 6.38
Ar 67.94 68.03 67.20 64.30
H2 12.37 12.38 12.53 12.09
CO 80.87 81.14 80.69 81.31
CO2 156.10 157.09 156.28 158.70
N2 75.24 75.43 75.30 73.43
HCl 132.90 132.38 130.20 130.40
HF 20.36 20.41 20.20 19.00
H2O 48.14 47.16 46.30 45.37
a Ref. 118.
bThis work
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Table 4.4: Mean error (d), mean absolute error (|d|), mean percentage error (%d) and mean
absolute percentage error (|%d|) in C6 coefficients for S1 set (a.u.).
System HF BLYP B3LYP CAM-B3LYP KT1 KT2 KT3 B97-1
d −4.36 3.66 1.01 0.48 4.9 2.38 0.73 0.44
|d| 4.36 3.66 1.37 1.13 4.9 2.38 1.13 1.11
%d −7.78 9.84 4.23 3.82 10.5 5.59 3.19 3.01
|%d| 7.78 9.84 4.48 4.31 10.5 5.59 3.65 3.52
measurement. As there are two orders of magnitude difference in the C6 values of He and
CO2 the mean absolute error is inappropriate, as information from He (as well as other
smaller systems) can be lost. However, if percentage errors are used, small discrepancies
in the He value will be distorted. This is of particular relevance given the significantly
better performance for all the rare-gas atoms by the KT3 functional (table 4.4). The
best performing methods are B3LYP, CAM-B3LYP, KT3 and B97-1, with CAM-B3LYP
showing a clear improvement over B3LYP. The high performance of the KT3 functional is
surprising, while that of B97-1 is to be expected.51 These two functionals were therefore
employed in further testing alongside B3LYP and CAM-B3LYP.
4.1.2 The S2 set
66 atomic and molecular pairs were chosen from the large dataset compiled by Johnson
and Becke.122 These authors present accurate C6 coefficients for 178 pairs, but all pairs
containing open-shell species were discarded for technical reasons with the remaining
closed-shell pairs being sufficient for this study. Any pairs containing the heavier rare-
gas diatomics Krypton and Xenon as well as alkanes and alkenes above C3H6 were also
omitted as it was felt that the smaller analogues captured the essential chemistry without
being too computationally demanding. The resulting set is denoted the S2 set (see table
4.5) and is significantly larger than the S1 set. Although it is larger, and therefore
likely to be a fairer test of functional quality, the set is somewhat unbalanced due to the
frequent occurrence of SiH4, SiF4, CCl4 and Cl2. Successful performance with the S2
set is, to some extent, based on the performance for these four molecules. All molecular
geometries were optimised at the B3LYP/6-31G(2df,p) and CCSD/aug-cc-pVTZ levels
to probe the influence of structure on the accuracy of the C6 coefficients, which were
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Table 4.5: Atom and molecule combinations in the S2 set and the associated reference C6
coefficients (a.u.).
A B C6 A B C6 A B C6
H2 H2 12.11 SiH4 SiH4 343.9 CCl4 C2H2 642.4
CH4 CH4 129.6 SiH4 Cl2 363.6 CCl4 C2H4 779.7
CH4 C2H2 162.5 SiH4 Ar 145.3 CCl4 C2H6 879.0
C2H2 C2H2 204.1 SiF4 H 43.28 CCl4 N2 382.7
C2H4 C2H2 247.7 SiF4 H2 61.19 CCl4 CO2 563.1
C2H4 C2H4 300.5 SiF4 He 21.90 CCl4 Ne 106.3
C2H6 C2H2 278.9 SiF4 CH4 202.3 CCl4 SiH4 828.6
C2H6 C2H6 381.8 SiF4 C2H2 251.9 CCl4 Cl2 2024
N2 N2 73.39 SiF4 C2H4 306.2 CCl4 Cl2 887.5
CO2 CH4 142.6 SiF4 C2H6 347.4 CCl4 Ar 359.1
CO2 C2H2 178.2 SiF4 N2 154.8 Cl2 H 49.76
CO2 CO2 158.7 SiF4 CO2 227.7 Cl2 H2 68.58
SiH4 H 47.25 SiF4 Ne 45.40 Cl2 He 22.93
SiH4 H2 64.24 SiF4 SiH4 318.7 Cl2 CH4 224.6
SiH4 He 20.78 SiF4 SiF4 330.2 Cl2 C2H2 281.7
SiH4 CH4 209.4 SiF4 CCl4 798.2 Cl2 C2H4 341.9
SiH4 C2H2 264.0 SiF4 Cl2 349.5 Cl2 C2H6 385.4
SiH4 C2H4 320.0 SiF4 Ar 144.6 Cl2 N2 167.7
SiH4 C2H6 359.3 CCl4 H 113.4 Cl2 CO2 246.7
SiH4 N2 154.6 CCl4 H2 156.4 Cl2 Ne 46.50
SiH4 CO2 227.6 CCl4 He 52.39 Cl2 Cl2 389.2
SiH4 Ne 41.77 CCl4 CH4 512.2 Cl2 Ar 157.4
determined using the established d-aug-cc-pVTZ basis set.
The mean absolute error and the mean absolute percentage errors for the S2 set are
reported in table 4.6. CAM-B3LYP again shows a clear improvement over B3LYP. It
also benefits from the increased size of the test set by now outperforming both KT3 and
B971. The same ordering of functional performance is seen for both sets of geometries,
while there is little conclusive evidence for a quantitative improvement when using more
accurate geometries.
4.1.3 The S3 set
A final set of atomic and molecular pairs is considered for which experimental geometries
and C6 coefficients are available. All of the dimers of the S1 set are included as well
as all combinations of the first 3 rare-gas atoms, together with (CH4)2, (Cl2)2, CO2—
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Table 4.6: Mean absolute errors (|d|) and mean absolute percentage errors (|%d|) in C6
coefficients for S2 set. All values in a.u.
B3LYP CAM-B3LYP KT3 B97-1
B3LYP Geometry
|d| 7.07 5.15 7.75 6.14
|%d| 3.68 2.56 4.28 3.14
CCSD Geometry
|d| 6.27 6.38 6.70 5.84
|%d| 3.57 2.76 4.10 3.17
CH4, Cl2—H2, Cl2—CH4, Cl2—N2, Cl2—CO2, Cl2—He, Cl2—Ne and Cl2—Ar. The
geometries of Cl2 and CO2 are taken from Ref. 123. The errors in the C6 coefficients
for this set are shown in table 4.7, where the d-aug-cc-pVTZ basis set has again been
used. The strong performance of KT3 for this set can be attributed to the bias of the
set towards Cl2 for which KT3 performs well. CAM-B3LYP again outperforms B3LYP.
Over all three test sets, it cannot be said that any functional consistently or significantly
outperforms the others, although it can be concluded that CAM-B3LYP generally shows
good performance and certainly provides a significant improvement over B3LYP. The
lack of a large, well balanced test set for the determination of C6 coefficients remains a
problem.
Table 4.7: Total errors in C6 coefficients for S3 set. All values in a.u.
B3LYP CAM-B3LYP KT3 B97-1
|d| 2.40 2.04 1.54 1.95
|%d| 4.50 4.38 3.15 3.64
4.1.4 The role of the attenuation parameters in CAM-B3LYP
when determining C6 coefficients
Following the approach of Peach et al.,124 the attenuation parameters in CAM-B3LYP
were then varied to find the optimal functional for the determination of C6 coefficients.
For this, the general exchange-correlation functional detailed by Peach et al. is used,
EXC = E
SR
X + E
LR
X + E
LYP
C . (4.5)
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This differs from the original CAM-B3LYP form in that the B3LYP correlation compo-
nent has been replaced with LYP correlation,
ECAM-B3LYPXC = E
SR
X + E
LR
X + E
B3LYP
C (4.6)
EB3LYPC = 0.81E
LYP
C + 0.19E
VWN
C . (4.7)
The motivation for this change is that, even when the attenuation parameter α (see
equation (2.49)) is set to 0.2, the exact functional form of B3LYP cannot be reproduced
due to the differing prefactors for the gradient corrected exchange term. Therefore, the
justification for using the B3LYP correlation form is lost and it is found124 that the
inclusion of VWN correlation produces poorer performance for atomisation energies.
The α and µ parameters are varied in the ranges: 0 6 α 6 0.4 and 0 6 µ 6 1. As well
as the original CAM-B3LYP form where α + β = 0.65, an additional functional form
where the exact long-range condition α + β = 1 is met, is also considered.
The α and µ values are incremented within their ranges by 0.04 and 0.1, respectively.
The S1 set is used for this analysis and the same d-aug-cc-pVTZ basis is employed. Mean
absolute errors and mean absolute percentage errors are found to give similar outcomes
in terms of functional performance. The S1 set is also considered without the inclusion
of helium to ensure that its unequal influence does not affect the resulting optimal
parameters. The mean absolute error in the C6 coefficients for the full S1 set as a
function of both α and µ for α+ β = 0.65 and α+ β = 1 is shown in figures 4.2(a) and
4.2(b), respectively.
For α + β = 0.65, the optimal parameters are α = 0.32 and µ = 0.1 a−10 , which give
a mean absolute error of 1.10 a.u. For α + β = 1, the optimal parameters are α = 0.32
and µ = 0 a−10 , which give a mean absolute error of 1.12 a.u. The error for the standard
CAM-B3LYP functional is 1.13 a.u. The optimisation of the attenuating parameters
therefore leads to a negligible change in performance.
It is clear from the optimal values of µ that an increase in exchange at long-range
is of little importance. Adherence to the exact long-range condition is therefore of little
relevance in this case. A higher amount of exact exchange than is included in B3LYP
is preferable however, with α = 0.32 providing the best results. For both long range
conditions shown in figure 4.2, the parameters corresponding to CAM-B3LYP, α = 0.19
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Figure 4.2: Mean absolute error in C6 coefficient for the S1 set.
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and µ = 0.33 a−10 lie within the ‘valley’ of minimum error results. Large errors for low α
values (when µ is also low) reflect the poor performance of local functionals while large
errors for high µ values reflect the poor performance of Hartree-Fock.
4.2 Application of DFT to dispersion bound sys-
tems: DFT-D
The physics of dispersion, encapsulated in the form of equation (4.1) is not present in
local DFT exchange-correlation functionals. We now consider the explicit application
of C6 coefficients to the calculation of dispersion interactions. Specifically, we are in-
terested in the performance of CAM-B3LYP, which has now been shown to produce
good C6 coefficients. Several attempts have been made to rigorously incorporate the
form of the dispersion interaction into density functionals.125–130 The focus of this work
is on post-SCF corrections to the DFT energy. Ahlrichs et al.131 supplemented their
Hartree-Fock calculations with an explicit dispersion interaction calculated from C6,
C8 and C10 coefficients. This approach of adding a dispersion correction to electronic
structure methods was adopted in a QM/MM study of protein structure132 and an ab
initio study of methanol dimers.133 Explicit corrections were added to DFT methods
by Elstner et al.134 and Wu et al.135 This latter approach is now widespread and
has been termed DFT-D. Of particular importance in this area is the extensive work of
Grimme.103,108,136–142 In the last 10 years there have been numerous investigations which
incorporate an explicit post-SCF dispersion correction (DFT-D), many of which143–146
employ C6 coefficients determined using the exchange-hole dipole moment method of
Becke and Johnson.109,110,122,147–149 The van der Waals functional of Andersson et al.128
has been combined with long-range corrected functionals59,150 while Wu and Yang151
have used a DFT-D method which combines B3LYP and PW91 with dispersion cor-
rections based on experimentally determined C6 coefficients. Given that the dispersion
correction is applied to completed DFT calculations and that the correction itself varies
with the internuclear distance R, the DFT-D energy is defined as a function of R as,
EDFT-D(R) = EDFT(R) + Edisp(R) = EDFT(R)− C6R−6fd(R). (4.8)
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This definition is applicable to systems where there is a C6 coefficient for each entire
fragment in the complex. In the case of a rare-gas diatomic the atomic dispersion
coefficients are used. For molecular complexes such as the water dimer, a C6 coefficient
for the entire water molecule is required. The damping function fd(R) is necessary to
prevent Edisp → ∞ as R → 0. It therefore acts as a ‘switch’ between 0 and 1; turning
the correction off at short distances to prevent the dispersion correction dominating the
intermolecular potential. The form of the damping function plays a critical role in the
effect of the dispersion correction; the distance at which it switches between 0 and 1 is
important, as well as the rate at which it does so. If the correction is switched on at too
short a distance, non-dispersion type bonding will be affected. Two types of damping
function are considered. Firstly, the damping function of Mooij et al.131,133 (function I)
fd(R) =
(
1− exp
[
−c
(
R
Rm
)3])2
(4.9)
and secondly a Fermi function151 (function II)
fd(R) =
1
1 + exp
[
−β
(
R
Rm
− 1
)] . (4.10)
The empirical parameters c and β are determined according to experimental data while
Rm is the sum of atomic van der Waals radii for the two atoms involved in the interaction.
This value is usually taken from the work of Bondi.152 The difference in the rate of
onset and the separation at which this occurs between these two damping functions is
illustrated in figure 4.3. Comparison between each of these functions will be employed
throughout this chapter.
Much of the following work is concerned with the determination of interaction en-
ergies. Basis set superposition error (BSSE) is a problem that arises when calculating
interaction energies and is entirely due to the use of a finite basis set. When mapping
a potential energy surface, the energy of a diatomic (or more generally, any dimer) is
calculated relative to the energy of the two individual, isolated components
∆EAB = EAB − EA − EB. (4.11)
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Figure 4.3: A comparison of the shape of the damping functions for the helium atom.
However, this expression omits any information about the basis sets which have been
employed. It is illustrative to include them in the expression,
∆EAB = E
ab
AB − EaA − EbB (4.12)
where the superscripts refer to the basis set. So, the energy of fragment A is calculated
in the basis set ‘a’, the energy of B in the basis set ‘b’ and the dimer AB in the joint
basis set ‘ab’, which is a mixture of the two individual basis sets. When calculating the
dimer in the joint basis set, the functions of the basis set overlap. Each fragment within
the joint basis set therefore benefits from additional basis functions contributed from
the overlapping basis set. In other words, the fragment A, within the dimer, experiences
a larger basis set than when isolated. Therefore, the energy of the dimer is artificially
lowered.
BSSE can be addressed by simply calculating the energy of each fragment in the
same combined basis set that is used for the dimer. For atom A, this would be done by
placing a ghost atom at the position of B, so the basis functions are there, but the atom
itself is not. The energy is then
∆EAB = E
ab
AB − EabA − EabB . (4.13)
Equivalently, a correction term can be added to equation (4.12) which is known as the
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counterpoise correction,153
ECPcorr = (E
a
A − EabA ) + (EbB − EabB ). (4.14)
The application of this correction is equivalent to subtracting out that part of the energy
which results from the overlapping of basis functions.
4.2.1 Rare-gas dimers
The diatomic molecules of the rare-gases have been a fertile testing ground for the
performance of DFT functionals. Indeed, early efforts to determine whether or not
DFT could successfully reproduce dispersion interactions were conducted on diatomics
of the rare-gas atoms.154,155 The dispersion interaction arises from correlation effects:
Hartree-Fock gives purely repulsive potentials. Functionals based on the LDA were
found to be significantly overbound.156–159 GGA functionals were found to offer no
binding at all. Perez-Jorda and co-workers considered the performance of the LDA,
GGA and hybrid functionals154 as well as a formalism involving a post-HF correlation
correction160 in determining the potential energy curves of rare-gas diatomics.
An appealing aspect of using the rare-gas dimers as a testing ground for the descrip-
tion of the dispersion interaction is the readily available high accuracy reference data.
For more than 30 years, accurate C6 coefficients have been known—largely due to the
work of Tang, Toennies and others.161–164 Also available are highly accurate potential
energy curves from the work of Ogilvie and Wang165,166 and the symmetry-adapted per-
turbation theory study of Korona et al.96 However, it has recently been suggested167
that reference data should be taken from the more recent work of Tang and Toennies.163
We calculate the interatomic potential energy curves of rare-gas diatomics by follow-
ing the approach of Wu and Yang, employing equation (4.8) with the damping functions
I (equation (4.9)) and II (equation (4.10)). The damping function parameters used are
the same as those used by Wu and Yang, namely c = 3.54 and β = 23 and the van der
Waals radii of Bondi152 are used. The potential energies and C6 coefficients were deter-
mined in each case using the d-aug-cc-pV6Z basis set whose extensive size precludes the
need to consider basis set superposition error. The resulting DFT-D potential energy
curves for B3LYP, CAM-B3LYP, B97-1 and KT3 for each diatomic of the first three
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rare gases are presented in figures 4.4 and 4.5.
The more slowly decaying damping function I samples more of the dispersion cor-
rection for a larger range of internuclear separation. The resulting potential energy
surfaces (figure 4.4) show that the equilibrium bond length is shortened and the disso-
ciation energy is larger, relative to the reference data.165,166 This behaviour is beneficial
for functionals which underbind or offer no binding interaction at all but is likely to
over compensate for the dispersion interaction where there is an interaction. With the
exception of B3LYP, all functionals with the correction using damping function I under-
estimate the equilibrium bond length and overestimate the dissociation energy. B3LYP,
while giving minima that are too shallow, does offer the best estimate of the bond
length. However, it is clear that this damping function is not ideal, given the strength
of the dispersion interaction which it applies. It should perhaps be expected that the
worst performing DFT method, B3LYP, affords the best DFT-D method although it is
unfortunate that any functional which does, to some extent, account for a dispersion
interaction, is punished by too strong a correction.
Damping function II produces the potential energy curves plotted in figure 4.5, where
a significant improvement in the description of the equilibrium bond length can be seen.
All functionals now provide a reasonable description, although B3LYP is again an ex-
ception. CAM-B3LYP accurately reproduces the dissociation energy of each diatomic
except Ar2, therefore providing an excellent description of bonding in rare-gas diatomics
and significantly outperforming all other functionals considered. The difference between
the results for each damping function illustrates the critical role it can play in estab-
lishing an effective DFT-D method. The choice of damping function is of comparative
importance to the DFT functional and the C6 coefficients used. Given that the param-
eters within damping functions are frequently determined from empirical results, this is
potentially a cause for concern.
4.2.2 The S22 set
Thus far, the majority of complexes have been small and, while providing significant in-
sight, are of only limited chemical relevance. The set of 22 molecules proposed by Jurecka
et al.168 listed in table 4.8 has become the de facto standard set of molecules against
61
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
gy
/E
h
(a)He2
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
gy
/E
h
(b)Ne2
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
gy
/E
h
(c)Ar2
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
gy
/E
h
(d)HeNe
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
g
y
/E
h
(e)HeAr
4 6 8
−0.0010
−0.0005
0.0000
0.0005
0.0010
R/a0
E
n
er
g
y
/E
h
(d)NeAr
Figure 4.4: Dispersion corrected (function I) potential energy curves for the rare-gas di-
atomics. B3LYP (solid), CAM-B3LYP (dashed), B97-1 (densely dotted), KT3 (loosely dotted)
and Reference (×).
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Figure 4.5: Dispersion corrected (function II) potential energy curves for the rare-gas di-
atomics. B3LYP (solid), CAM-B3LYP (dashed), B97-1 (densely dotted), KT3 (loosely dotted)
and Reference (×).
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Table 4.8: The complexes of the S22 set and the numbering system used.
Complex Monomer A Monomer B Complex Monomer A Monomer B
1 NH3 NH3 12 pyrazine pyrazine
2 H2O H2O 13 uracil uracil
3 CHO2H CHO2H 14 indole benzene
4 formamide formamide 15 adenine thymine
5 uracil uracil 16 C2H4 C2H2
6 pyridoxine aminopyridine 17 benzene H2O
7 adenine thymine 18 benzene NH3
8 CH4 CH4 19 benzene HCN
9 C2H4 C2H4 20 benzene benzene
10 benzene CH4 21 indole benzene
11 benzene benzene 22 phenol phenol
which to test the performance of theoretical methods at reproducing intermolecular in-
teractions. The set is largely made up of chemically and biologically relevant complexes,
some of which are hydrogen bonded, some dispersion bonded and the remainder, mixed
complexes. The authors justified the relatively large size of the test set and the inclusion
of some of the molecules by noting that the performance of different theories for smaller
systems—notably the rare-gas dimers—does not give a good indication of the perfor-
mance for the dispersion interaction in large molecules. One of the main appeals of the
S22 set is the readily available CCSD(T) reference data and optimised geometries.168 It
is therefore pertinent to consider the S22 set in this chapter.
A comprehensive study by Zhao and Truhlar169 compares the performance of 40
different functionals in determining the interaction energies of the S22 complexes. How-
ever, none of the functionals considered are explicitly designed to account for dispersion,
nor is a dispersion correction employed at any point. The extensive data in their study
is therefore useful only as an assessment of the performance of uncorrected functionals.
There are several studies assessing the performance of the dispersion corrected function-
als B97-D, PBE-D, BLYP-D and B3LYP-D.102,103,137,170 The S22 set has been used to
test the effectiveness of semi-empirical dispersion corrected methods171 as well as the
exchange-hole dipole moment approach mentioned earlier.144 The most relevant studies
to this work are those involving long-range and dispersion corrected functionals.172–174
The results of these studies are considered later, in comparison to the results obtained
here.
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The formulation of the dispersion correction used from now on is more complex than
that set out earlier. The dispersion correction between two whole fragments is extended
so that it becomes a sum of all pair-wise interactions within each fragment,
Edisp =
∑
i=1
∑
j>i
Cij6 R
−6
ij fd(Rij). (4.15)
Intramolecular dispersion interactions will not be considered here and therefore, the
labels i and j correspond to atoms on the two different molecules of the complex consid-
ered. Now, the example of the water molecule no longer requires a C6 coefficient for the
entire water molecule, but instead requires individual, atomic coefficients for hydrogen
and oxygen; the total dispersion interaction is the sum of 4 hydrogen-hydrogen, 4 oxygen-
hydrogen and one oxygen-oxygen atomic dispersion interactions. This approach removes
the difficulty in defining an appropriate intermolecular separation between molecules by
using each interatomic separation. Wu and Yang151 used a set of 44 molecular pairs to
determine atomic C6 coefficients. A least squares fitting procedure was used to minimise
the difference between calculated and exact molecular dispersion coefficients
σ =
[∑n
i (C
i
6(calc)/C
i
6(exact)− 1)2
n
] 1
2
, (4.16)
where the value of C6i(calc) is obtained as a sum of all pair-wise atomic interactions
between the two fragments. In this approach it is possible to separate atoms according
to their hybridisation. To reduce complexity, Wu and Yang used a combination rule to
derive C6 coefficients between unlike atoms from C6 coefficients between like atoms
Cij6 =
2
(
(Cii6 )
2(Cjj6 )
2N ieffN
i
eff
) 1
3
(Cii6 (N
i
eff)
2)
1
3 +
(
Cjj6 (N
i
eff)
2
) 1
3
. (4.17)
We followed this minimisation procedure using the experimental results of Wu and Yang
to reproduce their atomic coefficients as a verification of the procedure. The effective
number of electrons (Neffi) are set to the same values as used by Wu and Yang. The
comparison in table 4.9 shows only slight discrepancies between the values calculated
and those presented by Wu and Yang. Also shown are atomic coefficients determined
from molecular C6 coefficients calculated using B3LYP and CAM-B3LYP. For this Wu
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Table 4.9: Cii6 coefficients (a.u.) with hybridisation shown in brackets.
i Wu and Yang This work B3LYP CAM-B3LYP
H 2.83 2.80 2.73 2.74
C (sp3) 22.24 22.06 22.49 21.79
C (sp2) 27.76 27.35 28.07 27.45
C (sp) 29.76 30.14 31.51 30.95
N 19.30 19.51 20.11 19.17
O (sp3) 11.71 11.61 13.12 12.64
O (sp2) 12.74 12.95 12.12 12.15
and Yang approach, atomic C6 coefficients are averaged over hybridisation states. The
dispersion correction of Grimme will also be considered which includes an additional
scaling parameter s6
Edisp = −s6
∑
i=1
∑
j>i
Cij6 R
−6
ij fd(Rij). (4.18)
This parameter scales the entire correction to account for the different behaviour of the
intermolecular potential with different functionals.
For each complex in the S22 set, interaction energies are determined as the differ-
ence between the sum of the energies of the two isolated fragments and the energy of
the complex. At all times, the interaction energies are corrected for BSSE using the
procedure outlined in section 4.2. As an initial test, the BLYP-D results of Antony and
Grimme137 were successfully reproduced.
Both B3LYP and CAM-B3LYP were used with the aug-cc-pVTZ basis set and the
geometries were taken from the work of Hobza et al.102 The non-dispersion corrected in-
teraction energies are given in table 4.10 and are equivalent to interaction energies with
a dispersion correction where the scaling parameter s6 is set to zero. The B3LYP and
CAM-B3LYP interaction energies were then augmented with two different dispersion
corrections, both of which involve damping function II (4.10) with β = 20.0. Firstly,
the C6 coefficients and van der Waals radii from the work of Grimme
108 were used to
determine dispersion corrections resulting in “B3LYP-GD” and “CAM-B3LYP-GD”.
Secondly, for both B3LYP and CAM-B3LYP, molecular C6 coefficients were determined
using the respective functionals, at B3LYP/6-31G(2df,p) optimised geometries. The Wu
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and Yang minimisation procedure was then used to determine hybridization-averaged
atomic C6 coefficients which, along with the van der Waals radii of Bondi, were used to
give the dispersion corrected values “B3LYP-WYD” and “CAM-B3LYP-WYD”. These
two types of correction (that due to Grimme and that due to Wu and Yang) are intended
to be as similar as possible to the original approaches of Grimme and Wu and Yang, re-
spectively. Therefore, when the Grimme approach is used, the same correction is applied
to both B3LYP and CAM-B3LYP whereas in the second approach, each functional is
used to determine the C6 coefficients and interaction energies. The C6 coefficients were
determined using d-aug-cc-pVDZ as test calculations showed that, while diffuse func-
tions were beneficial, functions of higher angular momentum had little effect. Table
4.10 presents the dispersion corrections determined with both approaches. Table 4.11
presents the dispersion corrected interaction energies according to the schemes outlined
as well as reference CCSD(T) data taken from the original work of Jurecka et al.168
The uncorrected interaction energies give a clear picture of the failure of DFT to deal
with dispersion bound complexes. B3LYP fails to bind 8 out of the 22 complexes, while
CAM-B3LYP also has difficulty, failing to bind 5 complexes. The need for a binding
dispersion correction is clear as B3LYP underbinds all of the complexes. Similarly,
CAM-B3LYP underbinds all but complexes 2 and 3, which are overbound by 0.12 and
0.72 kcal/mol. Mean absolute errors for the S22 set are shown in table 4.12.
The mean absolute error for uncorrected (s6 = 0) interaction energies determined
with B3LYP and CAM-B3LYP are 3.96 and 2.66 kcal/mol respectively. The Wu and
Yang fitting procedure yields almost identical corrections for both B3LYP and CAM-
B3LYP although these are both generally much weaker corrections than those calculated
through Grimme’s approach. For each of the dispersion corrected interaction energies
presented in table 4.11, the dispersion correction has been applied with the s6 scaling
parameter set to 1. Although a value of s6 = 1.05 has been previously established for
B3LYP-GD and it is now in common use, we find that using s6 = 1.00 yields very slightly
improved interaction energies. B3LYP-GD overbinds 16 of the complexes while CAM-
B3LYP-GD overbinds them all. Given that uncorrected B3LYP interaction energies are
uniformly very underbound, the application of a strong dispersion correction is beneficial
and the mean absolute error for B3LYP-GD (0.42 kcal/mol) is significantly better than
that for CAM-B3LYP-GD (1.42 kcal/mol). The weaker corrections from the Wu and
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Table 4.10: B3LYP and CAM-B3LYP interaction energies (kcal/mol) and Grimme, B3LYP
(WY) and CAM-B3LYP (WY) dispersion corrections (kcal/mol) for the S22 set.
Interaction energies Dispersion corrections
Complex B3LYP CAM-B3LYP Grimme B3LYP (WY) CAM-B3LYP (WY)
1 −2.15 −2.76 −1.39 −0.64 −0.63
2 −4.41 −5.14 −0.78 −0.52 −0.51
3 −17.21 −19.33 −2.51 −1.39 −1.37
4 −13.90 −15.59 −2.66 −1.68 −1.64
5 −17.80 −19.60 −3.33 −2.30 −2.24
6 −13.67 −15.21 −3.97 −2.88 −2.81
7 −12.73 −14.46 −4.24 −3.20 −3.12
8 0.39 0.06 −0.83 −0.86 −0.86
9 0.52 −0.24 −2.14 −1.94 −1.92
10 0.80 0.10 −2.18 −1.84 −1.82
11 3.76 2.30 −5.72 −4.94 −4.86
12 2.51 0.81 −6.21 −5.00 −4.87
13 −0.85 −3.41 −9.01 −7.18 −7.01
14 4.68 2.62 −8.53 −7.09 −6.95
15 1.40 −2.10 −13.22 −10.31 −10.04
16 −0.64 −0.97 −1.00 −0.75 −0.74
17 −1.16 −2.00 −2.34 −1.66 −1.64
18 −0.07 −0.84 −2.28 −1.78 −1.75
19 −1.94 −3.00 −3.10 −1.72 −1.69
20 1.02 −0.01 −3.65 −2.69 −2.64
21 −0.48 −1.90 −5.30 −3.66 −3.59
22 −2.87 −4.45 −4.08 −3.28 −3.24
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Table 4.11: Interaction energies (kcal/mol) determined using dispersion corrected DFT. In
all cases, s6 = 1.00. CAM-B3LYP is shortened to “CAM”.
Complex B3LYP-GD B3LYP-WYD CAM-GD CAM-WYD CCSD(T)a
1 −3.54 −2.79 −4.15 −3.39 −3.17
2 −5.19 −4.93 −5.91 −5.65 −5.46
3 −19.73 −18.61 −21.84 −20.70 −21.60
4 −16.56 −15.58 −18.25 −17.24 −17.69
5 −21.13 −20.09 −22.93 −21.84 −22.82
6 −17.64 −16.55 −19.18 −18.02 −18.60
7 −16.96 −15.92 −18.70 −17.58 −18.12
8 −0.44 −0.47 −0.77 −0.80 −0.49
9 −1.62 −1.41 −2.38 −2.16 −1.55
10 −1.38 −1.04 −2.08 −1.72 −1.76
11 −1.96 −1.18 −3.41 −2.55 −4.24
12 −3.70 −2.49 −5.40 −4.06 −6.04
13 −9.87 −8.04 −12.42 −10.41 −11.95
14 −3.85 −2.41 −5.91 −4.33 −6.96
15 −11.82 −8.91 −15.32 −12.41 −14.71
16 −1.64 −1.39 −1.97 −1.71 −1.76
17 −3.50 −2.82 −4.34 −3.64 −3.70
18 −2.35 −1.86 −3.12 −2.59 −2.66
19 −5.04 −3.66 −6.09 −4.68 −5.48
20 −2.63 −1.67 −3.65 −2.65 −3.49
21 −5.79 −4.14 −7.20 −5.49 −6.84
22 −6.95 −6.15 −8.54 −7.69 −8.09
aRef 168
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Yang procedure do little to solve the underbinding problem experienced with B3LYP,
with all compounds remaining underbound, whereas their application to CAM-B3LYP
produces a notable improvement. The mean absolute error for CAM-B3LYP-WYD (0.58
kcal/mol) is much lower than for B3LYP-WYD (0.90 kcal/mol).
Following Grimme’s optimisation of the s6 parameters for a number of functionals
using a set of 40 noncovalently bound complexes,108 we use our results to determine op-
timised s6 values for each of the dispersion adjusted approaches considered. The optimal
s6 values for B3LYP-GD and B3LYP-WYD are 1.03 and 1.31, respectively, reflecting
the tendency of B3LYP to produce an intermolecular potential which is underbound.
It also highlights the fact that the Grimme correction is larger than the one obtained
from the Wu and Yang procedure. For CAM-B3LYP-GD and CAM-B3LYP-WYD, the
optimal s6 values are 0.74 and 0.96, respectively, showing that CAM-B3LYP generally
requires a smaller correction to account for dispersion. The mean absolute errors as-
sociated with these s6 values are also shown in table 4.12. For B3LYP-WYD, which
underbinds all of the complexes, the optimisation of the s6 parameters gives a signif-
icant improvement. Also, for CAM-B3LYP-GD, which overbinds to a greater extent
than CAM-B3LYP-WYD, optimisation also produces a reduction in error. However, it
is the uniform underestimation of the interaction energy by B3LYP-WYD which means
it produces the lowest error for an optimised s6 parameter. Therefore, the superior
performance of B3LYP-WYD is only a product of the systematic underestimation of
B3LYP.
Table 4.13 provides a comparison of the best performing CAM-B3LYP based func-
tional from this study (DFT C6 coefficients (WY)/s6 = 0.96) and the results of other
functionals taken from the literature. Rather than using the data for the best perform-
ing B3LYP-D functional from this study, the errors listed in the table are when using
Grimme’s dispersion correction with s6 = 1.05 as this method is now established. It
can be seen that CAM-B3LYP-WYD does not offer any improvement in performance
over other dispersion corrected functionals. The long-range and dispersion corrected
ωB97X-D functional does provide the best performance but only shows a mean absolute
error 0.04 kcal/mol improvement over the best performing B3LYP-WYD functional.
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Table 4.12: Mean absolute errors in the interaction energy (kcal/mol) for the S22 set when
using different s6 scaling parameters.
s6 0.00 1.00 optimised
B3LYP-GD 3.96 0.42 0.40
B3LYP-WYD 3.96 0.90 0.26
CAM-B3LYP-GD 2.66 1.44 0.70
CAM-B3LYP-WYD 2.66 0.58 0.58
Table 4.13: A comparison of mean and absolute mean errors in the interaction energy
(kcal/mol) for a number of dispersion corrected functionals.
Theory d |d|
B97-Da 0.44 0.50
BLYP-Da 0.22 0.33
B3LYP-Da -0.28 0.48
CAM-B3LYP-WYD 0.29 0.58
ωB97X-Da −0.08 0.22
LC-BOP+ALLb 0.22 0.46
aRef 173
bRef 172
4.2.3 The role of the attenuation parameters in
CAM-B3LYP-D
The approach taken in section 4.1.4 of systematically varying the parameters of the
CAM-B3LYP functional was then employed to determine the optimal dispersion cor-
rected functional for describing the interaction energies of hydrogen and dispersion
bound complexes. For this, the dimers of helium, neon, water, ammonia, methanol,
formamide, methane and ethane were chosen as a representative set. For each func-
tional, defined by the choice of α and µ (equation (2.49)), the 8 interaction energies
were determined. A dispersion correction was then applied to the interaction energy
of each complex and the s6 parameter optimised so as to produce the minimum mean
absolute error for that particular functional with the 8 complexes.
To avoid the laborious task of determining the counterpoise correction for each func-
tional, the same correction for each complex was uniformly applied across the full range
of functionals. This is justified as the BSSE is a product of the incompleteness of the
basis set rather than a shortcoming of the functional used. The correction applied to all
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functionals was determined using B3LYP. The Grimme dispersion correction was also
used for every functional. The same geometries of Jurecka et al.168 from the S22 set
were used. As before, the two conditions considered were α + β = 0.65 and α + β = 1.
For each functional, as well as an optimised value, an s6 value of zero and one was con-
sidered. Plots of the mean absolute error as a function of the parameters are given in
figures 4.6 and 4.7. Care should be taken as, in each figure, the final plot corresponding
to an optimised s6 value is plotted on a smaller scale than in the preceding two plots
because the flatness of the surface on a larger scale makes it difficult to identify the
relevant features.
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Figure 4.6: Mean absolute error |d| in dispersion corrected interaction energy under variation
of α and µ under the condition of α + β = 0.65. (a) s6 = 0, (b) s6 = 1 and (c) s6 optimised
at each point.
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Table 4.14: BSSE Corrected Errors (kcal/mol) for the S22 subset with the α, β and µ
parameters set to reproduce functionals which are most similar to BLYP, B3LYP and CAM-
B3LYP.
s6 = 0 s6 = 1 s6 = opt
Error Abs Error Error Abs Error Error Abs Error
BLYP 1.62 1.62 0.33 0.33 0.04 0.12
B3LYP 1.16 1.16 −0.13 0.20 0.01 0.15
CAM-B3LYP −0.12 0.53 −1.40 1.44 0.10 0.49
CAM(α + β = 0.65) 0.10 0.45 −0.03 0.14 −0.01 0.12
CAM(α + β = 1) 0.67 0.67 −0.03 0.14 −0.01 0.12
For both α + β = 0.65 and α + β = 1, the same general trend is seen when using
the three different s6 parameters. When no correction is applied, the error surface is
generally flat for values of µ ≥ 0.2. Applying a uniform correction with s6 = 1 dra-
matically reduces the quality of the results for µ ≥ 0.1. The uncorrected interaction
energies for the functionals in this range are reasonable and therefore, applying a stan-
dard correction will be of little benefit. In a similar way, the poor results for µ = 0.0
do benefit from the application of the correction. As expected, the added flexibility of
optimising the s6 parameter for every functional produces error surfaces which are low
in magnitude and relatively flat compared to non-optimised values. The overall outcome
is that, when applying a correction, functionals with µ = 0.0 perform best, which can be
traced to their systematic underestimation of the interaction energy when no correction
is applied.
Table 4.14 shows a comparison between the optimal CAM(α + β = 0.65) and
CAM(α + β = 1) functionals and those functionals whose parameters most closely
resemble the form of BLYP, B3LYP and CAM-B3LYP. BLYP is obtained exactly when
α = 0 and µ = 0 a−10 . B3LYP is most closely achieved with α = 0.2 and µ = 0 a
−1
0
and CAM-B3LYP with α = 0.2, α+ β = 0.65 and µ = 0.3 a−10 . B3LYP is not obtained
exactly with these parameters as a different correlation form is being used, as defined
in equation (4.5). BLYP and B3LYP underbind all 8 complexes and therefore benefit
from the application of a dispersion correction. The optimisation of the s6 parameter
further reduces the error. Although CAM-B3LYP performs significantly better than
both BLYP and B3LYP in the absence of a correction, its tendency to neither over- nor
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Figure 4.7: Mean absolute error |d| in dispersion corrected interaction energy under variation
of α and µ under the condition of α + β = 1.00. (a) s6 = 0, (b) s6 = 1 and (c) s6 optimised
at each point.
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Table 4.15: α and µ (a−10 ) values for optimum functionals under different s6 conditions.
s6 = 0 s6 = 1 s6=opt
CAM(α + β = 0.65)
α 0.16 0.16 0.08
µ 0.50 0.00 0.00
CAM(α + β = 1)
α 0.40 0.16 0.08
µ 0.00 0.00 0.00
under-bind more frequently means that it suffers when a uniform correction is added.
Interestingly, an optimised s6 value does not offer any significant improvement over
the uncorrected form of CAM-B3LYP, indicating that it is not a good candidate for
dispersion correction.
Summary
Over the three test sets considered for the determination of C6 dispersion coefficients, no
single exchange-correlation functional showed a sustained superior performance over any
of the others. CAM-B3LYP produced an all round good performance, showing a par-
ticularly significant improvement over B3LYP. Through the variation of the attenuation
parameters, the poor performance of local functionals (low α/low µ) and Hartree-Fock
(high µ) is highlighted. The originally determined attenuation parameters in CAM-
B3LYP provide a generally good performance compared to other, differently attenuated
varieties.
The application of an empirical post-SCF dispersion coefficient within the DFT-
D framework is influenced significantly through the choice of an appropriate damping
function. Additional parameters, such as the s6 coefficient introduced by Grimme, add
further flexibility to the effect of the dispersion correction. The importance of correctly
selecting appropriate coefficients and damping function can be considered as important
as being able to produce accurate C6 coefficients or even accurate interaction energies.
With this in mind, dispersion corrected CAM-B3LYP provides an excellent description
of the intermolecular potential energy curves of the rare-gas dimers. For the S22 set, its
performance is comparable to other optimised GGA, hybrid and long-range corrected
functionals.
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Chapter 5
Excited States of organic molecules
A number of applications of time-dependent density functional theory (TDDFT)
to problems in organic chemistry are investigated. The validity of the comparison
between theoretically determined and experimentally observed excitation energies
is considered through an extensive investigation of pyrene and some of its deriva-
tives. The extent to which different substituents influence the excitation energies
is assessed. CAM-B3LYP provides an excellent description of the relevant excited
states as well as removing erroneous low-lying charge transfer states present when
using B3LYP.
The ability of TDDFT to correctly describe the formation of organic excimers
is investigated, where it is shown that exact long-range exchange is necessary for
a correct description. CAM-B3LYP provides a description of comparable accu-
racy to the BH-HLYP functional, whose good performance has been previously
demonstrated.
5.1 Pyrene and its derivatives
5.1.1 The comparison of ∆Evert and λmax
The ability to accurately calculate excitation energies through the use of time-dependent
density functional theory (TDDFT) is of critical importance for comparison with ex-
perimental work. It can be used to predict experimental spectra, be used as an aid
in understanding experiment and provide theoretical insight into any process occuring.
The calculation of vertical excitation energies from the equilibrium geometry of the
ground state potential energy surface to the excited state potential energy surface is
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equivalent to the determination of absorption spectra. However, comparing the results
from absorption spectra with vertical excitation energies has subtle complications.
Experimentally, electronic transitions occur between particular vibrational levels of
two different electronic states. It is possible for an electronic transition to have vibra-
tional fine structure due to excitation from one vibrational state in the lower electronic
state into a series of vibrational states in the upper electronic state. These manifest
themselves in experimental spectra as a series of absorption bands and it is the one of
maximum intensity that is denoted λmax. The theoretically determined vertical excita-
tion energy neglects any vibrational issues and determines simply the vertical difference
of the two electronic potential energy surfaces at a particular geometry. TDDFT also
neglects the zero point energy. The vertical excitation energy is therefore only an ap-
proximation to the observed experimental excitation.
To determine the discrepancy between theoretical ∆Evert and experimental λmax
values, it is necessary to do a full vibrational analysis on the system of interest, allowing
the theoretical determination of λmax. Such an analysis has been performed by Dierksen
and Grimme175 for a range of organic molecules including several polycyclic aromatic
hydrocarbons (PAHs). The intensity of a transition between initial (εv) and final (ε′v′)
vibronic states is proportional to the square of the transition dipole
µε′v′,εv = 〈ε′v′| µˆ |εv〉 . (5.1)
The dipole moment operator, µˆ depends on the locations and charges of the electrons,
ri and −e, and the locations and charges of the nuclei, RN and ZN
µˆ = −e
∑
i
ri + e
∑
N
ZNRN = µˆe + µˆN. (5.2)
The transition dipole is therefore
〈ε′v′| µˆ |εv〉 = 〈ε′v′| µˆe + µˆN |εv〉 (5.3)
= 〈v′|µε′ε |v〉 . (5.4)
where µε′ε is the electronic transition dipole moment, which can be expanded as a Taylor
series around the equilibrium geometry, in terms of the vibrational normal coordinates
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Qi,
µε′ε = (µε′ε)eq +
∑
i
(
∂µε′ε
∂Qi
)
eq
Qi + · · · . (5.5)
The FC approximation amounts to truncating this at the first term, which allows for
transitions that are dipole-allowed. Truncation at the second term (FCHT) allows for
transitions where the electron transition dipole changes. For dipole-forbidden transitions
where µε′ε = 0, the first term is zero and we have the HT approximation. Any intensity
for a transition which has an electronic transition dipole moment of zero arises from tran-
sitions involving a change in the nuclear coordinates. The description of dipole-allowed,
weakly dipole-allowed and dipole forbidden transitions can therefore be achieved through
the Franck-Condon (FC), Franck-Condon-Herzberg-Teller (FCHT) and Herzberg-Teller
(HT) approximations,176–179 respectively. To account for each type of transition, Dierk-
sen and Grimme calculated the vibrational normal modes of both the ground and excited
states. This allowed them to quantify the difference between ∆Evert and λmax for a series
of molecules. They concluded that once this discrepancy had been accounted for, the
TDDFT approach is superior to other theoretical methods for determining excitation
energies. Of specific relevance to the current work was their findings with regard to
pyrene. Their results will be discussed in the following section as a precursor to our own
study.
5.1.2 TDDFT Studies on Pyrene
The long fluorescence lifetime of pyrene (figure 5.1) and its ability to form fluorescent
excimers gives pyrene specific chemical interest. The ability to tune the behaviour of
pyrene with numerous substituents has led to a wide range of uses across chemistry and
biochemistry. Derivatives of pyrene have been used to create OLEDs capable of emitting
over the full visible range.180–182 The sensitivity of the fluorescence behaviour to changes
in the environment allow it to be used as a probe; specifically, pyrene-1-butyric acid
can be used to determine oxygen concentrations in biological systems.183,184 Pyrene
readily forms excimers (see section 5.2) at sufficient concentrations in solution, allowing
investigation of excimer behaviour as well as finding further uses in the detection of
specific substrates.185
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127
Figure 5.1: The structure of pyrene, showing the numbering used for the locations of substi-
tution.
Table 5.1: The first two experimental and DFT excitation energies (eV) of pyrene.a
∆Ecalcvert ∆E
calc
0−0 ∆E
obs
0−0 ∆Evert −∆Ecalc0−0
La 3.69 3.42 3.84 0.27
Lb 3.76 3.57 3.36 0.19
aRef. 175
Dierksen and Grimme175 showed that in the case of pyrene, λmax is the same as
∆Eobs0−0, the transition from the ground vibrational level of the initial electronic state
to the ground vibrational level of the final electronic state. The notation ∆E0−0 will
be used with superscripts to differentiate between experimentally observed (obs) and
theoretically calculated (calc) values. Using the Platt186,187 nomenclature, there are two
states of interest in pyrene: Lb(S1 ← S0) and La(S2 ← S0), which are denoted as covalent
and ionic in character respectively. This nomenclature is based upon the symmetry of
the orbitals involved in each transition. For pyrene (D2h), these states correspond to
(b1g → b3u) − (b2g → au)(Lb) and b1g → au(La) transitions, respectively. Figure 5.2
shows the dominant orbital transitions involved in these two states.
The TDDFT-B3LYP/TZVP results of the vibrational analysis conducted by Dierk-
sen and Grimme are summarised in table 5.1. The commonly made comparison is
between the TDDFT vertical excitation energy ∆Ecalcvert and the experimentally observed
value ∆Eobs0−0 (≡ λmax). The ∆Ecalc0−0 are those determined by Dierksen and Grimme which
can be directly compared with ∆Eobs0−0. For the dipole-allowed La state ∆E
calc
vert overes-
timates ∆Ecalc0−0 by 0.27 eV. However, ∆E
calc
0−0 underestimates the experimental value by
0.42 eV. The overestimation introduced by using ∆Evert rather than the 0-0 value is, to a
large extent, reduced by the underestimation of the excited state. The reasonably good
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Figure 5.2: The dominant orbital transitions in the (a) La and (b) Lb states of pyrene.
performance of B3LYP for the La state is, therefore a result of a fortuitous cancellation
of errors. The same analysis for the weakly dipole-allowed Lb state shows that ∆E
calc
vert
overestimates the calculated ∆Ecalc0−0, which in turn represents an overestimation of the
actual observed value, ∆Eobs0−0, making the TDDFT values a poor approximation to the
observed values. The cancellation of errors seen for the La state is not present here. On
the basis of these findings, it is possible to propose a correction to calculated ∆Ecalcvert
values so that they are directly comparable with experimentally observed spectra. In
the case of pyrene (B3LYP/TZVP) the correction (∆Ecalcvert − ∆Ecalc0−0) amounts to 0.27
eV and 0.19 eV for the La and Lb states, respectively.
The underestimation of the La excited state by B3LYP, which is apparent from a
comparison of ∆Ecalc0−0 and ∆E
obs
0−0, is usually attributed to its ionic character.
188 In the
same way that charge-transfer excitations are incorrectly underestimated using conven-
tional DFT functionals, ionic states of PAHs are also underestimated. A study by Parac
and Grimme189 found that for PAHs, as the size of the system increases, the La state be-
comes increasingly underestimated, while the accuracy in the prediction of the Lb state
remains almost constant, when using conventional hybrid functionals. The result of this
difference in accuracy for the two states is that no DFT study to date has been able
to correctly reproduce the ordering of the lowest excited states of the pyrene molecule.
Specific failures have been illustrated for BP86, B3LYP and BH-HLYP.189,190 It should,
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however, be noted that an increasing proportion of exact exchange in hybrid functionals
does improve performance.190
Having established the current failings of TDDFT treatments of pyrene, we now
turn to a more extensive consideration of pyrene and pyrene derivatives with particular
chemical interest. For this, we assess the performance of CAM-B3LYP in comparison
to B3LYP. Firstly, we consider unsubstituted pyrene. We then move on to consider
derivatives of pyrene that have been substituted in the 2-position, the 2,7-positions and
finally the 1-position. The numbering of the substitution sites is shown in figure 5.1.
The structures of all of the pyrene derivatives studied are shown in figure 5.3. The Mes
group is 1,3,5-trimethylbenzene. This work has been done in collaboration with the
experimental work of the Prof. Marder group who provided experimental results.
In light of the discussion concerning the non-trivial nature of comparing between
theory and experiment, we are principally concerned with trends and the focus is in
comparing the B3LYP/CAM-B3LYP results for substituted pyrene derivatives with
B3LYP/CAM-B3LYP results for unsubstituted pyrene. There is then a comparison
between the two functionals and a consideration of the accuracy of the results with
respect to those observed experimentally. It should be noted that the labels La and
Lb are sometimes used loosely to indicate a state which involves an orbital transition
similar to that observed in unsubstituted pyrene. It may also be the case that, due
to symmetry-breaking, the excitation does not formally correspond to this label. All
structures were optimised at the B3LYP/6-31G(d) level using GAUSSIAN03191 and then
verified to be minima by calculating the vibrational frequencies. All TDDFT excitation
energies were determined using DALTON98 with both the B3LYP and CAM-B3LYP
functionals and the cc-pVTZ basis set, except for compound 13, for which 6-31G(d) was
used. Calculations were not carried out on compound 4 given the size of the chain in the
substituent and its similarity to compound 3. In compound 15, the chain was replaced
by a terminating methyl group. For compounds 2 and 18, the methyl groups in the Bpin
substituent were replaced with single hydrogen atoms after this had been shown to have
little effect on the excitation energies. Test calculations were carried out to determine
the effect of solvent on the excitation energies and it was found to influence the results
by less than 0.1 eV and therefore neglected in all calculations. All plotted orbitals are
B3LYP/cc-pVTZ isosurfaces with a value of 0.02 a.u.
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(a) Structures of 2-substituted pyrene derivatives
9 10 11 12
13 14 15
16
1
(b) Structures of 2,7-substituted pyrene derivatives
17 18 19 20
21
1
(c) Structures of 1-substituted pyrene derivatives
Figure 5.3: Structures of all pyrene derivatives.
83
5.1.3 Unsubstituted Pyrene
Firstly, we consider the performance for unsubstituted pyrene. Our B3LYP results agree
with those published by other authors189,190,192–194 and give the Lb and La states to be
at 3.72 eV and 3.65 eV, respectively differing from the results of Dierksen and Grimme
by only 0.04 eV. The experimental results available to us from the work of the Marder
group give these two transitions at 3.42 eV and 3.67 eV. If we apply the correction
mentioned earlier to account for the comparison between ∆Eobs0−0 and ∆E
calc
vert we can
define “corrected-experimental values” of 3.61 eV and 3.94 eV. It can now be seen that
the B3LYP estimate for the La state is too low, as expected.
As mentioned, all previous DFT studies incorrectly predict the high oscillator strength,
ionic La state to be lower in energy than the low oscillator strength, covalent Lb state.
CAM-B3LYP gives excitation energies of 3.92 eV (Lb) and 3.94 eV (La). Therefore,
CAM-B3LYP has correctly reproduced—for the first time—the ordering observed ex-
perimentally. If we compare these with the “corrected-experimental results” of 3.61 eV
and 3.93 eV then we see that CAM-B3LYP is overestimating the energy of the Lb state
but correctly predicting the energy of the La state. The overestimation of the Lb state is
to be expected, as CAM-B3LYP is known to overestimate the energy of local excitations
which are correctly predicted with conventional hybrid functionals.
To facilitate the following discussion of substituent effects, the excitation energies
that involve transitions most closely resembling those of the La and Lb states in un-
substituted pyrene are plotted in figures 5.4 and 5.5, respectively. The plots contain
excitation energies calculated using both B3LYP and CAM-B3LYP as well as experi-
mentally observed excitation energies. Also included are straight lines corresponding
to the excitation energy of unsubstituted pyrene, with and without the correction sug-
gested by Dierksen and Grimme. The figures clearly illustrate the effect of substitution
at each position.
5.1.4 2-substituted Pyrene: Derivatives 1-8
The HOMO and LUMO orbitals of pyrene that are involved in the formation of the
La state (Figure 5.2(a)) have nodes at the 2-position (Figure 5.1). The substitution
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Figure 5.4: Comparison of experimentally observed and DFT excitation energies (eV) for
the La state of pyrene derivatives.
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Figure 5.6: The dominant orbital transitions in the (a) La and (b) Lb states of compound 5.
of pyrene in this position is therefore not expected to have significant effect on these
orbitals. By considering the Kohn-Sham molecular orbitals, it is indeed possible to
identify an excitation within each 2-substituted molecule that directly corresponds to
the same orbital transition seen in the La state of pyrene. The B3LYP results for all
the 2-substituted compounds give this La excitation energy within 0.1 eV of the energy
calculated for unsubstituted pyrene. Unlike the incorrect ordering predicted by B3LYP
for unsubstituted pyrene, the La state of all of the 2-substituted compounds is correctly
predicted to be the second state—except for compounds 1 and 7 where it is predicted to
be the 1st and 4th state, respectively. The same trends are seen in the results obtained
with CAM-B3LYP, where all of the compounds have an easily identifiable La state
which are within 0.1 eV of the same state in unsubstituted pyrene. As an example for
the general trend seen in the orbitals of 2-substituted compounds, the molecular orbitals
involved in the La and Lb states of compound 5 and 8 are shown in figures 5.6 and 5.7,
respectively. It can clearly be seen from these examples that the orbitals involved in the
La transition are indistinguishable from the the equivalent transition in unsubstituted
pyrene.
The HOMO−1 and LUMO+1 orbitals involved in the Lb transition of pyrene have
non-zero contributions at the 2-position. Substitution at this location is therefore ex-
pected to affect the nature of these orbitals, with the result being a shift in excitation
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Figure 5.7: The dominant orbital transitions in the (a) La and (b) Lb states of compound 8.
energy away from that seen for unsubstituted pyrene. The experimental results show
that the energy of the Lb state is reduced for all 2-substituted compounds. This observa-
tion is reproduced by the B3LYP results, with all excitation energies being at least 0.18
eV lower than the corresponding excitation in unsubstituted pyrene. B3LYP correctly
predicts this state to be the lowest excited state for every compound. The same trend
in results is seen for CAM-B3LYP where all excitation energies are at least 0.12 eV
lower than the pyrene reference. The change in orbital delocalisation upon substitution
is clearly illustrated for compounds 5 and 8 in figures 5.6 and 5.7, respectively.
5.1.5 2,7-substituted Pyrene: Derivatives 9-16
With the 7-position of pyrene being equivalent to the 2-position, the bis-substituted 2,7-
pyrene derivatives are expected to show similar trends to those seen for the 2-substituted
derivatives. The experimental results show the same lack of variation for the La state
and reduction in energy for the Lb state. This again reflects the effect of the substituent
on the orbitals involved in the respective transitions, an example of which is given for
compound 15 in figure 5.8. The orbitals giving rise to the La state are again indis-
tinguishable from those in the corresponding transition in pyrene, whereas for the Lb
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state, the orbitals again delocalise over the substituent. When an La state is identifiable,
B3LYP predicts it to be within 0.1 eV of the value for unsubstituted pyrene. Similarly,
CAM-B3LYP also gives this excitation within 0.1 eV, with the exception of compounds
12, 15 and 16.
The 2,7-substituted compounds generally display a greater extent of delocalisation
resulting in a more pronounced shift in the Lb excitation energy which can be seen in
figure 5.5; all B3LYP Lb transitions occur at an energy at least 0.37 eV lower than in
pyrene (except for compound 14 which is incorrectly higher in energy than in pyrene).
The same trend is seen in the CAM-B3LYP results where the energy of the Lb excitation
is at least 0.29 eV lower than the pyrene reference.
Both the B3LYP and CAM-B3LYP results show similar trends to those observed
experimentally. That is, for the majority of compounds, the Lb state is the lowest in en-
ergy, followed by the La state. However, there are a few exceptions. When using B3LYP,
the La state could not be identified for compounds 14 and 15, while it is found to be the
4th and 14th state in compounds 12 and 13, respectively. In the case of CAM-B3LYP,
the La state for compounds 13 and 14 is the 4
th and 3rd state, respectively. In the case
of the latter two compounds in particular, broad peaks observed in the absorption spec-
tra overlap with the “pyrene-like La” transition. The intense absorption arises from a
delocalized state which generally involves charge-transfer from the pyrene core to empty
p-orbitals on the B(Mes)2 groups for 13 and from the nitrogen lone-pair to the pyrene
core in 14. The result is that, for both extended pi-acceptor and pi-donor conjugated
systems, these charge-transfer absorptions lie between the Lb- and La-like excitations.
For both the 2- and 2,7-substituted compounds (1-16), the trends shown in figure
5.4 show that both B3LYP and CAM-B3LYP yield an excitation energy very close to
the excitation energy of unsubstituted pyrene for the La state, with the exception of
compounds 12 and 16. Additionally, CAM-B3LYP shows exceptional agreement with
the corrected experimental value. This highlights the way in which substitution at
these positions has little effect on the excitation energy of the La state. For the Lb state
(figure 5.5), both functionals now give excitation energies lower than unsubstituted
pyrene, showing the influence of the substituent on this transition. However, given
the relatively good performance of B3LYP for this state, CAM-B3LYP generally gives
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Figure 5.8: The dominant orbital transitions in the (a) La and (b) Lb states of compound 15.
excitation energies which are too high when compared to experimental values.
5.1.6 1-substituted Pyrene: Derivatives 17-21
All four orbitals involved in the La and Lb states of pyrene (Figure 5.2) have non-zero
contributions at the 1-position. Substitution at this position is therefore expected to
affect the energy of both of these states. Firstly, a brief discussion of the experimental
observations is necessary. Only one transition could be resolved for compounds 20 and
21. The high extinction coefficient of this state would suggest that it is the La, however,
as substitution in this position is expected to increase the “allowedness” of the Lb state,
no definite assignment can be made. Similarly, in compound 19, both the lowest excita-
tions have high extinction coefficients, again making assignment difficult. Compounds
17 and 18 display similar behaviour to the 2- and 2,7-substituted compounds; it should
be mentioned that there is a noticeable similarity between the excitation energies for
these two compounds and those seen in unsubstituted pyrene.
The B3LYP results for compounds 17 and 18 do not reproduce the ordering of
the states observed experimentally. However, the substituents involved in these two
compounds have little effect on the pyrene orbitals. Therefore, it is perhaps unsurprising
that B3LYP gives the incorrect ordering for these compounds, given its performance
for unsubstituted pyrene; for both compounds, both states are within 0.1 eV of the
corresponding transition in pyrene. The orbitals involved in the La and Lb states of
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compound 18 are shown in figure 5.9 to illustrate the similarity with those seen in
pyrene. Unlike pyrene, CAM-B3LYP does not correct this failure of B3LYP; it also
predicts the lowest state to be La followed by Lb. The energy gap between the two
states is much smaller, suggesting that if the theory/experiment comparison issue is
accounted for, the La state would be accurately predicted using CAM-B3LYP, similar
to pyrene. The small energy gap predicted by CAM-B3LYP for pyrene makes it possible
for the ordering of the two states to switch easily—even in cases where the influence of
the substituent is relatively small.
For compounds 19, 20 and 21, significant delocalisation onto the substituent occurs.
In particular, some orbitals for the latter two of these three compounds exist entirely
on the substituent alone. An example of this delocalisation in compound 19 is shown
in figure 5.10, which can be compared to the small effect seen in compound 18. It can
now be seen that the orbitals involved in the La transition which were unaffected by
substitution in the 2- and 7-positions, are now partially delocalised onto the substituent.
This large delocalisation results in significant shifts in excitation energy when using both
B3LYP and CAM-B3LYP. Although CAM-B3LYP generally preserves the energy of the
Lb state with respect to unsubstituted pyrene, all other excitations (both functionals,
both states) vary by as much as 0.5 eV when substituted at the 1-position.
The theoretically determined geometry of compound 19 disagrees with that reported
in Ref 195. The structure in that earlier study has the ethynylaryl group twisted away
from the pyrene system at a right angle, whereas the optimisation performed here gives
an entirely planar structure. It should be expected that the triple bond will facilitate
conjugation between the benzene ring and the pyrene ring system. This conjugation
suggests that the planar structure predicted here by the B3LYP/6-31G(d) method is
correct. Additional evidence comes from the shifts seen in the experimental results,
suggesting the substituent is playing a role in the transitions which would not be possible
without conjugation. To verify this, small variations were made to the geometry they
presented to break any symmetry present and it was then optimised yielding a planar
structure, 0.05 eV lower in energy.
90
1 1
(a) (b)
Figure 5.9: The dominant orbital transitions in the (a) La and (b) Lb states of compound 18.
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Figure 5.10: The dominant orbital transitions in the (a) La and (b) Lb states of compound 19.
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5.1.7 The Influence of Boron Based Substituents
As mentioned, the compounds considered here are of specific chemical relevance. Of
particular interest are compounds involving boron and the role that the boron atom plays
in determining the characteristics of the compound. There are two types of substituent
based on the boron atom. The first is the dimesitylboron (B(Mes)2) moiety which
behaves as an efficient pi-acceptor196–198 and is of interest in work involving pi-conjugated
organic compounds containing 3-coordinate boron centres which have found applications
in OLEDs, sensors, solar cells and other materials.199 This substituent is present in
a number of forms: B(Mes)2 (compounds 8 and 21), PhB(Mes)2 (compounds 7 and
20) and CCPhB(Mes)2 (compound 13). In these compounds the boron atom is either
bonded directly to the pyrene system or through a conjugated pi-intermediate. The
empty p-orbital on the boron atom is therefore able to facilitate extensive delocalization
of the electron density from the pyrene system onto the substituent. The second type
of boron containing substituent is present in compounds 2, 9 and 18 as the Bpin group.
Borylated arene compounds are important precursors to a range of derivatives.200 In
these systems, the presence of two oxygen atoms bonded directly to the boron atom
completely negates the effect seen in B(Mes)2. The empty p-orbital is likely filled with
electron density from the oxygen atoms, reducing its ability to allow electron density to
transfer from the pyrene system onto the substituent. The result is that relatively large
shifts are seen in the Lb state of compounds 7, 8, 13, 20 and 21 while little change is
seen for compounds 2, 9 and 18.
The effect of the Bpin group on the orbitals of the pyrene system is therefore lim-
ited. A similar effect is also seen in compounds 1 and 17 where the pyrene system is
substituted with an acid. As the acid is on the end of a short alkyl chain, there is no
possibility for conjugation onto the substituent. The orbitals involved in the Lb and
La state of compound 1 are so similar to those in unsubstituted pyrene, that even the
incorrect ordering of these two states is reproduced by B3LYP. This is the only 2- or
2,7-substituted compound for which this incorrect ordering occurs when using B3LYP,
highlighting the negligible effect of this substituent. In a similar fashion to unsubsti-
tuted pyrene, CAM-B3LYP is able to correct this ordering problem. A similar situation
is seen in compound 17, although, for this molecule CAM-B3LYP is unable to reproduce
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the correct ordering.
5.1.8 Charge-Transfer Excitations
It has been shown that conventional hybrid functionals fail to quantitatively reproduce
excitation energies for the ionic La state of pyrene and its derivatives. The failure of
hybrid functionals within TDDFT for this state is different from that already seen earlier
for charge-transfer and Rydberg states. In the latter two cases, the value of the overlap
diagnostic Λ (equation (2.89)) is low. However, for the excitation energies of pyrene,
calculated using B3LYP, the values of Λ are 0.88 for the La state and 0.68 for the Lb
state. Clearly, Λ is unable to predict this type of failure.
The substitution of the pyrene system with large, conjugated groups does give rise
to traditional charge transfer excitations. These can be understood and potentially pre-
dicted through the use of Λ. The presence of low-lying, heavily underestimated, charge
transfer states can be misleading when trying to interpret the results for these com-
pounds. In compounds 13 and 14 there are charge-transfer states, both with Λ < 0.3, at
the 3rd excitation with B3LYP. These states are completely removed from the low energy
region when using CAM-B3LYP. The nature of these excitations is illustrated in figures
5.11 and 5.12. Although the oscillator strengths of these states is essentially zero and
they will not be seen experimentally, their erroneous presence in the low energy region
is still a problem when using theory in combination with experimental observations.
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1Figure 5.11: The orbital contributions to the low Λ (3rd) excitation seen in compound 13.
1
Figure 5.12: The orbital contributions to the low Λ (3rd) excitation seen in compound 14.
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5.2 Excited State Dimers and Complexes
We now consider the role of TDDFT in predicting the structure of two classes of com-
plexes which are formed as a result of electronic excitations. The terms “excimer” and
“exciplex” are used to refer to excited state dimers and excited state complexes, respec-
tively. The generally accepted definition for such systems is that they are unbound in the
ground electronic state yet bound in an electronically excited state.201,202 Alternatively,
in cases where the ground state is very weakly bound, the equilibrium inter-fragment
distance of the excited state is significantly shorter than in the ground state and the
dissociation energy of the excited state is much greater than that of the ground state.
The lowest potential energy curve plotted in figure 5.13 represents the lowest excited
state of the Ne2 excimer and it can be seen that, compared to the ground state data in
chapter 4, the minimum is much deeper and at a much shorter interatomic distance.
One of the most common excimers is the excited pyrene dimer. Experimental studies
have shown the appearance of a broad emission band as the concentration of pyrene in
solution is increased.203 This behaviour has been attributed to the formation of excimers
and is sufficiently common that all of the experimental data referred to in section 5.1
had to be recorded at sufficiently low concentrations to avoid the formation of excimers.
The following discussion and results focus on the case of excimers, much of which can
be generalised to exciplexes where the two fragments are not the same. Anything that is
unique to exciplexes will be discussed along with the relevant results. Excimer formation
involves one fragment in its ground state and one in its excited state forming a dimer.
An accurate description of excimers therefore requires a functional that is accurate at
determining both intermolecular forces and excited state energies, thereby connecting
the two key themes of this thesis. Given the nature of the species involved, we will
employ the dispersion correction outlined in chapter 4. As an initial example, the neon
excimer is considered. This is followed by an analysis of the benzene excimer and the
styrene-trimethylamine exciplex.
5.2.1 Neon Excimer
As a preliminary investigation, we follow the work of Huenerbein and Grimme204 and
assess the performance of CAM-B3LYP in predicting the structure and potential energy
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Figure 5.13: Excited states of the neon dimer calculated with CAM-B3LYP/aug-QZVP
relative to twice the ground state energy of the neon atom.
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Figure 5.14: Excited states of the neon dimer calculated with BH-HLYP/aug-QZVP relative
to twice the ground state energy of the neon atom.
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curve of the noble gas excimer Ne2. Given that their findings demonstrated the superior
performance of BH-HLYP over B3LYP, it is relevant to determine the performance
of CAM-B3LYP. CC2 reference data is available in their study as well as BH-HLYP
and BLYP comparison data. There are two areas of interest: i) the description of the
equilibrium geometry region including dissociation energy and ii) the inter-fragment
distance and the asymptotic behaviour of the potential energy curves corresponding to
excitation on a single fragment. For this noble gas excimer, we employ the same aug-
QZVP basis set as used by Huenerbein and Grimme and the dispersion correction of
equation (4.15).
A comparison of BH-HLYP and CAM-B3LYP with CC2 is provided in table 5.2; po-
tential energy curves are presented in 5.14 and 5.13, respectively. The state of interest—
the one which facilitates excimer formation—is the lowest excited state 1Σ+u . It is clear
from the results that both BH-HLYP and CAM-B3LYP, when augmented with the dis-
persion correction, provide excellent descriptions of both the dissociation energy and
equilibrium distance. The effect of the dispersion correction in this region is small,
accounting for a lower than 0.05eV reduction of the dissociation energy.
Table 5.2: Dissociation energies (De/eV) and equilibrium interfragment distances (Re/A˚) for
the neon excimer.
BH-HLYP CAM-B3LYP CC2
Ne2 Re 1.72 1.73 1.71
De 0.90 0.95 0.85
For CAM-B3LYP (figure 5.13) and BH-HLYP (figure 5.14), the energies of the ex-
cited states are plotted relative to twice the energy of the neon atom. As a result,
the asymptotic values of each curve corresponds to an excitation energy of a single neon
atom. The CC2 (exp.205) excitation energies for the 1st and 2nd excited states are 16.02
eV (16.67 eV) and 17.71 eV (18.38 eV), respectively. BH-LYP values are 16.15 eV and
17.58 eV, respectively. CAM-B3LYP fares slightly worse with values of 14.70 eV and
16.15 eV. BLYP (data and plots available in Ref. 204) leads to a severe underestimation
of the energies of the states and also produces erroneous states not seen in calculations
which employ exact exchange, supporting the view that TDDFT calculations with pure
GGA functionals should be avoided in favour of those that incorporate some portion of
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exact exchange.
5.2.2 Benzene Excimer
The benzene excimer received a similar analysis to the neon excimer in the work of
Huenerbein and Grimme.204 There are several other works of relevance, involving cou-
pled cluster,206 CASSCF207 and TDDFT studies.208 Firstly, the equilibrium region will
be investigated by employing fully relaxed geometries. Secondly, the behaviour of the
potential surface as a function of R, the interfragment distance, will be considered. This
will include a discussion of the long-distance behaviour. Comparison is made with two
relevant works: Huenerbein and Grimme204 and Fink et al.207 In order to facilitate
this comparison, we employ the same basis sets that they used: TZVP and cc-pVDZ,
respectively. The former of these two studies showed a generally good performance by
the BH-HLYP functional and the interest here is whether CAM-B3LYP can offer any
improvement over this performance.
Benzene excimer at the equilibrium geometry
Firstly, the equilibrium region of the benzene excimer is considered. For this, all calcula-
tions use the TZVP basis set and are dispersion corrected. In order for our results to be
comparable to those Huenerbein and Grimme, the CAM-B3LYP dispersion correction
is defined to be identical to the one they used for BH-HLYP, including the s6 parameter
which is set at 0.9. The dissociation energy of the excimer can be calculated as
∆E = (EB∗ + EB)− EB∗B, (5.6)
where EB, EB∗ and EB∗B denote the energy of the benzene monomer, the benzene
monomer in its first excited state and the benzene excimer, respectively. All of the en-
ergies calculated are for fully relaxed geometries. This requires the optimisation of ex-
cited states which is done through the implementation of analytic gradients in TDDFT.
The Gaussian09191 code was used for these calculations. As excimer formation occurs
through the lowest excited state which is not of charge-transfer character, it can be
expected that CAM-B3LYP and BH-HLYP will likely give results in close agreement
with B3LYP. However, the comparison of most interest is between the former two. The
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dissociation energy calculated by CAM-B3LYP is 0.75 eV, slightly higher than the 0.70
eV calculated using BH-HLYP. This corresponds to a slightly better performance by
BH-HLYP as the experimental value of the dissociation energy is in the region 0.22–
0.36 eV. However, as can be seen in table 5.3 (albeit using a slightly different basis set),
CAM-B3LYP gives a much more accurate prediction of the excitation energy of the
monomer state that is involved in excimer formation. When using the TZVP basis set,
the excitation energies for BH-HLYP and CAM-B3LYP can be revised to 5.63 eV and
5.22 eV, respectively; CAM-B3LYP shows an even greater improvement over BH-HLYP.
Therefore, the better performance of BH-HLYP over CAM-B3LYP is likely due to a for-
tuitous cancellation of errors, despite the latter’s superior performance in predicting the
excited states at equilibrium geometry of the benzene monomer. Unfortunately, the
ambiguity in the reference values makes drawing any firm conclusions difficult.
Benzene excimer in the asymptotic region
In order to plot a potential energy curve as a function of the interfragment distance,
frozen ground state geometries were chosen in which the C-C and C-H bond distances
are 1.397 and 1.084A˚, respectively.207,209 The potentials were plotted using the cc-pVDZ
basis set as used by Fink et al.207 The B3LYP and BH-HLYP results of Fink et al. have
been successfully reproduced and a comparison of the potential energy curves of B3LYP,
BH-HLYP with CAM-B3LYP is presented in figures 5.15, 5.16 and 5.17. The trends in
the CAM-B3LYP curves effectively reproduce those seen in BH-HLYP. No dispersion
correction is considered here to ensure consistency with Fink et al. and also because we
are now concerned with functional trends rather than absolute energy values.
The potentials in figures 5.15, 5.16 and 5.17 are plotted relative to the energy of
two non-interacting ground state benzene monomers. In cases where the excited state
potentials concern the interaction between one benzene monomer in its ground state
(B) and one benzene monomer in its excited state (B∗), the asymptotic value of each
potential must equal the corresponding excitation energy of the benzene monomer,
ER→∞[BB]∗ = (EB∗ + EB)− (EB + EB) = EB∗ − EB = ωB (5.7)
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Table 5.3: Excitation energies (eV) of the benzene monomer calculated using cc-pVDZ.
expt. B3LYP BH-HLYP CAM-B3LYP
11B2u 4.78/4.90 5.48 5.72 5.57
11B1u 6.20 6.22 6.26 6.32
11E1u 6.94 7.26 7.45 7.35
IP− EA - 11.15 11.12 11.19
However, for charge transfer states, the formation of ionic species must be considered,
ER→∞[BB]∗ = (EB+ + EB−)− (EB + EB) = (EB+ − EB)− (EB − EB−) = IPB − EAB.
(5.8)
The lowest excited state excited in the excimer (1B1g) involves a local excitation and
the asymptotic values of the potential for all three functionals considered exactly match
the monomer excitation energies (1B2u) given in table 5.3. The values of IP − EA are
also listed, which should equal the asymptotic value of the lowest charge transfer state
of the benzene excimer, which is of symmetry 1E1g.
When using B3LYP, the 11E1g state has charge-transfer character. This is evident
from the slower −0.2/R decay of the potential. The asymptotic value of this state is
however only 6.72 eV which is 4.43 eV lower than IP−EA. This severe underestimation
of charge-transfer energies is well-known and is a serious problem as it incorrectly desig-
nates the lowest 1E1g as being charge-transfer and disrupts any similar energy states with
the same symmetry. CAM-B3LYP successfully removes this erroneous charge-transfer
state by pushing it up in energy. The result is that the 11E1g state no longer has charge-
transfer character, and gives the correct asymptotic value of 7.35 eV, degenerate with
11E1u. The charge transfer state as calculated by CAM-B3LYP has an asymptotic value
of 11.06 eV, in excellent agreement with the value of IP− EA.
Excitation energy transfer in the Benzene excimer
Excimer formation facilitates the transfer of energy from one excited monomer to another
ground state monomer,210
B∗1 +B2 → B1 +B∗2 . (5.9)
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Figure 5.15: Potential energy curves of the excited states of the benzene dimer as calculated
with B3LYP/cc-pVDZ.
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Figure 5.16: Potential energy curves of the excited states of the benzene dimer as calculated
with BH-HLYP/cc-pVDZ.
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Figure 5.17: Potential energy curves of the excited states of the benzene dimer as calculated
with CAM-B3LYP/cc-pVDZ.
The rate of this process is dependent on the electronic coupling matrix element vEC,
which measures the splitting of degenerate monomer states as a result of the interaction
in the excimer. This is known as Exciton or Davydov splitting, and for excimers is equal
to half the vertical excitation energy of the state of interest. An accurate treatment of
this parameter should produce a smooth curve which decays to zero with the interfrag-
ment distance. Figure 5.18 shows the behaviour of vEC for the 1
1E1u monomer state
as described by each functional considered. Clearly, the presence of low-lying charge-
transfer states in the B3LYP picture produces an incorrect kink in the curve which is also
too shallow at shorter distances, when compared with reference data.207 CAM-B3LYP
and BH-HLYP give curves which are almost indistinguishable from the reference curve
- both have successfully removed the low-lying charge-transfer state.
5.2.3 The styrene-trimethylamine exciplex
The final system considered by Huenerbein and Grimme is the styrene-trimethylamine
(sty-tma) exciplex. The formation of this excimer occurs through a charge-transfer
state and so is particularly relevant to this thesis. The relevant orbital transition is
HOMO→LUMO, where the HOMO is localised almost entirely on the tma fragment and
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Figure 5.18: The trend in the electronic coupling matrix element vEC (eV) as a function of
interfragment distance R (a0).
the LUMO on the sty fragment. Excimer formation is therefore through the interaction
of a ground state tma molecule and sty in its first excited state
∆E[sty−tma]∗ = (Esty∗ + Etma)− E[sty−tma]∗ . (5.10)
The experimentally determined first excitation energy of sty is 4.31 eV.211 As the exper-
imental dissociation energy is 0.66 eV,212 we can put the vertical excitation energy of the
excimer at 3.56 eV, accounting for 0.09 eV for the ZPVE as determined by BH-HLYP.
BH-HLYP gives the first excited state of sty at 4.79 eV and the excimer energy
at 3.90 eV. These values are 0.48 eV and 0.34 eV above the experimental reference
values. CAM-B3LYP gives the states at 4.59 eV and 3.66 eV, only 0.18 eV and 0.10
eV above experiment. Clearly, CAM-B3LYP is doing a much better job than BH-
HLYP at predicting the energetics at the equilibrium structure of the relevant excited
states. However, when the necessary energy difference is computed to determine the
dissociation energy, CAM-B3LYP is slightly higher at 0.93 eV, than BH-HLYP at 0.89
eV. Although the BH-HLYP dissociation energy is slightly closer to the experimental
value, this conceals the performance of CAM-B3LYP in determining the energy of the
states involved.
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Summary
An extensive investigation of TDDFT vertical and experimentally observed excitation
energies of pyrene and a number of its derivatives shows a clearly superior performance
of CAM-B3LYP over B3LYP. Not only does CAM-B3LYP predict the correct ordering
of the lowest two excited states of unsubstituted pyrene while conventional hybrid func-
tionals do not, it also provides an exceptional reproduction of variations in experimental
excitation energies observed when different classes of substituent are employed. All of
these conclusions are drawn in conjunction with corrections necessary when consider-
ing the non-trivial comparison of vertical excitation energies and experimental (0-0)
excitation energies.
Given the extent to which both functionals incorporate exact exchange in the long-
range region, the performance of BH-HLYP and CAM-B3LYP should perhaps not be
expected to differ significantly. In the case of the formation of organic excimers and
exciplexes, the two functionals have indeed been shown to have a largely similar perfor-
mance. They significantly outperform the conventional hybrid functional B3LYP whose
tendency to underestimate charge-transfer states causes disruption to other low-lying
states of a similar energy.
The impact of incorrectly underestimated charge-transfer states produced by B3LYP
has been illustrated in this chapter for a number of scenarios. Such poor performance
can significantly affect the confidence experienced when using this functional and the
superior performance of CAM-B3LYP indicates the importance of long-range exact ex-
change.
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Chapter 6
Properties of the Retinal
chromophore
The ability of CAM-B3LYP to successfully describe a series of properties and char-
acteristics of retinal is investigated. Firstly, the proton affinity and the effect of the
protein environment are considered. In both cases, the application of CAM-B3LYP
yields results in much better agreement with reference data compared to conven-
tional GGA and hybrid functionals. Secondly, the effect of physical (ringtwist)
and chemical (hydrogenation) change to the retinal molecule are considered. Of
particular interest are the differing characters of the excitations produced by dif-
ferent functionals. The purpose of the work is not so much to compile a systematic
picture of retinal and its characteristics using CAM-B3LYP, but rather to identify
situations in which conventional hybrid functionals fail and show how this can be
remedied by using a long-range corrected alternative. In this respect, CAM-B3LYP
shows excellent performance.
Human vision is governed by the protein rhodopsin which contains the chromophore
retinal. The absorption of light by retinal causes a photoisomerization process which
induces an electrochemical response responsible for sight.213 Retinal binds to the protein
through a protonated Schiff base (pSb). It is this form that is therefore used to model
rhodopsin in the present study and its structure is shown in figure 6.1. There have been
numerous studies conducted into the ability of computational simulations to reproduce
the behaviour of the retinal chromophore. It is common to use polyenes and the proto-
nated Schiff bases of polyenes, where a terminating CH2 group has been replaced with
the isoelectronic NH+2 group, as models for the retinal molecule.
214–216 Given that the
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Figure 6.1: Chemical structure of the protonated Schiff base form of retinal. The twist about
the C6-C7 bond is denoted by φ.
functionality of retinal arises from its photoinduced twisting mechanism, several studies
probe the potential energy surface as a function of a number of twist angles.217,218 In
particular, there have been a number of studies conducted by Sundholm and co-workers,
including an investigation into the twisting mechanism219 in which high-level CC2 re-
sults were obtained. The outcomes of these studies will be discussed in further detail,
in relation to the work conducted here, at the appropriate points.
6.1 Proton affinity
We first consider the binding between the retinal chromophore and the protein environ-
ment, which occurs through the protonated Schiff base. As noted by Wanko et al.215
the delocalization error seen at the LDA and GGA levels erroneously stabilises systems
where charge is delocalised—this underestimation was explicitly illustrated in stretched
H+2 in section 3.2. This is relevant for systems such as retinal, which contain extended
conjugated functional groups. The tendency of a functional to delocalise charge across
such a system will artificially lower the energy and so at the LDA and GGA levels, the
proton binding energy of the Schiff base is too high.215 The proton affinity of the Schiff
base group attached to a series of polyene chains of increasing length was determined;
the error increases with increasing chain length.
To test the ability of CAM-B3LYP to correctly describe the proton binding energy
of the Schiff base, we calculated the proton affinities of Schiff bases attached to polyene
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Figure 6.2: The variation of proton affinity as a function of the length of the pSbn chain
length where n denotes the number of double bonds. The single data points at the right hand
side indicate the value for the full retinal chromophore.
chains, pSbn, where n indicates the number of double bonds in the chain system,
PA = ESbn − EpSbn. (6.1)
Both B3LYP and CAM-B3LYP geometries were optimised with the 6-31G(d) basis set
and the affinities were then determined using the TZVP basis set. The trend in affinities
can be seen in figure 6.2 compared with MP2 and CCSD data.215 The authors of Ref.
215 note that the MP2 data is a fair reference given that the errors of the MP2 method
and the cc-pVTZ basis set partially cancel.
The use of CAM-B3LYP shows a clear improvement over B3LYP, giving results that
are close to MP2 as the chain length increases. This improvement can be traced to the
reduced inclination of CAM-B3LYP over B3LYP to delocalise charges—this is consistent
with the findings of chapter 3. However, the CAM-B3LYP results are perhaps not as
convincing as would be expected and there does remain a noticeable discrepancy relative
to the reference MP2 data, although this does go some way to increasing confidence in
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DFT results for proton transfer reactions in proteins.
6.2 Modelling the environment
We now consider the interaction between the retinal chromophore and the protein en-
vironment. It is through this interaction that it is possible to tune the wavelength
at which the chromophore absorbs light.220,221 One way of tuning this wavelength is
through altering the electrostatic interaction of the protonated Schiff base and the pro-
tein environment. As the most important contribution to the electrostatic environment
of the retinal chromophore in rhodopsins is from negatively charged groups within the
binding pocket, Wanko et al.216 investigated the effect by using point charges. They
optimised the geometry of pSb5 with a point charge (−1.1 a.u.) placed 2.2 A˚ from
the Schiff base proton. They then calculated the first excitation energy in the presence
of a series of charges (0.0 a.u., −0.5 a.u. and −1.1 a.u.) and compared these to the
excitation energy at the geometry optimised without any point charge. Through this
they were able to probe the effect of the electrostatic environment on the geometry and
the excitation energy. We use the same DFT optimised geometry as used by Wanko et
al. and determine the excitation energies and dipole moments with the TZVP basis set
augmented with the diffuse functions from aug-cc-pVDZ.
The excitation energy differences presented in table 6.1 are defined as the excitation
energy in the presence of a counterion using the geometry optimised in the presence of a
−1.1 a.u. charge relative to the excitation energy of retinal in the presence of no charge
using the geometry optimised with no charge. As a reference, we use the high-level
ab-initio approach of Spectroscopy ORiented Configuration Interaction (SORCI).222 It
can be seen that at all levels of theory, the increase in the magnitude of the charge
on the counterion produces an increase in excitation energy. The tendency of the first
excitation to increase in energy when in the presence of a stronger counter ion has
been attributed to the charge-transfer nature of the transition which involves moving
positive charge from the Schiff base to the allyl fragment. As the counterion is located
in the vicinity of the Schiff base, this migration of positive charge must work against
the electric field generated by the counter ion. A larger counter ion will therefore result
in a larger excitation energy. CAM-B3LYP provides the best DFT evaluation of this
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Table 6.1: The shift in excitation energy (eV) that occurs when the geometry is optimised
in the presence of a point charge (-1.1 au) and when it is not. The excitation energy of the
geometry optimised in the presence of the point charge is determined with a range of different
counterions.
Theory Charge=0.0 Charge=−0.5 Charge=−1.1
BP86 -0.07 -0.01 0.08
B3LYP -0.03 0.04 0.16
CAM-B3LYP 0.02 0.15 0.31
CAM-B3LYP(α + β = 1) 0.07 0.23 0.42
HF/CIS 0.09 0.22 0.37
SORCI 0.03 0.28 0.58
Table 6.2: The change in dipole moment caused by the first excitation. The values correspond
to ∆µ = µ(S1)−µ(S0) where the dipole moments are calculated using the geometry optimised
in the presence of a point charge (-1.1 au).
Theory Charge=0.0 Charge=−0.5 Charge=−1.1
BP86 1.6 2.1 2.8
B3LYP 2.3 2.8 3.3
CAM-B3LYP 3.2 3.7 3.9
CAM-B3LYP(α + β = 1) 4.2 4.4 4.1
HF/CIS 4.3 4.2 3.8
SORCI 6.0 6.6 6.7
difference in excitation energy, however, it still underestimates the difference by almost
a factor of 2, relevant to the SORCI reference values.216
As a measure of the charge-transfer nature of this excitation, the dipole moment
difference can also be calculated as ∆µ = µ(S1)−µ(S0). The dipole moment differences
associated with the first excitation are shown in table 6.2. Again, despite only yielding
qualitative accuracy, CAM-B3LYP shows the best performance of all DFT functionals.
However, the results obtained when using increased fractions of exact exchange above
that included in CAM-B3LYP suggest that this may be detrimental to an accurate
description, as the trend of increasing shifts with increasing counterion is reversed.
6.3 Effect of ringtwist on excited states
The planarity of the ring system with respect to the polyene chain in the retinal molecule
is an important geometrical parameter. It can be controlled by varying the value of the
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angle φ in figure 6.1. Following Ref. 216, the accuracy of DFT was quantified by
comparing excited state energies (figure 6.3), oscillator strengths (figure 6.4) and dipole
moment differences (∆µ) (figure 6.5) with CC2 values for 39◦ 6 φ 6 170◦. For this,
we use a variety of the protonated Schiff base where R1 and R2 in figure 6.1 are both
methyl groups. All of the unpublished reference CC2 data has been made available
through collaboration with Dr. Marius Wanko and was determined using constrained-
optimized PBE0 geometries, which are also used here for the DFT calculations. Again,
the TZVP basis set with additional diffuse functions from aug-cc-pVDZ is used.
By considering the CC2 results in figures 6.3, 6.4, and 6.5, it is possible to understand
the behaviour of the first two excited states of the pSb of retinal. The S1 state can be
defined as a locally excited (LE) state. The oscillator strength of the S0 → S1 transition
is large and remains fairly constant throughout the twist, indicating a large degree
of overlap between the occupied and unoccupied orbitals involved. Also, the value
of ∆µ remains fairly constant throughout the twist indicating little variation in how
the charge is redistributed during this excitation. Conversely, the S2 state is defined
as an intramolecular charge transfer (ICT) state. At twist angles corresponding to a
perpendicular arrangement of the ring and chain systems, the oscillator strength drops
to almost zero for the S0 → S2 excitation, consistent with the relevant occupied and
unoccupied orbitals localising on different parts of the molecule. This is reflected in
the significant increase in ∆µ showing that there is indeed a large degree of charge
redistribution at these twist angles.
The results obtained using B3LYP deviate significantly from the reference data. The
energies of both excited states are not only underestimated but the behaviour of the
S1 state is entirely incorrect. Additionally, the trends seen in the oscillator strength
and ∆µ suggest that it is not simply a case of B3LYP giving the incorrect ordering of
the lowest two states, but rather that the characters of the excitations are wrong. The
results obtained using CAM-B3LYP bear a striking resemblance to the CC2 reference
data. The trends in energies are reproduced almost exactly, although the magnitude
of the excitation energies are slightly overestimated. Similarly, the trends in oscillator
strengths and ∆µ are also accurately reproduced. Plots of the B3LYP orbitals involved
in the dominant transitions at near-planar and perpendicular twist angles are shown in
figure 6.7. The CAM-B3LYP orbitals localise to a lesser extent at the perpendicular
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Figure 6.3: Energies of the first (solid) and second (dashed) excited states of the retinal
molecule as a function of the twist angle between ring and chain.
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Figure 6.4: Oscillator strengths of the first (solid) and second (dashed) excitations of the
retinal molecule as a function of the twist angle between ring and chain.
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Figure 6.5: Dipole differences (∆µ) of the first (solid) and second (dashed) excitations of the
retinal molecule as a function of the twist angle between ring and chain.
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Figure 6.6: Λ diagnostic values of the first (solid) and second (dashed) excitations of the
retinal molecule as a function of the twist angle between ring and chain.
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geometry but are otherwise indistinguishable.
The failings of B3LYP are now considered, with reference to the more accurate CAM-
B3LYP results. At the near-planar geometries of 39◦ and 170◦, the B3LYP and CAM-
B3LYP orbitals are essentially indistinguishable. For both functionals, the S0 → S1
excitation is dominated by the HOMO→LUMO transition and the S0 → S2 excitation
dominated by HOMO−1→LUMO. This is consistent with the similarity in behaviour
between B3LYP and CAM-B3LYP at these angles. It is justifiable to say that B3LYP
largely shares the LE and ICT character of the S0 → S1 and S0 → S2 excitations,
respectively, seen in CAM-B3LYP at these angles.
However, at perpendicular twist angles the B3LYP and CAM-B3LYP orbitals are
no longer indistinguishable. Two differences are observed. Firstly, the ordering of the
HOMO and HOMO−1 orbitals is switched between the two approaches. However, as the
S0 → S1 and S0 → S2 remain dominated by HOMO→LUMO and HOMO−1→LUMO,
respectively, the LE/ICT character is reversed. Secondly, the localisation of the HOMO
orbital onto the ring system is more severe when using B3LYP than it is when using
CAM-B3LYP. This results in a lower Λ (equation (2.89)) value for the S0 → S1 excitation
(figure 6.6).
Now that it has been established that B3LYP gives the correct LE and ICT character
of the first and second excitations, respectively, at near-planar geometries, and the
incorrect character at near perpendicular geometries, it is possible to quantify the errors
in excitation energies. At angles φ 6 80◦ and φ > 120◦, the solid lines in figure 6.3
all correspond to the LE state and it can be seen that B3LYP provides a reasonably
good estimate. Similarly, the dashed lines correspond to the ICT state which is also
reasonably well reproduced. In these circumstances the error is generally less than 0.25
eV. However, at angles 80◦ < τ < 120◦, the valid comparisons to make are between the
solid black line (CC2 S1) and dashed blue line (B3LYP S2) for the LE state and between
the dashed black line (CC2 S2) and solid blue line (B3LYP S1) for the ICT state. For
the former, we can see that the B3LYP LE state is around 0.3 eV too high, which is
not a serious problem. However, for the ICT state, B3LYP underestimates the energy
by more than 1 eV. This error can be traced to the already understood underestimation
of charge-transfer states when using GGA or conventional hybrid functionals. The
accurate reproduction of the LE state is unsurprising given the Λ value for this state
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Figure 6.7: B3LYP orbitals involved in the relevant transitions of the lowest two excitations
in retinal at 39◦, 90◦ and 170◦. CAM-B3LYP orbitals show slightly more delocalisation at
90◦ where the HOMO and HOMO−1 orbitals are also switched in order, but are otherwise
identical. H=HOMO, L=LUMO.
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is consistently ∼ 0.6 whereas the underestimation of the ICT state could have been
predicted by noting the significant drop in Λ value observable in figure 6.6, which plots
Λ for the excitations as a function of the twist angle φ. The poor performance of B3LYP
is therefore a combined result of charge-transfer failure and an incorrect ordering of the
states. The switch in character is well illustrated by the trend in oscillator strengths
(figure 6.4) and, to a lesser extent, by the change in dipole moment, ∆µ (figure 6.5).
CAM-B3LYP shows a significant improvement over B3LYP. The energies of the two
excited states (figure 6.3) closely match those given by CC2 in trend and although they
are slightly overestimated, provide a good absolute prediction of the energy. The oscil-
lator strengths (figure 6.4) show a remarkable agreement with the CC2 data confirming
that CAM-B3LYP is producing excitations of the correct character. This is further
backed up by the trends seen in the dipole differences in figure 6.5.
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Figure 6.8: The structure of (a) 11-Z-cis retinal and (b) 11-Z-cis-7,8-dihydro retinal, high-
lighting the hydrogenation at C7-C8.
6.4 Effect of chemical change on excited states
In this section, it is demonstrated how an analysis involving the Λ diagnostic can pro-
vide a useful perspective when considering how a simple chemical change—with seem-
ingly trivial effects on the chemical properties—can significantly affect the accuracy of
TDDFT calculations. This is illustrated by the hydrogentation of 11-Z-cis retinal to 11-
Z-cis-7,8-dihydro retinal, as considered by Zaari and Wong223 and illustrated in figure
6.8. These authors investigated the effect of this chemical change in order to determine
the effect of conjugated chain length on the photoisomerization process.224 They ob-
served that prior to hydrogenation, B3LYP excitation energies and oscillator strengths
were in good agreement with reference CC2 data. However, following hydrogenation
the B3LYP results showed some large discrepancies in comparison to the reference data.
They attributed this to the possibility that the excitations had become charge-transfer
in character. We now employ the Λ diagnostic to quantify the degree of charge transfer
in the relevant excitations and determine whether or not the errors are reduced when
CAM-B3LYP is employed. All calculations are performed at B3LYP/6-31+G(d) opti-
mised geometries and excitation energies are determined with the same 6-31++G(d,p)
basis set used by Zaari and Wong. Firstly, the effect of hydrogenation on excitation en-
ergy will be considered, followed by the more subtle implications of the chemical change
for the oscillator strengths.
The results in table 6.3 show that prior to hydrogenation both of the lowest two exci-
tations have high associated Λ values of 0.68 and 0.72, respectively. As both of these val-
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Table 6.3: Vertical excitation energies (eV) and oscillator strengths (in parenthesis) of the
retinal chromophore where the C7–C8 bond is unsaturated and saturated, determined using
B3LYP, CAM-B3LYP and RI-CC2. The Λ values listed are determined using B3LYP
B3LYP CAM-B3LYP RI-CC2 Λ
11-Z-cis retinal
S0 →S1 2.30(1.17) 2.39(1.34) 2.10(1.47) 0.68
S0 →S2 3.04(0.24) 3.63(0.21) 3.30(0.26) 0.72
11-Z-cis-7,8-dihydro retinal
S0 →S1 1.53(0.08) 2.82(0.44) 2.62(0.64) 0.23
S0 →S2 3.05(0.90) 3.23(0.98) 3.03(0.88) 0.54
S0 →S3 3.25(0.39) 4.70(0.01) 4.40(0.01) 0.30
ues are well above the threshold84 (Λ ∼ 0.3), no breakdown in TDDFT accuracy should
be expected and the excitation energies are in good agreement with CC2. These two ex-
citations are comprised, almost exclusively, of HOMO→LUMO and HOMO−1→LUMO
orbital transitions, respectively. These transitions are shown in figure 6.9 where it is
clear that all three orbitals involved are delocalized across the entire molecule including
both the chain and ring components.
Following hydrogenation, only the S0 → S2 excitation has an associated Λ value
above the threshold, at 0.54. No breakdown in TDDFT accuracy is predicted for this
excitation and, indeed, the B3LYP results are in good agreement with the reference data.
However, for the S0 → S1 and S0 → S3 transitions, the Λ values are significantly smaller,
falling in the region where breakdown for B3LYP excitation energies is predicted. Ac-
cordingly, for both of these excitations, the energy is significantly underestimated—by
more than 1 eV in both cases relevant to the CC2 data. The presence of both high
and low Λ transitions following hydrogenation is a result of the breaking of conjugation
between the ring and chain systems. It is no longer possible for orbitals to be delocalized
across the entire molecule, instead they must localise on either the ring or the chain.
This localisation of the orbitals can be seen in figure 6.10.
The high-Λ value associated with the S0 → S2 excitation is a result of it being
predominantly HOMO−1→LUMO in character, which is a chain-to-chain transition.
In contrast, both the S0 → S1 and S0 → S3 transitions are predominantly the ring-
to-chain HOMO→LUMO and HOMO−2→LUMO transitions, resulting in significantly
smaller Λ values. The charge-transfer nature of the S0 → S1 excitation alluded to in the
117
H→ L H−1→ L
1
Figure 6.9: Orbital transitions in 11-Z-cis retinal, determined using B3LYP. H=HOMO,
L=LUMO.
orbital plots presented by Zaari and Wong has now been explicitly quantified—in terms
of occupied-unoccupied orbital overlap—by using the Λ diagnostic.
B3LYP predicts the S0 → S1 excitation to have a low oscillator strength and the
S0 → S3 to have a high oscillator strength, the opposite of that given by the reference
CC2 results. This incorrect ordering can be understood by considering the explicit
orbital transitions which contribute to the excitations. Excitations that are ring-to-
chain in character and, as a result, have a low-Λ value must, necessarily, have a low
oscillator strength. The low oscillator strength of the S0 → S1 excitation is therefore
a result of it being comprised almost exclusively of a HOMO→LUMO transition. In
contrast, although the S0 → S3 excitation is predominantly HOMO−2→LUMO, it does
involve a significant chain-to-chain HOMO−1→LUMO contribution. It is the presence
of the latter contribution which results in the large oscillator strength. In a similar
manner, the S0 → S2, although predominantly HOMO−1→LUMO in character, does
contain some HOMO−2→LUMO contribution. This mixing of characters reflects the
similarity in energy of the two excitations. The S0 → S1 excitation is much lower in
energy and therefore, no mixing is seen for this state.
When using CAM-B3LYP, all excitation energies are higher than when using B3LYP.
The result of this is that all excitation energies are slightly overestimated compared to
the reference CC2 data. However, the S0 → S1 and S0 → S3 excitations following hy-
drogenation are of a comparable accuracy to all other excitations, whereas they were
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Figure 6.10: Orbital transitions in 11-Z-cis-7,8-dihydro retinal, determined using B3LYP.
H=HOMO, L=LUMO.
significantly underestimated when using B3LYP. CAM-B3LYP therefore provides exci-
tations whose errors are independent of Λ value and are all in error to the same degree as
the best results provided by B3LYP. Additionally, the incorrect ordering of the B3LYP
oscillator strengths has now been resolved by using CAM-B3LYP, resulting in consis-
tency with CC2. The relevant CAM-B3LYP orbitals are indistinguishable from the
B3LYP orbitals and the dominant orbital transitions are also the same. The explicit
orbital transitions involved in the excitations now show the opposite behaviour to that
seen in B3LYP—the S0 → S1 excitation, although predominantly HOMO→LUMO in
character, contains a significant HOMO−1→LUMO contribution resulting in a large os-
cillator strength. The S0 → S3 is almost exclusively HOMO−2→LUMO, with no other
significant contributions, resulting in a small oscillator strength. This different mixing
arising in CAM-B3LYP is a reflection of the fact that it is now the S0 → S1 and S0 → S2
excitations which are similar in energy, while the S0 → S3 excitation is significantly
higher in energy.
Summary
It has previously been noted that “the application of DFT to proton transfer reactions
in retinal proteins is not straightforward and should be pursued with some care”,215 but
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it has been shown here that through the application of CAM-B3LYP, a greater degree
of confidence can be placed in DFT results relating to proton affinities. Also, when
concerned with the environment of chromophores and how they affect the behaviour,
CAM-B3LYP shows significantly better qualitative accuracy than conventional GGA
and hybrid functionals. However, in both cases, quantitative accuracy is not achieved
through the use of CAM-B3LYP.
It has also been shown that an orbital overlap perspective can be useful for under-
standing why simple physical and chemical changes can lead to a significant reduction
in TDDFT accuracy. This breakdown can manifest itself as errors in both the character
and energy of excitations. It has also been illustrated how such errors can easily be
predicted through the same orbital overlap perspective. Errors in oscillator strengths
can be understood in terms of orbital transition contributions. All of these errors are
largely eliminated by the use of CAM-B3LYP. It can be inferred from the example
of Retinal used in this chapter that any physical or chemical process that sufficiently
reduces the overlap will degrade the TDDFT accuracy when conventional GGA and
hybrid functionals are being used.
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Chapter 7
The character of molecular excited
states: C3H4N2
Through the analysis of a specific molecular example, the topographical accu-
racy of excited state potential energy surfaces is investigated. The accuracy of
local and charge-transfer excitations is assessed for PBE (a representative GGA
functional) and CAM-B3LYP. Both singlet and triplet excitations are considered,
where the latter are determined through the commonplace TDDFT approach and
the less frequently employed ∆SCF method. Of particular interest is the effect on
the character of the excited states—the charge-transfer error arising in TDDFT
with GGA functionals can manifest itself in the character, as opposed to the en-
ergy. By employing CAM-B3LYP, issues present when using GGA functionals are
largely eliminated. The charge-transfer error arising with GGA functionals within
TDDFT does not present itself when the ∆SCF approach is used. The characters
of TDDFT and ∆SCF excitations are reconciled through appropriate combina-
tions of orbitals. The lack of symmetry in the molecule means that the effect of
avoided crossings is significant.
The accuracy of long-range charge-transfer (CT) excitations from DFT has already
been considered in chapters 5 and 6. In section 5.1.8, the ordering and character of
charge-transfer excited states for a series of extended, conjugated pyrene derivatives was
shown to be in error when using B3LYP. In sections 6.3 and 6.4, the incorrect character
of excitations in retinal resulted in significant errors in the oscillator strengths. A
recent study on tripeptides84 showed that charge-transfer excitations have significantly
different character when determined using functionals with a range of exact exchange.
Other studies,225–227 as well as the content of chapter 6, have shown how the accuracy of
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potential energy surfaces depends strongly on the choice of functional. In this chapter,
we combine these two issues (character of excitations and accuracy of surfaces) for
which conventional functionals fail and consider whether CAM-B3LYP can provide a
more satisfactory description.
Wiggins et al. considered the well known charge-transfer compound 4-(dimethylamino)
benzonitrile (DMABN).226 In their study, they constructed potential energy surfaces as
the sum of the ground state energy and vertical excitation energies determined using
TDDFT. They noted that “If the spatial overlap between the occupied and virtual or-
bitals involved in the excitation has a strong dependence on the nuclear conformation,
then the accuracy of the surface will not be uniform.” The result of this is that regions
of the potential energy surface corresponding to high overlap are well described and
regions corresponding to low overlap are poorly described, when conventional GGA and
hybrid functionals are used. They were able to resolve this issue through the use of
CAM-B3LYP, for which they found no correlation between Λ value and TDDFT accu-
racy. CAM-B3LYP exhibited excellent agreement with reference CC2 data. This same
issue arose in the character of the lowest two excited states of Retinal in section 6.3.
We now employ a similar compound to DMABN to generate a similar situation for
which we can assess the performance of both TDDFT and ∆SCF (a method used here for
determining triplet excitation energies, which will be defined later). We pay particular
attention to the description of the character of excitation as a function of a twisting
angle and the relative performance of each approach. In the discussion that follows,
the term “transition” is used to refer to a particular occupied–unoccupied orbital pair
whereas “excitation” refers to the overall combination of transitions in the electronic
excitation.
The molecule C3N2H4 (figure 7.1) is smaller than DMABN but captures the same
fundamental chemistry. The dimethylamino group in DMABN is replaced with the
simplest possible amine group. The central ring system in DMABN is replaced with a
single double bond which retains the conjugation that exists through the molecule. So,
the functionality of the molecule has been retained but the structure is smaller, allowing
a more extensive analysis to be performed. Although C3N2H4 is not expected to exactly
reproduce the behaviour of DMABN, it is expected that the similar combination of
functional groups will give rise to similarly interesting behaviour.
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Figure 7.1: The structure of C3N2H4 with the C—N bond around which the twist occurs
indicated by τ .
All calculations are performed using the PBE GGA functional and CAM-B3LYP, in
order to quantify the effect of attenuated exchange on the behaviour. A hybrid func-
tional, with constant exchange, such as B3LYP, is expected to have an intermediate
behaviour between these two functionals. CCSD calculations have been performed as a
reference. All calculations are performed with the aug-cc-pVTZ basis set; full surfaces
are mapped with DFT while selected geometries are used for the CCSD calculations to
reduce computational cost. The structures are optimised (MP2/6-31G*) within the con-
straint that the amine group remains planar. This constraint removes the complication
of pyramidalisation seen in the amine group when the molecule is twisted away from the
fully planar geometry. At angles of τ = 0◦ and 90◦, the molecule has Cs symmetry and
the excited states therefore have either A′ or A′′ symmetry. At all intermediate twist
angles the mirror plane is lost resulting in C1 symmetry and all excited states are of A
symmetry.
Firstly, the TDDFT energy, the Λ value and the oscillator strength of the lowest three
singlet states of C3N2H4 are considered as a function of the twist angle. Secondly, the
energy and the Λ value of the lowest three triplet states are considered—the oscillator
strengths for triplet states are by definition zero. The results are compared with those
from the ∆SCF approach. In all cases, particular attention is paid to the character of
the state.
7.1 Singlet excited states of C3N2H4
PBE TDDFT Singlets
Figure 7.2 presents plots of the TDDFT energy, Λ value and oscillator strength for the
lowest three singlet excited states of C3N2H4, as a function of twist angle φ, determined
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Table 7.1: Energies (eV) of the lowest three singlet excited states of C3N2H4 at 0
◦ and 90◦.
Angle State PBE CAM-B3LYP CCSD
0◦ 1st 4.43 (R) 5.15 (R) 5.34 (R)
2nd 5.06 (R) 5.50 (LE) 5.67 (LE)
3rd 5.24 (LE) 5.67 (R) 5.99 (R)
90◦ 1st 3.36 (CT) 5.13 (CT) 5.64 (CT)
2nd 5.19 (R) 6.51 (R) 6.63 (R)
3rd 5.38 (R) 6.70 (LE) 7.28 (LE)
using PBE. The excitation energies and characters of the lowest three singlet states at
0◦ and 90◦ are shown in table 7.1 where it can be seen that all of the PBE energies are
underestimated relative to the CCSD reference values. At τ = 0◦, the lowest two PBE
states are of Rydberg character.
The diabatic states corresponding to the two Rydberg transitions can be identified
in figure 7.2(a): The first Rydberg transition is denoted by the blue surface followed
by red with the jump between the two surfaces occuring at ∼ 45◦; the second Rydberg
transition is red followed by green with the jump at ∼ 20◦. The energies (figure 7.2(a))
of these transitions are reasonably constant; the orbitals vary little upon twisting. Both
transitions exhibit consistently low Λ values (blue followed by red and red followed by
green in figure 7.2(b))—below the threshold value of ∼ 0.4. It is therefore predicted
that the energy of these two states is underestimated when using PBE. At both τ = 0◦
and 90◦, the energy of the second Rydberg state is sufficiently underestimated for it to
drop below the locally excited (LE) state, giving an incorrect state ordering.
At τ = 0◦, the third state is of local character and becomes a charge-transfer state
at τ = 90◦. This state decreases in energy during the twist, intersecting the second
Rydberg state at ∼ 10◦ and the lowest Rydberg state at 45◦. The evolution of the
locally excited state to a charge-transfer state corresponds to the diabatic state which
can be identified in figure 7.2 as green, followed by red, followed by blue. It is clear from
this transition that at twist angles of τ > 60◦, there is a significant drop in the value
of Λ, indicating that this excitation is indeed adopting charge-transfer character. This
explains why the state is underestimated relative to CCSD by only 0.43 eV at 0◦ but
2.28 eV at 90◦ (see table 7.1). This transition, which is of local character at τ = 0◦ and
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Figure 7.2: Plots of the TDDFT (a) Energy, (b) Λ value and (c) oscillator strength as a
function of the twist angle τ for the lowest three singlet excited states of C3N2H4 calculated
using PBE. 11A blue, 21A red and 31A green.
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charge-transfer character at τ = 90◦ will hereafter be referred to as LE→CT.
The dominant orbital transitions for the lowest PBE singlet state (the blue curve
in figure 7.2(a)) are plotted in figure 7.3. It is clear that before 45◦ the state is of
Rydberg character. After the avoided crossing at this angle, the state has local character
which, due to the twisting of the molecule, eventually adopts charge-transfer character
at 90◦ as a result of the HOMO orbital localising on the amine. This evolution of an
locally excited state into a charge-transfer state upon twisting of the amine group is
exactly as observed by Wiggins et al. for DMABN. The effect of the charge-transfer
underestimation by PBE is evident from a comparison of the curves in figure 7.2(a)
and the CCSD equivalent plotted in figure 7.4 where it is evident that the lowest state
becomes increasingly underestimated at larger twist angles.
The oscillator strengths for the lowest three excitations are plotted in figure 7.2(c).
The form of all three curves accurately reflects that seen for the Λ values. This is
unsurprising given the relationship between Λ and the oscillator strength highlighted in
chapter 6.
CAM-B3LYP TDDFT Singlets
Figure 7.5 presents plots of the TDDFT energy, Λ value and oscillator strength for the
lowest three singlet excited states of C3N2H4 as determined using CAM-B3LYP. It is
clear from the results in table 7.1 that CAM-B3LYP provides a significantly improved
performance over PBE. Not only are the energies in significantly better agreement with
the reference CCSD values than when using PBE, but the correct ordering of the states
at both 0◦ and 90◦ is reproduced. Furthermore, CAM-B3LYP shows an improved qual-
itative description of the behaviour of the lowest three singlet excited states during the
twist, as illustrated by the similarity to the CCSD curves in figure 7.4.
The improved description of Rydberg states with CAM-B3LYP increases their en-
ergy, the result being that the second Rydberg state at 0◦ is above the locally excited
state, thus removing the first avoided crossing seen at ∼ 10◦ when using PBE. The
LE→CT transition, being the 2nd state at 0◦ now only intersects the lowest Rydberg
state. It still produces the same significant drop in Λ value for angles of τ > 60◦ (red
followed by blue in figure 7.5(b)), but not the corresponding drop in energy seen when
using PBE. This is essentially the same observation made by Wiggins et al. for the
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Figure 7.3: The evolution of the PBE ground state occupied and unoccupied orbitals involved
in the dominant transition of the first singlet excited state, with increasing twist angle τ .
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Figure 7.4: Plot of the Energy as a function of the twist angle τ for the lowest three singlet
excited states of C3N2H4 calculated using CCSD. 1
1A blue, 21A red and 31A green.
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Figure 7.5: Plots of the TDDFT (a) Energy, (b) Λ value and (c) oscillator strength as a
function of the twist angle τ for the lowest three singlet excited states of C3N2H4 calculated
using CAM-B3LYP. 11A blue, 21A red and 31A green.
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performance of CAM-B3LYP compared to PBE in DMABN.
There are features which occur in the plot of Λ (figure 7.5(b)) at τ ∼ 10◦ and ∼ 45◦
which are not seen in the energy or oscillator strength. At τ = 10◦ the red and green
curves approach one another; at 45◦ the blue and red curves do the same. These features
arise because there is a re-ordering of the CAM-B3LYP virtual orbitals during the twist.
At ∼ 10◦ the LUMO+1 and LUMO+2 orbitals switch character and at ∼ 45◦ the LUMO
and LUMO+1 orbitals switch character. This can be seen in the plot of orbital energies
as a function of twist angle shown in figure 7.6. The effect of an orbital re-ordering is
simply to change the labels of the orbitals involved in the transition before and after
the feature. There is no change in the character of the excitation. However, there is a
significant change in the orbitals involved at the switch point. The orbitals mix as they
become degenerate in energy, to produce orbitals different from those seen before or
after the switch. Figure 7.7 shows the orbitals involved in the two dominant transitions
of the lowest CAM-B3LYP excited state at 45◦. At this angle, the locally excited state
(figure 7.5(b), blue curve) adopts some Rydberg character, lowering the value of Λ.
Correspondingly, the Rydberg state (red curve) adopts some local character, raising the
value of Λ. Aside from this additional feature, the orbitals involved in the lowest state
when using CAM-B3LYP are similar to those seen with PBE (figure 7.3) although the
avoided crossing with the second state, responsible for a switch from Rydberg to local
character, occurs at an earlier twist angle of ∼ 30◦.
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Figure 7.6: The variation in orbital energies with twist angle when using CAM-B3LYP
(a) HOMO→LUMO (b) HOMO→LUMO+1
Figure 7.7: The dominant orbital transitions involved in the lowest singlet excited state at
45◦ using CAM-B3LYP.
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7.2 Triplet excited states of C3N2H4
The development of TDDFT and its ability to produce accurate energies for locally
excited states when using conventional GGA and hybrid functionals has led to its
widespread application to singlet excited states. Although there have been applica-
tions of TDDFT to the determination of triplet states in small molecules in the past,71
there has recently been an increase in interest in this area and the publication of a
number of extensive studies.228,229 The main finding of these studies is that TDDFT
often underestimates triplet excitation energies relative to reference data.
7.2.1 TDDFT Triplets
PBE TDDFT Triplets
Figure 7.8 presents plots of the TDDFT energies and Λ values for the lowest three
triplet excited states of C3N2H4 determined using PBE. Again, from the data shown in
table 7.2 it is clear that PBE underestimates the energy of all states in comparison to
CCSD. When using PBE, the lowest excited triplet state does not experience an avoided
crossing with any of the other states. The dominant transition in this state is similar
to that seen in the singlet analysis, involving a local excitation evolving into a charge-
transfer excitation. However, now this state is uninterrupted by avoided crossings and
the dominant transitions for the lowest PBE triplet state are plotted in figure 7.9. Note
that the orbital transitions involved at τ = 60◦ and 90◦ in figure 7.9 are indistinguishable
from those already seen for the singlets in figure 7.3. The evolution of the lowest state
into one of charge-transfer character is evident in the dropping off of the Λ value as
the twist progresses. It should therefore again be expected that at angles approaching
τ = 90◦, the energy of this state will be underestimated. Indeed, as can be seen from
the results in table 7.2, the locally excited transition at 0◦ is underestimated by 0.38
eV, whereas at 90◦, the charge-transfer state into which it has evolved is underestimated
by 1.64 eV—significant enough for the charge-transfer state to incorrectly be the lowest
state when using PBE.
The second state is a Rydberg state and, similar to the behaviour seen in the singlet
excitations, the transition changes little during the twisting procedure. This state does
undergo an avoided crossing with the third state at τ ∼ 50◦. It can therefore be seen
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Figure 7.8: Plots of the TDDFT (a) Energy and (b) Λ value as a function of the twist angle
τ for the lowest three triplet excited states of C3N2H4 calculated using PBE. 1
3A blue, 23A
red and 33A green.
Table 7.2: Energies (eV) of the lowest three triplet excited states of C3N2H4 at 0
◦ and 90◦.
Angle State PBE CAM-B3LYP CCSD
0◦ 1st 3.27 (LE) 3.09 (LE) 3.65 (LE)
2nd 4.32 (R) 5.02 (R) 5.21 (R)
3rd 4.94 (R) 5.35 5.90 (R)
90◦ 1st 3.96 (CT) 3.67 (LE) 4.28 (LE)
2nd 4.03 (LE) 5.02 (CT) 5.60 (CT)
3rd 5.63 (R) 6.14 6.69
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Figure 7.9: The evolution of the PBE ground state occupied and unoccupied orbitals involved
in the dominant transition of the first triplet excited state, with increasing twist angle τ .
Figure 7.10: The dominant orbital transition involved in the second triplet excited state at
90◦ using PBE.
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as the diabatic state denoted by red followed by green in figure 7.8. As expected, the
value of Λ for this state never rises above 0.4. Again, this is reflected in the significant
underestimation of the energy of this state.
At τ = 90◦ the 2nd state is unlike any of the states seen in the singlet cases. At
this angle, it is a local excitation. During the twist from 0◦ to 90◦ this state drops
significantly in energy from the 7th to 2nd state; intersecting all states in between.
During this drop in energy, it maintains a Λ value well above the threshold value and
therefore, the significant drop in energy cannot be attributed to a breakdown in TDDFT
performance.
In the region close to τ = 90◦, the 1st and 2nd states begin to approach each other
in energy and their characters increasingly mix. However, at 90◦, the two states adopt
different symmetries. Therefore, as the twist angle approaches this value, they must
begin to adopt the character they will possess at that angle. The result is a reduction in
mixing and a separation of character. This can be seen as an “aborted avoided-crossing”
and is reflected in the rapid divergence of the relevant Λ values (red and blue curves in
figure 7.8(b)) in the region of τ > 85◦. The orbital transition involved in the second
excitation at τ = 90◦ is shown in figure 7.10. It is this transition that is involved in the
mixing with the lowest state immediately before τ = 90◦.
CAM-B3LYP TDDFT Triplets
Figure 7.11 presents plots of the TDDFT energy and Λ value for the lowest three triplet
excited states of C3N2H4 as determined using CAM-B3LYP. Despite the prediction of a
TDDFT failure for the lowest excited state with PBE, the lowest state given by CAM-
B3LYP bears a striking similarity in both form and energy to that of PBE. This is
unexpected as, usually, the presence of a charge-transfer state should result in CAM-
B3LYP producing the state at a significantly higher energy than PBE. It is the case
here that the TDDFT failure arising when using GGA functionals in cases with low
occupied-unoccupied orbital overlap does not manifest itself as an error in the energy,
but rather as an error in the character of the excited state.
Despite the similarity in behaviour and energy between PBE and CAM-B3LYP,
there is a marked difference in the nature of the lowest triplet excited state at angles
approaching 90◦. Whereas with PBE, the lowest state is dominated throughout by the
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Figure 7.11: Plots of the TDDFT (a) Energy and (b) Λ value as a function of the twist
angle τ for the lowest three triplet excited states of C3N2H4 calculated using CAM-B3LYP.
13A blue, 23A red and 33A green.
LE→CT transition (evident from the rapid decrease in Λ seen in figure 7.8(b)), CAM-
B3LYP gives an avoided crossing between the lowest two states at τ ∼ 75◦. This avoided
crossing is not as clear as others seen previously but occurs over a wide range of angles
and only involves mixing to a small degree.
The appearance of this avoided crossing in CAM-B3LYP but not in PBE can be
understood in terms of the charge-transfer underestimation by PBE. As CAM-B3LYP
pushes the energy of this state up (correcting the PBE underestimation), the “aborted
avoided-crossing” observed when using PBE is now replaced with an actual avoided
crossing, at an angle well before 90◦. As a result, CAM-B3LYP produces the correct
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state ordering at 90◦. The evolution of the orbitals involved in the dominant transitions
of the lowest triplet excited state when using CAM-B3LYP are plotted in figure 7.12
for angles of τ > 60◦. Below this angle, the orbitals match those seen when using PBE
(figure 7.9). At τ = 75◦ there are two dominant transitions as this is in the region of the
avoided crossing. At τ = 90◦, the occupied orbital involved in the transition is different
from that seen when using PBE (figure 7.9), giving instead, the correct local character.
This is the same as the orbital transition involved in the second state at τ = 90◦ when
using PBE (figure 7.10). A schematic depiction of the different treatment of the lowest
two states by PBE and CAM-B3LYP at 90◦ is shown in figure 7.13, which also plots
the dominant orbital transitions of the lowest two excited states at 90◦. It shows how
the increase in energy of the charge-transfer state with CAM-B3LYP gives rise to an
avoided crossing, the result of which is a lowest energy surface matching PBE in energy,
but not in character.
The key difference when comparing with the reference CCSD data is therefore in
the character. As can be seen in table 7.2, the energy of the lowest triplet state at 90◦
when using PBE, CAM-B3LYP and CCSD are all fairly similar. However, PBE gives
an incorrect ordering of states. Caution is therefore advised in circumstances where it
appears that GGA functionals have successfully predicted TDDFT excitation energies
despite low orbital overlaps (Λ values) as the error may be manifesting as an error in
character rather than energy. It can also be seen that CAM-B3LYP provides a better
qualitative description of the lowest three triplet excited states when compared to the
reference CCSD data shown in figure 7.14.
7.2.2 ∆SCF Triplets
Time-independent DFT, as used throughout this thesis, is applicable to the lowest state
of any space-spin symmetry. Usually, this involves the determination of the ground
singlet state. However, it is equally applicable to the determination of the lowest triplet
state regardless of whether or not it is the ground state. It is therefore possible to
determine the lowest triplet excitation energy for a system with singlet ground state
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Figure 7.12: The evolution of the CAM-B3LYP ground state occupied and unoccupied or-
bitals involved in the dominant transition of the first excited state from τ = 60◦ onwards.
Note that for 75◦ there are two dominant transitions.
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Figure 7.13: Schematic diagrams illustrating how, at 90◦, the correction of the underesti-
mated charge-transfer state when using (a) PBE gives rise to an avoided crossing when using
(b) CAM-B3LYP. The dashed lines represent diabatic states while the solid lines correspond
to the actual surfaces.
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Figure 7.14: Plot of the Energy as a function of the twist angle τ for the lowest three triplet
excited states of C3N2H4 calculated using CCSD. 1
3A blue, 23A red and 33A green.
simply as a difference,
E∆SCF = Etriplet − Esinglet (7.1)
from time-independent calculations on the two states. This approach is known as ∆SCF.
The final part of this chapter makes an explicit comparison between the TDDFT and
∆SCF approaches, with an emphasis on excitation character.
PBE ∆SCF Triplets
For PBE, the energy using the ∆SCF approach has an almost identical appearance to
that determined through TDDFT, although slightly higher in energy as can be seen from
figure 7.15, thereby closer to the CCSD data. At τ = 0◦, the character of the transition
is identical with both TDDFT and ∆SCF. However, at τ = 90◦, the ∆SCF approach
correctly gives the locally excited state as the lowest, as opposed to the charge-transfer
state which was incorrectly predicted to be the lowest when using TDDFT. It is the case
then, that the charge-transfer breakdown in TDDFT does not arise when using ∆SCF,
in this case.
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Figure 7.15: Plot of the Energy as a function of the twist angle τ for the lowest triplet excited
state of C3N2H4, determined using TDDFT and ∆SCF with PBE. Reference CCSD data also
shown.
(a) (b)
Figure 7.16: The similarity in the PBE orbital transitions at τ = 30◦ for the (a) ground state
HOMO→LUMO and (b) triplet state βLUMO→αHOMO, corresponding to the TDDFT and
∆SCF descriptions, respectively.
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In order to reconcile the multiple occupied–unoccupied orbital transitions that con-
tribute to the character of TDDFT excitations with the single transition picture arising
from the ∆SCF approach, we can combine the ground state orbitals involved in the
dominant TDDFT transitions and compare those with the relevant excited state or-
bitals from ∆SCF. In doing so, we assume that the transition involved in the ∆SCF
approach has taken place from the lowest unoccupied β spin orbital to the highest oc-
cupied α spin orbital, of an explicit calculation on the triplet state. For twist angles
of τ < 45◦, the lowest PBE TDDFT excitation is dominated by one transition only:
HOMO→LUMO, which exactly matches the lowest unoccupied β and highest occupied
α orbitals from the ∆SCF approach. The orbital transitions for a representative exam-
ple (τ = 30◦) are shown in figure 7.16, where the similarity in the orbital transitions
from the two approaches can be seen.
At larger twist angles, the lowest two states, HOMO→LUMO and HOMO−1→LUMO,
begin to mix in TDDFT. Figure 7.17 shows how (at τ = 60◦) a combination of the ground
state HOMO and HOMO−1 orbitals according to their respective κ values produces an
orbital transition which matches that obtained when using ∆SCF. Although it is not
possible to perform the ∆SCF procedure for any triplet state but the lowest, it can be
inferred from the agreement with the character of the lowest state given by CCSD that
the method correctly introduces an avoided crossing between the lowest two states.
CAM-B3LYP ∆SCF Triplets
The character of the lowest excitation produced by the ∆SCF approach matches that
from TDDFT for all twist angles. The energy of the state is slightly higher when
determined with ∆SCF, as can be seen in figure 7.18 and so is again close to CCSD. The
same observations seen for PBE can be made concerning the combination of ground state
orbitals according to their TDDFT κ values producing orbitals agreeing with those from
triplet calculations. This is seen for any circumstances under which there is significant
mixing of orbitals, which occurs for both orbital re-ordering and avoided crossings of
excited states. Therefore, as far as CAM-B3LYP is concerned, it can be concluded that
irrespective of approach (TDDFT or ∆SCF) the correct character can be obtained.
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Figure 7.17: The combination of PBE ground state (a) HOMO−1→LUMO and (b)
HOMO→LUMO according to their respective κ values is shown in (c). This bears a striking
similarity to the triplet state (d) βLUMO→αHOMO.
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Figure 7.18: Plot of the energy as a function of the twist angle τ for the lowest triplet excited
state of C3N2H4, determined using TDDFT and ∆SCF with CAM-B3LYP. Reference CCSD
data also shown.
Summary
There are two general features that arise when considering TDDFT singlet and triplet
excited states upon twisting of C3N2H4. Firstly, as there is no symmetry during the twist,
there are several avoided crossings between the excited states. These are observable in
the plots of energy, Λ and oscillator strength as a function of angle. In all three cases,
these avoided crossings give rise to features which involve the switching of the two
states involved. It is possible to trace a diabatic state which jumps from one surface
to the other. An example of this is shown in figure 7.19(a) which shows variation in
Λ. Secondly, it is also possible for the ordering of the orbitals to change during the
twist. For example, the orbitals which are HOMO and HOMO−1 at 40◦ could then
be HOMO−1 and HOMO at 50◦, respectively. This behaviour is not observable in the
plots of energy or oscillator strength as a function of angle. However, it does cause a
feature in the equivalent Λ plot, an example of which is shown in figure 7.19(b). It is
important to be able to distinguish between these two cases when considering the Λ
plots and it also illustrates that there is additional information about the character of
the states contained within Λ that is not present in the energy or oscillator strength.
Another feature that arises is the evolution of a local state at τ = 0◦ involving
orbitals that are both extended over the whole molecule into a charge-transfer state at
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Figure 7.19: Schematic diagrams of the two principal features observed in the plots of Λ vs.
τ . They correspond to (a) an avoided crossing and (b) a re-ordering of orbitals.
τ = 90◦, where the occupied orbital is localised on the amine. The presence of this state
causes inaccuracies in the topography of the TDDFT PBE surface as the corresponding
Λ value drops below the threshold value of ∼ 0.4. In the case of singlet excited states,
the incorrect description of this state by TDDFT results in too low an energy whereas
in the case of triplet excited states, the result is incorrect character. Despite the charge-
transfer error, the character of the state is correct in the former case and the energy is
correct in the latter case. CAM-B3LYP is able to resolve both of these issues. Finally, it
has also been shown that the ∆SCF approach to determining triplet excited states can
overcome the charge-transfer error observed in the use of PBE with TDDFT and that
the character of excitation from TDDFT (multiple contributions) and ∆SCF (single
contribution) can be reconciled.
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Chapter 8
Conclusion
Research into the development and application of modern DFT covers a wide range of
topics. In this thesis, two areas of active interest have been considered. Firstly, the ap-
plication of DFT to weak interactions was used to illustrate the issues of fractional spins
and fractional charges as well as intermolecular interactions governed by the dispersion
force. Secondly, the determination of excited states through TDDFT that is of critical
importance in the comparison with, and understanding of, experimental observations.
For both of these topics, the application of a Coulomb-attenuated exchange-correlation
functional (CAM-B3LYP) has demonstrated that recent developments in DFT are yield-
ing results of a higher accuracy than the functionals currently in widespread use.
In chapter 3, the three key problems of dispersion, fractional spins and fractional
charges were illustrated through the model systems, H2 and H
+
2 . The effect of these issues
was understood by considering them in terms of the force and the Feynman distortion
of electron densities. It was found that the increasing proportions of exact exchange in
Coulomb attenuated functionals can exaggerate the fractional spin error compared to
resolving the fractional charge error.
This was followed by a closer look at the weak intermolecular force, dispersion, in
chapter 4, where the ability of DFT functionals to accurately reproduce C6 dispersion co-
efficients was assessed. CAM-B3LYP showed a notable improvement over conventional
GGA and hybrid functionals. C6 coefficients were then employed through the popular
DFT-D method which provides an empirical dispersion correction for DFT calculations.
Dispersion corrected potential energy surfaces of the rare-gas diatomics and dispersion
corrected interaction energies of biologically relevant complexes were subsequently de-
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termined. Although CAM-B3LYP provided no significant improvement in performance
over other currently available DFT-D functionals, its performance was of a compara-
ble accuracy. The role of the attenuation parameters in CAM-B3LYP was assessed in
both the study relating to the determination of C6 coefficients and that concerning the
application of DFT-D.
The remaining three chapters were concerned with the determination of excited
states through the TDDFT approach. In chapter 5 an extensive comparison was made
between theoretically determined excitation energies and experimentally observed ab-
sorption spectra for pyrene and several of its derivatives. Although B3LYP can show
promising results, this is in fact a fortuitous cancellation of errors. A more rigorous
comparison, accounting for the vibrational structure of the states involved in the tran-
sition shows that B3LYP results are not satisfactory. CAM-B3LYP, however, provides
an excellent description of the excited states. Also discussed in this chapter was the for-
mation of organic excimers and the need for exchange-correlation functionals to contain
sufficient quantities of exact exchange. This is necessary to avoid the underestimation
of charge-transfer states that can disrupt other states of a similar energy and therefore
preclude a correct description of excimer formation.
Chapter 6 considered several properties of the retinal chromophore, whose description
with conventional functionals has been flawed. Through the application of CAM-B3LYP
it was shown that improved descriptions of proton transfer reactions and the effects of a
protein’s environment are possible. This was followed by a detailed examination of how
simple physical and chemical processes can cause charge-transfer excitations to arise.
This poses a significant problem for conventional functionals whose poor performance for
such excitations is well established. Through the application of CAM-B3LYP, significant
errors in both character—identified through an analysis of oscillator strengths—and
energy for charge-transfer excitations were largely removed. It was also shown how a
diagnostic test based on orbital overlap can not only provide insight into such problems,
but also could have predicted that they would arise before any comparison with reference
data was required. The results of this study show that CAM-B3LYP has the potential
to provide a qualitatively correct description with accuracy approaching that offered by
coupled-cluster methods.
Finally, the issues with character and energy previously observed in charge-transfer
145
excitations, was further analysed. Through the use of a model compound it was shown
how the charge-transfer error with conventional functionals can misleadingly arise in
character only—giving seemingly accurate energies. CAM-B3LYP accurately determines
both the character and the energy of the relevant excitations. The determination of
triplet excited states was considered both through TDDFT and the less commonplace
∆SCF approach. It was shown that the charge-transfer error experienced when using
TDDFT is largely eliminated when ∆SCF is employed. Additionally, CAM-B3LYP was
shown to have a significantly superior performance than the GGA functional PBE.
The past few years have seen a surge of interest in long-range corrected functionals
within the DFT community. By incorporating varying amounts of exact exchange into
functionals, significantly improved performance can be realised. This thesis has shown
how such functionals, with specific emphasis on CAM-B3LYP, can go some way to
solving some of the traditional problems experienced in the application of DFT.
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