An infinite graph G has the property that a random walk in random environment on G defined by i.i.d. resistances with any common distribution is almost surely transient, if and only if for some p < 1, simple random walk is transient on a percolation cluster of G under bond percolation with parameter p.
Simple random walks on infinite graphs have been widely studied with particular attention to the dichotomy between recurrence and transience. In the last two decades there has been interest in random walks in random environments (RWRE's), which are mixtures of Markov chains in which the transition probabilities are picked according to some prior distribution. For reversible Markov chains, the transition probabilities may be described by associating resistances R(vw) to each edge (vw), the transition probabilities out of any vertex being proportional to the inverses of the resistances on the edges incident to that vertex:
where the sum is over all vertices z adjacent to v. One natural model 4 , considered in Grimmett and Kesten (1984) , involves taking the resistances as i.i.d. positive random variables.
A result of Adams and Lyons (1991) implies that if a tree Γ has positive Hausdorff dimension, then for an arbitrary distribution of the resistances the resulting network is almost surely transient. (See Lyons (1990) where the term branching number is used for the exponential of the Hausdorff dimension.) The surprising aspect of this is that no conditions are imposed on the tail of the distribution. This note proves a converse of this implication, but on a general graph. Specifically, the implication (a) ⇒ (b) in part (ii) of the theorem below shows that almost sure transience for an arbitrary resistance distribution on a tree Γ implies p c < 1 for IID bond percolation. By results in Lyons (1990) , this implies that Γ has positive dimension. Part (i) is immediate from the well known connections between random walks and electrical networks (c.f. Doyle and Snell (1984) ) and is included for completeness. Proof: We rely on two facts from the theory relating reversible random walks to the corresponding resistor networks. Firstly, the random walk is transient if and only if the network has finite resistance from some (hence every) vertex to infinity, i.e., there is some nonzero flow {F (e)}, satisfying Kirchoff's laws except at one source vertex, such that the
is finite. Secondly, Rayleigh's principle asserts that the resistance of a network is monotone in each of the individual resistances. Both facts may be found in Doyle and Snell (1984) .
The proof of (i) follows immediately: G is transient for simple random walk, so some flow {F (e)} on G has finite energy e F (e) 2 with respect to unit resistances; the expected energy of this flow in the network of random resistances is
so the resistance is almost surely finite and hence the network is almost surely transient.
(ii) The direction (b) ⇒ (a) is easy: assume (b) for some parameter p and consider the random subgraph of G consisting of those edges e for which R(e) ≤ Q p , where 1 >
Resistances have the following linearity: multiplying every resistor by C multiplies the resistance of the network by C. Thus our assumption (b) implies there is a positive probability that some component of this subgraph will have finite resistances when all edges have resistance Q p . By Rayleigh's law, decreasing the resistances on edges in this component from Q p to R(e) and decreasing all other resistances from ∞ to R(e) gives a network with finite resistance, and therefore random walk on G with resistances {R(e)} is transient with positive probability. Since this is a tail event for the countable collection {R(e)}, the probability is one.
Now we verify that (a) ⇒ (b). Assume that for every p < 1, simple random walk on p-percolation clusters is almost surely recurrent. Let p k ↑ 1 and construct a probability measure µ on (0, ∞) as follows. Fix a vertex v ∈ G and set γ 1 = 1. Define a measure µ 1 on R ∪ {∞} by µ 1 ({γ 1 }) = p 1 and µ 1 ({∞}) = 1 − p 1 . The RWRE on G with resistance distribution µ 1 is just simple random walk on the p 1 -percolation clusters and is thus recurrent.
Therefore there exists N 1 such that when choosing a random environment according to µ 1 , the probability is at least 1/2 that either all edges adjacent to v have infinite resistance (i.e.
v is isolated) or else the resulting RWRE started from v returns to v in the first N 1 steps.
Let D 1 be the maximal degree of any vertex in G within distance N 1 of v.
For the induction step, let k ≥ 2 and assume that γ j , µ j , N j and D j have been defined
The RWRE with resistance distribution µ k is recurrent since it yields an environment whose resistances on the p k -percolation cluster are bounded between 1 and γ k [use the aforementioned linearity together with Rayleigh's law]. Thus we may choose an integer N k , such that if a random environment is chosen according to µ k , the probability is at most 2 −k that v is not isolated and the resulting RWRE started from v fails to return to v within the first N k steps. Finally, define D k to be the maximal degree of any vertex of G within distance
Finally, set µ({γ k }) = p k − p k−1 for all k ≥ 2, with µ({γ 1 }) = p 1 , so that µ is the weak limit of the µ k . We construct a µ-RWRE {S n } on the same probability space as a sequence 2, 3 , . . . of µ k -RWRE's as follows. Let the resistances {R(e)} be i.i.d. with common distribution µ and define
Observe that this makes {R (k) (e)} i.i.d. with distribution µ k . Let {S n } be a random walk starting from v with transition probabilities determined by the resistances {R(e)}. Note that if R(wz) ≤ γ k then the transition probability from w to z with resistances {R (k) (e)} is greater than or equal to the the transition probability from w to z with resistances {R(e)}. Thus for each k, we may define a random sequence {S (k)
n } so as to have transition probabilities determined by {R (k) } and so that S (k) n = S n for all n ≤ T k , where T k is the least time t for which R(S t S t+1 ) > γ k .
Define events
the time T k is less than N k . For 1 ≤ j < N k , the probability of the event {T k = j} is at most D k γ k /γ k+1 , since the sum of R(e) −1 over edges incident to S j with resistance greater than γ k is at most D k /γ k+1 and there is at least one edge incident to S j with R(e) −1 ≥
as k → ∞ and the µ-RWRE is recurrent. On a tree, property (a) is equivalent to the existence of a flow {F (e)} satisfying Kirchoff's laws (except at the root) for unit resistors, and having the exponential decay property:
where dist(e) is the distance from e to the root of Γ.
