We propose a new approach to perform approximate similarity search in metric spaces. The idea at the basis of this technique is that when two objects are very close one to each other they 'see' the world around them in the same way. Accordingly, we can use a measure of dissimilarity between the view of the world, from the perspective of the two objects, in place of the distance function of the underlying metric space. To exploit this idea we represent each object of a dataset by the ordering of a number of reference objects of the metric space according to their distance from the object itself. In order to compare two objects of the dataset we compare the two corresponding orderings of the reference objects. We show that efficient and effective approximate similarity searching can be obtained by using inverted files, relying on this idea. We show that the proposed approach performs better than other approaches in literature.
INTRODUCTION
Traditional database systems are able to efficiently deal with structured records by using the exact match paradigm. However, in some cases data cannot be represented effectively as structured records. Consider for instance, text data, multimedia data, or even biological data. In these cases, the similarity search paradigm [11] has to be used instead of exact match. Similarity searching consists in retrieving data that are similar, with respect to an application dependent similarity function, to a given query.
Techniques for improving performance of exact match search cannot be used for similarity search, and the efficiency problem of the similarity searching paradigm has been discussed since long time [18, 3, 20] . Techniques to efficiently deal with similarity search in very specific applications, as for instance full-text search [15, 19] , were developed. However, efficient approaches that allow ap-plication to generic similarity search problems still need to be investigated. A promising direction to address this issue is the approximate similarity search [21, 4, 1, 9] paradigm. Approximate similarity search provides an improvement in similarity search performance at the price of some imprecision in the results.
We propose a technique for approximate similarity search when data are represented in generic metric spaces. The metric space approach to similarity search requires the similarity between objects of a database to be measured by means of a distance (dissimilarity) function, which satisfies the metric postulates: positivity, symmetry, identity, and triangle inequality. A comprehensive dissertation on similarity search in metric space can be found in [20] .
The basic idea of our proposal is that when two objects o 1 and o 2 are very similar (which in metric spaces means that they are close one to each other), their view of the surrounding world (their perspective) is similar as well. This implies that, if we take a set of objects from the database and we order them according to their similarity to o1 and o2, the obtained orderings are also similar. The basic idea here is that we can approximatively judge the similarity between any two arbitrary objects o 1 and o 2 , by comparing the ordering, according to their similarity to o 1 and o 2 , of a group of reference objects, instead of using the actual distance function between the two objects.
Clearly, it is possible to find some special examples where very similar (or even identical) orderings correspond to very dissimilar objects. For instance, if reference points are all positioned on a line, two objects that are positioned on another line orthogonal to the first one will produce the same ordering of the reference points, independently of their actual position. However, we will see that in real cases, even with a random selection of the reference points, the accuracy of this approach is very good.
We will also see that this technique can be very efficiently implemented relying on the use of the inverted files, exploiting several years of investigation on scalable search techniques on this data structure. In fact, our experiments prove that this technique offers performance, in terms of efficiency and accuracy, much higher than other methods existing in literature.
The structure of the paper is as follows. Section 3 formalizes the idea of searching by using the perspective of the objects. Section 4 shows how this idea can be efficiently supported by the use of inverted files. Sections 5, 6 , and 7 discuss some relevant optimizations to the basic idea and assess the performance of the approach trough extensive experimentation. Section 8 compares the proposed approach to approaches from the literature. Section 9 concludes and discusses possible future research directions.
RELATED WORKS
Techniques for approximate similarity search can be broadly classified in techniques that exploit space transformations and techniques that reduce the amount of data to be accessed. Our approach can be considered an hybrid approach given that, as we will see, even if it it mainly based on a space transformation it also adopts techniques to reduces the amount of data accessed. Many approaches need objects to be represented as vectors and cannot be applied to generic metric spaces. A more complete survey can be found in [20] .
Among space transformation techniques we mention dimensionality reduction techniques as, for instance, those proposed in [7, 12] , where the authors propose techniques to approximatively and efficiently compute the inner product between two vectors by exploiting an ad-hoc dimensionality reduction. Space transformation is also used in approximate search techniques based on VA-Files [17] where dimensionality reduction is obtained by quantizing the original data objects. Other techniques that fall in the category of space transformation are FastMap [8] , which can be mainly used in vector spaces, and MetricMap [16] suited to metric spaces.
Techniques that reduce the space to be examined basically aim at improving performance by accessing and analyzing less data that is technically needed to have a mathematically precise result. These strategies try to infer which are the most promising portions of the space to be examined or to decide when it might be useless to continue searching for qualifying objects. Many of these techniques were defined exploiting data structures that use an hierarchical decomposition of the space, as for instance the M-Trees [5] . In [13, 14] a technique that analyzes the angle formed between objects in a ball region, the center of this region, and a query object, to decide when a region has to be accessed is proposed. This technique can be applied on any data structure based on hierarchical decomposition of the space by means of ball regions when data are represented in a vector space. A technique employing a user-defined parameter as an upper bound on approximation error is presented in [21] . The error parameter is used as an upper bound to the error introduced if a region of the space is not accessed when searching. A technique that retrieves k approximate nearest neighbors of a query object by returning k objects that statistically belong to the set of l (l ≥ k) actual nearest neighbors of the query object is also presented in [21] . The value l is specified by the user as a fraction of the whole dataset. A technique called Probably Approximately Correct (PAC) nearest neighbor search in metric spaces is proposed in [4] . The approach searches the approximate nearest neighbor to a query object guaranteeing that the introduced error is within a user-specified confidence interval. A technique that uses a proximity measure to decide which tree nodes can be pruned, even if their bounding regions overlap the query region, is proposed in [1] . When the proximity of a node's bounding region and the query region is small, the probability that qualifying objects will be found in their intersection is also small. A user-specified parameter is employed as a threshold to decide whether a node should be accessed or not. If the proximity value is below the specified threshold, the node is not promising from a search point of view, and thus not accessed.
Comparison of our method is made against the proximity based method, presented above, which from other experiments seems to be one of the best performing techniques. Figure 1a ) sketches a number of reference objects (black points), data objects (white points), and a query object (gray point). Figure 1b) shows the encoding of the data objects in the transformed space. We will use this as a running example throughout the reminder of the paper.
PERSPECTIVE BASED SPACE TRANS-FORMATION
As we anticipated before, we assume that if two objects are very close one to each other, they have a similar view of the space. This means that also the orderings of the reference objects according to their distance from the two objects should be similar. In order to measure the similarity between two orderings we use the Spearman Footrule Distance (SF D) [6] , which is a popular measure to compare ordered lists. Given two ordered lists S 1 and S 2 , containing all objects of RO, the SF D between S 1 and S 2 is computed as the sum of the absolute differences between positions of objects in the two orderings. More formally
We denote the distance between objects in the transformed domain
The transformed domainD and the distanced can be used to perform approximate similarity search in place of the domain D and the distance function d. Figure 1c) shows the distance, computed in the transformed space, of the data objects from the query object. It can easily be seen that it is consistent (it gives the same ordering) with the actual distance of data objects from the query.
In the following sections we will discuss how approximate similarity search can be executed very efficiently and precisely using this space transformation.
USING INVERTED FILES
Let us suppose that we have a dataset X ⊂ D and a query q ∈ D. Suppose we want to search for the k objects of X nearest to q. An exhaustive approach is that of ordering the entire dataset X according to the distance from q and to select the first k objects. LetX be the dataset in the transformed space andq ∈D the transformed query. The approximate ordering of X with respect to q can be obtained inD by computing the distanced(q,ō), ∀o ∈ X. In the following we will show that this ordering can be obtained by representing (indexing) the transformed objects with inverted files and Figure 1 : Example of perspective based space transformation. a) Black points are reference objects; white points are data objects; the gray point is a query. b) Encoding of the data objects in the transformed space. c) Distances in the transformed space using search algorithms derived from the full text search area [15, 19] . Let us see this in details.
We can index transformed objects with inverted files as follows. Entries (the lexicon) of the inverted file are the objects of RO. The posting list associated with an entry ro ∈ RO is a list of pairs
that is a list where each object o of the dataset X is associated with the position of the reference object ro inō. In other words, each reference object is associated with a list of pairs each referring an object of the dataset and the position of the reference object in the transformed object's representation. For instance, an entry (o, 7) in the posting list associated with reference object ro, indicates that ro is the 7th closest object to o among those in RO.
Therefore, the inverted file has the following overall structure:
where n is the size of the dataset X and m is the size of the set of reference objects RO. A basic algorithm that quickly computes the distanced of all objects of the dataset X from q using an inverted file data structure is given in Figure 3 . At the end of the algorithm execution all objects are associated with an accumulator that contains their distanced from the query object. It is easy to maintain the accumulators ordered during the algorithm execution so that at the end we have the entire dataset ordered. This algorithm is very similar to algorithms that incrementally compute the dot product in query: q, reference objects: RO, posting lists associated with reference objects; OUT:
The set of accumulators:
Let pl be the posting list associated with ro 4.
For text retrieval systems. The difference is that here we compute the Spearman Footrule Distance.
In the following we will discuss how we can estimate the number of reference objects to be used with a dataset. In addition we will also discuss the cost of this solution in terms of storage space and searching complexity. We will see that this preliminary solutions has some performance drawbacks. However, in the remaining sections will suggest some relevant modifications to this basic strategy that guarantee much higher efficiency still offering a high approximation accuracy. We will use the above solution as a baseline to evaluate the proposed refinements.
How to chose the size of RO
A basic question that should be answered is how to choose the number of reference objects to be used to map D intoD.
Given a set of reference objects RO, the maximum number of different objects that can be represented in the transformed space is given by the factorial of the size of RO: #(RO)!. This follows by the fact that objects inD are represented by permutations of all elements of RO. However, we are not actually interested in the number of objects that we can represent inD. Rather, we are more interested in the capability of the distanced to order objects with respect to a query objectq. It is easy to see that the maximum distance measured by the SF D is (#RO) 2 /2. In addition, note that SF D always computes even values. Thus, the maximum number of different distances that can be computed is (#RO) 2 /4. This means that if the size of RO is too small, many objects will have the same distance from any query object. In order to be able to distinguish the distance of each object ofX from any query object, the size of RO should be at least
This is just a theoretical and quite rough lower bound. It clearly does not guarantee that all objects will have a different distance from any query object.
According to Equation 1 , in order to index a dataset containing 50,000 objects we need about 448 reference objects. In order to index 1,000,000 objects we need about 2000 reference objects.
Storage and search cost
Let's estimate the cost of storing and searching the inverted file, using the proposed structure, with the lower bound given by Equation 1, and the search algorithm of Figure 3 .
Each posting list contains a pair for every object of the dataset X. Therefore the size of each posting list is proportional to the size of the dataset X. The storage space needed to store the inverted file is consequently proportional to
, which is higher than linear even if smaller than quadratic with respect to the size of the dataset X.
Therefore, suppose we need 6 bytes to encode a pair in the posting list, the amount of space needed to store an inverted file for a dataset of size 50,000 is about 128MB. In case of a dataset containing 1,000,000 objects we need 11GB.
The algorithm given in Figure 3 has to read all posting lists in order to process a query. Therefore, suppose a disks with average transfer rate of 50MB/s, we need about 2.5 seconds for the database with 50,000 objects and about 3.5 minutes for the dataset containing 1,000,000 objects. This is clearly outperformed by most traditional access methods for similarity search [10, 5] even without approximation, provided that objects can be represented by vectors or can be represented in metric spaces.
In the reminder of the article we will modify this basic idea to gain orders of magnitude in performance. We will proceed according to these guidelines: 1) we will reduce the search cost by reducing the number of posting lists accessed during search (the approach proposed above accesses all posting lists); 2) we will reduce the size of the inverted file by reducing the number of posting lists where each object is referred (at the moment each object is referred by every posting list); 3) we will further reduce the search cost by reducing the amount of entries read in every posting list (at the moment all entries of a posting list are read).
As a baseline, in order to assess the tradeoff between efficiency and approximation accuracy, we will use the basic approach presented above, whose performance is empirically evaluated in the following section.
Performance evaluation
In this section, we report results of an experimental evaluation of the above presented idea. As we said before we use this as a baseline to compare enhancements proposed in the next sections.
We conducted our experiments using a dataset of color histograms represented in 32 dimensions. This data set was obtained from the UCI Knowledge Discovery in Databases Archive [2] . The color histograms were extracted from the Corel image collection as follows. The HSV space is divided into 32 subspaces (colors), using 8 ranges of hue and 4 ranges of saturation. The value for each dimension of a vector is the density of each color in the entire image.
The distance function used to compare two feature vectors is the histogram intersection implemented as L 1 . The dataset contains 50,000 objects. 50 random objects were used as queries and were not inserted in the index.
As suggested in [20] , we used the measure of the recall and position error to assess the accuracy of the method. Specifically, given a query object q, recall is defined as
and the position error is defined as
where S and S A are the ordering of the k closest objects to q found respectively by an exact similarity search algorithm and by the proposed method. OX is the ordering of the entire dataset X with respect to the distance from q.
In the experiments we set the disk block size to 4 KBytes and each entry of the posting lists is encoded with 4 bytes 1 .
Results are shown in Figure 4 . The graphs show the recall and the position error varying the number of reference objects RO for various options of the k closest objects to the query considered.
The graphs also show the number of disk block reads varying the number of reference objects. In the experiment we varied the size of RO from 100 up to 500 objects. Note that according to the observations made in Section 4.1 the size of RO should be about 448 objects. We measured performance using k equal to 1, 3, 10, and 50. Reference objects RO were chosen randomly from the dataset.
As expected, the search cost increases linearly with the size of RO. Note also that, given that the algorithm orders the entire dataset, the number of disk reads is clearly independent from the number of considered objects k. Surprisingly, we note that the accuracy of the method is not heavily affected by size of RO. In fact we note that accuracy slightly improves (recall increases and error decreases) when increasing size of RO from 100 to 200. However, it remains basically constant for the remaining values. This suggests that the size obtained according to guidelines in Section 4.1 is in fact overestimated. This effect is exploited, as we will see, in enhancements of this technique presented in next sections.
Looking more specifically at the results we can observe that recall improves with larger values of k. This is intuitively explained by the fact that when the result set is large, the probability to have elements from the exact result is higher. For instance, when we retrieve 50 objects (k is 50), on average we obtained a recall of 0.37. On the other hand, the position error is smaller for small values of k. This implies that generally, even if the true nearest neighbors are missed, the real ranks of the retrieved objects are not far from to the nearest neighbors. For instance, when k is 1, we obtained a position error of about 0.001. This means that the 50-th nearest neighbor was found on average instead of the first nearest neighbor, on a database of 50.000 objects. With large values of k, the probability that result objects with high rank are missed and replaced by objects with much higher real rank is higher, so errors are also larger.
SEARCHING WITH THE K S CLOSEST REFERENCE POINTS
In previous section we have seen that no additional performance improvement is obtained when the size of RO increases above certain values. Encouraged by the observation that an higher number of reference points does not necessarily imply higher effectiveness, 
|S1(ro) − S2(ro)|
The IF D considers just the elements occurring in the first ordered list and discards the others. Differently than SF D, it produces both even and odd values so the maximum distance also corresponds to the maximum number of different distances. Figure 5 shows the distance, computed in the transformed space according to the IF D, of data objects from the query objects when the query is represented just by using the k s closest reference objects.
In order to support this optimization, the search algorithm given in Figure 3 needs only to be modified in line 2. In fact, it should not access the posting lists associated with all reference objects. Rather it only accesses the posting lists associated with the k s closest reference objects to q. Line 2. is therefore changed to "For each
As we will empirically prove in the following, using the k s reference objects for representing queries has both the effect of reducing the search costs, given that just ks posting lists will be accessed, and increasing the effectiveness, given that the reference objects closest to q are the ones that more effectively represent the neighboring of q.
The search cost in this case is proportional to ks · #X that, when ks #RO, is significantly smaller than before. Next section discusses the effectiveness of this approach for various values of k s .
Performance evaluation
Here we discuss the results obtained by applying the above idea. The settings of the experiments are exactly as before. The only difference is that in this case we maintain fixed the size of RO and we evaluate the performance by varying the number k s of objects from RO used to represent the query q. : Performance searching with a subset of reference objects. We maintain fixed the total number of reference objects.
Results are reported in Figure 6 . As before, the graphs show the recall, the position error and the number of disk block reads. We used 500 as size for RO and we varied the value of k s from 10 to 100. Clearly, the cost increases linearly with k s and (when k s is smaller than #RO) it is lower than the cost obtained before, given that less posting lists are accessed.
Looking at the accuracy measures, on the other hand, we observe a non intuitive behavior. Surprisingly, accuracy is always better than that obtained using all objects of RO to represent the query (compare Figure 6 with Figure 4 ). On average we obtain the best results when k s is 50. In this case, when we retrieve 50 objects (k is 50), the recall is about 0.54 and the error is about 0.0019. In previous experiments, using all 500 objects of RO, to represent the query, we had a recall of about 0.38 and an error of about 0.0052. This, added to the fact that search cost is one order of magnitude lower (about 2500 disk reads compared to 25000 of the previous approach) demonstrates that the method is very promising: we have higher accuracy at much lower cost. This strange behavior can be explained by observing that the closest reference objects are the most reliable to represent an object to be indexed, while reference objects that are far from the indexed object introduce noise. In other words nearby objects have the same ordering of the nearest reference objects, while ordering of reference objects that are far from them might be completely different. This effect can be exploited to also encode the objects to be indexed with fewer reference objects, in addition to the query. This is discussed more in details in next section.
INDEXING WITH THE KI CLOSEST REF-ERENCE POINTS
The idea of taking just the closest reference objects can also be used to represent any object that has to be indexed, rather than just the query.
Let k i ≤ #RO be the number of reference objects used for indexing. In this case every object can be represented asō = O RO k i ,d,o , using a smaller amount of reference objects. Note that, in this case, different objects will be typically represented by different reference objects, given that different objects will have different neighbor reference objects.
This representation of an object will be clearly smaller than using all reference objects. In addition, this has also the effect of reducing the size of the inverted file. In fact every object will be just inserted into k i posting lists, by reducing their size and by also reducing the search cost. The size of each posting list will depend on the number of objects that have the associated reference objects in the first k i positions. However, given that every object will be inserted in ki posting lists, the overall size of the inverted file will be proportional to k i * ·#X. Let k s ≤ k i be the number of reference objects used for searching. On average, we can estimate that the searching cost will be proportional to ks · (ki * ·#X)/#RO. Figure 7 shows the encoding of data objects in the transformed space, when just the k i closest reference objects to an object is used (Figure 7a ), the corresponding inverted file (Figure 7b) , and the distances from the query computed in the transformed space according to this modification (Figure 7c ). Note that the IF D computes the distance by summing the position differences of reference objects in the query and data object encoding. However, now it can happen that a reference object occurs in the query encoding and it does not occur in an object's encoding. When this happens we suppose that the position difference of the missing reference objects is greater than the maximum possible. That is, we suppose that the difference is k i + 1.
Let us now discuss how the search algorithm has to be used with this modification to the indexing strategy. The basic algorithm that we gave previously in Figure 3 , computes the distance of objects from the query incrementally using the accumulators. This techniques relies on the fact that every object appears exactly once in every posting list. Therefore every posting list contributes to compute the distance of every object. However, as discussed above, some reference objects might not occur in some object's encoding and consequently some objects might be missing from some posting lists. In fact, when an object is indexed with its ki closest reference objects, it will appear just in ki posting lists. This means that when processing a query, an object might be encountered in some posting lists and it might not be seen in others. This leads to miscalculation of the distance. In fact, when an object is not seen in a posting list, it is as if 0 is erroneously summed to its accumulator, in correspondence of the reference object associated with the posting list. However, note that 0 means that the position of the reference object in an object is exactly the same than its position in the query, while the actual position difference (so the distance) should be higher.
To solve this, we change the way in which the accumulators are used. Figure 8 shows the modified algorithm. When objects are seen for the first time the associated accumulator is initialized with the maximum possible distance for an object, which is (ki + 1) · ks (line 6.). In fact an object can be seen at most in k s posting lists and we assume an unseen reference object having position (k i + 1), as Figure 7 : Indexing with the k i closest reference objects to data objects and searching with the k s closest reference objects to the query. a) Encoding of data objects. b) Inverted file. c) Distance from the query in the transformed space.
IN:
query: q, reference objects: RO, posting lists associated with reference objects, number of reference objects used for indexing: ki, number of reference objects used for searching: ks; OUT:
For
Set Figure 8 : Searching algorithm that uses an inverted file where the closest ki reference objects were used to index objects. discussed before. Every time an object is encountered its current distance is reduced by replacing (subtracting) the maximum possible difference, which is (k i + 1), with the actual position difference from the query (line 8.).
Performance evaluation
Let us see what is the performance when just the k i closest objects of RO are used to represent objects. The experiments that we performed are similar to those presented before. However in this case we fix both the size of RO and the number k s of objects used to represent the query, and we vary the settings for k i . Specifically, we choose 500 as size for RO, we set ks to 50, and we vary ki from 50 to 500.
Results are reported in Figure 9 . Also in this case, we see that the search cost linearly increases with values of k i . When all objects of RO are used for searching (ki = 500), clearly, the cost is the same than that obtained in previous experiment in correspondence of k s set to 50.
For what concerns the accuracy, we can see that after a small improvement obtained moving setting for ki from 50 to 100, the performance remains substantially constant. Differences in performance, when settings of k i range from 100 to 500, are unnoticeable. The clear advantage is that we obtain again the same accu- : Performance indexing with a subset of reference objects. We maintain fixed the total number of reference objects and the subset of reference objects used for searching.
racy with much lower cost. In fact, when k i is set to 100 we have a search cost of about 600 disk blocks read, rather than 2500 (with ks=50 and all reference objects used to index) or 25,000 (when all reference objects were used to index and search), as discussed in previous experiments. This confirms previous intuition that the closest reference objects are the most reliable to represent an object to be indexed. are some pairs that are more promising that others. Specifically, the most promising pairs are those whose position (the position of the reference object) is closer to that of the query. In fact, the IF D is computed by summing the position difference of a reference object in the query and in the searched objects. Given that we are interested in the k closest objects to the query, it is likely that objects whose position difference is high will fall outside the first k. Therefore, we can use a threshold parameter M P D which indicates the Maximum Position Difference and we can access just the pairs whose position difference is below the threshold.
In order to do that efficiently we can maintain the pairs of the posting lists ordered according to their position and, rather than accessing the entire posting lists, we can sequentially scan just the portion that contain pairs whose position difference is below the threshold. For instance, suppose that reference object ro has position p in the query q, that is O The revised ranking algorithm, which accesses a subset of the posting lists content, is given in Figure 11 . It first computes the minimum (mp) and the maximum (M p) position that read pairs should have (lines 3. and 4.). Then, it accesses just the pairs in that interval (line 5. 6.). Note that direct access to the initial position of the interval can be obtained by maintaining an index (an array) for each posting list that indicates the offset corresponding to possible positions. The index for a posting list has size equal to the maximum possible position, which is k i , and can be stored at the beginning of the posting list itself. Note that the use of an index for the positions in the posting list makes it possible to store only the reference to the object, rather than the pair containing the object and its position. In fact the position can be inferred from the index, knowing the absolute position of the object in the posting list.
In order to test the effect of accessing just a portion of the posting lists, we maintain fixed the size of RO, k s , and k i . We performed various tests varying the value of M P D. Specifically, the size of RO was set to 500, k s to 50, and k i to 100. Values for M P D ranged from 10 up to 100.
Results are reported in Figure 12 . As intuition suggests, the search cost increases linearly with M P D, given that larger values of M P D
IN:
query: q, reference objects: RO, posting lists associated with reference objects, number of reference objects used for indexing: k i , number of reference objects used for searching: k s , maximum allowed position difference: M P D; OUT:
Let pl be the posting list associated with ro 5.
Let pl M p mp the subset of pl containing pairs with positions between mp and M p 6.
Set A ← A ∪ {ao} 10.
Set imply more entries to be read in the posting lists. However, similarly to what we have observed before, reading many entries is unnecessary from the accuracy point of view. In fact, from the graph we can see that the performance increases when M P D ranges between 10 and 40, afterwards it practically remains constant. In a few words, we have again the same accuracy than before while accessing less information from the disk. Specifically, when we set M P D to 40, the search cost is about 390 disk block reads with an accuracy that is practically the same (in terms of recall and position error) than that obtained by reading the full posting lists, as can be seen comparing Figures 12 ,6 , and 9.
COMPARISONS
In this section we assess the performance of the proposed approach in contrast with other methods of approximate similarity search in metric spaces, proposed in literature. Comparisons among some relevant methods [21, 1, 4] were already presented in other works [1, 20] . Thus, for brevity we just compare the proposed techniques with the method of approximate similarity search based on region proximity [1] , which was previously recognized as one offering very high performance.
Approximate similarity search based on region proximity uses the M-Tree [5] access method, and relies on a strategy of pruning non promising subtrees, during the search phase, measuring the proba- We maintain fixed the total number of reference objects, the subset of reference objects used for searching, and the subset of reference objects used for indexing.
bility of overlap of the underlying ball regions with the query region. Tradeoff between accuracy and search cost can be tuned using a threshold on this probability of overlap. In order to have an objective comparison we used the same dataset described above [2] and the same queries. We also used the same size of the disk blocks in both cases (as we said before it was set to 4 KBytes).
Results are reported in Figure 13 . The graphs show the performance of the four variants of our proposal and the proximity based method when the number k of searched objects is 50. For each method we plotted the search cost, in terms of disk block reads, against the recall and the precision error. A logarithmic scale is used for the search cost axis.
Leaving out of consideration our baseline method, where all reference objects are used for indexing and searching, the remaining variants typically offer much higher accuracy at the same search cost with respect to the method based on proximity. Specifically, when the search cost is between 100 and 1000 disk accesses, our methods offers a recall around 0.5 and a position error of about 0.02. On the other hand, the proximity based method offers a recall around 0,1-0,2 and a position error above 0.03. Note that the point with highest accuracy (recall 1 and error 0), offered by the proximity based method, was obtained with extreme settings of the approximation threshold corresponding to execute in fact exact similarity search.
We should also point out that the number of disk reads is an objective measurement of cost that, on the other hand, does not take into consideration the effect of data placement in the disk and disk access sequences. In fact, the proximity based method relies on a tree based data structure where search algorithm cannot sequentially access blocks in the disk. Rather, disk blocks are mostly accessed in a random fashion sequence. In contrast, a major advantage of inverted files is the possibility to perform searches by maximizing sequential disk accesses, whose cost is much lower than random accesses. Thus, due to this effect, the real performance advantage, of the proposed method over the proximity method, is in practice even higher than that shown in Figure 13 .
From the graphs it is also evident how the best variant of our method is when just a portion of the posting lists are accessed.
CONCLUSIONS AND FUTURE WORK
In this paper we presented an approach to approximate similarity search in metric spaces based on a space transformation that relies on the idea of perspective from a data point. We proved through extensive experimentation that the proposed approach has clear advantages over other methods existing in literature. A major characteristics of the proposed technique is that it can be implemented by using inverted files, thus capitalizing on many years of investigation on efficient and scalable searching algorithms on this data structure. The proposed approach belongs to the category of general purpose access methods for similarity search. It can be applied to any application where the similarity search paradigm can be modelled using metric spaces.
There are still some issues that are worth of investigations to further improve this technique.
We did not discuss and investigate how to optimally chose the reference points. In the experiments we chose reference objects randomly from the dataset. However, performance can be higher if reference objects are selected carefully. In fact, in the introduction we gave an example of a bad choice of the reference points that returned misleading estimation of the similarity between objects. We believe that it is also possible to find strategies for choosing reference objects that offer an optimal accuracy of the similarity estimation.
Our method relies on the settings of some parameters. In order to obtain good performance, the size of RO, and the settings for k s , ki, and M P D have to be chosen. In this paper we chose these parameters empirically. However, they depends on specific characteristics of the dataset like its intrinsic dimensionality, the distance distributions, the data distribution, in addition to its size. A serious investigation on this will offer the possibility to optimally set the parameters beforehand by knowing the statistics of the database to be managed.
