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Abstract
Localization can be performed by trilateration in which the coordinates of a target are calculated by using the
coordinates of reference points and the distances between each reference point and the target. Because the
distances are measured on the basis of the time-of-ﬂight of various kinds of signals, they contain errors which are the
noise and bias. The presence of bias can become a major problem because its magnitude is generally unknown. In
this article, we propose an algorithm that combines the Kalman ﬁlter (KF) and the least square (LS) algorithm to treat
noisy and biased distances measured by chirp spread spectrum ranging deﬁned in IEEE 802.15.4a. By using the KF, we
remove the noise in the measured distance; hence, the noise-eliminated distance, which still contains bias, is
obtained. The next step consists of the calculation of the target coordinates by using the weighted LS algorithm. This
algorithm uses the noise-eliminated distance obtained by using the KF, and the weighting parameters of the
algorithm are determined to reduce the eﬀects of bias. To conﬁrm the accuracy of the proposed algorithm, we
present the results of indoor localization experiments.
Introduction
Trilateration is a method used to calculate the coordi-
nates of a target [1]. For two-dimensional localization, it
requires at least three reference points whose coordinates
are known in advance and involves the determination of
the distance between the target and the individual ref-
erence points. Geometrically, there is only one point of
intersection of all the circles whose radius and center
coordinates are equal to the distances and the coordinates
of the reference points, respectively. The coordinates of
the intersection are those of the target.
In practice, since all the distances are mostly measured
on the basis of the time-of-ﬂight of various kinds of sig-
nals, namely, laser, ultrasonic and electromagnetic signals,
these are only approximately equal to the true distance.
[2-5]. Furthermore, it is often the case that not all circles
intersect with each other because of the errors in the mea-
sured distances. As a consequence, the least square (LS)
algorithm and the extended Kalman ﬁlter (EKF) have been
applied to the trilateration method [6-9].
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In the vast majority of studies, it is assumed that errors
in the measured distance are caused by zero-mean white
Gaussian noise. In this case, the LS algorithm and EKF
gives the optimal solution [10]. However, in actual sit-
uations, the measured distances are not only corrupted
by noise but also deteriorated by bias, which is caused
by non-line-of-sight and multiple paths of ranging sig-
nal [11]. When only zero-mean noise is added to the
measured distance, the expected value of the measured
distance is equal to the true distance. On the other hand,
when bias exists, the expected value will not be equal to
the true distance. The combination of noise and bias can
be regarded as nonzero mean noise with unknown mean
value. Therefore, the bias can result in errors, even if the
LS algorithm and EKF are used.
The use of the Kalman ﬁlter (KF) for the bias has been
extensively studied [12,13]. In these studies, the bias is
regarded as additional states to be estimated and the aug-
mented state vector is deﬁned as the combination of the
original states and the bias. The general KF estimates the
augmented state vector [13]. The two-stage KF, which
consists of a bias-free and a bias ﬁlter, separately estimates
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the augmented state vector [13]. The estimates of the two-
stage KF is the same as those of the general KF, but the
former has a numerical advantage [13]. Furthermore, a
two-stage EKF, which is a KF used for estimating the state
vector of nonlinear state space (SS) equations, has been
developed [14,15].
However, the EKF cannot deal with the bias of the trilat-
eration model due to the observability problem.When the
SS equations which model the trilateration are unobserv-
able, the estimated value does not converge to a meaning-
ful solution due to lack of measurement information [16].
The observability of the equations can be investigated by
using the Fisher information matrix [17,18]. According to
our study the equations are unobservable, and it means
that most conventional approaches such as the EKF can-
not accurately estimate all of the original states and the
biases.
In this article, therefore, we propose an algorithm for
treating both noise and bias in distances measured by
chirp spread spectrum (CSS) ranging. The CSS is deﬁned
in IEEE 802.15.4a as an alternative physical layer, and we
can measure distances by the CSS ranging [8,9,19-21].
However, the CSS ranging is biased, so a localization algo-
rithm to solve the bias problem has been proposed [9].
The algorithm uses an approximated bias model of CSS
ranging, and applies the model to the EKF [9]. There-
fore when the model is modiﬁed, the equations of the
algorithm have to be changed. On the other hand, the pro-
posed algorithm is divided into two stages. In the ﬁrst
stage, the noise in the distance measurement is eliminated
by using the KF. In the second stage, the target coordi-
nates are calculated on the basis of the noise-eliminated
distances obtained in the ﬁrst stage. For this calculation,
we use a weighted least square (WLS) algorithm and the
weighting parameters have an important rule to reducing
the eﬀect of bias. Therefore, when the characteristic of
the bias is reconsidered, we only change the equation for
determining weighting parameters. To conﬁrm the accu-
racy of the proposed algorithm, we present the results of
indoor localization experiments, which are based on CSS
ranging.
This article is organized as follows. In Section “Conven-
tional algorithms for trilateration”, we provide an intro-
duction to trilateration and conventional methods used
for solving trilateration problems. In Section “Biased dis-
tance model and its observability”, we describe the EKF
algorithm used for biased measurements. We also argue
that the EKF algorithm is not suitable for treating the
bias in the case of trilateration because of the observabil-
ity problem. In Section “Proposed algorithm”, we present
the proposed algorithm. In Section “Experimental results”,
we present the results of indoor localization experiments
based on the CSS ranging. Lastly, in Section “Conclusion”,
we conclude our study.
Conventional algorithms for trilateration
Mathematical expression for trilateration
On a 2D-plane, four reference points are symmetrically
located as shown in Figure 1. The coordinates of reference
points 1, 2, 3, and 4 are [A A]T , [−A A]T , [−A −A]T , and
[A −A]T in vector form, respectively. At the time instant
t, when a target is positioned at x(t) =[ x1(t) x2(t)]T , the
distances between this target and each reference point




(x1(t) − A)2 + (x2(t) − A)2 + v1(t) (1)
y2(t) =
√
(x1(t) + A)2 + (x2(t) − A)2 + v2(t) (2)
y3(t) =
√
(x1(t) + A)2 + (x2(t) + A)2 + v3(t) (3)
y4(t) =
√
(x1(t) − A)2 + (x2(t) + A)2 + v4(t), (4)
where v1(t), v2(t), v3(t), and v4(t) are the noises in the
measurements of these four distances which are generally
assumed to be zero-mean white Gaussian. The ﬁrst terms
on the right side of each equation correspond to the true
distances. These equations can be more simply expressed
as a vector form,
y(t) = h (x(t)) + v(t), (5)
where
y(t) = [y1(t) y2(t) y3(t) y4(t)]T (6)
Figure 1 Geometrical representation of the two-dimensional
vector of the true distance between the target and the four
reference points.
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(x1(t) − A)2 + (x2(t) − A)2√
(x1(t) + A)2 + (x2(t) − A)2√
(x1(t) + A)2 + (x2(t) + A)2√
(x1(t) − A)2 + (x2(t) + A)2
⎤
⎥⎥⎥⎦ . (8)
Here, y(t), v(t), and h (x(t)) are the vectors of the mea-
sured distances, the measurement noises, and the true
distances. The true distance vector h (x(t)) is a function
of the vector x(t) of the target coordinates.
LS algorithms for trilateration
The ordinary LS algorithm is one of methods for cal-
culating the coordinates of a speciﬁc target by using
equations of (1)–(4). To transform the equations into
linear equations, the terms corresponding to the mea-
surement noises are neglected and the equations are
rearranged, then we obtain [7,22]:
y21(t) = x21(t) + x22(t) − 2Ax1(t) − 2Ax2(t) + 2A2 (9)
y22(t) = x21(t)+x22(t)+2Ax1(t)−2Ax2(t)+2A2 (10)
y23(t) = x21(t)+x22(t)+2Ax1(t) + 2Ax2(t)+2A2 (11)
y24(t) = x21(t)+x22(t)−2Ax1(t)+2Ax2(t) + 2A2. (12)
After subtracting (9)–(11) from (12), we obtain:
y21(t) − y24(t)
= −2Ax1(t) + 2Ax1(t) − 2Ax2(t) − 2Ax2(t) (13)
y22(t) − y24(t)
= 2Ax1(t) + 2Ax1(t) − 2Ax2(t) − 2Ax2(t) (14)
y23(t) − y24(t)
= 2Ax1(t) + 2Ax1(t) + 2Ax2(t) − 2Ax2(t). (15)
These equations can be rewritten in matrix and vector
form as follows:

















The exact solution of the linear Equation (16), i.e. x(t)
does not exist because of the presence of noise. Instead
of an exact solution, the LS solution xˆ(t) is calculated by






As a diﬀerent approach, the nonlinear LS algorithm can
be utilized. The nonlinear LS algorithm does not need the
rearrangement of the Equation (5) and is based on the
following minimization criterion [23]:
xˆ(t) = argmin
x(t)
rT (x(t)) r (x(t)) , (20)
where r (x(t)) = y(t) − h (x(t)) which is the residual vec-
tor. To obtain the solution that satisﬁes this minimization
criterion, the nonlinear LS problem needs to be solved
using the Gauss–Newton method, which is a recursive
algorithm used to solve nonlinear LS problems [23]. The
Gauss–Newton method is expressed based on the given
vector y(t) of the measured distances and the initial value
of xˆ0(t),
xˆi(t) = xˆi−1(t) + αpi(t)r
(xˆi−1(t)) , (21)
where






and α is step-size and meets the condition 0 < α ≤ 1.
The vector xˆi(t) is the nonlinear LS solution of x(t) at i-th
iteration. Here, the matrix Ji(t) is the Jacobian matrix of
h (x) deﬁned as






The EKF is a state estimator of nonlinear SS equations.
When the measured distance vector y(t) is successively
measured over time, the EKF can be applied to solve
the trilateration problem. For the EKF, the nonlinear SS
equations for trilateration model are deﬁned as follows:
x(t + 1) = x(t) (25)
y(t) = h (x(t)) + v(t), (26)
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The measurement Equation (26) is the same as (5). In
this article, we deal with two-dimensional localization of
a ﬁxed object. As shown in the process Equation (25), the
coordinate vector x(t) is not changed over time which
means that the target object is stationary. Also, in the SS
equations, the coordinate vector is called the state vec-
tor. The correlation matrix of v(t) is deﬁned as R(t) and
is assumed as known. With initial values of xˆ(0) and P(0),
the EKF is given by the following equations:
e(t) = y(t) − h (xˆ(t − 1)) (27)
K(t) = P(t − 1)HT (t)
[
H(t)P(t − 1)HT (t) + R(t)
]−1
(28)
xˆ(t) = xˆ(t − 1) + K(t)e(t) (29)
P(t) = [I − K(t)H(t)]P(t − 1), (30)
where




Here, I is the identity matrix with appropriate dimen-
sions, and P(t) is the estimation error covariance matrix.
The estimated state vector at time instant t is denoted
as xˆ(t) that is the estimator based on the measured dis-
tance vectors y(1), y(2), . . . , y(t). With the application of
the EKF algorithm, a new y(t) is continuously required at
every time instant t, whereas the LS algorithms require a
measured distance vector y(t) for obtaining a LS solution.
Biased distancemodel and its observability
Biased model
In (5), the noises are assumed as the zero-mean, but they
are not always zero-mean especially in actual situations.
In this article, the nonzero-mean value of the noises are
denoted as the bias. The biased model is expressed as
follows:
y(t) = h (x(t)) + b(t) + v(t), (32)
where b(t) = [b1(i) b2(i) b3(i) b4(i)]T is the bias vector
that is added to the vector of the true distances similarly
to the vector of the measurement noise. However the bias
vector is a deterministic error source, whereas the noise
vector is stochastic [10]. Also the bias can be assumed as
constant, because the variation of the bias is much slower
than the random variation of the noise [10]. If the bias
vector is known in advance, the eﬀect caused by the bias
vector can be easily eliminated by subtracting the bias vec-
tor from the measured distance vector. However the bias
vector is unknown in practical situations, so it becomes a
major problem.
EKF for biased distance model
In this section, we describe the SS equations of the biased
distances. First, we can rewrite the nonlinear SS equations
of trilateration with the biased distance measurements
(32) as:
x(t + 1) = x(t) (33)
y(t) = h (x(t)) + b(t) + v(t). (34)
As the bias vector must be estimated in order to elim-







In this deﬁnition, the biases are regarded as states, as
well as the original state vector x(t). Subsequently, the
nonlinear SS equations can be rewritten using z(t) as:
z(t + 1) = z(t) (36)






(x1(t) − A)2 + (x2(t) − A)2 + b1(t)√
(x1(t) + A)2 + (x2(t) − A)2 + b2(t)√
(x1(t) + A)2 + (x2(t) + A)2 + b3(t)√




= h (x(t)) + b(t). (39)
As mentioned, the bias vector b(t) is assumed as con-
stant, so we can express that b(t + 1) = b(t). Therefore
the augmented state vector z(t) is not changed over time
in (36). Also, g (z(t)) is deﬁned as the summation of the
true distance vector and the bias vector, and is referred to
as the biased true distance vector.
In general, the augmented state vector can be estimated
using various algorithms including the two-stage EKF
algorithms [14,15]. However, these approaches are not
applicable in case of trilateration because of the observ-
ability problem.
Observability of biased distance model
When SS equations are unobservable, themeaningful esti-
mation cannot be derived due to lack of measurement
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information [16]. In this section, we will investigate the
observability of the SS Equations (36) and (37) by using
the Fisher information matrix (FIM). In the SS equations,
which are the trilateration model with biases, only y(t)
is the given measurement information available for esti-
mating z(t), because the process Equation (36) does not
contain any measurement information. Therefore, based
on (37), the FIM of the trilateration model is given
by [18]
F = ∇Tz g (z)R−1∇zg (z) , (40)
where








for 1 ≤ j ≤ 4 and 1 ≤ k ≤ 6. Here, the FIM is
denoted as F, and the covariance matrix of the mea-
surement noise v(t) is written as R. For convenience, we
abbreviate the time instant t such as z(t) = z and R(t) =
R. The inverse of the FIM means the Crame´r-Rao lower
bound of any unbiased estimator [17]. Further if the FIM
is singular, i.e. the FIM is not invertible, the model is
unobservable [18].
Based on this knowledge we can judge that the SSmodel
is unobservable if F is singular matrix. To test the singu-
larity of F, we investigate the rank of F. If the rank of F is
not full rank, the matrix is not invertible that means the
matrix is singular. Through (35) and (38), we can know
that
z = [z1 z2 z3 z4 z5 z6]T (42)




(x1 − A11)2 + (x2 − A12)2 + b1 (44)
g2 (z) =
√
(x1 − A21)2 + (x2 − A22)2 + b2 (45)
g3 (z) =
√
(x1 − A31)2 + (x2 − A32)2 + b3 (46)
g4 (z) =
√
(x1 − A41)2 + (x2 − A42)2 + b4. (47)
Here, we use non-symmetrical reference points for the
generality of our derivation. The coordinates of them are
denoted as Apq for 1 ≤ p ≤ 4 and 1 ≤ q ≤ 2. By the
deﬁnitions, ∇zg (z) is given by































a11 a12 1 0 0 0
a21 a22 0 1 0 0
a31 a32 0 0 1 0







(x1 − A11)2 + (x2 − A12)2 (51)
2 =
√
(x1 − A21)2 + (x2 − A22)2 (52)
3 =
√
(x1 − A31)2 + (x2 − A32)2 (53)
4 =
√
(x1 − A41)2 + (x2 − A42)2. (54)
In (50), the parameters amn for m = 1, 2, 3, 4 and n =
1, 2 are used for simplifying (49). If we suppose R =





a211 + a221 + a231 + a241 a11a12 + a21a22 + a31a32 + a41a42 a11 a21 a31 a41
a11a12 + a21a22 + a31a32 + a41a42 a212 + a222 + a232 + a242 a12 a22 a32 a42
a11 a12 1 0 0 0
a21 a22 0 1 0 0
a31 a32 0 0 1 0
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Subsequently, we execute the following row reductions:
(1) Multiply each of 3, 4, 5, and 6-th rows of F by a11,
a21, a31, and a41, respectively, and then subtract each
of them from the ﬁrst row.
(2) Multiply each of 3, 4, 5, and 6-th rows of F by a12,
a22, a32, and a42, respectively, and then subtract each
of them from the second row.
Through these successive row reductions, we can obtain
the row-reduced matrix (56) and know that the rank of F
is at most 4 regardless of z. This means that F is not full
rank matrix, because the dimension of F is 6× 6. Hence F
is singular and the SS model is unobservable [18]. To con-
clude, we cannot guarantee the accuracy of the estimated




0 0 0 0 0 0
0 0 0 0 0 0
a11 a12 1 0 0 0
a21 a22 0 1 0 0
a31 a32 0 0 1 0





Concept of separation for treatments of noise and bias
In this section, we explain the causes of deterioration of
the distance measurements, namely of the noise and bias.
The noise is generally assumed to be zero-mean white
Gaussian, and the bias is an unknown quantity which
remains approximately constant. However, both bias and
noise cannot be treated by using only the EKF because
of because of the observability problem. Therefore, in
this article, we algorithm which combines the KF with
the WLS algorithm for estimating the position of a spe-
ciﬁc target when the distance measurements are noisy and
biased.
The proposed method is divided into two stages: noise
elimination and bias reduction. In the ﬁrst stage, the noise
in the distance measurements is removed with the use of
the KF, and then noise-eliminated distances are obtained.
In the second stage, the coordinates of the target are cal-
culated by using the WLS algorithm. For this purpose, we
use the noise-eliminated distances obtained in the ﬁrst
stage. Subsequently, we propose a method to derive the
weighting parameters for theWLS algorithm. As the noise
has already been removed in the ﬁrst stage, these param-
eters are determined based only on the characteristics of
the bias. It should be noted that the weighting parameters
aﬀect the estimation of the target coordinates with the use
of the WLS algorithm.
In the following sections, we explain the proposed
algorithm in three steps: noise elimination, target coor-
dinates calculation, and determination of the weighting
parameters.
Measurement noise elimination by KF
To remove the noise from the distance measurements, we
deﬁne new SS equations as
g(t + 1) = g(t) (57)
y(t) = g(t) + v(t), (58)
where g(t) is equal to the biased true distance vector
g (z(t)) in (37). In this SS equations, however, we regard
g(t) as a state vector, because the purpose of the ﬁrst
stage is not estimating z(t), but is estimating the biased
true distance vector g(t) itself. Also, we can know that the
expression of constant g(t) in (57) is valid, since g(t) only
depend on z(t) which is constant as shown in (36).
The SS Equations (57) and (58) are linear, so estimat-
ing g(t) is readily executed by the KF, and not by the EKF.
The KF as a constant parameter estimator is ideal for the
noise elimination, because the KF is optimal estimator and
robust against the noise. With initial value of gˆ(0) and
P(0), the KF for estimating g(t) are given by the following
equations:
e(t) = y(t) − gˆ(t − 1) (59)
K(t) = P(t − 1) [P(t − 1) + R(t)]−1 (60)
gˆ(t) = gˆ(t − 1) + K(t)e(t) (61)
P(t) = [I − K(t)]P(t − 1), (62)
where gˆ(t) is the estimated biased true distance vec-
tor. In other word, gˆ(t) is the estimated noise-eliminated
distance vector. If we have no a priori information on ini-
tialization, P(0) can be set to inﬁnite matrix. In this case,
the KF becomes [24]
gˆ(t) = gˆ(t − 1) + 1t
(y(t) − gˆ(t − 1)) . (63)
Equation (63) is the same as the recursive average, and
gˆ(t) can be estimated by using (63). The vector gˆ(t) is used
for the WLS algorithm in the next stage of calculating the
coordinates of a speciﬁc target.
Target coordinate calculation by using nonlinear WLS
algorithm
In the second stage, the coordinates of a target are cal-
culated based on the noise-eliminated distances obtained
with the use of the KF in the ﬁrst stage. Based on the
relationship in (39), the nonlinear equation for the second
stage is given by
g(t) = h (x(t)) + b(t) (64)
where b(t) is regarded as the error source. In (64), the true
value of g(t) is actually unknown. Instead of using g(t),
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therefore, the estimated value obtained in the ﬁrst stage is
used, and then we deﬁne the residual vector as
r (x(t)) = gˆ(t) − h (x(t)) . (65)




rT (x(t))W(t)r (x(t)) , (66)
where W(t) is the matrix of the weighting parameters or
diﬀerently, the weight matrix. Unlike the conventional LS
problem, the bias vector is not a zero-mean noise, so the
weight matrix must be selected diﬀerently. We will con-
sider the assignment of the weight matrix in the following
section.
The solution of (66) is obtained by using the Gauss–
Newton method which has already been mentioned in
Section “Conventional algorithms for trilateration’’. With
the given noise-eliminated distance vector gˆ(t) and initial
value of xˆ0(t), the algorithm is expressed as the following
recursive equations:
xˆi(t) = xˆi−1(t) + αpi(t)r
(xˆi−1(t)) , (67)
where






0 < α ≤ 1, and xˆi(t) is the nonlinear LS solution of x(t) at
i-th iteration. Here, the matrix Ji(t) is Jacobian matrix of
h, i.e.





While the Gauss–Newton algorithm is running, the new
gˆ(t) is being recursively estimated by the KF. In other
words, while the Gauss–Newton algorithm is recursively
updating xˆi(t), the previous noise-eliminated distance
vector gˆ(t) is continuously replaced by a new one, i.e.
gˆ(t + 1). Replacing gˆ(t) to gˆ(t + 1) can alter the mini-
mum point of (66), so the Gauss–Newton algorithm tries
to track the newminimum point, which is x(t+1). There-
fore the coordinates estimated by the Gauss–Newton
algorithm will also vary as a result of the changes that
the noise-eliminated distance vector undergoes. However,
based on the assumption of the bias remains approxi-
mately constant, we can argue that the noise-eliminated
distance vector which is estimated by the KF is not chang-
ing rapidly. Even though the bias may change slightly, it
varies much slower than the Gauss–Newton algorithm
converges. This implies that the Gauss–Newton algorithm
is not required to converge fast. According to this obser-
vation, the Gauss–Newton algorithm can be synchronized
with the iteration of the KF. Consequently, we remove the
number of iterations i in the Gauss–Newton algorithm
and rewrite the algorithm recursive with respect to the
time instant t. Hence, with the given noise-eliminated dis-
tance vector by the ﬁrst stage and initial value of xˆ(0), the
second stage of the proposed algorithm is expressed as
xˆ(t) = xˆ(t − 1) + αp(t)r (xˆ(t − 1)) , (71)
where






0 < α ≤ 1, and xˆ(t) is the nonlinear LS solution at time
instant t. Here, the matrix J(t) is Jacobian matrix of h,





Unlike the conventional LS problem, the bias vector is
not zero-mean noise. Therefore, we must derive a proper
weight matrix W for the bias vector, when (64) is applied
to the WLS algorithm.
First, we review the weight matrix for the conventional
LS problem. Let image the linear equation
y = x + v. (75)
In the conventional LS algorithm, the cause of error
is the zero-mean white Gaussian noise v. In this case,
according to the WLS algorithm theory, the correlation
matrix of the estimation error is expressed as [25]
E











Rv = EvvT . (78)
WhenW = R−1v , the correlation matrix is minimized, i.e.
[25]
E
(xˆ − x) (xˆ − x)T = (TW)−1 . (79)
Figure 2 Block diagram of proposed algorithm.
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Figure 3 Noise elimination of measured distances between pair 1.
Figure 4 Noise elimination of measured distances between pair 2.
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Figure 5 Noise elimination of measured distances between pair 3.
Figure 6 Noise elimination of measured distances between pair 4.
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In (64), however, the cause of error is not noise, but
bias. In light of this, the weight matrix cannot be deter-
mined similarly to other conventional algorithms. It must
be assigned according to the property of bias. By using
the ﬁrst-order approximation of the Taylor series, (64) is
linearized around x∗ as follows:
g(t) ≈ h (x∗)+ H (x(t) − x∗)+ b(t), (80)
where




This equation can be rearranged as
g¯(t) = Hx(t) + b(t), (82)
where
g¯(t) = g(t) − h (x∗)+ Hx∗. (83)






The estimation error, i.e., xˆ(t) − x(t), is approximately
equal to

















Therefore, the correlation matrix for the estimation
error is written as follows:
E












Rb = Eb(t)bT (t) ≈ b(t)bT (t). (91)
In (91), the approximation is reasonable under the
assumption of the constant bias. To minimize the corre-
lation matrix for the estimation error, the weight matrix



















Figure 7 Position estimation error estimated with the proposed algorithm and compared to the result obtained using only the EKF when
the target is positioned at [2.25 2.25]T .
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W(t) has to be determined as the inverse matrix of Rb.
However, it is not possible to calculateRb because the bias
vector is still unknown. To solve this problem, we have
considered the following situation. Under the assumption
that the measurements are carried out in a homogeneous
environment, the bias for two pairs of nodes placed at
diﬀerent positions is considered the same as long as the
actual distance between each member of the two pairs is
identical. In addition, the bias to the distance measured
between node pairs is never greater than the bias to the
distance measured between two nodes that are placed
further apart in the same homogeneous environment. In
summary, the bias is proportional to the true distance.
Multiple paths and non-line-of-sight of signal propagation
can be the cause of the bias, because they make the signal
travel longer distance than the signal that passes through
the direct path [11]. Therefore the longer length between
a node pair is, the greater bias can be caused especially at
indoor in which a number of obstacles exist. Based on this
observation, we model the bias vector as
b(t) = βh (x(t)) , (92)
where β is the proportionality constant and x(t) is the true
coordinate. Therefore, h (x(t)) is the true distance vector.
By h (x(t)) = g(t) − b(t), we can rewrite (92)
b(t) = γ g(t), (93)
where γ = β1+β . The direction of b(t) is equal to that of
g(t) due to the proportionality, so the normalized b(t) and





where ‖ · ‖2 is the 2-norm operator. Through (94), we can
know that b(t) can be expressed as
b(t) = ‖b(t)‖2‖g(t)‖2 g(t) (95)
and γ is given by ‖b(t)‖2‖g(t)‖2 . To calculate the right hand side
of (95), we use r (xˆ(t − 1)) and gˆ(t) instead of b(t) and
g(t), respectively. Hence, the estimated bias vector can be
derived as
bˆ(t) = ‖r
(xˆ(t − 1)) ‖2
‖gˆ(t)‖2 gˆ(t), (96)
where bˆ(t) is the estimated bias vector. If xˆ(t − 1) is equal
to the true coordinate, the bias vector is just the same
as r (xˆ(t − 1)). In actual situations, however, xˆ(t − 1) is
Figure 8 Position estimation error estimated with the proposed algorithm and compared to the result obtained using only the EKF when
the target is positioned at [−2.25 2.25]T .
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not equal to the true coordinate, so we cannot guaran-
tee the equality between r (xˆ(t − 1)) and the bias vector.
Therefore we only use the magnitude of r (xˆ(t − 1)) for
calculating the estimated bias vector. By the proportional-
ity assumption, the direction of the estimated bias vector
is given by the direction of gˆ(t) as shown in (96).
Finally, the weight matrix is estimated as
W(t) =
(
bˆ(t)bˆT (t) + 	I
)−1
, (97)
where 	 is a small scalar value which has been inserted
to solve mathematical problem of the matrix inversion,
because bˆ(t)bˆT (t) is singular matrix.
The proposed algorithm is summarized in Algorithm 1
and the block diagram of the proposed algorithm is repre-
sented in Figure 2.
Algorithm 1 Summary of the proposed algorithm
Initial values: xˆ(0), gˆ(0), and P(0).
Given parameters: 	, α, and R(t).
For t = 1, 2, 3, . . .
When y(t) is obtained by ranging
//START First Stage - Noise elimination
e(t) = y(t) − gˆ(t − 1)
K(t) = P(t − 1) [P(t − 1) + R(t)]−1
gˆ(t) = gˆ(t − 1) + K(t)e(t)
P(t) = [I − K(t)]P(t − 1)
//END First Stage - Noise elimination
//START Second Stage
r (xˆ(t − 1)) = gˆ(t) − h (xˆ(t − 1))
//START Determination of the weight matrix
γˆ = ‖r(xˆ(t−1))‖2‖gˆ(t)‖2
bˆ(t) = γˆ gˆ(t)
W(t) =
(
bˆ(t)bˆT (t) + 	I
)−1
//END Determination of the weight matrix





p(t) = − (J(t)TW(t)J(t))−1 J(t)TW(t)
xˆ(t) = xˆ(t − 1) + αp(t)r (xˆ(t − 1))
//END Calculation of the target coordinates
//END Second Stage
End



















Figure 9 Position estimation error estimated with the proposed algorithm and compared to the result obtained using only the EKF when
the target is positioned at [−2.25 − 2.25]T .
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Experimental results
Noise elimination by using KF
First, we present the results obtained with the use of
the KF for noise elimination, and show the relationship
between the true distance and the bias. Under assump-
tion that the measurement noise is uncorrelated, the oﬀ-
diagonal terms of R(t) were set to zeros. The diagonal
terms ofR(t)were set to 0.0346 whichwas calculated from
a number of measurements. Accordingly, R(t) was given
by 0.0346 × I. We also set the initial value gˆ(0) to the dis-
tance vector measured at the ﬁrst iteration. P(0) was set
to the identity matrix. In this experiment, we arranged
four pairs of CSS nodes which were labeled pair 1, 2, 3,
and 4 at indoor. The actual distances between pair 1, 2, 3,
and 4 were set to 2.1, 4.2, 6.3, and 8.4 meters, respectively.
We successively measured the distances by using the CSS
ranging, and the measured distances were fed into the KF.
The dash-dotted lines in Figures 3, 4, 5, and 6 cor-
respond to the successively measured distances between
pair 1, 2, 3, and 4, respectively. The measured dis-
tances vary considerably because of the presence of noise.
The solid lines correspond to the noise-eliminated dis-
tances which were calculated with the use of the KF, and
they converge to the averages of the measured distances
denoted as the dashed lines. The averages of the measured
distances were calculated by averaging the 600 measured
distances. As result, we can conclude that the KF accu-
rately estimates the biased true distance vector g(t) in (57)
and (58). Also the variation of the noise-eliminated dis-
tances after removing the noise v(t) by the KF is much
smaller than that of the measured distances. By these
results we can conﬁrm our assumption of constant bias.
Moreover, the diﬀerence between the true distance and
average of measured distances can be regarded as the bias.
Through the graphes, we can see that the relationship
between the bias and the true distance. Although the bias
is not perfectly proportional to the true distance, there
is a trend that the bias becomes higher when the true
distance is long. Therefore the proportionality assump-
tion can model the bias approximately. If the mismatch
between the actual and modeled bias becomes consid-
erable, the localization error of the proposed algorithm
can become higher. However, the proposed algorithm
can reduce the eﬀect of the bias as long as the trend
continues.
Coordinates calculation by using LS algorithm
To conﬁrm the accuracy of the target coordinates esti-
mated with the use of the proposed algorithm, our next
step was to compare them with the coordinates estimated
Figure 10 Position estimation error estimated with the proposed algorithm and compared to the result obtained using only the EKF
when the target is positioned at [2.25 − 2.25]T .
Cho et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:164 Page 14 of 15
http://asp.eurasipjournals.com/content/2012/1/164
by using only the EKF. The solely use of the EKF for
trilateration has already been discussed in Section “Con
ventional algorithms for trilateration”. The EKF does not
consider the eﬀect of bias.
In our localization experiments, we assigned a two-
dimensional Cartesian coordinate system and installed
four CSS nodes at [ 4.5 4.5]T , [−4.5 4.5]T , [−4.5 − 4.5]T ,
and [ 4.5 − 4.5]T and numbered as reference position
1, 2, 3, and 4, respectively. They are also the vertices of
9 × 9 square plane. The unit of measurement of all these
values is meters. The target CSS node was ﬁxed at four dif-
ferent positions: these were [ 2.25 2.25]T , [−2.25 2.25]T ,
[−2.25 −2.25]T , and [ 2.25 −2.25]T . The target CSS node
begins ranging with each CSS node at the four reference
points. After all four distances were measured, the pro-
posed algorithm can calculate the coordinates of the target
node. The ranging operations are iteratively performed
and the proposed algorithm is executed at every iteration.
It should also be noted that the localization experiment
at each position was independently executed. The initial
value P(0) was set equal to the identity matrix. The ini-
tial state vector xˆ(0) was set equal to the LS solution of
(19) which was obtained by using the ﬁrstly measured dis-
tances. The initial value gˆ(0) equal to the distance vector
measured at the ﬁrst iteration.
With diﬀerent combinations of parameters α and 	,
the errors in the estimation of the target coordinates are
shown in Figures 7, 8, 9, and 10. These errors are the cal-
culated Euclidean distance between the true position and
the estimated position. In the graphs below, all of results
obtained with the used of the proposed algorithm are
more accurate than the results of the EKF. When both α
and 	 are set to 0.1, the algorithm proposed in this arti-
cle ensures errors in the estimation of the target position
less than about 0.2m. On the other hand, the errors in the
estimation of the target position with the use of the EKF
seem to diﬀer from case to case.
In the proposed algorithm, parameter α aﬀects the
convergence rate of the algorithm, because α plays a
role of step-size. If α decreases to zero, the convergence
rate of the proposed algorithm decreases. Reversely, if α
increases to one, the convergence rate of the proposed
algorithm increases. Another parameter 	 is originally
adopted for only solving the mathematical problem of
matrix inversion, but it also aﬀects the accuracy of the
proposed algorithm in the steady state. To minimize its
eﬀect, parameter 	 must be selected as small as possible.
In some cases, however, a large 	 could give better results,
because the parameter 	 accidentally corrects the error of
the estimated bias.
According to experimental results, we can suppose
that the proposed algorithm can be used for ubiquitous
applications such as navigation, context-aware services,
warehouse management, and mobile robots, because the
position is signiﬁcant information for implementing these
ubiquitous applications [8].
Conclusion
In this article, we proposed a localization algorithm by
using the KF and the WLS algorithm. The proposed algo-
rithm consists of two stages: noise elimination by using
the KF and calculation of the target coordinates by the
WLS algorithm. More speciﬁcally, the KF estimates a
noise-eliminated distance vector, which is subsequently
used for the calculation of the target coordinates as well as
for the determination of the weight matrix. The results of
localization experiments demonstrate the accuracy of the
proposed algorithm.
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