Abstract. We consider the smooth inverse mean curvature flow of strictly convex hypersurfaces with boundary embedded in R n+1 , which are perpendicular to the unit sphere from the inside. We prove that the flow hypersurfaces converge to the embedding of a flat disk in the norm of C 1,β , β < 1.
Introduction
We consider the inverse mean curvature flow in R n+1 with a Neumann boundary condition in a sphere. Let D = D n be the n-dimensional unit disk andÑ be the outward unit normal of the inclusion S n ֒→ R n+1 . Then we consider a family of embeddings
with a normal vector field N, the choice of which will be specified in a natural manner later, such thatẊ Then there exists a finite time T * < ∞, α > 0 and a unique solution
of (1.2) with initial hypersurface M 0 , such that the embeddings X t converge to the embedding of a flat unit disk as t → T * , in the sense that the height of the M t = X(t, M ) over this disk converges to 0.
1.2.
Remark. The norm of convergence of the M t to the disk will be specified in Remark 7.4, when we will have developed a suitable coordinate system to describe the M t .
Our motivation for treating this problem arises from several directions. First of all, the inverse mean curvature flow (IMCF) has proven to be a useful tool in the theory of geometric inequalities, cf. [10] for the probably most famous result in this direction. The works which describe the asymptotic behavior of the IMCF in Euclidean space include [4] and [20] , whereas in the hyperbolic space we refer to [7] and [16] . Those works deal with closed hypersurfaces.
Few years ago, the Ph.D. thesis [14] written by Thomas Marquardt appeared, also cf. [15] . Here the IMCF of hypersurfaces with boundary was considered and the embedded flowing hypersurfaces were supposed to be perpendicular to a convex cone in R n+1 . However, short-time existence was derived in a much more general situation, in other ambient spaces and with other supporting hypersurfaces besides the cone. It appears to be a natural question, whether one can also obtain nice convergence results if one imposes perpendicularity to other hypersurfaces. Inspired by a recent result about rigidity of hypersurfaces in the sphere by Matthias Makowski and the second author, cf. [13] , Oliver Schnürer suggested to the authors that this rigidity result might be helpful to consider the IMCF for hypersurfaces which are perpendicular to the sphere. Indeed, we were able to prove his conjecture that this flow must drive strictly convex hypersurfaces into the embedding of a disk.
The equivalent problem for the mean curvature flow was treated by Axel Stahl in [17] and [18] , in which the flow was shown to contract to a point. Other choices of boundary manifolds for a graphical mean curvature flow have shown convergence of the flow to flat disks, see for example [11] and [9] , as well as [8] for a levelset approach.
The proof of Theorem 1.1 is ordered as follows: In section 2 we agree on notation and in section 3 we collect the relevant evolution equations and boundary derivatives. In section 4 we make height and gradient estimates for convex hypersurfaces perpendicular to the sphere, which is of interest independently. In particular there follows that if the boundary of a convex manifold is contained in a hemisphere, then we have a lower height bound on the manifold. In section 5 we show that the flow may be written graphically. In section 6 we use the results of section 4 to demonstrate the two key estimates which in conjunction with rigidity results of [13] give the theorem. The first of these is that while the the boundary stays away from an equator, a convex flow has a lower bound on H. The second shows that the flow remains convex up until the singular time. Therefore, due to rigidity at the boundary, ∂M must flow to an equator and so M must flow to a flat disk assuming that the flow may be suitably extended. In section 7 we clarify the necessary PDE existence results and show C 1,β convergence.
Setting and notation
There are various embeddings involved in (1.2), namely the inclusion
the flow embeddings of the form
as well as the derived embedding
Throughout this paper, we stick to the coordinate based notation for tensors.
Geometric quantities in R n+1 are denoted by a bar, e.g. (ḡ αβ ) for the Euclidean metric, where greek indices range from 0 to n. We will also write ·, · for the Euclidean scalar product.
Geometric quantities in S
n are denoted by a check, e.g. (ǧ ij ) for the induced metric of the embedding x, where latin indices range from 1 to n.
Induced quantities of embeddings D ֒→ R n+1 are denoted by latin letters, e.g. the embeddings X induce metrics (g ij ), normal vector fields N and a second fundamental forms (h ij ), such that we have the Gaussian formula
A hypersurface M ֒→ R n+1 is called strictly convex, if N can smoothly be chosen, such that (h ij ) is positive definite. For a strictly convex hypersurface we will choose N like this.
Induced quantities of embeddings to ∂D ֒→ S n are denoted by greek letters, e.g. the embeddings y induce metrics (γ IJ ), normal vector fields ν and second fundamental forms (η IJ ), where capital latin indices range from 2 to n.
Coordinate systems in ∂D will be denoted by (ξ I ), 2 ≤ I ≤ n.
Define H to be the mean curvature of the embeddings X,
where (g ij ) is the inverse of (g ij ).
For an embedded manifold M n ֒→ N n+1 and a function u : M → R, covariant derivatives with respect to the induced metric are denoted by indices, e.g. u ij . If ambiguities are possible, e.g. in the case of tensor derivation, covariant derivatives are denoted by a semicolon, e.g. h ij;k . Standard partial derivatives are denoted by a comma, e.g. u i,j .
Evolution equations and boundary derivatives
For the inverse mean curvature flow the interior evolution equations are well-known. We need the spatial boundary derivatives of various curvature quantities, when the supporting hypersurface is a sphere. The calculations are quite similar to those in [14] and [18] . For the sake of completeness and for a better comprehensibility of the different notation, let us derive them in detail. 
and thus at boundary points there holds
Thus, using (2.5), we see that
forms a basis of T y D for all y ∈ ∂D. Here we slightly abuse notation and letñ denote the contravariant version ofñ as well. Furthermore we have
Boundary derivatives.
3.3.
Lemma. On ∂D there holds
Proof. Note that from
which also holds on ∂D, we obtain from (2.5) that
where ν denotes the pullback of N along x, which is well defined by (1.2c). We obtain that
) with respect to time we obtain
which implies the result in view ofȟ
Proof. Differentiating (1.2c) with respect to ξ I yields, also using (2.5),
Differentiate (2.5) twice and take the scalar product with X k to obtain
where we used thatȟ ij =ǧ ij .
Differentiating (3.10) with respect to ξ J yields
Proof. With respect to the basis B, g and A split, compare Remark 3.2 and Lemma 3.4. Therefore we have
We need another lemma about the induced embedding.
3.6. Lemma. The second fundamental form (η IJ ) with respect to the normal −ν as in (3.8) of the induced embedding
In particular, if X is the embedding of a convex hypersurface into R n+1 , y is the embedding of a convex hypersurface into the sphere S n .
Proof. Differentiating (2.5) twice, we obtain from (3.11) To understand how the height of our hypersurfaces over a hyperplane behaves, we have the following lemma.
be an embedding as in (1.4). Let ω ∈ R n+1 . Then the height over the hyperplane
In particular, if ω is chosen, such that w is positive on ∂D, w attains its global minimum in the interior of D.
Proof. On ∂D we have
since on the boundary X maps into S n and here the position vector X equals the outer normalÑ .
Evolution equations. We need the following evolution equations. 3.9. Lemma. Let ω ∈ R n+1 . Then the height
in the interior and
on the boundary.
Proof. The interior equation comes from (1.2a) and the boundary derivative is derived in Lemma 3.7.
Applying a strictly convex function in R n+1 to X yields a very useful evolution equation, the derivation of which is a simple calculation.
on the boundary. (ii) For a point x 0 ∈ S n , H(x 0 ) denotes the closed hemisphere in S n with center x 0 . The corresponding equator is denoted by S(x 0 ).
4.2.
Lemma. Let M 0 be a convex hypersurface satisfying (1.4) and
Then there holds
, and is made of an intersection of half-spaces in R n+1 with normal N 0 ,
The tangent spaces of C 0 and M 0 coincide at all boundary points due to (1.4c) and hence for all boundary points y, M 0 lies on the same side of the tangent plane
In the sequel we need the following simple geometric lemma.
4.3.
Lemma. Let R > 0, e 0 ∈ R n+1 be a unit vector and C ⊂ R n+1 be a convex closed cone. Then for all ǫ > 0 there exists δ > 0, such that
Proof. Suppose the claim was false. Then there existed ǫ > 0 and a sequence of Euclidean balls B R (x k ) ⊂ C with the property (4.6) R ≤ x k , e 0 < R + 1 k and such that (4.4) holds. Without loss of generality assume that x k converges to some x ∈ C. Then we also have
since C is closed. Then for some constant C 0 < 0, which only depends on the inradius of conv(∂M 0 ).
Proof. The Gauss map of the embedding X 0 ,
is a diffeomorphism onto its image due to the strict convexity. By Lemma 3.6 and [6, Thm. 9. Proof. Using the Gaussian formula we obtain Proof. Suppose the claim to be false, then there existed a point z ∈ int(D) with the property that e 0 is not contained in the supporting open halfspace at X 0 = X 0 (z),
Due to Lemma 4.4 we then also had
By the strict convexity of M 0 we have
∂S 0 splits S n into two spherical caps. Translating the hyperplane ∂S 0 until it hits 0, we see that ∂M 0 originally had to be contained in the spherical cap which is geodesically convex. But by assumption we have e 0 ∈ int(conv(∂M 0 )), which contradicts e 0 / ∈ S 0 .
We are now able to estimate the height of a hypersurface M 0 as the latter appears in ( Proof. Let a ∈ M 0 be the interior global minimum point of w. Due to Lemma 4.4 it is possible to write M 0 locally around a as a graph over the unit disk in {0} × R n , where w is the graph function. Then (4.29)
Using [6, Lemma 2.7.6], we obtain that the Hessian of w with respect to Euclidean coordinates only depends on the second fundamental form and on the estimate of N, e 0 from below. Define
From the previous considerationsM 0 satisfies an interior sphere condition at a with interior ball B R depending on sup A and N, e 0 . Due to
from Lemma 4.3 we obtain the existence of δ > 0, such that (4.32) a, e 0 ≥ δ.
4.8.
Corollary. In the situation of Lemma 4.4 we have
where B + ⊂ R n+1 is the pointed halfball Thus at a maximal point we have (4.41) ∆ρ > 0, a contradiction. Since we have ρ = 1 at the boundary, the claim follows.
Moebius coordinates and the scalar flow
In this section we want to derive a scalar flow equation naturally associated with (1.2). Therefore we aim for a graph representation. A natural candidate for hypersurfaces of our type are rotations of Moebius transformations on the plane. Consider a one-parameter familiy of Moebius transformations of the form 
Graphs in Moebius coordinates. Let us provide some general formalae for hypersurfaces M ⊂ R n+1 which can be written as graphs in Moebius coordinates. Thus suppose the embedding of a hypersurface M is given by a map
where u : D → [1, ∞) is a function. First of all, from a tedious computation and the conformality of f we obtain a representation of the Euclidean metric δ αβ in Moebius coordinates,
where x 0 corresponds to the λ-coordinate,
and
For M we have the induced metric
with inverse (5.10)
The contravariant version of the normal is
Those formulae can be found in [6, Sec. 1.5].
Due to the conformality of f the outward Euclidean unit normal to D,N , is mapped to a multiple of the unit normal to the sphere in R n+1 which we calledÑ earlier. Thus for a hypersurface satisfying the boundary condition (1.4c) we obtain
and thus such a hypersurface satisfies the Neumann boundary condition
Now we prove that hypersurfaces satisfying (1.4) are graphs in Moebius coordinates.
be the embedding of a strictly convex hypersurface M 0 , such that (1.4) holds. Choose e 0 ∈ int(conv(∂M 0 )), such that conv(∂M 0 ) is contained in the open hemisphere H(e 0 ). Then M 0 can be written as a graph in Moebius coordinates around e 0 , i.e. Moebius coordinates in the pointed half-ball B
where f is the diffeomorphism defined in (5.3) .
Proof. Due to Corollary 4.8 Moebius coordinates are well-defined throughout M 0 . By the implicit function theorem all we have to show is that
Due to Lemma 4.7 we have λ ≥ c > 1 and thus it suffices to discard the negative scalar fraction in (5.7). We have The previous considerations allow us to naturally associate a scalar parabolic equation to strictly convex solutions of our inverse mean curvature flow (1.2).
5.3.
Corollary. Let X be a solution of (1.2) on a time interval [0, ǫ), such that all M t , 0 ≤ t < ǫ, range within a pointed halfball B + and are graphs in Moebius coordinates for B + ,
Then u solves a parabolic Neumann problem on [0, ǫ) × D, namely
Proof. For curvature flows in ambient spaces covered by Gaussian coordinate systems the interior equations are deduced in [6, p. 98-99] . Just note that in our case the normal N 0 and the vector ∂f ∂x 0 are pointing in opposite directions, hence the sign. The boundary equation follows from the fact that all M t are perpendicular to the sphere and by the derivation of (5.14).
6. Curvature estimates and convexity 6.1. Remark. Let T * be the largest time, such that there exists a smooth solution to (1.2) on the interval [0, T * ). This implies mean convexity of M t , 0 ≤ t < T * . By Remark 3.1 we indeed have T * > 0. LetT > 0 be the largest time, such that the solution is smooth on [0,T ) and M t is strictly convex for all 0 ≤ t <T .
6.2. Proposition. Let X be the solution of (1.2) on the interval [0,T ). Then the principal curvatures are bounded, i.e. for 1 ≤ i ≤ n there holds
Proof. Using the convexity of the flow hypersurfaces up toT , all we have to bound is H. From Lemma 3.8 we obtain We want to conclude thatT = T * and that ∂M T * must be an equator, which would yield the result due to the height estimates. Therefore we need some more estimates. 6.5. Lemma. Let X be the solution of (1.2) on the interval [0,T ) and suppose that ∂MT is not an equator. Then there holds
where c depends on M 0 and the distance of ∂MT to a suitable equator S(e 0 ).
Proof. Let e 0 ∈ int(conv(∂MT )), such that conv(∂MT ) is contained in int(H(e 0 )). Then, due to the monotonicity of conv(∂M t ) we also have (6.6) e 0 ∈ int(conv(∂M t ))
for t close toT . Thus it is possible to apply Lemma 4.7 to obtain a positive lower bound for the height function (6.7) w = X t , e 0 ≥ δ > 0.
Define the strictly convex function in R n+1 (6.8)
Due to the height estimates, ζ is well defined and positive on [0,T ) × D. With the help of Lemma 3.8 and Lemma 3.10 a simple computation yields the following evolution equation for ζ, namelẏ
and the boundary equation (6.13)
Due to X =Ñ on the boundary, we obtain (6.14)
and thus on the boundary
Now suppose for 0 < T <T that (6.16) max
Then z 0 ∈ int(D) and thus from (6.12) we obtain at this point that, also using (6.17)
where c = c(δ). Since
we obtain a bound for 1 H at the point (t 0 , z 0 ). Since G is bounded, this implies a uniform bound on ζ and in turn a uniform bound on 1 H .
6.6.
Proposition. There holdsT = T * . In particular the strict convexity of the flow hypersurfaces is preserved up to T * .
that the supremum of φ would be decreasing and thus φ was bounded up toT . But then (6.30) logH = φ + (n + 1) log w + αt ≤ c + αT , which contradicts the definition ofT , at whichH would have to blow up, provided T < T * .
6.7.
Corollary. There holds
Proof. Let e 0 ∈ int(conv(∂M T * )), such that conv(∂M T * ) ⊂ H(e 0 ). The induced strictly convex hypersurfaces ∂M t ֒→ S n satisfy the flow equation (3.8) , which has a uniformly positive speed in normal direction. Thus ∂M T * is reached in finite time.
Convergence to a flat disk
We have seen that as long as the boundary of the flow is strictly contained in an open hemisphere, we have uniform bounds on the height, the mean curvature and the principal curvatures. We want to conclude that the flow can be extended whenever ∂M T * is not an equator. This would finish the proof of the main result due to the definition of T * . In this section we will apply regularity theory to the scalar flow equation in Corollary 5.3 to achieve this.
A straightforward computation yields the following representation of this equation. where A is smooth and F is a uniformly parabolic operator, provided ∂M T * is not an equator of the sphere.
Proof. An easy computation gives a relation between covariant and partial derivatives of u, namely
where r ij is a smooth tensor of the indicated variables. Due to [6, 1 yields a short-time existence interval of length ǫ for C 2,α initial functions, depending on the data of the differential operator. In our situation, these data are uniformly under control, such that choosing a flow hypersurface M t0 with T − t 0 < ǫ yields an extension beyond T. By the standard method of difference quotients this extension is smooth. Thus we have extended the scalar function u.
(ii) To obtain the full curvature flow from the scalar function u, we use the standard method applied in [14, Sec. 2.3] , solving an ODE to allow for normal directed evolution.
Together with Corollary 6.7 and the C 2 -estimates we obtain the final result.
7.3. Corollary. ∂M T * is an equator of the sphere and M T * is an embedded flat disk.
7.4.
Remark. From Proposition 6.2 and (7.3) we obtain uniform C 2 -bounds for the graph functions u and thus the norm of convergence, in which the flow hypersurfaces converge to unit disk can be characterized by saying that the functions u converge to the constant function with value 1 in the norm of C 1,β (D).
