A measure on a locally compact group is called spread out if one of its convolution powers is not singular with respect to Haar measure. Using Markov chain theory, we conduct a detailed analysis of random walks on homogeneous spaces with spread out increment distribution. For finite volume spaces, we arrive at a complete picture of the asymptotics of the n-step distributions: they equidistribute towards Haar measure, often exponentially fast and locally uniformly in the starting position. In addition, many classical limit theorems are shown to hold. In the infinite volume case, we prove recurrence and a ratio limit theorem for symmetric spread out random walks on homogeneous spaces of at most quadratic growth. This settles one direction in a long-standing conjecture.
Introduction
Let G be a σ-compact locally compact metrizable group, Γ ⊂ G a discrete subgroup, and X the homogeneous space G/Γ. A Borel probability measure µ on G defines a random walk on X: a step corresponds to choosing a group element g ∈ G according to µ and then moving from the current location X x to gx. Given a starting point x 0 ∈ X, we may represent the location Φ n after n steps as Φ n = Y n · · · Y 1 x 0 ,
where (Y k ) k∈N is a sequence of i.i.d. random variables in G with common law µ.
Over the past few decades, a substantial amount of research has been dedicated to understanding the long-term behavior of such random walks for non-abelian groups G, especially semisimple real Lie groups, with cornerstone developments e.g. by Furstenberg [13] , Eskin-Margulis [11] , and Benoist-Quint [1, 3, 4, 5] . Ideally, one would like to quantitatively describe the asymptotics of the random walk in terms of some natural, "stable" limiting distribution on X. A prominent candidate for the latter is a Haar measure m X on X (if it exists), by which we mean a nontrivial G-invariant Radon measure on X. In case X admits a finite Haar measure, we assume that m X is normalized to be a probability measure, call Γ a lattice, and say that X has finite volume. Otherwise, we say that X has infinite volume.
1.1. Finite Volume Spaces. Let us start by reproducing one of the main results of [5] as motivating example. For the statement, recall that a probability measure ν on X is called homogeneous if there exists a closed subgroup H of G and a point x ∈ X such that supp(ν) = Hx and ν is H-invariant. Theorem 1.1 ). Let G be a real Lie group, Γ ⊂ G a lattice, and µ a compactly supported probability measure on G. Suppose that the closed subsemigroup S generated by supp(µ) has the property that the Zariski closure of Ad(S) in Aut(g) is Zariski connected, semisimple, and has no compact factors. Then for Date: October 2, 2019. 2010 Mathematics Subject Classification. Primary 37A50; Secondary 60G50, 60J05, 60B15. Part of the author's PhD thesis at ETH Zürich. every x 0 ∈ X there is a homogeneous probability measure ν x 0 with supp(ν x 0 ) = Sx 0 and such that 1 n n−1 k=0 µ * k * δ x 0 −→ ν x 0 as n → ∞ in the weak* topology. In particular, when Sx 0 is dense in X the limiting distribution ν x 0 is the normalized Haar measure m X .
Some questions left open by this theorem are listed by Benoist-Quint at the end of their survey [2] . In particular, they ask the following:
(Q1) Does convergence also hold for the non-averaged laws L(Φ n ) = µ * n * δ x 0 ? (Q2) Can the convergence be made effective?
Answers to these questions are known only in special cases: Breuillard [7] established (Q1) for certain measures supported on unipotent subgroups, and recently Buenger [8] was able to positively answer (Q1) and (Q2) for some sparse solvable measures. In this article, we add to this list the class of aperiodic spread out measures. Definition 1.2. Let µ be a probability measure on G.
• The measure µ is called spread out if for some n 0 ∈ N the convolution power µ * n 0 is not singular with respect to Haar measure on G. • Let G denote the closed subgroup of G generated by supp(µ). Then we call µ aperiodic if µ is not supported on a coset of a proper normal open subgroup of G containing the commutator subgroup [G, G].
As we shall see, the qualitative behavior spread out random walks on finite volume homogeneous spaces can be understood in great detail, and in fact for a much larger class of groups than (semisimple) real Lie groups. In particular, no connectedness assumption needs to be imposed, so that e.g. discrete or p-adic groups are naturally included in our setup. Theorem 1.3. Let Γ ⊂ G be a lattice and µ an aperiodic spread out probability measure on G. Then for every x 0 ∈ X the orbit Gx 0 is clopen in X and we have µ * n * δ x 0 − m Gx 0 −→ 0 (1.2) as n → ∞, where m Gx 0 denotes the normalized Haar measure on Gx 0 and · is the total variation norm. If the random walk additionally admits a continuous and everywhere finite Lyapunov function (see §4.2) , then there is a constant κ > 0 such that for every compact subset K ⊂ X and n ∈ N we have
For example, this holds when G is a connected semisimple real algebraic group without compact factors and µ has compact support.
For a statement without the aperiodicity assumption we refer the reader to the discussion in §4.
In two special cases, the above result takes a particularly simple form. One of them is when X is connected, the other when µ is adapted. Definition 1.4. A probability measure µ on G is called adapted if the closed subgroup G generated by supp(µ) coincides with G. Corollary 1.5. Let Γ ⊂ G be a lattice and µ a spread out probability measure on G. Suppose that X is connected or that µ is additionally adapted and aperiodic. Then for every x 0 ∈ X we have µ * n * δ x 0 − m X −→ 0 as n → ∞, where m X denotes the normalized Haar measure on X.
Remark 1.6. In the literature on spread out random walks it has been customary to restrict attention to adapted measures µ ( [14, 17, 25, 29, 30] ). This is indeed often justified, since one can replace G by G = supp(µ) (see Lemma 3.1) . However, as a consequence one must also replace X by an orbit Gx, which is not always desirable. Hence, we emphasize that in the case of a connected space X, adaptedness (or aperiodicity) of µ are not needed in the above corollary, distinguishing this result from the existing literature.
Our approach is to analyze the random walk given by a spread out measure µ from the viewpoint of general state space Markov chain theory. The key observation is that it is a positive Harris recurrent T -chain on every G-orbit in X. A connectedness assumption can then be used to establish transitivity (i.e. Gx = X) and rule out periodic behavior. Feeding all of this into the general theory, we obtain our results.
As a matter of fact, exploring the extent to which Markov chain theory can be of use in the study of random walks on finite volume homogeneous spaces has been one of the motivations for the present work. As they note, already Benoist-Quint's approach was inspired by Markov chain methods ([4, p. 702]); however, they could not directly apply available results, since the key assumption of ψ-irreducibility was not satisfied in the applications they had in mind ([4, p. 703]). A natural question is when this assumption is satisfied. As part of our discussion, we show that this is the case precisely for spread out measures (see Proposition 3.4).
Infinite Volume Spaces.
Most of the qualitative analysis underlying Theorem 1.3 can also be carried out in the infinite volume case. For the upgrade to quantitative information though, one has to deal with an additional issue: recurrence of the random walk. The following dichotomy theorem of Hennion-Roynette describes the situations that can occur for spread out random walks. We write P x for a probability measure under which the random walk (1.1) starts at x ∈ X and E x for the associated expectation (see §2.1). Theorem 1.7 ). Let µ be an adapted spread out probability measure on G. Suppose that X admits a Haar measure m X . Then either (i) all states x ∈ X are topologically Harris recurrent, meaning that
Accordingly, the random walk on X given by µ is called topologically Harris recurrent or topologically transient.
It is not difficult to see that spread out random walks on finite volume spaces are topologically Harris recurrent. Indeed, Kakutani's random ergodic theorem ( [18] , see also [12] ) implies that m X -a.e. point satisfies the condition in (i). In general, what spaces X admit topologically Harris recurrent spread out random walks is a difficult question, extensively studied by Schott [14, 25, 28, 29, 30] , which turns out to be intimately linked to the growth of the space. Definition 1.8. Suppose that X admits a Haar measure m X . Then X is said to have polynomial growth of degree at most d if there exists a generating relatively compact neighborhood V of the identity in G and x ∈ X such that lim sup
In this case, it can be shown that the above holds for all choices of x and V ( [14] ). When d = 2 we say the growth is at most quadratic.
Analogous to the more classical case of random walks on groups (for which see e.g. [15] and the references therein), the quadratic growth conjecture states that the homogeneous space X = G/Γ admits topologically Harris recurrent spread out random walks if and only if it is of at most quadratic growth. For example, this is known to hold if G is a connected real Lie group of polynomial growth (Hebisch-Saloff-Coste [16, §10] ) or a p-adic algebraic group of polynomial growth (Raja-Schott [25] ). In this paper, we show that one implication holds in general. Theorem 1.9. Suppose that X admits a Haar measure and has at most quadratic growth. Let µ be an adapted symmetric spread out probability measure on G with compact support. Then the random walk on X given by µ is topologically Harris recurrent.
Here the requirement of µ being symmetric means that
Once Harris recurrence is established, we have an analogue of (1.2) in the form of a ratio limit theorem. Theorem 1.10. Let µ be an adapted spread out probability measure on G. Suppose that X admits a Haar measure m X and the random walk on X given by µ is topologically Harris recurrent. Then for any x 1 , x 2 ∈ X and two bounded measurable functions f 1 , f 2 on X with compact support such that f 2 ≥ 0 and X f 2 dm X = 0 we have
If µ is additionally symmetric and aperiodic, then
as n → ∞ for any two probability measures ν 1 , ν 2 m X with bounded density. Remark 1.11. We conjecture that (1.3) also holds with Dirac measures δ x 1 , δ x 2 in place of ν 1 , ν 2 for arbitrary x 1 , x 2 ∈ X. Unfortunately, we can only prove this if for a certain "small" subset A ⊂ X (see the proof of Theorem 1.10 in §4.5) we have lim sup
A standard example to which the previous results apply is the following. Example 1.12 (Covering spaces). Let G be a connected real Lie group, Γ ⊂ G a cocompact lattice and Γ ⊂ Γ a normal subgroup. Then X = G/Γ is a Γ /Γ-cover of G/Γ and the above results apply whenever the discrete group Γ /Γ has at most quadratic growth, for example when Γ /Γ ∼ = Z or Z 2 .
For simple non-compact Lie groups of real rank 1, symmetric finitely supported measures µ, and Γ /Γ ∼ = Z or Z 2 , recurrence in the above example has been known (Conze-Guivarc'h [10, Proposition 4.5] ). Under our more general conditions, the result is new.
Examples of Spread Out Measures.
We conclude this introduction by shedding some more light on the nature of spread out measures. Naturally, the first examples coming to mind are measures absolutely continuous with respect to Haar measure on G. However, the class of spread out measures is much larger and also contains many interesting singular measures, as the following examples aim to illustrate. Example 1.13 (Affine random walks on the torus). An affine transformation on the torus T n = R n /Z n is a map of the form
where g ∈ SL n (Z) is a unimodular integer matrix and v ∈ R n is a translation vector. They fit into our setup in the following way: The group G is the semidirect product SL n (Z) R n with group law (g, v)(h, w) = (gh, gw + v) and the lattice is given by Γ = SL n (Z) Z n . Then T ∼ = X = G/Γ, an element (g, v) ∈ G acts on x ∈ X precisely by (1.5), and an affine random walk on the torus is described by a measure µ on G.
We shall now explain when such a measure µ is spread out in two cases. Let us write λ v for the pushforward of a measure λ on R to a line Rv ⊂ R n via t → tv.
(i) The simplest case is when the linear part of the random walk is deterministic, given by a single matrix a ∈ SL n (Z). For the measure µ, this means that µ = δ a ⊗µ trans for some probability measure µ trans on R n giving the distribution of the translational part. When this ν has n-dimensional density, already µ is not singular with respect to Haar measure m G = m count ⊗ m R n on G, and so in particular spread out. However, we can do much better than that: it often suffices for µ trans to have density in only one direction. More precisely, let λ be a probability measure on R that is not singular with respect to Lebesgue measure, v ∈ R n a unit vector, and µ trans = λ v . Then µ = δ a ⊗ λ v is spread out if and only if {v, av, . . . , a n−1 v} spans R n . (ii) A similar characterization is possible when the linear and translational parts of µ are only assumed to be independent, i.e. if µ = µ lin ⊗ µ trans for some probability measures µ lin on SL n (Z) and µ trans on R n . Aiming to introduce as little density as possible, we again suppose µ trans = λ v for some λ non-singular with respect to Lebesgue measure on R and a unit vector v ∈ R n . Then µ = µ lin ⊗ λ v is spread out if and only if v is not contained in a proper supp(µ lin )-invariant subspace of R n . For example, this is automatically the case under the common assumption that the semigroup S generated by supp(µ lin ) acts irreducibly on R n . The justification of the claims in the two points above is the following observation: If η is a measure on a subspace V ⊂ R n non-singular with respect to Lebesgue measure on that subspace, then by definition of the group law on G we have
δ as ⊗ η for any a ∈ supp(µ lin ) and g ∈ G, where η is supported on V = Rv + aV and again non-singular with respect to Lebesgue measure on that space. In other words, in each convolution step we can pass from a density on V to a density on V = Rv +aV for any a ∈ supp(µ lin ). Starting from η = λ v and V = Rv, the question of whether µ is spread out is thus equivalent to asking if it is possible to reach V = R n in finitely many such steps. With a little work, this yields the stated conditions. 
, the fifth convolution power µ * 5 has a non-trivial absolutely continuous component, as a calculation shows. (For example, observe that in a neighborhood of the origin,
Hence, µ is singular with respect to Haar measure, yet spread out.
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Markov Chain Theory for Random Walks
In this section, we lay the foundations for all following discussion. We review all relevant concepts and results from general state space Markov chain theory in §2.1, and make the connection to spread out random walks in §2.2. Throughout, an important reference is going to be Meyn and Tweedie's comprehensive book [22] .
2.1. Preliminaries. We start with preliminaries from general state space Markov chain theory. Readers familiar with the subject may skip this subsection and only consult it for notation, when necessary.
Even though large parts of the theory are valid under the mere assumption that the state space is a measurable space endowed with a countably generated σ-algebra, for us it is not going to be a restriction to assume that X is a σ-compact locally compact metrizable space endowed with its Borel σ-algebra B.
The notion we start our discussion with is that of a transition kernel on X: this is a map P : X × B → [0, ∞] such that P (x, ·) is a Borel measure on X for every x ∈ X and x → P (x, A) is measurable for every A ∈ B. It acts on functions f on X from the left and on measures ν on X from the right by virtue of When the transition kernel is clear from context, we just speak of (sub)invariant measures. Powers of a transition kernel P are defined inductively by P 0 (x, ·) := δ x and P n (x, A) := X P n−1 (x, dy)P (y, A) for n ∈ N, which generalizes to the Chapman-Kolmogorov equations P m+n (x, A) = X P m (x, dy)P n (y, A) for x ∈ X, A ∈ B, and m, n ∈ N.
A Markov chain on X is an X-valued stochastic process Φ = (Φ n ) n∈N 0 whose steps are governed by a stochastic transition kernel. Formally, this means that there exists a starting distribution ν on X and a stochastic transition kernel P on X such that
for every n ∈ N 0 and A 0 , . . . , A n ∈ B. This formula (specifically, the absence of the variables x 0 , . . . , x k−1 in the term P (x k , dx k+1 )) captures the quintessential idea behind a Markov chain that the distribution of the following state Φ n+1 depends only on the current state Φ n via the transition kernel P . In terms of conditional distributions, this dependence can be expressed as
It may be shown that a Markov chain in X exists for every fixed starting distribution ν and stochastic transition kernel P ([22, Theorem 3.4.1]). In fact Φ may always be assumed to be the canonical coordinate process on X N 0 ; only the probability measure P on X N 0 needs to be chosen accordingly. It is customary to regard the starting distribution as variable and think of a Markov chain on X as being defined by the transition kernel P alone. The probability measure on X N 0 making the canonical process into a Markov chain with starting distribution ν is then denoted by P ν . When ν = δ x is the Dirac mass at some x ∈ X, one simply writes P x . The associated expectations are denoted E ν resp. E x .
Example 2.1. The random walk on X = G/Γ given by a probability measure µ on G is a Markov chain with transition kernel
Its powers are given by P n (x, ·) = µ * n * δ x , where µ * n is the n-th convolution power of µ, defined inductively by µ * 0 := δ e , where e ∈ G is the identity element, and µ * n := G g * µ * (n−1) dµ(g) for n ∈ N. Equivalently, µ * n is the law of a product
and, more generally, for a starting distribution ν on X,
Let us next introduce a few important quantities associated to a Markov chain. The first return time τ A and occupation time η A of a set A ∈ B are defined by
1 Φn∈A , and the return probability and expected number of visits to A starting from x are
respectively. Note that U : X × B → [0, ∞] is a transition kernel on X.
We next address the notion of ψ-irreducibility, which was already mentioned in §1. To this end, we call a non-trivial measure ϕ on X an irreducibility measure for the Markov chain Φ, if for every A ∈ B with ϕ(A) > 0 we have L(x, A) > 0 for all x ∈ X. In other words, any ϕ-positive set can be reached from everywhere with positive probability. The Markov chain is called ψ-irreducible if ψ is a irreducibility measure with ψ(X) = 1 with the property that every other irreducibility measure is absolutely continuous with respect to ψ. Such a measure ψ is called a maximal irreducibility measure. By definition, any two maximal irreducibility measures belong to the same measure class. It is important to note that ψ-irreducibility means that every (not necessarily open) ψ-positive set can be reached from every (not just almost every) state.
For ψ-irreducible chains there is a recurrence/transience dichotomy, similar to the classical discrete theory. To state it, we call a set A ⊂ X uniformly transient if the expected number of returns to A is bounded on
the state space X can be covered by countably many uniformly transient sets, in which case Φ is called transient.
We emphasize that ψ-irreducibility is included in these definitions of recurrence and transience. For recurrent chains, one has the following conclusion about invariant measures. . Suppose Φ is recurrent. Then there exists a σ-finite invariant measure π, which is unique up to scalar multiples. Moreover, π is a maximal irreducibility measure.
As in the classical theory, a further refinement of recurrence is possible: the chain is called positive if it is ψ-irreducible and admits a finite invariant measure. This forces the chain to be recurrent. Proposition 2.4 ([22, Proposition 10.1.1]). A positive chain is recurrent. In particular, a positive chain admits a unique invariant probability measure, which is a maximal irreducibility measure.
For this reason, positive chains are also called positive recurrent. In the general theory, there is one more important notion of recurrence that does not appear in the discrete theory. Namely, in the latter, a recurrent state x always satisfies P x [τ x < ∞] = 1, and hence by the Markov property also P x [η x = ∞] = 1. Since in more general spaces there might be no returns to the precise starting point, such conclusions can no longer be drawn. Let us write
for x ∈ X and A ∈ B, call the set A Harris recurrent if Q(x, A) = 1 for every x ∈ A, and the whole chain Φ Harris recurrent if it is ψ-irreducible and every ψ-positive set is Harris recurrent. Clearly, Harris recurrence implies recurrence. We call Φ positive Harris recurrent if it is positive and Harris recurrent.
The final notion we need to introduce is that of aperiodicity, which naturally plays a role in questions of convergence to a stable distribution. 
A ψ-irreducible chain with period 1 is called aperiodic.
T -Chains.
As already pointed out, the notions of recurrence for ψ-irreducible chains require certain properties of returns to ψ-positive measurable sets from arbitrary starting points, not taking into account topological properties of the state space. Of course this makes sense, as the topology did not feature in any of the definitions up to this point. In order to connect the chain to the topology, one thus needs an additional concept. Several notions accomplishing this appear in the literature; the one best suited for the study of random walks is that of a T -chain introduced by Tuominen-Tweedie [31] . Its definition involves the sampling of a transition kernel P : given a probability distribution a on N 0 , the sampled transition kernel K a with sampling distribution a is defined by
Definition 2.6. A Markov chain Φ on X given by a transition kernel P is called a T -chain if there exists a sampling distribution a and a substochastic transition kernel T on X with
Let us outline the links the T -property establishes between recurrence and topology. We call a state x 0 ∈ X reachable if L(x, B) > 0 for every x ∈ X and neighborhood B of x 0 , topologically Harris recurrent if Q(x 0 , B) = 1 for each neighborhood B of x 0 , and topologically recurrent if U (x 0 , B) = ∞ for each neighborhood of x 0 . If x 0 is not topologically recurrent, it is called topologically transient. The first result we shall need infers ψ-irreducibility from the existence of a reachable state.
The second one is a strong decomposition statement, allowing the splitting of the state space X into a Harris recurrent and a transient part. The following result is the motivation for introducing Markov chain methods in the study of spread out random walks. For random walks on groups it is due to Tuominen-Tweedie [31, Theorem 5.1(i)]; the case of a homogeneous space X is not much more complicated. Proposition 2.9. Let G be a σ-compact locally compact metrizable group, Γ ⊂ G a discrete subgroup, and X the homogeneous space G/Γ. Then the random walk on X given by a probability measure µ on G is a T -chain if and only if µ is spread out.
In this case, the sampling distribution a and the continuous component T may be chosen such that
• a = δ n 0 for some n 0 ∈ N,
For convenience we include a proof, which adapts that of [22, Proposition 6.3.2] to the setting at hand.
Proof. Denote by pr : G → X, g → gΓ the canonical projection. The powers of the transition kernel P of the corresponding Markov chain on X are given by
for n ∈ N, x = gΓ ∈ X, and A ⊂ X, by definition of the transition kernel in Example 2.1 and Fubini's theorem. Let m G denote a left Haar measure on G. Assume first that the random walk is a T -chain. If every convolution power µ * n for n ∈ N is singular with respect to m G , we find a set E G ⊂ G with µ * n (E G ) = 1 for all n ∈ N and m G (E G ) = 0. By enlarging E G we may assume that the identity e ∈ G belongs to E G and that E G is right-Γ-invariant. Write E := pr(E G ) and let a be the sampling distribution associated to the continuous component T of the random walk. Then
where we used (2.1), that pr −1 (E c ) = E c G by the assumed right-Γ-invariance and e ∈ E G for n = 0. Properties (ii) and (iii) in the definition of a T -chain thus produce δ > 0 and a neighborhood B of eΓ ∈ X with T (x, E) ≥ δ, and hence also
for all x ∈ B. But by translation invariance of m G and Fubini's theorem, we find
which, after summing with the weights a(n), yields the contradiction
For the converse, suppose that µ * n 0 is not singular with respect to m G for some n 0 ∈ N. Then there exists a non-negative m G -integrable function p : G → R with p dm G > 0 and dµ * n 0 ≥ p dm G . Denoting by ∆ the modular character of G, we obtain for x = gΓ ∈ X and A ⊂ X
The sampling distribution a = δ n 0 together with this T are then seen to possess all claimed properties.
Spread Out Random Walks
This section is the central part of the paper, aiming to give a complete picture of the qualitative behavior of spread out random walks on homogeneous spaces.
In what follows, we are not going to assume that Γ is a lattice or that G is unimodular, so that there will in general be no G-invariant measure on the quotient X = G/Γ. However, for every continuous character χ : G → R >0 extending the restriction ∆| Γ of the modular character ∆ of G, there exists a non-trivial Radon measure m X,χ on X that is χ-quasi-invariant in the sense that
Such a measure is unique up to scalars. Two important cases of this construction are χ = ∆, the choice which is always possible, and χ = 1, which makes m X,1 G-invariant and which is a possible choice whenever ∆(γ) = 1 for all γ ∈ Γ. In the latter case, we simply write m X for m X,1 and refer to m X as a Haar measure on X. Even for a Haar measure on X does not exist in general, it is true that all m X,χ belong to the same measure class, which we refer to as the Haar measure class on X. This terminology is justified by the fact that m X,∆ can be identified with the restriction of a right Haar measure on G to a fundamental domain for Γ. We refer to [6, Ch.VII §2] for details.
Slightly abusing notation, we are going to denote the Haar measure class on X by [m X ], and for a measure ν on X write ν
For example, m X,χ is subinvariant for the random walk on X given by µ if and only if G χ dµ ≤ 1, since by Fubini's theorem
Let us summarize at this point the standing assumptions and notations that will be in effect for the remainder of the article when nothing else is specified.
Standing Assumptions: µ is a probability measure on a locally compact σ-compact metrizable group G; S and G are the closed subsemigroup respectively subgroup of G generated by supp(µ); Γ ⊂ G is a discrete subgroup; X is the homogeneous space G/Γ; [m X ] is the Haar measure class on X and m X a Haar measure (when it exists); and P is the transition kernel of the random walk on X induced by µ.
3.1. Transitivity & ψ-Irreducibility. Let x ∈ X be the starting point for our random walk. Then, in some sense, everything outside the closed subgroup G of G generated by supp(µ) and outside the orbit Gx ⊂ X is irrelevant for the study of the random walk. The following simple lemma shows how such redundancy can be removed. for m, n ∈ N we see that supp(µ * n ) ⊂ G for every n ∈ N. Since µ is spread out and the convolution of bounded integrable functions on G is continuous, some convolution power µ * n 0 has a component with continuous density with respect to Haar measure on G. Thus G ⊃ supp(µ * n 0 ) has non-empty interior, and consequently G is open. Since the action map G g → gx ∈ X is a local homeomorphism, this implies that also Gx is open. But then X is a disjoint union of such open Gorbits, so that all of them must also be closed. Writing x = gΓ, the isomorphism
. When X has finite volume, this quotient supports a finite invariant measure inherited from the restriction of Haar measure on X to Gx, so that G ∩ gΓg −1 is a lattice in G.
In other words, at the price of replacing X by Gx, we are free to assume that µ is adapted. In view of this, we will formulate most of the following results only for adapted measures.
Preparing for the proof of ψ-irreducibility of spread out random walks, our next objective is to find a more efficient description of an orbit Gx.
Proposition 3.2. Let µ be spread out and adapted. Suppose in addition that
• X has finite volume, or that • µ is strongly adapted, meaning that S = G. Then S := ∞ n=1 supp(µ * n ) is a subsemigroup of G with S = S and S acts transitively on X.
Proof. That S is a semigroup with supp(µ) ⊂ S ⊂ S follows from (3.1). Since S is by definition the smallest closed subsemigroup of G containing supp(µ), we must have S = S.
Let us now show transitivity of S in both cases of the proposition. Suppose first that X is of finite volume and let x ∈ X. We need to show that A := Sx is all of X. Observe that this set A satisfies sA ⊂ A ⊂ s −1 A for every s ∈ S. By invariance of m X we also know that the m X -measures of these three sets coincide, so it follows that the characteristic function 1 A is m X -a.s. invariant under each element of S ∪ S −1 (individually). We conclude that 1 A is m X -a.s. invariant under each element of a dense subset of G, hence under all of G by continuity of the regular representation on L 1 (X). But as S has non-empty interior (by the same argument as in the proof of Lemma 3.1), we know that A has positive measure, so that G-invariance forces m X (A) = 1. But then, if there was some y ∈ X \ A, we would have a set S −1 y disjoint from A which also has positive measure (since also S −1 has non-empty interior), which is a contradiction.
In the second case we are given that S = G. As shown above, S is then a dense subsemigroup of G with non-empty interior. But this already forces S = G, giving transitivity.
The conclusion of the previous proposition will be important for many of the following results. Let us therefore give a name to its set of assumptions. Definition 3.3. We say that a probability measure µ on G is (G, Γ)-adapted if • X = G/Γ has finite volume and µ is adapted, or if • µ is strongly adapted.
We can now relate the property of being spread out to ψ-irreducibility of the induced random walk. Proof. Suppose first that the random walk on X given by µ is ψ-irreducible and that [m X ] is subinvariant. Then [22, Proposition 10.
If µ is not spread out, then as in the proof of Proposition 2.9 there exists a right-Γ-invariant measurable set e ∈ E G ⊂ G with µ * n (E G ) = 1 for all n ∈ N and m G (E G ) = 0, where m G denotes a left Haar measure on G. The set E := pr(E G ), where pr : G → X, g → gΓ denotes the projection, is then an [m X ]-null set. Using ψ
[m X ] it follows that ψ(E c ) > 0; yet we have P n (eΓ, E c ) = µ * n (E c G ) = 0 for all n ∈ N 0 . This contradicts ψ-irreducibility, hence µ must be spread out.
For the converse, recall from Proposition 2.9 that the random walk on X induced by a spread out measure µ is a T -chain. By Proposition 2.7, ψ-irreducibility can be established by proving existence of a reachable state. But from Proposition 3.2 it in fact follows that every x 0 ∈ X is reachable: Given any other point x ∈ X, it can be written as x 0 = sx for some s ∈ supp(µ * n ), and we conclude for any neighborhood B of the identity in G that
To show that [m X ] ψ, it suffices to show that members of the Haar measure class are irreducibility measures. Let therefore A ⊂ X be an [m X ]-positive set and define A G := pr −1 (A). Then also m G (A G ) > 0. By Proposition 2.9 and its proof for some n 0 ∈ N the kernel P n 0 has a continuous component T given by an absolutely
In particular, we know m G (p −1 ((0, ∞))) > 0, so that by a standard fact of measure theory also m G (A G g −1 ∩p −1 ((0, ∞))) > 0 for some g ∈ G. It follows that
But as gΓ is reachable, [22, Proposition 6.2.1] implies that T (gΓ, ·) is an irreducibility measure, so that (3.2) entails L(x, A) > 0 for all x ∈ X. This completes the proof.
One may wonder if in the first statement of the above proposition, ψ must even belong to the Haar measure class on X. In view of the second conclusion this is true when µ is additionally (G, Γ)-adapted. In general however, it does not hold.
Let µ be a probability measure on G absolutely continuous with respect to Haar measure with a density that is strictly positive on G + and 0 on G − with the property that [m G ] is subinvariant (which is the case e.g. if G ∆ dµ ≤ 1). Consider the induced random walk on X = G. Then for any starting point x ∈ X, the law L x (Φ 1 ) after the first step of the random walk is absolutely continuous as well. For the density though, two different things can happen: If x ∈ G − then this density is strictly positive on all of G, while for x ∈ G + it is strictly positive on G + and 0 on G − . It follows that L(x, G − ) = 0 for all x ∈ G + and L(x, A) > 0 for all A ⊂ G + with positive measure and all x ∈ G. Hence, the random walk is ψ-irreducible precisely for probability measures ψ equivalent to µ, and we see that ψ cannot belong to the Haar measure class.
Let us record a situation in which we do not need adaptedness to guarantee that the random walk is ψ-irreducible on all of X. Corollary 3.6. Let µ be spread out and [m X ] be subinvariant. Suppose that X is connected and that • X has finite volume, or that • G = S. Then the random walk on X given by µ is ψ-irreducible with ψ ∼ [m X ] and the semigroup S from Proposition 3.2 acts transitively on X.
Proof. Lemma 3.1 implies that Gx is clopen, hence equal to X by connectedness. The same lemma thus allows us to assume that µ is adapted without changing X. Then µ is (G, Γ)-adapted and Propositions 3.2 and 3.4 give all conclusions.
3.2. Periodicity. Proposition 3.4 states that for (reasonably nice) spread out random walks we have at our disposal the whole theory of ψ-irreducible Markov chains from §2. In particular, we know from Theorem 2.5 that they have a well-defined period d ∈ N. Let us look at the sets D i in a corresponding d-cycle in more detail. Proposition 3.7. Let µ be a probability measure on G. Suppose that the random walk on X given by µ is ψ-irreducible with ψ ∼ [m X ] and let d ∈ N be its period. Then there exist subsets D 1 , . . . , D d of X with the following properties:
(i) The D i are clopen, non-empty, and form a partition of X, (ii) we have P (x, D i+1 ) = 1 for every x ∈ D i and gD i = D i+1 for every g ∈ supp(µ), (iii) if G d denotes the closed subgroup of G generated by supp(µ * d ), then for every x ∈ D i we have D i = G d x, and (iv) the d-step random walk on each D i is ψ-irreducible and aperiodic, where always i = 0, . . . , d − 1 (mod d) .
In other words, a general spread out random walk governed by µ splits up into d aperiodic spread out random walks governed by the d-fold convolution power µ * d .
Proof. Throughout the proof, the terms "null set" or "full measure set" are understood with respect to the Haar measure class on X, to which ψ belongs by assumption. We shall make repeated use of the fact that open null sets are empty.
Let D 1 , . . . , D d ⊂ X be a d-cycle as in Theorem 2.5. The proof of Proposition 3.4 shows that µ is spread out. Thus, by Proposition 2.9, for some n 0 ∈ N there is a continuous component T of P n 0 with the property that T 1 X is constant, say T 1 X ≡ α ∈ (0, 1], and T 1 D i : X → [0, α] is continuous for i = 1, . . . , d. By the properties of a d-cycle there exists a permutation σ of {1, . . . , d} such that P n 0 1 D σ(i) is 1 on D i and 0 on j =i D j . Together with the above this implies that
is α on D i and 0 on j =i D j . The claim is that the sets D i := f −1 i ({α}) have the desired properties. Indeed, by construction we know that on each fixed set D i the function f i is α and all other f j are 0. In particular, the sets f −1 i ((0, α)) are contained in the complement of the full measure set d j=1 D j . Being open by continuity, they must thus be empty. This means that the f i are in fact continuous maps from X to the discrete space {0, α}. The sets P v := {f 1 = v 1 , . . . , f d = v d } defined by value tuples (v 1 , . . . , v d ) ∈ {0, α} d thus form a partition of X consisting of clopen sets. However, for every such tuple v not having precisely one entry α we know that the corresponding set P v is again contained in the complement of d j=1 D j , so that P v = ∅ by the same logic as above. Altogether, this shows that the non-empty sets in the so-constructed partition are precisely the D i , proving (i).
To show that P (x, D i+1 ) = 1 for each x ∈ D i , note first that by definition of a d-cycle we know P (x, D i+1 ) ≥ P (x, D i+1 ) = 1 whenever x ∈ D i . To extend this to x ∈ D i , we claim that
Indeed, the inclusion "⊃" follows from the D i being clopen and the differences D i \ D i are empty because they are open sets contained in a null set. Thus, we may choose a sequence (x n ) n in D i converging to a given x ∈ D i . Writing x = gΓ, x n = g n Γ, and pr : G → X for the canonical projection, we find
n ) = 1 by dominated convergence, since by clopenness the indicator functions of the sets pr −1 (D i+1 )g −1 n converge pointwise to that of pr −1 (D i+1 )g −1 . Next, take g ∈ supp(µ) and x ∈ D i . Then for any neighborhood B of g ∈ G we have P (x, Bx) > 0. If gx / ∈ D i+1 , this would contradict P (x, D i+1 ) = 1 by choosing B small enough. Hence, gD i ⊂ D i+1 . But the same argument applied to x ∈ g −1 D i+1 shows that such an x needs to lie in D i , so that also g −1 D i+1 ⊂ D i . This proves (ii).
For (iii), note that D i ⊃ G d x follows by combining (3.1), part (ii) above, and clopenness of D i . The set D i \ G d x is open, since both D i and G d x are clopen (the latter by Lemma 3.1, using that also µ * d is spread out) and
It remains to prove (iv). Knowing from (ii) that the random walk cycles through the sets D 1 , . . . , D d , ψ-irreducibility of the d-step random walk on every D i follows from ψ-irreducibility of the whole random walk. From [22, Proposition 5.4.6] we know that the d-step random walk on the full measure subset D i of D i is aperiodic. Suppose that the d-step random walk in D i has a period strictly larger than 1. Then we can apply what we have already proved and deduce that D i splits into a non-trivial cycle of clopen subsets. By the second statement in (ii), none of the sets in such a cycle can be null sets. Restricting to D i would thus produce a non-trivial cycle inside D i , which is a contradiction.
It is natural to ask when the particularly desirable aperiodic case d = 1 occurs.
Definition 3.8.
If µ is such that the induced random walk on Gx is ψ-irreducible and aperiodic for every x ∈ X, we call µ aperiodic on X. Proposition 3.9. Let µ be spread out and [m X ] be subinvariant. Suppose that • X has finite volume, or that • G = S. Then either one of the following conditions is sufficient for µ to be aperiodic on X:
(i) X is connected.
(ii) µ is aperiodic in the sense of Definition 1.2.
Proof. We first replace (G, X) by (G, Gx) using Lemma 3.1. Then µ is (G, Γ)adapted, so that by Proposition 3.4 the random walk on X is ψ-irreducible with ψ in the Haar measure class. Sufficiency of (i) is then evident from Proposition 3.7, since it shows that the sets in a d-cycle may be chosen to be clopen.
For (ii), we argue by contradiction and assume that the period d of the random walk on X is at least 2. Let us partition X = Gx into clopen sets D 1 , . . . , D d as in In particular, adapted spread out probability measures are automatically aperiodic on any finite volume quotient when G is connected or a perfect group, i.e. one with G = [G, G]. An example of the latter case not covered by the first is G = SL d (Q p ). This is an instance of a more general fact. Proof. Positive recurrence follows from Proposition 2.4, since m X is an invariant probability measure. In order to upgrade this to Harris recurrence, we will show that the set N in the decomposition X = H N from Theorem 2.8 must be empty. (This theorem can be applied since we know from Proposition 3.4 that µ must be spread out, so that the random walk is a T -chain by Proposition 2.9.) It thus only remains to show that there are no topologically transient points. But this is easily seen: Proposition 2.4 in particular implies that m X is equivalent to ψ, so that by definition of recurrence we know U (x, B) = ∞ for every open subset B of X and any point x ∈ X. Then this holds in particular for every neighborhood B of x, making every point of X topologically recurrent.
The remainder of this section is dedicated to the proof of Theorem 1.9. The following proposition contains the essential lower bound. 
where ·, · denotes the pairing ϕ, ψ = X ϕψ dm X for measurable functions ϕ, ψ on X.
The proof is adapted from Lust-Piquard [20] and contains ideas going back to Carne [9] .
Proof. From the defining property P ϕ(x) = G ϕ(gx) dµ(g) of the action of P on measurable functions and invariance of m X we get that P is a well-defined operator from the space L 1 (m X ) ∩ L ∞ (m X ) to itself with L 1 -as well as L ∞ -operator norm bounded by 1. By interpolation, the same is true for all L p -spaces. Symmetry of µ implies that P is self-adjoint in the sense that P ϕ, ψ = ϕ, P ψ whenever these pairings are defined. Using the Cauchy-Schwarz inequality we thus find
we see that it remains to show
We remark that all pairings above are defined since P n 1 A has compact support. In fact, by positivity of P we know 0 ≤ P n 1 A ≤ P n 1 V Γ , and the latter function has support in V n+1 Γ since supp(µ) ⊂ V . To prove (3.3), we shall use an argument due to Carne [9] (see also [20, Lemma 1] ): The operator P n can be written as
where α k,n = 0 if n − k is odd and otherwise α k,n = 2 −n+1 n (k+n)/2 for k > 0 and α 0,n = 2 −n n n/2 , and Q k is the k-th Chebychev polynomial. As the operator P considered on L 2 (m X ) is self-adjoint with spectrum contained in [−1, 1], the same is true for the operators Q k (P ), since the Chebychev polynomials are real-valued and bounded by 1 on [−1, 1]. Moreover, Q k is of degree k so that Q k (P )1 A is supported in V k+1 Γ (using the corresponding property of P k 1 A established above). Combining these facts we find
where the last inequality uses a well-known escape estimate for the symmetric random walk on Z starting at 0 (cf. e.g. [9] ). Plugging in the inequality for from the statement of the proposition, we obtain precisely (3.3) and the proof is complete.
Proof of Theorem 1.9. Let V be a symmetric relatively compact neighborhood of the identity in G containing supp(µ). If the random walk on X given by µ is topologically transient, then by [17, Theorem 1] the potential ∞ n=1 P n 1 V Γ is uniformly bounded on X. In particular,
However, since X has at most quadratic growth, we can apply Proposition 3.12 with A = V Γ and = O( √ n log n) and find for n large enough that
where C > 0 is a fixed constant. This contradicts (3.4), as n 1 n log n = ∞.
In §1, Theorem 1.9 was stated for topological Harris recurrence, since the concept of Harris recurrence was only introduced in §2. Using the following fact contained in [17, Theorem 1] , one also obtains Harris recurrence. Proposition 3.13 ([17] ). Let µ be an adapted spread out probability measure on G. Suppose that [m X ] is subinvariant and that the random walk on X induced by µ is topologically Harris recurrent. Then this random walk is ψ-irreducible with ψ ∼ [m X ] and Harris recurrent.
Consequences
In this final section we reap the rewards of the preceding work. For the finite volume setting, we will establish total variation norm convergence of the laws L(Φ n ) in §4.1, see how existence of Lyapunov functions makes this convergence exponentially fast in §4.2 and 4.3, and present versions of some classical limit theorems in §4.4. We end the article with the proof of the Ratio Limit Theorem 1.10 in §4.5.
The standing assumptions from the beginning of §3 are still considered to be in effect. Let us quickly review the definition of the total variation norm: given a finite signed measure ν on X it is defined by
where the supremum is over all measurable functions f : X → C bounded by 1. With this definition we have
for two probability measures ν 1 , ν 2 on X. We remark that some authors use the lefthand side above as definition for the total variation distance. Due to the factor of 2 in (4.1), some care needs to be taken when consulting the literature when concerned with the precise value of constants. Given a measurable function V : X → [1, ∞), we also define the V -norm of a finite signed measure ν as
Note that · = · 1 ≤ · V . 4.1. Convergence of the Laws. Using the results from §3, we can now easily prove convergence to equilibrium of the n-step distributions L(Φ n ), which is sometimes referred to as mixing of the random walk.
Theorem 4.1. Suppose that Γ ⊂ G is a lattice. Let µ be spread out and d ∈ N be the period of the induced random walk on Gx for some x ∈ X. Then for any starting distribution ν on Gx we have
as n → ∞.
Proof. By Lemma 3.1 we may assume without loss of generality that X = Gx and that µ is adapted. Then Propositions 3.4 and 3.11 together imply that the random walk on X is positive Harris recurrent. Its unique invariant probability is m X . In the aperiodic case d = 1 the result thus is a direct consequence of [22, Theorem 13.3.3] .
We will now reduce the general case to the aperiodic one. Let D 1 , . . . , D d ⊂ X be a d-cycle with the properties from Proposition 3.7. Writing ν as a convex combination and using the triangle inequality, we may assume that ν is supported on one of the D i . It will be enough to prove the result for n tending to ∞ inside each one of the arithmetic progressions r + dN for r = 0, . . . , d − 1. So let us fix one such r and replace n by nd + r in the claimed statement. After renumbering the D i we may assume that µ * r * ν is supported inside D 1 . Setting ν i := µ * (i+r−1) * ν for i = 1, . . . , d we have that ν i is supported inside D i and are left to show that
as n → ∞. However, in view of part (iv) of Proposition 3.7, this follows from the aperiodic case, after writing m X = 1 d (m D 1 + · · · + m D d ) and applying the triangle inequality once more.
Lyapunov Functions and Effective Mixing. Functions enjoying certain
contraction properties under a transition kernel are known as (Foster-)Lyapunov functions and have played a major role in questions of recurrence of dynamical systems since their introduction. In our setup, they will produce an exponential rate for the conclusion of Theorem 4.1.
Recall that a function f : Such a function should be thought of as directing the dynamics of the Markov chain towards the "center" of the space, where the function value of V is below some threshold. (i) If V is a Lyapunov function, then so are cV and V + c for any constant c > 0. In particular, one may impose an arbitrary lower bound on V . This will be relevant at some points, where we want V to take values ≥ 1.
(ii) Given a function V : X → [0, ∞] as in the definition of a Lyapunov function, except that V is contracted by some power P n 0 instead of P , one can construct a Lyapunov function V by setting
(iii) By enlarging α and using properness, the contraction inequality in the definition of a Lyapunov function V may be replaced by
The constant function V ≡ ∞ always is a Lyapunov function, though one of little use. Of greater interest is the existence of Lyapunov functions that are finite on prescribed parts of the space, or even finite everywhere. Definition 4.4. We say that a subset A ⊂ X is Lyapunov small for a random walk on X given by µ if the random walk admits a Lyapunov function V A : X → [0, ∞] that is bounded on A. We say the random walk satisfies the contraction hypothesis if every compact subset K ⊂ X is Lyapunov small.
Constructions of Lyapunov functions on quotients of semisimple Lie groups were given by Eskin-Margulis [11] and Benoist-Quint [3] . We record the consequences for spread out random walks in the example below. Recall that a measure µ on a Lie group G with Lie algebra g is said to have finite exponential moments in the adjoint representation if for sufficiently small δ > 0
where · op denotes an operator norm on Aut(g).
Example 4.5.
(i) ( [3] ) Let G be a real Lie group and µ an adapted spread out probability measure on G with finite exponential moments in the adjoint representation. Suppose that the Zariski closure of Ad(G) in Aut(g) is Zariski connected and semisimple. Then the random walk on X = G/Γ given by µ satisfies the contraction hypothesis. Using the setup in [3, Section 7], a similar statement can also be made about p-adic Lie groups. (ii) ( [11] ) Let G = G(R) be the group of real points of a Zariski connected semisimple algebraic group G defined over R such that G has no compact factors and µ a spread out probability measure on G with finite exponential moments in the adjoint representation. Then the random walk on X = G/Γ admits a continuous and everywhere finite Lyapunov function.
Equipped with these concepts, we can now explain how Lyapunov functions make mixing of spread out random walks effective. For the sake of simplicity, we only state the result in the adapted and aperiodic case. We have repeatedly seen that the former is no restriction, and the corresponding statements in the periodic case can be obtained by employing similar reductions as in the proof of Theorem 4.1.
Theorem 4.6. Suppose that Γ ⊂ G is a lattice. Let µ be an adapted spread out probability measure on G such that the random walk on X given by µ is aperiodic.
In particular, this holds for all compact subsets A = K of X if the random walk satisfies the contraction hypothesis. (ii) If the random walk admits an everywhere finite Lyapunov function V ≥ 1, then there is a constant κ > 0 such that for all n ∈ N sup
Proof. As in the proof of Theorem 4.1 we see that the random walk on X is positive Harris recurrent with unique invariant probability m X . To establish (i), recall that Remark 4.3 allows us to assume that V A is bounded below by 1 and that On compact spaces, one may always choose V = 1 as Lyapunov function. This immediately gives the following corollary. To obtain the statement about effective mixing, first ensure that the Lyapunov function is bounded below by 1 using Remark 4.3(i) and then apply Theorem 4.6(ii) to each of the finitely many G-orbits intersecting the compact set K. The conclusion follows, since · ≤ · V and V is bounded on K by the assumed continuity.
The final remark about existence of Lyapunov functions is Example 4.5(ii).
Small Sets and Mixing Rates.
Given the existence of Lyapunov functions or compactness of the state space, we know from §4.2 that the convergence µ * n * δ x n→∞ −→ m X happens with exponential speed. As long as the value of the exponent and the implicitly appearing constants are unknown, this does not yet give any information about the actual variation distance between µ * n * δ x and m X for any given n ∈ N.
In this subsection, we will address this issue. The crucial concept is the following. for all x ∈ A. If A is (n, ε)-small for some n ∈ N and ε > 0, A is called small.
Small sets are in fact one of the central notions on which the whole theory of general state space Markov chains is built. Their significance lies in the fact that they provide the Markov chain with a regenerative structure: after each return to A, there is a positive probability of taking the next step according to the fixed measure λ. This structure also plays an important role when trying to establish bounds on the speed of convergence. The simplest result in this direction assumes that the whole state space is small, which is known as the Doeblin condition. Theorem 4.9 ([22, Theorem 16.2.4] ). Suppose the whole state space X is (n 0 , ε)small for a Markov chain with transition kernel P and invariant probability π. Then for all n ∈ N and any starting distribution ν on X we have
When the state space is not small, a rate of convergence as simple as above may not be available. We shall use the following result due to Rosenthal [27] . 
In order to apply these theorems, we see that it is important to identify small sets for spread out random walks. From a qualitative point of view, this task is not too difficult. Proposition 4.11. Let µ be spread out and suppose that the induced random walk on X = G/Γ is ψ-irreducible and aperiodic. Then every compact subset K ⊂ X is small.
Proof. By Proposition 2.9 the random walk on X is a T -chain. Compact sets are thus petite by [22, Theorem 6.2.5] . By aperiodicity and [22, Theorem 5.5.7] , they are also small.
In the case of a compact state space, we therefore immediately get the following. Theorem 4.12. Let µ be adapted and spread out. Suppose that X is compact and that the random walk on X given by µ is aperiodic. Then X is (n 0 , ε)-small for some n 0 ∈ N and ε > 0 and for any starting distribution ν on X we have
Proof. Note that the random walk is ψ-irreducible by Proposition 3.4. Then X is small by Proposition 4.11 and Theorem 4.9 gives the result.
Unfortunately, so far we still have no information about the value of n 0 and ε. We shall now outline a hands-on approach to find them. The idea is the following: Denote by f n : G → [0, ∞) the density of the part of µ * n absolutely continuous with respect to a right Haar measure on G and endow X with the quasi-invariant measure m X,∆ coming from the modular character ∆ of G. Then the probability of going from x ∈ X to y ∈ X in n steps (using only the continuous part) is represented by the quantity γ∈Γ f n (yγx −1 ), (4.2) which is a function on X × X. Note that for fixed x, the sum is finite for a.e. y, since f n is integrable. Hence, the minorization condition in the definition of small sets is certainly satisfied on A for the right-hand side inf x∈A γ∈Γ
which can be thought of as the lower envelope of the shifts by elements of A of the density (4.2) . The remaining question is whether this measure is non-trivial. Intuitively, the spread out assumption should guarantee this for large n, at least when the shifting set A is not too large, say compact. That this is indeed true is the content of the next lemma. for all x, z ∈ X and m, n ∈ N, and • there exists an [m X ]-positive set C ⊂ A and n 2 ∈ N such that p n 2 (x, y) ≥ δ (4.5)
for all x, y ∈ C and some fixed δ > 0. By construction of A we then know λ(C) > 0, so that for all x ∈ K P n 1 (x, C) ≥ ε 1 λ(C) > 0.
(4.6)
Combining (4.4), (4.5) and (4.6), we find for x ∈ K, z ∈ C and n 0 := n 1 + n 2 that
Hence, the mass of (4.3) is at least
which is the claim.
Example 4.14. Let us illustrate the method above by calculating a rate of convergence in a concrete instance of Example 1.13. We set n = 2, a = ( 2 1 1 1 ), b = ( 1 1 1 2 ), µ lin = 1 2 (δ a + δ b ), v = e 1 , and assume that λ has a component with a density f bounded below by δ > 0 on [0, 1]. Let us see how we need to choose n 0 . We certainly cannot use n 0 = 1, since µ = µ lin ⊗ λ e 1 is singular with respect to Haar measure. If we denote the first two displacements by the random variables D 1 , D 2 , the possible two-step transformations are
Since D 1 , D 2 are i.i.d. with density f , the densities of the above displacements are
for s, t ∈ R 2 , which, by our assumption, are all bounded below by δ 2 on a fundamental domain for T 2 . Hence, the mass of the measure (4.3) for n 0 = 2 and A = T 2 is at least δ 2 , so that Theorem 4.12 produces the bound
for all n ∈ N, where ν is an arbitrary starting distribution. (Note that aperiodicitiy is guaranteed here in view of Proposition 3.9.)
We now turn our attention to the case of a non-compact finite-volume space X. Here we shall assume that the random walk on X admits a Lyapunov function V and apply Theorem 4.10 in a similar way as in the proof of [27, Theorem 12] .
The set A from Theorem 4.10 is going to be the sublevel set Choosing α := 1+αd+2β 1+d , this will be the contraction condition in Theorem 4.10. In order for α to be less than 1, d needs to be chosen so that
This choice of d determines the set A.
By iterating the Lyapunov property of V and using the definition of A, the value of R in Theorem 4.10 can be estimated as
For the integral of h, note first that V is necessarily m X -integrable by the equivalence of (i) and (iii) in [22, Theorem 14 .0.1] (use f = (1−α)V ), so that P -invariance of m X and the contraction property
Putting everything together, we arrive at the following theorem.
Theorem 4.15. Let Γ ⊂ G be a lattice and µ be an adapted spread out probability measure on G. Suppose that the random walk on X given by µ is aperiodic and admits a Lyapunov function V with P V ≤ αV + β for some α < 1, β ≥ 0. Let d > 2β 1−α and set A := {x ∈ X | V (x) ≤ d}. Then A is (n 0 , ε)-small for some n 0 ∈ N and ε > 0 and for any starting distribution ν on X with X V dν < ∞ we have for all j, n ∈ N µ * n * ν − m X ≤ 2(1 − ε) j/n 0 + 2α n−jn 0 +1 R j−1 1 +
where α := 1+αd+2β 1+d < 1 and R := 1 + 2 αd + β 1−α . Note that by introducing the relationship j = n/k for some k ∈ N for which α k−n 0 R < 1, the right-hand side above decays exponentially in n, and moreover that all the constants are given explicitly in terms of the starting distribution ν, the Lyapunov function V together with its parameters, and the measure µ.
Limit Theorems.
In the setting of Theorem 1.1 there is another conclusion that can be drawn, concerning the distribution of typical trajectories: For every x 0 ∈ X and µ ⊗N -a.e. (g n ) n ∈ G N it holds that 1 n n−1 k=0 δ g k ···g 1 x 0 −→ ν x 0 as n → ∞ in the weak* topology (see [5, Theorem 1.3] ). In other words, for every f ∈ C c (X) we have
as n → ∞, where, as before, Φ k is given by (1.1) and stands for the location after k-steps of the random walk. Until now, we have not yet touched upon the validity of such a Strong Law of Large Numbers in the spread out case; an omission that will be corrected now.
To fix the terminology, let us quickly review three of the classical limit theorems in the context of Markov chains. For brevity, we shall use the notation
for a function f on X. Σ n (f ) = γ f P x -a.s.
The remarkable fact is that spread out random walks always satisfy the SLLN, and satisfy the CLT and LIL as soon as they admit an everywhere finite Lyapunov function. Proof of Theorem 1.10. For both statements, it suffices to consider the case in which also f 1 ≥ 0. By Proposition 3.13, the random walk on X given by µ is with invariant measure m X . The first statement of the theorem thus immediately follows by combining [26, Corollary 8.4 .3] and [26, Theorem 6.6.5]. It remains to prove (1.3) under the additional assumptions that µ is symmetric and aperiodic. In view of Proposition 3.9, aperiodicity of µ implies aperiodicity of the random walk. Let A ⊂ X be a small set with positive and finite m X -measure, say with P k (x, ·) ≥ ελ for all x ∈ A. In view of [22, Proposition 5.2.4(iii)] we may assume that λ(A) > 0, and the discussion in [22, §5.4.3] shows that we may take k to be even. With similar arguments as in the proof of Lemma 4.13, after shrinking A and ε we may even assume that λ = m A = This shows that all the assumptions in [23] are satisfied. In view of [23, Theorem 1(ii)], it remains to argue that compactly supported bounded measurable functions on X and compactly supported probability measures on X with bounded density with respect to m X are "small" in Nummelin's sense. Identifying such measures with their density and noting that by symmetry of µ the action of P on functions resp. measures respects this identification, we see that it suffices to show this claim for functions. For this, by [23, Corollary 2.4], we need only show that for every compact subset K ⊂ X there exists N ∈ N such that N n=0 P n 1 A is bounded away from 0 on K. However, since the random walk is a T -chain and compact sets are petite for T -chains ([22, Theorem 6.2.5(ii)]), the latter follows from [22, Proposition 5.5.5(i)] and [22, Proposition 5.5.6(i)], as m X (A) > 0.
Invoking [23, Theorem 1(i)], this proof also justifies the claim in Remark 1.11: Taking for A the same small set as above, we see that (1.4 ) implies
as n → ∞ for i = 1, 2. Taking the quotient yields (1.3) with δ x 1 , δ x 2 in place of ν 1 , ν 2 .
