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, $L$ , $m$ , $l_{1},$ $l_{2},$ $\ldots,$ $l_{m}$ , $d_{1},d_{2},$ $\ldots,d_{m}$ ,
$n$ . $pj$ $i$ $a_{ij}$ , $p_{j}$
$Xj$ , $n$
.
(CSP) $\min$ $f( \mathrm{I}\mathrm{I}, X)=\sum xj$ (1)
pj\epsilon




$xj\in Z_{+}$ , for $pj\in \mathrm{I}\mathrm{I}$
$r_{i}\in Z_{+}$ , for $i\in M$ .
, $M$ $\{1, 2, \ldots, m\}$ , $\{p_{1},p_{2}, \ldots,p_{n}\}$ , $X$
$\{x_{1}, x_{2}, \ldots, x_{n}\}$ . $S$ (2)
$\sqrt\mathrm{B}^{\mathrm{a}}\text{ }$ $\hat{[]}$ $\text{ }$ \mbox{\boldmath $\tau$}.












1 First-Fit . ,
$\text{ ^{}\prime}\in N(\text{ })$ , $pj\in$ $p_{j}’\in S$
. , (2) $m$
,
. 22 , ,
, $O(n^{2})$
. $X$ , (3)
.
$(\mathrm{I}\mathrm{P}(\text{ }))$ $\min$ $f(X)= \sum_{j=1}^{n}xj$ (3)
$\mathrm{s}.\mathrm{t}$ . $\sum_{j=1}^{n}aijxj-r:=d_{:}$ , for $i\in M$
$x_{j}\in Z_{+}$ , for $j\in N$
$r:\in Z_{+}$ , for $i\in M$ .
, (3) $Xj$ $(Xj\in Z_{+})$ $(Xj\geq 0)$
$\mathrm{L}\mathrm{P}(\mathrm{I}\mathrm{I})$ , –$X$ $\hat{X}$
. ,




, , $i\in M$
\Gamma I $=\{p_{1},p_{2}, \ldots,p_{n}\}$ 1
. , .
117
: $M=\{1,2, \ldots, m\}$ $l_{i}$ , $n$ , $L$ .
: $M$ $M_{1},$ $M_{2},$ $\ldots,$ $M_{n}$ , $Mj\subseteq M$ $\sum_{i\in M_{j}}$ $l_{i}\leq L$
.
, First-Fit
INIT . INIT $pj\in\text{ }$ .
$p_{1}$ , $i\in M$ $d_{i}$ .
$p_{j}(j\geq 2)$ , $i\in M$ \lambda i $= \sum_{q=1}^{j-1}a_{\dot{\iota}q}$
. INIT $Pj\in \mathrm{I}\mathrm{I}$ $i\in M$ 1 ,
. INIT
. $L_{j}^{res}$ $pj$ .
\Delta INIT
:. $l_{i}$ $d_{1}.$ , $n$ , $L$ .
: n $=\{p_{1},p_{2}, \ldots,p_{n}\}$ .
Step 1: $pj\in$ ( $(\forall ia_{1j}.:=0)$ . $j:=1,$ $L^{res}:=L$ .
Step 2: $j=1$ $i\in M$ $d_{i}$ . ,
$i\in M$ \lambda |. $= \sum_{q=1}^{j-1}a_{iq}$ . $\sigma(k)$ k
. $k:=1$ .
Step 3: $l_{\sigma(k)}\leq L_{j}^{res}$ $a_{\sigma(k)j}:=1,$ $L_{j}^{res}:=L_{j}^{r\mathrm{e}s}-l_{\sigma(k)}$ . $k<m$
$k:=k+1$ Step 3 .
Step 4: $j=n$ . , $j:=j+1$
Step 2 .
22
, , 1 $N$ ( )
$\text{ }$ ffl $\mathrm{A}\mathrm{a}\text{ }$ .
$N(\text{ })=\{\mathrm{I}\mathrm{I}\mathrm{U}\{p(i’,j’)\}\backslash \{pj\}|pj’\in \mathrm{I}\mathrm{I}, i’\in M’(\mathrm{I}\mathrm{I})\}$, (4)
$p(i’,j’)$ PATGEN . , $M’(\mathrm{I}\mathrm{I})$
M , (5) .
$M’(\text{ })=\{i|\overline{y}_{i}>0, i\in M\}$ . (5)
, $\overline{\mathrm{Y}}=\{\overline{y}_{1},\overline{y}_{2}, \ldots,\overline{y}_{m}\}$ $\mathrm{L}\mathrm{P}(\text{ })$ DLP(II)
.
(DLP(II)) $\max$ $\sum_{i=1}^{m}d_{1}.y_{i}$ (6)
$\mathrm{s}.\mathrm{t}$ . $\sum_{i=1}^{m}a:jy_{1}$. $\leq 1$ , for $pj\in\text{ }$
$y_{i}\geq 0,$ for $i\in M$ .
PATGEN $(\text{ }, X)$ $(i’,j’)$ , $Pj’\in$
$p(i’,j’)$ . , p.j’ i’ 1 ,
118
(2) . I $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}_{i}$ , $\ovalbox{\tt\small REJECT}_{i}/l_{i}$
$\nu\backslash$
(2) 1 . (7) .
$L- \sum_{i\in M}a_{ij}l_{i}<\min_{i\in M}l_{i}$
(7)
, $\overline{y}_{i}/l_{i}$ (2) $i$ .
PATGEN
: $i’\in M$ , $pj’=(a_{1j’}, a_{2j’}, \ldots, a_{mj’})$ , $l_{i}$ $d_{i}$ ,
$n$ , L. DLP(II) –Y $=\{\overline{y}_{1},\overline{y}_{2}, \ldots,\overline{y}_{m}\}$ ,
M’( )M.
: $p(i’,j’)=(a_{1j}’,, a_{2j}’,, \ldots, a_{mj}’,)$ .
Step 1: $i\in M$ $\overline{y}_{i}/l_{i}$ . $\sigma(k)$ k .
$k:=1$ .
Step 2: $a_{i’j}’,$ $:=a_{i’j’}+1,$ $a_{ij}’,$ $:=a_{\dot{\iota}j’}(\forall i\neq i’)$ . $L^{res}:=L- \sum_{i\in M}a_{ij}’$ , .
Step 3: $L^{res}\geq 0$ $k:=m$ Step 5 . $k>m$
.
Step 4: (7(k)\neq i’ $a_{\sigma(k)j}’,$ $>0$ , $a_{\sigma(k)j}’,$ $:=a_{\sigma(k)j}’,$ $-1,$ $L^{res}:=L^{res}+l_{\sigma(k)}$
. $k:=k+1$ Step 3 .
Step 5: $l_{\sigma(k)}\leq L^{res}$ $a_{\sigma(k)j}’,$ $:=a_{\sigma(k)j}’,$ $+1,$ $L^{res}:=L^{res}-l_{\sigma(k)}$ . $k>1$ $[] \mathrm{f}^{\backslash }$
$k:=k-1$ Step 5 , $p(i’,j’)$
.
2.3
, ’ $\in N(\text{ })$ $\mathrm{L}\mathrm{P}(\text{ ^{}\prime})$
, , $\mathrm{L}\mathrm{P}(\text{ ^{}\prime})$
. , $X$
T , ’ T’ ,
[4] , ’ X’ .
T $B$ , $c_{B}$ ,
$N$ , $cN$ . T’ , 22 $p(i’,j’)$ $B^{-1}$
$\tilde{p}(",j’)=B^{-1}p(i’,j’)$ $N$ , $Pj’$ $\tilde{p}j’$ $\text{ }$
. , $Pj’$ $d_{j’}^{\sim}$
d\tilde j’ $= \tilde{c}j’-\sum_{i\in M}\overline{y}_{i}(a_{ij}’, -aij’)$ . T’ [
$\mathrm{A}\mathrm{a}$
, [4] , ’
P .
SOLVE-LP
: $\mathrm{L}\mathrm{P}(\text{ })$ –X $=\{\overline{x}_{1},\overline{x}_{2}, \ldots,\overline{x}_{n}\}$ , $T=(B, N,\tilde{c}B,\tilde{c}N)$ . $J\backslash \mathrm{Q}$
$p(i’,j’)=(a_{1j’}’,a_{2j’}’, \ldots, a_{mj’}’)$ .
:LP( ’) –X’ $=\{\overline{x}_{1}’,\overline{x}_{2}’, \ldots,\overline{x}_{n}’\}$ , $T=(B’, N’,\tilde{c}_{B}’,\tilde{c}_{N}’)$ .
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Step 1: $\tilde{p}(i’, j’):=B,$ $\overline{x}_{j}’,$ $:=0,\tilde{c}_{j}’,$ $:= \tilde{c}j’-\sum_{i\in M}\overline{y}_{i}(a_{ij’}’-a_{ij’})$ T
N .
Step 2: $\tilde{p}(i’,j’)$ $\tilde{p}j^{\prime \text{ }}$ ,
–X’ $T’$ .
24
21-23 INIT, PATGEN, SOLVE-LP . ( , $X$ )
. , $N(\mathrm{I}\mathrm{I})$ ’ ,
’ . , f( , $X$ ) ,
over( , $X$ ) $= \max\{0,\sum:\epsilon Maijxj-di\}$ . , f( ’, X’)<f( , $X$ ),
f( ’, $X’$ ) $=f(\text{ },X)$ over(II’, $X’$ ) $<over(\text{ },X)$ ( ’, $X’$ )
.
LS
: $l_{i}$ $d_{1}.$ , $n$ , $L$ .
: n $=\{p_{1},p_{2}, \ldots,p_{n}\}$ , $X=\{x_{1}, x_{2}, \ldots, x_{n}\}$ .
Step 1: INIT \Gamma I $=\{p_{1},p_{2}, \ldots,p_{n}\}$
. SOLVE-LP $X=\{x_{1}, x_{2}, \ldots, x_{n}\}$
. . $i^{*}:=1,$ $j^{*}:=1,$ $i’:=i^{*},$ $j’:=j^{*}$ .
Step 2: $i’\in M’(\mathrm{I}\mathrm{I})$ , PATGEN $p(i’,j’)$
, ’ $=\mathrm{I}\mathrm{I}\cup\{p(i’,j’)\}\backslash \{Pj^{\prime\}}$ . Step 5 .
Step 3: ’ SOLVE-LP ,
$X=\{x_{1}, x_{2}, \ldots, x_{n}\}$ . SOLVE-LP
Step 5 .
Step 4: $f(\text{ ^{}\prime},X’)<f(\text{ }, X)$ , f( ’, X’)=f( , $X$ ) over( ’, $X’$ ) $<$
over( , $X$ ) , ( , $X$ ) $:=(\mathrm{I}\mathrm{I}’, X’),$ $i^{*}:=i^{*}+1$ (mod $m$), $j^{*}:=j^{*}+$
1 $(\mathrm{m}\mathrm{o}\mathrm{d} n),$ $i’:=i$“, $j’:=j^{*}$ Step 2 .
Step 5: $i’:=i’+1$ (mod $m$ ) . $i’$ =i\sim e ) , $j’:=$
$j’+1(\mathrm{m}\mathrm{o}\mathrm{d} n)$ . $j’$ =j’( $i’$ , J ) , $(\text{ }, X)$
, Step 2 .
3
CUTGEN[2] . CUTGEN
$L,$ $\nu_{1},$ $\nu_{2}$ , d- , $L$ , $[\nu_{1},\nu_{2}]$ , d-
. , 18 ( 100 )
. , $L=1\mathrm{O}\mathrm{O}\mathrm{O}$ , $m=10,20,40,\overline{d}=10,100$ , 1-6 $(\nu_{1}, \nu_{2})=(0.01,0.2)$ ,
7-12 $(\nu_{1},\nu_{2})=(0.01,0.8)$ , 13-18 $(\nu_{1}, \nu_{2})=(0.2,0.8)$ .
, 23 . 1 ,
$\mathrm{L}\mathrm{P}(\mathrm{I}\mathrm{I})$ ,
120
( $\mathfrak{y}$ . 1 ,
, 1-2
.
, LS SHP[3], KOMBI[I]
. SHP . SHP
,
. KOMBI
, . SHP LS
AT (Pentium III lGHz, IGB Memory) . KOMBI [1]
. 1 , LS $n$ l
. , $n=\beta,$ $\beta-1,\beta-2$ LS . $\beta$
.
$\beta=\min\{n_{shp}, n_{shp}-\lceil\overline{n}_{shp}-\overline{n}_{k\circ mbi}\rceil\}$ , (8)
$n_{shp},$ $n_{kombi}$ SHP, KOMBI , $\overline{n}_{\epsilon hp}$ ,
$\overline{n}kombi$ 100 .
2 $\mathrm{S}\mathrm{H}\mathrm{P},\mathrm{K}\mathrm{O}\mathrm{M}\mathrm{B}\mathrm{I},\mathrm{L}\mathrm{S}$ . (95/100) LS 100
95 . 2 , KOMBI





, 2 3 . LS n=\beta
. SHP, KOMBI LS .
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