Consider the wave equation with constant or variable coefficients in IR 3 . The initial datum is a random function with a finite mean density of energy that also satisfies a Rosenblatt-or Ibragimov-Linnik-type mixing condition. The random function converges to different space-homogeneous processes as x 3 → ±∞ , with the distributions µ ± . We study the distribution µ t of the random solution at a time t ∈ IR . The main result is the convergence of µ t to a Gaussian translation-invariant measure as t → ∞ that means central limit theorem for the wave equation. The proof is based on the Bernstein 'room-corridor' argument. The application to the case of the Gibbs measures µ ± = g ± with two different temperatures T ± is given. Limiting mean energy current density formally is −∞ · (0, 0, T + −T − ) for the Gibbs measures, and it is finite and equals to −C(0, 0, T + −T − ) with C > 0 for the convolution with a nontrivial test function.
Introduction
The paper concerns a mathematical problem of foundations of statistical physics. We consider the Second Law of thermodynamics in a reversible infinite dimensional Hamiltonian equations. The Law states that the energy current is directed from higher temperature to lower temperature. We derive the Law for wave equations in IR 3 with constant and variable coefficients. The key role plays the mixing condition of Rosenblatt-or Ibragimov-Linniktype for an initial measure. The mixing condition is introduced initially by R.L. Dobrushin and Ya.M. Suhov in their approach to the problem of foundation of statistical physics for infinite-particle systems, [4, 5] . The mixing condition is used also in the paper [2] which concerns a discrete version of our result for a 1D chain of harmonic oscillators. Let us explain our result in the case of constant coefficients, We assume that the initial datum Y 0 is a random function with zero mean living in a functional phase space H of states of finite local energy; the distribution of Y 0 is denoted by µ 0 . Denote by µ t (dY ) , t ∈ IR , the measure on H giving the distribution of the random solution Y (t) to problem (1.2). We assume that the initial correlation functions Q (1.4)
Here q ij ± (x−y) are the correlation functions of some translation-invariant measures µ ± with zero mean value in H , x = (x 1 , x 2 , x 3 ), y = (y 1 , y 2 , y 3 ) ∈ IR 3 , and a > 0 . The measure µ 0 is not translation-invariant if q ij − = q ij + . Finally, we assume that the initial measure µ 0 satisfies a mixing condition. Roughly speaking, it means that Y 0 (x) and Y 0 (y) are asymptotically independent as |x − y| → ∞.
(1.5)
Our main result establishes the (weak) convergence 6) to an equilibrium measure µ ∞ , which is a translation-invariant Gaussian measure on H . The similar convergence holds for t → −∞ since our system is time-reversible. We construct generic examples of the random initial datum satisfying all assumptions imposed. We get the explicit formulas (2.13)-(2.15) for the limiting correlation matrices.
We apply our results to the case of the Gibbs measures µ ± = g ± . Formally
We prove the convergence (1.6) in three steps using the strategy of [10, 18, 19] . I. The family of measures µ t , t ≥ 0 , is weakly compact in an appropriate Fréchet space. II. The correlation functions converge to a limit: for i, j = 0, 1,
III. The characteristic functionals converge to the Gaussian:
where Ψ is an arbitrary element of the dual space, and Q ∞ is the quadratic form with the integral kernel (Q ij ∞ (x, y)) i,j=0,1 . Property I follows from the Prokhorov Compactness Theorem by using methods of [23] . First, one proves a uniform bound for the mean local energy with respect to the measure µ t . The conditions of Prokhorov' Theorem then follow from Sobolev's Embedding Theorem. We deduce the uniform bound from the explicit expression for the correlation functions Q ij t (x, y) . The expression follows from the Kirchhoff formula for the solutions to (1.1). In particular, in the case u 0 (x) ≡ 0 , we have u(x, t) = 1 4πt 10) where dS(x ′ ) is the Lebesgue measure on the sphere S t (x) : |x ′ − x| = t . Property II also follows from explicit formulas for Q ij t (x, y) . The formula (1.10) allows to express the correlation functions Q ij t (x, y) in terms of integrals over spheres of radius t . In the limit, t → ∞ , the spheres become the planes. Respectively, Q ij ∞ (x, y) is expressed in terms of integrals of the Radon transform of initial correlation functions Q ij 0 (x, y) . We reduce the expressions to some convolutions.
Remarks i) The dynamics (1.1) is translation invariant, and its Fourier transform has a very simple form. However, the proof of (1.8) in Fourier transform is not transparent and requires additional efforts since our main assumption (1.4) is stated in the coordinate space. ii) Our proof of the convergence (1.8) in Sections 5 and 6 does not allow a simplification in the particular case of the Gibbs measures (1.7). This is related to the slow long-range decay of the correlation function Q 00 0 (x, y) ∼ |x − y| −1 , |x − y| → ∞ .
We deduce property III using the method of [10] . The method is based on a modification of the Bernstein room-corridor' argument, and it is suggested by the structure of the Kirchhoff formula (1.10): roughly speaking, (1.10) is "the sum" of weakly dependent random values devided by the square root of their "number". This observation allows us to reduce the proof of (1.9) to the Lindeberg Central Limit Theorem, similarly to [10] . We do not consider the case n = 2 : it requires a different approach since the strong Huyghen's principle breaks down.
Let us note that our mixing condition is weaker than that in [10] : this is necessary in the application to the Gibbs measures (1.7). Namely, we introduce different mixing coefficients for partial derivatives of the random solution at t = 0 : we assume that the long-range decay of the mixing coefficients depends on the order of the derivatives. Respectively, our proof requires new tools (see Sections 7, 9, 10) . For instance, the splitting (7.15) and the bound (9.5) play a crucial role.
All the three steps I-III of the argument rely on the mixing condition. Simple examples show that the convergence to a Gaussian measure may fail when the the mixing condition fails (see [10] ).
In conclusion, we extend the convergence in (1.6) to the equations with variable coefficients, that are constant outside a finite region. The extension follows immediately from our result for constant coefficients, using method of [10] . The method is based on the scattering theory for the solutions of infinite global energy, which is constructed in [10] .
The paper is organized as follows. In Section 2 we formally state our main result. We apply it to the Gibbs measure in Section 3. Sections 4-10 deal with the case of constant coefficients: the compactness (Property I) and the convergence (1.8) are proved in Sections 4-6. In Section 7 we introduce the 'room-corridor' method, in Section 8 we prove the convergence (1.9), and in Sections 9, 10 we check the Lindeberg condition. In Section 11 we establish the convergence (1.6) for variable coefficients. Appendix A concerns the Radon transform and convolution, and Appendix B concerns the Gaussian measures in the weighted Sobolev spaces.
Let us note that the equation (1.1) describes a continuous n -dimensional family of harmonic oscillators. Therefore, our result is an extension of the results [2, 21] that concern the infinite one-dimensional chains of harmonic oscillators.
Our formulas for the limit correlation functions correspond to the discrete one-dimensional version [2] . For instance, the position-momentum correlations have a power long-range decay. On the other hand, in [20, 16] the limit correlation functions are constructed for the finite chains of N oscillators with the "Langevin" boundary value conditions. In the limit N → ∞ the correlation functions have an exponential long-range decay. This means that this limit leads to another stationary measure of the infinite chain, different from [2, 21] .
The convergence to statistical equilibrium for the wave equation is established in [10] (see also [18, 19] ) for the case of a translation-invariant initial measure µ 0 . This corresponds to our result in the particular case T − = T + . The similar result has been proved for the KleinGordon equation, [9, 14] . If the initial measure µ 0 coincides with one of the equilibrium limit measures µ ∞ , the corresponding random solution Y (t) is mixing in time, [6, 7, 8] .
2 Main results
Notations
We assume that the initial datum Y 0 belongs to the phase space H defined below.
, endowed with the local energy seminorms (1.2) . ii) For any t ∈ IR , the operator
iii) The energy inequalities hold ∀R > 0 ,
, s ∈ IR, the local Sobolev spaces, i.e. the Fréchet spaces of distributions u ∈ D ′ (IR 3 ) with the finite seminorms
where
Using the standard techniques of pseudodifferential operators and Sobolev's Theorem (see, e.g. [13] ), it is possible to prove that H 0 = H ⊂ H −ε for every ε > 0 , and the embedding is compact. We denote by ·, · the scalar product in real Hilbert space
N or in its various extensions.
Random solution. Convergence to equilibrium
Let (Ω, σ, P ) be a probability space with the expectation E , let B(H) denotes the Borel σ -algebra in H . We assume that (H, B(H) ) , due to Proposition 2.2. We denote by µ 0 (dY 0 ) the Borel probability measure in H that is the distribution of Y 0 . Without loss of generality, we assume (Ω, Σ, P ) = (H, B(H), µ 0 ) and
Definition 2.4 µ t is the Borel probability measure in H that is the distribution of Y (t) :
Our main goal is to derive the convergence of the measures µ t as t → ∞ . We establish the weak convergence of µ t in the Fréchet spaces H −ε with any ε > 0 :
where µ ∞ is the Borel probability measure in the space H . By definition, this means the convergence
for any bounded continuous functional f (Y ) in the space H −ε .
Definition 2.5
The correlation functions of the measure µ t are defined by
if the expectations in the RHS are finite.
For a Borel probability measure µ in the space H we denote byμ the characteristic functional (Fourier transform)
A measure µ is called Gaussian (with zero expectation) if its characteristic functional has the formμ
where Q is a real nonnegative quadratic form in
Mixing condition
Let O(r) denote the set of all pairs of open subsets A, B ⊂ IR 3 of distance ρ(A, B) ≥ r , let α = (α 1 , α 2 , α 3 ) with integers α i ≥ 0 . Denote by σ iα (A) the σ -algebra of the subsets in H generated by all linear functionals
where ψ ∈ D with supp ψ ⊂ A . For d = 0, 1 let σ d be the σ -algebra generated by σ iα
We define the Ibragimov-Linnik mixing coefficient of a probability measure µ 0 on H (cf.
.
Definition 2.6
The measure µ 0 satisfies the strong uniform Ibragimov-Linnik mixing condition if for any
Below we specify the rate of the decay.
Main theorem
Let ν d ∈ C[0, ∞) denote some continuous nonnegative nonincreasing functions in [0, ∞) ( d = 0, 1, 2 ) with the finite integrals,
We also denote ν(r) = ν 2 (r) . We assume that the measure µ 0 satisfies the following conditions S0-S3:
S0 µ 0 has the zero expectation value,
The correlation functions of µ 0 have the form (1.4).
S2
The following derivatives are continuous and the bounds hold,
The measure µ 0 satisfies the strong uniform Ibragimov-Linnik mixing condition, and for
. Condition S3 implies the estimates (2.10) with i + |α| ≤ 1 , j + |β| ≤ 1 .
ii) The conditions S2 and S3 allow various modifications. We choose the variant which allow an application to the case of the Gibbs measures (1.7) (see the next section). Our mixing condition S3 is weaker than the mixing condition [10] which corresponds to S3 with the functions ν 0,1 (r) ≤ ν 2 (r) . On the other hand, the estimates (2.10) with d > 2 are not required in [10] .
be the fundamental solution of the Laplacian, i.e. △E = δ(x) for x ∈ IR 3 , and P (x) = −iF −1 sgn k 3 |k| where F −1 is the inverse Fourier transform. Define, for almost all x, y ∈ IR 3 , the matrix-valued function Denote by Q ∞ (Ψ, Ψ) the real quadratic form in D defined by
Our main result is the following theorem.
Theorem 2.8 Let S0-S3 hold. Then i) the convergence in (2.4) holds for any
ii) The limiting measure µ ∞ is a Gaussian equilibrium measure on H .
iii) The limiting characteristic functional has the form
where Q ∞ is the quadratic form with the integral kernel
Theorem 2.8 can be deduced from Propositions 2.9 and 2.10 below, by using the same arguments as in [23, Thm XII.5.2].
Proposition 2.9
The family of the measures {µ t , t ≥ 0} , is weakly compact in H −ε with any ε > 0 .
Proposition 2.10 For any
Proposition 2.9 is proved in Section 4 for a simple particular case, and in Section 6 for the general case. Proposition 2.10 is proved Sections 7, 8.
Examples 2.5.1 Gaussian measures
We construct the Gaussian initial measures µ 0 satisfying S0-S3. Let us take some Gaussian measures µ ± in H with correlation functions q ij ± (x − y) which are zero for i = j , while for i = 0, 1 ,
Then µ ± satisfy S0, S2 with the functions ν d (r) = C(1 + r) −1−d for a sufficiently large C > 0 . Let us take the functions ζ ± ∈ C ∞ (IR) s.t.
Let us introduce (Y − , Y + ) as a unit random function in the probability space (H × H, µ − × µ + ) . Then Y ± are Gaussian independent vectors in H . Define µ 0 as the distribution of the random function
Then correlation functions of µ 0 are 20) where
± are the correlation functions of the measures µ ± . Then S0 and S1 hold, and S2 follows for µ 0 with the same functions ν d (r) as for µ ± . Let us assume, in addition to (2.18) , that
Then the mixing condition (2.7) holds since φ d 1 ,d 2 (r) = 0 , r ≥ r 0 , and S3 follows. For instance, (2.18) and (2.21) hold ifq
where N ≥ 0 is an integer, 2N − s > 1 ( s = 4 − 2i ).
Non-Gaussian measures
Let us choose some odd nonconstant functions f 0 , f 1 ∈ C 4 (IR) with bounded derivatives. Let us define µ * 0 as the distribution of the random function (f
is a random function with the Gaussian distribution µ 0 from the previous example. Then S0, S1 and S3 hold for µ * 0 with some appropriate functions ν d since corresponding mixing coefficients φ * d 1 ,d 2 (r) = 0 for r ≥ r 0 . Therefore, S0 implies for the corresponding correlation functions Q * 0 (x, y) = 0 for |x − y| ≥ r 0 , so S2 also holds. The measure µ * 0 is not Gaussian since the functions f 0 , f 1 are bounded and nonconstant.
Application to Gibbs measures
We apply Theorem 2.8 to the case when µ ± are the Gibbs measures (1.7) corresponding to different positive temperatures T − = T + .
Gibbs measures
We will define the Gibbs measures g ± as the Gaussian measures with the correlation functions (cf. (1.7))
where x, y ∈ IR 3 . The correlation functions q ij ± do not satisfy condition S2 because of singularity at x = y . The singularity means that the measures g ± are not concentrated in the space H . Let us introduce appropriate functional spaces for measures g ± . First, let us define the weighted Sobolev space with any s, α ∈ IR .
Let us fix arbitrary s, α < −3/2 .
, with the norm
Introduce the Gaussian Borel probability measures g
, respectively, with characteristic functionalŝ
By the Minlos theorem, [3] , the Borel probability measures g
Finally, we define the Gibbs measures g ± (dY ) as the Borel probability measures g
Let g 0 (dY ) be the Borel probability measure in G s,α that is constructed as in the Example of previous section with µ ± (dY ) = g ± (dY ) . It satisfies S0 and S1 with q ij ± from (3.1). However, g 0 does not satisfy S2. Therefore, Theorem 2.8 cannot be applied directly to µ 0 = g 0 . G s,α ⊂ H s by the standard arguments of pseudodifferential equations, [13] . The next lemma follows by Fourier transform from the finite speed of propagation for wave equation.
Convergence to equilibrium
Let Y 0 be the random function with the distribution g 0 , hence Y 0 ∈ G s,α a.s. Denote by g t the distribution of U(t)Y 0 .
Theorem 3.4 Let s < −5/2 . Then there exists a Gaussian Borel probability measure g ∞ in H s such that
Proof Let us fix an s < −5/2 and introduce the random function Y
−N with any δ, N > 0 and with a = a(δ) . This follows from the convolution representation
with a rapid long-range decay. S2 also holds for g 
where g s ∞ is a Gaussian measure in H . Therefore,
The limiting measure g ∞ is Gaussian with the correlation matrix
, where 
Limit energy current density
Let u(x, t) be the random solution to (1.1) with the initial measure µ 0 satisfying S0-S3. The mean energy current density is Ej(x, t) = −Eu(x, t)∇u(x, t) . Therefore, in the limit t → ∞ , Ej(x, t) → j ∞ = ∇q 10 ∞ (0). Respectively, in the case of the "Gibbs" initial measure g 0 , the expression (3.7) for the limiting correlation function implies formally that
Hence, formally we have the "ultraviolet diverging" limit mean energy current density,
On the other hand, for the convolution U(t)(Y 0 * θ) the corresponding limiting mean energy current density is finite,
if θ(x) is axially symmetric with respect to Ox 3 ; C θ > 0 if θ(x) ≡ 0 . 
Proof Assumption S2 and Proposition 2.2 iii) imply by the Fubini Theorem the existence of the correlation functions in (2.6), where
We bound for example the integral of Q 
Let us assume for a moment that
Then (4.3) implies the uniform bound
Hence, the bound follows,
Next we remove the additional assumption (4.4) by the following known lemma on spherical integral identity, [12] .
Lemma 4.2 Let h(r) ∈ C(0, +∞)
. Then for any r 0 ≥ 0 and x ′′ ∈ S t (x) the identity holds, 
Then (4.6) follows without the assumption (4.4). The assumption on the a.s. continuity of v 0 (x) can be removed by a convolution with a function θ ∈ D . 2
Convergence of correlation functions
Here we prove the convergence (1.8) of the correlation functions of measure µ t . This implies the convergence of the characteristic functionalsμ t in the case of Gaussian measures µ 0 , µ ± .
Lemma 5.1 Let S0-S2 hold. The following convergence holds as
Proof We prove the lemma again for i = j = 0 in the particular case, u 0 ≡ 0 almost surely. The general case is considered in Section 6. Let us assume for a moment that the function v 0 (z) is continuous almost surely. Then the Kirchhoff formula (1.10) and the Fubini Theorem give
This integral is the convolution of Q 11 0 (x, y) in both variables x, y with a distribution of compact support. The convolution of distributions with compact support is commutative. Therefore, the assumption on the a.s. continuity of v 0 (x) can be removed by a convolution with a function θ ∈ D . Changing the variables x ′ = x + ωt in the right hand side of (5.2), we get
Let us recall that ν(r) ≡ ν 2 (r) .
Here d 2 p is the Lebesgue measure on the plane p · ω = v · ω . Note that the integrals with ± are identical and converge due to (2.8). Hence, the operator R :
continuous with the obvious norm in C ν : f Cν = sup Proof of Lemma 5.3. For a moment we assume additionally (4.4). Denote by I 11 the inner integral entering (5.3):
Change the variables y ′ = y + ωt + p and denote R = |x − y| . (4.4) implies that Q 11 0 (x + ωt, y + ωt + p) = 0 for |p| ≥ r 0 + R , hence (5.7) becomes
where B 0 denotes the ball |p| ≤ r 0 + R . The sphere S t (−ωt) contains the point 0 , hence in a neighborhood of the origin the sphere converges to its tangent plane ω ⊥ as t → ∞ . Further, consider the case ω 3 < 0 and ω 3 > 0 separately. For ω 3 < 0 and sufficiently large t > t(ω) > 0 ,
Then S1 implies that
Therefore, if ω 3 < 0 , 
Correlation functions in general case
We prove Lemmas 4.1 and 5.1 in the general case. Let us assume for a moment that u 0 ∈ C 1 (IR 3 ) and v 0 ∈ C(IR 3 ) almost surely. Then we apply the general Kirchhoff formula for the solution u(x, t) to the Cauchy problem (1.1): formally, u(x, t) = 1 4πt
. It implies similarly to (5.2),
Proof of Lemma 4.1 in the general case We will prove the uniform bounds for Q 00 t (x, x) , ∇ x · ∇ y Q 00 t (x, y)| x=y and Q 11 t (x, x) . Then (4.2) implies (4.1).
Step 1 (6.2) represents Q .8)),
Step 2 Q 
Lemma 6.1 The integral I 00
t (x, y) converges to zero as t → ∞ .
Proof The assumption S2 implies
Therefore, Lemma 4.2 implies
Now (2.8) implies the convergence to zero by the Lebesgue theorem. 2 Lemma 4.1 is proved in the general case.
2
Proof of Lemma 5.1 in the general case We will consider i = j = 0 . The other cases can be considered similarly.
Step 1 The integrals of D α,β
converge to zero by Lemma 6.1. For the integrals of D α,β
convergence follows by the method of the proof of Lemma 5.3. Let us define for the functions
With the obvious norm in C
is continuous. For instance, the operator P can be applied to q
. Now, (6.2) and the method of proof of Lemma 5. (6.6)
Step 2 It remains to prove that q 00 * = q 00 ∞ . First, let us prove that
In fact, ∆(R∆q 
similar to (4.7) with t = ∞ . This integral is bounded uniformly in |ω| = 1 and converges to zero if |x| → ∞ and x = |x|θ with θ · ω = 0 . Therefore, (6.8) follows from (5.4) by the Lebesgue theorem. Further, |f (x)| ≤ |g(x)| + ν 0 (|x|) again by S2. At last, ν 0 (r n ) → 0 for some sequence r n → ∞ due to (2.8). Finally, the maximum principle and (6.8) imply for any fixed
Therefore, f (x) ≡ 0 and (6.7) is proved. Further, let us consider the terms with P in (6.6). Obviously, Pf is a convolution. We prove the next lemma in Appendix A. Let us recall
Let us assume for a moment that all the correlation functions q kl ± (·) are smooth and have a rapid decay. Then (6.6) coincides with (2.13) by (6.7) and Lemmas 5.4, 6.2. In the general case we consider the formula (6.10) as the definition of the convolutions with P , entering (2.13)-(2.15). Lemma 5.1 is proved in the general case. 2 7 Bernstein's argument for the wave equation
In this and the subsequent section we develop a version of the Bernstein 'room-corridor' method. We use the standard integral representation for the solutions, divide the domain of integration into 'rooms' and 'corridors' and evaluate their contribution. As the result, U(t)Y 0 , Ψ is represented as the sum of weakly dependent random variables. We evaluate the variances of these random variables that will be important in next section. For the wave equation the similar method has been used in [10, Section 6] for an odd n ≥ 3 . Our mixing condition S3 is different from [10] (see Remark 2.7). Respectively, the method of [10] requires a suitable modification.
Denote by E t (x) ≡ E(x, t) = 1 2π δ(|x| 2 − t 2 ) the fundamental solution to the wave equation. The support of E t is the sphere S t = {x ∈ IR 3 : |x| = t} . Therefore, the dynamical group U(t) of the problem (1.2) is the convolution operator
Next we introduce a 'room-corridor' partition of the space IR 3 . Given t > 0 , choose d ≡ d t ≥ 1 and ρ ≡ ρ t > 0 and an integer N ≡ N t > 0 . Asymptotic relations between t , d t and ρ t are specified below. Define
We divide the sphere S t by the planes orthogonal to the axis Ox 3 into the slabs which we call the "rooms" R t k (k = 1, ..., N) , separated by the "corridors"
is the width of a room, and ρ of a corridor. Then
For any region Σ ⊂ S t we define the distribution E t,Σ with the support in Σ
). For any region Σ ⊂ S t we define the distributionĖ t,Σ :
Then for Σ = S t we haveĖ t,Σ =Ė t . Let us denote
We define the random variable
where Ψ ∈ D is a fixed function from (2.17). For instance, define
(7.9) (7.5) implies that
Lemma 7.1 Let S0, S3 hold. The following bounds hold for t > 1 and ∀k
Proof. We prove the following estimate: for any region Σ ⊂ S t
Then (7.11) and (7.12) would follow from this estimate with Σ = R k t and Σ = R k t , respectively, as |R k t | = 2πtd t and |C k t | = 2πtρ t . Now we prove (7.13). From (7.7) and (7.8) it follows that for Ψ = (
Substituting (7.6) in the first and the last terms in the RHS of (7.14), we get
Hence,
Here M ≤ 6 , c j (t) is a bounded function for t ≥ δ > 0 , w j is one of t −1 u 0 , ∇u 0 or v 0 ,
We have supp Ψ ⊂ B r 0 = {x ∈ IR 3 : |x| ≤ r 0 } (7.17)
with an r 0 > 0 . Since x, y ∈ supp θ j ⊂ supp Ψ ⊂ B r 0 , |x − z − y + p| ≥ (|z − p| − 2r 0 ) + , where s + = max(s, 0) , s ∈ IR . Since ν d (r) are non-increasing functions, (7.16) and S3 imply
Then Lemma 4.2 and (2.8) imply as in Lemma 6.1,
Convergence of characteristic functionals
In this section we complete the proof of Proposition 2.10. If Q ∞ (Ψ, Ψ) = 0 Proposition 2.10 is obvious, due to (5.1). Thus, we may assume that
Choose 0 < δ < 1 , and
The following limit holds true:
Proof. Since ν d (r) are non-increasing functions, (2.8) implies
Then (8.2) implies (8.3). 2
By the triangle inequality, . We are going to show that all the summands I 1 , I 2 , I 3 tend to zero as t → ∞ .
Step (i) Eqn (7.10) implies
¿From (8.5), (7.12) and (8.2) we obtain that
Step (ii) By the triangle inequality,
where Q t is the quadratic form with the integral kernel Q ij t (x, y) . Eqn (5.1) implies I 21 → 0, t → ∞ . As to I 22 , we first obtain that
The next lemma is a corollary of ([11, Lemma 17. 
Then (7.12), (8.10) and Lemma 8.1 imply
So, I 21 , I 22 , I 23 tend to zero, as t → ∞ . Then (8.7) implies
Step (iii) It remains to verify
Using Lemma 8.2, ii) we obtain:
We then apply Lemma 8.2, ii) recursively and get, according to Lemma 8.1,
14)
It remains to verify the convergence
According to the standard statement of the Central Limit Theorem (see, e.g. [17, Thm 4.7] ) it suffices to verify the Lindeberg condition: ∀ε > 0
, and E δ f ≡ E(X δ f ) , where X δ is the indicator of the event |f | > δ 2 . Note that (8.12) and (8.1) imply
Hence it remains to verify that ∀ε > 0
We check (8.17) 
The Lindeberg condition
The proof of (8.17) can be reduced to the case when for some b ≥ 0 we have, almost surely that
The general case can be covered by the standard cutoff argument in the following way. We decompose Y 0 in two summands: the first one, satisfying the estimate (9.1), and the remainder. For large b , the dispersion of the remainder is small due to S2, S3 and Lemma 8.2, i), then the dispersion (7.11) of the corresponding variables r
The same proof is valid for the case y 3 , y 4 ∈ I 3 . Now let us assume that y 3 , y 4 ∈ I 2 , for instance, y 3 ∈ I 1 , y 4 ∈ I 3 . Then S0, S3 imply (10.3), since by Lemma 8.2, ii)
The proof for the case y 3 ∈ I 3 , y 4 ∈ I 1 is the same. 2
Remark For a translation-invariant measure µ 0 the estimate similar to (10.3) is obtained in [1, inequality (20. 42)].
Step 2 (10. ∂ j (a jk (x)∂ k u(x, t)) − a 0 (x) u(x, t), x ∈ IR 3 , t ∈ IR, u| t=0 = u 0 (x),u| t=0 = v 0 (x), (11.1) where ∂ j ≡ ∂ ∂x j . We assume the following properties E1-E3 of Eqn (11.1).
E1 a jk (x) = δ jk + b jk (x) , where b jk (x) ∈ D ; also a 0 (x) ∈ D .
E2 a 0 (x) ≥ 0 , and the hyperbolicity condition holds: ∃α > 0 s.t.
E3 Non-trapping condition holds, [22] : for (x(0), k(0)) ∈ IR 3 × IR 3 with k(0) = 0 |x(t)| → ∞, t → ∞, (11.3) where (x(t), k(t)) is a solution to the following Hamiltonian systeṁ x(t) = ∇ k H(x(t), k(t)),k(t) = −∇ x H(x(t), k(t)).
Example. E1-E3 hold in the case of constant coefficients, a jk (x) ≡ δ ij . For instance, E3 hold becausek(t) ≡ 0 ⇒ x(t) ≡ k(0)t + x(0) . Let µ(du) be a Gaussian translation invariant measure in H s,α with a correlation function Q(x, y) = q(x − y) . Let us introduce the following correlation function C(k, η) ≡ û(k)û(η)µ(du) (13.2) in the sense of distributions. Since u(x) is real-valued, we get C(k, η) = F x→k F y→−η Q(x, y) = C n δ(k − η)q(k). 
