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Abstract
Stochastic gradient descent (SGD) algorithm is widely used for parameter estimation
especially in online setting. While this recursive algorithm is popular for computation
and memory efficiency, the problem of quantifying variability and randomness of the
solutions has been rarely studied. This paper aims at conducting statistical inference of
SGD-based estimates in online setting. In particular, we propose a fully online estima-
tor for the covariance matrix of averaged SGD iterates (ASGD). Based on the classic
asymptotic normality results of ASGD, we construct asymptotically valid confidence
intervals for model parameters. Upon receiving new observations, we can quickly up-
date the covariance estimator and confidence intervals. This approach fits in online
setting even if the total number of data is unknown and takes the full advantage of
SGD: efficiency in both computation and memory.
1 Introduction
Model-parameter estimation through optimization of an objective function is a fundamental
idea in statistics and machine learning. Here we consider the classic setting where the true
model parameter x∗ ∈ Rd can be characterized as the minimizer of a convex objective
function F (x) from Rd to R, i.e
x∗ = arg min
x∈Rd
F (x). (1)
The objective function F (x) is defined as F (x) = Eξ∼Πf(x, ξ), where f(x, ξ) is a loss
function and ξ is a random variable following the distribution Π.
In recent years, extremely large datasets and streaming data arise frequently. Classic
deterministic optimization methods which require to store all the data are not appealing
due to the expensive memory cost and computational inefficiency. To resolve these issues,
one can apply Robbins-Monro algorithm (Robbins and Monro, 1951; Kiefer and Wolfowitz,
1952), also known as Stochastic Gradient Decent (SGD), especially for online learning (Bot-
tou, 1998; Mairal et al., 2010; Hoffman et al., 2010). Set x0 as the initial point, the i-th
iteration through SGD algorithm takes the following form
xi = xi−1 − ηi∇f(xi−1, ξi), i ≥ 1 (2)
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where {ξi}i≥1 is a sequence of i.i.d sample from the distribution Π, ∇f is the gradient of
f(x, ξ) with respect to the first argument x, and ηi is the step size at the i-th step. This
recursive adaptive algorithm performs one update at a time and does not need to remember
examples in previous iterations. It is therefore computationally efficient, memory friendly,
and able to process data on the fly.
Despite these advantages, SGD performs frequent updates with a high variability and
the outcomes can fluctuate heavily. A crucial problem is to understand the variability
and randomness of the solutions. In this paper, we address the uncertainty quantification
problem in online setting where data can arrive in a stream or sequentially. We propose
a fully online approach to estimate the covariance matrix of SGD-based estimate. The
efficient algorithm is recursive and can perform immediate update as new data coming in,
which follows the spirit of SGD. The computational and memory complexity at update step
is O(d2), which does not depend on the sample size. With the estimated covariance matrix,
we can conduct statistical inference and construct confidence intervals for model parameters
in a fully online fashion.
Before discussing our method, we provide a brief review on literature about SGD. The
convergence properties and asymptotic normality of SGD iterates have been studied exten-
sively (Blum, 1954; Dvoretzky, 1956; Robbins and Siegmund, 1971; Fabian, 1968; Ljung,
1977; Lai, 2003). To investigate the asymptotic behavior of SGD, Polyak and Juditsky
(1992) and Ruppert (1988) introduced the averaged SGD (ASGD), a simple modification
where iterates are averaged, and established the asymptotic normality of the obtained es-
timate. Moreover, it is known that ASGD estimates achieves the optimal central limit
theorem rate OP (1/
√
n) by running SGD for n iterations under certain regularity condi-
tions. Differently from the ASGD algorithm, Toulis and Airoldi (2017) introduced implicit
SGD procedures and analyzed the asymptotic behavior. Many other variants of SGD for
various loss functions have also been developed recently (Rakhlin et al., 2012; Moulines and
Bach, 2011; Hazan and Kale, 2014; Bach and Moulines, 2013; Duchi et al., 2011; Kingma
and Ba, 2015). Our method and analysis rely on the ASGD estimates and its asymptotic
normality in later discussions.
In addition to convergence and error bounds of SGD-based estimators, statistical infer-
ence based on SGD starts to gain more attention recently. That is, instead of only focusing
on point estimators, one is interested in assessing the uncertainty of the estimates through
their confidence intervals/regions. Chen et al. (2019) introduced the inference problem and
proposed a batch-means method to construct asymptotically valid confidence interval based
on asymptotic normality of ASGD. Fang et al. (2018) and Fang (2019) proposed bootstrap
procedures for constructing confidence intervals through perturbed-SGD. Meanwhile, vari-
ants of SGD algorithm and corresponding inference in non-asymptotic fashion are studied
in Su and Zhu (2018) and Liang and Su (2019).
Our work in this paper is applicable to vanilla SGD, which is mostly widely used in
practice. We use the ASGD iterate
x¯n = n
−1
n∑
i=1
xi
2
as the estimate for model parameter at the n-th step. We set step size ηi = ηi
−α(i ≥ 1)
with η > 0 and α ∈ (0.5, 1) as suggested by Polyak and Juditsky (1992). Define
A = ∇2F (x∗), S = E ([∇f(x∗, ξ)][∇f(x∗, ξ)]T ) . (3)
From Polyak and Juditsky (1992), under suitable conditions x¯n have the asymptotic nor-
mality: √
n(x¯n − x∗)⇒ N(0,Σ), (4)
where Σ = A−1SA−1, which is known as the “sandwich” form of the covariance matrix. To
leverage the asymptotic normality result for inference, it is critical to estimate the asymp-
totic covariance matrix Σ. Our goal is to obtain an online estimate of the asymptotic
covariance matrix of
√
nx¯n, i.e., Σ, based only on the SGD iterates {x1, x2, ...}. Our ap-
proach is attractive in situations where the computation for A−1 and S are difficult, which
is quite typical in practice. With the estimate, we can perform uncertainty quantification
and statistical inference with desirable computation and memory efficiency.
In the time-homogeneous Markov chain or stationary process case, namely {xi}i≥1 is
a stationary process, Var(
√
nx¯n) →
∑∞
i=−∞ cov(x0, xi) is long run variance, which plays a
fundamental role in statistical inference of stationary processes. To estimate the long run
variance, one can apply batch-means method (Glynn and Whitt, 1991; Flegal and Jones,
2010; Politis et al., 1999; Lahiri, 2003). Properties of overlapping and non-overlapping
batch-means estimators are discussed in (Politis et al., 1999; Lahiri, 2003).
Things become more complicated here since SGD iterates form a non-stationary Markov
Chain. To apply to SGD, Chen et al. (2019) modified the classic non-overlapping batch-
means by allowing increasing batch size and shows that the batch-means can be applied
to estimate covariance matrix of ASGD iterates. However, a serious drawback of their
approach is that it is not online fashion, which requires the information on the total number
of iterations n (i.e., the sample size) as a priori. In other words, when a new data point xn+1
arrives later, their algorithm needs to re-compute their estimate from the beginning and
cannot update it within O(d2) computation, where d is the dimensionality of the parameter
vector x. It is not in line along with the spirit of SGD, where the sample size n is usually
unknown.
To address the above problems, we develop in this paper a different construction of
batch-means, a fully online approach for asymptotic covariance matrix estimation. The
construction does not depend on sample size and can perform real-time update recursively,
which fits in our online setting. To achieve this goal, we design an overlapping batch
construction, which greatly extends the non-overlapping one in Chen et al. (2019). Similar
to the recursive nature of SGD, our algorithm updates the covariance estimate once at a time
only through the stochastic gradient of the loss function at the current data point and results
from last step within O(d2) computation. Note that since we are learning a d×d covariance
matrix, it requires at least O(d2) computation to update the covariance matrix. Our idea
of recursive estimation is motivated by Wu (2009), who studies the long-run variance of a
stationary and ergodic process. However, the SGD iterates in (2) form a non-homogeneous
(non-stationary) Markov Chain since the step size ηk needs to decay as k increases, for
example ηk = ηk
−α for α ∈ (0.5, 1) as suggested by Polyak and Juditsky (1992). Hence,
the asymptotic behavior of SGD and stationary process are fundamentally different. The
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construction, which is associated with batch size, is novel and different for SGD iterates and
stationary sequence. This non-stationarity also brings substantial difficulties in technical
analysis. The convergence of our estimator is far from being trivial. We formally establish
the consistency and convergence rate of our recursive estimator.
We summarize our contributions as follows. In practice, the fully online fashion is
important for applications where data come in a stream and real-time update of parameter
estimation is needed as data arrives before seeing future data. Our method is recursive and
efficient in both computation and memory. In particular, the computational and memory
complexity at an update step is O(d2), and the total computational cost only scales linearly
in n. In terms of theoretical merits, the proposed estimator is the first fully online fashion
estimator with rigorous convergence property for asymptotic covariance of ASGD. We show
that the convergence rate of our recursive estimator is at least as good as non-recursive
estimator in general case. We also show that the rate is even faster in a special case of
mean estimation model.
1.1 Organization and Notation of the Paper
The remaining of this paper is organized as follows. In Section 2, recursive estimator for
asymptotic covariance of ASGD iterates and corresponding algorithm are proposed. Also,
confidence intervals/regions based on our recursive estimator are constructed for statistical
inference. In Section 3, we present some existing results and assumptions. Then we show
that the recursive estimator is consistent and obtain the desired convergence rate. Simu-
lation study to verify the convergence rate of the recursive estimator and asymptotically
valid coverage of the confidence interval is in Section 4. Further discussion and future work
are presented in Section 5.
Through out the paper, for a vector a = (a1, ..., ad) ∈ Rd, ‖a‖2 is defined as vector
l2 norm ‖a‖2 =
√∑d
i=1 a
2
i . For a matrix A = (aij) ∈ Rd×d, we use ‖A‖F to denote
Frobenius norm ‖A‖F =
√∑d
i=1
∑d
j=1 a
2
ij , and ‖A‖2 to denote operator norm ‖A‖2 =
sup‖x‖2≤1 ‖Ax‖2. When A is positive semi-definite, λA denotes the largest eigenvalue of
A and tr(A) denotes its trace. We use Id to denote a d × d identity matrix. For positive
sequences {an}n∈N and {bn}n∈N, an . bn means there exist some constant C such that
an ≤ Cbn for all large n. And an  bn if both an . bn and bn . an hold. For t ∈ R,
btc means the largest integer less than or equal to t. Constant C will be of different
values in different equations for notation simplicity. We define conditional expectation
En−1(.) = E(.|Fn−1), where Fn−1 is σ-Algebra generated by {ξi}i=1,...,n−1. Moreover, we
use ⇒ to denote convergence in distribution.
2 ONLINE APPROACH
2.1 Recursive Estimator for Asymptotic Covariance Matrix
Let {am}m∈N be a strictly increasing integer-valued sequence with a1 = 1. Other values
of {am} will be specified later. For SGD iterates {xi}i≥1 in (2), the pre-defined sequence
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{am}m∈N introduces big batches as follows:
{xa1 , ..., xa2−1}, {xa2 , ..., xa3−1}, ..., {xam , ..., xam+1−1}, ... (5)
These big batches are only used for motivating the construction of small batches. So we
name them as motivating batch in this paper to avoid confusion. Define another sequence
{ti}i∈N as ti = am when i ∈ [am, am+1). In other words, ti is defined as the index of the
starting point of the motivating batch which xi belongs to. For i-th iterate xi, we construct
a new batch Bi including previous data points from iterations ti to i, i.e.,
..., xti−1, {xti , ..., xi}, xi+1, ...
Bi
Based on the batch Bi = {xti , ..., xi}, we compute an effect term of xi on the final variance
estimate. It is added to the covariance estimate with a novel re-weighting step. The recursive
estimator Σ̂n at n-th step is then defined as
Σ̂n =
∑n
i=1
(∑i
k=ti
xk − lix¯n
)(∑i
k=ti
xk − lix¯n
)T∑n
i=1 li
, (6)
where li = i − ti + 1 = |Bi|. The estimate Σ̂n in (6) is based on n overlapping batches
{Bi}i=1,...,n with varying batch size. Next, we will show that the estimator Σ̂n can be
computed recursively. For batch Bi = {xti , ..., xi}, we define batch sum Wi as
Wi =
i∑
k=ti
xk. (7)
The batch sum can be updated recursively. When xi+1 is in the same big batch as xi, i.e
ti+1 = ti = am for some m, then Wi+1 = Wi + xi+1. When xi+1 belongs to the next big
batch, i.e ti+1 = am+1, then Wi+1 = xi+1. Equation (6) can be expanded as
Σ̂n =
∑n
i=1WiW
T
i +
∑n
i=1 l
2
i x¯nx¯
T
n − 2 (
∑n
i=1 liWi) x¯
T
n∑n
i=1 li
. (8)
To further simplify the form, we introduce four more component terms:
Vn =
n∑
i=1
WiW
T
i , Pn =
n∑
i=1
liWi.
vn =
n∑
i=1
li, and qn =
n∑
i=1
l2i .
(9)
They can be computed recursively since both Wi and li can be updated recursively. Now,
Σ̂n can be finally rewritten as
Σ̂n =
Vn + qnx¯nx¯
T
n − 2Pnx¯Tn
vn
, (10)
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Algorithm 1: Update ASGD estimator and its asymptotic covariance matrix estimate
recursively
Input: object function f(·), parameter (α, η), step size ηk = ηkα for k ≥ 1,
pre-defined sequence {ak}.
Initialize: k0 = 0, v0 = P0 = U0 = V0 = W0 = x¯0 = 0, x0;
For n = 0, 1, 2, 3, ...
Receive: new data ξn+1
Do the following update:
1. xn+1 = xn − ηn+1∇f(xn, ξn+1);
2. x¯n+1 = (nx¯n + xn+1)/(n+ 1);
3. kn+1 = kn + 1{n+1=akn+1};
4. ln+1 = n+ 2− tn+1;
5. qn+1 = qn + l
2
n+1;
6. vn+1 = vn + ln+1;
7. Wn+1 = xn+1 +Wn1{kn=kn+1};
8. Vn+1 = Vn +Wn+1W
T
n+1;
9. Pn+1 = Pn + ln+1Wn+1;
10. V ′n+1 = Vn + qnx¯nx¯Tn − 2Pnx¯Tn ;
Output: ASGD estimator x¯n+1, estimated covariance Σ̂n+1 = V
′
n+1/vn+1
All five component terms in (10): Vn, qn, Pn, vn, x¯n can be updated recursively. Thus we
can update Σ̂n only through the results in the (n−1)-th step and the new iterate xn within
O(1) steps.
To summarize, we propose Algorithm 1 to recursively compute the covariance matrix
estimate. As shown in Algorithm 1, the five components of Σ̂n+1 can be easily updated
from their values in the n-th step. There is no need to store all the data in previous steps
or recompute anything else. The memory complexity is O(d2), which is independent of
the sample size n. In the update step, the computational complexity is also O(d2). Then
the total computational cost scales linearly in n. It is much more efficient as compared to
non-recursive methods and naturally fits to online learning scenarios.
The estimator Σ̂n in (6) uses overlapping batches and it is an overlapping estimator.
Batches Bi and Bj are overlapped when am ≤ i ≤ j < am+1 for some m. Alternatively,
we can construct a non-overlapping estimator with slightly simpler form and comparable
finite sample performance. Define set Sn = {n}
⋃{ai − 1 : i > 1, ai ≤ n}, the alternative
non-overlapping estimator is defined as
Σ̂n,NO =
∑
i∈Sn
(∑i
k=ti
xk − lix¯n
)(∑i
k=ti
xk − lix¯n
)T
∑
i∈Sn
li
. (11)
The estimate Σ̂n,NO in (11) is based on non-overlapping batches in (5). The non-overlapping
estimator is also recursive and can perform real-time update. The algorithm is almost the
same as the overlapping one with same computational and memory complexity. One can
follow the above derivation to modify algorithm 1. In the stationary process case, Lahiri
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(2003) showed that the mean squared error of the non-overlapping estimator is 33% larger
than that of the overlapping batch-means estimator, while the convergence rates are the
same. Due to its simpler structure, we also introduce the non-overlapping version here since
it is easier to analyze theoretically. In a mean estimation model we can obtain the precise
order of the mean squared error; see Section 3.1.
The remaining question is to specify the sequence {ak}k∈N. The pre-defined sequence
does not depend on n. This ensures that we can construct batches even if the total number
of data is unknown and the incoming data will not affect the recursive estimation process.
In Section 3.3, we show that ak are required to take polynomial form so that the recursive
estimator is consistent. Next, we are going to give some intuitive explain and one example
of choice.
The formula in (6) bears a certain similarity to the sample covariance matrix Sn =
n−1
∑n
i=1(xi − x¯n)(xi − x¯n)T . On the other hand, in contrast to the standard sample
covariance matrix where xi are independent, our SGD iterates xi in (6) are highly correlated.
In other words, we cannot ignore the covariance between data as in the construction of
sample covariance matrix. According to (2), correlation between xi and xj diminishes as
the distance (j− i) becomes larger, while correlation between xi and xi+1 becomes stronger
as i goes to infinity. The idea of recursive estimator is to choose sequence (ak)k∈N and
form big motivation batches as mentioned above such that correlation between xi and xj
is sufficiently small when they are in different motivation batches. So when considering
effect of xi, we just trace back to the starting of the motivation batch, i.e construct batch
{xti , ...xi}. As mentioned before, we should choose {ak}k∈N such that the strength of
correlation between iterates in different batches is negligible. Recall that the i-th iterate xi
through SGD takes the form
xi = xi−1 − ηi∇f(xi−1, ξi).
Let δi = xi − x∗ be the error sequence, where x∗ is the minimizer in (1). Then
δi = δi−1 − ηn∇F (xi−1) + ηii, (12)
where i = ∇F (xi−1)−∇f(xi−1, ξi). The sequence {i} is a martingale difference when the
gradient operator and expectation can be exchanged since
Ei−1i = ∇F (xi−1)− Ei−1∇f(xi−1, ξi) = 0. (13)
Note that∇F (x∗) = 0 since x∗ is the minimizer of F (x). By Taylor’s expansion of∇F (xi−1)
around x∗, we have∇F (xi−1) ≈ ∇Aδi−1, where A = ∇2F (x∗). Thus, by modifying equation
(12) with ∇F (xi−1) approximated by Aδi−1, for large i
δi ≈ (I − ηiA)δi−1 + ηii. (14)
Then for the i-th iterate xi and the j-th iterate xj (assume j < i), the strength of
correlation between them is roughly
Πik=j+1 ‖Id − ηkA‖2 ≤ (1− ηλAi−α)i−j , (15)
when ηk = ηk
−α. To make the correlation small, one can choose i − j = Ki(α+1)/2, where
K is a large constant. Then the correlation is less than (1− ηλAi−α)Kiαi(1−α)/2 , which goes
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to zero as i goes to infinite. Combining the correlation between xi and xj and the form of
i− j, a reasonable setting is that the sequence {ak}k∈N satisfies
ak − ak−1 = Ka(α+1)/2k . (16)
Let ak increase polynomially, i.e., ak = Ck
β for some constant C. Solve equation (16), we
obtain that β = 2/(1− α). Thus a natural choice of ak is
ak =
⌊
Ck2/(1−α)
⌋
. (17)
Actually, this is also the best choice as we discussed in Section 3.3.
2.2 Statistical Inference
Now the asymptotic covariance matrix Σ can be approximated through the recursive estima-
tor Σ̂n proposed above. Based on the asymptotic normality of ASGD in (4), the (1−q)100%
confidence interval for i-th coordinate of x∗, x∗i , can be constructed as[
x¯n,i − z1−q/2
√
σ̂ii/n, x¯n,i + z1−q/2
√
σ̂ii/n
]
, (18)
where x¯n,i is the i-th coordinate of x¯n, z1−q/2 is the (1 − q/2)-th percentile of a standard
Gaussian distribution and σ̂ii is the i-th diagonal of the recursive estimator. The confidence
interval is constructed in a fully online fashion since both x¯n,i and σ̂ii can be computed
recursively. Joint confidence regions and more general form of confidence intervals are
mentioned in Section 3.4.
3 THEORETICAL RESULTS
3.1 Preamble: Mean Estimation Model
In this section, we consider the simple mean estimation model:
y = x∗ + e,
where x∗ ∈ R is the mean we want to estimate, e is the random error with mean 0. Let
{yi}i∈N be a sequence of i.i.d sample from the model. Consider the squared loss function at
x, F (x) = 12(y − x)2. The i-th SGD iterate takes the form
xi = xi−1 + ηi(yi − xi−1), i ≥ 1, (19)
where we choose the step size ηi = ηi
−α, α ∈ (12 , 1). Then the error δi = xi − x∗ takes the
form
δi = (1− ηi)δi−1 + ηiei.
where ei are i.i.d mean 0 errors. In this case, one can have an explicit form of var(
√
nx¯n)
and Σ̂n,NO. Additionally we can have an explicit form for the order of magnitude of the
mean squared error of Σ̂n,NO. Let the variance var(
√
nx¯n) = σn. We have the following
proposition.
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Proposition 1. For k ≥ 2, let ak = bckβc, where β > 1 and c > 0 are constants. Given
the SGD iterates defined in (19), we have
E(Σ̂n,NO − σn)2  n−
1
β + n
2α+ 2
β
−2
. (20)
Choose β = 3/(2(1 − α)). The above proposition asserts that, in the mean estimation
model, the convergence rate of the mean squared error of our recursive non-overlapping
variance estimate is n−2(1−α)/3. For α close to 1/2, the latter rate approaches n−1/3. This
rate is faster than that of batch-means estimator in Chen et al. (2019), which is n−1/4. So,
besides the advantage of recursive property, our estimator improves the convergence rate.
For general case, the analysis is much more complicated due to the nonlinearity. An
upper bound for the convergence of recursive overlapping estimator is given in Section 3.3.
3.2 Assumptions and Existing Convergence Results
In the work of Polyak and Juditsky (1992), assumptions on objective function F (x) and
martingale difference n are proposed to prove the asymptotic normality of ASGD estimate.
Those assumptions are necessary for our problem since we adopt the ASGD as the point
estimator and require the asymptotic normality for statistical inference. Those assumptions
as well as some error bounds are also proposed in other literatures. We impose similar
assumptions here and review some existing results in this section.
Assumption 1. Assume that the objective function F (x) is continuously differentiable and
strongly convex with parameter µ > 0. That is, for any x1 and x2,
F (x2) ≥ F (x1) + 〈∇F (x1), x2 − x1〉+ µ
2
‖x1 − x2‖22.
Furthermore, assume that ∇2F (x∗) exists and ∇F (x) is Lipschitz continuous in the sense
that there exist L > 0 such that,
‖∇F (x1)−∇F (x2)‖2 ≤ L‖x1 − x2‖2.
Assumption 2. Let error sequence δn = xn − x∗ and gradient difference sequence n =
∇F (xn−1)−∇f(xn−1, ξn). The following hold:
1). The function f(x, ξ) is continuously differentiable with respect to x for any ξ and
‖∇f(x, ξ)‖2 is uniformly integrable for any x. So En−1∇f(xn−1, ξn) = ∇F (xn−1),
which implies that En−1n = 0.
2). The conditional covariance of n has an expansion around S which satisfies the follow-
ing: ∥∥En−1nTn − S∥∥2 ≤ C (‖δn−1‖2 + ‖δn−1‖22) , (21)
where C is some constant. Here S is defined in (3).
3). There exists a constant C such that the fourth conditional moment of n is bounded by
En−1‖n‖42 ≤ C
(
1 + ‖δn−1‖42
)
.
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Assumption 1 imposes strong convexity of the objective function F (x) and Lipschitz
continuity of its gradient. Assumption 2 assets the regularity and bound of the noisy
gradient. These assumptions are widely used in the SGD literature (Ruppert, 1988; Polyak
and Juditsky, 1992; Moulines and Bach, 2011; Rakhlin et al., 2012). With these assumptions
we have the asymptotic normality for averaged SGD iterates by Polyak and Juditsky (1992)
and Ruppert (1988). We also review the error bound for SGD iterates in Lemma 1, which
is stated as Lemma 3.2 in Chen et al. (2019).
Lemma 1. Under Assumption 1 and 2 , for some constant n0, C and for any n > n0, the
sequence of error δn = xn − x∗ satisfies
E‖δn‖2 ≤ n−α/2(1 + ‖δ0‖2),
E‖δn‖22 ≤ n−α(1 + ‖δ0‖22),
E‖δn‖42 ≤ n−2α(1 + ‖δ0‖42),
when the step size is chosen to be ηn = ηn
−α with 1/2 < α < 1.
3.3 Convergence Properties for the Recursive Estimator
Theorem 1. Under Assumption 1 and 2, let ak =
⌊
Ckβ
⌋
, where C is a constant, β > 11−α .
Set step size at the i-th iteration as ηi = ηi
−α with 12 < α < 1. Then for Σ̂n defined in (6)
E
∥∥∥Σ̂n − Σ∥∥∥
2
.M
−αβ
4 +M−
1
2 +M
(α−1)β+1
2 , (22)
where M is the number of batches such that aM ≤ n < aM+1 and M is sufficiently large, .
Theorem 1 shows that the recursive estimator converges to the asymptotic covariance
matrix of averaged SGD iterates in terms of operator norm loss. The estimation error
rate of Σ̂n goes to zero as M goes to infinity and thus Σ̂n is a consistent estimator. The
convergence rate is associated with the parameter α and β. When choose β = 21−α , the rate
is optimal. Using the relationship between number of batches M and the total sample size
n (i.e., aM ≤ n < aM+1), we translate Theorem 1 into the following corollary, which upper
bounds the estimation error in term of n.
Corollary 1. Under the same conditions in Theorem 1 and choose ak =
⌊
Ck2/(1−α)
⌋
, we
have the following results:
E
∥∥∥Σ̂n − Σ∥∥∥
2
. n−(1−α)/4. (23)
3.4 Asymptotic Valid Confidence Intervals/Regions
The next corollary shows that the confidence interval/region based on recursive estimator
achieves correct asymptotic coverage 1− q for a pre-specified q with 0 < q < 1.
Corollary 2. Under the same conditions in Theorem 1, as n goes to infinity
Pr(x∗i ∈ CIn,i)→ 1− q, (24)
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where
CIn,i =
[
x¯n,i − z1−q/2
√
σ̂ii/n, x¯n,i + z1−q/2
√
σ̂ii/n
]
and σ̂ii is the i-th diagonal of Σ̂n defined in (6). We can also construct joint confidence
region as follows:
Pr
(
(x¯n − x∗)T Σ̂−1n (x¯n − x∗) ≤ χ2d,1−2/q
)
→ 1− q. (25)
Corollary 2 constructs asymptotic valid confidence intervals for each coordinate of x∗
and joint confidence regions for x∗ ∈ Rd. More generally, for any unit length vector w ∈ Rd
(i.e., ‖w‖2 = 1), the following convergence result holds:
√
nwT (x¯n − x∗)√
wT Σ̂nw
⇒ N(0, 1). (26)
This is because, combining Theorem 1 and Markov’s inequality,
√
wT Σ̂nw converges in
probability to
√
wTΣnw. Then we can obtain the convergence in distribution in equation
(26) based on the classic asymptotic normality of x¯n and Slutsky’s theorem. Therefore, the
(1− q)100% confidence interval for wTx∗ can be construct as[
wT x¯n − z1−q/2
√
wT Σ̂nw/n,w
T x¯n + z1−q/2
√
wT Σ̂nw/n
]
. (27)
This form of confidence interval is more general than the one in Corollary 2, which reduces
to (24) when w is a unit vector (i.e., one entry in w takes value 1 and all other entries are
zero).
4 SIMULATION STUDIES
In this section, we evaluate the empirical performance of the statistical inference based on
the proposed online approach. We investigate the convergence of the recursive estimator
through the estimated covariance matrix and study the accuracy of confidence intervals
through empirical cover probabilities.
The online approach is applied to linear regression. Let {ai, bi}i=1,2,... denote the se-
quence of i.i.d. samples and x∗ ∈ Rd denote the true parameter vector. In linear regression,
ai ∈ Rd is generated from N(0, Id) and bi = aTi x∗ + i, where i is independently generated
from N(0, 1). The loss function f(·) is defined as the negative log likelihood function, i.e.
f(x, ai, bi) =
1
2
(aTi x− bi)2.
We compute the ASGD estimator x¯n and the estimated covariance matrix Σ̂n recursively
with sample size n increasing from 1 to 106. We construct 95% confidence interval for the
true parameter x∗ (when d = 1) or the mean predictor 1Tx∗ (when d > 1) based on (27).
All the measurements in following discussions are averaged over 200 independent runs. We
set true coefficient x∗ to be a d-dimensional vector with each component taking a uniform
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(a) d=1 (b) d=5
Figure 1: Log loss of recursive covariance estimator against the log of total number of steps.
random value between 0 and 1. The parameter α in step size is chosen to be 0.501 which
achieves the optimal convergence rate of recursive estimator. The step size ηj is set to be
0.1j−α. The sequence {ak}∞k=1 in constructing recursive estimator is chosen in the form of
ak =
⌊
Ck2/(1−α)
⌋
, for some constant C. In fact, our results are relatively robust to the
choice of C. Therefore, without any specification, we will simply set C = 2.
Convergence of recursive estimator. In linear regression case here,
A = E∇2f(x∗) = EaaT = Id,
S = E
(
[∇f(x∗, ξ)][∇f(x∗, ξ)]T ) = E2EaaT = Id.
Then the asymptotic covariance
Σ = A−1SA−1 = Id.
We record |1T (Σ̂n − Σ)1| as the loss of estimated covariance matrix. Figure 1 shows that
the log loss of recursive estimator is approximately linear with log number of steps and
the slope is about −18 when total number of steps is large. It suggests that the recursive
estimator converges to the true asymptotic covariance matrix and the convergence rate is
O(n−
1
8 ). Also, the performance with different choice of C for ak =
⌊
Ck2/(1−α)
⌋
are quite
similar.
CI coverage. For d = 1, we construct 95% confidence intervals for true parameter x∗
according to Corollary 2. As can be seen from Figure 2, the empirical cover rate gets closer
to 95% as number of steps n (i.e., sample size) increases. Also, the density plot verifies the
asymptotic normality of standardized error
√
n(x̂n − x∗)/σ̂n, where x̂n is ASGD estimator
and σ̂n is the estimated recursive estimator for asymptotic covariance in (4). For d > 1,
instead of making inference on true parameter x∗ we construct 95% confidence interval for
mean predictor µ = 1Tx∗ according to (27), i.e.,[
1T x¯n − z1−q/2
√
1T Σ̂n1/n, 1
T x¯n + z1−q/2
√
1T Σ̂n1/n
]
.
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(a) Empirical cover rate
(b) CI length (c) Normality
Figure 2: (a): Empirical CI cover rate against number of steps. Red dashed line denotes
the nominal coverage rate of 0.95. (b): Length of confidence intervals. (c): Density plot
for standardized error. Red curve denotes density plot of a standard normal.Here d = 1,
C = 2.
From Figure 3, the empirical coverage rate converges to 95% and the standardized error
√
n1T (x̂− x∗)/
√
1T Σ̂n1 is approximately standard normal.
The plot of CI lengths shows that the estimated length of confidence interval is slightly
smaller than oracle length, which explains why the empirical coverage is slightly smaller
than 95%. Both the density plot and CI length plot imply that the estimated covariance is
slightly smaller than the true value. In fact, when considering bias, the value of 1T (Σ̂n−Σ)1
is always negative in discussion above. The slight underestimation is also noticed in batch-
means estimator. It is reasonable since the idea to construct covariance matrix estimators
in both cases is to ignore the covariance between SGD iterates when they are in different
batches, while the true correlations are usually positive.
5 CONCLUSION AND FUTURE WORK
In this paper, we propose a fully online approach for estimation of asymptotic covariance
matrix of ASGD. The recursive algorithm to compute the covariance estimate is compu-
tationally efficient. We demonstrate that the recursive estimator is consistent with upper
13
(a) Empirical cover rate
(b) CI length (c) Normality
Figure 3: (a): Empirical CI cover rate against number of steps. Red dashed line denotes
the nominal coverage rate of 0.95. (b): Length of confidence intervals. (c): Density plot
for standardized error. Red curve denotes density plot of a standard normal. Here d = 5,
C = 2.
bound of convergence rate at O(n−(1−α)/4) in general case. We also show that in a special
case, the convergence of recursive estimator is even faster. Based on the estimated covari-
ance matrix, we construct confidence intervals/regions with asymptotically correct cover
probabilities for the model parameters.
As for future direction, it would be of interest to develop a lower bound result on
recursive/online estimation of limiting covariance matrices. With such a result, we will be
able to tell whether our recursive estimator is rate-optimal.
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A Proof of Main Theorems
The proof section is organized as follows: In Section A.1, we introduce some technical
lemmas, which helps to simplify our proofs later. In Section A.2, we prove the convergence
of recursive estimator in a special case of linear process, i.e. Lemma A.5. We break down
the proof of Lemma A.5 into several parts: A.6, A.7, A.8, A.9 in rest of this section. Based
on the results of linear case, we prove the convergence in general case, i.e. Theorem 1, in
Section A.3. We provide proof of Proposition 1 in the last section.
A.1 Technical Lemmas
Lemma A.1. For any i ∈ N, define a matrix sequence {Y ji } with Y ii = I and for any j > i
Y ji = Π
j
k=i+1(I − ηkA),
where ηk is chosen to be ηk
−α for α ∈ (0.5, 1). Then we have
‖Y ji ‖2 ≤ exp
(
−ηλA
j∑
k=i+1
k−α
)
≤ exp
[
− λAη
1− α
(
j1−α − (i+ 1)1−α)] ,
where λA > 0 is the minimum eigenvalue of A.
Proof. Since A is positive-semidefinite, there exists an orthogonal matrix Q and a diagonal
matrix Λ such that A = QΛQT . Let λA be the smallest eigenvalue of A, we have,
‖Y ji ‖2 ≤ Πjk=i+1 ‖(I − ηkA)‖2 ≤ Πjk=i+1 ‖(I − ηkΛ)‖2 ≤ Πjk=i+1
(
1− λAηk−α
)
.
Note that 1− x ≤ exp(−x) for any x ∈ [0, 1]. So ‖Y ji ‖2 can be further bounded as
‖Y ji ‖2 ≤ exp
(
−
j∑
k=i+1
λAηk
−α
)
The lemma can be verified using the fact that
j∑
k=i+1
k−α ≥
∫ j+1
i+1
k−αdk =
1
1− α
(
(j + 1)1−α − (i+ 1)1−α) .
Lemma A.2. With Y ji defined in Lemma A.1, let S
j
i =
∑j
k=i+1 Y
k
i for any j > i and
Sii = 0. Then we have
‖Sji ‖2 . (i+ 1)α  iα.
Proof. Through triangle inequality and Lemma A.1,
‖Sji ‖2 ≤
j∑
k=i+1
‖Y ki ‖2 ≤
j∑
k=i+1
exp
[
− λAη
1− α
(
k1−α − (i+ 1)1−α)] . (28)
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Note that exp
(
− λAη1−αk1−α
)
is decreasing with k, so
j∑
k=i+1
exp
(
− λAη
1− αk
1−α
)
≤
∫ j
i+1
exp
(
− λAη
1− αk
1−α
)
dk .
∫ k1−α
(i+1)1−α
exp
(
− λAη
1− αt
)
t
α
1−αdt.
For any 0 ≤ a ≤ b and any 1 ≤ β, we have the following with integration by part,∫ b
a
e−xxβdx ≤
∫ ∞
a
e−xxβdx
= aβe−a
(
1 + βa−1 + ...+ β˜!a−bβc
)
+ β˜!
∫ ∞
a
e−xxβ−bβc−1dx
≤ aβe−a
(
1 + βa−1 + ...β!a−bβc + a−β
)
. aβe−a,
where β˜! = β(β − 1)(β − 2)...(β − bβc). Then we have,
j∑
k=i+1
exp
(
− λAη
1− αk
1−α
)
. exp
(
− λAη
1− α(i+ 1)
1−α
)
(i+ 1)α. (29)
Combining (28) and (29),
‖Sji ‖2 ≤ exp
(
λAη
1− α(i+ 1)
1−α
) j∑
k=i+1
exp
(
− λAη
1− αk
1−α
)
. (i+ 1)α  iα.
Lemma A.3. With definition of Y ji in Lemma A.1, sequence Un can be rewritten as
Uk = (I − ηkA)Uk−1 + ηkk = Y ks Us +
k∑
p=s+1
Y kp ηpp.
According to Lemma B.3 in Chen et al. (2019) we have
E‖Uk‖22 . k−α.
Lemma A.4. Let ak =
⌊
Ckβ
⌋
, k ≥ 2, for some constant C and β > 11−α . If aM ≤ n <
aM+1, then we have
1.
lim
M→∞
∑n
i=1 li∑aM+1−1
i=1 li
= 1. (30)
2.
(aM+1 − aM )2∑M
m=1(am+1 − am)2
.M−1, and a
α
M
nM
→ 0. (31)
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Proof. Since n ≥ aM , we have
n∑
i=1
li ≥
aM−1∑
i=1
li =
M−1∑
m=1
am+1−1∑
i=am
(i− am + 1) =
M−1∑
m=1
nm(nm + 1)
2
.
Also,
aM+1−1∑
i=1
li =
M∑
m=1
nm(nm + 1)
2
Then according to the choice of ak, we have
lim
M→∞
∑n
i=1 li∑aM+1−1
i=1 li
≥ 1− nM (nM + 1)∑M
m=1 nm(nm + 1)
= lim
M→∞
(1−M−1) = 1. (32)
Since
∑n
i=1 li ≤
∑aM+1−1
i=1 li, the limit equals 1. Equation (31) is easy to verify if we plug
into the form of ak.
A.2 A Linear Case
Recall that the error δn = xn − x∗ takes the form:
δn = δn−1 − ηn∇F (xn−1) + ηnn, (33)
where n = ∇F (xn−1) −∇f(xn−1, ξn). The sequence {n} is a martingale difference when
the gradient operator and expectation can be exchanged since
En−1n = ∇F (xn−1)− En−1∇f(xn−1, ξn) = 0. (34)
Note that∇F (x∗) = 0 since x∗ is the minimizer of F (x). By Taylor’s expansion of∇F (xn−1)
around x∗, we have ∇F (xn−1) ≈ ∇Aδn−1, where A = ∇2F (x∗). Thus, by modifying
equation (33) with ∇F (xn−1) approximated by Aδn−1, for large n
δn ≈ (I − ηnA)δn−1 + ηnn. (35)
Inspired by (35), We define the linear sequence (Un)n∈N as follows:
Un = (I − ηnA)Un−1 + ηnn, U0 = δ0. (36)
Now we define a new estimator Σ˜n based on Un:
Σ˜n =
1∑n
i=1 li
n∑
i=1
 i∑
k=ti
Uk − liU¯n
 i∑
k=ti
Uk − liU¯n
T . (37)
In some cases where ∇F (xn−1) = ∇Aδn−1, eg. mean estimation model and linear regression
model, error δn exactly takes form of Un. Then, Σ̂n = Σ˜n. In general cases, we can use Un
to approximate δn since the difference between them are small. In other words, studying
covariance of U¯n can give us insight of the covariance of x¯n in theoretical analysis. Next
Lemma shows that the estimator Σ˜n is consistent. It can be viewed as a special case of
linear process.
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Lemma A.5. Let ak =
⌊
Ckβ
⌋
, where C > 0, β > 11−α . Set step size at the i-th iteration as
ηi = ηi
−α with 12 < α < 1. Then under Assumptions 1 and 2,
E
∥∥∥Σ˜n − Σ∥∥∥
2
.M
−αβ
4 +M−
1
2 +M
(α−1)β+1
2 , (38)
where M is the number of batches such that aM ≤ n < aM+1.
Proof. Recall that Σ˜n = (
∑n
i=1 li)
−1∑n
i=1
(∑i
k=ti
Uk − liU¯n
)(∑i
k=ti
Uk − liU¯n
)T
. Using
triangle inequality we have
E
∥∥∥Σ˜n − Σ∥∥∥
2
≤ E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
 i∑
k=ti
Uk
T − Σ
∥∥∥∥∥∥∥
2
+ E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
l2i U¯nU¯
T
n
∥∥∥∥∥∥
2
+ 2E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
(liU¯n)T
∥∥∥∥∥∥
2
.
(39)
Lemma A.7, A.8, A.9 (proved in the rest of this section) show that all these three terms in
(39) are bounded, which implies Lemma A.5.
Let Ŝ = (
∑n
i=1 li)
−1∑n
i=1
(∑i
k=ti
k
)(∑i
k=ti
k
)T
. In Lemma A.6, we show that Ŝ
converges to the covariance of ∇f(x∗, ξ), i.e. S. Using this fact, we reaches Lemma A.7,
which provides bound for the first term in (39). The other two terms in (39) are bounded
by Lemma A.8 and A.9.
Lemma A.6. Under the same conditions in Lemma A.5, we have the following inequality
when aM ≤ n < aM+1.
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
k
 i∑
k=ti
k
T − S
∥∥∥∥∥∥∥
2
.M−
αβ
4 +M−
1
2 , (40)
Proof. Since Ŝ − S is symmetric
E‖Ŝ − S‖2 = E|λmax(Ŝ − S)| = E
√
λmax(Ŝ − S)2. (41)
Note that
(
Ŝ − S
)2
is positive definite. For any psd matrix C we have λmax(C) ≤ tr(C) ≤
d‖C‖2. So λmax(Ŝ − S)2 ≤ tr(Ŝ − S)2. Further using Jensen’s inequality, we have
E‖Ŝ − S‖2 ≤ E
√
tr(Ŝ − S)2 ≤
√
trE(Ŝ − S)2 ≤
√
d‖E(Ŝ − S)2‖2. (42)
Now we can bound E
∥∥∥Ŝ − S∥∥∥
2
through
∥∥∥E(Ŝ − S)2∥∥∥
2
.
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For any p > q, EpTq = EqEp−1Tp = 0 due to the martingale property of n. Using
En−1nTn = S + Σ1(δn−1) in Assumption 2, we have
EŜ =
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
EkTk +
∑
p 6=q∈[ti,i]
Epq

=S +
(
n∑
i=1
li
)−1 n∑
i=1
i∑
k=ti
EΣ1(δk−1).
(43)
Let (∗) = (∑ni=1 li)−1∑ni=1∑ik=ti EΣ1(δk−1). Then,∥∥∥E(Ŝ − S)2∥∥∥
2
=
∥∥∥EŜ2 + S2 − SEŜ − EŜS∥∥∥
2
=
∥∥∥EŜ2 − S2 − S(∗)− (∗)S∥∥∥
2
≤
∥∥∥EŜ2 − S2∥∥∥
2
+ 2 ‖S‖2 ‖(∗)‖2
(44)
Based on Assumption 2 and limM→∞
∑n
i=1 li∑aM+1−1
i=1 li
= 1 in Lemma A.4, we have,
‖(∗)‖2 ≤
(
n∑
i=1
li
)−1 n∑
i=1
i∑
k=ti
E ‖Σ1(δk−1)‖2
.
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
k=am
Σ2E(‖δk−1‖2 + ‖δk−1‖22).
(45)
According to bounds of E‖δk−1‖2 and E‖δk−1‖22 in Lemma 1 we have,
‖(∗)‖2 .
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
k=am
[
(k − 1)−α/2(1 + ‖δ0‖2) + (k − 1)−α(1 + ‖δ0‖22)
]
≤
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
li
[
(am − 1)−α/2 + (am − 1)−α
]
.
(
M∑
m=1
am+1−1∑
i=am
li
)−1
M∑
m=1
am+1−1∑
i=am
li(am − 1)−α/2.
(46)
Since
∑am+1−1
i=am
li = (am+1 − am)(am+1 − am + 1)/2  n2m, nm  mβ−1 and am  mβ we
have
‖(∗)‖2 .
(
M∑
m=1
n2m
)−1 M∑
m=1
n2m(am − 1)−α/2 M−
αβ
2 . (47)
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Note that Ep1Tp2p3
T
p4 is nonzero if and only if for any r there exist r
′ 6= r such that
pr = pr′ , r, r
′ ∈ {1, 2, 3, 4}. There are two cases we can consider. First is p1 = p3 6= p2 = p4
or p1 = p4 6= p2 = p3. This requires i and j in the same block. Second case is that p1 = p2
and p3 = p4. So for first term ‖EŜ2 − S2‖2 in (44), we can expand EŜ2 and rewrite it into
two parts,
EŜ2 =E
(
n∑
i=1
li
)−2 ∑
1≤i,j≤n
 i∑
k=ti
k
 i∑
k=ti
k
T  j∑
k=tj
k
 j∑
k=tj
k
T
=
(
n∑
i=1
li
)−2
I +
(
n∑
i=1
li
)−2
II,
(48)
where
I =E
M−1∑
m=1
am+1−1∑
i=am
2 i−1∑
j=am
∑
am≤p1 6=p2≤j
(
p1
T
p2p1
T
p2 + p1
T
p2p2
T
p1
)
+
∑
am≤p1 6=p2≤i
(
p1
T
p2p1
T
p2 + p1
T
p2p2
T
p1
)
+E
n∑
i=aM
2 i−1∑
j=aM
∑
aM≤p1 6=p2≤j
(
p1
T
p2p1
T
p2 + p1
T
p2p2
T
p1
)
+
∑
aM≤p1 6=p2≤i
(
p1
T
p2p1
T
p2 + p1
T
p2p2
T
p1
) ,
II =
n∑
i=1
n∑
j=1
i∑
p=ti
j∑
q=tj
EpTp qTq .
Let ‖Ep1Tp2p3Tp4‖2 be bounded by constant C for any pr,r ∈ {1, 2, 3, 4}. Then we can
bound I as follows,
‖I‖2 ≤
M∑
m=1
am+1−1∑
i=am
2 i−1∑
j=am
∑
am≤p1 6=p2≤j
(C + C) +
∑
am≤p1 6=p2≤i
(C + C)

.
M∑
m=1
am+1−1∑
i=am
(1 ∗ 2 + 2 ∗ 3 + ...+ (li − 1) ∗ li)
.
M∑
m=1
am+1−1∑
i=am
l3i .
M∑
m=1
n4m.
(49)
Since
∑n
i=1 li 
∑M
m=1
∑am+1−1
i=am
li 
∑M
m=1 n
2
m and
n2M∑M
m=1 n
2
m
.M−1 , we have,
(
n∑
i=1
li
)−2
‖I‖2 .
∑M
m=1 n
4
m
(
∑M
m=1 n
2
m)
2
. max1≤m≤M n
2
m∑M
m=1 n
2
m
.M−1. (50)
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Next, notice that
∑n
i=1
∑n
j=1
∑i
p=ti
∑j
q=tj
1 = (
∑n
i=1 li)
2. Then,
∥∥∥∥∥∥
(
n∑
i=1
li
)−2
II − S2
∥∥∥∥∥∥
2
≤
(
n∑
i=1
li
)−2 n∑
i=1
n∑
j=1
i∑
p=ti
j∑
q=tj
∥∥EpTp qTq − S2∥∥2
.
aM+1−1∑
i=1
li
−2 M∑
m=1
M∑
k=1
am+1−1∑
i=am
ak+1−1∑
j=ak
i∑
p=am
j∑
q=ak
∥∥EpTp qTq − S2∥∥2
=
aM+1−1∑
i=1
li
−2 III +
aM+1−1∑
i=1
li
−2 IV.
(51)
We consider two cases here. One is when p and q are in the same block. Let
III =
M∑
m=1
am+1−1∑
i=am
am+1−1∑
j=am
i∑
p=am
j∑
q=am
∥∥EpTp qTq − S2∥∥2 .
Here ‖Ep1Tp2p3Tp4‖2 is still bounded by constant C. Then we have,
aM+1−1∑
i=1
li
−2 III ≤
aM+1−1∑
i=1
li
−2 M∑
m=1
am+1−1∑
i=am
am+1−1∑
j=am
i∑
p=am
j∑
q=am
(
C +
∥∥S2∥∥
2
)
.
aM+1−1∑
i=1
li
−2 M∑
m=1
(
am+1−1∑
i=am
li
)2
.
∑M
m=1 n
4
m
(
∑M
m=1 n
2
m)
2
. max1≤m≤M n
2
m∑M
m=1 n
2
m
.M−1.
(52)
Another case is when p and q are in different blocks. Let
IV =
∑
m6=k
ak+1−1∑
j=ak
am+1−1∑
i=am
j∑
q=ak
i∑
p=am
∥∥EpTp qTq − S2∥∥2 .
For p > q, we have1
∥∥EpTp qTq − S2∥∥2 . q−1/2 . p−1/2 + q−1/2. (53)
1Same as proof in Chen et al. (2019) Lemma D.4
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Then we have,aM+1−1∑
i=1
li
−2 IV =
aM+1−1∑
i=1
li
−2 ∑
m6=k
ak+1−1∑
j=ak
am+1−1∑
i=am
j∑
q=ak
i∑
p=am
∥∥EpTp qTq − S2∥∥2
.
aM+1−1∑
i=1
li
−2 M∑
k=1
ak+1−1∑
j=ak
j∑
q=ak
M∑
m=1
am+1−1∑
i=am
i∑
p=am
(
p−α/2 + q−α/2
)
≤2
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
lia
−α/2
m .
(54)
Further using that
∑aM+1−1
i=1 li 
∑M
m=1 n
2
m, we haveaM+1−1∑
i=1
li
−2 IV . ( M∑
m=1
n2m
)−1 M∑
m=1
a−α/2m n
2
m M−
αβ
2 . (55)
Combining (51), (52), (55), we have∥∥∥∥∥∥
(
n∑
i=1
li
)−2
II − S2
∥∥∥∥∥∥
2
.
aM+1−1∑
i=1
li
−2 III +
aM+1−1∑
i=1
li
−2 IV .M−1 +M−αβ2 . (56)
Then combining (48), (50), (56), we have,
‖EŜ2 − S2‖ ≤
(
n∑
i=1
li
)−2 ∥∥II − S2∥∥
2
+
(
n∑
i=1
li
)−2
‖I‖2
.M−1 +M−
αβ
2 .
(57)
Finally, we can reach the result
E‖Ŝ − S‖2 .
√
‖EŜ2 − S2‖2 + 2‖S‖2‖(∗)‖2 .M−
αβ
4 +M−
1
2 . (58)
Lemma A.7. Under the same conditions in Lemma A.5, we have
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
 i∑
k=ti
Uk
T − Σ
∥∥∥∥∥∥∥
2
≤M−αβ4 +M− 12 +M (α−2)β+12 , (59)
where aM ≤ n < aM+1.
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Proof. With the formula of Uk in Lemma A.3, for k ∈ [ti, i] we have
Uk = Y
k
ti−1Uti−1 +
k∑
p=ti
Y kp ηpp,
and with definition of Skj we have
i∑
k=ti
Uk =
i∑
k=ti
(
Y kti−1Uti−1 +
k∑
p=ti
Y kp ηpp
)
= Siti−1Uti−1 +
i∑
p=ti
(I + Sip)ηpp.
The we have the following expansion:(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
 i∑
k=ti
Uk
T
=
(
n∑
i=1
li
)−1 n∑
i=1
(
Siti−1Uti−1 +
i∑
p=ti
(I + Sip)ηpp
)(
Siti−1Uti−1 +
i∑
p=ti
(I + Sip)ηpp
)T
=
(
n∑
i=1
li
)−1 n∑
i=1
A−1( i∑
p=ti
p
)(
i∑
p=ti
p
)T
A−1 +BiATi +AiB
T
i +BiB
T
i
 ,
(60)
where Ai =
∑i
p=ti
A−1p, Bi = Siti−1Uti−1 +
∑i
p=ti
(ηpS
i
p + ηpI −A−1)p. We can then have
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
 i∑
k=ti
Uk
T − Σ
∥∥∥∥∥∥∥
2
.E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
A−1( i∑
p=ti
p
)(
i∑
p=ti
p
)T
A−1 − Σ
∥∥∥∥∥∥
2
+ E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
BiA
T
i
∥∥∥∥∥∥
2
+ E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
BiB
T
i
∥∥∥∥∥∥
2
=I + II + III.
(61)
It is suffice to show that all three parts above can be bounded.
Recall that Ŝ = (
∑n
i=1 li)
−1∑n
i=1
(∑i
k=ti
k
)(∑i
k=ti
k
)T
and Σ = A−1SA−1. We can
bound I using Lemma A.6.
I ≤ ‖A−1‖22E‖Ŝ − S‖2 .M−
αβ
4 +M−
1
2 . (62)
For the third part III, since BiB
T
i is positive-semidefinite, we have
E‖BiBTi ‖2 ≤ EtrBiBTi = tr(EBiBTi ) ≤ d‖EBiBTi ‖2.
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Since p is martingale difference, we have EUam−1Tp = 0 for any p ≥ am and Ep1p2 = 0
for any p1 6= p2. So,
∥∥EBiBTi ∥∥2 =
∥∥∥∥∥Siam−1EUam−1Uam−1TSiam−1T +
i∑
p=am
(ηpS
i
p + ηpI −A−1)EpTp (ηpSip + ηpI −A−1)T
∥∥∥∥∥
2
≤∥∥Siam−1∥∥22 ∥∥EUam−1UTam−1∥∥2 + i∑
p=am
∥∥ηpSip + ηpI −A−1∥∥22 ∥∥EpTp ∥∥2 .
(63)
From Lemma A.2 and A.3, we can see that
∥∥Siam−1∥∥22 . a2αm and
‖EUam−1UTam−1‖2 . trEUam−1UTam−1 . EtrUam−1UTam−1 . E‖Uam−1‖22 . (am − 1)−α.
So we have ∥∥Siam−1∥∥22 ∥∥EUam−1UTam−1∥∥2 . aαm.
For the remaining part in (63),
∥∥EpTp ∥∥2 is bounded and
i∑
p=am
‖ηpSip + ηpI −A−1‖22 .
i∑
p=am
(‖ηpSip −A−1‖22 + ‖ηpI‖22) . (64)
Next, we need to bound ‖ηpSip − A−1‖22. When ηj = ηj−α and am ≤ p ≤ i < am+1,
based on Lemma D.3 (3) in Chen et al. (2019), we have
‖ηpSip −A−1‖2 ≤ p2α−2 + exp
−2λA i∑
j=p
ηj
 .
Also,
i∑
p=am
exp
−2λA i∑
j=p
ηj
 ≤ i∑
p=am
exp
(−2λAη(i− p)i−α) ≤ ∞∑
k=0
exp
(−2λAηi−αk) .
Note that
∫∞
x=0 e
−axdx = a−1. Then we can use integration to bound the summation above
as ∞∑
k=0
exp
(−2λAηi−αk) ≤ ∫ ∞
k=0
exp
(−2λAηi−αk) . iα.
Furthermore, p2α−2 ≥ p−2α since α ≥ 1/2. So
i∑
p=am
∥∥ηpSip + ηpI −A−1∥∥22 . lia2α−2m + iα.
Recall the definition of Bi, when ti = am
‖EBiBTi ‖2 . iα + lia2α−2m . aαm + lia2α−2m . (65)
26
Now since
∑n
i=1 li 
∑M
m=1 n
2
m, we can bound III as follows,
III .
(
M∑
m=1
n2m
)−1 M∑
m=1
am+1−1∑
i=am
E
∥∥BiBTi ∥∥2
≤
(
M∑
m=1
n2m
)−1 M∑
m=1
am+1−1∑
i=am
(
aαm + lia
2α−2
m
)
.
(
M∑
m=1
n2m
)−1 M∑
m=1
(
n2ma
2α−2
m + nma
α
m
)
.
(66)
Recall that am  mβ, nm  mβ−1, we have
III . a2α−2M +
aαM
nM
.M (α−1)β+1. (67)
For the second part, using Cauchy’s inequality we have
II ≤ 2
√∑n
i=1 E
∥∥AiATi ∥∥2∑n
i=1 li
∑n
i=1 E
∥∥BiBTi ∥∥2∑n
i=1 li
. (68)
We already have (
∑n
i=1 li)
−1∑n
i=1 E
∥∥BiBTi ∥∥2 . M−1. To finish the proof, the only
term remained to bound is (
∑n
i=1 li)
−1∑n
i=1 E
∥∥AiATi ∥∥2. Recall the definition of Ai =∑i
p=am
A−1p when am ≤ i < am+1. Since AiATi is psd, we have
E‖AiATi ‖2 ≤ EtrAiATi = tr
(
EAiATi
)
= tr
(
A−1E
(
i∑
p=am
p
)(
i∑
p=am
Tp
)
A−T
)
. (69)
When q 6= q, we have Epq = 0. Furthermore, En−1nTn = S + Σ1(δn−1) from Assumption
2. Then,
E‖AiATi ‖2 ≤ tr
(
A−1
(
i∑
p=am
S + EΣ1(δp−1)
)
A−T
)
= Etr
(
A−1
(
liS +
i∑
p=am
Σ1(δp−1)
)
A−T
)
. E
∥∥∥∥∥A−1
(
liS +
i∑
p=am
Σ1(δp−1)
)
A−T
∥∥∥∥∥
2
. li‖S‖2 +
i∑
p=am
E ‖Σ1(δp−1)‖2 .
(70)
2Apply Cauchy’s twice: E|∑ni=1 xiyi| ≤ E√(∑ni=1 x2i )(∑ni=1 y2i ) ≤√∑ni=1 Ex2i ∑ni=1 Ey2i
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In Assumption 2 we have ‖Σ1(δ)‖2 ≤ Σ2(‖δ‖2 + ‖δ‖22) for any δ. Also lemma 1 shows
E‖δn‖2 ≤ n−α/2(1+‖δ0‖2),E‖δn‖22 ≤ n−α(1+‖δ0‖22). Then we can further bound E‖AiATi ‖2
as
E‖AiATi ‖2 . li‖S‖2 +
i∑
p=am
(
E ‖δp−1‖2 + E ‖δp−1‖22
)
. li +
i∑
p=am
(p− 1)−α/2
. li + li(am − 1)−α/2 . li.
(71)
Then we can bound the remaining term as
(
n∑
i=1
li
)−1 n∑
i=1
E
∥∥AiATi ∥∥2 . O(1). (72)
Combining (72) and bound of III, we have II .M
(α−1)β+1
2 .
Now, all three parts I, II, III are bounded by M−
αβ
4 +M−
1
2 +M
(α−1)β+1
2 .
Lemma A.8. Under same conditions in Lemma A.5, we have
E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
l2i U¯nU¯
T
n
∥∥∥∥∥∥
2
.M−1, (73)
Where aM ≤ n < aM+1.
Proof. Since U¯nU¯
T
n is psd, we have
E
∥∥U¯nU¯Tn ∥∥2 ≤ Etr (U¯nU¯Tn ) = n−2tr
E( n∑
i=1
Ui
)(
n∑
i=1
Ui
)T . (74)
Recall that Ui = Y
i
0U0 +
∑i
p=1 Y
i
pηpp, then
n∑
i=1
Ui =
n∑
i=1
Y i0U0 + i∑
p=1
Y ipηpp
 = Sn0U0 + n∑
p=1
(
I + Snp
)
ηpp.
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Note that p is martingale difference. We have the following inequality after plugging in the
expansion above,
E
∥∥U¯nU¯Tn ∥∥2 ≤ n−2tr
E
Sn0U0 + n∑
p=1
(
I + Snp
)
ηpp
Sn0U0 + n∑
p=1
(
I + Snp
)
ηpp
T

= n−2tr
Sn0EU0UT0 Sn0 T + n∑
p=1
(
I + Snp
)
η2pEpTp
(
I + Snp
)T
= n−2
‖Sn0 ‖22E‖U0‖22 + n∑
p=1
∥∥(I + Snp )∥∥22 η2pE‖p‖22
 .
(75)
In Lemma A.2 we show that ‖Sji ‖2 . (i+ 1)α  iα. So here we have ‖Sn0 ‖22 = O(1),
n∑
p=1
∥∥(I + Snp )∥∥22 η2p . n∑
j=1
p2αp−2α = O(n).
Since E‖U0‖22 and E‖p‖22 are bounded, we have
E
∥∥U¯nU¯Tn ∥∥2 . O(n−1). (76)
Note that ∑n
i=1 l
2
i∑n
i=1 li
≤
∑n
i=1 li maxk≤M (ak+1 − ak)∑n
i=1 li
≤ nM . (77)
Due to the definition nM = M
β−1, n M1/β. So
E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
l2i U¯nU¯
T
n
∥∥∥∥∥∥
2
≤
∑n
i=1 l
2
i∑n
i=1 li
E
∥∥U¯nU¯Tn ∥∥2 . nMn−1 M−1.
Lemma A.9. Under same conditions in Lemma A.5. When aM ≤ n < aM+1, we have
E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
(liU¯n)T
∥∥∥∥∥∥
2
.M− 12 . (78)
Proof. Apply Cauchy’s twice we have
E
∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk
(liU¯n)T
∥∥∥∥∥∥
2
≤3
√√√√√E
∥∥∥∥∑ni=1 (∑ik=ti Uk)(∑ik=ti Uk)T∥∥∥∥
2∑n
i=1 li
E
∥∥∑n
i=1 l
2
i U¯nU¯
T
n
∥∥
2∑n
i=1 li
.
(79)
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In Lemma A.8, we already have E
∥∥∥(∑ni=1 li)−1∑ni=1 l2i U¯nU¯Tn ∥∥∥
2
. M−1. Moreover, the
L2 norm of
(∑i
k=am
Uk
)(∑i
k=am
Uk
)T
is less than or equal to its trace since it’s positive
definite. Then we have the left side above bounded by
O(M−
1
2 )
√√√√√( n∑
i=1
li
)−1 n∑
i=1
Etr
 i∑
k=ti
Uk
 i∑
k=ti
Uk
T .
Let I = (
∑n
i=1 li)
−1∑n
i=1 Etr
(∑i
k=ti
Uk
)(∑i
k=ti
Uk
)T
. To show lemma A.9, it is suffice
to show I . O(1). Note that limM→∞
∑n
i=1 li∑aM−1
i=1 li
= 1 and tr
(∑i
k=ti
Uk
)(∑i
k=ti
Uk
)T ≥ 0.
Plug Uk = Y
k
s Us +
∑k
p=s+1 Y
k
p ηpp into I, we have
I .
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
Etr
 i∑
k=am
Y k0 U0 + k∑
p=1
Y kp ηpp
 i∑
k=am
Y k0 U0 + k∑
p=1
Y kp ηpp
T
=
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
tr
 i∑
k=am
Y k0
EU0UT0
 i∑
k=am
Y k0
T
+
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
p=1
tr
 i∑
k=max(am,p)
Y kp
EpTp
 i∑
k=max(am,p)
Y kp
T η2p
=II + III.
(80)
Next we are going to show that both II and III are bounded by O(1). The first
term II =
(∑aM+1−1
i=1 li
)−1∑M
m=1
∑am+1−1
i=am
tr
(∑i
k=am
Y k0
)
EU0UT0
(∑i
k=am
Y k0
)T
can be
bounded using tr(C) ≤ d‖C‖2
II .
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
∥∥∥∥∥∥
 i∑
k=am
Y k0
∥∥∥∥∥∥
2
2
∥∥EU0UT0 ∥∥2 (81)
From Lemma A.2,∥∥∥∥∥∥
 i∑
k=am
Y k0
∥∥∥∥∥∥
2
2
=
∥∥Si0 − Sam0 ∥∥22 . ∥∥Si0∥∥22 + ‖Sam0 ‖22 . O(1).
Also note that
∥∥EU0UT0 ∥∥2 . O(1). Then
II .
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
O(1) = O(1). (82)
3Apply Cauchy inequality twice: E|∑ni=1 xiyi| ≤ E√(∑ni=1 x2i )(∑ni=1 y2i ) ≤√∑ni=1 Ex2i ∑ni=1 Ey2i
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The second term can be bounded as:
III =
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
p=1
tr
 i∑
k=max(am,p)
Y kp
EpTp
 i∑
k=max(am,p)
Y kp
T η2p
.
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
p=1
∥∥∥∥∥∥
i∑
k=max(am,p)
Y kp
∥∥∥∥∥∥
2
2
η2p
≤
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
i∑
p=1
 i∑
k=max(am,p)
‖Y kp ‖2
2 η2p.
(83)
Let IV =
∑i
p=1
(∑i
k=max(am,p)
‖Y kp ‖2
)2
η2p. From Lemma A.1, ‖Y ji ‖2 ≤ exp
[
− λAη1−α
(
j1−α − (i+ 1)1−α)].
Then for am ≤ i < am+1, we have
IV ≤
i∑
p=1
 i∑
k=max(am,p)
exp
(
−ηλA k
1−α
1− α
)2 η2pe 2ηλA1−α p1−α . (84)
Using the integration, we can further bound the above as
IV .
i∑
p=1
(∫ i
max(am,p)
exp
(
−ηλA k
1−α
1− α
)
dk
)2
p−2αe
2ηλA
1−α p
1−α
.
i∑
p=1
(∫ i1−α
max(am,p)1−α
e−
ηλA
1−α tt
α
1−αdt
)2
p−2αe
2ηλA
1−α p
1−α
.
i∑
p=1
e−
2ηλA
1−α max(am,p)
1−α
max(am, p)
2αp−2αe
2ηλA
1−α p
1−α
.
am−1∑
p=1
e−
2ηλA
1−α (a
1−α
m −p1−α)
(
am
p
)2α
+ li.
(85)
Then III is bounded by
III .
aM+1−1∑
i=1
li
−1 M∑
m=1
am+1−1∑
i=am
am−1∑
p=1
e−
2ηλA
1−α (a
1−α
m −p1−α)
(
am
p
)2α
+ 1. (86)
So to show III is also bounded by O(1), it is suffice to show that
M∑
m=1
am+1−1∑
i=am
am−1∑
p=1
e−
2ηλA
1−α (a
1−α
m −p1−α)
(
am
p
)2α
.
aM+1−1∑
i=1
li. (87)
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Note that using partial integration we have the following,∫ am−1
1
e
2ηλA
1−α p
1−α
p−2αdp =
∫ 2ηλA
1−α (am−1)1−α
2ηλA
1−α
euu−
α
1−αdu . e
2ηλA
1−α a
1−α
m−1(am − 1)−α.
So,
M∑
m=1
am+1−1∑
i=am
am−1∑
p=1
e−
2ηλA
1−α (a
1−α
m −p1−α)
(
am
p
)2α
.
M∑
m=1
am+1−1∑
i=am
e−
2ηλA
1−α a
1−α
m a2αm
∫ am−1
1
e
2ηλA
1−α p
1−α
p−2αdp
.
M∑
m=1
nma
α
m.
(88)
Note that aαm . nm, so we have the following
M∑
m=1
am+1−1∑
i=am
am−1∑
p=1
e−
2ηλA
1−α (a
1−α
m −p1−α)
(
am
p
)2α
.
M∑
m=1
nma
α
m .
M∑
m=1
n2m 
aM+1−1∑
i=1
li. (89)
A.3 Proof of Theorem 1
Proof. In lemma A.5, we demonstrate the convergence property of estimator Σ˜, which is
constructed based on linear process {Un}n∈N. Let sn = δn − Un be the difference between
the error sequence δn and the linear sequence Un. It has the following recursion form:
sn = δn−1 − ηn∇F (xn−1)− (I − ηnA)Un−1
= (I − ηnA)(δn−1 − Un−1)− ηn(∇F (xn−1)−Aδn−1)
= (I − ηnA)sn−1 − ηn(∇F (xn−1)−Aδn−1).
(90)
When n is big enough, xn−1 is close to the minimizer x∗. Based on the Taylor expansion
around x∗, ∇F (xn−1) ≈ Aδn−1 since ∇F (x∗) is zero. So
sn ≈ (I − ηnA)sn−1. (91)
It takes a similar linear form as Un and its value is small especially when δn is small. So
the difference between Un and δn (xn − x∗) decays quickly as n goes to infinite. We expect
the covariance estimator Σ˜ and recursive estimator Σ̂ are approximately equal.
To show Theorem 1, it is suffice to show that the order of E‖Σ˜ − Σ̂‖2 can be bounded
by the same order as E‖Σ˜− Σ‖2. Note that δn = xn − x∗ and Σ̂ can be rewritten as
Σ̂ =
(
n∑
i=1
li
)−1 i∑
k=ti
δk − liδ¯n
 i∑
k=ti
δk − liδ¯n
T .
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Plug in the difference sn = δn − Un, we can expand E‖Σ˜− Σ̂‖2 as
E‖Σ˜− Σ̂‖2 ≤ 2E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk − liU¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
+E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
sk − lis¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
.
(92)
Claim that E
∥∥∥∥(∑ni=1 li)−1∑ni=1 (∑ik=ti sk − lis¯n)(∑ik=ti sk − lis¯n)T∥∥∥∥
2
. M−1. Through
Young’s inequality the first part in LHS of (92) can be bounded as following since
√
E‖Σ˜‖2
is bounded by some constant.
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
Uk − liU¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
≤
√
E‖Σ˜‖2
√√√√√√E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
sk − lis¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
.M−1/2.
(93)
So the difference E‖Σ˜− Σ̂‖2 .M−1/2 and we have Theorem 1. Then all we need to prove
now is the claim
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
sk − lis¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
.M−1.
By triangle inequality and ‖C‖2 ≤ tr(C) for PSD matrix C,
E
∥∥∥∥∥∥∥
(
n∑
i=1
li
)−1 n∑
i=1
 i∑
k=ti
sk − lis¯n
 i∑
k=ti
sk − lis¯n
T
∥∥∥∥∥∥∥
2
≤
(
n∑
i=1
li
)−1 n∑
i=1
Etr

 i∑
k=ti
sk − lis¯n
 i∑
k=ti
sk − lis¯n
T

=
(
n∑
i=1
li
)−1 n∑
i=1
E
∥∥∥∥∥∥
i∑
k=ti
sk − lis¯n
∥∥∥∥∥∥
2
2
.
(
n∑
i=1
li
)−1 n∑
i=1
E
∥∥∥∥∥∥
i∑
k=ti
sk
∥∥∥∥∥∥
2
2
+
(
n∑
i=1
li
)−1 n∑
i=1
l2iE ‖s¯n‖22 .
(94)
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Note that sn takes the form
sn = (I − ηnA)sn−1 − ηn(∇F (xn−1)−Aδn−1), δ0 = 0.
First we are going to prove that (
∑n
i=1 li)
−1∑n
i=1 l
2
iE ‖s¯n‖22 is bounded by M−1. Based
on the definition of Y kp ,
sk =
k∑
p=1
Y kp ηp[Aδp−1 −∇F (xp−1)],
and
s¯n = n
−1
n∑
k=1
k∑
p=1
Y kp ηp[Aδp−1 −∇F (xp−1)]
= n−1
n∑
p=1
(
I + Snp
)
ηp[Aδp−1 −∇F (xp−1)].
By Cauchy-Schwartz inequality
E ‖s¯n‖22 = n−2E
∥∥∥∥∥∥
n∑
p=1
(
I + Snp
)
ηp[Aδp−1 −∇F (xp−1)]
∥∥∥∥∥∥
2
2
≤ n−2E
 n∑
p=1
∥∥I + Snp ∥∥2 ηp ‖Aδp−1 −∇F (xp−1)‖2
2
≤ n−2
 n∑
p=1
∥∥I + Snp ∥∥22 η2p
 n∑
p=1
E ‖Aδp−1 −∇F (xp−1)‖22

(95)
From Lemma A.2 ‖Snp ‖2 . pα, so
∑n
p=1
∥∥I + Snp ∥∥22 η2p . ∑np=1 p2αp−2α = n. According to
Taylor expansion around x∗, ‖Aδp −∇F (xp)‖2 = O(‖δp‖22). Then using Lemma 1
n∑
p=1
E ‖Aδp−1 −∇F (xp−1)‖22 
n∑
p=1
E‖δp−1‖42 .
n∑
p=1
(p− 1)−2α (96)
Since α > 12 ,
∑n
p=1(p − 1)−2α = O(1). Then E ‖s¯n‖22 . n−1. Recall that nk = Ckβ−1,
n M1/β we have, (
n∑
i=1
li
)−1 n∑
i=1
l2iE ‖s¯n‖22 . n−1nM M−1. (97)
Next we are going to prove (
∑n
i=1 li)
−1∑n
i=1 E
∥∥∥∑ik=ti sk∥∥∥22 is bounded by M−1. For
ti ≤ k ≤ i, where ti is defined as in section 2, we have
sk = Π
k
p=ti (I − ηpA) sti−1 +
k∑
p=ti
Πki=p+1 (I − ηiA) ηp (Aδp−1 −∇F (xp−1))
= Y kti−1sti−1 +
k∑
p=ti
Y kp ηp (Aδp−1 −∇F (xp−1)) ,
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and
i∑
k=ti
sk = S
k
ti−1sti−1 +
i∑
p=ti
(
I + Sip
)
ηp (Aδp−1 −∇F (xp−1)) .
Using triangle inequality and Cauchy-Schwartz inequality as above,
E
∥∥∥∥∥∥
i∑
k=ti
sk
∥∥∥∥∥∥
2
2
. E
∥∥∥Siti−1sti−1∥∥∥22 +
(
i∑
p=ti
∥∥I + Sip∥∥2 ηp ‖Aδp−1 −∇F (xp−1)‖2
)2
.
∥∥∥Siti−1∥∥∥22 E ‖sti−1‖22 +
(
i∑
p=ti
∥∥I + Sip∥∥22 η2p
)(
i∑
p=ti
E ‖Aδp−1 −∇F (xp−1)‖22
)
.
(98)
From Lemma A.2 ‖Sip‖2 . pα, so
i∑
p=ti
∥∥I + Snp ∥∥22 η2p . i∑
p=ti
p2αp−2α = li.
According to Taylor expansion around x∗, ‖Aδp −∇F (xp)‖2 = O(‖δp‖22). Then using
Lemma 1 we have,
i∑
p=ti
E ‖Aδp−1 −∇F (xp−1)‖22 
i∑
p=ti
E‖δp−1‖42 . lit−2αi . (99)
Note that sk = δk − Uk. From Lemma 1 and A.3, E ‖δk‖2  E ‖Uk‖2 . k−α. So,
E ‖sk‖22 ≤ 2E ‖δk‖22 + 2E ‖Uk‖22 . k−2α.
Thus,
E
∥∥∥∥∥∥
i∑
k=ti
sk
∥∥∥∥∥∥
2
2
. t2αi t−2αi + l2i t−2αi = 1 + l2i t−2αi .
Since (
∑n
i=1 li)
−1 
(∑M
m=1 n
2
m
)−1
, nm  m(1+α)/(1−α), am  m2/(1−α),
(
n∑
i=1
li
)−1 n∑
i=1
E
∥∥∥∥∥∥
i∑
k=ti
sk
∥∥∥∥∥∥
2
2
.
(
M∑
m=1
n2m
)−1( M∑
m=1
am+1−1∑
i=am
(1 + l2i a
−2α
m )
)
. n−1M +
(
M∑
m=1
n2m
)−1( M∑
m=1
n3ma
−2α
m
)
.M−1.
(100)
The claim is proved through (94), (97) and (100).
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A.4 Proof of Proposition 1
Without loss of genericity, we assume x∗ = 0. Then in mean estimation model, the SGD
ietrates xi takes the form
xi = (1− ηi)xi−1 + ηiei, (101)
where ηi = i
−α, 12 < α < 1. And i are i.i.d from N(0, 1). Let x0 = 0, then
xi =
i∑
p=1
Πik=p+1(1− kα)p−αep. (102)
Let Wk =
∑ak+1−1
i=ak
xi, 1 ≤ k ≤ M − 1, and WM =
∑n
i=aM
xi where M satisfies aM ≤ n <
aM+1. We can rewrite the covariance of
√
nx¯n as
Var(
√
nx¯n) =
E(W1 + ...+WM )2
n
. (103)
We can rewrite the estimator as
Σ̂n,NO =
W 21 +W
2
2 + ...W
2
M
n
. (104)
For simplicity, we ignore the x¯n term in the estimator since x¯n converge to 0 at rate O(n
−1/2)
which is much faster than convergence of variance estimator. Then
nBias(Σ̂n,NO) = 2
∑
1≤f<g≤M
Cov(Wf ,Wg), (105)
n2Var(Σ̂n,NO) =
M∑
f=1
Var(W 2f ) + 2
∑
1≤f<g≤M
Cov(W 2f ,W
2
g ). (106)
Next, we are going to approximate Var(Wf ) and Cov(Wf ,Wg), f < g.
Var(Wf ) =
af+1−1∑
i=af
Var(xi) +
af+1−1∑
j=af+1
j−1∑
i=af
Cov(xi, xj)
a
af+1−1∑
i=af
i−α +
af+1−1∑
j=af+1
j−α(1− j−α)
j−af−1∑
k=0
(1− j−α)k
=
af+1−1∑
i=af
i−α +
af+1−1∑
j=af+1
(1− j−α)
= af+1 − 1− af .
(107)
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The second line (a) is because from some simple calculation we have Var(xi)  i−α and
Cov(xi, xj)  j−α(1− j−α)j−i for i < j.
Cov(Wf ,Wg) =
af+1−1∑
i=af
ag+1−1∑
j=ag
Cov(xi, xj)

af+1−1∑
i=af
a−αg
ag+1−1∑
j=ag
(1− a−αg )j−i
=
af+1−1∑
i=af
a−αg (1− a−αg )ag−i
ag+1−1−i∑
l=0
(1− a−αg )l
=
af+1−1∑
i=af
(1− a−αg )ag−i
= (1− a−αg )ag−af+1+1/a−ag+1.
(108)
SinceWf is normal distibution, we have Var(W
2
f ) = Var(Wf )
2, Cov(W 2f ,W
2
g ) = Cov(Wf ,Wg)
2.
Then,
nBias(Σ̂n,NO) 
m∑
g=2
1− a−αg+1
a−αg+1
g−1∑
f=1
(1− a−αg+1)ag−af+1
=
m∑
g=2
1− a−αg+1
a−αg+1
O(1)

m∑
g=2
1− g−αβ
g−αβ
 mαβ+1  nα+1/β.
(109)
n2Var(Σ̂n,NO) =
M∑
f=1
(af+1 − af − 1)2 + 2
∑
1≤f<g≤M
(1− a−αg )ag−af+1+1/a−ag+1

n1/β∑
f=1
f2β−2
 n2−1/β.
(110)
So, mean squared error
MSE(Σ̂n,NO) = Bias
2(Σ̂n,NO) + Var(Σ̂n,NO)  n−1/β + n2α+2/β−2. (111)
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