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Abstract
Because they represent physical systems with propagation delays, hyperbolic systems
are well suited for feedforward control. This is especially true when the delay between
a disturbance and the output is larger than the control delay. In this paper, we address
the design of feedforward controllers for a general class of 2 × 2 hyperbolic systems
with a single disturbance input located at one boundary and a single control actuation
at the other boundary. The goal is to design a feedforward control that makes the
system output insensitive to the measured disturbance input. We show that, for this
class of systems, there exists an efficient ideal feedforward controller which is causal
and stable. The problem is first stated and studied in the frequency domain for a
simple linear system. Then, our main contribution is to show how the theory can be
extended, in the time domain, to general nonlinear hyperbolic systems. The method is
illustrated with an application to the control of an open channel represented by Saint-
Venant equations where the objective is to make the output water level insensitive to
the variations of the input flow rate. Finally, we address a more complex application
to a cascade of pools where a blind application of perfect feedforward control can lead
to detrimental oscillations. A pragmatic way of modifying the control law to solve
this problem is proposed and validated with a simulation experiment.
Keywords: Feedforward control, Hyperbolic systems, Saint-Venant equations.
1 Introduction
Feedforward control is a technique which is of interest when the system to be controlled is
subject to a significant input disturbance that can be measured and compensated before
it affects the system output. This control technique is used in many control engineering
applications, especially in the industrial process sector (e.g. [27, Chapter 15]). In ideal
situations, feedforward control is an open-loop technique which is theoretically able to
achieve perfect control by anticipating adequately the effect of the perturbations. This is
in contrast with closed-loop feedback control where corrective actions take place necessarily
only after the effect of the disturbances has been detected at the output. However ideal
feedforward controllers, which are based on some sort of process model inversion, may not
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be physically realizable because they can be non causal and/or unstable (e.g. [12]). In such
situations, it is common practice to design approximate low order realizable feedforward
controllers, possibly in combination with feedback control (e.g. [15], [16]). Furthermore,
it is also well known that, in some instances, feedforward control may be a simple and low
cost way of avoiding loss of stability due to actuator saturations in feedback loops (e.g.
[8], [21]). For finite dimensional linear systems, the theory of feedforward control is well
established and the basics can be found, for instance, in the classical textbooks [25] and
[27].
In this paper, we are concerned with the application of the feedforward technique to
the boundary control of 1-D hyperbolic systems. Our purpose is to address the design
of feedforward controllers for a general class of 2 × 2 hyperbolic systems with a single
disturbance input located at one boundary and a single control actuation at the other
boundary. This class of systems includes many potential interesting applications, including
those that are listed in the book [3, Chapter 1] for example.
Hyperbolic systems generally represent physical phenomena with important propa-
gation delays. For that reason, they are particularly suitable for the implementation of
feedforward control, especially when the input/output disturbance delay is larger than the
control delay. In that case, as we shall see in this paper, it is indeed possible to design
efficient ideal feedforward controllers that are causal and stable, and significantly improve
the system performance.
For hyperbolic systems with unmeasurable disturbance inputs produced by a so-
called exogenous “signal system”, the asymptotic closed-loop rejection of disturbances by
feedback of measurable outputs was extensively considered in the literature in the recent
years, especially in the backstepping framework. Significant contributions on this topic
have been published, among others, by Ole Morten Aamo (e.g.[1], [2]) and Joachim Deut-
sher (e.g.[7], [9]) and their collaborators. It is worth noting that the viewpoint adopted in
the present paper is rather different, since we consider systems having an arbitrary and
measurable disturbance input for which it is desired to design an open-loop control of an
output variable which is not measured. We show that, for the class of systems considered
in this paper, there exists an ideal causal controller that achieves perfect control with
stability.
The feedforward control problem considered in this paper is defined and presented in
the next Section 2. The physical system to be controlled is described by a 2×2 quasi-linear
hyperbolic system with a density H and a flow density Q as state variables. The goal is to
design a feedforward control law that makes the system output insensitive to the measured
disturbance input. The overall control system is represented by the simple block diagram
shown in Figure 1.
In Section 3, we first examine the simplest linear case, i.e. a physical system of two
linear conservation laws with constant characteristic velocities. The reason for beginning in
this way is that it allows an explicit and complete mathematical analysis of the feedforward
control design in the frequency domain. Furthermore it also allows to derive an expression
of the control law in the time domain that can then be used to justify the feedforward
control design in the general nonlinear case.
Section 4 is then devoted to a theoretical analysis of the feedforward control design in
the general nonlinear case. It is first shown that there exists an ideal causal feedforward
dynamic controller that achieves perfect control. In a second step, sufficient conditions
are given under which the controller, in addition to being causal, ensures the stability of
the overall control system.
Applications are then presented. First, in Section 5, generalizing the previous results
of [5] and [23, Section 9], it is shown how the theory can be directly applied to the control
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of an open channel whose dynamics are represented by the Saint-Venant equations. The
control action is provided by a hydraulic gate at the downstream side of the channel. The
control objective is to make the output water level insensitive to the variations of the
input flow rate at the upstream side. The method is illustrated with a realistic simulation
experiment.
Then in Section 6, we address the more complex application of the control of a long
canal made up of a cascade of a large number of successive pools, as it is the case in
navigable rivers for instance. It is then shown that, in this case, a blind application of
perfect feedforward controllers leads to oscillations in the downstream direction that can
be detrimental in practice. A pragmatic and efficient way of modifying the control design
to solve this problem is proposed and validated with simulation results.
2 The feedforward control problem
Let us consider a physical system represented by a general 2×2 nonlinear hyperbolic system
of the form
Ht +Qx = 0, (1)
Qt + (f(H,Q))x + g(H,Q) = 0, (2)
where :
• t and x are the two independent variables: a time variable t ∈ [0,+∞) and a space
variable x ∈ [0, L] on a finite interval;
• (H,Q) : [0,+∞) × [0, L] → R2 is the vector of the two dependent variables (i.e.
H(t, x) and Q(t, x) are the two states of the system);
• f : R2 → R and g : R2 → R are sufficiently smooth functions.
The first equation (1) can be interpreted as a mass conservation law with H the density
and Q the flux density. The second equation (2) can then be interpreted as a momentum
balance law.
We are concerned with the solutions of the Cauchy problem for the system (1)–(2)
over [0,+∞)× [0, L] under an initial condition:(
H(0, x), Q(0, x)
)
x ∈ [0, L] (3)
and two local boundary conditions of the form:
α(H(t, 0), Q(t, 0)) = D(t), t ∈ [0,+∞), (4)
β(H(t, L), Q(t, L)) = U(t), t ∈ [0,+∞), (5)
where α : R2 → R, β : R2 → R are sufficiently smooth functions.
At the left boundary (i.e. x = 0), the function D(t) is supposed to be a bounded
measurable time-varying disturbance. At the right boundary (i.e. x = L), U(t) is a
control function that can be freely selected by the operator.
The control objective is to keep the output density H(t, L) insensitive to the variations
of the disturbance D(t). More precisely, we consider the problem of finding a feedforward
control law U(t), function of the measured disturbance D(t), such that the output density
H(t, L) is identically equal to a desired value H∗L (called ‘set point’), i.e. H(t, L) ≡ H∗L
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∀t. Equivalently it is required that the output function Y (t) = H(t, L)−H∗L is identically
zero along the solutions of the Cauchy problem. In less technical terms, we want a control
law which exactly cancels the influence of the left boundary disturbance D(t) on the right
boundary state H(t, L). The overall control system configuration is illustrated in Fig.1. As
we can see in this figure, we thus have a series interconnection of two dynamical systems
: the “Physical System” with output Y (t) and inputs D(t), U(t), and the feedforward
controller with output U(t) and input D(t).
Physical
System
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<latexit sha1_base64="Jdc8hLsSyQfgmh1oojnXiZCsH1I=" >AAACx3icjVHLSsNAFD2Nr1pfVZdugkWom5K4sRuh4EZ3FUwr1CLJdNqGJpmQTIqluPAH3OqfiX+gf+GdaQpqEb0hyZlz7zkzd64XB 34qLeutYCwtr6yuFddLG5tb2zvl3b1WKrKEcYeJQCQ3npvywI+4I30Z8Js44W7oBbztjc5Vvj3mSeqL6FpOYt4N3UHk933mSkU5VX l8V65YNUuHuQjsHFQa5lkEiqYov+IWPQgwZAjBEUESDuAipacDGxZi4rqYEpcQ8nWe4wEl0mZUxanCJXZE3wGtOjkb0Vp5plrNaJeA 3oSUJo5II6guIax2M3U+086K/c17qj3V2Sb093KvkFiJIbF/6eaV/9WpXiT6qOsefOop1ozqjuUumb4VdXLzS1eSHGLiFO5RPiHMt HJ+z6bWpLp3dbeuzr/rSsWqNctrM3yoU9KA7Z/jXAStk5pN+IomXccsijjAIao0z1M0cIEmHPIe4gnPeDEuDWGMjftZqVHINfv4Fsb jJ6llkTo=</latexit><latexit sha1_base64="g0BfIz9rmtR3A504OF2TJPDNjik=" >AAACx3icjVHLTsJAFD1WVMQX6tJNlZjghrRuZGNC4kZ3mFjAIDFtGaCh7TTtlEiIC3/ArX6Of2H8A/0L7wwlUYnRadqeOfeeM3Pvd SLfS4RhvC1oi7ml5ZX8amFtfWNzq7i900h4GrvMcrnP45ZjJ8z3QmYJT/isFcXMDhyfNZ3hmYw3RyxOPB5eiXHEOoHdD72e59pCUl ZZHN0WS0bFUEufB2YGSjX9NMy9XO/XefEVN+iCw0WKAAwhBGEfNhJ62jBhICKugwlxMSFPxRnuUSBtSlmMMmxih/Tt066dsSHtpWei 1C6d4tMbk1LHIWk45cWE5Wm6iqfKWbK/eU+Up7zbmP5O5hUQKzAg9i/dLPO/OlmLQA9VVYNHNUWKkdW5mUuquiJvrn+pSpBDRJzEX YrHhF2lnPVZV5pE1S57a6v4u8qUrNy7WW6KD3lLGrD5c5zzoHFcMQlf0qSrmK489nCAMs3zBDWcow6LvAd4xBOetQuNayPtbpqqLWS aXXxb2sMnZFWSeA==</latexit><latexit sha1_base64="g0BfIz9rmtR3A504OF2TJPDNjik=" >AAACx3icjVHLTsJAFD1WVMQX6tJNlZjghrRuZGNC4kZ3mFjAIDFtGaCh7TTtlEiIC3/ArX6Of2H8A/0L7wwlUYnRadqeOfeeM3Pvd SLfS4RhvC1oi7ml5ZX8amFtfWNzq7i900h4GrvMcrnP45ZjJ8z3QmYJT/isFcXMDhyfNZ3hmYw3RyxOPB5eiXHEOoHdD72e59pCUl ZZHN0WS0bFUEufB2YGSjX9NMy9XO/XefEVN+iCw0WKAAwhBGEfNhJ62jBhICKugwlxMSFPxRnuUSBtSlmMMmxih/Tt066dsSHtpWei 1C6d4tMbk1LHIWk45cWE5Wm6iqfKWbK/eU+Up7zbmP5O5hUQKzAg9i/dLPO/OlmLQA9VVYNHNUWKkdW5mUuquiJvrn+pSpBDRJzEX YrHhF2lnPVZV5pE1S57a6v4u8qUrNy7WW6KD3lLGrD5c5zzoHFcMQlf0qSrmK489nCAMs3zBDWcow6LvAd4xBOetQuNayPtbpqqLWS aXXxb2sMnZFWSeA==</latexit><latexit sha1_base64="T8e2we5f1P+Yfnjmps1PiapstHw=" >AAACx3icjVHLTsJAFD3UF+ILdemmkZjghhQ3siRxoztMLJCgMe0wwIS207RTIiEu/AG3+mfGP9C/8M5YEpUYnabtmXPvOTP3Xj8OR Koc57VgLS2vrK4V10sbm1vbO+XdvXYqs4Rxl8lAJl3fS3kgIu4qoQLejRPuhX7AO/74TMc7E56kQkZXahrzm9AbRmIgmKc05VbV8W 254tQcs+xFUM9BBflqyfILrtGHBEOGEBwRFOEAHlJ6eqjDQUzcDWbEJYSEiXPco0TajLI4ZXjEjuk7pF0vZyPaa8/UqBmdEtCbkNLG EWkk5SWE9Wm2iWfGWbO/ec+Mp77blP5+7hUSqzAi9i/dPPO/Ol2LwgANU4OgmmLD6OpY7pKZruib21+qUuQQE6dxn+IJYWaU8z7bR pOa2nVvPRN/M5ma1XuW52Z417ekAdd/jnMRtE9qdcKXTqXZyEddxAEOUaV5nqKJc7TgkvcIj3jCs3VhSWti3X2mWoVcs49vy3r4AFr DkC8=</latexit>
D(t)
<latexit sha1_base64="lLde nGbIlRMmis7ReytycMeuf4w=">AAACx3icjVHLSsNAFD2Nr1pfV ZdugkWom5K4sRuhoAvdVbAPqEWSdNoOTTIhmRRLceEPuNU/E/9 A/8I70xTUInpDkjPn3nNm7lw38nkiLestZywtr6yu5dcLG5tb2z vF3b1mItLYYw1P+CJuu07CfB6yhuTSZ+0oZk7g+qzljs5VvjVmc cJFeCMnEesGziDkfe45UlEXZXl8VyxZFUuHuQjsDJRq5lkIiroo vuIWPQh4SBGAIYQk7MNBQk8HNixExHUxJS4mxHWe4QEF0qZUxaj CIXZE3wGtOhkb0lp5Jlrt0S4+vTEpTRyRRlBdTFjtZup8qp0V+ 5v3VHuqs03o72ZeAbESQ2L/0s0r/6tTvUj0UdU9cOop0ozqzstc Un0r6uTml64kOUTEKdyjfEzY08r5PZtak+je1d06Ov+uKxWr1l5 Wm+JDnZIGbP8c5yJonlRswtc06SpmkccBDlGmeZ6ihkvU0SDvIZ 7wjBfjyhDG2LiflRq5TLOPb2E8fgKA0pEp</latexit><latexit sha1_base64="dWgQ +DEQtqv02Qhv0HHEJi/K6zM=">AAACx3icjVHLTsJAFD1UVMQX6 tJNlZjghrRuZGNCogvdYSIPg8S0ZYAJfaWdEglx4Q+41c/xL4x /oH/hnaEkKjE6Tdsz595zZu69dujyWBjGW0ZbyC4uLedW8qtr6x ubha3tRhwkkcPqTuAGUcu2YuZyn9UFFy5rhRGzPNtlTXt4KuPNE YtiHvhXYhyyjmf1fd7jjiUkdVYSh7eFolE21NLngZmCYlU/8bMv 13u1oPCKG3QRwEECDww+BGEXFmJ62jBhICSugwlxESGu4gz3yJM 2oSxGGRaxQ/r2addOWZ/20jNWaodOcemNSKnjgDQB5UWE5Wm6i ifKWbK/eU+Up7zbmP526uURKzAg9i/dLPO/OlmLQA8VVQOnmkLF yOqc1CVRXZE3179UJcghJE7iLsUjwo5SzvqsK02sape9tVT8XWV KVu6dNDfBh7wlDdj8Oc550Dgqm4QvadIVTFcOu9hHieZ5jCrOUU OdvAd4xBOetQst0Eba3TRVy6SaHXxb2sMnO8KSZw==</latexi t><latexit sha1_base64="dWgQ +DEQtqv02Qhv0HHEJi/K6zM=">AAACx3icjVHLTsJAFD1UVMQX6 tJNlZjghrRuZGNCogvdYSIPg8S0ZYAJfaWdEglx4Q+41c/xL4x /oH/hnaEkKjE6Tdsz595zZu69dujyWBjGW0ZbyC4uLedW8qtr6x ubha3tRhwkkcPqTuAGUcu2YuZyn9UFFy5rhRGzPNtlTXt4KuPNE YtiHvhXYhyyjmf1fd7jjiUkdVYSh7eFolE21NLngZmCYlU/8bMv 13u1oPCKG3QRwEECDww+BGEXFmJ62jBhICSugwlxESGu4gz3yJM 2oSxGGRaxQ/r2addOWZ/20jNWaodOcemNSKnjgDQB5UWE5Wm6i ifKWbK/eU+Up7zbmP526uURKzAg9i/dLPO/OlmLQA8VVQOnmkLF yOqc1CVRXZE3179UJcghJE7iLsUjwo5SzvqsK02sape9tVT8XWV KVu6dNDfBh7wlDdj8Oc550Dgqm4QvadIVTFcOu9hHieZ5jCrOUU OdvAd4xBOetQst0Eba3TRVy6SaHXxb2sMnO8KSZw==</latexi t><latexit sha1_base64="y2nQ CL7y0EA6Yz+WH4kWy/8bybc=">AAACx3icjVHLTsJAFD3UF+ILd emmkZjghhQ3siTRhe4wkUeCxLTDABP6SjslEuLCH3Crf2b8A/0 L74xDohKj07Q9c+49Z+be68W+SKXjvOaspeWV1bX8emFjc2t7p7 i710qjLGG8ySI/Sjqem3JfhLwphfR5J064G3g+b3vjMxVvT3iSi ii8ltOY9wJ3GIqBYK5U1HlZHt8WS07F0cteBFUDSjCrERVfcIM+ IjBkCMARQhL24SKlp4sqHMTE9TAjLiEkdJzjHgXSZpTFKcMldkz fIe26hg1przxTrWZ0ik9vQkobR6SJKC8hrE6zdTzTzor9zXumP dXdpvT3jFdArMSI2L9088z/6lQtEgPUdA2Caoo1o6pjxiXTXVE3 t79UJckhJk7hPsUTwkwr5322tSbVtaveujr+pjMVq/bM5GZ4V7e kAVd/jnMRtE4qVcJXTqleM6PO4wCHKNM8T1HHBRpokvcIj3jCs3 VpRdbEuvtMtXJGs49vy3r4ADIwkB4=</latexit>
Disturbance input
<latexit sha1 _base64="xuYoIVkPTZOrXuTTh fbOwSI1aKs=">AAAC1nicjVHL SsNAFD2Nr1pfqS7dBIvgqqTd6 LKgC5cV7ANqKcl0WgfTJEwmSim 6E7f+gFv9JPEP9C+8M01BLaIT kpw5954zc+/140AkynXfctbC4t LySn61sLa+sbllF7ebSZRKxhs sCiLZ9r2EByLkDSVUwNux5N7I D3jLvzrW8dY1l4mIwnM1jnl35A 1DMRDMU0T17OIJnZFK3wsZd0Q Yp6pnl9yya5YzDyoZKNUwXfXI fsUF+ojAkGIEjhCKcAAPCT0dVO AiJq6LCXGSkDBxjlsUSJtSFqc Mj9gr+g5p18nYkPbaMzFqRqcE9 EpSOtgnTUR5krA+zTHx1Dhr9j fvifHUdxvT38+8RsQqXBL7l26 W+V+drkVhgCNTg6CaYsPo6ljmk pqu6Js7X6pS5BATp3Gf4pIwM8 pZnx2jSUztureeib+bTM3qPcty U3zoW9KAKz/HOQ+a1XKF8Fm1V Ktmo85jF3s4oHkeooZT1NEg7x s84RkvVtu6s+6th2mqlcs0O/i2 rMdPDmyWyA==</latexit><latexit sha1 _base64="xuYoIVkPTZOrXuTTh fbOwSI1aKs=">AAAC1nicjVHL SsNAFD2Nr1pfqS7dBIvgqqTd6 LKgC5cV7ANqKcl0WgfTJEwmSim 6E7f+gFv9JPEP9C+8M01BLaIT kpw5954zc+/140AkynXfctbC4t LySn61sLa+sbllF7ebSZRKxhs sCiLZ9r2EByLkDSVUwNux5N7I D3jLvzrW8dY1l4mIwnM1jnl35A 1DMRDMU0T17OIJnZFK3wsZd0Q Yp6pnl9yya5YzDyoZKNUwXfXI fsUF+ojAkGIEjhCKcAAPCT0dVO AiJq6LCXGSkDBxjlsUSJtSFqc Mj9gr+g5p18nYkPbaMzFqRqcE9 EpSOtgnTUR5krA+zTHx1Dhr9j fvifHUdxvT38+8RsQqXBL7l26 W+V+drkVhgCNTg6CaYsPo6ljmk pqu6Js7X6pS5BATp3Gf4pIwM8 pZnx2jSUztureeib+bTM3qPcty U3zoW9KAKz/HOQ+a1XKF8Fm1V Ktmo85jF3s4oHkeooZT1NEg7x s84RkvVtu6s+6th2mqlcs0O/i2 rMdPDmyWyA==</latexit><latexit sha1 _base64="xuYoIVkPTZOrXuTTh fbOwSI1aKs=">AAAC1nicjVHL SsNAFD2Nr1pfqS7dBIvgqqTd6 LKgC5cV7ANqKcl0WgfTJEwmSim 6E7f+gFv9JPEP9C+8M01BLaIT kpw5954zc+/140AkynXfctbC4t LySn61sLa+sbllF7ebSZRKxhs sCiLZ9r2EByLkDSVUwNux5N7I D3jLvzrW8dY1l4mIwnM1jnl35A 1DMRDMU0T17OIJnZFK3wsZd0Q Yp6pnl9yya5YzDyoZKNUwXfXI fsUF+ojAkGIEjhCKcAAPCT0dVO AiJq6LCXGSkDBxjlsUSJtSFqc Mj9gr+g5p18nYkPbaMzFqRqcE9 EpSOtgnTUR5krA+zTHx1Dhr9j fvifHUdxvT38+8RsQqXBL7l26 W+V+drkVhgCNTg6CaYsPo6ljmk pqu6Js7X6pS5BATp3Gf4pIwM8 pZnx2jSUztureeib+bTM3qPcty U3zoW9KAKz/HOQ+a1XKF8Fm1V Ktmo85jF3s4oHkeooZT1NEg7x s84RkvVtu6s+6th2mqlcs0O/i2 rMdPDmyWyA==</latexit><latexit sha1 _base64="MZl2EjtG6ptaLWUEd 7CE9bH16B8=">AAAC1nicjVHL SsNAFD2Nr1pfqS7dBIvgqqTd6 LKgC5cV7ANqKcl0WoemSZhMlFJ 0J279Abf6SeIf6F94Z0xBLaIT kpw5954zc+/140AkynVfc9bC4t LySn61sLa+sbllF7ebSZRKxhs sCiLZ9r2EByLkDSVUwNux5N7Y D3jLHx3reOuKy0RE4bmaxLw79o ahGAjmKaJ6dvGEzkil74WMOyK MU9WzS27ZNcuZB5UMlJCtemS/ 4AJ9RGBIMQZHCEU4gIeEng4qcB ET18WUOElImDjHDQqkTSmLU4Z H7Ii+Q9p1MjakvfZMjJrRKQG9k pQO9kkTUZ4krE9zTDw1zpr9zX tqPPXdJvT3M68xsQqXxP6lm2X +V6drURjgyNQgqKbYMLo6lrmkp iv65s6XqhQ5xMRp3Ke4JMyMct Znx2gSU7vurWfibyZTs3rPstwU 7/qWNODKz3HOg2a1XCF8Vi3Vq tmo89jFHg5onoeo4RR1NMj7Go 94wrPVtm6tO+v+M9XKZZodfFvW wweAXZaI</latexit>
Output
<latexit sha1_base64="3uva8KrqWRjen+sqxUdKqJfuXaQ=" >AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZJudFlwI7iwgn1ALZKk0zo2TeJkRqzFlT/gVn9M/AP9C+9MU1CL6IQkZ86958zce/0k5 Kl0nLecNTe/sLiUXy6srK6tbxQ3txpprETA6kEcxqLleykLecTqksuQtRLBvKEfsqY/ONLx5i0TKY+jczlKWGfo9SPe44EniWqcKp koeVksOWXHLHsWuBkoVTFZtbj4igt0ESOAwhAMESThEB5Setpw4SAhroMxcYIQN3GGBxRIqyiLUYZH7IC+fdq1MzaivfZMjTqgU0J6 BSlt7JEmpjxBWJ9mm7gyzpr9zXtsPPXdRvT3M68hsRJXxP6lm2b+V6drkejh0NTAqabEMLq6IHNRpiv65vaXqiQ5JMRp3KW4IBwY5 bTPttGkpnbdW8/E302mZvU+yHIVPvQtacDuz3HOgkal7BI+q5SqlWzUeexgF/s0zwNUcYwa6uR9jSc848U6sW6sO+t+kmrlMs02vi3 r8ROyTJH2</latexit><latexit sha1_base64="3uva8KrqWRjen+sqxUdKqJfuXaQ=" >AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZJudFlwI7iwgn1ALZKk0zo2TeJkRqzFlT/gVn9M/AP9C+9MU1CL6IQkZ86958zce/0k5 Kl0nLecNTe/sLiUXy6srK6tbxQ3txpprETA6kEcxqLleykLecTqksuQtRLBvKEfsqY/ONLx5i0TKY+jczlKWGfo9SPe44EniWqcKp koeVksOWXHLHsWuBkoVTFZtbj4igt0ESOAwhAMESThEB5Setpw4SAhroMxcYIQN3GGBxRIqyiLUYZH7IC+fdq1MzaivfZMjTqgU0J6 BSlt7JEmpjxBWJ9mm7gyzpr9zXtsPPXdRvT3M68hsRJXxP6lm2b+V6drkejh0NTAqabEMLq6IHNRpiv65vaXqiQ5JMRp3KW4IBwY5 bTPttGkpnbdW8/E302mZvU+yHIVPvQtacDuz3HOgkal7BI+q5SqlWzUeexgF/s0zwNUcYwa6uR9jSc848U6sW6sO+t+kmrlMs02vi3 r8ROyTJH2</latexit><latexit sha1_base64="3uva8KrqWRjen+sqxUdKqJfuXaQ=" >AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZJudFlwI7iwgn1ALZKk0zo2TeJkRqzFlT/gVn9M/AP9C+9MU1CL6IQkZ86958zce/0k5 Kl0nLecNTe/sLiUXy6srK6tbxQ3txpprETA6kEcxqLleykLecTqksuQtRLBvKEfsqY/ONLx5i0TKY+jczlKWGfo9SPe44EniWqcKp koeVksOWXHLHsWuBkoVTFZtbj4igt0ESOAwhAMESThEB5Setpw4SAhroMxcYIQN3GGBxRIqyiLUYZH7IC+fdq1MzaivfZMjTqgU0J6 BSlt7JEmpjxBWJ9mm7gyzpr9zXtsPPXdRvT3M68hsRJXxP6lm2b+V6drkejh0NTAqabEMLq6IHNRpiv65vaXqiQ5JMRp3KW4IBwY5 bTPttGkpnbdW8/E302mZvU+yHIVPvQtacDuz3HOgkal7BI+q5SqlWzUeexgF/s0zwNUcYwa6uR9jSc848U6sW6sO+t+kmrlMs02vi3 r8ROyTJH2</latexit><latexit sha1_base64="NOdJWUSTWNULjo9fiNtrKlE+nXo=" >AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZJudFlwI7iwgn1AFUnSaR2bl5MZsRZX/oBb/THxD/QvvDOmoBbRCUnOnHvPmbn3+mnIM +k4rwVrZnZufqG4WFpaXlldK69vtLJEiYA1gyRMRMf3MhbymDUllyHrpIJ5kR+ytj880PH2DRMZT+JTOUrZeeQNYt7ngSeJah0rmS p5Ua44Vccsexq4OaggX42k/IIz9JAggEIEhhiScAgPGT1duHCQEneOMXGCEDdxhnuUSKsoi1GGR+yQvgPadXM2pr32zIw6oFNCegUp beyQJqE8QVifZpu4Ms6a/c17bDz13Ub093OviFiJS2L/0k0y/6vTtUj0sW9q4FRTahhdXZC7KNMVfXP7S1WSHFLiNO5RXBAOjHLSZ 9toMlO77q1n4m8mU7N6H+S5Cu/6ljRg9+c4p0GrVnUJn9Qq9Vo+6iK2sI1dmuce6jhEA03yvsIjnvBsHVnX1q1195lqFXLNJr4t6+E DJEyRtg==</latexit>
Y (t)
<latexit sha1_base64="A+W1PYfnkPDBh9zO+T7ec43Wr4k=" >AAACx3icjVHLSsNAFD2Nr1pfVZdugkWom5K4sRuh4EZ3FexDapEknbZD82IyKZbiwh9wq38m/oH+hXemKahF9IYkZ86958zcuW7s8 0Ra1lvOWFpeWV3Lrxc2Nre2d4q7e80kSoXHGl7kR6LtOgnzecgakkuftWPBnMD1Wcsdnat8a8xEwqPwWk5i1g2cQcj73HOkom7K8v iuWLIqlg5zEdgZKNXMsxAU9aj4ilv0EMFDigAMISRhHw4SejqwYSEmrospcYIQ13mGBxRIm1IVowqH2BF9B7TqZGxIa+WZaLVHu/j0 ClKaOCJNRHWCsNrN1PlUOyv2N++p9lRnm9DfzbwCYiWGxP6lm1f+V6d6keijqnvg1FOsGdWdl7mk+lbUyc0vXUlyiIlTuEd5QdjTy vk9m1qT6N7V3To6/64rFavWXlab4kOdkgZs/xznImieVGzCVzTpKmaRxwEOUaZ5nqKGC9TRIO8hnvCMF+PSiIyxcT8rNXKZZh/fwnj 8BLLxkT4=</latexit><latexit sha1_base64="3W0ZdM1KNqE5z8bhByXzl/BACvU=" >AAACx3icjVHLTsJAFD1UVMQX6tJNlZjghrRuZGNC4kZ3mMgrSEw7DNDQV9opkRAX/oBb/Rz/wvgH+hfeGUqiEqPTtD1z7j1n5t5rh 64TC8N4y2hL2eWV1dxafn1jc2u7sLPbiIMkYrzOAjeIWrYVc9fxeV04wuWtMOKWZ7u8aY/OZbw55lHsBP61mIS861kD3+k7zBKSap fE8W2haJQNtfRFYKagWNXP/OxL+6AWFF5xgx4CMCTwwOFDEHZhIaanAxMGQuK6mBIXEXJUnOMeedImlMUpwyJ2RN8B7Top69NeesZK zegUl96IlDqOSBNQXkRYnqareKKcJfub91R5yrtN6G+nXh6xAkNi/9LNM/+rk7UI9FFRNThUU6gYWR1LXRLVFXlz/UtVghxC4iTuU TwizJRy3mddaWJVu+ytpeLvKlOycs/S3AQf8pY0YPPnOBdB46RsEr6iSVcwWzns4xAlmucpqrhADXXyHuIRT3jWLrVAG2t3s1Qtk2r 28G1pD59t4ZJ8</latexit><latexit sha1_base64="3W0ZdM1KNqE5z8bhByXzl/BACvU=" >AAACx3icjVHLTsJAFD1UVMQX6tJNlZjghrRuZGNC4kZ3mMgrSEw7DNDQV9opkRAX/oBb/Rz/wvgH+hfeGUqiEqPTtD1z7j1n5t5rh 64TC8N4y2hL2eWV1dxafn1jc2u7sLPbiIMkYrzOAjeIWrYVc9fxeV04wuWtMOKWZ7u8aY/OZbw55lHsBP61mIS861kD3+k7zBKSap fE8W2haJQNtfRFYKagWNXP/OxL+6AWFF5xgx4CMCTwwOFDEHZhIaanAxMGQuK6mBIXEXJUnOMeedImlMUpwyJ2RN8B7Top69NeesZK zegUl96IlDqOSBNQXkRYnqareKKcJfub91R5yrtN6G+nXh6xAkNi/9LNM/+rk7UI9FFRNThUU6gYWR1LXRLVFXlz/UtVghxC4iTuU TwizJRy3mddaWJVu+ytpeLvKlOycs/S3AQf8pY0YPPnOBdB46RsEr6iSVcwWzns4xAlmucpqrhADXXyHuIRT3jWLrVAG2t3s1Qtk2r 28G1pD59t4ZJ8</latexit><latexit sha1_base64="GSlxB/QbRlQZ+5Cw+PB47wCokEk=" >AAACx3icjVHLTsJAFD3UF+ILdemmkZjghhQ3siRxoztM5GGQmLYMMKHtNNMpkRAX/oBb/TPjH+hfeGcsiUqMTtP2zLn3nJl7rxcHP FGO85qzlpZXVtfy64WNza3tneLuXisRqfRZ0xeBkB3PTVjAI9ZUXAWsE0vmhl7A2t74TMfbEyYTLqIrNY1ZL3SHER9w31Waui6r49 tiyak4ZtmLoJqBErLVEMUX3KAPAR8pQjBEUIQDuEjo6aIKBzFxPcyIk4S4iTPco0DalLIYZbjEjuk7pF03YyPaa8/EqH06JaBXktLG EWkE5UnC+jTbxFPjrNnfvGfGU99tSn8v8wqJVRgR+5dunvlfna5FYYCaqYFTTbFhdHV+5pKaruib21+qUuQQE6dxn+KSsG+U8z7bR pOY2nVvXRN/M5ma1Xs/y03xrm9JA67+HOciaJ1UqoQvnVK9lo06jwMcokzzPEUd52igSd4jPOIJz9aFJayJdfeZauUyzT6+LevhA2R PkDM=</latexit>
Figure 1: Configuration of the control system with feedforward.
3 A preliminary simple linear case
Let us first examine the special case where the physical system is a simple 2×2 linear
hyperbolic system of the form
Ht +Qx = 0
Qt +
(
aH + bQ
)
x
= 0,
(6)
where a and b are two real positive constants, with boundary conditions
Q(t, 0) = D(t), Q(t, L)− γH(t, L) = U(t), (7)
where γ is a real constant.
The system is hyperbolic with one positive and one negative characteristic velocity
which are defined as
λ1 =
b+
√
b2 + 4a
2
and − λ2 = b−
√
b2 + 4a
2
. (8)
The reason for beginning in this way is that the simple linear system (6), (7) allows
an explicit and complete mathematical analysis of the feedforward control design. It is
therefore an excellent starting point before to address the general nonlinear case for which
less explicit and more complicated solutions will be discussed later on.
3.1 Feedforward control design in the frequency domain
In order to solve the feedforward control problem for the linear system (6), (7), we intro-
duce the Riemann coordinates defined by the following change of coordinates:
R1(t, x) = Q(t, x)−D(0) + λ2(H(t, x)−H∗L),
R2(t, x) = Q(t, x)−D(0)− λ1(H(t, x)−H∗L),
(9)
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where, as mentioned in the introduction, H∗L denotes the set point for the output variable
H(t, L).
This change of coordinates is inverted as follows:
H(t, x)−H∗L =
R1(t, x)−R2(t, x)
λ1 + λ2
,
Q(t, x)−D(0) = λ1R1(t, x) + λ2R2(t, x)
λ1 + λ2
.
(10)
With these Riemann coordinates, the system (6) is rewritten in characteristic form as a
set of two transport equations:
∂tR1(t, x) + λ1∂xR1(t, x) = 0,
∂tR2(t, x)− λ2∂xR2(t, x) = 0,
(11)
or, equivalently, as the following two delay equations:
R1(t, L) = R1(t− τ1, 0) with τ1 = L/λ1,
R2(t, 0) = R2(t− τ2, L) with τ2 = L/λ2.
(12)
Taking the Laplace transform of (12), the system is written as follows in the frequency
domain (with “s” the Laplace complex variable):
R1(s, L) = e
−sτ1R1(s, 0),
R2(s, 0) = e
−sτ2R2(s, L).
(13)
Moreover, the inputs D(t) and U(t) are represented in the frequency domain by the fol-
lowing Laplace transforms:
U˜(s) = L(U(t)−D(0) + γH∗L), D˜(s) = L(D(t)−D(0)), (14)
where L denotes the Laplace transform operator.
Then, using the boundary conditions (7) with the change of coordinates (10), the
system equations (13) and the definitions (14), the input-output system dynamics are
computed as follows :
Y (s) = Po(s)U˜(s) + Pd(s)D˜(s), (15)
with, for τ = τ1 + τ2, the two transfer functions:
Po(s) = − λ1 + λ2e
−sτ
λ1(γ + λ2) + λ2(γ − λ1)e−sτ , (16)
Pd(s) =
(λ1 + λ2)e
−sτ1
λ1(γ + λ2) + λ2(γ − λ1)e−sτ . (17)
Let us now assume uniform initial conditions at time t = 0:
H(0, x) = H∗L, Q(0, x) = D(0), for all x ∈ [0, L]. (18)
Then it follows from (15) that, in order to satisfy the control objective H(t, L) = H∗L
∀t > 0, or equivalently in Laplace coordinates Y (s) = 0 ∀s, we must select the feedforward
boundary control law U˜(s) in function of the boundary disturbance D˜(s) such that
U˜(s) = Pc(s) D˜(s) with Pc(s) = −P−1o (s)Pd(s) =
(λ1 + λ2)e
−sτ1
λ1 + λ2e−sτ
. (19)
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or, in the time domain, as:
U(t) = −λ2
λ1
U(t− τ) +
(
1 +
λ2
λ1
)
D(t− τ1)− γ
(
1 +
λ2
λ1
)
H∗L. (20)
Hence, we can see that the feedforward controller Pc(s) seems to achieve the desired pur-
pose. There is however an important limitation: the result is obtained under the assump-
tion that the initial condition (18) is uniform and that the initial output density H(0, L)
is already at the set point H∗L. If this assumption is not verified, then initial transients
may appear. Obviously, such transients will vanish exponentially only if the system is
exponentially stable. Hence, the practical implementation of the feedforward controller
clearly requires the stability of the transfer functions of the system. From (16), (17) we
can see that the transfer functions Po(s) and Pd(s) have the same poles that are stable if
and only if λ1, λ2 and γ satisfy the following inequality∣∣∣∣γ − λ1γ + λ2
∣∣∣∣ < λ1λ2 . (21)
Moreover the transfer function Pc(s) of the controller has stable poles if and only if
λ2
λ1
< 1. (22)
These conditions imply in particular that, starting from any arbitrary initial condition,
the states of the physical system and the controller are bounded and that H(t, L) asymp-
totically converges to the set-point
lim
t→∞H(t, L) = H
∗
L, (23)
such that the feedforward control objective is achieved as soon as the initial transients have
vanished. Remark that in the case where Condition (21) is not satisfied, the feedforward
controller can be combined with a feedback controller in order to ensure the global system
stability. However, for the sake of simplicity and clarity, we will not study this issue in
more detail in this article.
3.2 Feedforward control design in the time domain
Let us now show that the same feedforward control law can also be computed in another
way, as the output of the following copy of the system (1)-(2):
Ĥt + Q̂x = 0,
Q̂t +
(
aĤ + bQ̂
)
x
= 0,
(24)
with the boundary conditions:
Q̂(t, 0) = D(t),
Ĥ(t, L) = H∗L.
(25)
We are going to show that the control U(t) given by (20) is equivalently given by:
U(t) = Q̂(t, L)− γH∗L. (26)
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Again we use the Riemann coordinates
R̂1(t, x) = Q̂(t, x)−D(0) + λ2(Ĥ(t, x)−H∗L),
R̂2(t, x) = Q̂(t, x)−D(0)− λ1(Ĥ(t, x)−H∗L),
(27)
which are inverted as
Ĥ(t, x)−H∗L =
R̂1(t, x)− R̂2(t, x)
λ1 + λ2
,
Q̂(t, x)−D(0) = λ1R̂1(t, x) + λ2R̂2(t, x)
λ1 + λ2
.
(28)
In these coordinates, the system (24) is written as follows:
∂tR̂1(t, x) + λ1∂xR̂1(t, x) = 0,
∂tR̂2(t, x)− λ2∂xR̂2(t, x) = 0,
(29)
or equivalently as the delay system:
R̂1(t, L) = R̂1(t− τ1, 0), (30a)
R̂2(t, 0) = R̂2(t− τ2, L). (30b)
In the Riemann coordinates, the boundary conditions (25) are written:
R̂1(t, 0) = −λ2
λ1
R̂2(t, 0) +
(
1 +
λ2
λ1
)
(D(t)−D(0)), (31a)
R̂2(t, L) = R̂1(t, L). (31b)
From (28), (30a) and (31b), we have:
Q̂(t, L) =
λ1R̂1(t, L) + λ2R̂2(t, L)
λ1 + λ2
+D(0) = R̂1(t, L) +D(0)
= R̂1(t− τ1, 0) +D(0). (32)
Since the boundary condition (31a) is obviously valid at any time instant, and using (32),
we have:
Q̂(t, L) = R̂1(t− τ1, 0) +D(0)
= −λ2
λ1
R̂2(t− τ1, 0) +
(
1 +
λ2
λ1
)(
D(t− τ1)−D(0)
)
. (33)
Moreover, using successively (30b), (31b) and (32), we have:
R̂2(t− τ1, 0) = R̂2(t− τ, L) = R̂1(t− τ, L) = Q̂(t− τ, L)−D(0). (34)
Then, combining (33) and (34), we get:
Q̂(t, L) = −λ2
λ1
Q̂(t− τ, L) +
(
1 +
λ2
λ1
)
D(t− τ1). (35)
Comparing this equation with (20), we finally conclude that, as announced, the control
law is given by:
U(t) = Q̂(t, L)− γH∗L. (36)
This expression of the feedforward control law in the time domain is of special interest to
motivate its extension to nonlinear systems as we shall see in the next section.
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4 The general nonlinear case
In this section, we now address the feedforward control design problem for the general
nonlinear physical system of Section 1, i.e.
Ht +Qx = 0,
Qt + (f(H,Q))x + g(H,Q) = 0,
(37)
α(H(t, 0), Q(t, 0)) = D(t),
β(H(t, L), Q(t, L)) = U(t).
(38)
The objective is to keep the output density H(t, L) at the setoint H∗L despite the distur-
bance D(t).
We assume that all the required conditions are met for this system to be well posed
and have a unique solution in the domain of interest. The existence and uniqueness of
solutions is a topic which is the subject of numerous publications. We do not address this
issue in this article but we refer the reader to the paper [29] by Zhiqiang Wang (and the
references therein) where explicit conditions for hyperbolic systems of the form (37), (38)
are given.
4.1 Feedforward control design
Obviously the frequency method is not relevant for a nonlinear system such as (37), (38).
However, from our analysis of the linear case in the previous section, a natural way to
generalize the control design to nonlinear systems in the time domain is as follows. We
use a copy of the system (37):
Ĥt + Q̂x = 0,
Q̂t + (f(Ĥ, Q̂))x + g(Ĥ, Q̂) = 0,
(39)
with the boundary conditions:
α(Ĥ(t, 0), Q̂(t, 0)) = D(t),
Ĥ(t, L) = H∗L,
(40)
and with the feedforward control defined as:
U(t) = β(H∗L, Q̂(t, L)). (41)
In the next theorem, it is shown that this feedforward controller (39), (40), (41) achieves
the desired purpose.
Theorem 1. Assume that both systems (37), (38) and (39), (40) are interconnected with
the control law (41) and have the same initial condition
H(0, x) = Ĥ(0, x), Q(0, x) = Q̂(0, x), for all x ∈ [0, L], (42)
with H(0, L) = Ĥ(0, L) = H∗L. Then, for all positive t it holds that H(t, L) = H
∗
L.
Proof. Let us first observe that the condition (42) implies not only that the two systems
have the same initial condition but also that they have identical boundary conditions at
the initial time t = 0:
D(0) = α(H(0, 0), Q(0, 0)) = α(Ĥ(0, 0), Q̂(0, 0)), (43)
U(0) = β(H∗L, Q(0, L)) = β(H
∗
L, Q̂(0, L)). (44)
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Then it is immediately clear that the solution Ĥ(t, x), Q̂(t, x) (with Ĥ(t, L) = H∗L ∀t) of the
system (39), (40) is also a possible solution of the system (37), (38), i.e H(t, x) = Ĥ(t, x)
and Q(t, x)) = Q̂(t, x) for all t and x. Since the solution of the system (37), (38) is unique,
the result follows.
This theorem shows however that the stability issue mentioned in the linear case is still
present here. The feedforward control leads to an exact cancellation of the disturbance for
all t > 0 only if the physical system and the feedforward controller have exactly identical
initial conditions. Otherwise some sort of stability of the solutions is required to guarantee
an asymptotic decay of the initial transients. As already pointed out by T. Glad [12] for
finite dimensional nonlinear systems, Lyapunov theory helps to discuss this stability issue
as we shall see in the next section.
4.2 Stability conditions
Our purpose in this section is to derive sufficient stability conditions for the overall control
system (37), (38), (39), (40), (41).
A steady state is a system solution that does not change over time. We assume that, for
any set point H∗L and any given constant disturbance input D(t) = D
∗ for all t, the system
has a unique well-defined steady state H(t, x) = Ĥ(t, x) = H∗(x), Q(t, x) = Q̂(t, x) = Q∗
for all t. The steady state flux density Q∗ is uniform on the domain [0, L] and the steady
state density function H∗(x) is a solution of the ordinary differential equation(
f(H∗, Q∗)
)
x
+ g(H∗, Q∗) = 0, H∗(L) = H∗L, x ∈ [0, L]. (45)
In order to linearize the system, we define the deviations of the disturbance input D(t)
and the states H(t, x), Ĥ(t, x), Q(t, x), Q̂(t, x) with respect to the steady states D∗, H∗(x)
and Q∗:
d(t) = D(t)−D∗,
h(t, x) = H(t, x)−H∗(x), q(t, x) = Q(t, x)−Q∗,
hˆ(t, x) = Ĥ(t, x)−H∗(x), qˆ(t, x) = Q̂(t, x)−Q∗.
(46)
With these notations the linearization of the physical system (37), (38) about the steady
state is
ht + qx = 0,
qt + a(x)hx + b(x)qx +
(
ax(x) + a˜(x)
)
h+
(
bx(x) + b˜(x)
)
q = 0,
(47)
with the boundary conditions
αhh(t, 0) + αqq(t, 0) = d(t),
βhh(t, L) + βqq(t, L) = βq qˆ(t, L).
(48)
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In these equations, we use the following notations:
a(x) =
∂f
∂H
(H∗(x), Q∗), b(x) =
∂f
∂Q
(H∗(x), Q∗),
a˜(x) =
∂g
∂H
(H∗(x), Q∗), b˜(x) =
∂g
∂Q
(H∗(x), Q∗),
αh =
∂α
∂H
(H∗(0), Q∗), αq =
∂α
∂Q
(H∗(0), Q∗)
βh =
∂β
∂H
(H∗L, Q
∗), βq =
∂β
∂Q
(H∗L, Q
∗).
(49)
Similarly, the linearization of the controller (39), (40), (41) about the steady state is
hˆt + qˆx = 0,
qˆt + a(x)hˆx + b(x)qˆx +
(
ax(x) + a˜(x)
)
hˆ+
(
bx(x) + b˜(x)
)
qˆ = 0,
(50)
with the boundary conditions
αhhˆ(t, 0) + αq qˆ(t, 0) = d(t),
hˆ(t, L) = 0.
(51)
Let us now introduce the following notations for the deviations between the states of the
physical system and the controller:
h˜(t, x) = H(t, x)− Ĥ(t, x) = h(t, x)− hˆ(t, x),
q˜(t, x) = Q(t, x)− Q̂(t, x) = q(t, x)− qˆ(t, x).
(52)
Then, from (47), (48) we have the following linear ‘error’ system
h˜t + q˜x = 0,
q˜t + a(x)h˜x + b(x)q˜x +
(
ax(x) + a˜(x)
)
h˜+
(
bx(x) + b˜(x)
)
q˜ = 0,
(53)
with the boundary conditions
αhh˜(t, 0) + αq q˜(t, 0) = 0,
βhh˜(t, L) + βq q˜(t, L) = 0.
(54)
This error system has clearly a unique uniform steady-state h˜(t, x) ≡ 0, q˜(t, x) ≡ 0. With
the definitions
z˜ =
(
h˜
q˜
)
, A(x) =
(
0 1
a(x) b(x)
)
,
B(x) =
(
0 0
ax(x) + a˜(x) bx(x) + b˜(x)
)
,
(55)
the system (53) is rewritten in matrix form:
z˜t +A(x)z˜x +B(x)z˜ = 0. (56)
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Since the system is supposed to be hyperbolic, it is assumed that the matrix A(x) has two
real distinct eigenvalues
λ1(x) =
b(x) +
√
b2(x) + 4a(x)
2
and − λ2(x) = b(x)−
√
b2(x) + 4a(x)
2
, (57)
with
b2(x) + 4a(x) > 0 for all x ∈ [0, L]. (58)
Remark that
λ1(x) > 0, λ2(x) > 0, (59)
a(x) = λ1(x)λ2(x), b(x) = λ1(x)− λ2(x), (60)
b2(x) + 4a(x) =
(
λ1(x) + λ2(x)
)2
. (61)
Therefore, for all x ∈ [0, L], the matrix A(x) can be diagonalized with the invertible matrix
N(x) defined as
N(x) =
(
λ2(x) 1
−λ1(x) 1
)
(62)
such that
N(x)A(x) = Λ(x)N(x) with Λ(x) =
(
λ1(x) 0
0 −λ2(x)
)
. (63)
In order to address the stability of the linear system (53), (54), we introduce the following
basic quadratic Lyapunov function candidate:
V =
∫ L
0
(
z˜TP (x)z˜
)
dx (64)
with P (x) a symmetric positive definite matrix of the form
P (x) = NT (x)∆(x)N(x), ∆(x) =
(
p1(x) 0
0 p2(x)
)
(65)
where pi : [0, L]→ R+ (i = 1, 2) are two real positive functions to be determined.
We compute the time derivative of V along the C1-solutions of the system (53), (54):
dV
dt
=
∫ L
0
(
z˜TP (x)z˜t + z˜
T
t P (x)z˜
)
dx
= −
∫ L
0
(
z˜TP (x)
(
A(x)z˜x +B(x)z˜
)
+
(
z˜TxA
T (x) + z˜TBT (x)
)
P (x)z˜
)
dx.
(66)
Using (63) and (65), we see that the matrix M(x) = P (x)A(x) is symmetric:
M(x) = P (x)A(x) = AT (x)P (x) = NT (x)∆(x)Λ(x)N(x). (67)
Then, from (66), (67) and using integration by parts, we have
dV
dt
= z˜T (t, 0)M(0)z˜(t, 0)− z˜T (t, L)M(L)z˜(t, L)
−
∫ L
0
z˜T
(
−Mx(x) +BT (x)P (x) + P (x)B(x)
)
z˜ dx.
(68)
Under the boundary conditions (54), it can be checked that z˜T (t, 0)M(0)z˜(t, 0) < 0 if
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(a1)
(
αh − αqλ2(0)
αh + αqλ1(0)
)2
<
p2(0)
p1(0)
λ2(0)
λ1(0)
,
and that −z˜T (t, L)M(L)z˜(t, L) < 0 if
(a2)
(
βh + βqλ1(L)
βh − βqλ2(L)
)2
<
p1(L)
p2(L)
λ1(L)
λ2(L)
.
Hence, from (68), it follows that if the two positive functions pi ∈ C1([0, L], (0,+∞))
(i = 1, 2) can be selected such that conditions (a1) and (a2) are satisfied and
(b) the matrix −Mx(x) +BT (x)P (x) + P (x)B(x) is positive definite for all x ∈ [0, L],
then dV/dt is a negative definite function along the solutions of the system (53), (54),
which induces the following stability property because V is equivalent to a L2 norm for
z˜(t, .) ∈ L2([0, L],R2).
Theorem 2. If there exist two functions pi ∈ C1([0, L], (0,+∞)) (i = 1, 2) such that
conditions (a1), (a2) and (b) are satisfied, then the system (53), (54) is L2-exponentially
stable, that is there exist two positive constants C and ν such that, from any initial
condition z˜(0, .) ∈ L2([0, L],R2), the system solution satisfies the inequality
‖z˜(t, .)‖L2 6 Ce−νt‖z˜(0, .)‖L2 , t ∈ [0,+∞). (69)
This theorem tells us that the solution of the (linearized) physical system asymp-
totically tracks the solution of the (linearized) controller system, independently of the
disturbance. In particular the theorem implies that the output H(t, L) asymptotically
converges to the set-point:
lim
t→∞H(t, L) = H
∗
L (70)
whatever the size and the shape of the disturbance. This can be viewed as a generalization
of the condition (21) which was obtained in the simple linear case addressed in Section
3. However, this is not sufficient to conclude that the feedforward control objective is
achieved because we are not yet guaranteed that all the initial transients of the overall
system will exponentially vanish under the conditions stated in Theorem 2. Indeed, we
have to verify in addition that the solutions of the controller itself are not unstable.
For that purpose, let us thus consider the linearized controller system (50) with the
boundary conditions (51). It can be observed that the system dynamics are very similar,
but not equal, to those of the error system. The only difference lies in the boundary
conditions. We can therefore use the same Lyapunov function candidate
Vˆ =
∫ L
0
(
zˆTP (x)zˆ
)
dx
(
where zˆ := (hˆ, qˆ)T
)
(71)
for which we have
dVˆ
dt
= zˆT (t, 0)M(0)zˆ(t, 0)− zˆT (t, L)M(L)zˆ(t, L)
−
∫ L
0
zˆT
(
−Mx(x) +BT (x)P (x) + P (x)B(x)
)
zˆ dx.
(72)
Under the boundary condition (51), we have
− zˆT (t, L)M(L)zˆ(t, L) = −(p1(L)λ1(L)− p2(L)λ2(L))qˆ2(t, L) (73)
which is negative if and only if
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(a3)
p2(L)λ2(L)
p1(L)λ1(L)
< 1.
Remark that this condition can be viewed as a generalization of condition (22) which was
obtained from a frequency domain approach for the simple linear example of Section 3.
Let us now assume that αq 6= 0 (the case αq = 0 will be considered next). Then, under
the boundary condition (51), we have
zˆT (t, 0)M(0)zˆ(t, 0) = −γ0hˆ2(t, 0) + γ1hˆ(t, 0)d(t) + γ2d2(t) (74)
with
γ0 = −p1(0)λ1(0)
(
λ2(0)− αh
αq
)2
+ p2(0)λ2(0)
(
λ1(0) +
αh
αq
)2
, (75)
γ1 =
2
αq
[
p1(0)λ1(0)
(
λ2(0)− αh
αq
)
+ p2(0)λ2(0)
(
λ1(0) +
αh
αq
)]
, (76)
γ2 =
1
α2q
(
p1(0)λ1(0)− p2(0)λ2(0)
)
. (77)
In the case where αq = 0 and necessarily αh 6= 01, we have
zˆT (t, 0)M(0)zˆ(t, 0) = −γ0qˆ2(t, 0) + γ1qˆ(t, 0)d(t) + γ2d2(t) (78)
with
γ0 = −p1(0)λ1(0) + p2(0)λ2(0), (79)
γ1 =
2λ1(0)λ2(0)
αh
(
p1(0) + p2(0)
)
, (80)
γ2 =
λ1(0)λ2(0)
α2h
(
p1(0)λ2(0)− p2(0)λ1(0)
)
. (81)
In both cases, it can be verified that γ0 > 0 if and only if condition (a1) is verified. From,
(72), (73), (74), if conditions (a1), (a3) and (b) are satisfied, we can write
dVˆ
dt
6 −µ0
∫ L
0
(
zˆT zˆ
)
dx− γ0qˆ2(t, 0) + |γ1||qˆ(t, 0)||d(t)|+ |γ2|d2(t). (82)
where µ0 > 0 is the infimum over [0, L] of the eigenvalues of the positive definite matrix
−Mx(x) +BT (x)P (x) + P (x)B(x).
Let us now remark that
|γ1||qˆ(t, 0)||d(t)| 6 γ0
2
qˆ2(t, 0) +
γ21
2γ0
d2(t). (83)
Therefore:
dVˆ
dt
6 −µ0
∫ L
0
(
zˆT zˆ
)
dx− γ0
2
qˆ2(t, 0) +
(
γ21
2γ0
+ |γ2|
)
d2(t) (84)
6 −µ0
µ1
Vˆ +
(
γ21
2γ0
+ |γ2|
)
d2(t) (85)
1The case where both αh and αq would equal zero is pointless in the context of this paper because it
would correspond to a system without disturbance.
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where µ1 is the infimum over [0, L] of the eigenvalues of the positive definite matrix P (x).
Since Vˆ is equivalent to the square of the L2 norm for zˆ(t, .) ∈ L2([0, L],R2), if the
disturbance input is bounded, this induces the input-to-state stability property stated in
the following proposition.
Theorem 3. If there exist two functions pi ∈ C1([0, L], (0,+∞)) (i = 1, 2) such that
conditions (a1), (a3) and (b) are satisfied, then the system (53), (54) is L2-input-to-state
stable, that is there exist three positive constants C1, C2 and ν such that, from any initial
condition zˆ(0, .) ∈ L2([0, L],R2), the system solution satisfies the inequality
‖zˆ(t, ·)‖L2 6 C1‖zˆ(0, .)‖L2e−νt + C2 sup
t>0
|d(t)|, t ∈ [0,+∞). (86)
Hence, if the input disturbance d(t) is bounded, we can conclude from Theorems 2 and
3 that, starting from any arbitrary initial condition in L2, the states of the (linearized)
physical system and the (linearized) controller are bounded in L2 and that H(t, L) asymp-
totically converges to the set-point
lim
t→∞H(t, L) = H
∗
L, (87)
such that the feedforward control objective is achieved as soon as the initial transients
have vanished.
As it is justified in many recent publications (see e.g. [3, Theorem 6.6] and [6, Section
2.1]), it is also worth noting that the conditions (a1), (a2), (a3) and (b) for the L2-stability
of the linearized system, may also be sufficient to establish the H2-stability of the overall
nonlinear system in a neighbourhood of the steady-state. A rigorous detailed analysis of
this generalization is however delicate and would go far beyond the scope of this article.
We will limit ourselves here to a more pragmatic approach which consists in checking the
applicability and the effectiveness of the method in the realistic nonlinear applications
considered in the rest of the paper.
To conclude this section, let us also mention that sufficient ISS conditions can also be
established for the C1-norm but the analysis is still more intricate. The interested reader
is referred, among others, to the recent publications [22, Section 9.4], [11], [30] and [6].
However, it must be said that in many 2× 2 physical control systems of practical interest,
the ISS conditions are equivalent for the H2 and C1 norms. This will appear for instance
in the next section where we apply our theory to the example of level control in an open
channel.
5 Application to level control in an open channel
In the field of hydraulics, the flow in open channels is generally represented by the Saint-
Venant equations which are a typical example of a 2× 2 nonlinear hyperbolic system.
We consider the special case of a pool of an open channel as represented in Figure
2. We assume that the channel is horizontal and prismatic with a constant rectangular
section and a unit width.
The flow dynamics are described by the Saint-Venant equations
Ht +Qx = 0,
Qt +
(
Q2
H
+ g
H2
2
)
x
+ cf
Q2
H2
= 0.
(88)
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x
L0
H(t, x) H(t, L) U(t)
Q(t, x)
D(t)
Figure 2: A pool of an open channel with overshot gates at the upstream and downstream
sides.
where H(t, x) represents the water level and Q(t, x) the water flow rate in the pool while
g denotes the gravitation constant and cf is an adimensional friction coefficient. This
system is in the form (1), (2) with
f(H,Q) =
Q2
H
+ g
H2
2
and g(H,Q) = cf
Q2
H2
. (89)
The system is subject to the following boundary conditions:
Q(t, 0) = cg
√[
D(t)
]3
,
Q(t, L) = cg
√[
H(t, L)− U(t)]3. (90)
These boundary conditions are given by standard hydraulic models of overshot gates (see
Fig.2). The first boundary condition imposes the value of the canal inflow rate Q(t, 0)
as a function of the water head above the gate D(t) which is the measurable input dis-
turbance. The second boundary condition corresponds to the control overshot gate at
the downstream side of the canal. The control action is the vertical elevation U(t) of the
gate. In both models, cg is a constant discharge coefficient. Let us also remark that these
boundary conditions are written in the form (38) as follows:
α(H(t, 0), Q(t, 0)) =
(
c−1g Q(t, 0)
)2/3
= D(t),
β(H(t, L), Q(t, L)) = H(t, L)− (c−1g Q(t, L))2/3 = U(t). (91)
For a constant gate position U(t) = U∗ > 0 ∀t and a constant inflow rate Q(t, 0) =
Q∗ > 0 ∀t, a steady state is a time-invariant solution H∗(x), Q∗ given by:
H(t, x) = H∗(x) and Q(t, x) = Q∗ ∀t, x ∈ [0, L], (92a)
H∗(L) = U∗ + (c−1g Q
∗)2/3, (92b)
H∗(x) solution of (gH∗3(x)−Q∗2)H∗x(x) + cfQ∗2 = 0 (92c)
The existence of a solution to (92c) requires that gH∗3(L) 6= Q∗2. If gH∗3(L) > Q∗2, then
(92c) has a solution (note that H∗(x) is then a decreasing function of x over [0, L]) and
the steady state flow is subcritical (or fluvial). In such case, according to the physical
evidence, H∗(x) is positive :
H∗(x) > 0 for all x ∈ [0, L], (93)
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and satisfies the following inequality:
0 < gH∗3(x)−Q∗2, ∀x ∈ [0, L]. (94)
In the case where gH∗3(L) < Q∗2, the steady state, if it exists, is said to be supercritical
(or torrential). We do not consider that case in the present article.
The control objective is to regulate the level H(t, L) at the set point H∗L, by acting on
the gate position U(t). More precisely, it is requested to adjust the control U(t) in order
to have H(t, L) = H∗L ∀t in spite of the variations of the disturbing inflow rate measured
by the signal D(t).
To solve this control problem, the design of linear feedforward controllers based on
simplified linear models of open channels with uniform steady states, as we have introduced
in Section 3, was addressed previously in [5], [23, Section 9] and [24]. In this article, we
extend these results to the general case of open channels with non linear Saint-Venant
dynamics and non uniform steady-states.
On the basis of our previous discussions, the feedforward control law is defined as
follows:
U(t) = H∗L − (c−1g Q̂(t, L))2/3 (95)
where Q̂(t, L) is computed with the auxiliary system dynamics as in (39), (40):
Ĥt + Q̂x = 0,
Q̂t +
(
Q̂2
Ĥ
+ g
Ĥ2
2
)
x
+ cf
Q̂2
Ĥ2
= 0,
(96)
Q̂(t, 0) = cg
√[
D(t)
]3
,
Ĥ(t, L) = H∗L,
(97)
To simplify the notations, we define the steady state water velocity
V ∗(x) =
Q∗
H∗(x)
> 0 ∀x ∈ [0, L]. (98)
With this notation, the subcritical condition (94) is written:
gH∗(x)− V ∗2(x) > 0 ∀x ∈ [0, L]. (99)
Now, from the linearization of the control system (88), (90), (95), (96), (97), we have, in
this application, the following matrices A(x) and B(x):
A(x) =
(
0 1
gH∗(x)− V ∗2(x) 2V ∗(x)
)
, (100)
B(x) =
 0 0
−3gH
∗
V ∗
V ∗x (x) 2
gH∗
V ∗2
V ∗x (x)
 . (101)
The eigenvalues of the matrix A(x) are
λ1(x) = V
∗ +
√
gH∗(x) and − λ2(x) = V ∗ −
√
gH∗(x). (102)
Using these eigenvalues in the matrix N(x) defined in (63), the next step is to select
the functions p1(x) and p2(x) of the matrix P (x) defined in (65) to build the Lyapunov
function candidate (64).
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In this application we shall see that it is sufficient to take p1 = p2 = constant. With
p1 = p2 =
1
2 , the matrix P (x) is
P (x) =
(
gH∗(x) + V ∗2(x) −V ∗(x)
−V ∗(x) 1
)
. (103)
It is readily checked that, for all x ∈ [0, L], this matrix is positive definite (since detP (x) =
gH∗(x)). It follows that2
M(x) = P (x)A(x) =
(−(gH∗ − V ∗2)V ∗ gH∗ − V ∗2
gH∗ − V ∗2 V ∗
)
. (104)
Moreover, we have
P (x)B(x) +BT (x)P (x) =
 6gH
∗V ∗x −5
gH∗
V ∗
V ∗x
−5gH
∗
V ∗
V ∗x 4
gH∗
V ∗2
V ∗x
 , (105)
while the matrix −Mx(x) is as follows:
−Mx(x) =
 −3V
∗2V ∗x
gH∗ + 2V ∗2
V ∗
V ∗x
gH∗ + 2V ∗2
V ∗
V ∗x −V ∗x
 . (106)
Then we have
−Mx(x) + P (x)B(x) +BT (x)P (x) =
(6gH∗ − 3V ∗2)V ∗x
−4gH∗ + 2V ∗2
V ∗
V ∗x
−4gH∗ + 2V ∗2
V ∗
V ∗x
(
4gH∗ − V ∗2
V ∗2
)
V ∗x
. (107)
Under the subcritical condition (99), this matrix is positive definite for all x ∈ [0, L]
because V ∗x > 0 and the determinant is
V ∗x
V ∗2
[
4(gH∗)2 + V ∗2(2gH∗ − V ∗2) + 4gH∗(gH∗ − V ∗2)
]
> 0. (108)
Therefore the stability condition (b) is satisfied. Let us now address the boundary stability
conditions relative to the boundaries. For that purpose, from (90), (91), (97), we derive
the boundary conditions of the linear error system which are
q˜(t, 0) = 0 (i.e. αh = 0, αq 6= 0),
q˜(t, L) = βLh˜(t, L) with βL =
3
2
(
c2gQ
∗
)1/3
(i.e. βq 6= 0, βh = −βLβq).
(109)
2From now on, when it does not lead to confusion, we often drop the argument x to simplify the
notations.
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We can check that the stability conditions (a1), (a2) and (a3) are verified. Indeed we have:
(a1) ⇐⇒ λ2(0)
λ1(0)
=
√
gH∗(0)− V ∗(0)√
gH∗(0) + V ∗(0)
< 1.
(a2) ⇐⇒
(
λ1(L)− βL
λ2(L) + βL
)2
<
λ1(L)
λ2(L)
⇐⇒
(√
gH∗(L) + V ∗(L)− βL√
gH∗(L)− V ∗(L) + βL
)2
<
√
gH∗(L) + V ∗(L)√
gH∗(L)− V ∗(L)
⇐⇒ −V ∗(L)β2L −
(
gH∗(L)− V ∗2(L))(2βL − V ∗(L)) > 0.
This inequality is satisfied if 2βL > V
∗(L).
(a3) ⇐⇒ λ2(L)
λ1(L)
=
√
gH∗(L)− V ∗(L)√
gH∗(L) + V ∗(L)
< 1.
Furthermore, in this special case of Saint-Venant equations, it is worth noting that con-
ditions (a1), (a2), (a3) and (b) ensure exponential stability not only in L2 but also in C0
for the linearized system (and thus locally in C1 for the nonlinear system). This property
follows directly from Theorem 3.2 and Corollary 1 in [18] (see also [17]). This means that,
if the disturbance d(t) is bounded, then all the internal signals of the control system are
also guaranteed to be bounded.
In this example of an open channel, we thus see that the feedforward control can
completely remove the effect of the disturbance while maintaining the system stability.
This feedforward control analysis can be extended to the case of a channel with a space
varying slope by using the Lyapunov function proposed for instance in [19] and [20]. For
completeness, let us mention that feedforward control may also be used for the tracking
of a time varying reference signal, a topic which is treated in [26] using a parabolic partial
differential equation resulting from a simplification of the Saint-Venant equations.
Figure 3: Steady state profiles of water level
Let us now illustrate this feedforward control design with a numerical simulation. The
simulation is done with the ‘hpde’ solver [28]. We consider a pool with the following
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parameters:
length: L = 5000 (meters),
friction coefficient: cf = 0.01,
discharge coefficient: cg = 2 m
4/3 s−1.
At the initial time (t = 0), the system is at steady state with a constant flow rate per
unit of width Q∗ = 2 m3/s and a boundary water level H(0, L) = 5 m. The initial steady
state profile H∗(x) of the water level is shown in Figure 3 (dotted red curve).
Q(t,L) without control
Q(t,L) with control
Q(t,0) = disturbance input
Figure 4: Input and output water flow rates per unit of width
with feedforward control
without control
Figure 5: Time evolution of output water level H(t, L)
The system is subject to an isolated input disturbance which occurs around t = 15
minutes and is shown in Figure 4. The inflow rate Q(t, 0) is increased by about 25 %,
from 2 to 2.5 m3/s (red curve). In this figure, we can also see the time evolution of the
output flow rate Q(t, L) with and without the feedforward control.
The control result is shown in Figure 5. With the feedforward control we see that the
water level H(t, L) (blue curve) remains constant at the set point H∗L = 5 m despite the
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inflow disturbance. In contrast, without control, the same disturbance leads to an output
level increase of about 16 cm (grey curve). The final steady state profile reached after the
passage of the disturbance is illustrated in Figure 3.
Finally, let us also compute the parameter βL for this example. For the initial steady-
state, we have:
Q∗ = 2 m3/s, H∗L = 5 m, V
∗
L = 0.4 m/s and βL =
3
2
(
c2gQ
∗
)1/3
= 3 . (110)
For the final steady-state, we have:
Q∗ = 2.5 m3/s, H∗L = 5 m, V
∗
L = 0.5 m/s and βL =
3
2
(
c2gQ
∗
)1/3
= 3.23 . (111)
In both cases, we see that the stability condition 2βL > V
∗
L holds.
6 Feedforward control in navigable rivers
In navigable rivers the water is transported along the channel under the power of gravity
through successive pools separated by control gates used for the control of the water level
as illustrated in Figure 6.
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Figure 6: Navigable river
In this section, for simplicity, we consider the ideal case of string of n identical pools
having the same length L and the same rectangular cross section with a unit width. The
channel dynamics are described by the following set of Saint-Venant equations
∂tHi + ∂xQi = 0,
∂tQi + ∂x
(
Q2i
Hi
+ g
H2i
2
)
+ cfQ
2
i = 0.
i = 1, . . . , n, (112)
and the following set of boundary conditions
Q1(t, 0) = cg
√[
Do(t)
]3
,
Qi(t, 0) = Qi−1(t, L) i = 2, . . . , n,
Qi(t, L) = cg
√[
Hi(t, L)− Ui(t)
]3
i = 1, . . . , n,
(113)
where Hi and Qi denote the water level and the flow rate in the ith pool, Ui is the position
of the i-th gate which is used as control action, cf and cg are constant friction and gate
shape coefficients respectively, Do(t) is the water head above the input gate considered
here as the external measurable disturbance. Furthermore it is assumed that the water
levels Hi(t, L) are measurable at the downstream side of the pools.
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Let us now assume that the objective is to find a set of feedforward control laws Ui(t),
function of the measured disturbance Do(t) and the measurable levels Hi(t, L), such that
each output Yi(t) = Hi(t, L)−H∗L is identically zero.
In this framework, each pool can be considered as a dynamical system with a controlled
output Yi(t) = Hi(t, L) − H∗L and a disturbance input Di−1(t) = Qi−1(t, L). It is then
natural to design the feedforward control laws Ui for each pool on the pattern of the
control which was derived in the previous section for a single pool, as follows:
For i = 1, . . . , n,
∂tĤi + ∂xQ̂i = 0, (114a)
∂tQ̂i + ∂x
(
Q̂2i
Ĥi
+ g
Ĥ2i
2
)
+ cf
Q̂2i
Ĥ2i
= 0, (114b)
Ĥi(t, L) = H
∗
L, (114c)
Q̂i(t, 0) = cg
√[
Di−1(t)
]3
, (114d)
Di(t) = Hi(t, L)− Ui(t), (114e)
Ui(t) = H
∗
L −
(
c−1g Q̂i(t, L)
)2/3
. (114f)
Theorem 4. For the control system (112), (113), (114), for all i = 1, . . . , n, assume that
the initial conditions satisfy
Hi(0, x) = Ĥi(0, x), Qi(0, x) = Q̂i(0, x), ∀x ∈ [0, L], (115)
with Hi(0, L) = Ĥi(0, L) = H
∗
L. Then, for all positive t and for all i = 1, . . . , n, it holds
that Yi(t) = Hi(t, L)−H∗L = 0.
The proof of this theorem is clearly an immediate consequence of the proof of Theorem 1.
In order to discuss the system stability we introduce the following notations:
For i = 1, . . . , n,
hi(t, x) = Hi(t, x)−H∗(x), qi(t, x) = Qi(t, x)−Q∗,
hˆi(t, x) = Ĥi(t, x)−H∗(x), qˆi(t, x) = Q̂i(t, x)−Q∗,
h˜i(t, x) = hi(t, x)− hˆi(t, x), q˜i(t, x) = qi(t, x)− qˆi(t, x),
z˜i =
(
h˜i
q˜i
)
, zˆi =
(
hˆi
qˆi
)
.
(116)
The linear error system is written
∂tz˜i +A(x)∂xz˜i +B(x)z˜i = 0, i = 1, ..., n, (117)
with the boundary conditions
q˜i(t, 0) = 0,
q˜i(t, L) = βLh˜i(t, L),
i = 1, ..., n. (118)
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Here we see that the error subsystems corresponding to each pool are decoupled. Therefore
the stability of the global error system (117), (118) directly results from the stability of
the error system for a single pool which was established in Section 5.
On the other hand, the linearization of the controller system is written
∂tzˆi +A(x)∂xzˆi +B(x)zˆi = 0, i = 1, ..., n, (119)
with the boundary conditions
qˆ1(t, 0) = α0d(t),
qˆi(t, L) = qˆi+1(t, 0)− q˜i(t, L), i = 1, ..., n− 1,
hˆi(t, L) = 0, i = 1, ..., n.
(120)
Here, we remark that the subsystems corresponding to each pool are interconnected
through the boundary conditions and their respective stabilities cannot be considered
separately. Therefore we introduce the following Lyapunov function candidate
V =
n∑
i=1
∫ L
0
ωi
(
zˆTi P (x)zˆi
)
dx (121)
where ωi are positive coefficients to be determined.
The time derivative of this Lyapunov function along the system solutions is then as
follows:
dV
dt
= I(t) + B(t) (122)
with the “internal” term
I(t) = −
n∑
i=1
ωi
∫ L
0
zˆTi
(
−Mx(x) +BT (x)P (x) + P (x)B(x)
)
zˆi dx (123)
and the “boundary” term
B(t) = −
n∑
i=1
ωi
[
zTi M(x)zi
]L
0
. (124)
The matrices M(x) and −Mx(x)+BT (x)P (x)+P (x)B(x) are those defined in the previous
section by equations (104) and (107) respectively. It follows directly that the interior term
is negative : I(t) < 0. Moreover, using the definition of M(x) and the boundary conditions
(120), the boundary term B(t) may be written as follows:
B(t) =− ω1V ∗(0)(gH∗(0)− V ∗2(0))h21(t, 0)− ωnV ∗(L)qˆ2n(t, L)
−
n−1∑
i=1
(
qˆi(t, L) hˆi+1(t, 0)
)
Ωi
(
qˆi(t, L)
hˆi+1(t, 0)
)
+ 2ω1α0(gH
∗(0)− V ∗2(0))hˆ1(t, 0)d(t) + ω1α20V ∗(0)d2(t)
+
n−1∑
i=1
ωi+1V
∗(0)
[
− 2qˆi(t, L)q˜i(t, L) + V ∗(0)q˜2i (t, L)
]
(125)
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where for i = 1, . . . , n− 1
Ωi =
 ωiV ∗(L)− ωi+1V ∗(0) −ωi+1(gH∗(0)− V ∗2(0))
−ωi+1(gH∗(0)− V ∗2(0)) ωi+1(gH∗(0)− V ∗2(0))V ∗(0)
 . (126)
Assume that the positive coefficients ωi are selected according to
ωi+1
ωi
= ε (127)
where ε is a positive constant to be determined. Then
Ωi = ωi
 V ∗(L)− εV ∗(0) −ε(gH∗(0)− V ∗2(0))
−ε(gH∗(0)− V ∗2(0)) ε(gH∗(0)− V ∗2(0))V ∗(0)
 . (128)
Using this expression, it can be seen that, under the subcritical condition (99), each matrix
Ωi is positive definite provided ε is selected such that
ε <
V ∗(0)V ∗(L)
gH∗(0)
. (129)
Hence it follows that the (linearized) controller system (119), (120), with inputs d(t) and
q˜i(t, L), is L
2-input-to-state stable with an estimate of the form
‖zˆ(t, ·)‖L2 6 C1‖zˆ(t, 0)‖L2e−νt + C2 sup
t>0
[
|d(t)|+
n−1∑
i=1
|q˜i(t, L)|
]
(130)
where ν and Ci (i = 1, 2) are positive constants. Thus, here again, we can conclude that
the state of the system is bounded and that the feedforward control objective is achieved.
Let us now illustrate the control performance through simulation experiments.
Simulation experiments
We consider a channel with two identical successive pools as shown in Figure 6, with the
following parameters:
length: L = 5000 (meters),
friction coefficient: cf = 0.008,
discharge coefficient: cg = 2 m
4/3 s−1.
The results of a simulation of the feedforward control is given in Figure 7 with set points
H∗L = 5 meters in the first pool and H
∗
L = 4.9 meters in the second pool.
At the initial time (t = 0), the system is at steady state with a constant flow rate per
unit of width Q∗ = 2 m3/s and boundary water levels H1(0, L) = 5 m and H2(0, L) = 4.9
m respectively. The system is subject to an input disturbance which occurs around t = 15
minutes and is shown in Figure 7a (red curve). This disturbance takes the form of a pulse
starting from the steady-state value 2 m3/s, then peaking at 2.5 m3/s (i.e. an increase of
about 25 %), and finally stabilizing at 2.2 m3/s. In this figure, we can also see the time
evolution of the flow rates Q(t, L) in the two pools under the feedforward control (blue and
magenta curves). The control actions computed by the two feedforward controllers are
shown in Figure 7c. Obviously, as expected, we can see in Figure 7b that the feedforward
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Figure 7: Simulation of feedforward control in a channel with two successive pools:  =
disturbance input,  = first pool,  = second pool.
control is perfectly efficient and that the water levels H(t, L) in the two pools are totally
insensitive to the disturbance.
The simulation is done with a friction coefficient value which is in the range of usual
values for natural channels and rivers. In this case, there is however a drawback, that is
very visible in Figure 7a, under the form of an amplification of the oscillations of the flow
rates in the downstream direction. This can be detrimental in some practical applications.
In order to mitigate this phenomenon, some filtering of the control must be applied.
A simple very natural and efficient way to implement such filtering is to fictitiously
increase the value of the friction coefficient in the feedforward controller. This strategy
is illustrated in Figure 8 where the control laws (114) are implemented with a fake over-
estimated value of the friction cˆf = 0.024. The nice performance of this control can be
appreciated in Figures 8a and 8b. Indeed, it can be observed that, in this case, the flow
rates are no longer amplified in the downstream direction while the water levels remain
nevertheless rather insensitive to the disturbance effect.
7 Conclusions
In this paper, we have addressed the design of feedforward controllers for a general class of
2× 2 hyperbolic systems with a disturbance input located at one boundary and a control
actuation at the other boundary. The goal is to design a feedforward control that makes
the system output insensitive to a measured disturbance input.
The problem was first stated and studied in the frequency domain for a simple linear
system. Then, our main contribution was to extend the theory, in the time domain, to
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Figure 8: Reduced amplification of the flow oscillations with a modified feedforward con-
troller:  = disturbance input,  = first pool,  = second pool.
general nonlinear hyperbolic systems. First it has been shown that there exists an ideal
causal feedforward dynamic controller that achieves perfect control. In a second step,
sufficient conditions have been given under which the controller, in addition to being
causal, ensures the stability of the overall control system.
The method has been illustrated with an application to the control of an open channel
represented by Saint-Venant equations where the objective is to make the output water
level insensitive to the variations of the input flow rate. In the last section, we have
discussed a more complex application to a cascade of pools where a blind application
of perfect feedforward control can lead to detrimental oscillations. A pragmatic way of
modifying the control law to solve this problem has been proposed and validated with a
simulation experiment.
Finally, we would also like to mention that the application to the Saint-Venant equa-
tions with hydraulic gates can be transposed to gas pipelines with compressors described
by the isentropic Euler equations. The interested reader can consult the references [13],
[10], [14] and [4].
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