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Abstract
In this paper, we are interested in obtaining a unified approach for C1,α estimates for weak solutions of quasilinear
parabolic equations, the prototype example being
ut − div(|∇u|p−2∇u) = 0.
without having to consider the singular and degenerate cases separately. This is achieved via a new scaling and a
delicate adaptation of the covering argument developed by E. DiBenedetto and A. Friedman. As an application
of these techniques, we obtain C1,α regularity (with sharp assumptions) for two parabolic non-standard growth
problems.
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1. Introduction
In this paper, we study gradient regularity of weak solutions of equations of the form
ut − divA(∇u) = 0, (1.1)
where the nonlinearity is modelled on the p-Laplace operator. Moreover, we assume A : RN → RN satisfying the
following structure conditions for some s ≥ 0: |A(ζ)|+ |A′(ζ)|(|ζ|2 + s2)
1
2 ≤ C1(|ζ|2 + s2)
p−1
2 ,
〈A′(ζ)η , η〉 ≥ C0(|ζ|2 + s2)
p−2
2 |η|2,
(1.2)
where we have denoted A′(ζ) := dA(ζ)
dζ
.
Remark 1.1. We can also consider more general structures of the form A(x, t, ζ) with appropriate assumptions
made regarding the behaviour with respect to x, t. These assumptions are given in [11, Section 1-(ii) of Chapter
VIII]. However for the sake of clarity of exposition, we will avoid dealing with such general structures noting that
the techniques of this paper directly carry over to those situations with obvious modifications.
Since we prove two main results, one being Lipschitz regularity and the other being C1,α regularity, we shall
discuss them separately in the following subsections. Concerning the C1,α results in the elliptic case, we refer the
reader to the well known papers [10], [17] and [20].
1.1. Discussion about Lipschitz regularity
There has been two approaches to study Lipschitz regularity for quasilinear parabolic equations, one developed
in [12] that makes use of Moser’s iteration to first show that the solution u ∈ W 1,qloc for any q ∈ [1,∞) and then
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adapting the DeGiorgi iteration techniques to obtain u ∈ W 1,∞loc . The other approach was developed in [6], where
only the Moser iteration was used to obtain Lipschitz regularity starting from u ∈ W 1,ploc solutions. It is important
to note that all the Lipschitz estimates have been obtained for the singular and degenerate cases using different
techniques.
In this paper, we give the details for obtaining uniform Lipschitz estimates for the prototype equation
ut − div(|∇u|p−2∇u) = 0,
since the energy estimates needed for this are available in [11, Chapter VIII] and the calculations are more illustra-
tive, noting that extending it to more general operators can be done in a standard way. Moreover, in this paper,
we start with the a priori assumption that u ∈ W 1,qloc for any q ∈ [1,∞) and then prove u ∈ W 1,∞loc by adapting the
DeGiorgi iteration as in [12]. This is because, we are interested in obtaining a unified quantitative Lipschitz estimate
which is useful in many applications, an important example being to study Calderon-Zygmund type estimates.
The novelty here is that we obtain Lipschitz estimates without having to differentiate between singular and
degenerate cases, thus paving the way to studying non-standard growth problems where the growth rates could
switch between degenerate and singular regime. Our approach to proving this result is based on De Giorgi’s
approach by suitably adapting the ideas developed in [3] and combining it with [12]. . The main idea is to note
that when applying Sobolev embedding, there is still some available flexibility than what is used in [12], and it
is this extra information that we make use of to obtain uniform Lipschitz estimates. We would like to refer the
reader to the recent interesting paper [9] where a unified approach to Lipschitz estimate has been developed based
on Moser iteration. See also [13] where uniform Lipschitz estimates are obtained for viscosity solutions to the
prototypical parabolic p-Laplace equation by an adaptation of Ishii-Lions approach. We also highlight the fact that
C1,α regularity is obtained in [13] using non-divergence techniques for the prototypical case.
1.2. Discussion about C1,α regularity
There has been a long history regarding the developed of C1,α theory for quasilinear parabolic equations and we
refer the reader to the detailed chronological development given in [11]. The highly influential method using intrinsic
scaling was developed in [12] to prove C1,α regularity for quasilinear parabolic systems. This required studying
the solution on cylinders whose size intrinsically depended on the solution itself. Though it must be noted that
their method (see [11, Chapter IX]) actually does not need any intrinsic geometry, even though it is not explicitly
written that way. To be consistent with existing notation, we shall also use the term ’intrinsic scaling’ to denote
the geometry considered in [12]. Subsequently, in [16], building upon all the previous ideas, the authors obtained a
clean and elegant way of proving C1,α Ho¨lder regularity for quasilinear parabolic equations.
Remark 1.2. In all the discussion about C1,α regularity, we start with the assumption that the solution is a priori
Lipschitz continuous and restrict our discussion to this situation. Moreover, by C1,α regularity, we mean that the
spatial derivative ∇xu is Ho¨lder continuous.
It is important to note that the standard technique of proving C1,α regularity for quasilinear parabolic equations
required using intrinsic geometry and studying singular and degenerate cases separately. In this paper, we develop
new scaling and suitably adapt the covering argument from [11, Chapter IX] using which we prove C1,α regularity
without differentiating the singular and degenerate cases separately.
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Due to our modifications of the proof, we are able to obtain sufficient freedom in choosing the size of our cylinders
and this plays a crucial role in developing the C1,α regularity for several non-standard growth problems which have
gained a lot of interest in the past several years and we give two such applications:
1.2.1. First application
The first problem we study is equations of the form
ut − div(|∇u|p(t)−2∇u) = 0, (1.3)
with all the structural assumptions as given in Corollary 3.12. In the case p(t) is replaced by more general exponent
of the form p(x, t), then under the additional assumption on p(x, t) (Ho¨lder continuous in x and t), C1,α regularity
was proved in [4]. It is interesting to note that in the case of p(t), the approach in [4] with elementary modification
proves Ho¨lder continuity of the gradient with p(t) satisfying a much weaker log-Ho¨lder criterion.
In this paper, we prove C1,α regularity with minimal assumptions on p(t) and we highlight the important
improvements:
• In our approach, we only need to assume p(t) is measurable to obtain gradient Ho¨lder regularity. Note that all
previously known approaches required at least log-Ho¨lder continuity of p(t), thus our structural assumption
is optimal and considerably weakens previously required hypothesis.
• Our proof is uniform and nowhere in the proof do we need to differentiate between the cases p(t) ≤ 2 or
p(t) ≥ 2.
• Our approach is somewhat simpler compared to [4] where a lot of variable exponent machinery was needed
to be setup regarding the size of the cylinders and the exponent. We on the the other hand, do not need any
of those tools and instead, our proof follows from simpler considerations, all thanks to the additional freedom
obtained through the new covering argument.
1.2.2. Second application
The second equation we are interested in studying is the multiphase problem of the form
ut − div
(
|∇u|p−2∇u+
k∑
i=1
ai(t)|∇u|qi−2∇u
)
= 0, (1.4)
with all the structural assumptions as given in Corollary 3.13. Since the technique of intrinsic scaling was not
easily adaptable to this equation, obtaining C1,α regularity was a challenging problem even in the case ai(t) ≡ 1
and k = 2. These sort of equations have gained a lot of interest recently, see [7, 8] for the relevant developments
regarding the elliptic counterpart.
Before we discuss our result, let us mention that Lipschitz regularity was first obtained in [19] in the elliptic
setting, see [9] for the recent developments regarding Lipschitz estimates in the parabolic setting. Let us now
highlight some of the important improvements:
• The most important aspect of our approach is that we no not need any restrictions relating p and {qi}. In the
elliptic case, C1,α regularity was proved with qi satisfying some additional assumptions, due to the presence of
Lavrentiev phenomenon. On the other hand, since we start with the assumption that the solution is Lipschitz
continuous, we are automatically in the absence of Lavrentiev phenomenon.
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• We do not need to study the relation between the exponents p, {qi} and its relation to the degenerate or
singular regimes, due to the fact that our proof if uniform.
• We do not need to assume anything beyond non-negativeness, boundedness and measurability on the coeffi-
cients {ai(t)}. In the elliptic setting, C1,α theory was developed in [7, 8] and the results of this paper paves
the way for implementing the strategy from [7, 8] to obtain analogous results in the parabolic setting with
additional assumptions satisfied by {ai(x, t)} only in the x variable.
Remark 1.3. From the discussion regarding Corollary 3.12 and Corollary 3.13 and the techniques involved, it
becomes apparent that our approach can be used to obtain C1,α regularity for many non-standard growth problems
of the form
ut − div(A(t,∇u)∇u) = 0,
with corresponding structural assumptions regarding A(t,∇u), some of these models are given in [9]. However our
techniques are not applicable to anisotropic equations of the form
ut −
N∑
i=1
(|uxi |pi−2uxi)xi = 0.
Obtaining C1,α regularity for anisotropic equations is a challenging open problem even in the elliptic case with
p1 = p2 in R2, see [5, 18] for more details.
1.3. Approximation hypothesis
In order to obtain C1,α regularity, the strategy of the proof requires regularizing the equation and then passing
through the limit in appropriate sense, for example, see [11, Chapter VIII] for the details.
Hypothesis 1.4. We say that a divergence form operator L satisfies Hypothesis 1.4 if solutions to Lu = 0 can
be approximated by smooth functions {u} which are solutions to Lu = 0 where L satisfies similar structural
assumptions as L.
We note that such approximations are known to exist for the equations as in (1.1) and (1.3). These approxima-
tions are crucially used to rigorously justify our proofs of the two alternatives Proposition 8.1 and Proposition 8.2
in the proof of C1,α regularity. We however skip reference to such approximations in our proofs because this is
quite standard in the literature, see for instance [16].
However for (1.4), we are not aware whether Hypothesis 1.4 holds with no restriction between p and {qi}. Hence,
we assume such an hypothesis holds true for (1.4), we obtain C1,α regularity in Corollary 3.13. One scenario where
our result from Corollary 3.13 is applicable, is when there are additional restrictions on {qi} as obtained in [9] where
the regularization scheme is developed. In particular, once Hypothesis 1.4 is satisfied with Lipschitz regularity, then
our approach immediately gives C1,α regularity.
Acknowledgments
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2. Preliminaries
In this section, we shall collect all the preliminary material needed in subsequent sections. Before we recall some
useful results, let us define the notion of solutions considered in this paper. In order to do this, let us first define
Steklov average as follows: let h ∈ (0, 2T ) be any positive number, then we define
uh(·, t) :=
 −
ˆ t+h
t
u(·, τ) dτ t ∈ (−T, T − h),
0 else.
We shall now define the notion of weak solutions to (1.1).
Definition 2.1 (Weak solution). We say that u ∈ C0(−T, T ;L2loc(Ω)) ∩ Lp(−T, T ;W 1,ploc (Ω)) is a weak solution of
(1.1) if, for any φ ∈ C∞c (Ω) and any t ∈ (−T, T ), the following holds:ˆ
Ω×{t}
{
d[u]h
dt
φ+ 〈[A(x, t,∇u)]h ,∇φ〉
}
dx = 0 for any 0 < t < T − h.
Definition 2.2 (Function Space). For any 1 < p˜ <∞ and any m > 1, we define the following Banach spaces:
V m,p˜(ΩT ) := L
∞(−T, T ;Lm(Ω)) ∩ Lp˜(−T, T ;W 1,p˜(Ω)),
V m,p˜0 (ΩT ) := L
∞(−T, T ;Lm(Ω)) ∩ Lp˜(−T, T ;W 1,p˜0 (Ω)).
These function spaces have the norm
‖f‖Vm,p˜(ΩT ) := sup−T<t<T ‖f(·, t)‖Lm(Ω) + ‖∇f‖Lp˜(ΩT ).
We have the following parabolic Sobolev embedding theorem from [11, Proposition 3.1 from Chapter I].
Lemma 2.3. For any v ∈ V 2,p˜0 (ΩT ), there exists a constant C = C(N, p˜) such that¨
ΩT
|v(x, t)|q˜ dz > C
(
sup
0<t<T
ˆ
Ω
|v(x, t)|2 dx
) p˜
N
(¨
ΩT
|∇v(x, t)|p˜ dz
)
,
where q˜ := p˜
N + 2
N
.
The next result that we need is a parabolic Sobolev embedding, see [11, Corollary 3.1 of Chapter I] for the
details.
Lemma 2.4. Let 1 < s <∞ and v ∈ V s0 (Q) in some cylinder Q = B × I, then
‖v‖sLs(Q) ≤ C |{|v| > 0}|
s
N+s ‖v‖sV s(Q).
Let us recall a form of Poincare` inequality, see [11, Lemma 2.2 of Chapter I] for the details.
Lemma 2.5. Let v ∈W 1,1 (Bρ)∩C0 (Bρ) for some ρ > 0 and let k, l ∈ R with k < l. Then there exists a constant
γ = γ(N, p), independent of k, l, v, ρ, such that
(l − k) |Bρ ∩ {v > l}| ≤ γ ρ
N+1
|Bρ ∩ {v ≤ k}|
ˆ
Bρ∩{k<v<l}
|∇v| dx.
Next we recall a well known iteration lemma, see [11, Lemma 4.1 of Chapter I] for the details.
Lemma 2.6. Let {Xn} for n = 0, 1, 2, . . . , be a sequence of positive numbers, satisfying the recursive inequalities
Xn+1 ≤ CbnX1+αn ,
where C, b > 1 and α > 0 are given numbers. If
X0 ≤ C− 1α b−
1
α2 ,
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then {Xn} converges to zero as n→∞.
Let us recall a second important iterative estimate proved in [11, Lemma 4.3 of Chapter I]
Lemma 2.7. Let {Yn}∞n=1 be a sequence of equibounded positive numbers satisfying the recursive inequalities
Yn ≤ CbnY 1−αn+1 ,
where C, b > 1 and α ∈ (0, 1) are given constants, then the following holds:
Y0 ≤
(
2C
b1−
1
α
) 1
α
.
2.1. Notation
We shall clarify the notation that will be used throughout the paper:
(i) We shall denote a point in RN+1 by z = (x, t) ∈ RN × R.
(ii) We shall use the notation Qa,b(x0, t0) to denote a parabolic cylinder of the form Ba(x0)× (t0 − b, t0 + b).
(iii) Henceforth, we shall fix a cylinder Q0 = BR0 × (−R20, R20) centered at (0, 0) and its scaled version 4Q0.
(iv) We shall denote the boundary of 4Q0 by
Γ =
[
B4R0 ×
{
t = −(4R0)2
}]⋃[
B4R0 ×
{
t = (4R0)
2
}]⋃[
∂B4R0 ×
(−(4R0)2, (4R0)2)] .
(v) Let ρ > 0, λ ≥ 1 and R0 > 0 be fixed numbers, then for a given point z0 = (x0, t0) ∈ RN+1, we define the
following cylinders:
Qρ(x0, t0) := Bρ(x0)× (t0 − ρ2, t0 + ρ2) and Qλρ(x0, t0) := Bλ−1ρ(x0)× (t0 − λ−pρ2, t0 + λ−pρ2).
(vi) Let λ ≥ 1 be given, then for given two points z1 = (x1, t1) ∈ RN+1 and z2 = (x2, t2) ∈ RN+1, we need the
following metrics:
d(z1, z2) := max{|x1 − x2|, |t1 − t2|1/2}, dλ(z1, z2) := max{λ|x1 − x2|, λp/2|t1 − t2|1/2},
d(z1,K) := inf
z2∈K
d(z1, z2), dλ(z1,K) := inf
z2∈K
dλ(z1, z2).
(vii) Given any exponent q ∈ (1,∞), we shall denote q′ = q
q − 1 to be it’s conjugate exponent.
(viii) For a given space-time cylinder Q = BR × (a, b), we denote the parabolic boundary of Q to be the union of
the bottom and the lateral boundaries, i.e., ∂pQ = Br × {t = a}
⋃
∂BR × (a, b).
3. Main Theorems
The first theorem we prove gives a rough Lipschitz bound.
Theorem 3.1. Let
2N
N + 2
< p <∞ and u be a local weak solution of (4.1) satisfying |∇u| ∈ Lqloc for all q ∈ [1,∞),
then u is Lipschitz continuous.
Remark 3.2. The proof of Theorem 3.3 (and Corollary 3.7, Corollary 3.8) makes use of the fact that |∇u| ∈ L∞
to obtain (5.2) and (5.3). Thus we first prove a rough estimate in Theorem 3.1 which gives that the gradient is
bounded and then we use this fact to obtain improved and optimal quantitative estimates.
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Theorem 3.3. Let
2N
N + 2
< p <∞ and u be a local weak solution of (4.1) satisfying |∇u| ∈ Lqloc for all q ∈ (0,∞),
then the following quantitative bound holds: For any σ ∈ (0, 1), ε ∈ (0, 1) and parabolic cylinder Qρ,θ = Bρ×(−θ, θ),
there holds
sup
Q(σρ,σθ)
|∇u| ≤
2 1ΣBN+22 (¨
Q(ρ,θ)
|∇u|p+ε dz
) 2
N+2
C1A
(1− σ)2

XΣ
2ε (
4Σ
) X(X−2ε)
4ε2
∧
1,
where B,Σ,A,X are the constants defined in Definition 5.1 and α, β, γ to be the constants as defined in Definition 4.2.
Remark 3.4. The right hand side of Theorem 3.3 has
¨
Q(ρ,θ)
vp+ε dz which holds for any ε ∈ (0, 1). It is well
known from higher integrability results proved first in [14] (see [2, Theorem 6.1] where a unified proof without having
to differentiate the singular and degenerate regimes was given based on the ideas from [1]) that v = |∇u| ∈ Lp+ε0
for some universal ε0 ∈ (0, 1). Let us choose ε = ε0, then the higher integrability result gives
−
¨
Q(ρ,θ)
vp+ε0 dz >(N,p,C0,C1)
(
−
¨
Q(2ρ,2θ)
vp dz
)1+ε0δ
, (3.1)
where δ =
1
−Np + (N+2)d2
and min
{
2
p
, 1
}
> d >
2N
(N + 2)p
is some fixed exponent.
Remark 3.5. We note that (3.1) can be further weakened with the use of what is called very weak solutions. This
version of higher integrability was established in [15] and a unified approach has been developed more recently in [1].
Thus there exists an ε0 depending only on data such that the following estimate holds
−
¨
Q(ρ,θ)
vp dz >(N,p,C0,C1)
(
−
¨
Q(2ρ,2θ)
vp−ε0 dz
)1+ε0δ
,
where δ =
1
−Np + (N+2)d2 − ε0
and min
{
2
p
, 1
}
> d >
2N
(N + 2)p
is some fixed exponent.
Remark 3.6. In the strictly degenerate regime p ≥ 2 or the singular regime p ≤ 2, such an explicit Lipschitz
estimate is given in [11, Chapter VIII], though we were unable to verify the calculations. The main difficulty we
encountered was in verifying [11, Lemma 4.2 of Chapter VIII] where specific choices for f(v) were made, but the
choices made did not seem to satisfy the conditions from [11, Corollary 3.1 of Chapter VIII]. In view of this, we
instead follow the calculations from [12] (see proof of Theorem 3.1) where this Lipschitz regularity result was first
proved. In particular, we obtain the corrected versions of [11, Theorem 5.1 and Theorem 5.2 of Chapter VIII] and
their interpolated versions given in [11, Theorem 5.1’ and Theorem 5.2’ of Chapter VIII] which are given below.
The first is the analogue of [11, Theorem 5.1’ from Chapter VIII]:
Corollary 3.7 (Degenerate case). Let p ≥ 2 and u be a local weak solution of (4.1) satisfying v = |∇u| ∈ Lqloc for
all q ∈ [1,∞), then u is Lipschitz continuous. Moreover, for any  ∈ (0, 2], the following estimate is satisfied:
sup
Q(σρ,σθ)
v ≤
2 1ΣBN+22 (¨
Q(ρ,θ)
vp−2+ dz
) 2
N+2
CA
(1− σ)2

XΣ
2 (
4Σ
) X(X−2)
42
∧
1,
where X, Σ, A and B are analogously computed constants with the choice α = γ = 0 and β = p− 1.
Now we state the analogue of [11, Theorem 5.2’ from Chapter VIII]:
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Corollary 3.8 (Singular case). Let
2N
N + 2
< p ≤ 2 and u be a weak solution of (4.1) satisfying v = |∇u| ∈ Lqloc for
all q ∈ [1,∞), then u is Lipschitz continuous. Moreover, for any  ∈ (2− p, 3], the following estimate is satisfied:
sup
Q(σρ,σθ)
v ≤
2 1ΣBN+22 (¨
Q(ρ,θ)
v dz
) 2
N+2
CA
(1− σ)2

XΣ
2(+p−2) (
4Σ
) X(X−2(+p−2))
4(+p−2)2
∧
1,
where X, Σ, A and B are analogously computed constants with the choice α = γ = 2− p and β = 1.
Remark 3.9. Instead of choosing k ≥ 1, if we were to equate both the terms in the expression for An from
(5.6), we would get the estimate in Corollary 3.7 (resp. Corollary 3.8) with
∧
1 replaced with
∧(ρ2
θ
) 1
p−2
(resp.
∧(ρ2
θ
) 1
2−p
) and A replaced by the analogous expression that comes with this calculation. This is the version that
is given in [11, Theorem 5.1 and Theorem 5.2 of Chapter VIII].
Theorem 3.10. Let 1 < p < ∞ and u be a weak solution of (8.1) with (8.2) in force. Moreover, assume that
|∇u| ∈ L∞loc, then given any cylinder Q0 = BR0 × (−R20, R20), there exists α = α(N, p,C0, C1) ∈ (0, 1) such that for
any z0, z1 ∈ Q0, there holds
|∇u(z0)−∇u(z1)| ≤ Cµa
(
d(z0, z1)
R0
)α
,
where µ = max{1, sup
4Q0
|∇u|}, C = C(N, p,C0, C1) and a = a(N, p, α).
Remark 3.11. In the proof of C1,α regularity, we shall denote the exponent ’a’ to be a number that depends on
N, p,C0, C1 and the Ho¨lder exponent α. This exponent ’a’ appears on the right hand side of Theorem 3.10 and in
the proof, by an abuse of notation, we redefine ’a’ at every step to be the larger of all the occurrences of ’a’. This
works in our case since µ ≥ 1.
As a corollary, we obtain the following regularity result for variable growth problems. In is important to note
that we do not make any additional assumptions (such as log-Ho¨lder continuity) on the variable exponent p(t).
Corollary 3.12. Let 1 < p ≤ p(t) ≤ q <∞ be a measurable variable exponent depending only on time variable and
u be a weak solution of the prototype equation
ut − div(|∇u|p(t)−2∇u) = 0.
Furthermore, assume that |∇u| ∈ L∞loc, then given any cylinder Q0 = BR0×(−R20, R20), there exists α = α(N, p, q, C0, C1) ∈
(0, 1) such that for any z0, z1 ∈ Q0, there holds
|∇u(z0)−∇u(z1)| ≤ Cµa
(
d(z0, z1)
R0
)α
,
where C = C(N, p, q, C0, C1), a = a(N, p, q, α) and
max
{
1, sup
4Q0
|∇u|, sup
4Q0
|∇u(x, t)| p(t)−1p−1 , sup
4Q0
|∇u(x, t)| p(t)p
}
≤ µ.
As a second application of Theorem 3.10, we obtain the following result for multiphase problems. Note that
we do not need to assume any regularity on the coefficients a(t), thus paving the way to extending the full C1,α
(developed in [7, 8] for the elliptic case) regularity for parabolic multiphase problems.
Corollary 3.13. Let 1 < p ≤ {q1, q2, . . . , qk} < ∞ for some k ∈ N and u be a weak solution of the prototype
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equation
ut − div
(
|∇u|p−2∇u+
k∑
i=1
ai(t)|∇u|qi−2∇u
)
= 0,
where 0 ≤ ai(t) ≤ M is bounded, measurable functions. Furthermore, assume that Hypothesis 1.4 holds and
|∇u| ∈ L∞loc holds, then given any cylinder Q0 = BR0 × (−R20, R20), there exists α = α(N, p, {qi}, C0, C1,M) ∈ (0, 1)
such that for any z0, z1 ∈ Q0, there holds
|∇u(z0)−∇u(z1)| ≤ Cµa
(
d(z0, z1)
R0
)α
,
where C = C(N, p, {qi}, C0, C1,M), a = a(N, p, {qi}, α) and
max
{
1, sup
4Q0
|∇u|,max
i
sup
4Q0
|∇u| qi−1p−1 ,max
i
sup
4Q0
|∇u| qip
}
≤ µ.
4. Proof of rough Lipschitz bound - Theorem 3.1
In order to prove uniform Lipschitz estimates, we will study the prototype equation so that we can follow some
of the calculations from [11, Chapter VIII] for ease of reading. It must be noted that the result can be extended to
more general equations of the form (1.1) satisfying (1.2) (see [11, Section 1-(ii) of Chapter VIII] for more on this)
with standard modifications. Let us recall the prototype equation
ut − div(|∇u|p−2∇u) = 0. (4.1)
Let us first recall the well known energy estimate proved in [11, Proposition 3.2 of Chapter VIII].
Lemma 4.1. Let u be a local, weak solution of (4.1) and let f(·) be a non-negative, bounded, Lipschitz function on
R+. Then there exists a constant C = C(N, p) such that on the cylinder Q(ρ,θ)(z0) = Bρ(x0)× (t0 − θ, t0), we have
sup
t0−θ≤t≤t0
ˆ
Bρ(x0)
(ˆ v
0
sf(s) ds
)
ζ2 dx
∣∣∣∣∣
t
t0−θ
+
¨
Q(ρ,θ)(z0)
vp−2|∇2u|2f(v)ζ2 dz
+
¨
Q(ρ,θ)(z0)
vp−1|∇v|2f ′(v)ζ2 dz + (p− 2)
¨
Q(ρ,θ)(z0)
vp−3|〈∇v ,∇u〉|2f ′(v)ζ2 dz
>C(N,p)
¨
Q(ρ,θ)(z0)
vpf(v)|∇ζ|2 dz +
¨
Q(ρ,θ)(z0)
(ˆ v
0
sf(s) ds
)
ζζt dz,
(4.2)
where we have denoted v := |∇u|.
Let us first fix some constants:
Definition 4.2. Let α, β, γ be positive constants satisfying the relations
(i) Choose γ such that p− 2 + γ > 0. So since we have p > 2N
N + 2
, we let γ =
4
N + 2
.
(ii) Choose α and β such that α ≥ γ and β ≥ 1.
For the proof of Theorem 3.3, we will take α = γ =
4
N + 2
and β = p−1+γ which is admissible since p−2+γ > 0.
For the proof of Corollary 3.7 (p ≥ 2), we take α = γ = 0 and β = p− 1 and for the proof of Corollary 3.8 (p ≤ 2),
we take α = γ = 2− p and β = 1.
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4.1. Energy type estimate
Let radii ρ, θ be given and for some fixed σ ∈ (0, 1), let us define the following:
θn := σθ +
(1− σ)θ
2n
, ρn := σρ+
(1− σ)ρ
2n
and Qn := Q(ρn,θn),
ρ˜n :=
ρn + ρn+1
2
, θ˜n :=
θn + θn+1
2
and Q˜n := Q(ρ˜n,θ˜n).
(4.3)
With the above choices of radii, we note that Q0 = Q(ρ,θ) and Q∞ = Q(σρ,σθ). For a fixed k ∈ (0,∞) to be
eventually chosen, we denote
kn := k − k
2n
, (4.4)
and consider the following cut-off functions: ζn = 1 on Q˜n,ζn = 0 on ∂pQ˜n with |∇ζn| ≤ 2
n+2
(1− σ)ρ and
∣∣∣∣dζndt
∣∣∣∣ ≤ 2n+2(1− σ)θ . (4.5)
Note that since we start off with the assumption u ∈ W 1,qloc for any q < ∞, the choice of f(v) = vα(v − kn+1)β+ in
(4.2) is admissible, where α, β, γ, ε as chosen to satisfy Definition 4.2, noting that β ≥ 1 due to Item (ii) (see [11,
Corollary 3.1, Chapter VIII] for more on the admissibility of the choice of f(v)).
Let us state the lemma that will be proved:
Lemma 4.3. With α, β, γ as in Definition 4.2 and k, Q˜n, ζn as given above, we have the following energy estimate:
sup
In
(
k
2
)γ ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dx+ 2
(
k
2
)p−2+γ¨
Qn
(
∇
(
(v − kn+1)
α+β+2−γ
2
+ ζn
))2
dz
> (α+ β + 4− γ)
¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz +
¨
Qn
v2+α+βχ{v≥kn+1}|(ζn)t| dz.
(4.6)
Proof. Recalling the choice f(v) = vα(v − kn+1)β+, we see that in order to prove the lemma, we make use of (4.2),
thus we estimate each of the terms from (4.2) as follows:
Estimate for the first term: Since ζn vanishes on the parabolic boundary of Qn, the sup term appearing on the
left hand side of (4.2) is zero, thus we can estimate this term as follows:
sup
t0−θ≤t≤t0
ˆ
Bn
(ˆ v
0
ssα(s− (kn+1))β+ ds
)
ζ2n dx ≥ sup
t0−θ≤t≤t0
(kn+1)
γ
ˆ
Bn
(ˆ v
0
(s− (kn+1))α+β+1−γ+ ds
)
ζ2n dx
=
(kn+1)
γ
α+ β + 2− γ supt0−θ≤t≤t0
ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dx.
Note that here we required 1 + α ≥ γ.
Estimate for the second term: We estimate the second term appearing on the left hand side of (4.2) as follows:¨
Qn
vp−2|∇2u|2vα(v − kn+1)β+ζ2n dz ≥ (kn+1)p−2+γ
¨
Qn
|∇2u|2(v − kn+1)α+β−γ+ ζ2n dz
=
2
α+ β + 2− γ (kn+1)
p−2+γ
¨
Qn
(
∇(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dz.
Note that here we required α ≥ γ.
Estimate for the fifth term: The first term appearing on the right hand side of (4.2) is estimated as follows:¨
Qn
vpf(v)|∇ζn|2 dz ≤
¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz.
Estimate for the sixth term: Analogously, the second term on the right hand side of (4.2) is estimated as
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follows: ¨
Qn
(ˆ v
0
ssα(s− kn+1)β+ ds
)
ζn(ζn)t dz ≤ 1
α+ β + 2
¨
Qn
v2+α+βχ{v≥kn+1}|(ζn)t| dz.
In (4.2), let us ignore the third and fourth term appearing on the left hand side and make use of the bounds
obtained for the first, second, fifth and sixth terms above to get
(kn+1)
γ
α+ β + 2− γ supIn
ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dx+
2(kn+1)
p−2+γ
α+ β + 2− γ
¨
Qn
(
∇(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dz
>
¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz +
1
α+ β + 2
¨
Qn
v2+α+βχ{v≥kn+1}|(ζn)t| dz.
(4.7)
From simple chain rule, we see that¨
Qn
∣∣∣∣∇(v − kn+1)α+β+2−γ2+ ∣∣∣∣2 ζ2n dz +¨
Qn
(v − kn+1)α+β+2−γ+ |∇ζn|2 dz =
¨
Qn
∣∣∣∣∇((v − kn+1)α+β+2−γ2+ ζn)∣∣∣∣2 dz,
(4.8)
thus we estimate the second term appearing on the right hand side of (4.8) as follows:¨
Qn
(v − kn+1)α+β+2−γ+ |∇ζn|2 dz =
¨
Qn
vp+α+β
vp−2+γ
χ{v≥kn+1}|∇ζn|
2 dz
≤ 1
(kn+1)p−2+γ
¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz.
(4.9)
Adding
2(kn+1)
p−2+γ
α+ β + 2− γ
¨
Qn
(v − kn+1)α+β+2−γ+ |∇ζn|2 dz to both sides of (4.7) and making use of (4.8) and (4.9),
we get
sup
In
kγn+1
α+ β + 2− γ
ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dx+
2kp−2+γn+1
α+ β + 2− γ
¨
Qn
(
∇
(
(v − kn+1)
α+β+2−γ
2
+ ζn
))2
dz
>
(
1 +
2
α+ β + 2− γ
)¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz +
1
α+ β + 2
¨
Qn
v2+α+βχ{v≥kn+1}|(ζn)t| dz.
(4.10)
Since α+ β + 2− γ ≤ α+ β + 2, we multiply (4.10) with α+ β + 2− γ to get the desired estimate.
For any q ∈ (0,∞), let us recall the well known Chebyschev’s inequality:¨
Qn
χ{v≥kn+1} dz ≤
1
kqn
¨
Qn
(v − kn)q+ dz. (4.11)
Remark 4.4. Following the calculation from [11, Estimate (7.5) of Chapter V], for any δ > 1 and some parabolic
cylinder Q, we have¨
Q
(v − kn)δ+ dz ≥
¨
Q
(v − kn)δ+χ{v≥kn+1} dz ≥
¨
Q
vδ
(
1− 2
n+1 − 2
2n+1 − 1
)δ
χ{v≥kn+1} dz ? 12nδ
¨
Q
vδχ{v≥kn+1} dz.
4.2. Proof of rough Lipschitz bound
Let us now prove that |∇u| ∈ L∞ with the estimate depending on the quantities N, p,C0, C1 and ‖∇u‖Lsloc for
some s ∈ (0,∞) which is finite by hypothesis.
Let us take any α, β, γ such that the two conditions in Definition 4.2 are satisfied and define
Yn :=
¨
Qn
(v − kn)α+β+2−γ+ dz.
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Then applying Sobolev-Poincare inequality from [11, Proposition 3.1 of Chapter I], we get
Yn+1 ≤
¨
Qn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
) 2(N+2)
N
dz
 NN+2 (¨
Qn
χ{(v−kn+1)+≥0}
) 2
N+2
>
(¨
Qn
(
∇
(
(v − kn+1)
α+β+2−γ
2
+ ζn
))2
dz
) N
N+2
(
sup
In
ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dz
) 2
N+2
×
(¨
Qn
χ{(v−kn+1)+≥0}
) 2
N+2
= I
N
N+2 × II 2N+2 × III 2N+2 .
(4.12)
We shall estimate each of the terms appearing on the right hand side of (4.12) as follows:
Estimate for I: Making use of (4.6), we get
I > 1
kp−2+γ
(¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz +
¨
Qn
v2+α+βχ{v≥kn+1}|(ζn)t| dz
)
(4.13)
Let us estimate each of these terms as follows:¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz ≤ 2
2(n+2)
ρ2
¨
Qn
vAvp+α+β−Aχ{v≥kn+1}
≤ 2
2(n+2)
ρ2
(¨
Qn
vα+β+2−γχ{v≥kn+1} dz
) A
α+β+2−γ
(¨
Qn
v
(p+α+β)(α+β+2−γ)
α+β+2−γ−A
)α+β+2−γ−A
α+β+2−γ
,
(4.14)
where A =
α+ β + 2− γ
2
.
¨
Qn
v2+α+βχ{v≥kn+1}|∇ζn|
2 dz ≤ 2
(n+2)
θ
¨
Qn
vBv2+α+β−Bχ{v≥kn+1}
≤ 2
(n+2)
θ
(¨
Qn
vα+β+2−γχ{v≥kn+1} dz
) B
α+β+2−γ
(¨
Qn
v
(2+α+β)(α+β+2−γ)
α+β+2−γ−B
)α+β+2−γ−B
α+β+2−γ
,
(4.15)
where B =
α+ β + 2− γ
2
. Thus combining (4.14) and (4.15) into (4.13) gives
I > 22(n+2)
kp−2+γ
(‖v‖p+α+β2(p+α+β)
ρ2
Y
1
2
n +
‖v‖2+α+β2(2+α+β)
θ
Y
1
2
n
)
. (4.16)
Estimate for II: Making use of (4.6) and proceeding analogous to (4.16), we get
II > 22(n+2)
kγ
(‖v‖p+α+β2(p+α+β)
ρ2
Y
1
2
n +
‖v‖2+α+β2(2+α+β)
θ
Y
1
2
n
)
. (4.17)
Estimate for III: We can apply (4.11) to get
III > 2n(α+β+2−γ)
kα+β+2−γ
Yn. (4.18)
Let us denote a constant B1 to possibly depend on N, p,C0, C1, ρ, θ, ‖v‖2(2+α+β), ‖v‖2(2+α+β), ‖v‖2(p+α+β), α, β, γ
noting that each of these quantities are finite due to the hypothesis. Thus making use of (4.16), (4.17), (4.18) into
(4.12), we get
Yn+1 ≤ B1
kE
Y
1+ 1N+2
n D
n,
where E :=
(p− 2 + γ)N + 2(α+ β + 2)
N + 2
and D = 22+
2(α+β+2−γ)
N+2 . If we make the choice of k to be
Y0 =
(
B1
kE
)−(N+2)
D−(N+2)
2
,
then from Lemma 2.6, we see that {Yn} converges to zero as n→∞. This concludes the proof of Theorem 3.1.
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5. Proof of Uniform Lipschitz estimate - Theorem 3.3
Thanks to Theorem 3.1, we see that |∇u| ∈ L∞loc and thus we can prove the required quantitative estimates.
The first step is to iterate the energy estimates by making careful choice of the level sets.
5.1. First Iteration
Let us now take α = γ and β = p−1 +γ > 1 and then prove the Lipschitz regularity. The proof of the Lipschitz
regularity requires two iterative steps, the first of which is proved in this subsection. With kn as defined in (4.4),
let us set
Yn :=
¨
Qn
(v − kn)p+1+γ+ dz.
Since we want to suitably control Yn+1 in terms of Yn, we proceed as follows:
Yn+1
(a)
≤
¨
Qn
(
(v − kn+1)
p+1+γ
2
+ ζn
)2
dz
(b)
≤
(¨
Qn
(
(v − kn+1)
p+1+γ
2
+ ζn
) 2(N+2)
N
dz
) N
N+2 (¨
Qn
χ{v≥kn+1} dz
) 2
N+2
(c)>
(¨
Qn
(
∇
(
(v − kn+1)
p+1+γ
2
+ ζn
))2
dz
) N
N+2
(
sup
In
ˆ
Bn
(
(v − kn+1)
α+β+2−γ
2
+ ζn
)2
dz
) 2
N+2
×
(
Yn
kp+1+γn+1
) 2
N+2
,
(5.1)
where to obtain (a), we enlarged the domain of integration and make use of (4.3) and (4.5), to obtain (b), we
applied Ho¨lder’s inequality and finally to obtain (c), we made use of Sobolev embedding theorem along with (4.11).
We can estimate the first two terms appearing on the right hand side of (5.1) by making use of Lemma 4.3. Let
us thus estimate each of the terms appearing on the right hand side of (4.6) as follows:
Estimate of first term: We estimate the first term appearing on the right hand side of (4.6) as follows:¨
Qn
vp+α+βχ{v≥kn+1}|∇ζn|
2 dz =
¨
Qn
vp+γ+p+1+γ−2χ{v≥kn+1}|∇ζn|
2 dz
(4.5)
≤ 4
n+2
(1− σ)2ρ2
(
supQn v
)p+γ
(kn+1)2
¨
Qn
vp+1+γχ{v≥kn+1} dz
Remark 4.4≤ 4
n+22n(p+1+γ)
(1− σ)2ρ2
(
supQn v
)p+γ
(kn+1)2
Yn.
(5.2)
Estimate of second term: Analogously, we estimate the second term appearing on the right hand side of (4.6)
as follows:¨
Qn
v2+α+βχ{v≥kn+1}(ζn)t dz =
¨
Qn
v2+γ+p−1+γ+p−pχ{v≥kn+1}(ζn)t dz
(4.5)
≤ 2
n+2
(1− σ)θ
(
supQn v
)p+γ
(kn+1)p
¨
Qn
vp+1+γχ{v≥kn+1} dz
Remark 4.4≤ 2
n+22n(p+1+γ)
(1− σ)2θ
(
supQn v
)p+γ
(kn+1)p
Yn.
(5.3)
Making use of (5.2) and (5.3) into (4.6) gives the following two bounds:
sup
In
ˆ
Bn
(
(v − kn+1)
p+1+γ
2
+ ζn
)2
dx
> 4n+22n(p+1+γ)
(1− σ)2
(
sup
Qn
v
)p+γ
1
(kn+1)2
(
1
ρ2
1
(kn+1)γ
+
1
θ
1
(kn+1)p+γ−2
)
Yn.
(5.4)
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¨
Qn
(
∇
(
(v − kn+1)
p+1+γ
2
+ ζn
))2
dz
> 4n+22n(p+1+γ)
(1− σ)2
(
sup
Qn
v
)p+γ
1
(kn+1)p
(
1
ρ2
1
(kn+1)γ
+
1
θ
1
(kn+1)p+γ−2
)
Yn.
(5.5)
Before we proceed, let us define a few constants and make an important remark:
Definition 5.1. Let us define the following exponents required for the proof:
(i) B := 2p+2+γ−
2(p+1+γ)
N+2
(ii) Σ :=
N + 2
pN + 4 + 2(p+ 1 + γ)
(iii) A :=
(
2γ
ρ2
+
2p+γ−2
θ
)
.
(iv) X := pN + 4 + 2(p+ 1 + γ).
Remark 5.2. Since 1 ≥ 2
n − 1
2n
≥ 1
2
for any n ≥ 1, we have
An :=
(
1
ρ2
1
(kn+1)γ
+
1
θ
1
(kn+1)p+γ−2
)
≤
(
1
ρ2
2γ
kγ
+
1
θ
2p+γ−2
kp+γ−2
)
= A, (5.6)
where A is as defined in Definition 5.1 and kn+1 is as defined in (4.4) for some k ≥ 1.
It is easy to see that if we were to balance both the terms in An, then we go back to the original estimate arising
in the proofs of [11, Theorems 5.1 and 5.2, Chapter VIII], which is where the distinction between the singular and
degenerate cases was needed.
Substituting (5.4) and (5.5) along with (5.6) into (5.1) and recalling the definition of constants from Definition 5.1,
we have the following iterative estimate
Yn+1 ≤ C1 B
n
k
pN+4+2(p+1+γ)
N+2
1
(1− σ)2
(
sup
Q(ρ,θ)
v
)p+γ
Y
2
N+2 +1
n A.
Applying Lemma 2.6, we see that Yn → 0 as n→∞ if
Y0 =
¨
Q(ρ,θ)
vp+1+γ dz =
 C1A
k
pN+4+2(p+1+γ)
N+2 (1− σ)2
(
sup
Q(ρ,θ)
v
)p+γ−
N+2
2
B−
(N+2)2
4 .
In particular, if we make the following choice of k
k =
BN+22 (¨
Q(ρ,θ)
vp+1+γ dz
) 2
N+2
C1A
(1− σ)2
(
sup
Q(ρ,θ)
v
)p+γ
N+2
pN+4+2(p+1+γ) ∧
1,
then Yn → 0 as n→∞. From this, we see that Y∞ = 0 is equivalent to the following estimate:
sup
Q(σρ,σθ)
v ≤ k =
BN+22 (¨
Q(ρ,θ)
vp+1+γ dz
) 2
N+2
C1A
(1− σ)2
(
sup
Q(ρ,θ)
v
)p+γ
N+2
pN+4+2(p+1+γ) ∧
1, (5.7)
5.2. Second iteration
The first iteration gives a bound of the form (5.7) which does not give the desired Lipschitz bound due the sup
term appearing also on the right hand side. In order to overcome this, we now iterate (5.7) a second time in this
subsection.
Let us fix some ε0 ∈ (0, 1) (to be eventually chosen later) and rewrite (5.7) as follows:
sup
Q(σρ,σθ)
v ≤
BN+22 (¨
Q(ρ,θ)
vp+ε0 dz
) 2
N+2
C1A
(1− σ)2
(
sup
Q(ρ,θ)
v
)p+γ+ 2(1+γ−ε0)N+2 
Σ∧
1. (5.8)
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With σ ∈ (0, 1), consider the family of cylinders Qn := Q(ρn,θn) where
ρn := σρ+ (1− σ)ρ
n∑
i=1
2−i and θn := σθ + (1− σ)θ
n∑
i=1
2−i.
Then we have Q0 = Q(σρ,σθ) and Q∞ = Q(ρ,θ). If we denote
Mn := sup
Qn
v,
then (5.8) applied over Qn+1 and Qn can be rewritten for any ε ∈ (0, 1] as
Mn ≤ 22nΣM
X−2ε
X
n+1
BN+22 (¨
Q(ρ,θ)
vp+ε dz
) 2
N+2
C1A
(1− σ)2
Σ∧ 1 (5.9)
Recalling the constants defined in Definition 5.1, we have X = (p + γ)(N + 2) + 2(1 + γ) and p − 2 + γ > 0, thus
we can rewrite (5.9) as
Mn ≤ 22nΣM1−
2ε
X
n+1
BN+22 (¨
Q(ρ,θ)
vp+ε dz
) 2
N+2
C1A
(1− σ)2
Σ∧ 1
Thus iterating the above estimate using Lemma 2.7, we get
M0 = sup
Q(σρ,σθ)
v ≤
2 1ΣBN+22 (¨
Q(ρ,θ)
vp+ε dz
) 2
N+2
C1A
(1− σ)2

XΣ
2ε (
4Σ
) X(X−2ε)
4ε2
∧
1,
which gives the desired estimate.
6. Proof of Corollary 3.7
In (4.10), let us take α = γ = 0 and β = p− 1 which are admissible since p ≥ 2. Then the analogue of (5.7) in
the case p ≥ 2 becomes
sup
Q(σρ,σθ)
v ≤ k =
BN+22 (¨
Q(ρ,θ)
vp+1 dz
) 2
N+2
C1A
(1− σ)2
(
sup
Q(ρ,θ)
v
)p−2
N+2
pN−2N+2(p+1) ∧
1,
Note that the constants B, C1 and A are the analogous versions of those defined in Definition 5.1 with this specific
choices of α, β, γ, but by an abuse of notation, we still use the same symbols.
For any  ∈ (0, 2], we get the following analogue of (5.9)
Mn ≤ 22nΣM
X−2
X
n+1
BN+22 (¨
Q(ρ,θ)
vp−2+ dz
) 2
N+2
C1A
(1− σ)2

N+2
pN+4+2(p+1) ∧
1,
where X = N(p− 2) + 2(p+ 1) and Σ = N + 2
N(p− 2) + 2(p+ 1) . Thus iterating the above estimate using Lemma 2.7
gives the desired estimate.
7. Proof of Corollary 3.8
In (4.10), let us take α = γ = 2− p and β = p− 1 + γ = 1 which are admissible since 2N
N + 2
< p ≤ 2. Then the
analogue of (5.7) in this case becomes
sup
Q(σρ,σθ)
v ≤ k =
BN+22 (¨
Q(ρ,θ)
v3 dz
) 2
N+2
C1A
(1− σ)2
(
sup
Q(ρ,θ)
v
)2−p
N+2
(2−p)N+6 ∧
1,
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Note that the constants B, C1 and A are the analogous versions of those defined in Definition 5.1 with this specific
choices of α, β, γ, but by an abuse of notation, we still use the same symbols.
For any  ∈ (2− p, 3], we get the following analogue of (5.9)
Mn ≤ 22nΣM
X−2(+p−2)
X
n+1
BN+22 (¨
Q(ρ,θ)
v dz
) 2
N+2
C1A
(1− σ)2

N+2
(2−p)N+6 ∧
1,
where X := 6 + p(N + 2) and Σ =
N + 2
(2− p)N + 6 which are defined in Definition 5.1 with α = γ = 2− p and β = 1.
We see that  + p − 2 > 0 ⇐⇒ 2 − p < , thus iterating the above estimate using Lemma 2.7 gives the desired
estimate.
8. Proof of Uniform C1,α estimate - Theorem 3.10
With Q0 = BR0 × (−R20, R20), let us consider equations of the form
ut − divA(∇u) = 0 on 4Q0, (8.1)
with A(ζ) satisfying the following structural assumptions for some s ≥ 0:
|A(z)|+ |A′(z)|(|z|2 + s2) 12 ≤ C1(|z|2 + s2)
p−1
2
〈A′(z)ζ , ζ〉 ≥ C0(|z|2 + s2)
p−2
2 |ζ|2,
(8.2)
where we have denoted A′(z) := dA(z)
dz
. Let us fix the following constant:
µ := max
{
1, sup
4Q0
|∇u|
}
, (8.3)
then for any z ∈ Q0, we consider the cylinder QµR(z) = Bµ−1R(x)× (t−µ−pR2, t+µ−pR2) to be the largest cylinder
such that QµR(z) ⊂ 4Q0 and QµR(z) ∩ (4Q0 \ 2Q0) 6= ∅. Note that this fixes the radius R and is independent of the
point z ∈ Q0. As a consequence, we have the following observations:
(O1): Since QµR(z) ⊂ 4Q0, we see that R ≤ min{µ, µp/2}3R0 must hold.
(O2): Moreover, since QµR(z) has to go outside 2Q0, we note that R ≥ max{µ, µp/2}R0.
3R015R
2
02 08( 0)
2
4R0)
2
µ
−1
R
p 2
(x, t)¯ ¯Q4QµR(z)
Since the proof will be independent of the point z ∈ Q0, we shall ignore writing the location of the cylinder QµR.
The proof of gradient Ho¨lder regularity requires two propositions which are given below.
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Proposition 8.1. There exists numbers ν ∈ (0, 1/2) and κ, δ ∈ (0, 1) depending only on (N, p,C0, C1) such that if
|{z ∈ QµR : |∇u(z)| < µ/2}| < ν|QµR|,
is satisfied, then the following conclusion follows:¨
Qµ
δi+1R
|∇u− (∇u)
Qµ
δi+1R
|2 dz ≤ κδN+2
¨
Qµ
δiR
|∇u− (∇u)
Qµ
δiR
|2 dz
for all i ∈ Z.
Proposition 8.2. With ν as fixed in Proposition 8.1, there exists numbers
1
2
< σ < η < 1 such that if
|{z ∈ QµR : |∇u(z)| < µ/2}| ≥ ν|QµR|,
is satisfied, then the following conclusion follows:
|∇u(z)| ≤ ηµ for all z ∈ QµσR.
8.1. Covering argument
Let us first fix some notation needed for the proof:
Definition 8.3. Let µ be as in (8.3) and η, σ be as in Proposition 8.2. Then let us denote
µ0 = µ, µn+1 := ηµn, Rn+1 := c0Rn = c
n+1
0 R,
where c0 :=
1
2
σmin{η, ηp/2}. Here we note that c0 ∈ (0, 1) since σ, η ∈ (0, 1) and µ ≥ 1.
We have the following result regarding the intrinsic geometry.
Claim 8.4. With the notation as in Definition 8.3, we have the inclusion Qµ1R1 ⊂ Q
µ
σR.
Proof. In order for this to hold, we must have the following: (ηµ)−1c0R ≤ µ−1σR(ηµ)−p(c0R)2 ≤ µ−p(σR)2 ⇐⇒
 c0 ≤ ησc20 ≤ ηpσ2
From the restriction σ < η < 1 and the choice c0 =
1
2
σmin{η, ηp/2}, we see that the above two restrictions hold.
Claim 8.5. We have Rn = c
n
0R and η
n =
(
Rn
R
)α1
where α−11 = − log 1η c0.
Proof. From direct computation, we see that
1
α1
= − log c0
log 1η
=
− log c0
− log η =
log c0
log η
. Thus we get
ηn =
(
Rn
R
) log η
log c0 ⇐⇒ n log η = log η
log c0
log
(
Rn
R
)
⇐⇒ log cn0 = log
(
Rn
R
)
⇐⇒ Rcn0 = Rn.
This proves the claim.
Since we have to study the interplay between Proposition 8.1 and Proposition 8.2, we need to define what is
known as the switching radius:
Definition 8.6 (Switching Radius). With the notation from Definition 8.3, suppose the hypothesis of Proposition 8.2
holds at level (R1, µ1), (R2, µ2) . . . (Ri, µi), i.e.,
|{QµiRi : |∇u| < µi/2}| ≥ ν|Q
µi
Ri
|, (8.4)
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holds, then applying Proposition 8.2, we conclude
|∇u| ≤ ηµi = µi+1 on QµiσRi
Claim 8.4⊇ Qµi+1Ri+1 .
Continuing this way, we denote n0 (called the switching number) and radius Rn0 (called the switching radius) to be
the first instance where (8.4) fails:
|{Qµn0Rn0 : |∇u| < µn0/2}| < ν|Q
µn0
Rn0
|. (8.5)
From Definition 8.6, we see that the following estimates hold:
• For n = 1, . . . , n0, due to Proposition 8.2 and Claim 8.4 there holds
sup
QµnRn
|∇u| ≤ µn = ηnµ. (8.6)
• We also have for any n = 0, 1, . . . , n0,
sup
QµnRn
|∇u| ≤ µ
(
Rn
R
)α1
. (8.7)
This follows from (8.6) and Claim 8.5.
• Since (8.5) satisfies the hypothesis of Proposition 8.1, there holds
−
¨
Q
µn0
δiRn0
|∇u− (∇u)i|2 dz ≤ κi−
¨
Q
µn0
Rn0
|∇u− (∇u)0|2 dz
(a)
≤ κiµ2n0 for i = 1, 2, . . . , (8.8)
where to obtain (a), we have used the notation (∇u)i := −
¨
Q
µn0
δiRn0
∇u dz and the bound sup
Q
µn0
Rn0
|∇u| ≤ µn0 ,
which holds due to (8.6). Moreover, we made use of −
¨
|f − (f)|2 dz = inf
a∈R −
¨
|f − a|2 dz ≤ −
¨
|f |2.
Remark 8.7. From triangle inequality, for i = 1, 2, . . ., we also have
−
¨
Q
µn0
δi−1Rn0
|∇u− (∇u)i|2 dz ≤ −
¨
Q
µn0
δi−1Rn0
|∇u− (∇u)i−1|2 dz +
|Qµn0δi−1Rn0 |
|Qµn0δiRn0 |
−
¨
Q
µn0
δi−1Rn0
|∇u− (∇u)i−1|2 dz
(8.8)
≤ κi−1
(
1 +
1
δN+2
)
.
(8.9)
Lemma 8.8. Let κ, δ, η be as given in Proposition 8.1 and Proposition 8.2, then we have the following important
consequences from (8.6) and (8.8).
(C1): The sequence {(∇u)i}∞i=1 from (8.8) is a Cauchy sequence and converges to ∇u(z0) where z0 = (x0, t0) is
the center of the parabolic cylinders considered in (8.6) and (8.8).
(C2): The following decay estimate holds:
|∇u(x0, t0)− (∇u)i| ≤ Cκiµ2n0 for all i = 1, 2 . . . .
(C3): For any 0 < ρ < Rn0 with (∇u)ρ := −
¨
Q
µn0
ρ (x0,t0)
∇u dz, the following decay estimate holds:
|∇u(x0, t0)− (∇u)ρ| ≤ C(δ)κiµ2n0 ,
where i ∈ Z is such that δiRn0 ≤ ρ ≤ δi−1Rn0 .
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(C4): Let us define α3 := min{α1, α2/2} where α2 := − log 1
η
δ and α1 is from Claim 8.5, then for any 0 < ρ < R,
with (∇u)ρ := −
¨
Q
µn0
ρ (x0,t0)
∇u dz, there holds
|∇u(x0, t0)− (∇u)ρ| ≤ Cµ
( ρ
R
)α3
.
(C5): With α3 as defined in (C4), for any 0 < ρ ≤ R with (∇u)ρ := −
¨
Q
µn0
ρ (x0,t0)
∇u dz, we also have
−
¨
Q
µn0
ρ
|∇u− (∇u)ρ|2 dz ≤ Cµ2
( ρ
R
)2α3
.
Proof. From simple triangle inequality, we have
|(∇u)i+1 − (∇u)i|2 ≤ 2|∇u− (∇u)i+1|2 + 2|∇u− (∇u)i|2. (8.10)
Proof of (C1): From Lebesgue differentiation theorem, we see that (∇u)i i↗∞−→ ∇u(z0) provided z0 is a Lebesgue
point. So all that remains to show that is that the sequence (∇u)i is Cauchy which follows from the following
sequence of estimates noting that κ ∈ (0, 1):
|(∇u)i+1 − (∇u)i|2
(8.10)
≤ 2−
¨
Q
µn0
δi+1Rn0
|∇u− (∇u)i+1|2 dz + 2
|Qµn0δiRn0 |
|Qµn0δi+1Rn0 |
−
¨
Q
µn0
δiRn0
|∇u− (∇u)i|2 dz
≤ 2κi+1µ2n0 +
2
δN+2
κiµ2n0 = 2κ
iµ2n0
(
κ+
1
δN+2
)
.
(8.11)
Proof of (C2): By adding and subtracting, for any j ≥ 1, we have
|(∇u)i+j − (∇u)i|2
(8.11)
≤ 2κiµ2n0
(
κ+
1
δN+2
)
(1 + κ+ κ2 + . . .+ κj)
≤ 2κiµ2n0
(
κ+
1
δN+2
)
1
1− κ = C(κ, δ)κ
iµ2n0 .
In particular, letting j →∞, the following holds:
|∇u(x0, t0)− (∇u)i|2 ≤ Cκiµ2n0 for all i = 1, 2 . . . .
Proof of (C3): Let ρ < Rn0 be given, then there exists i ∈ Z such that
δiRn0 ≤ ρ ≤ δi−1Rn0 , (8.12)
holds, where δ is the constant from Proposition 8.1. Thus, we have the following sequence of estimates:
|(∇u)ρ − (∇u)i|2 ≤ −
¨
Q
µn0
ρ
|∇u− (∇u)i|2 dz ≤
|Qµn0δi−1Rn0 |
|Qµn0ρ | −
¨
Q
µn0
δi−1Rn0
|∇u− (∇u)i|2 dz
(a)
≤ [δ
i−1Rn0 ]
N+2
ρN+2
Cκi−1µ2n0
(8.12)
≤ C
δN+2
κi−1µ2n0 ,
(8.13)
where to obtain (a), we made use of (8.8) and (8.9). Thus from triangle inequality, we get the desired conclusion:
|∇u(x0, t0)− (∇u)ρ|2 ≤ 2|∇u(x0, t0)− (∇u)i|2 + 2|(∇u)i − (∇u)ρ|2 ≤ C(δ,κ)κiµ2n0 . (8.14)
Proof of (C4): We split the proof into two cases, either ρ ≤ Rn0 or Rn0 ≤ ρ ≤ R.
Case ρ ≤ Rn0 : In this case, there exists i ∈ Z such that (8.12) holds. Following the calculation from Claim 8.5,
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we see that κi ≤
(
ρ
Rn0
)α2
. Using this, we get the following sequence of estimates:
|∇u(x0, t0)− (∇u)ρ|
(8.14)
≤ Cκ i2µn0 ≤ C
(
ρ
Rn0
)α2
2
µn0 = C
(
ρ
Rn0
)α2
2
ηn0µ
Claim 8.5
= C
(
ρ
Rn0
)α2
2
(
Rn0
R
)α1
µ
≤
(
ρ
Rn0
)α3 (Rn0
R
)α3
µ
= C
( ρ
R
)α3
µ.
(8.15)
In the above estimate, we noted that ρ ≤ Rn0 ≤ R and α3 = min{α1, α2/2}.
Case Rn0 ≤ ρ ≤ R: From the definition of Rn0 (see Definition 8.6), we see that there exists some i ∈ {1, 2, . . . , n0}
such that ci0R ≤ ρ ≤ ci−10 R (recall c0 ∈ (0, 1) from Claim 8.4). Thus we get the following sequence of estimates:
|∇u(x0, t0)− (∇u)ρ|
Proposition 8.2
≤ 2 sup
Q
µi−1
Ri−1
|∇u|
(8.6)
≤ 2ηi−1µ
Claim 8.5
= 2
(
Ri−1
R0
)α1
µ
Definition 8.3
= 2
(
ci−10 R
R
)α1
µ
≤ 2
cα10
( ρ
R
)α1
µ
≤ C
( ρ
R
)α3
µ.
(8.16)
Proof of (C5): If ρ ≥ Rn0 , then the conclusion follows directly from (8.16). In the case ρ ≤ Rn0 , there exists
i ∈ Z such that (8.12) holds. Using this, we get
−
¨
Q
µn0
ρ
|∇u− (∇u)ρ|2 dz ≤ 2−
¨
Q
µn0
ρ
|∇u− (∇u)i|2 dz + 2|(∇u)i − (∇u)ρ|2
> |Q
µn0
δi−1Rn0
|
|Qµn0ρ | −
¨
Q
µn0
δi−1Rn0
|∇u− (∇u)i−1|2 dz + |(∇u)i−1 − (∇u)ρ|2
(a)
≤ C
δN+p
κi−1µ2n0
(8.15)
≤ C
( ρ
R
)2α3
µ2,
where to obtain (a), we made use of (8.8) along with (8.13).
This completes the proof of the lemma.
8.1.1. Proof of gradient Ho¨lder continuity in time in the cylinder QµR
Let us fix any point z0 = (x0, t0) ∈ Q0 and let z˜1 = (x1, t0) ∈ Q0 be given. In this case, we assume that the two
points z0, z˜1 ∈ QµR belong to the same cylinder for some cylinder QµR. We will prove that the gradient is Ho¨lder
continuous at z0 and since the point z0 ∈ Q0 is arbitrary, this proves Ho´lder regularity in cylinders of the form QµR.
Remark 8.9. From Definition 8.6, let us denote µn0 (respectively µn1) to be the switching number and Rn0 (re-
spectively Rn1) to be the switching radius corresponding to the point z0 (respectively z1). Note that even though
these two switching numbers depend on the point, all the estimates and constants in Lemma 8.8 are independent of
the point.
Let ρ := d(z0, z˜1), then from triangle inequality, we have
|∇u(x0, t0)−∇u(x1, t1)| ≤ |∇u(x0, t0)− (∇u)C0 |+ |(∇u)C1 −∇u(x0, t1)|+ |(∇u)C0 − (∇u)C1 |, (8.17)
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where we have used the notation (∇u)Ci := −
¨
Ci
∇u dz and C0, C1 are cylinders that will eventually be chosen. In
what follows, we shall use i ∈ {0, 1} to denote quantities which are related to z0 and z1 respectively.
Without loss of generality, let us assume
µn0 ≤ µn1 . (8.18)
Case min{µ−p/2n0 Rn0 , µ−p/2n1 Rn1} ≥ 2ρ: Let ρ =
√
|t0 − t1| and set Si := µp/2ni
√
|t0 − t1| = µp/2ni ρ. Now let us
consider the cylinder C0 = Qµn0S0 (z0) and C1 = Q
µn1
S1
(z˜1), then we have the following observations:
C01 ∩ C1(x0, t0) = z01 1˜S µ−1n01µ−pn0 S2|t − t1| = µ−pn1 S21 = µ−pn0 S201
• C0, C1 ∈ QµR. In order to see this, we need to show Siµ−1ni ≤ µR and µ−pni S2i ≤ µ−pR2. The space inclusion
holds due to the following calculations:
Siµ
−1
ni ≤ µ−1R⇐⇒ ρ ≤
(
η
c0
)ni
µ
− p2
ni Rni ⇐= ρ ≤
(
2
σ
)n0
µ
− p2
ni Rni ,
and the last inequality holds true since we are in the case 2ρ ≤ µ−
p
2
ni Rni where σ ∈ (0, 1). The time inclusion
is trivial since µ−pni S
2
i = |t0 − t1| = ρ2 ≤ µ−pR2 which holds true since z0, z1 ∈ QµR.
• Clearly, we see that C0 ∩ C1 6= ∅ and we additionally have the following:
|C0 ∩ C1| ≈ min{µ
p
2−1
n0 , µ
p
2−1
n1 }N |t0 − t1|
N+2
2 , |C0| ≈ µN(
p
2−1)
n0 |t0 − t1|
N+2
2 , |C1| ≈ µN(
p
2−1)
n1 |t0 − t1|
N+2
2 .
Thus, making use of (8.18), we additionally observe the following:
|C0|
|C0 ∩ C1| =
µ
N(p−1)
2
n0 µ
−N2
n0
min
{
µ
N(p−1)
2
n0 µ
−N2
n0 , µ
N(p−1)
2
n1 µ
−N2
n1
} (8.18)≤ = (µn1
µn0
)N
2
,
|C1|
|C0 ∩ C1| =
µ
N(p−1)
2
n1 µ
−N2
n1
min
{
µ
N(p−1)
2
n0 µ
−N2
n0 , µ
N(p−1)
2
n1 µ
−N2
n1
} (8.18)≤ (µn1
µn0
)N(p−1)
2
.
(8.19)
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Thus the first two terms on the right hand side of (8.17) is estimated as follows (recall notation from Remark 3.11):
|∇u(x0, ti)− (∇u)Ci |
(C4)
≤ Cµ
(
Si
R
)α3
= Cµ
(
µ
p/2
ni ρ
R
)α3
(O2)
≤ Cµa
( √|t0 − t1|
max{µ, µp/2}R0
)α3
≤ Cµa
(√|t0 − t1|
R0
)α3
.
(8.20)
The third term on the right hand side of (8.17) is estimated as follows:
|(∇u)C0 − (∇u)C1 | ≤ −
¨
C0∩C1
|∇u(z)− (∇u)C0 | dz + −
¨
C0∩C1
|∇u(z)− (∇u)C1 | dz
≤ |C0||C0 ∩ C1| −
¨
C0
|∇u(z)− (∇u)C0 | dz +
|C1|
|C0 ∩ C1| −
¨
C1
|∇u(z)− (∇u)C1 | dz
(C5),(8.19)
≤ Cµ
(
µn1
µn0
)N
2
(
S0
R
)α3
+ Cµ
(
µn1
µn0
)N(p−1)
2
(
S1
R
)α3
(8.20)
≤ Cµa
(µn1
µn0
)N(p−1)
2
+
(
µn1
µn0
)N
2
(√|t0 − t1|
R0
)α3
(8.21)
Removing dependence on {µni}: The estimates in (8.21) still contain µn0 and µn1 which we control as follows.
Let γ ∈ (0, 1) be a constant satisfying
γ ≤ α3
2N
1
max{p− 1, 1} .
We then consider the following two cases, either µn0 ≥ µn1
(
ρ
R0
)γ
or µn0 ≤ µn1
(
ρ
R0
)γ
. Let us first obtain the
Ho¨lder continuity of the gradient in the case
µn0 ≥ µn1
(
ρ
R0
)γ
. (8.22)
Thus making use of (8.22) along with (8.20), we get the following estimates:
|∇u(x0, t0)−∇u(x0, t1)| ≤ Cµa
(√|t0 − t1|
R0
)α3− γN2 max{p−1,1}
,
Now we consider the case (8.22) fails, then we see that z0, z˜1 both belong to C0, since we are in the case 2ρ ≤
min{µ−p/2n0 Rn0 , µ−p/2n1 Rn1}. Thus, we have
|∇u(x0, t0)−∇u(x0, t1)| ≤ 2µn0
(8.22) fails
≤ 2µn1
(
ρ
R0
)γ
≤ 2µ
(√|t0 − t1|
R0
)γ
Case max{µ−p/2n0 Rn0 , µ−p/2n1 Rn1} ≤ 2ρ: In this case, we directly proceed as follows (recall notation from Remark 3.11):
|∇u(z0)−∇u(z1)| ≤ sup
Q
µn0
Rn0
(z0)
|∇u|+ sup
Q
µn1
Rn1
(z1)
|∇u|
(8.6)
≤ ηn0µ+ ηn1µ
Claim 8.5
= µ
(
Rn0
R
)α1
+ µ
(
Rn1
R
)α1
≤ Cµa
( ρ
R
)α1
(O2)
≤ Cµa
(√|t0 − t1|
R0
)α1
.
Case min{µ−p/2n0 Rn0 , µ−p/2n1 Rn1} ≤ 2ρ ≤ max{µ−p/2n0 Rn0 , µ−p/2n1 Rn1}: Recalling Claim 8.4 and (8.18), we see that
this case becomes µ−p/2n0 Rn0 ≤ 2ρ ≤ µ−p/2n1 Rn1 . Let n0 ≤ n∗ ≤ n1 be a number such that µ−p/2n∗+1Rn∗+1 ≤ 2ρ ≤
µ−p/2n∗ Rn∗ holds. Recalling Claim 8.4, we then have
2ρ ≤ min{µ−p/2n∗ Rn∗ , µ−p/2n1 Rn1}.
Thus we can replace C0 in the first case with C∗ := Qµn∗Rn∗ (z0) and make use of (8.7) followed by going through the
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calculations of the first case to obtain the desired regularity. We now present a rough sketch below for the gradient
Ho¨lder regularity in time noting that analogous estimates follow for the space counterpart:
The first term on the right hand side of (8.17) is estimated as follows:
|∇u(x0, t0)− (∇u)C∗ | ≤ 2µn∗
(8.7)
≤ Cµ
(
Rn∗
R
)α1
≤ Cµa
(
µ
p/2
n∗+1ρ
R
)α1
≤ Cµa
( ρ
R
)α1
. (8.23)
The second term on the right hand side of (8.17) is estimated exactly as (8.20). In order to estimate the last term
on the right hand side of (8.17), we make the following observations:
|C1|
|C∗ ∩ C1| >
µ
N(p−2)
2
n1
min
{
µ
N(p−2)
2
n1 , µ
N(p−2)
2
n∗
} > (µn1
µn∗
)N(p−1)
2
, (8.24)
where to obtain the last estimate, we used the fact that n∗ ≤ n1 and proceeded as in (8.19). Now we estimate the
last term on the right hand side of (8.17) as follows:
|(∇u)C∗ − (∇u)C1 | ≤ −
¨
C∗∩C1
|∇u(z)− (∇u)C∗ | dz + −
¨
C∗∩C1
|∇u(z)− (∇u)C1 | dz
≤ 2µn∗ +
|C1|
|C∗ ∩ C1| −
¨
C1
|∇u(z)− (∇u)C1 | dz
(a)
≤ Cµ
( ρ
R
)α1
+ C
(
µn1
µn∗
)N(p−1)
2
(
S1
R
)α3
(8.20)
≤ Cµa
1 + (µn1
µn∗
)N(p−1)
2
(√|t0 − t1|
R0
)α3
,
where to obtain (a), we made use of (8.23) along with (8.24) and (C5). From here onwards, we can proceed as
the first case to remove the dependence of the estimate on
(
µn1
µn∗
)N(p−1)
2
.
8.1.2. Proof of gradient Ho¨lder continuity in space in the cylinder QµR
Let us fix any point z0 = (x0, t0) ∈ Q0 and let z˜1 = (x1, t0) ∈ Q0 be given. In this case, we assume that the two
points z0, z˜1 ∈ QµR belong to the same cylinder for some cylinder QµR. We will prove that the gradient is Ho¨lder
continuous at z0 and since the point z0 ∈ Q0 is arbitrary, this proves Ho´lder regularity in cylinders of the form QµR.
Let ρ := d(z0, z˜1), we have the same estimate as (8.17) and without loss of generality, let us assume (8.18) holds.
Since the proof is very similar to the time case, we only give a rough sketch.
Case min{µ−1n0 Rn0 , µ−1n1 Rn1} ≥ 2ρ: Let us set ρ = |x0 − x1| and Si := µni |x0 − x1| = µniρ and construct the
cylinders C0 = Qµn0S0 (z0) and C1 = Q
µn1
S1
(z˜1), then we have the following observations:
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C01 ∩ C1(x0, t0) = z01 1˜S µ−1n0 = S1µ−1n1 = |x0 − x1|1µ−pn0 S21 1
• In order for Ci ∈ QµR, we need Siµ−1ni ≤ µ−1R and µ−pni S2i ≤ µ−pR2. The time inclusion holds due to the
following calculations:
S2i µ
−p
ni ≤ µ−pR2 ⇐⇒ ρ ≤
(
ηp/2
c0
)ni
µ−1ni Rni ⇐= ρ ≤
(
2
σ
)n0
µ−1ni Rni ,
and the last inequality holds true since we are in the case 2ρ ≤ µ−1ni Rni where σ ∈ (0, 1). The space inclusion
is trivial since µ−1ni Si = |x0 − x1| = ρ ≤ µ−1R2 which holds true since z0, z1 ∈ QµR.
• The analogue of (8.19) becomes
|C0|
|C0 ∩ C1| =
µ1−pn0 µn0
min
{
µ1−pn0 µn0 , µ
1−p
n1 µn1
} (8.18)≤ = (µn1
µn0
)p−1
,
|C1|
|C0 ∩ C1| =
µ1−pn1 µn1
min
{
µ1−pn0 µn0 , µ
1−p
n1 µn1
} (8.18)≤ (µn1
µn0
)
.
• Rest of the calculations goes through verbatim as in the time case.
Case max{µ−1n0 Rn0 , µ−1n1 Rn1} ≤ 2ρ: This case follows exactly as the time case.
Case min{µ−1n0 Rn0 , µ−1n1 Rn1} ≤ 2ρ ≤ max{µ−1n0 Rn0 , µ−1n1 Rn1}: Recalling Claim 8.4 and (8.18), this case becomes
µ−1n0 Rn0 ≤ 2ρ ≤ µ−1n1 Rn1 . We can now replace C0 with C∗ = Q
µn∗
Rn∗
(z0) where n0 ≤ n∗ ≤ n1 is a number sat-
isfying µ−1n∗+1Rn∗+1 ≤ 2ρ ≤ µ−1n∗Rn∗ . Rest of the calculations go through exactly as in the time case.
8.1.3. Proof of gradient Ho¨lder continuity in Q0
In the previous subsection, we proved gradient Ho¨lder continuity at any two points provided both of them
belonged to z0, z1 ∈ QµR. In this subsection, we consider the case where both of the points does not belong to a
single QµR, i.e., if we consider the cylinder Q
µ
R(z0), we are in the case z1 /∈ QµR(z0). Thus we observe
max{µ, µp/2}d(z0, z1) = dµ(z0, z1) ≥ R
(O2)
≥ max{µ, µp/2}R0, (8.25)
holds, using which we get
|∇u(z0)−∇u(z1)|
d(z0, z1)
(8.25)
≤ 2µ
R0
.
This completes the proof of gradient Ho¨lder continuity.
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8.2. Proof of first alternative - Proposition 8.1
Since u is a weak solution of (8.1) on Qµr for some r ∈ (0, R], let us perform the following rescaling: Define
w(x, t) =
u(µ−1rx, µ−pr2t)
µ−1r
, (8.26)
then w solves
µp−1wt − µdivA(∇w) = 0 on Q1 := B1 × I1. (8.27)
Let us first prove an energy estimate satisfied by (8.27).
Lemma 8.10. Let k ∈ R and φ ∈ C∞(Q1) be any cut-off function with φ = 0 on ∂p(Q1), then the following
estimate holds:
sup
t∈I1
µp−1
ˆ
B1
(wxi − k)2−φ2 dx+ C0µ
¨
Q1
(s2 + |∇w|2) p−22 |∇(wxi − k)−|2φ2 dz
≤ 2µp−1
¨
Q1
(wxi − k)2−φφt dz +
4C21
C0
µ
¨
Q1
(s2 + |∇w|2) p2 |∇φ|2χ{wxi≤k} dz
+2C1µ
¨
Q1
(s2 + |∇w|2) p−12 (wxi − k)−(|φ||∇2φ|+ |∇φ|2) dz.
Proof. Let us differentiate (8.27) with respect to xi for some i ∈ {1, 2, . . . , N} and then take (wxi − k)−φ2 with
φ ∈ C∞c as a test function to get
µp−1
¨
Q1
(wxi)t(wxi−k)−φ2 dz+µ
¨
Q1
〈∂iA(∇w) ,∇φ2〉(wxi−k)− dz+µ
¨
Q1
〈∂iA(∇w) ,∇(wxi−k)−〉φ2 dz = 0.
Recalling the notation from (8.2), we see that ∂iA(∇w) = A′(∇w)∇wxi . Let us estimate each of the terms as
follows:
Estimate for I: This can be estimated as follows:
µp−1
¨
Q1
(wxi)t(wxi − k)−φ2 =
µp−1
2
¨
Q1
(
(wxi − k)2−φ2
)
t
dz − µp−1
¨
Q1
(wxi − k)2−φφt dz. (8.28)
Estimate for II: Integrating by parts, we get
µ
¨
Q1
〈∂A(∇w) ,∇φ〉φ(wxi − k)− dz = −µ
¨
Q1
〈A(∇w) , ∂xi∇φ2〉φ(wxi − k)− dz
−µ
¨
Q1
〈A(∇w) ,∇φ2〉∂xi(wxi − k)− dz
(a)
≤ C1µ
¨
Q1
(s2 + |∇w|2) p−12 (|∇2φ|+ |∇φ|2)|(wxi − k)−| dz
+C1µε
¨
Q1
(s2 + |∇w|2) p−22 |φ|2|∇(wxi − k)−|2 dz
+C1
µ
ε
¨
Q1
(s2 + |∇w|2) p2 |∇φ|2 dz,
(8.29)
where to obtain (a), we made use of (8.2), the trivial bound |φ| ≤ 1 and Young’s inequality.
Estimate for III: We estimate this term as follows:
µ
¨
Q1
〈∂iA(∇w) ,∇(wxi − k)−〉φ2 dz
(8.2)
≥ C0µ
¨
Q1
(s2 + |∇w|2) p−22 |∇(wxi − k)−|2φ2 dz. (8.30)
Combining (8.28), (8.29) and (8.30) gives the desired estimate.
26
8.2.1. DeGiorgi type iteration for uxi
The main proposition we prove is the following:
Proposition 8.11. Let r ∈ (0, R] and assume that
s+ sup
Qµr
‖∇u‖ ≤ Aµ (8.31)
holds for some A ≥ 1. For any i ∈ {1, 2, . . . , N}, there exists universal constant ν ∈ (0, 1/2) such that if
|{(x, t) ∈ Qµr : uxi < µ/2}| ≤ ν|Qµr |,
holds, then we have the following conclusion:
uxi ≥
µ
4
on Qµr/2.
Following the rescaling from (8.26), we can restate the following equivalent version of Proposition 8.11 for w as
follows:
Lemma 8.12. Suppose
s+ sup
Q1
‖∇w‖ ≤ Aµ (8.32)
holds for some A ≥ 1. For any i ∈ {1, 2, . . . , N}, there exists universal constant ν ∈ (0, 1/2) such that if
|{(x, t) ∈ Q1 : wxi < µ/2}| ≤ ν|Q1|, (8.33)
holds, then we have the following conclusion:
wxi ≥
µ
4
on Q1/2.
Proof. Let us define the following constants:
km := k0 − H
8(1 +A)
(
1− 1
2m
)
where H := sup
Q1
(wxi − k0)− and k0 :=
µ
2
.
This choice of km satisfy the following bounds:
km − km+1 ≥ µ
2m+6(1 +A)
, km ≥ µ
4
and km → k∞ = k0 − H
8(1 +A)
>
µ
4
. (8.34)
Let us now define the following sequence of dyadic parabolic cylinders:
Qm := Qρm where ρm :=
1
2
+
1
2m+1
.
Note that Qm → Q1/2 and Q0 = Q1. Furthermore, let us consider the following cut-off function ηm ∈ C∞(Qm)
with ηm = 0 on ∂pQm and ηm ≡ 1 on Qm+1. The following bounds hold,
|∇2ηm|+ |∇ηm|2 + |(ηm)t| ≤ C(n)4m.
We will split the proof of the lemma into several steps.
Step 1: In this step, we show that without loss of generality, we can assume 4H ≥ µ. Suppose not, then we would
have 4H < µ which implies
sup
Q1
(wxi − k0)− =
µ
2
− inf
Q1
wxi <
µ
4
.
This says wxi >
µ
4
and the desired conclusion of Lemma 8.12 follows.
Step 2: In this step, we will apply Lemma 2.3 to obtain an estimate for the level sets. In order to do this, let us
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define
Am := {(x, t) ∈ Qm : wxi < km},
and consider the following function
w˜m :=

0 if wxi > km,
km − wxi if km ≥ wxi > km+1,
km − km+1 if km+1 ≥ wxi .
Since ηm = 1 on Qm+1, we obtain the following sequence of estimates:
µp−1(km − km+1)2|Am+1| = µp−1‖w˜m‖2L2(Am+1)
(a)
≤ µp−1‖w˜mηm‖2L2(Qm)
(b)> µp−1‖w˜mηm‖2V 2,2(Qm)|Am| 2N+2 ,
(8.35)
where to obtain (a), we enlarged the domain and made use of the fact that spt(ηm) ⊂ Qm and to obtain (b), we
made use of [11, Corollary 3.1 - Page 9] noting that w˜mηm is non-negative. This additionally also implies
|{Qm : w˜mηm > 0}| ≤ |{Qm : w˜m > 0}| = |Am|.
Then, observing that
w˜m ≤ (wxi − km)− and |∇w˜m| ≤ |∇(wxi − km)−|χQ1\{wxi<km+1},
and recalling Definition 2.2, we get
µp−1‖w˜mηm‖2V 2(Qm) ≤ sup−1<t<0µ
p−1
ˆ
B1
(wxi − km)2−η2m dx
+µp−1
¨
Q1
|∇(wxi − km)−|2χQ1\{wxi<km+1}η
2
m dz
+µp−1
¨
Q1
(wxi − km)2−|∇ηm|2 dz.
(8.36)
Step 3: In this step, we shall estimate (8.36) and obtain a suitable decay of the level set Am as follows: From
(8.34), we see that
µ ≤ 4km+1 ≤ 4wxi ≤ 4|∇w| on Q1 \ {wxi < km+1}. (8.37)
Thus making use if (8.37) into (8.36), we get
µp−1‖w˜mηm‖2V 2(Qm) ≤ sup−1<t<0µ
p−1
ˆ
B1
(wxi − km)2−η2m dx
+
¨
Q1
(s2 + |∇w|2) p−12 |∇(wxi − km)−|2χQ1\{wxi<km+1}η
2
m dz
+µp−1
¨
Q1
(wxi − km)2−|∇ηm|2 dz.
(8.38)
From (8.32), we see that
Aµ
¨
Q1
(s2 + |∇w|2) p−22 |∇(wxi − k)−|2φ2 dz ≥
¨
Q1
(s2 + |∇w|2) p−12 |∇(wxi − k)−|2φ2 dz. (8.39)
Thus substituting (8.39) into (8.38) and making use of Lemma 8.10 to estimate each of the terms appearing on
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the right hand side of (8.38) using (8.32), we get
µp−1‖w˜mηm‖2V 2(Qm) ≤ µ
¨
Q1
(s2 + |∇w|2) p2 |∇ηm|2χ{wxi≤km} dz
+µp
¨
Q1
(wxi − km)−(|ηm||∇2ηm|+ |∇ηm|2)
+µp−1
¨
Q1
(wxi − km)2−|∇ηm|2
≤ Cµp+14m|Am|.
(8.40)
Thus combining (8.40) with (8.35) and making use of (8.34), we get
µp−1
µ2
4m+6(1 +A)2
|Am+1| ≤ C4mµp+1|Am|1+ 2N+2 ⇐⇒ |Am+1| ≤ C16m|Am|1+ 2N+2 .
We can now apply Lemma 2.6 to obtain the existence of a universal constant ν ∈ (0, 1) such that if
|A0| = |{Q1 : wxi < µ/2}| < ν|Q1|,
then |Am| → 0 as m→∞. In particular, this says
wxi ≥
µ
4
on Q1/2.
This completes the proof of the lemma.
Following analogous calculations, we can also obtain the dual version of Proposition 8.11.
Proposition 8.13. Let r ∈ (0, R] and assume that
s+ sup
Qµr
‖∇u‖ ≤ Aµ
holds for some A ≥ 1. For any i ∈ {1, 2, . . . , N}, there exists universal constant ν ∈ (0, 1/2) such that if
|{(x, t) ∈ Qµr : uxi > −µ/2}| ≤ ν|Qµr |, (8.41)
holds, then we have the following conclusion:
uxi ≤ −
µ
4
on Qµr/2.
8.2.2. Proof of the decay estimate from applying the linear theory
Let us first recall the weak Harnack inequality and a decay estimate that will be needed to complete the proof
of Proposition 8.1, the details can be found in [16, Lemma 3.1].
Lemma 8.14. Let v ∈ L2(−1, 1;W 1,2(B1)) be a weak solution to the linear parabolic equation
vt − div(B(x, t)∇v) = 0,
where the matrix B(x, t) is bounded, measurable and satisfies
C0|ζ|2 ≤ 〈B(x, t)ζ , ζ〉 and |B(x, t)| ≤ C1,
for any ζ ∈ RN and 0 < C0 ≤ C1 are fixed constants. Then there exists a constant C = C(N,C0, C1) ≥ 1 and
β = β(N,C0, C1) ∈ (0, 1) such that the following estimates are satisfied:
sup
Q1/2
|v| ≤ C
(
−
¨
Q1
|v|q dz
) 1
q
for any q ∈ [1, 2],
(
−
¨
Qδ
|v − (v)
Qδ
|q dz
) 1
q
≤ Cδβ
(
−
¨
Q1
|v − (v)
Q1
|q dz
) 1
q
whenever q ∈ [1, 2] and δ ∈ (0, 1).
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We now have all the estimates needed to prove Proposition 8.1 which will be given the following lemma. The
proof follows very closely to [16, Lemma 3.2] and hence we will only present the rough sketch of the proof.
Lemma 8.15. Assume that in the cylinder Qµr , the following is satisfied for a fixed A ≥ 1:
0 <
µ
4
≤ ‖∇u‖L∞(Qµr ) ≤ s+ ‖∇u‖L∞(Qµr ) ≤ Aµ.
Then there exists constants β = β(N, p,C0, C1, A) ∈ (0, 1) and C = C(N, p,C0, C1, A) ≥ 1 such that the following
holds for any δ ∈ (0, 1) and q ≥ 1:(
−
¨
Qµδr
|∇u− (∇u)
Qµδr
|q dz
) 1
q
≤ Cδβ
(
−
¨
Qµr
|∇u− (∇u)
Qµr
|q dz
) 1
q
.
Proof. Without loss of generality, let us assume δ ∈ (0, 1/2) noting that when δ ∈ [1/2, 1), we can enlarge the
domain of integration (see [16, Lemma 3.2 and Proposition 3.3] for the details) and obtain the desired conclusion,
albeit with a larger constant, the details of which is given in Proposition 8.16. As in the proof of Lemma 8.12, we
rescale according to (8.26), then the hypothesis becomes
0 <
µ
4
≤ ‖∇w‖L∞(Q1) ≤ s+ ‖∇w‖L∞(Q1) ≤ Aµ. (8.42)
Differentiating (8.27) and dividing the resulting equation by µp−1, we see that wxi solves
(wxi)t − div(B(x, t)∇wxi) = 0 where B(x, t) = µ2−p∂A(∇w).
Furthermore, making use of (8.2) along with (8.42), we see that the matrix B(x, t) satisfies the following bounds:
C|ζ|2 ≤ 〈B(x, t)ζ , ζ〉 ≤ C
(
s+ µ
µ
)p−2
|ζ|2 ≤ C|ζ|2,
for any ζ ∈ RN and C = C(N, p,C0, C1, A). Thus we can apply Lemma 8.14 to get the desired conclusion whenever
q ∈ [1, 2]. On the other hand, if q ≥ 2, then we can follow the calculations from [16, Equations (3.33) and (3.34)]
to get the desired conclusion. This completes the proof of the lemma.
8.2.3. Summary of the proof of Proposition 8.1
Collecting all the calculations from the previous subsections, we have the following proposition, the proof of
which follows verbatim as in [16, Proposition 3.3].
Proposition 8.16. Assume that (8.31) is in force, then there exists ν = ν(N, p,C0, C1, A) ∈ (0, 1/2) such that if
there exists i ∈ {1, 2, . . . , N} such that either (8.33) or (8.41) holds, then there exists β = β(N, p,C0, C1, A) ∈ (0, 1)
and C = C(N, p,C0, C1, A) such that for any δ ∈ (0, 1), the following conclusions hold:(
−
¨
Qµδr
|∇u− (∇u)
Qµδr
|q dz
) 1
q
≤ Cδβ
(
−
¨
Qµr
|∇u− (∇u)
Qµr
|q dz
) 1
q
,
‖∇u‖ ≥ µ
4
on Qµr/2.
8.3. Proof of second alternative - Proposition 8.2
Having fixed ν according to Proposition 8.1, we are now in the situation that (8.33) and (8.41) does not hold.
This condition is equivalent to
|{Qµr : uxi ≥ µ/2}| < (1− ν)|Qµr | and |{Qµr : uxi ≤ −µ/2}| < (1− ν)|Qµr |. (8.43)
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From (8.3), as in (8.31), we again assume the following is always satisfied for some r ∈ (0, R] and A ≥ 1:
s+ sup
Qµr
‖∇u‖ ≤ Aµ.
Let us perform the following change of variables:
w(x, t) =
u(µ−1rx, µ−pr2t)
rA
for (x, t) ∈ Q1. (8.44)
Then we have
s
µA
+ sup
Q1
‖∇w‖ ≤ 1 on Q1. (8.45)
Moreover, (8.43) becomes∣∣∣∣{Q1 : wxi ≥ 12A
}∣∣∣∣ < (1− ν)|Qµr | and ∣∣∣∣{Q1 : wxi ≤ − 12A
}∣∣∣∣ < (1− ν)|Qµr |. (8.46)
8.3.1. Choosing a good time slice
First let us show there exists a good time slice.
Lemma 8.17. There exists t∗ such that −1 ≤ t∗ ≤ −ν
2
and∣∣∣∣{B1 : wxi(x, t∗) ≥ 12A
}∣∣∣∣ ≤ ( 1− ν1− ν/2
)
|B1| (8.47)
Proof. The proof is by contradiction, suppose (8.47) does not hold for any t ∈ (−1,−ν
2
), then we have
(1− ν)|Q1|
(8.43)
>
∣∣∣∣{Q1 : wxi ≥ 12A
}∣∣∣∣ = ˆ − ν2−1
∣∣∣∣{B1 : wxi(x, t) ≥ 12A
}∣∣∣∣ dt
(8.47) fails
> ((1− ν)) |B1|,
which is a contradiction.
t = −3/4ν 2t∗Q11
2
8.3.2. Rescaling the equation
Recalling (8.44), let us define
Aˆ(ζ) := 1
µp−1A
A(Aµζ), (8.48)
then, we see that w solves
wt − div Aˆ(∇w) = 0 in Q1. (8.49)
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Lemma 8.18. Differentiating (8.49) with respect to xi for some i ∈ {1, 2, . . . , N}, we get
(wxi)t − div ∂Aˆ(∇w)∇wxi = 0 in Q1. (8.50)
Then ∂Aˆ(ζ) and Aˆ(ζ) satisfies the following structure conditions:
|Aˆ(ζ)|+ |∂Aˆ(ζ)|
(
|ζ|2 +
(
s
Aµ
)2) 12
≤ C1Ap−2
(
|ζ|2 +
(
s
Aµ
)2) p−12
,
C0A
p−2
(
|ζ|2 +
(
s
Aµ
)2) p−22
|η|2 ≤ 〈∂Aˆ(ζ)η , η〉.
(8.51)
Proof. The proof follows directly from (8.2) and (8.48).
8.3.3. Logarithmic and Energy estimates
Lemma 8.19. Let 0 < η0 < ν and k ≥ 1
4A
be any two fixed numbers (recall ν is from Proposition 8.2) and consider
the function
Ψ(z) := log+
(
ν
ν − (z − (1− ν))+ + η0
)
.
Then there exists constant C = C(N, p,C0, C1, A) such that for all t1, t2 ∈ (−1, 1) with t1 < t2 and all s ∈ (0, 1),
there holdsˆ
Bs×{t2}
Ψ2((wxi − k)+) dx ≤
ˆ
B1×{t1}
Ψ2((wxi − k)+) dx+
C
(1− s)2
¨
B1×(t1,t2)
Ψ((wxi − k)+) dz. (8.52)
Proof. Let us take Ψ((wxi − k)+)Ψ′((wxi − k)+)ζ2 as a test function in (8.49). Since k ≥
1
4A
, we see that
(wxi − k)+ = 0 whenever wxi ≤
1
4A
. On this set, Ψ(0) = log+
(
ν
ν + η0
)
= 0, thus we see that spt Ψ((wxi − k)+)
is contained in the set
{
wxi ≥
1
4A
}
. Thus making use of (8.45), we make the following observation,
1
Ap−14p−1
≤
(
|∇w|2 +
(
s
Aµ
)2) p−12
(
|∇w|2 +
(
s
Aµ
)2) 12 ≤ 4A on
{
wxi ≥
1
4A
}
. (8.53)
Substituting (8.53) into (8.51), we see that ∂Aˆ(∇w) is uniformly elliptic and we rewrite (8.50) as follows:
(wxi)t − divB(x, t)∇wxi = 0, with
C0
A4p−1
|ζ|2 ≤ 〈B(x, t)ζ , ζ〉 ≤ 4C1Ap−1|ζ|2. (8.54)
We can now follow the proof of [11, Proposition 3.2 of Chapter II] (see also [11, (12.7) of Chapter IX]) to getˆ
Bs×{t2}
Ψ2((wxi − k)+) dx ≤
ˆ
Bs×{t1}
Ψ2((wxi − k)+) dx+
C(N,P,C0,C1,A)
(1− s)2
¨
B1×(t1,t2)
Ψ((wxi − k)+) dz.
Lemma 8.20. Let k ≥ 1
4A
be some fixed constant, then w solving (8.49) satisfies
sup
t0<t<t1
ˆ
B1
(wxi − k)2+ζ2 dx+ C
¨
B1×(t0,t1)
|∇(wxi − k)+|2ζ2 dz ≤
ˆ
B1×{t=t0}
(wxi − k)2+ζ2 dx
+C
¨
B1×(t0,t1)
(wxi − k)2+|∇ζ|2 dz
+C
¨
B1×(t0,t1)
(wxi − k)2+|ζ||ζt| dz,
where t0, t1 ∈ [−1, 1) with t0 < t1 are some fixed time slices and ζ ∈ C∞(Q1) is a cut-off function.
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Proof. We take (wxi − k)+ζ2 as a test function in (8.49), noting that we retain the uniformly elliptic structure of
B(x, t) in (8.54) from the choice of test function. Thus proceeding according to [11, Proposition 3.1 of Chapter II]
gives the desired estimate.
8.3.4. DeGiorgi type iteration
Let us first prove an expansion of positivity in time result:
Lemma 8.21. There exists η0 = η0(N, p, ν,A) ∈ (0, ν) such that for all t ∈ (t∗, 1) with t∗ as in Lemma 8.17, there
holds
|{x ∈ B1 : wxi(x, t) > (1− η0)}| ≤
(
1− ν
2
4
)
|B1|.
Proof. Let us apply (8.52) over the time interval (t∗, t) and estimate each of the terms as follows:
Estimate for the term on the left hand side of (8.52): On the set {wxi > (1 − η0)}, we see that the log
function satisfies Ψ(wxi − k)+) ≥ log
(
ν
2η0
)
, thus we get
ˆ
Bs×{t2}
Ψ2((wxi − k)+) dx ≥ log2
(
ν
2η0
)
|{Bs : wxi(x, t2) > (1− η0)}| (8.55)
Estimate for the first term on the right hand side of (8.52): Since the log function Ψ(wxi − k)+) vanishes
on the set {wxi ≤ 1/(4A)}, we estimate this term as follows:ˆ
B1×{t=t∗}
Ψ(wxi − k)+)2 dx
(8.45)
≤ log2
(
ν
η0
)
|{B1 : wxi(x, t∗) ≥ 1/(4A)}|
(8.47)
≤
(
1− ν
1− ν/2
)
log2
(
ν
η0
)
|B1|.
(8.56)
Estimate for the second term on the right hand side of (8.52): Analogously, we estimate this term as fol-
lows:
C
(1− s)2
¨
B1×(t1,t2)
Ψ((wxi − k)+) dz ≤
C
(1− s)2 |B1| log
(
ν
η0
)
. (8.57)
Combining (8.55), (8.56) and (8.57), we get the following sequence of estimates:
|{B1 : wxi(x, t2) > (1− η0)}| ≤ |{Bs : wxi(x, t2) > (1− η0)}|+ (1− s)|B1|
≤
( 1− ν
1− ν/2
) log2
(
ν
η0
)
log2
(
ν
2η0
)
+ C
(1− s)2
 log
(
ν
η0
)
log2
(
ν
2η0
)
+ (1− s)
 |B1|.
Choosing s followed by η0 appropriately gives the desired conclusion.
Given Lemma 8.21, the rest of the proof of the second alternative Proposition 8.2 is as in the linear case. We
nevertheless provide details for the sake of completeness.
Definition 8.22. Having determined η0 as in Lemma 8.21, let j0 be the largest positive integer such that 2
−j0 ≥ η0.
Then for j ≥ j0 and any t ∈ (t∗, 1), let us define
Aj(t) :=
{
B1 : wxi(x, t) > (1− 2−j)
}
and Asj :=
ˆ s
t∗
Aj(t) dt,
for some s ∈ (t∗, 1] with s− t∗ ≥ 1
8
.
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Lemma 8.23. For every δ ∈ (0, 1), there exists jδ ≥ j0 such that for any s ∈ (t∗, 1] with s− t∗ ≥ 1
8
, the following
holds:
Asjδ ≤ δ|B1||s− t∗|.
Note that the estimates and choice of jδ are all independent of the choice of s.
Proof. From Lemma 8.21, we see that
|B1 \Aj(t)| ≥
(ν
2
)2
|B1| for any t ∈ (t∗, 1]. (8.58)
Let us apply Lemma 2.5 with the choices l = 1 − 1
2j+1
and k = 1 − 1
2j
for some j ≥ j0 where j0 is as defined in
Definition 8.22 to get
1
2j+1
|Aj+1(t)| ≤ C|B1 \Aj(t)|
ˆ
Aj(t)\Aj+1(t)
|∇wxi | dx
(8.58)
≤ C(N,p,ν)
(ˆ
B1
|∇(wxi − (1− 2−j))+|2 dx
) 1
2
|Aj(t) \Aj+1(t)| 12 .
Integrating over (t∗, s), we get
1
2j+1
|Asj+1| ≤ C(N,p,ν)
(¨
B1×(t∗,s)
|∇(wxi − (1− 2−j))+|2 dz
) 1
2
|Asj \Asj+1|
1
2 . (8.59)
From (8.45) and the choice of k = 1− 1
2j
, we get
(wxi − k)+ ≤
1
2j
,
using which, we now estimate the gradient term on the right hand side of (8.59) using Lemma 8.20 to get¨
B1×(t∗,s)
|∇(wxi − (1− 2−j))+|2 dz ≤ C
1
4j
|B1||s− t∗|, (8.60)
where we used the fact that |ζt| ≤ C
s− t∗ ≤ C. Substituting (8.60) into (8.59) and summing over j = j0, j0+1, . . . , jδ,
we get
(jδ − j0)|Asjδ |2 ≤ C|B1||s− t∗|
j0∑
j=jδ
|Asj \Asj+1| ≤ C (|B1||s− t∗|)2 .
Choosing jδ sufficiently large followed by taking square roots gives the desired conclusion.
8.3.5. Combining all the estimates to prove Proposition 8.2
Let us prove the following result by applying DeGiorgi iteration, using which we easily conclude Proposition 8.2.
Proposition 8.24. Suppose the first (analogously second) inequality in (8.46) holds, then there exist positive con-
stant η = η(N, p,C0, C1, A) ∈ (0, 1) such that the following conclusion holds:∣∣∣{Q 1
2
: wxi(z) > (1− η)
}∣∣∣ = 0 (analogously ∣∣∣{Q 1
2
: wxi(z) < −(1− η)
}∣∣∣ = 0) .
Proof. Consider the family of nested cylinders
Qn := Bρn × (−ρ2n, ρ2n) where ρn :=
1
2
+
1
2n+2
with n = 0, 1, 2, . . . ,
and increasing intervals
kn := 1− 1
2j∗+2
− 1
2j∗+2+n
,
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where j∗ is a number to be eventually chosen. Furthermore, define
Yn := |{Qn : wxi > kn}| .
From Lemma 8.20 and Lemma 2.3 applied with p˜ = 2, we get the following sequence of estimates (note that ζn is
the usual cut-off function with ζn = 1 on Qn+1 and spt(ζn) ⊂ Qn):¨
Qn+1
(wxi − kn)2+ dz
(a)
≤
¨
Qn
(wxi − kn)2+ζ2n dz
(b)
≤
(¨
Qn
|(wxi − kn)+ζn|
2N
N+2 dz
) N
N+2
Y
2
N+2
n
(c)> ‖(wxi − kn)2+ζ2n‖2V 2,2(Qn)Y
2
N+2
n
(d)
≤ C4j∗Y 1+
2
N+2
n ,
(8.61)
where to obtain (a), we enlarged the domain of integration noting that ζn ≡ 1 on Qn+1, to obtain (b), we applied
Ho¨lder inequality and made use of the definition of Yn, to obtain (c), we applied Lemma 2.3 with p˜ = 2 and
q˜ =
2(N + 2)
N
and finally to obtain (d), we made use of the definition of kn along with (8.45).
On the other hand, from (4.11), we also have
Yn+1 ≤ C4n+j∗
¨
Qn+1
(wxi − kn)2+ dz. (8.62)
Combining (8.62) and (8.61), we get
Yn+1 ≤ C4nY 1+
2
N+2
n ,
and applying Lemma 2.6, we see that if
Y0 ≤ C−
N+2
2 4−(
N+2
2 )
2
:= δ,
then Yn → 0 as n→∞.
Note that δ = δ({C0, C1, N, p}), thus with this choice of δ, we can obtain jδ (and set j∗ = jδ) from Lemma 8.23
such that the condition for Y0 is satisfied and thus Y∞ = 0 which is the desired conclusion with η = 2−(j∗+2).
9. Proof of Corollary 3.12
Since the proof is similar to (8.1), we only highlight the crucial differences for the variable exponent problem
with explicit structure. Let u be a weak solution of
ut − div
(
|∇u|p(t)−2∇u
)
= 0 on 4Q0, (9.1)
with 1 < p ≤ p(t) ≤ q <∞.
Modification 1: Since 1 < p ≤ p(t) ≤ q < ∞, the analogue of (8.3) is given by selecting a µ large enough such
that following is satisfied:
max
{
1, sup
4Q0
|∇u|, sup
4Q0
|∇u(x, t)| p(t)−1p−1 , sup
4Q0
|∇u(x, t)| p(t)p
}
≤ µ. (9.2)
Moreover if µ is large enough, we can also assume that A = 1.
Modification 2: The analogue of Lemma 8.10 for the double phase takes the following form: Since u is a weak
solution of (9.1) on Qµr for some r ∈ (0, R], let us perform the following rescaling: Define
w(x, t) =
u(µ−1rx, µ−pr2t)
µ−1r
, (9.3)
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then w solves
µp−1wt − µdivA(∇w) = 0 on Q1 := B1 × I1. (9.4)
Then the following energy estimate is satisfied: Let k ∈ R and φ ∈ C∞(Q1) be any cut-off function with φ = 0
on ∂p(Q1) then the following holds:
sup
t∈I1
µp−1
ˆ
B1
(wxi − k)2−φ2 dx+ C0µ
¨
Q1
|∇w|p(t)−2|∇(wxi − k)−|2φ2 dz
≤ µp−1
ˆ
B1×{t=1}
(wxi − k)2−φ2 dx+ 2µp−1
¨
Q1
(wxi − k)2−φφt dz
+
4C21
C0
µ
¨
Q1
|∇w|p(t)|∇φ|2χ{wxi≤k} dz
+2C1µ
¨
Q1
|∇w|p(t)−1(wxi − k)−(|φ||∇2φ|+ |∇φ|2) dz.
Moreover from (9.2) it follows,
max
{
sup
Q1
|∇w|, sup
Q1
|∇w(x, t)| p(t)−1p−1 , sup
Q1
|∇w(x, t)| p(t)p
}
≤ µ. (9.5)
Modification 3: The analogue of (8.40) becomes
µp−1‖w˜mηm‖2V 2(Qm) ≤ µp−1
¨
Q1
(wxi − km)2−ηm(ηm)2t dz
+µ
¨
Q1
|∇w|p(t)|∇ηm|2χ{wxi≤km} dz
+µ
¨
Q1
|∇w|p(t)−1(wxi − km)−(|ηm||∇2ηm|+ |∇ηm|2)
+µp−1
¨
Q1
(wxi − km)2−|∇ηm|2
(9.5)
≤ Cµp+14m|Am|.
Modification 4: It is easy to see that the analogue of the matrix B(x, t) in Lemma 8.15 is also uniformly elliptic.
As in the proof of Lemma 8.12, we rescale according to (9.3), then the hypothesis becomes
0 <
µ
4
≤ |∇w(x, t)| ≤ min
{
µ, µ
p−1
p(t)−1 , µ
p
p(t)
}
for any (x, t) ∈ Q1.
Differentiating (9.4) and dividing the resulting equation by µp−1, we see that wxi solves
(wxi)t − div(B(x, t)∇wxi) = 0 where B(x, t) = µ2−p∂A(∇w).
Furthermore, we see that the matrix B(x, t) satisfies the following bounds:
C|ζ|2 ≤ 〈B(x, t)ζ , ζ〉 ≤ C|ζ|2,
for any ζ ∈ RN and C = C(N, p, q, C0, C1).
Modification 5: Let us perform the following change of variables for the analogue of (8.44)
w(x, t) =
u(µ−1rx, µ−pr2t)
r
for (x, t) ∈ Q1.
Then we have
|∇w(x, t)| ≤ min
{
1, µ
p−p(t)
p(t)−1 , µ
p−p(t)
p(t)
}
for any (x, t) ∈ Q1.
The analogue of (8.53) in Lemma 8.19 now becomes
1
4q−1
≤ µ
p(t)−p
4p(t)−1
≤ 1
µp−2
µp(t)−2|∇w|p(t)−1
|∇w| ≤ 4 on
{
wxi ≥
1
4
}
,
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where we used the fact that µ ≥ 1.
This concludes the adaptation of Theorem 3.10 to obtain Corollary 3.12.
10. Proof of Corollary 3.13
Since the proof is similar to (8.1), we only highlight the crucial differences for the two phase structure. Let u
be a weak solution of
ut − divA(∇u) = 0 ⇐⇒ ut − div (Ap(∇u) + a(t)Aq(∇u)) = 0 on 4Q0, (10.1)
with A(ζ) satisfying the following structural assumptions for some s ≥ 0: |Ap(z)|+ |A′p(z)|(|z|2 + s2)
1
2 ≤ C1(|z|2 + s2)
q−1
2
〈A′p(z)ζ , ζ〉 ≥ C0(|z|2 + s2)
p−2
2 |ζ|2
,
 |Aq(z)|+ |A′q(z)|(|z|2 + s2)
1
2 ≤ C1(|z|2 + s2)
q−1
2
〈A′q(z)ζ , ζ〉 ≥ C0(|z|2 + s2)
q−2
2 |ζ|2,
(10.2)
where we have denoted A′(z) := dA(z)
dz
.
Modification 1: The analogue of (8.3) is given by selecting a µ large enough such that following is satisfied:
max
{
1, sup
4Q0
|∇u|, sup
4Q0
|∇u| q−1p−1 , sup
4Q0
|∇u| qp
}
≤ µ. (10.3)
Modification 2: The analogue of Lemma 8.10 for the double phase takes the following form: Since u is a weak
solution of (10.1) on Qµr for some r ∈ (0, R], let us perform the following rescaling: Define
w(x, t) =
u(µ−1rx, µ−pr2t)
µ−1r
, (10.4)
then w solves
µp−1wt − µdivA(∇w) = 0 on Q1 := B1 × I1. (10.5)
Then the following energy estimate is satisfied: Let k ∈ R and φ ∈ C∞(Q1) be any cut-off function with φ = 0
on ∂p(Q1) then the following holds:
sup
t∈I1
µp−1
ˆ
B1
(wxi − k)2−φ2 dx+ C0µ
¨
Q1
|∇w|p−2|∇(wxi − k)−|2φ2 dz
≤ µp−1
ˆ
B1×{t=1}
(wxi − k)2−φ2 dx+ 2µp−1
¨
Q1
(wxi − k)2−φφt dz
+
4C21
C0
µ
¨
Q1
(|∇w|p + |∇w|q) |∇φ|2χ{wxi≤k} dz
+2C1µ
¨
Q1
(|∇w|p−1 + |∇w|p−1) (wxi − k)−(|φ||∇2φ|+ |∇φ|2) dz.
Moreover, (10.3) under this scaling becomes
max
{
sup
Q1
|∇w|, sup
Q1
|∇w| q−1p−1 , sup
Q1
|∇w| qp
}
≤ µ. (10.6)
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Modification 3: The analogue of (8.40) becomes
µp−1‖w˜mηm‖2V 2(Qm) ≤ µp−1
¨
Q1
(wxi − km)2−ηm(ηm)2t dz
+µ
¨
Q1
(|∇w|p + |∇w|q)|∇ηm|2χ{wxi≤km} dz
+µ
¨
Q1
(|∇w|p−1 + |∇w|q−1)(wxi − km)−(|ηm||∇2ηm|+ |∇ηm|2)
+µp−1
¨
Q1
(wxi − km)2−|∇ηm|2
(10.6)
≤ Cµp+14m|Am|.
Modification 4: It is easy to see that the analogue of the matrix B(x, t) in Lemma 8.15 is also uniformly elliptic.
As in the proof of Lemma 8.12, we rescale according to (10.4), then the hypothesis becomes
0 <
µ
4
≤ |∇w(x, t)| ≤ min
{
µ, µ
p−1
q−1 , µ
p
q
}
for any (x, t) ∈ Q1.
Differentiating (10.5) and dividing the resulting equation by µp−1, we see that wxi solves
(wxi)t − div(B(x, t)∇wxi) = 0 where B(x, t) = µ2−p∂A(∇w).
Furthermore, making use of (10.2), we see that the matrix B(x, t) satisfies the following bounds:
C|ζ|2 ≤ 〈B(x, t)ζ , ζ〉 ≤ C|ζ|2,
for any ζ ∈ RN and C = C(N, p, q, C0, C1).
Modification 5: Let us perform the following change of variables for the analogue of (8.44)
w(x, t) =
u(µ−1rx, µ−pr2t)
r
for (x, t) ∈ Q1.
Then we have
sup
Q1
‖∇w‖ ≤ min
{
1, µ
p−q
q−1 , µ
p−q
q
}
.
The analogue of (8.53) in Lemma 8.19 now becomes becomes
1
4p−1
≤ 1
µp−2
(
µp−2|∇w|p−1
|∇w| +
µq−2|∇w|q−1
|∇w|
)
≤ 4 on
{
wxi ≥
1
4
}
.
This concludes the adaptation of Theorem 3.10 to obtain Corollary 3.13.
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