We develop a daily measure of average stock variance and study whether it can predict market returns one day ahead. Using a time-invariant prediction model we find a robust predictive relation between these variables which cannot be used to profitably time the market. A closer look reveals that the strength and even the direction of the predictive relation vary significantly over short periods of time. Moreover, a simple timing strategy that exploits this variation over time significantly outperforms the market buy-and-hold strategy in terms of the mean-variance tradeoff. The evidence shows that predictability is stronger during business-cycle contractions and that our timing strategy is profitable because it avoids losses during bad times. Last, parameter breaks occur very frequently over short periods of time, and not only when the economy switches the phase of the business cycle. Our results suggest that idiosyncratic risk matters in asset pricing and that its effect is time varying.
Standard asset pricing theory posits that idiosyncratic risk should not be rewarded with a higher return but some asset pricing models take idiosyncratic risk into account (e.g., Merton [1987] and Malkiel and Xu [1997] ). In the context of this debate, recent research examines whether measures of average stock variance, which largely capture idiosyncratic risk, affect asset prices. In a provocative article Goyal and Santa-Clara [2003] document a positive relation between market returns and lagged average variance using monthly data and conclude that idiosyncratic risk matters in asset pricing.
However, Bali et al. [2005] and Wei and Zhang [2005] dispute that conclusion on various grounds.
In this paper, we examine the predictability of market returns with pre-determined average stock variance over the period . Our analysis sheds light on two closely related questions. The first is whether the average stock variance can predict market returns at short horizons and the second is whether this predictability is time varying. To address these questions, we develop a daily measure of average variance. Thus, unlike the studies discussed above, we perform the analysis at the daily rather than the monthly frequency. As a result, our tests are able to detect time-series variation in the predictive relation that may occur over very short periods of time.
In our first set of tests we follow Goyal and Santa-Clara [2003] and assume a stable prediction model in which the coefficient on the average stock variance is time invariant. We find a positive and statistically significant relation between average stock variance and future market returns that holds on average over our sample period. The relation in the daily data is significantly more robust than it is in the monthly data. However, a timing strategy that each day uses all prior data to estimate the coefficients of the predictive relation and then forecasts market returns one day ahead is not profitable. This suggests that the average relation is not economically significant.
In our second set of tests we allow for time-varying coefficients on the average stock variance in our predictive regressions. Specifically, for each day we estimate our regressions of market returns on lagged average stock variance using sixty-day rolling windows. Thus, we trace the daily time-series pattern of the coefficient on the average stock variance. We uncover new striking evidence that the magnitude, and often the sign, of this coefficient varies significantly over time and even over very short horizons. Thus, consistent with the view that parameter instability is fairly common in empirical models used to predict security returns (e.g., Pesaran and Timmerman [2002] ), our results strongly reject the assumption of a predictive model with coefficients that are time invariant.
We then construct a simple market timing strategy which uses the information contained in the time-series variation in the predictive relation. Our rolling-window timing strategy uses only the prior sixty trading days to forecast the market returns one day ahead. This timing strategy dramatically outperforms the market buy-and-hold strategy and it attains a Sharpe ratio of 0.728, which almost doubles that of the passive strategy. Moreover, an investor with quadratic utility and a moderate level of risk aversion is willing to pay a fee of 1.91 to 2.23 percentage points annually to invest in this timing strategy. The timing strategy invests heavily in the stock market during bull markets but much less often during bear markets, and successfully avoids stock market declines.
We also study whether the time-series variation in the predictability of market returns with average stock variance is related to changes in macroeconomic conditions. Previous work argues that in bad times lower production generates less precise information (Veldkamp [2005] and Van Nieuwerburgh and Veldkamp [2006] ) and news diffuses more slowly (Hong et al. [2000] ), which leads to stronger predictability. We find that the predictability relation is much stronger during contractions than it is during expansions, even when the parameters are assumed to be stable within each state of the economy. This suggests that changes in macroeconomic conditions are a key driver of the time-series variation in the predictability relation. Our results are in line with those in Pesaran and Timmerman [1995] and Henkel et al. [2010] , who show that macro variables do not predict market returns in expansions but have a large predictive power in contractions. Nevertheless, our results suggest that parameter breaks occur frequently over short periods of time, and not only when the economy switches the phase of the business cycle. Thus, allowing for daily variation in the parameters of the predictive relation adds significant predictive power and ability to avoid losses.
Our paper sheds new light on whether aggregate measures of idiosyncratic risk predict stock market returns and it contributes to the large literature on predictability (see Campbell [2007] for a survey), especially to recent work which highlights the importance of using models with time-varying parameters (Pesaran and Timmerman [2002] , Goyal and Welch [2003] , Paye and Timmerman [2006] , and Dangl and Halling [2008] ). Specifically, consistent with the view that idiosyncratic risk matters, we show that a predictive model based on a daily measure of average stock variance and time-varying coefficients has economically significant power to predict market returns one day ahead. More broadly, our results raise the intriguing question of what may drive the instability of parameters over very short periods of time.
MEASURE OF AVERAGE STOCK VARIANCE AND DATA
We develop a measure of average stock variance that can be computed on a daily basis. Let i denote a specific stock and let t denote a specific day. Also, let be the return of stock i realized on 
INITIAL EVIDENCE ASSUMING PARAMETER STABILITY
We initially follow prior work and assume that the predictive relation between average stock variance and future returns is stable over time. Specifically, we regress realized market returns on lagged average stock variance and impose the constraint that the coefficient on the average stock variance is constant over time. The fitted value of this regression gives the expected return conditional on the lagged average stock variance measure. The forecasting regression is:
where t denotes day, R denotes the value-weighted market return, denotes the value-weighted average stock variance, and β is the key parameter of interest.
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Exhibit 1 reports the ordinary least squares estimates of equation (2) results based on daily data are significantly more robust than those based on monthly data.
We now explore whether this predictability of market returns with pre-determined average variance we document in Exhibit 1 can be profitably exploited using the market-timing strategy in Goyal and Santa-Clara [2003] , which we adapt for daily data. For this purpose, we simulate the returns of a trading strategy that uses the value-weighted average stock variance to forecast the oneday-ahead value-weighted market return. Specifically, at day t the strategy invests all in the stock market index if the forecasted market return for day t+1, , is positive; otherwise the strategy invests all in Treasury Bills. For each future day t+1, the forecasts as of date t are:
where the coefficients required for the prediction, and , are obtained from a regression of on using all prior data available up to day t. The parameters are re-estimated every day during the sample period from 1926/07/01 to 2008/12/31 (we start in July 1 st , 1926 because the yield on TBills are available only since that date), which allows for 60 prior days in the estimation of the first forecasting regression. If parameter breaks are either rare or small in magnitude then this "expanding window" method provides a more efficient estimate of
β by using more information as it becomes available. Since this timing strategy uses an expanding window to estimate the coefficients needed to forecast market returns, we refer to it as the "expanding-window timing strategy".
Exhibit 2 reports the annualized mean and standard deviation for the market buy-and-hold strategy (MBHS) and the expanding-window timing strategy (EWTS), as well as the number of days each strategy invests in the market portfolio (N) and the corresponding Sharpe ratios. To translate the returns of the EWTS into a measure of investors' welfare, we assume a quadratic-utility investor with relative risk aversion γ and initial wealth . The investor's utility at time t+1 is given by:
where
R is the rate of return on the investment. We then report the annualized fees that the investor would be willing to pay a money manager that uses the timing strategy with return and still attain the same utility as buying and holding the market portfolio. We use three values of γ: 1, 5, and 10. The annual fee (F) is given by:
The MBHS has a mean return of 9.83% and standard deviation of 16.64% annually, with a Sharpe ratio of 0.385. Interestingly, the EWTS does not outperform the MBHS: it has a mean return of 9.36% and standard deviation of 15.41% annually, with a Sharpe ratio that is identical to that of the MBHS. Moreover, an investor with quadratic utility and a moderate level of risk aversion prefers to invest in the MBHS rather than in the EWTS. In fact, such investor would require compensation of about 0.29 to 0.37 percentage points annually to invest in the EWTS. Note that the EWTS invests in the market for 18,623 days out of 21,874 trading days in our sample period. The reason is that the In sum, assuming a time-invariant predictive model we find a statistically significant relation between average variance and future market returns that holds on average during the period 1926-2008. However, this relation is not economically significant, that is, it cannot be used to profitably time the market. These findings naturally raise the question of whether the predictability relation varies over time and, if this is indeed the case, whether a trading strategy that exploits such variation can perform better in terms of the mean-variance tradeoff. We turn to this issue in the next section.
ALLOWING FOR TIME-SERIES VARIATION IN THE PREDICTIVE RELATION
Motivated by studies showing that predictive models with time-varying coefficients outperform those with constant coefficients (e.g., Pesaran and Timmerman [2002] and Dangl and Halling [2008] ), we now examine whether the relation between the market return and lagged average stock variance varies over time. For this purpose, we now estimate regressions that allow for time-series variation in the coefficients of the predictive model. Our approach is based on rolling-windows, which are a simple and intuitive way to capture the time-varying nature of unstable economic processes that is popular in the finance literature. Specifically, for each day t we run regressions of t R t AV ng data from t-59 to t, that is, using sixty-day rolling windows. The parameters are reestimated every day during the sample period from 1926/07/01 to 2008/12/31, which allows for 60 prior days in the estimation of the first forecasting regression. This produces a daily series of the coefficient on , denoted by . To assess the statistical significance of these coefficients, we use standard errors adjusted by autocorrelation using the Newey-West procedure with 58 lags (the maximum possible given that each regression if based on 60 daily observations).
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Exhibit 3 documents the time-series variation in and predictive power. Panel A reports information for all the coefficients we estimate. The mean is 2.724, so at the center of the distribution there is a positive association between average stock variance and future market returns. This average is significantly larger than the coefficient we find for the full sample assuming a time-invariant relation. Moreover, as one would expect, is highly persistent in time,
with an autocorrelation coefficient of 0.97 (not reported). Nevertheless, there is a fairly large timeseries variation in , which has a standard deviation of is 8.249. Moreover, takes both positive and negative values, and it ranges from -1.675 at the 25 th percentile to 6.907 at the 75 th percentile of the distribution. Also note that the average R 2 of these regressions is 2.50%, which is significantly larger than the R 2 of the full-sample regression assuming time-invariant coefficients we report in Exhibit 1 (0.26%). This suggests that using time-varying coefficients substantially improves the predictive power of the average stock variance. Last, of the 21,874 estimated coefficients, 14,462 (or 66.1%) have a positive sign, and the remaining 7,412 (or 33.9%) are negative. Positive coefficients have more predictive power (R 2 is 2.93%) than negative coefficients (R 2 is 1.67%).
Panels B and C further distinguish between estimates of that are statistically significant at the 10% level from those that are not. The exhibit shows that 9,342 or 64.6% of all positive estimated coefficients are statistically significant and carry significant predictive power (R 2 is 4.28%).
Moreover, the mean statistically significant coefficient is 8. (not reported) mirrors that of the coefficient: R 2 is large when the coefficient's absolute value is large.
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In sum, the evidence strongly rejects the assumption of a predictive model with coefficients on the average stock variance that are time invariant. More generally, it suggests that the average stock variance has significant ability to predict market returns, but that this ability varies significantly on a daily basis. In light of this, we conclude that the analyses under the assumption of a time-invariant predictive model (the approach used in previous studies on the issue) fail to capture the true nature of the relation between average stock variance and future market returns.
This indicates the need to re-assess the economic significance of the predictability relation using a timing strategy designed to use the information contained in its time-series variation. Such strategy could perform significantly better than the timing strategy based on time-invariant coefficients. For this purpose, we now use a timing strategy in which the coefficients needed to make the forecasts are estimated using sixty-day rolling windows. Specifically, at day t the strategy invests all in the stock market index if the forecasted market return for day t+1, , is positive; otherwise the strategy invests all in Treasury Bills. For each future day t+1, the forecasts as of date t are given by:
where the coefficients required for the prediction, and , are obtained from a regression of on using data from t-59 to t. The parameters are re-estimated every day during the sample period from 1926/07/01 to 2008/12/31, which allows for 60 prior days in the estimation of the first forecasting regression. Since this timing strategy uses a "rolling window" to estimate the coefficients in the forecasting regressions, we refer to it as the "rolling-window timing strategy".
Exhibit 5 reports the annualized mean and standard deviation for the market buy-and-hold strategy (MBHS) and the rolling-window timing strategy (RWTS), the number of days each strategy invests in the market portfolio (N), and the corresponding Sharpe ratios. Moreover, we report the annualized fees that an investor with quadratic utility would be willing to pay a money manager that uses the timing strategy and still attain the same level of utility as buying and holding the market portfolio. The key result is that the RWTS dramatically outperforms the MBHS. The RWTS has a mean return of 11.36% and standard deviation of 10.9% annually, with a Sharpe ratio of 0.728 (which is almost twice the Sharpe ratio of the MBHS). Moreover, an investor with quadratic utility and a moderate level of risk aversion is willing to pay a fee of about 1.91 to 2.23 percentage points annually to invest in the RWTS. The RWTS invests in the market for 13,779 out of 21,874 trading days in our sample period. Detailed inspection of the timing strategy reveals that it actively enters and exits the stock market at all times during our sample period (not reported). Hence, the RWTS is very active in using the information contained in past average stock variance to time the market. In sum, our evidence shows that, when the time-series variation in the relation is properly taken into account, the predictability of market returns with prior average stock variance can be exploited to generate substantial economic gains. Studies which assume a time-invariant relation between average stock variance and future market returns fail to uncover the true time-varying relation between these variables, and thus understate the economic significance of this predictability relation.
PARAMETER INSTABILITY AND THE STATE OF THE ECONOMY
Since theory suggests that predictability can be driven by changes in the economy's fundamentals (Veldkamp [2005] , Van Nieuwerburgh and Veldkamp [2006] , and Hong et al. [2000] ), in Exhibit 7 we study whether the predictability of stock market returns with the average stock variance depends on macroeconomic conditions. Specifically, we condition the predictability on our ex-post knowledge of the state of the economy that prevailed during a particular time period. For this purpose, we run regressions of on separately for periods of business-cycle contractions and expansions, which we identify using the reference dates provided by the NBER. Thus, we allow the parameters of the predictive relation to differ across contractions and expansions, but we constrain them to be equal at all times within each of these states. Hence, we do not capture all the time-series variation in the relation, i.e., we ignore changes in the parameters at higher frequencies.
The coefficient on the average stock variance is positive and statistically significant in both cases, but it is significantly larger during business-cycle contractions (0.783) than it is during expansions (0.442). Moreover, a formal one-tailed test shows that this difference is statistically significant (p-value 0.074). In addition, the R 2 of the regression is 0.66% for contractions but only 0.10% for expansions, suggesting that the average stock variance has a stronger predictive power during contractions than it has during expansions. In sum, we find that the predictability of market returns with average stock variance is stronger during bad times. This evidence is consistent with that in Pesaran and Timmerman [1995] and Henkel et al. [2010] , who show that the dividend yield and the short rate predict market returns in contractions but not in expansions.
To gauge the economic importance of macroeconomic conditions in explaining the strength of the predictability relation, in Exhibit 8 we compare the performance of the "market buy-and-hold strategy" (MBHS) and the "rolling-window timing strategy" (RWTS) with that of a fictitious "twostate full information timing strategy" (2SFITS). In the 2SFITS, each day the investor observes whether the economy is in a contraction or expansion, and then predicts market returns one day ahead using the parameter values for the corresponding state reported in Exhibit 7. Unlike the tradable MBHS and RWTS, the 2SFITS relies on information that is not available to investors and thus it is not tradable. However, the results shed light on whether changes in macroeconomic conditions are important drivers of the variation in predictability over time. We report the annualized mean and standard deviation of the return of the three strategies in contractions and expansions, as well as the number of days each strategy invests in the market portfolio (N) and the Sharpe ratios.
During business-cycle contractions, the mean return of the MBHS is -4.73% and its standard deviation is 24.52%, with a Sharpe ratio of -0.336. The 2SFITS performs better in terms of the mean-variance tradeoff: its mean return is +5.87% and its standard deviation is 16.71%, with a Sharpe ratio of 0.141. The 2SFITS invests in the market on 578 out of the 4,359 trading days classified as contractions (13.3% of the time). In contrast, during expansions the 2SFITS always invests in the market and thus it mimics its performance. In sum, the predictability of market returns with average stock variance is much stronger in bad times than it is in good times, even when parameters are assumed to be stable within each state of the economy. This suggests that changes in macroeconomic conditions are a key driver of the time-series variation in the predictability relation.
However, the predictability relation varies significantly within both contraction and expansion periods. Thus, by constraining the predictive parameters to be constant within contractions and expansions, the return of the 2SFITS is likely to underestimate the predictive power of the average stock variance over the business cycle. The tradable RWTS allows the forecasting coefficients to vary daily and thus relaxes this constraint. Hence, it is useful to examine its performance in ex-post good and bad times (but recall that the RWTS does not rely on information on the state of the economy).
During contractions the RWTS has a mean return of +11.59% and a standard deviation of 13.53%, with a Sharpe ratio of 0.598. Noteworthy, the RWTS performs dramatically better than the MBHS (which attains a Sharpe ratio of -0.336) and also than the 2SFITS (which attains a Sharpe ratio of only 0.141). Interestingly, the RWTS invests in the market on 1,938 out of the 4,359 trading days classified as contractions (44.5% of the time). During expansions the RWTS still outperforms the MBHS and the 2SFITS, but the difference is significantly lower. In particular, the Sharpe ratio is 0.718 for both the MBHS and the 2SFITS, and 0.779 for the RWTS (the RWTS has lower mean return than the MBHS, but it has an even lower standard deviation). Moreover, the RWTS invests in the market on 11,841 out of the 17,515 trading days classified as expansions (68% of the time).
We also calculate the return of the 2SFITS over the entire sample period and compare it to the returns of the MBHS and the RWTS (from Exhibit 5). The 2SFITS has a mean return of 11.95% and a standard deviation of 14.58%, with a Sharpe ratio of 0.584. Hence, the 2SFITS outperforms the MBHS, which has a Sharpe ratio of 0.385. Moreover, even when it relies on information on the state of the economy that it is not available to investors, the 2SFITS significantly underperforms the tradable RWTS, which has a Sharpe ratio of 0.728. This shows that the daily variation in the predictive relation adds significant forecasting power, and that the time-series variation in the strength of the predictability relation is not driven solely by changes in macroeconomic conditions.
In sum, the RWTS is attractive because it easily captures the time-series variation in the predictive relation, whether it is due to changes in macroeconomic conditions or due to other reasons, and it accomplishes this while relying only on information that is available to investors.
Moreover, allowing the parameters of the predictive relation to vary on a daily basis rather than only with macroeconomic conditions adds significant predictive power and ability to avoid losses, especially during business-cycle contractions. Hence, there is an economically significant variation in the strength of the predictability relation over very short horizons that cannot be attributed to changes in the state of the economy and whose sources are yet to be understood.
CONCLUSIONS
We examine the predictability of daily stock market returns on the basis of a simple daily measure of the average stock variance. When we assume that the predictive model is time invariant, we find a positive and statistically significant relation, but this average relation cannot be profitably exploited using the associated return forecasts. Our key result is that the magnitude, and often the sign, of the predictive relation between the average stock variance and future market returns varies significantly over time and even over very short horizons. Once the information contained in this time-series variation is taken into account, this predictability can be exploited to generate substantial economic gains. Moreover, the predictability is much stronger and the economic gains from our timing strategy are much larger during business-cycle contractions than they are during expansions.
However, parameter breaks do not occur only when the economy switches the phase of the business cycle. Instead, the daily variation in the predictive relation within a phase contains significant extra power to predict returns.
These results are useful to portfolio managers interested in developing market-timing strategies on the basis of statistical models: The average stock variance, which largely captures idiosyncratic risk, has significant power to predict market returns when such models allow for time-series variation in the predictive relation at high frequencies. Further research that accounts for this variation may yield new insights as to when and why idiosyncratic risk is priced in the stock market. 
