Abstract. Nowadays, background model does not have any robust solution and constitutes one of the main problems in surveillance systems. Researchers are working in several approaches in order to get better background pixel models. This is a previous step to apply the background subtraction technique and results are not as good as expected. We concentrate our efforts on the second step for segmentation of moving objects and we propose background division to substitute background subtraction technique.This approach allows us to obtain clusters with lower intraclass variability and higher inter-class variability, this diminishes confusion between background and foreground,pixels. We compared results using our background division approach versus wallflowers algorithm [1] as the baseline to compare.
Introduction
Surveillance systems are interested in the problem of segmenting moving objects in video sequences. Background subtraction technique is one of the most widely used approaches. This algorithm compares the current image versus a background image obtained by a previous processing of the pixel history. Pixels where the difference is greater than a threshold are marked as foreground pixels. That is the main principle for this technique. In our opinion this kind of algorithms may be separate in two main steps: background maintenance and segmenting criteria.
The background maintenance is the step where the background is modeled. Next, an expected image according to his model is predicted. In general, this is the main feature that distinguishes methods. The current models report a lot of errors when predicting the background. Some researchers have produced state of the art of the existent methods in recent years [1] , [2] , [3] and [4] .
The second step (segmenting criteria) has evolved since a simple priori threshold [5] to a more complex system as [1] . Some variables are inferred from the background maintenance phase in order to obtain an automatic threshold to segment foreground pixels. One of the most popular algorithms for moving object detection is the Gaussian mixture model. In [6] , the authors explain a detailed version of it. At present, there are authors trying to improve this method because it has a great number of advantages. For example, the authors of [7] propose an approach that combines the Gaussian mixture model with a Markov random fields smoothness. That algorithm has a great computational cost. It fixes a lot of parameters. That turns the method into a scene-dependant method. A survey with a great amount of approaches can be found in [8] . Most of them try to solve the problem of robust background maintenance, but the number of situations that can be observed in an image sequence is colossal.
In general, researchers have accepted the background subtraction technique as the basis of all the a posteriori processing. Our point is that background division is the most appropriate technique in order to do this work because it diminishes confusion between background and foreground pixels. This constitutes the second part of our work.
The main problems that affect the segmentation of moving objects are presented in [1] . We are going to focus our work on seven of them: moved object, time of day, light switch, waving trees, camouflage, bootstrap and foreground aperture. There are works which try to solve other problems. For example [9] shows an algorithm to solve the shadows in the image.
This paper is divided into 5 sections. Section 1 is an overview of this work. Section 2 describes the theoretical topics about the physical nature images. Section 3 presents our proposal of background division and explains why we prefer this technique. Section 4 shows the comparison of our results versus wallflowers algorithm and SACON's algorithm. Lastly, section 5 contains the conclusions.
Fresnel Reflection
The Fresnel equations describe the behavior of light when moving between mediums of different refractive indexes. The reflection of light that the equations predict is known as Fresnel reflection. When light moves from a medium of a given refractive index n 1 into a second medium with refractive index n 2 , both reflection and refraction of the light may occur(see Figure 1 ). The angles of incident, reflected and refracted rays with respect to the normal of the surface that separate the mediums are given as Θ i , Θ r and Θ t , respectively. Relationship among these angles is given by the law of reflection and Snell's law [10] . The fraction of the incident energy that is reflected from the surface is given by the reflectance R and the fraction that is refracted is given by the transmittance T, where R = R(Θ i , n 1 , n 2 ). In this way, the coefficient R depends on the refraction indexes of the materials and the angle between the source and the object. We talk about Fresnel equations because it describes the theoretical behavior of the real world. In the next section we are going to observe how background subtraction and background division work for theoretical assumptions.
Background Division
As it was shown above, the coefficient R depends on the incident angle and refractive indexes of the mediums. It means that we are going to work with an R coefficient R(Θ i , n 1 , n 2 , x, y) being (x, y) the position of the pixel in the image. This is the physics behind the problem, but we are going to take into consideration some topics. In general,Θ i can be variable(example the sun light). The sun is moving the entire day; but if we take into account small movement of the sun and the algorithm update speed, we can consider this source as fixed for small time intervals. In the case of indoor environments the light sources are fixed. Now we can ensure, that for our purposes, the reflection coefficient does not depend on Θ i .
R also depends on the refraction indexes. In the case of n 1 , it is always going to represent the air refraction index. In this way, it will be fixed in all the video. n 2 only changes if an object in the scene was moved(in this case R changes too) and this is a situation we want to detect. Then we can characterize our scene by its reflectance. We are going to have one point x, y with a reflectance value. But, we only observe the light intensity reflected by image I.
I(x, y, t)
where t is the time and
Where I o (t) is the proper source illumination. Here (x, y, t) is a natural noise that affects the three variables. It represents a gaussian distribution. So when we collect a big number of k its expected value is 0:
where k = x, y or t. so,
Usually, the background(B) is estimated as the expected value of I(x, y, t) [1] [4]. The are a lot of approaches to estimate the background. The most widely used are the mean value over t, median value, gaussian mixture models(GMM) among others. We are going to concentrate our efforts in the mean value in order to explain easily the problem.
We consider N very big in order to suppress the noise. Then, according to equation 3:
where I o is the mean value of I o (t) When a new frame is coming(I(x, y, t + 1)) background subtraction technique is applied:
S(x, y, t) = I(x, y, t + 1) − B(x, y) = [I o (t + 1) + (x, y, t + 1) − I o ] * R(x, y) (8) Usually it is accept that the expected value of S(x, y, t) is a matrix of zeros. This is only right when I o (t + 1) = I o (An illumination change did not occur) and under certain conditions of R(x, y). If background division technique is applied the following expression is obtained:

D(x, y, t) = I(x, y, t + 1) B(x, y)
= I o (t + 1) + (x, y, t + 1) I o * R(x, y) R(x, y)(9)
D(x, y, t) =
Notice that D(x, y, t) maintains the original gaussian distribution. The expected value of D(x, y, t) is:
and the noise: (x, y, t + 1)
Computing the mean value over x and y of the matrix D(x, y, t)(this is an observable magnitude) we obtain the value of C(t).
When we use background division technique we obtain an expected value for the matrix D(x, y) and we can use this value as a center of a gaussian, etc. This is the main advantage of background division. There are others, it is easy to predict the shadow and the magnitude of illumination change, as the mean of the divided image. But those topics are going to be discussed in future works.
As a conclusion, background subtraction is affected by the illumination change while background division is not affected.
In order to apply our algorithm to the wallflower's dataset [1] , for the modeling phase, we used the approximated median filter [11] . This is a very simple method. In this way, we have a background image.
We have a second background to model the sudden illumination changes. It is used when the algorithm classifies more than 80 per cent of the pixels as foreground. This background is obtained in a training phase. [12] Now, when a new frame is coming we use the background to apply background division technique.
D(x, y, t) =
I(x, y, t + 1) B(x, y) (13) In this way we are going to obtain a matrix D(x, y, t) where certain value is predominant. Now, we consider there is not only one predominant value, we are going to suppose there are 5 most probably values in order to classify all pixels in the image. We apply k-means algorithm to find this 5 values. We initialize with the seeds (0 0.8 1 1.2 2). The value near 1 is a background value. The other four clusters are going to be classified as foreground.
We also take into account another advantage of the method. When we have shadows in the scene, these are poorer illuminated places than the rest of the image. When we apply background division, we can predict this shadows as values minor than 1 but near to it.
In our paper we classify a second cluster as background if it is close enough to the cluster centered on 1.
The processing continues applying a connected components algorithm. We keep the regions greater or equal than a size estimated for a person (suitable for each scene).
We apply a segmenting criteria similar to the explained in [12] : Let A(x, y) be the binary image at this point of processing. We compute the distant transform(d(x, y)) of A [13] . We are going to classify a pixel as foreground in
Where F (x, y) is the final binary image that our algorithm return.
Results
We compare our results versus wallflower's results [1] . Wallflower's algorithm is a very famous method and its dataset is one of the most widely used to compare algorithms. We compare our results vs. [12] results too. It is an algorithm where background subtraction technique is applied.
The visual results are shown in figure 2 and error rates are shown on Table 1 .
As we can observe in Table 1 , our algorithm works better than the wallflower algorithm. It reduces to 56 % the total of errors they reported for background subtraction and to 53 % for background division.
In light switch image, there is a great amount of false negative pixels. In our opinion, this does not constitute an error of our algorithm because most of them are pixels belonging to a chair, that wallflower dataset reports as an object. We consider that the chair is background in the scene. It is possible to see that the noise in the silhouettes is lower for background division. However, a small trend to rise the false positive rate was observed, especially with bootstrapping problem. The advantage of background division is that interclass variability is lower than for background subtraction, then the confusion between background and foreground pixel is lower. This way a clustering algorithm may separate moving objects and shadows in different connected components.
Conclusions
In this paper, we present a novel approach to the moving object detection problem. We use the background division approach to obtain a model suitable to illumination changes. The global threshold used to segment the moving objects is dependent on the current image noise level and it is automatically calculated applying an empirical formula [12] .
We experimentally compared our approach against the wallflower algorithm and we obtained better results, as showed visually in figure 2, and numerically in Table 1 . Our future research direction is to combine our algorithm with a more robust tool to model the pixel history.
On the other hand, to the best of our knowledge, this is the first time approaches of background subtraction and background division for segmentation of moving object have been compared taking into account different problems affecting the segmentation. In general, for the wallflower dataset, the background division outperforms background subtraction, especially when the light gradually changes. This was visual and numerically observed in the experiments, and the total error rate was better than previous published results.
