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Institutions1. Introduction
In the aftermath of events such as the collapse of the Asian crisis in 1997–1998, the collapse of the dot-com bubble in 2000–
2001, and the ﬁnancial crisis of 2008 and the subsequent Great Recession, the media and popular political literature have ﬁlled
with claims about whom and what is to blame for economic crises and instability. Some commentators, including economists, so-
ciologists and political scientists, claim that unrestrained capitalism creates economic crises and markets need to be regulated and
subjected to political control. This predominantly left-wing claim originally derives from the ﬁrst volume of Das Kapital, in which
Karl Marx predicted that capitalism would produce steadily deeper crises that would lead to its demise. Recent thinking on the
political left wing continues to reﬂect this claim, as Chomsky (2009) for example argues that deregulation since the 1970s has
produced more frequent crises and increasing economic inequality. Klein (2007) even goes as far as claiming that governments
actively engineer economic crises in order to convince voters to accept liberalizing reforms.
While these commentators all praise political freedom in the guise of democracy, their argument is that substantial economic
freedom is related to more frequent and deeper crises. Krugman (2008, 189) for example argues that the most recent crisis was
created by deregulation of the ﬁnancial sector and that many future crises can only be prevented through regulation because
“anything that … plays an essential role in the ﬁnancial mechanism should be regulated when there isn't a crisis so that it doesn't
take excessive risks.” Stiglitz (2009) makes a very similar point in arguing that deregulation and liberalization triggers ﬁnancial
and economic crises by creating excessive risk-taking behaviour and outright fraud. Both take their starting point in Keynes,
who in the economic turmoil following World War I in 1923 expressed the belief that “The more troublous the times, the
worse does a laissez-faire system work” (cited in Grant, 2014, 205).strial Economics (IFN), P.O. Box 55665, 102 15 Stockholm, Sweden.
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nomic crises are created and prolonged by government regulations, poor institutions and activist policy failures. Most famously,
Friedman and Schwartz (1963) documented how the Great Depression of 1929 and the subsequent crisis were partially created
and prolonged by repeated monetary policy failures. Higgs (1997) additionally argued that the Great Depression was deepened
and prolonged by Hoover's interventions and Roosevelt's New Deal policies, both of which included tight and direct market reg-
ulations and control of individual ﬁrms. Baker et al. (2012) document similar effects of policy uncertainty deriving from erratic,
discretionary policy interventions during the recent crisis in the US while Zingales (2012) employs the concept of crony capitalism
to diagnose the causes of both recent and historical world-wide crises. Although he does not use the speciﬁc term, Krugman's
(1999) explanation for the Asian crisis of 1997–98 also rests on crony capitalism: as public bail-out guarantees fuelled an unsus-
tainable credit expansion and thereby an economic bubble that resulted in a severe crisis, the Asian crisis was in large part created
by policy failures.
Current discussions about the appropriate policy responses and institutions that either prevent crises or alleviate crisis loses
are therefore often situated in a larger, ongoing discussion of the relative advantages and deﬁciencies of capitalist institutions.
While one strand of the popular literature argues that capitalism is either directly destructive or needs to be reined in and reg-
ulated by democratic political institutions (Klein, 2007; Krugman, 2008; Stiglitz, 2009), another strand is either highly sceptical
towards the ability of political institutions or emphasizes the self-regulating aspects of unregulated markets (e.g. Grant, 2014;
Norberg, 2003; Pennington, 2011). The claims made in these strands of the literature are therefore exactly opposite with one
side arguing that economic freedom is harmful to human well-being by creating frequent economic disruptions and the other ar-
guing that substantial economic freedom protects societies from such damaging disruptions. The international debate is ﬁerce and
politically inﬂuential in several countries, yet remains oddly uninformed because very little is actually known about the relation
between economic freedom and crisis risk and characteristics.
The two main questions addressed in this paper therefore are: 1) are more capitalist economies – societies that are econom-
ically relatively free – more or less prone to experience economic crises; and 2) do crises hitting such economies have more or
less economically damaging consequences? I answer these questions by estimating the effects of economic freedom, measured
by the annual Index of Economic Freedom (IEF) from the Heritage Foundation, on subsequent crisis risk, and on the duration,
depth and recovery time of crises, when they occur. The full dataset includes 212 economic crises across 175 countries, of
which 121 experienced at least one crisis or longer recession during the post-Cold War period between 1993 and 2010.
The results suggest that increased economic freedom is only weakly associated with the probability of observing a crisis, and
not at all with the duration of the economic downturn of the crises. However, countries that are more economically free when
entering a crisis are clearly likely to experience substantially smaller crises, measured by the peak-to-trough GDP ratio, and
have shorter recoveries to pre-crisis real GDP. These differences are driven by elements of the IEF related to regulatory activity
while government spending, rule of law and market openness in general are not robustly related to crisis characteristics.
The rest of the paper is organized as follows. Section 2 outlines some simple theoretical considerations of how economic free-
dom might affect economic crisis. Section 3 describes the data used in Section 4, which reports estimates of crisis risk, and
Section 5 that reports estimates of crisis characteristics. Section 6 concludes.
2. Basic considerations and literature
Policies and institutions can, in principle, be associated with crises in three ways. First, they can affect the volatility of domestic
economic development and the way international business cycles are propagated to the economy, i.e. the sensitivity of domestic
demand to international shocks. Second, economic policies can affect the aggregate demand reaction to crises, such as is the tra-
ditional role of Keynesian stabilization policy. Third, economic policies and institutions can affect the supply response to crisis, and
in particular the ﬂexibility of the economy when resources are to be reallocated from uses made either redundant or unproﬁtable
by the crisis shock.
2.1. Arguments against economic freedom
In the context of crisis risk, Baier et al. (2012) note that a perfectly communist society with no economic freedom does not
suffer economic crises due to international shocks or domestic demand collapses. However, such societies also failed to develop
at a pace comparable to non-communist societies, and many communist societies were in reality in continual crisis from some
time in the 1960s. To many economists since Lange (1936) and Lerner (1938) in the 1930s, the question has therefore been to
identify what would be ‘good’ regulations and proper centralized planning, not least those elements stabilizing the economy
and alleviating crises once they occur. Keynesian economics, arising out of such discussions, provided a middle-way between
the outright socialist view and classical and neo-classical economics.
First, traditional Keynesian logic holds that the main problem during crises is the demand loss incurred on private agents. So-
cieties with higher taxes, larger government spending and more generous welfare states ought, all other things being equal, to be
characterized by relatively small ﬁscal multipliers. Generous unemployment insurance and other transfers to unemployed or peo-
ple entirely leaving the labour market also provide automatic stabilizers that would tend to limit the demand loss during the be-
ginning of a crisis. In all cases, these characteristics would mean that an exogenous economic shock would have smaller demand
consequences in large welfare states, i.e. societies characterized by less economic freedom in the form of large government andPlease cite this article as: Bjørnskov, C., Economic freedom and economic crises, European Journal of Political Economy (2016),
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of strongly expansionary ﬁscal policy during recessions and crises.
Second, another problem is that both demand and supply shocks reduce the proﬁtability of most ordinary ﬁrms and invest-
ments. This situation can lead to a credit crunch when banks rationally limit credit for given interest rates. Such crunches appear
both when ﬁnancial institutions rationally limit the risk they can take on, and when falling asset prices reduces the value of col-
lateral that ﬁrms and private individuals can offer (Feldman, 2011; Krugman, 1999). During a credit crunch following a crisis, gov-
ernment policies can in principle prop up companies that may be illiquid but not insolvent, but might go out of business without
access to credit. In many cases in developed societies, the provision of short-term loans to solvent institutions and the prevention
of panic-induced monetary contractions – i.e. the role of ‘lender of last resort’ – is institutionalized in the formal requirements for
central bank policies. Without substantial regulation of ﬁnancial markets, temporarily illiquid ﬁrms may instead go bankrupt with
the loss of jobs and additional demand. Similarly, it is sometimes argued that labour market regulations that make it substantially
more difﬁcult to ﬁre people limit demand losses during recessions by limiting job losses (Messina and Vallanti, 2007).
Third, many commentators claim that crises are induced and prolonged by a lack of regulations. A key claim in Stiglitz (2009)
is that ﬁnancial markets took too large risks during the Great Recession and may have suffered from ‘irrational exuberance’, i.e. an
irrational misperception of underlying risks leading to cycles of excessive optimism and pessimism (Akerlof and Shiller, 2009; Hill,
2006). Irrational exuberance can for example derive from bandwagon effects where banks and other ﬁnancial institutions mimic
the decisions of ﬁrst-movers and industry leaders and thus magnify their potential mistakes. In these cases, it is often argued that
tight regulations such as reserve requirements and bans on certain ﬁnancial products can prevent ﬁnancial bubbles and subse-
quent crises when the bubbles burst. Arguing along similar lines, the OECD also blames deﬁcient regulations prior to the crisis
for creating systemic risk and unconventional business and ﬁnancial practices (Slovik, 2012). In particular, this strand of literature
argues that unless properly and effectively regulated, systemic banks may perish and create domino effects through the ﬁnancial
system, which would exacerbate any negative effects of the original crisis impetus.
Finally, Manzetti (2010, 23) defends a thesis in which “if market reforms are carried out within a democratic polity where ac-
countability institutions are weak (or deliberately emasculated to accelerate policy implementation), then corruption, collusion,
and patronage will be strongly associated with severe economic crisis in the medium term.” His argument is that the quality of
bureaucratic and judicial institutions, which are central to combating corruption and patronage, will effectively protect countries
against economic crisis. Part of the mechanism is that high-quality bureaucratic institutions allow the effective implementation of
“good regulation” and other government policies, such as those argued for by Stiglitz (2009) and others.
2.2. Arguments in favour of economic freedom
However, while there is no doubt that market failures do exist, and that at least some crises may be due to market failures, the
real question is if governments in reality are willing and able to design and implement corrective measures or if trying to do so
merely creates additional government failures (e.g. Buchanan and Tullock, 1962; Holcombe, 2012; Munger, 2008). In other words,
even if one could theoretically design market regulations and stabilization policy that would prevent crises or speed up recovery,
two questions remain: 1) do politicians have incentives to introduce such policies; and 2) do they have sufﬁcient information to
design and implement such policies, if they should desire to do so? The ﬁrst question is central to public choice and political econ-
omy while the second deﬁnes both certain strands of modern macroeconomic thinking as well as what is known as robust polit-
ical economy.
Pennington (2011, 17) summarizes part of the problem associated with the traditional Keynesian and neoclassical treatment of
the problem as one in which government actors ought to react to market failures but “no explanation is given of how government
actors can bring about the necessary equilibrium in place of markets – it is simply assumed that they can.” Yet, as Hayek (1945)
argued, the information needed to enable governments to design proper regulations does not exist without the market – a dilem-
ma that Munger (2008) terms ‘Hayek's Design Problem’. In addition, as shown in the seminal work by Laffont and Tirole (1988),
even with benevolent government, regulations are difﬁcult to design as governments and regulators may suffer from time incon-
sistency problems. These occur as even well-designed regulations reveal information that changes the optimal design of those
same regulations. Regulators thus come to suffer from Hayek's Design Problem that regulations under fairly general conditions
remove market information necessary to design optimal regulations.
Government failures are therefore likely to occur, and in particular in the build-up to economic crises in which information
must, by logical necessity, be less precise than in more normal times. In addition, Stigler (1971) and Olson (1965, 1982) note
that government actors and regulators often receive their information from special interests and companies that they are
meant to regulate. By providing biased and incomplete information, special interests can effectively affect regulations to their im-
mediate beneﬁt. Regulations therefore tend to reduce investments and economic growth, disrupting the proﬁtable reallocation of
resources (Dawson, 1998, 2007). Along similar lines, Holcombe and Ryvkin (2010) argue that due to the availability of more di-
verse and complete information, policy errors tend to be smaller among legislative than executive decision-makers. They thus
make an argument for less political regulation of legislative decisions as actual regulations tend to differ rather substantially
from those derived from purely economic considerations and create government failures instead of solving market failures.
An alternative reason apart from problems relating to incomplete information derives from the resistance of special interest
groups, as originally outlined by Tullock (1975). Even though regulations turn out to produce poor or directly counterproductive
outcomes, reforms become very difﬁcult due to the transitional gains trap: that the existence of regulations beneﬁtting narrow
groups of ﬁrms or agents actively create special interests with a short-run interest in perpetuating deﬁcient regulations. OlsonPlease cite this article as: Bjørnskov, C., Economic freedom and economic crises, European Journal of Political Economy (2016),
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interests effectively stiﬂed any attempts at reforms and therefore contributed to making crises in the 1970s much deeper. Similar
problems may prevent politicians and governments from taking either their preferred or objectively correct steps towards solving
speciﬁc problems if the electorate has diverging beliefs or preferences (cf. Downs, 1957; Potrafke, 2013).
This problem is particularly pertinent in regulated labour markets, where labour unions characterized by insider-outsider be-
haviour (Lindbeck and Snower, 1988) will be interested in keeping the minimum wage unchanged, just as a median voter might
in the short run. Economic crises tend to create substantial unemployment, which can become permanent if long-term unem-
ployed union members effectively drop out of labour unions' objective functions. They will therefore negotiate wages that are
too high to clear the labour market, thus prolonging the crisis. In addition, high nominal minimum wages may also tend to pro-
long crises as the real minimum wage only decreases with inﬂation, which prevents entrepreneurs and other ﬁrms from hiring
low-skilled labour.
Second, while ordinary ﬁrms suffer from low economic freedom during crises, low freedom particularly leads to fewer actual
and potential entrepreneurial ﬁrms. Entrepreneurs are arguably speciﬁcally important during the recovery period of a crisis, as
ﬁrms and jobs have been destroyed and both new and existing ﬁrms have incentives to soak up unemployed resources. The abil-
ity to form reasonably accurate expectations of future relative prices are in general important for economic decision-making while
Knight (1921) argued that since entrepreneurs are essentially recipients of residual income, price expectations are particularly im-
portant for them. Friedman (1962) emphasized this mechanism in the context of long-run development and economic freedom,
and in particular the rate and variability of inﬂation that affects ﬁrms' ability to form longer-run production and investment plans.
Following a crisis, entrepreneurial opportunities are likely to increase as some ﬁrms perish through crises (cf. Schumpeter,
1939). However, as realized by Baumol (1990), the institutional framework decides the mix of productive and unproductive en-
trepreneurial effort. In these situations, Kirzner (1997) notes that public regulations such as licensing requirements and other
entry barriers can prevent entrepreneurs from realizing the new proﬁt opportunities created by ﬁrm exit during the crisis. In gen-
eral, elements of institutions and economic freedom are strongly associated with entrepreneurial activity (Bjørnskov and Foss,
2008; Kreft and Sobel, 2005; Nyström, 2008). In crises, in particular, resources are left unemployed and therefore available at
lower cost, creating proﬁt opportunities to grab. However, labour market regulations making it difﬁcult to ﬁre people and licens-
ing requirements barring entry may arguably prevent entrepreneurs from picking up these opportunities.
Lastly, Akerlof and Shiller (2009); Stiglitz (2009) and others question if market participants and private interests behave in a
rational manner. With basis in recent research in behavioural economics, they are sceptical if market participants can be trusted to
act rationally, and argue that relatively tight market regulations are necessary to prevent crises arising from irrational behaviour.
Yet, Berggren (2012) notes that exactly similar cognitive limitations and irrational responses must be attributed to political actors
if one is to avoid assuming a “bifurcated” view of human action in which individuals suddenly become characterized by fully in-
formed, perfectly rational and other-regarding behaviour when they move from the private to the public sector (cf. Buchanan and
Tullock, 1962). In other words, if irrational behaviour and systematic mistakes in the market contribute to crises, then similar be-
haviour must logically contribute to crises by substantially increasing the risk of government failures. The latter risk is neverthe-
less larger, as government failures are not likely to be limited by competitive market forces and as regulations and policies affect
the entire society and not only speciﬁc markets.
2.3. Previous empirical studies
As such, the ﬁndings in the theoretical literature between economic crisis and economic freedom remain ambiguous and de-
pend on the speciﬁc assumptions that are made. This situation necessitates empirical studies, yet the empirical literature on the
topic is still quite scarce. In the following, I brieﬂy outline these ﬁndings before turning to the empirics.
First, a small literature deals with the related issue of economic variability. While a country can have a relatively high level of
economic variability, as deﬁned by the variance of the growth rate of real GDP per capita, increased variability by deﬁnition also
increases the risk of observing a crisis. Dawson (2010) and Campbell and Snyder (2012) show that economic freedom is related to
reduced economic variability. Their interpretation of the ﬁndings is that economic freedom, not least property rights protection
and low levels of regulations, reduces the variability and increases the predictability of savings behaviour and thus of investment
rates, although some ﬁnancial regulations are supposed to do exactly that.
More speciﬁcally, in Reinhart and Rogoff's (2009b) treatment of centuries of ﬁnancial crises, they deﬁne debt-intolerant re-
gimes as societies with either incomplete checks and balances on political power or unstable political institutions. In their
view, it is therefore deﬁcient political institutions that in the long run create debt problems that cause ﬁnancial disruptions.
Reinhart and Rogoff's explanation of crisis risk thus revolves around other types of institutions than those typically covered within
the umbrella concept of economic freedom.
Focusing on banking crises, Baier et al. (2012) ﬁnd that higher economic freedom makes banking crises less likely. Shehzad
and de Haan (2009) also ﬁnd that ﬁnancial liberalization, i.e. increasing economic freedom in ﬁnancial markets, is associated
with a reduced risk of experiencing a systemic crisis. Bordo and Haubrich (2010) instead focus on contractionary monetary policy
surprises since 1875 as the main precursors to ﬁnancial crises, and thus to deﬁciencies in monetary institutions. They ﬁnd that
“cycles in the quantity of money” are in general not synchronized with nosiness cycles and only clearly associated with the
most severe crises (Bordo and Haubrich, 2010, 17).
However, banking crises and ﬁnancial crises are not as clearly associated with recessions and economic crises as one might
expect. Dwyer et al. (2013) for example show that about a fourth of countries experiencing a banking crisis do not experiencePlease cite this article as: Bjørnskov, C., Economic freedom and economic crises, European Journal of Political Economy (2016),
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long-run economic growth. It is therefore, from a theoretical as well as an empirical angle, important to separate economic and
ﬁnancial crises. In the following, I outline the identiﬁcation of economic crises in the post-Cold War data.
3. Data
First, a deﬁnition of economic crisis is necessary although the small crisis literature does not exhibit any consensus and mainly
focuses on deﬁning ﬁnancial crises (Pritchett, 2000). I follow the main approach in Hausmann et al. (2008) by deﬁning the onset
of an economic crisis as an event in which the annual growth rate of real GDP per capita becomes negative. I nevertheless adopt a
slightly more restrictive cut-off by requiring that growth drops below −0.2% from a period of at least two consecutive years
above zero. I apply this stricter deﬁnition, as a number of apparent crises in developing countries may simply be due to the im-
precision of national accounts in poor countries. The deﬁnition also excludes most short recessions, commonly deﬁned by the
NBER as two consecutive quarters of negative growth, as year-on-year growth with a minimal recession is rarely below −0.2%
when short recessions are followed by quarters of real GDP growth. In addition, applying this strict deﬁnition to some extent
makes the main ﬁndings more robust to revisions of national accounts that tend to smooth out GDP volatility (cf.
Brümmerhoff and Grömling, 2012), and temporary increases in the size of the underground economy, which could also appear
as recession or crisis onsets. Simply counting crises as events in which growth turns negative yields 28 additional crises and re-
cessions that typically only last one year and appear inconsistent with other information.1
Crisis duration is deﬁned from this event as the number of consecutive years that real GDP growth remains negative and crisis
recovery time is similarly deﬁned, following Hausmann et al. (2008), as the number of years it takes before real GDP per capita
returns to (at least) its immediate pre-crisis level. The ﬁnal crisis characteristic is the peak-to-trough GDP ratio, which is deﬁned
as the percent drop of real GDP per capita from its pre-crisis level to the last year of the crisis per se, i.e. the year in which GDP
per capita is at its lowest point. All of these variables are deﬁned on the basis of the national accounts data in the Penn World
Tables, version 7.1 (Heston et al., 2012). From these data, I also add the logarithm to the count of economic crises (plus one)
in the preceding 20 years. I take the log in order to minimize the chances that results are driven by countries in almost perpetual
or unusually frequent crisis.
The main independent variable is the Index of Economic Freedom, created and published by the Heritage Foundation (2014).
The index consists of nine primary indices, sorted into four ‘pillars’ of economic freedom: 1) Rule of law; 2) Government size;
3) Regulatory efﬁciency; and 4) Market openness. With the exception of the Rule of Law component, which primarily rests on
a large set of expert assessments, all indices are created from easily veriﬁable, objective data from a number of different sources
(Heritage Foundation, 2014). All primary indices as well as the overall IEF are distributed on a scale from 0 (lowest possible level)
to 100 (the highest possible level). The choice of the IEF over alternative indices from, e.g., the Fraser Institute is a matter of prac-
ticality, as the IEF is the only index covering a large sample of countries and available on an annual basis sufﬁciently far back in
time. As all reports since the beginning in 1995 refer to the factual status two years prior to their publication, the IEF reports com-
bined with the national accounts data yield a dataset observed between 1993 and 2010.
Of the four pillars of the overall index, the rule of law is ﬁrst formed as the average of the protection of property rights and the
freedom from corruption. Although based on subjective assessments, it is valid as it correlates highly with other measures of the
rule of law from, e.g., Gwartney et al. (2015) and Kaufmann et al. (2010). Second, government size consists of ﬁscal freedom,
measured as the overall burden of all taxation as a percent of GDP, and government spending, capturing the size of the public
sector. Third, regulatory efﬁciency consists of business freedom, labour freedom and monetary freedom, measuring the absence
of licensing and other directly limiting policies, hiring and ﬁring regulations, and the existence of stable, predictable and non-
inﬂationary monetary policy.2 Finally, market openness is formed from indices of trade openness – tariffs, trade taxes, quotas
and regulatory barriers to trade – investment freedom, which capture transparent and equitable rules and the absence of restric-
tions on the movement of capital, and ﬁnancial freedom, capturing transparent rules and the absence of government intervention
in ﬁnancial markets.
In the following, I ﬁrst use the overall measure to establish if an association between crises and economic freedom exists. Sub-
sequently, I follow the approach of the Heritage Foundation in separating the IEF into the four pillars: government spending, cap-
turing a tax and spending component, and rule of law, regulatory efﬁciency and market openness, capturing non-spending policy
and institutional components of economic freedom. The main reason is that the former component in particular is only weakly
correlated with the other components. As noted in previous studies on economic freedom, spending and revenue components
tend to be only weakly associated with other elements and are therefore a separable dimension (e.g., Heckelman and Stroup,
2005; Justesen, 2008; Rode and Coll, 2012). The three non-spending components have correlations between 0.5 and 0.6, and
thus also do not measure the exact same concepts.
In all cases, economic freedom is observed prior to the crisis to mitigate potential endogeneity. Several studies for example
document that economic freedom in general suffers during economic and ﬁnancial crises, as governments react by increasing
spending and introducing additional market regulations (e.g. De Haan et al., 2009). Conversely, Pitlik and Wirth (2003) ﬁnd1 Importantly, I do not include any crises arising from theGreat Recession from2008. The simple reason is that a number of these criseswere not concluded at the end
ofwriting this paper. It would therefore be impossible to assesswhether they are different from the rest. Yet, including the crises that have ended, i.e. eventswhere real
GDP per capita has reached its pre-crisis level, does not change the results.
2 In the following, I do not include labour freedom as it is only available from 2005.
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Table 1a
Descriptive statistics, full panel.
Mean Std. dev. Min Max Obs
Crisis risk 0.132 0.339 0 1 2919
Log population 8.669 2.062 2.272 14.096 2792
Log GDP per capita 8.691 1.291 5.178 11.685 2744
Post-communist 0.150 0.357 0 1 2792
Trade volume 89.436 51.349 9.464 440.432 2744
Regime transition 0.024 0.152 0 1 2919
Civil dictatorship 0.213 0.409 0 1 2792
Military dictatorship 0.103 0.304 0 1 2792
Royal dictatorship 0.059 0.235 0 1 2792
Failed military coup 0.009 0.097 0 1 2919
Failed civil coup 0.003 0.055 0 1 2919
Log crises, 20 yrs. prior 1.109 0.449 0 2.079 2576
Exchange rate regime 2.073 1.192 1 6 2698
Neighbour crisis 0.195 0.263 0 1 2791
Economic freedom 60.456 10.976 15.60 90.50 2198
Rule of law 48.004 23.024 9.50 95.00 2198
Government size 68.109 17.206 10.10 95.95 2198
Regulatory efﬁciency 68.603 13.381 10.00 97.45 2198
Market openness 60.215 12.859 10.00 91.20 2198
6 C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxevidence that major crises in the longer run lead to higher chances of observing liberalizing reformswhile Bologna and Young (2016)
ﬁnd little evidence of clear effects and O'Reilly and Powell (2015) ﬁnd that even regulatory effects of wars tend to be transitory. Sim-
ilarly, all control variables outlined in the following are also lagged one period so as not to have been affected by the crisis. In addition,
the inclusion of a variable capturing (the logarithm to) the number of crisis in the 20 years prior to any crisis in any year captures the
effects on economic freedom of other characteristics associated with both frequent crises and economic freedom.
The control variables in all cases include population size and initial real GDP per capita (both in logarithms to minimize the
inﬂuence of extreme observations), trade volume (as percent of GDP), the share of geographical neighbour countries that are
in an economic crisis, and a dummy for post-communist countries. These variables are a priori relevant for the following reasons.
While small countries may be better able to cope with crises by adapting faster to international trade circumstances, larger coun-
tries are more structurally diverse and thus arguably less likely to experience industry- or market-speciﬁc crises. Post-communist
countries have, at least for a time, been economically vulnerable due to their institutional transition while trade may both make
countries more susceptible to international shocks but also allow them to diversify more. With the exception of the last variable,
these all derive from the Penn World Tables, mark 7.1.
I also add the updated ofﬁcial classiﬁcation of exchange rate regimes of the IMF from Ilzetzki et al. (2014) in order to capture
the potentially stabilizing effects of certain regimes (cf. the discussion in Edwards, 2003). The IMF classiﬁcation places countries in
one of six categories of increasingly ﬁxed exchange rates where 1 denotes either having no currency or a currency peg, 2 a narrow
crawling peg regime, 3 a crawling peg with a broad intervention band, 4 a free ﬂoat, 5 a freely falling exchange rate (i.e. no man-
agement at all), and 6 a situation with dual markets.
Based on the regime dataset in Cheibub et al. (2010) I control for three different types of autocracies, keeping democracy as
the comparison type: civil autocracy, military dictatorship and royal dictatorship, as several studies have found economic devel-
opment to be more stable in democracies (e.g. Giavazzi and Tabellini, 2005).3 Military dictatorship is deﬁned as an autocracy in
which the head of state has a military background and military rank; royal dictatorship consists of absolutist monarchies. From
this dataset, I also deﬁne a variable capturing whether a country has gone through a regime change, i.e. either a change to or
from democracy or between types of dictatorship.4 From a related dataset, I capture political stability not related to de facto re-
gime changes by adding dummies for whether the country experienced a failed coup in a given year, separating military and civil
coup attempts.5 Finally, all regressions include a full set of annual dummies that capture the effects of a joint international busi-
ness cycle, as well as a set of regional ﬁxed effects, capturing differences common to world regions (Asia, Latin America and the
Caribbean, the Middle East and North Africa, and Sub-Saharan Africa).
All variables used in estimating crisis risk are summarized in Table 1a; this dataset includes 2195 observations from 175 coun-
tries with full data. The much smaller dataset used to estimate the inﬂuence on crisis duration, peak-to-trough ratios and recovery
times is summarized in Table 1b; this dataset covers 212 crisis episodes from 121 countries with full data.3 The Cheibub et al. dataset covers the period between 1946 and 2008. In joint workwithMartin Rode, I have updated the dataset to 2015 and ensured that all regime
changes pertain to the correct year such that regime changes in the latter half of year t are coded as taking effect in year t + 1.
4 While one might in principle also distinguish between different types of democracy, a set of preliminary analyses suggested that there are no differences between
parliamentary, mixed and presidential democracies in the present sample. I therefore exclude this distinction in order to keep the baseline speciﬁcation parsimonious.
5 The coup data is connected to the update of Cheibub et al. (2010). It is based on all available news reports and historical accounts of conﬁrmed coups and coup at-
tempts. A ﬁrst version of the data is presented in Bjørnskov (2015).
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Note: the columns depict crisis risk and characteristics in three equally-sized groups of observations,
separated according to their pre-crisis level of economic freedom (EF). Crisis groups consist of 677 
observations and remaining groups of 73 observations, all observed between 1993 and 2010.
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Fig. 1. Crisis characteristics and economic freedom.
Table 1b
Descriptive statistics, crisis panel.
Mean Std. dev. Min Max Obs
Duration 2.282 2.051 1 24 387
Peak-to-trough ratio 0.089 0.104 0.005 0.608 387
Recovery time 4.829 4.864 1 21 387
Log population 8.067 2.032 2.272 13.639 358
Log GDP per capita 8.359 1.293 5.307 11.071 358
Post-communist 0.089 0.286 0 1 387
Trade volume 87.604 48.669 15.039 376.283 358
Regime transition 0.049 0.216 0 1 387
Civil dictatorship 0.240 0.428 0 1 358
Military dictatorship 0.170 0.377 0 1 358
Royal dictatorship 0.112 0.315 0 1 358
Failed military coup 0.028 0.166 0 1 387
Failed civil coup 0.005 0.072 0 1 387
Log crises, 20 yrs. prior 1.464 0.314 0.693 2.078 305
Exchange rate regime 2.264 0.1476 1 6 336
Neighbour crisis 0.319 0.298 0 1 358
Economic freedom 57.196 11.956 15.60 89.80 219
Rule of law 41.500 20.157 10.0 92.00 219
Government size 69.970 15.753 10.1 92.65 219
Regulatory efﬁciency 65.903 14.485 20.0 95.45 219
Market openness 56.250 14.067 10.0 91.20 219
7C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxIn the case of crisis risk, the dependent variable is a dummy and I therefore employ a standard panel logit estimator with ran-
dom effects; the logit results are reported in columns 1 of Tables 2–4. With duration, peak-to-trough ratios and recovery times, I
apply a continuous generalized least squares estimator with random effects; all regressions include regional and annual ﬁxed ef-
fects. Since the average number of crises per country observed in the full dataset is only 1.2 and only 25 countries have more than
two crises in the data, employing country ﬁxed effects is not practically feasible. In all cases in the next section, I therefore esti-
mate effects with random effects estimators in columns 2–4. Yet, in all cases with the three variables capturing crisis character-
istics, I also report the Hausman chi squared statistic, although it varies rather substantially.6 While duration and recovery time
are categorical variables, they cover a sufﬁcient number of categories that a linear estimator yields virtually similar results as a
categorical estimator. As linear estimators allow direct interpretation of the coefﬁcients, I opt for reporting those results.
4. Results
Before turning to the formal estimates, a ﬁrst look at the raw data suggests that there may be marked differences across levels
of economic freedom. Fig. 1 plots the averages of the four main crisis variables, sorted according to the level of economic freedom6 The Hausman tests that inform of the ideal choice between random and ﬁxed effects tend to be quite sensitive to small sample variations in this application. How-
ever, all signiﬁcant main estimates in the following remain signiﬁcant and of similar size when estimated with ﬁxed effects and often yield smaller standard errors.
Please cite this article as: Bjørnskov, C., Economic freedom and economic crises, European Journal of Political Economy (2016),
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Table 2
Overall estimates.
Crisis risk Duration Peak-to-trough ratio Recovery time
Log population −0.017
(0.068)
0.022
(0.116)
0.002
(0.005)
−0.153
(0.239)
Log GDP per capita 0.067
(0.125)
0.223
(0.184)
0.024⁎⁎⁎
(0.008)
0.336
(0.388)
Post-communist −0.327
(0.339)
0.507
(0.539)
−0.001
(0.023)
−0.093
(1.195)
Trade volume 0.002
(0.002)
0.001
(0.003)
0.000
(0.000)
0.005
(0.007)
Regime transition 1.077⁎⁎
(0.512)
0.817
(0.603)
0.001
(0.021)
1.539
(1.315)
Failed military coup 1.125⁎
(0.611)
2.478⁎⁎⁎
(0.618)
0.068⁎⁎⁎
(0.022)
1.234
(1.353)
Failed civil coup 1.414
(1.434)
−0.136
(1.597)
0.074
(0.053)
−1.721
(3.455)
Neighbour crisis 0.389
(0.354)
0.384
(0.493)
0.024
(0.018)
0.087
(1.082)
Crises, 20 yrs. prior 2.819⁎⁎⁎
(0.360)
0.054
(0.446)
0.005
(0.019)
−0.024
(0.992)
Exchange rate regime 0.231⁎⁎
(0.072)
0.001
(0.099)
0.008⁎⁎
(0.004)
0.058
(0.218)
Economic freedom 0.005
(0.011)
−0.013
(0.017)
−0.004⁎⁎⁎
(0.001)
−0.072⁎⁎
(0.035)
Regime effects Yes Yes Yes Yes
Regional effects Yes Yes Yes Yes
Observations 2155 212 212 212
Countries 175 121 121 121
R squared 0.253 0.433 0.271
Chi squared 160.28 60.62 142.27 58.30
Log likelihood −507.412
Hausman chi squared 83.98⁎⁎⁎ 32.27 1.55
No rich countries
Economic freedom 0.009
(0.013)
−0.009
(0.019)
−0.004⁎⁎⁎
(0.001)
−0.075⁎
(0.042)
Observations 1623 189 189 189
Countries 146 104 104 104
R squared 0.249 0.419 0.263
Chi squared 133.94 55.22 122.72 48.69
Log likelihood −428.115
Hausman chi squared 112.91⁎⁎⁎ 20.41 40.68⁎
All regressions also include a constant term; numbers in parentheses are robust standard errors. Results in column 1 are derived by a panel logit estimator; results
in columns 2–4 derive from a random effects GLS estimator.
⁎ Denote signiﬁcance at p b 0.01.
⁎⁎ Denote signiﬁcance at p b 0.05.
⁎⁎⁎ Denote signiﬁcance at p b 0.10.
8 C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxinto three groups of equal size: low, medium and high freedom.7 All columns in the ﬁgure represent the average of each group as
percent of the full sample average, such that the within-group average can be interpreted as a deviation from 100, i.e. the sample
average.
In the low third of the observations, the simple probability of observing a crisis is 14% (depicted in the ﬁgure as 131% of the
sample average) while it is 10% in the medium category and 8% in the high category (78% of the sample average). Although in-
dicative, these differences are insigniﬁcant. Crisis duration, conversely, seems approximately two years across all three categories
while the peak-to-trough ratio varies substantially. In the bottom freedom category, the average peak-to-trough ratio is 8.8%, the
ratio in the medium category is 5.4% (difference signiﬁcant at p b 0.00) while the average in the high freedom category is 4.6%
(p b 0.19). On average, both duration and peak-to-trough ratios are therefore remarkably consistent with Reinhart and Rogoff's
(2009a) historical estimates. Finally, the recovery time does not differ between low and medium freedom (4.1 versus 3.7 year;
p b 0.65) while it is 3.1 years in the high freedom group (p b 0.06). As such, while the average crisis is quite similar to economic
crises explored in previous papers (e.g. Dwyer et al., 2013), they appear systematically heterogeneous.
A similar picture emerges when plotting the average ‘shape’ of the typical economic crises in countries with low versus high
economic freedom. Fig. 2 exhibits the development in real GDP per capita (indexed to 1 in the year prior to crisis onset) across
the 80 crises lasting less than six years and with recovery periods not overlapping with subsequent episodes. These crises are7 Although the differences in the ﬁgure may appear non-linear, this cannot be inferred from the simple data. The variation within the low-freedom category in par-
ticular is substantially larger than in the middle category.
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Note: the figure is based on the 80 stand-alone crises with duration below six years, separated into
two equally sized groups according to pre-crisis economic freedom, observed between 1993 and 2010. 
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Fig. 2. Average crisis, low and high economic freedom.
9C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxseparated in the ﬁgure into two groups of 40 observations each according to whether their pre-crises levels of economic freedom
were above or below the sample median. Across these crisis episodes, it is evident that crises tend to be substantially deeper in
countries with relatively little economic freedom than in countries with high freedom: the peak-to-trough ratio in the former is
10.3% while it is only 3.4% in the latter. These differences are not driven by a predominance of one-year crises in relatively free
economies (55% versus 47%; p b 0.20) or very long crises being more likely in one group (4.6 versus 6.4%; p b 0.57). Yet, the ﬁg-
ure also indicates that growth during recovery is approximately similar in the two groups at roughly 3.5% in the ﬁrst two years,
implying that it is the increased depth of the crisis in countries with low economic freedom that accounts for their longer recov-
ery (cf. Romer and Romer, 2015). As such, the data do not follow what is known as Zarnowitz's Law that a larger income drop is
followed by a faster recovery (Dwyer et al., 2013).4.1. Overall economic freedom
However, while these differences are illustrative, they could be spurious for a number of reasons. Economic freedom is, for ex-
ample, associated with substantially higher income, trade volumes and democracy, all of which might affect crisis characteristics. I
report the results of controlling for these and other factors in Table 2.
The results ﬁrst of all suggest that neither larger nor richer or more open countries have been more prone to experience crises
in the period after the end of the Cold War. There is nevertheless evidence that both successful regime transitions as well as failed
military coups on average are associated with a higher crisis risk. The results exhibit strong evidence that countries with a history
of crises are more likely to develop a new crisis (cf. Reinhart and Rogoff, 2009b). The results also show that countries with rela-
tively more ﬂoating exchange rate regimes are signiﬁcantly more likely to experience a crisis. Most pertinently, though, when
controlling for past crises, economic freedom appears unrelated to crisis risk.
Focusing on the characteristics of the 212 crises in the dataset, crisis duration is not signiﬁcantly associated with anything but
the regional dummies, failed military coups and a joint international business cycle. The peak-to-trough ratio, on the other hand,
is increasing in economic development and somewhat deeper in ﬂoating exchange rate regimes and following failed military
coups. Yet it is also strongly and negatively associated with economic freedom, as already suggested by the illustration in Fig.
2.8 Similarly, economic freedom is signiﬁcantly associated with shorter recoveries.
The effects on the peak-to-trough ratio and recovery time are not only robust to excluding the tails of the IEF, but are also
economically meaningful.9 An increase in economic freedom of ten points, or slightly less than a standard deviation, is associated
with a decline in the peak-to-trough ratio of four percentage points, or half a standard deviation. This is subsequently associated
with a reduced recovery time of approximately ten months.
A potential problem nevertheless is that economic freedom is associated with long-run development. The ﬁndings could there-
fore in principle mainly apply to richer societies while being largely irrelevant for low and middle-income countries. The lower8 It should be noted that while one could argue with the precise deﬁnition of an economic crisis, and in particular that a cut-off of−0.2% growth may include too
many shallow recessions, the ﬁnding that peak-to-trough ratios are strongly increasing in economic freedom implies that the particular choice of deﬁnition is unlikely
to affect the main conclusions.
9 The robustness tests consist of excluding the 10% observations with the lowest and highest economic freedom index to ensure that the ﬁndings are not driven by
extreme observations. Likewise, a full country jackknife also supports the two ﬁndings.
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10 C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxpanel of Table 2 addresses this problem by excluding all observations with a GDP per capita above 20,000 USD. Effectively, this
excludes almost all OECD countries.
The estimates reported in the lower panel of the table suggest that the results are not driven by either events in high income
countries or a misleading comparison to these countries. While the signiﬁcant association between economic freedom and crisis
risk again turns out insigniﬁcant, the effect on peak-to-trough ratios remains strongly signiﬁcant while the estimate on recovery
times just misses signiﬁcance at p b 0.05. The size of the estimates also varies by b10% and thus remains very stable.4.2. Components of economic freedom
The estimates therefore suggest that economic freedom is signiﬁcantly and robustly associated with two speciﬁc characteristics
of economic crises: the depth, measured by the peak-to-trough ratio, and the recovery time following a crisis. As an additional
test, I report the results of using the four ofﬁcial pillars of the IEF. Tables 3 and 4 report these estimates; note that all estimates
are obtained using the full speciﬁcations and the richest countries are excluded in Table 4.Table 3
Speciﬁc results, components of economic freedom.
Crisis risk Duration Peak-to-trough ratio Recovery time
Full baseline included
Rule of law 0.006
(0.00)
−0.008
(0.013)
−0.001
(0.001)
−0.025
(0.029)
Government size 0.001
(0.008)
−0.009
(0.012)
−0.001
(0.001)
0.019
(0.026)
Regulatory efﬁciency 0.016
(0.009)
−0.010
(0.015
−0.002⁎⁎⁎
(0.001)
−0.080⁎⁎
(0.033)
Market openness −0.020⁎
(0.011)
0.012
(0.016)
−0.000
(0.001)
0.020
(0.034)
Observations 2155 212 212 212
Countries 175 121 121 121
R squared 0.248 0.429 0.289
Chi squared 198.33 61.14 154.41 64.48
Hausman chi squared 33.42 30.82 83.62⁎⁎⁎
Log likelihood −504.594
All regressions also include a constant term; numbers in parentheses are robust standard errors. Results in column 1 are derived by a panel logit estimator; results
in columns 2–4 derive from a random effects GLS estimator.
⁎ Denote signiﬁcance at p b 0.01.
⁎⁎ Denote signiﬁcance at p b 0.05.
⁎⁎⁎ Denote signiﬁcance at p b 0.10.
Table 4
Speciﬁc results, components of economic freedom, no rich countries.
Crisis risk Duration Peak-to-trough ratio Recovery time
Full baseline included
Rule of law 0.011
(0.009)
−0.011
(0.016)
−0.001
(0.001)
−0.029
(0.035)
Government size −0.001
(0.009)
−0.009
(0.013)
−0.001
(0.001)
0.031
(0.029)
Regulatory efﬁciency 0.013
(0.010)
−0.013
(0.017)
−0.003⁎⁎⁎
(0.001)
−0.104⁎⁎⁎
(0.036)
Market openness −0.019⁎
(0.012)
0.018
(0.017)
−0.000
(0.001)
0.032⁎⁎
(0.038)
Observations 1623 189 189 189
Countries 146 104 104 104
R squared 0.246 0.415 0.299
Chi squared 175.62 56.55 139.06 59.43
Hausman chi squared 17.56 64.94⁎⁎⁎ 95.15⁎⁎⁎
Log likelihood −426.041
All regressions also include a constant term; numbers in parentheses are robust standard errors. Results in column 1 are derived by a panel logit estimator; results
in columns 2–4 derive from a random effects GLS estimator.
⁎ Denote signiﬁcance at p b 0.01.
⁎⁎ Denote signiﬁcance at p b 0.05.
⁎⁎⁎ Denote signiﬁcance at p b 0.10.
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11C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxDoing so replicates the fragile association between economic freedom and crisis in the full sample, as only market openness is
weakly signiﬁcant in Tables 3 and 4. Likewise, no components of economic freedom are close to being signiﬁcantly associated
with the duration of crises. Turning to the recovery time and the peak-to-trough ratio, the results conversely suggest that the el-
ements of the IEF capturing regulatory efﬁciency are strongly signiﬁcantly associated with smaller ratios and shorter recovery
time. The estimates of the remaining elements are individually and jointly insigniﬁcant, rather small and indicating that the re-
sults in Table 2 are entirely driven by regulatory efﬁciency.10 This also holds for the subsample in Table 4 where the estimate
of the effects of regulatory efﬁciency is only slightly smaller.
As such, although some associations eventually turn out to be spurious, key components of economic freedom emerge as sta-
tistically signiﬁcant and economically important determinants of the depth of economic crises. These main ﬁndings appear re-
markably robust to additional standard tests. Events in no single year drive the main results and in country jackknife tests (not
shown), the estimated effect of regulatory efﬁciency on peak-to-trough ratios only varies by 15%.11 Re-estimating results with
the alternative indicators of economic freedom from Gwartney et al. (2015) also yield relatively similar overall ﬁndings. In addi-
tion, applying more restrictive deﬁnitions of economic crises does not alter the main ﬁndings.12
In summary, the simple picture in Fig. 2 is supported by the more formal results and the main effects are economically and
socially relevant. These results suggest that in the typical crisis in countries with below-average economic freedom, the cumula-
tive income loss through a typical crisis is larger than 20%. The cumulative income loss through the shorter crisis in countries with
above-average freedom remains below 10% of pre-crisis per capita income. The ﬁnal section therefore discusses the potential
implications.5. Discussion and conclusions
After several events such as the Asian crisis in 1997–1998, the collapse of the dot-com bubble in 2000–2001 and the ﬁnancial
crisis starting at the end of 2007 and the subsequent Great Recession, an old international debate about the causes of economic
crises and the relative merits of capitalist institutions has resurfaced and gained a prominent place in international policy debates.
Some commentators and politicians claim that unregulated markets cause crises and therefore argue for limiting economic free-
dom. Others argue that economic freedom protects countries against crises and allows them to recover faster than more regulated
economies. The debate cannot be easily settled as economic theory provides no unequivocal insight and offers a priori valid argu-
ments for both points of view.
Comparing countries over the period from 1993 to 2010, in which 212 crises and major recessions occurred, this paper pro-
vides empirical evidence on the effects of economic freedom. The results show that neither overall economic freedom nor any
of the four pillars constituting the overall index are robustly associated with crisis risk. Crisis duration, deﬁned as the number
of consecutive years in which growth remains negative, also turns out to be unrelated to economic freedom.
Conversely, the size of the economic contraction during the crisis, measured by the peak-to-trough ratio of real GDP per capita,
is strongly negatively associated with initial economic freedom. The recovery time to pre-crisis GDP is likewise negatively associ-
ated with economic freedom since the speed of recovery from the peak of the crisis does not differ across levels of economic free-
dom. Both of these robust effects are due to differences in regulatory efﬁciency and freedom. As such, the systematic effects arise
from differences in business and monetary freedom, and not from differences in government spending, rule of law or product
market regulations. The question is how one can interpret these ﬁndings, and in particular which mechanisms are likely to be im-
portant during crises.
A politically popular Keynesian way of interpreting the ﬁndings is to argue that in countries with substantial initial economic
freedom, there is more room for additional regulation or spending to counter the effects of the crisis (cf. Corsetti et al., 2010). Yet,
the present evidence is inconsistent with this view. When for example comparing the change in economic freedom in the two ﬁrst
years of a crisis, it is evident that countries with higher initial levels actually increased economic freedom during the crisis. Split-
ting the crisis data, observations with above-median initial regulatory efﬁciency on average increased freedom by two points
while those below the median decreased freedom by one point (p b 0.02). Had the Keynesian interpretation reﬂected processes
likely to drive the ﬁndings, one would have expected to see the opposite pattern and a signiﬁcant association with spending com-
ponents of economic freedom.
An indication of more reasonable interpretations derives from the components constituting the regulatory efﬁciency sub-index.
These are business, monetary and labour freedom, although the latter for practical reasons is excluded in the present data.10 The remaining three components are jointly insigniﬁcant throughout. With peak-to-trough ratios, the F-tests reject signiﬁcance at p b 0.45 in the full sample and
p b 0.66 in the reduced sample. With recovery time, the statistics are p b 0.52 and p b 0.28, respectively.
11 The smallest point estimate is obtained when excluding Azerbaijan while the largest occurs when excluding Laos. In general, the jackknife exercise suggests that
there is no clear structure to the distribution of estimates. Other robustness tests include estimating the effects with country ﬁxed effects and adding extra control var-
iables. Despite the limitedwithin-country variation, the effects on peak-to-trough ratios remain signiﬁcant when adding ﬁxed effects and additional variables. I refrain
from reporting these estimates since limited data availability before the late 1990s reduces the sample signiﬁcantly.
12 The main difference between using the Heritage Foundation IEF and the EFW of the Fraser Institute is that the latter is only available every ﬁve years before 2000,
and covers substantially fewer countries. The results of imputing themissing observations and re-estimating the effects of economic freedomusing the EFW are report-
ed in an appendix available upon request. Themain difference is that results using the EFWare driven by the areameasuring thequality of the legal systemandproperty
rights. However, in recent years, this index has included contract enforcement and regulatory costs of property sales and business costs of crime. These elements, if in-
cluded in the IEF, aremainly included in the regulatory components.With respect to the particular deﬁnition of a crisis as an event inwhich annual growth drops below
−0.2%, additional tests reveal that even with a cut-off of 2%, which excludes 59 events, the main ﬁndings remain unchanged.
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12 C. Bjørnskov / European Journal of Political Economy xxx (2016) xxx–xxxAccording to the Heritage Foundation (2014), business freedom is primarily identiﬁed through the existence of licensing regula-
tions and similar policies as well as their enforcement; monetary freedom refers to the existence of stable, predictable and non-
inﬂationary monetary policy directed by independent central banks; and labour freedom to classical liberalist hiring and ﬁring
rules and the absence of other restrictions on labour contracts.
An interpretation that therefore offers itself is one of reallocation costs during crises. As a crisis hits an economy, a substantial
share of resources become unemployed, which creates proﬁt opportunities for entrepreneurs to the extent that opportunity costs
of employing these resources are reduced. Yet, whether or not this happens and at which speed existing ﬁrms and new entrants
can reallocate resources depends on the regulatory framework and the efﬁciency and transparency of its enforcement. Licensing
requirements and similar business regulations constitute entry barriers that prevent entrepreneurs from seizing legal opportuni-
ties and thereby limiting the economic and social losses during crises. Unstable monetary policies and inﬂationary interventions
prevent the formation of precise price expectations, thereby increasing uncertainty, which would also hold back new investments
(Friedman, 1962). Finally, labour market regulations can make it both more expensive and risky to hire new employees, providing
a third channel through which deﬁcient or inefﬁcient regulations signiﬁcantly increase the transaction costs of reallocation. Con-
sistent with the evidence, this does not prevent a crisis from occurring, but limits its extent as more ﬁrms in a ﬂexible economy
can react faster and in a more economical way to the challenges and opportunities created by the crisis.
As a ﬁnal concern, a long string of studies in recent years has documented the substantial long-run growth effects of rule of
law components of indices such as the IEF (e.g. Acemoglu et al., 2005; Bennett et al., 2016; Kurrild-Klitgaard and Justesen,
2014). However, the evidence in this paper suggests that in short to medium run processes, other aspects of economic freedom
and the institutional framework may be more relevant. In more normal times with no or only slow reallocation needs, regulations
and restrictive legislation may not have clearly visible consequences for the economy or individual well-being. When substantial
restructuring and reallocation is forced by a crisis, the value of regulatory freedom nevertheless becomes noticeable (cf. Bjørnskov,
2014). This value seems to be ignored in current policy discussions with potential consequences for the next crisis.
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